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Abstract— We propose a method to approximate the distri-
bution of robot configurations satisfying multiple objectives.
Our approach uses Variational Inference, a popular method
in Bayesian computation, which has several advantages over
sampling-based techniques. To be able to represent the complex
and multimodal distribution of configurations, we propose to
use a mixture model as approximate distribution, an approach
that has gained popularity recently. In this work, we show
the interesting properties of this approach and how it can be
applied to a range of problems.
I. INTRODUCTION
Many robotic approaches rely on the possibility to gen-
erate, in a quick and efficient way, robot configurations
fulfilling multiple objectives. These configurations are typi-
cally computed using iterative methods, which would benefit
from good and diversified initial guesses, both in terms of
convergence speed and global optimum.
Our work addresses the problem of representing the dis-
tribution p(x) of robot configurations1 that satisfy multiple
given objectives. We first show that our goal of represent-
ing the distribution of good and diversified configurations
is the same as pursued by variational inference (VI), a
popular and scalable method for Bayesian computation.
VI methods approximate an unnormalized density by a
tractable one. As done in [1] for a 10 DoF planar robot,
we propose to use a mixture model to represent the complex
and often multimodal distribution of solutions. We propose
other components distributions than Gaussian and extend
the framework to conditional distributions using a mixture
of experts (MoE) approximation. Conditional distributions
provide greater online adaptation capabilities to the robot,
as it allows to represent the solutions for distributions of
parametrized objectives. We then present, as a cookbook,
many common robotic objectives that can be rephrased in
this framework. Various robotic applications are discussed
at the end.
II. TWO INTERPRETATIONS OF THE PROBLEM
For improved comprehension, we present two interpreta-
tions of the problem which leads to optimizing the same
objective.
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1robot configuration are often denoted q, which is also use in Variational
Inference to denote the approximate distribution.
A. Product of experts
A product of experts [2] is a model which multiplies
several densities pm (which are called experts) together
and renormalizes the density. The renormalization makes
sure that it is a proper density and introduces dependencies
between the experts. Metaphorically, each expert m gives its
opinion on a different view or transformation Tm(x) of the
data x. Their opinions is then fused together as a product
p(x|θ1, ... ,θM ) =
∏
m pm(Tm(x) |θm)∫
z
∏
m pm(Tm(z) |θm)
. (1)
For example, recalling that x denotes the configuration of
a robot (joint angles and floating base 6 DoF transformation
for a humanoid), Tm(x) can be the position of a foot
computed using forward kinematics and pm a Gaussian
distribution defining where the foot should be. The product
of expert becomes the distribution of configuration where the
foot follows the distribution pm. By adding multiple experts
(see Sec. IV), representing various objectives, the product
becomes the distribution fulfilling the set of objectives.
We point out that the experts do not need to be properly
normalized themselves, as the normalization already occurs
at the level of the product. For compactness, we will later
refer to the unnormalized product as
p˜(x) =
∏
m
pm(Tm(x) |θm) (2)
where we drop θ1, ... ,θM , parameters of the experts and the
normalized product as p(x).
In the general case, p(x) has no closed-form expression.
Gaussian experts with linear transformations is a notable
exception, where p(x) is Gaussian, but is of limited interest
in our case, due to non-linearity of the transformations we are
considering. Approximation methods, as used in Bayesian
computation, are required; the posterior distribution is indeed
the renormalized product on θ of a likelihood and a prior.
Markov chain Monte Carlo (MCMC) is a class of methods
to approximate p(x) with samples. If MCMC methods can
represent arbitrary complex distributions, they suffer from
some limitations, particularly constraining for our applica-
tion. They are known not to scale well to high dimension
space. Except for some methods [3], they require an exact
evaluation, as opposed to stochastic, of the distribution p˜(x)
which can be expensive or unfeasible, for example when
checking obstacle collision. They also struggle with multi-
modal distributions and require particular proposal steps to
move from distant modes [4]. Designing a good proposal step
is also algorithmically restrictive. Furthermore, it is difficult
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to obtain good acceptance rates in high dimension, especially
with very correlated p˜(x). When using sampling-based tech-
niques, it is also difficult to assess if the distribution p˜(x) is
well covered.
1) Variational Inference: Variational Inference (VI) [5] is
another popular class of methods that recasts the approx-
imation problem as an optimization. VI approximates the
target density p˜(x) with a tractable density q(x;λ), where λ
are the variational parameters. Tractable density means that
drawing samples from q(x;λ) should be easy and q(x;λ)
should be properly normalized. VI tries to minimize the
untractable KL-divergence
DKL(q||p) =
∫
x
q(x;λ) log
q(x;λ)
p(x)
dx (3)
=
∫
x
q(x;λ) log
q(x;λ)
p˜(x)
dx+ log C, (4)
where C is the normalizing constant. Instead, it minimizes
the negative evidence lower bound (ELBO) which can be
estimated by sampling as
L(λ) =
∫
x
q(x;λ) log
q(x;λ)
p˜(x)
dx (5)
= Eq[log q(x;λ)− log p˜(x)] (6)
≈
N∑
n=1
(
log q(x(n);λ)− log p˜(x(n))) (7)
with x(n) ∼ q( . |λ)
The reparametrization trick [6] [7] allows to compute a noisy
estimate of the gradient L(λ), which is compatible with
stochastic gradient optimization like Adam [8]. For example,
if q is Gaussian, this is done by sampling η(n) ∼ N (0, I)
and applying the continuous transformation x(n) = µ +
Lη(n), where Σ = LL> is the covariance matrix. L and µ
are the variational parameters λ. More complex mappings
as normalizing flows can be used [9].
a) Zero avoiding properties of minimizing DKL(q||p):
It is very important to note, that due to the DKL(q||p)
objective, q is said to be zero avoiding. If q is not expressive
enough to approximate p˜, it would rather miss some mass of
p˜ than give probability where there is no. In our applications,
it means that we are more likely to miss some solutions than
retrieve wrong ones.
B. Maximum entropy
Another interpretation is that the robot configurations
should minimize a sum of cost cm
c(x) =
∑
m
cm(x), (8)
representing the different objectives. Computing
argminx c(x) is equivalent to the maximum a posteriori in
Bayesian statistic. Retrieving a distribution of configurations
can be done by finding the distribution q under which the
expectation of cost Eq[c(x)] is minimized but which has
the widest entropy H(q)
L(λ) = Eq[log q(x;λ) + c(x)] (9)
= Eq[c(x)]−H(q). (10)
It actually corresponds to (6) where p˜(x) was replaced with
p˜(x) = exp(−c(x)). (11)
Intuitively, it also fits with our initial objective to generate
good, Eq[c(x)], and diversified, H(q), samples.
III. MIXTURE MODEL VARIATIONAL DISTRIBUTION
For computational efficiency, the approximate distribution
q(x;λ) is often chosen as a factorized distribution, using
the mean-field approximation [5]. Correlated distribution can
be approximated by a full-covariance Gaussian distribution
[10]. These approaches fails to capture the multimodality and
arbitrary complexity of p˜(x). If the idea to use a mixture for
greater expressiveness, as approximate distribution, is not
new [11], the approach has regained popularity recently [12]
[13] [1].
A mixture model is built by summing the probability of
k mixture components
q(x|λ) =
K∑
k=1
pik qk(x|λk),
K∑
k=1
pik = 1, (12)
where pik is the total mass of component k. The components
qk can be of any family accepting a continuous and invertible
mapping between λ and the samples. The discrete sampling
of the mixture components according to pik has no such
mapping. Instead, the variational objective can be rewritten
as
L(λ) = Eq[log q(x;λ)− log p˜(x)] (13)
=
K∑
k=1
pikEqk [log q(x;λ)− log p˜(x)], (14)
meaning that we need to compute and get derivatives
of expectations only under each component distributions
qk(x|λk).
a) About mixture components distributions: Gaussian
components are a naturral choice for robotics, due to the
quadratic form of its log-likelihood. It can be exploited in
standard robotic approaches like linear quadratic tracking
(LQR) or inverse kinematics (IK), more details in Sec V. For
some situations, where p˜(x) is very correlated, we propose
to use banana-shaped distribution [14], which is done by
applying the following differentiable mapping to Gaussian
samples η(n) ∼ N (0, I),
fκ(µ+Lη
(n)) = fκ(z
(n)) =

z
(n)
0 +
∑N
i=1 κiz
(n)2
i
z
(n)
1
...
z
(n)
N
 .
(15)
This mapping can be applied along different parametrized
directions. As illustrated in Fig. 1 (b), we get a Gaussian
with full covariance, where κ is a supplementary variational
parameter encoding curvature.
A. Conditional distribution : Mixture of experts
Let us suppose the following problem: we want to sample
humanoid configurations in static equilibrium within joint
limits where the feet are close to given poses. As this
distribution differs a lot given the poses of the feet, we
would like to retrieve this distribution conditioned on them.
That way, no new computation is required according to the
current objective, providing very fast on-line adaptability.
More generally, we want to approximate p˜(x|y) where y
is a task parameter, for a distribution of possible p(y).
For example, if ym defines a forward kinematic target,
expert pm can be
pm(x|ym) ∝ N (F (x)|ym, σI) (16)
We propose to use, as approximate distribution, a mixture
of experts (ME)
q(x|y;λ) =
K∑
k=1
hk(y;λk) qk(x|y;λk),
K∑
k=1
hk(y;λk) = 1
(17)
where hk are the gate and qk are the conditional mixture
components as in (12). qk are normally referred to as
experts2. From (12), we change the mass pik to depend and
mixture components qk to depend on the task parameters y.
In this work, we will use qk as Gaussian around a linear
function, but more complex function are possible. Samples
from qk(x|y;λk) can be drawn by first drawing η(n) ∼
N (0, I) and then applying the mapping x(n) = Wky +
ck + Lkη
(n). The variational parameters λk are Wk, ck
and Lk.
Given y, the objective (6) becomes
L(λ,y) = Eq[log q(x|y;λ)− log p˜(x|y)], (18)
which we would like to minimize under the distribution of
possible task parameters p(y)∫
y
p(y)L(λ,y)dy = Ep(y)
[
Eq[log q(x|y;λ)− log p˜(x|y)]
]
(19)
= Ep(y)
[ K∑
k=1
hk(y;λk)Eqk(·|y;λk)[log q(x|y;λ)− log p˜(x|y)]
]
(20)
This objective can also be minimized by stochastic gradient
optimization [6] [7] by sampling first y(n) ∼ p(y) and then
x(l,n) ∼ q(x|y(n);λ) for each y(n).
IV. EXPERTS AND COST
In this section, several transformations T m and experts
models pm, related to common robotic problems, are pre-
sented as a cookbook.
2we will avoid this term because of possible confusion with the product
of experts
Fig. 1. Precise forward kinematic objectives often create a very correlated
distribution of joint angles, which is difficult to sample from or to estimate
as a Mixture of Gaussians. (a) Joint distribution of a 2 DoF planar
robot whose end-effector should stay on a line. The colormap represents
exp(−c(x)) and the lines are isolines of c(x). Probability mass is located
in yellow (or lighter) areas. (b) A mixture of banana-shaped distribution can
substantially reduce the number of mixture components required to represent
the distribution, thanks to its capacity to adapt to the local curvature. (c)
A mixture of Gaussians with the same number of components would not
be able to cover the distribution as well. Here, for illustrating our point,
fewer components than required were used. Zero-avoiding properties of
DKL(q||p) is visible here, as no mass of q is assigned where p˜ has none.
A. Transformations
a) Forward kinematics (FK): One of the most com-
mon transformation used in robotics is forward kinematics,
computing poses (position and orientation) of links given
the robot configuration x. Using Variational inference with
a mixture of Gaussians was already proposed in [1] to find
all the distribution of configurations of a 10 DoF planar robot
where the end link is closed to a target.
Forward kinematics can also be computed in several task-
spaces, associated with objects of interest [15].
b) Center of Mass (CoM): From the forward kinemat-
ics of the center of mass of each link and their mass, it is
possible to compute the center of mass (CoM) of the robot.
To satisfy static equilibrium, the CoM should be on top of
the support polygons.
c) Distance: A relative distance space is proposed
in [16]. It computes the distances from multiple virtual
points on the robot to other objects of interests (targets,
obstacles). It is useful when considering an environment
with obstacles and provides an alternative or complement
to forward kinematics.
d) Steps of Jacobian pseudo-inverse: Precise kinemat-
ics constraints imply a very correlated p˜(x) from which it is
difficult to sample and represent as a mixture of Gaussians.
In the extreme case of hard kinematics constraints, the
solutions are on a low dimensional manifold embedded in
configuration space. Dedicated methods address the problem
of representing [17] or sampling this manifold [18]. In [19],
a projection strategy is proposed. Configurations are sampled
randomly and projected back using an iterative process. We
propose a similar approach where the projection operator
PN would be used as transformation T m. Inverse kinematics
Fig. 2. Precise forward kinematics objectives often create a very correlated
distribution of joint angles, which is difficult to sample from or to estimate
as a Mixture of Gaussians. (a) Joint distribution of a 2 joints robot whose
end-effector should stay on a line. The colormap represents exp(−c(x))
and the lines are isolines of c(x). Probability mass is located in yellow
(or lighter) areas. (b) Distribution of points from which two iterations of
IK leads to distribution (a) (c) Its approximation as a mixture of Gaussians
with samples and projected samples with two iterations.
problems are typically solved iteratively with
P(x) = x+ J(x)†(pˆ− F (x)) (21)
where pˆ is the target and J(x)† is the Moore-Penrose
pseudo-inverse of the Jacobian. This relation is derivable and
can be applied recursively
P0(x) = P(x) (22)
Pn+1(x) = P(Pn−1(x)). (23)
Then, the distribution
pm(x) ∝ N (PN (x)| pˆ, σI) (24)
is the distribution of configurations which converge in N
steps to N (pˆ, σI), see Fig. 2. Thanks to the very good
convergence of the iterative process (21), σ can be set very
small. However this approach has a similar, but less critical,
problem as [19]. The approximate distribution q(x;λ) will
be slightly biased toward zones where the forward kinematics
is close to linear (constant Jacobian), which are those where
more mass converge to the manifold.
With high DoF robots, it might be computationally ex-
pensive to run iteration steps inside the stochastic gradient
optimization and propagate the gradient. Another approach
would be to define heuristically, or learn, Σh such that
N (x| pˆ, σI + Σh) is close to N (PN (x)| pˆ, σI).
B. Distributions
We present several distribution that can be used as cost on
the transformations.
a) Multivariate normal distribution (MVN): An obvi-
ous choice for forward kinematics objective if Gaussian or
Multivariate normal distribution (MVN). Its log-likelihood
is quadratic, making it compatible with standard inverse
kinematics and optimal control techniques,
pMVN(X|µ,Σ) ∝ exp(−1
2
(x− µ)>Σ−1(x− µ)), (25)
where where µ is the location parameter and Σ the covari-
ance matrix.
b) Matrix Bingham-von Mises-Fisher distribution
(BMF): To cope with orientation, for example as rotation
matrix, Matrix Bingham-von Mises-Fisher distribution
(BMF) [20] can be used. Its normalizing constant is
intractable and required approximation [21], which is
not a problem in our case, as we integrate over robot
configurations. Its density
pBMF(X|A,B,C) ∝ exp(tr(C>X +BX>AX)), (26)
has a linear and a quadratic term and can be written as an
MVN with a particular structure of the covariance matrix.
Correlations between rotations can be represented with this
distribution. Rewritten as an MVN, it is possible to create a
joint distribution of position and rotation matrices that also
encodes correlations between them.
c) Cumulative distribution function (CDF): Inequality
constraints, such as static equilibrium, obstacles or joint
limits can be treated using cumulative distribution function
p(x ≤ b), wherex ∼ N (T (x), σ2 ) (27)
where T (x) is a scalar. For example for half-plane con-
straints, T (x) could be w>x or for joint limits on first joint
T (x) = x0.
The use of the CDF makes the objectives continuous and
allows to consider a safety margin determined by σ.
Obstacles constraints might be impossible to compute
exactly and require collision checking techniques [22]. We
note, that due to the stochastic optimization, our approach
is compatible with stochastic approximation of the collision
related cost, which might fasten the computation a lot.
d) Uni-Gauss: To represent hierarchy between multiple
tasks in our framework, we propose to use uni-Gauss experts
[2]. It combines the distribution defining a non-primary
objective pm with a uniform distribution
pUG,m(x) = pimpm(x) +
1− pim
c
, (28)
which means that each objective has a probability pm to
be fulfilled or not. It can also be interpreted as a cost of
log(1− pim) penalizing the neglect of task m.
Classical prioritized approaches [23] exploit spatial or
temporal redundancies of the robot to achieve multiple tasks
simultaneously. They use a null-space projection matrix,
such that commands required to solve a secondary task do
not influence the primary task. As our tasks are defined as
distributions, we do not necessarily need redundancies. As
each non-primary tasks has a probability to be abandoned,
approximating the PoE would evaluate if there is sufficient
mass at the intersection of the objective.
There are two possible ways of estimating p˜(x) in case
of Uni-Gauss experts. If the number of tasks is small, we
can introduce, for each task m, a binary random variable
indicating if the task is fulfilled or not. For each combination
of these variable, we can then compute p˜(x). The ELBO
can be used to estimate the relative mass of each of these
Fig. 3. Distribution of poses satisfying static equilibrium, joint limits, feet
and left gripper IK objectives. Feet are reprojected to their exact location
using 3 Newton’s method steps. (a) No hierarchy between the different
objectives. (b) Left gripper is set as a secondary objective using Uni-Gauss
expert. Given that the secondary objective has some probability not to be
fulfilled, there is more mass in the intersection of the other constraints that
in the intersection of all.
combinations, as done in model selection. For example, if
the tasks are not compatible, their product would have a very
small mass, as compared to the primary task. In the case of
numerous objective, this approach becomes computationally
expensive because of the growing number of combinations;
we can instead marginalize these variables and we fall back
on (28). For practical reasons of flat gradients, the uniform
distribution can be implemented as a distribution of the same
family as pm with a higher variance, that changes across
optimization.
Fig. 3 (a) shows an example where forward kinematics
objectives are given for the feet and a hand while static
balance has to be ensured.
V. APPLICATIONS
A. Learning objectives
If it seems intuitive to choose the transformations needed
to represent, for a given task, a desired joint distribution,
choosing experts parameters θ1, ...,θM could be complex if
not infeasible. These parameters can be learned by providing
samples of possible desired configurations, for example
through kinesthetic teaching. From a given dataset of robot
configurations X , maximum likelihood (or maximum a
posteriori) of the untractable distribution p(x|θ1, ... ,θM )
should be computed. It can be done using gradient descent
techniques [2] with
∂ log p(x|θ1, ... ,θM )
∂θm
=
(29)
∂ log pm(x|θm)
∂θm
− ∂ log C(θ1, ... ,θM )
∂θm
=
(30)
∂ log pm(x|θm)
∂θm
−
∫
c
p(c|θ1, ... ,θM )∂ log pm(c|θm)
∂θm
dc.
(31)
Computing a step of gradient requires to compute an ex-
pectation under the untractable distribution p(x|θ1, ... ,θM )
which makes the process computationally expensive. In [24],
using a few sampling steps initialized at the data distribution
X is proposed. Unfortunately this approach fails when
p(x|θ1, ... ,θM ) has multiple modes. The few sampling steps
never move between modes which results in the incapacity
of estimating their relative mass. Wormholes have been pro-
posed as a solution [25], but are algorithmically restrictive.
Instead, we propose to use VI with the mixture distribution
as presented to approximate p(x|θ1, ... ,θM ). The training
process thus alternate between minimizing DKL(q||p) with
current p and using current q to compute the gradient (31).
q can either be used as an importance sampling distribution
or directly if expressive enough to represent p. The mass of
the modes is directly encoded as pik which makes it much
more easy to evaluate than moving samples.
This process seems overly complex compared to directly
encode p(x), for example as a mixture or a non-parametric
density. However, it offers a lot of advantages, especially
when we have access only to small datasets and very good
generalization capabilities are required.
• Simple and compact explanation can be found for
complex distribution. For example, to learn directly the
distribution shown in Fig. 1, a lot of samples span-
ning the whole distribution would be required. Finding
a simple explanation under a known transformation,
following Occam’s razor principle, allow to increase
generalization capabilities. Very sharp and precise dis-
tributions could be obtained with a very limited number
of parameters.
• Domain specific a priori knowledge can be included
in the form of particular transformations and experts,
which would reduce the need for data. More complex
transformations can still be learned, if more data is
available and more complex objectives are implied.
• The model is more structured and interpretable for
a human user. It could facilitate interactive or active
learning procedure.
B. Planning
Sampling-based robot motion planning [22] requires to
sample configurations in obstacle-free space and possibly
satisfying other constraints. One of the difficulty, especially
with precise constraints and in high dimension space, is to
generate those samples, which cannot be done with standard
rejection sampling approaches. Uniform sampling and pro-
jection into the constraint is proposed in [19] and dedicated
approaches for closed chain are proposed in [17] [18].
Variational methods can be interesting when high dimension
configuration spaces are involved, as they are known to scale
better than sampling.
Another challenge of sampling-based planning is to make
sure that the space is well covered, ensuring good connec-
tivity. This is indeed a general problem of MCMC methods
when approximating a distribution. Using a mixture model,
it is easier to assess for connectivity as the existence of
common mass between components. The overlap between
Fig. 4. A mixture of K = 100 Gaussians (orange) is used to approximate
N (0, I) in 2D, where the additional cost of the probability of being inside
of the obstacles (blue) is added as (27). A graph of distances between the
components is computed converting (32) to positive values only. Shortest
path algorithms in graph are used to compute a sequence of components
from given initial and final points (black square). Linear quadratic tracking
is used to drive a second order integrator between these points. Expect final
target objective, the log-likelihood of the components (quadratic) along the
sequence is used as state cost on x. The linear-Gaussian LQT policy is
then sampled to compute path (black lines). If this approach may still hit
obstacles or be non-optimal, it can at least be used to warm-start a trajectory
or policy optimization, which typically suffer from poor local minima.
two components k and l can be computed for example with
akl =
∫
x
qk(x;λk) ql(x;λl) dx, (32)
which is closed-form in case of Gaussian components. Due
to the zero avoiding properties of VI, if the components have
some common mass, it is very likely that they are connected.
Sampling-based planning also requires a local planner to
drive the robot between two given states. A formulation,
where the states would be defined as the Gaussian mixture
components, would allow using common and efficient op-
timal control techniques such as linear quadratic tracking
(LQR) for local planning. The idea is illustrated in Fig. 4.
More developments and evaluation will be presented in a
future work.
C. Warm-starting inverse kinematics
Inverse kinematics problems are typically solved with
iterative techniques that are subject to local optimum and
benefit from good initialization. It often arises that the poses
we find should satisfy general, task-specific and goal-specific
constraints. For example, a humanoid can achieve a wide
range of tasks with its hands while constantly keeping its feet
on the ground and ensuring balance. To be able to warm-start
the optimization of all the constraints together, it would be
beneficial to pre-compute the distribution of poses, already
satisfying the general constraints.
If Gaussian components are used, a nice property is to be
able to compute the intersection of objectives without further
optimization. Let’s say we have qA(x;λ) approximating
the distribution of poses satisfying the set of objectives A,
defined by the untractable distribution p˜A(x) and qB(x;λ)
for the set B. We can directly compute qA∩B(x;λ), the
distribution configurations satisfying both sets as a product of
mixtures of Gaussians which is itself of mixture of Gaussians
[26].
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