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Introduction
As in the title of this thesis, we study mainly two subjects “Multiplicative quadratic
forms on algebraic varieties” and “Noether’s problem for meta-abelian groups”.
This thesis consists of six chapters and we shall discuss the former subject in Chap-
ters 1 and 2, and the latter in the last four chapters. These two subjects are not
independent. Indeed both of them have a relationship to Jacobi sums, Gaussian pe-
riods and cyclotomic numbers which are fundamental materials of number theory.
In 1898, Hurwitz showed that if there is an identity of the type
(X21 + · · ·+ X2n)(Y 21 + · · ·+ Y 2n ) = Z21 + · · ·+ Z2n,
where the Zk’s are bilinear forms of the independent variables Xi and Yj over a
field K then n = 1, 2, 4, 8. In general, for a regular quadratic form q(X) :=
q(X1, . . . , Xn) over a field K, q(X) is called multiplicative if there exists a for-
mula
q(X)q(Y) = q(Z),
where the Xi and Yj are independent variables and Zk ∈ K(X,Y). q(X) is called
strictly multiplicative if there exists the above formula with Zk linear in Yj over
K(X). In 1965, A. Pfister showed that if q is a Pfister form then q is strictly multi-
plicative, and conversely if q is an anisotropic multiplicative form then q must be a
Pfister form.
In Chapter 1, we shall discuss a certain extension of Hurwitz-type multiplication
of quadratic forms. For a regular quadratic space (Kn, q), we restrict the domain of
q to an algebraic variety V  Kn and require a Hurwitz-type “bilinear condition”
on V .
Definition 1.1. Let V  Kn be an algebraic variety. We say a regular quadratic
form q(X) is multiplicative on V if there is a bilinear map ϕ : Kn × Kn → Kn
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such that
ϕ(V × V ) ⊂ V and
q(X)q(Y) = q(ϕ(X,Y)) for any X,Y ∈ V.
First we show that the m-fold Pfister form is multiplicative on certain proper
subvariety in K2m for any m. As in the case which is over vector space Kn, one
might expect that a multiplicative quadratic form on algebraic variety is always a
Pfister form. However, in Section 1.2, we show the existence of non-Pfister four
dimensional quadratic forms which are multiplicative on certain hypersurface.
Theorem 1.10. For a, b, c ∈ K∗ with b2 + 4ac = 0, let V(a,b,c) be a hypersurface
on A4 defined by X1X2 + aX23 + bX3X4 − cX24 = 0. For any λ ∈ K∗, q(X) =
X21 + (b
2 + 4ac)acλ2X22 + (b
2 + 4ac)aλX23 + (b
2 + 4ac)cλX24 is multiplicative on
V(a,b,c). Moreover the bilinear map ϕ is given explicitly as follows:
ϕ(X,Y) =
(X1Y1 + (b
2 + 4ac)acλ2X2Y2 + (b
2 + 4ac)aλX3Y3 + (b
2 + 4ac)cλX4Y4,
X2Y1 + X1Y2 + 2aX3Y3 + bX4Y3 + bX3Y4 − 2cX4Y4,
X3Y1 + 2acλX3Y2 + bcλX4Y2 −X1Y3 − 2acλX2Y3 − bcλX2Y4,
X4Y1 + abλX3Y2 − 2acλX4Y2 − abλX2Y3 −X1Y4 + 2acλX2Y4).
In contrast to the classical case, we also prove the existence of 6-dimensional
multiplicative quadratic form on certain algebraic variety. In Section 1.3, We give
an example of applications which use the multiplicative quadratic forms on alge-
braic varieties. We apply Theorem 1.10 to certain well-known Diophantine equa-
tion, which is called Dickson’s system. This gives us some information of integer
solutions of this system.
In Chapter 2, by using the theory of multiplicative quadratic forms on algebraic
varieties in the previous chapter, we shall construct lifts of quintic Jacobi sums for
finite fields. This means that we give quintic Jacobi sums for extended field Fps+t
by using quintic Jacobi sums for Fps and for Fpt. Let e ≥ 2 be a positive integer
and q = pr a prime power such that q ≡ 1 (mod e). Write q = ef + 1. Let ζp be a
p-th primitive root of unity, γ a fixed generator of F∗q . Let χ be a character of order
e on F∗q such that χ(γ) = ζe and we extend it to Fq by χ(0) = 0. The Jacobi sum
Jr(χ







In the case where e = 5 and p ≡ 1 (mod 5), it is known that the following system
has exactly four integer solutions and one of them gives the value of Jr(χ, χ).⎧⎪⎪⎪⎨⎪⎪⎪⎩
16pr = x2 + 125w2 + 50v2 + 50u2,
xw = v2 − 4uv − u2,
x ≡ −1 (mod 5),
p  | x2 − 125w2.
Let S(p, r)U denote four integer solutions of the above system related to pr. In
Section 2.4, we shall make a lift of quintic Jacobi sums by using above system.
Namely we give the procedure of constructing four integer solutions S(p, s + t)U
related to ps+t by using S(p, s)U and S(p, t)U . In Section 2.5, we also give some
explicit formulas (e.g. duplication, triplication and quintuplication formulas) of lifts
of quintic Jacobi sums. Let σ be a non-singular linear transformation such that
σ(x,w, v, u) = (x,−w,−u, v). Here we describe the quintuplication formula.
Theorem 2.1 (Quintuplication formula). Let (x,w, v, u) ∈ S(p, s)U . S(p, 5s)U
is given by the σ-obit of(x(80p2s − 20psx2 + x4 − 7500psw2 + 1250x2w2 + 78125w4)
16
,











V = 4ps(4psu− 3x2u− 60xwv − 30xwu− 375w2u) + x4u + 40x3wv
+ 20x3wu + 750x2w2u + 5000xw3v + 2500xw3u + 15625w4u.
In Section 2.6, we give the explicit factorization of the reduced form of the
quintic period polynomial by using the above quintuplication formula. Gaussian







where Tr is the trace map Tr : Fq → Fp, and the reduced period polynomial P ∗e,r(X)
of degree e for Fq is given by P ∗e,r(X) :=
∏e−1
i=0 (X − η∗i,r), where η∗i,r = e ηi,r + 1.
The explicit factorization of P ∗5,5s(X) is given as follows:
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Theorem 2.2. Let p ≡ 1 (mod 5), q = p5s and (xs, ws, vs, us) ∈ S(p, s)U . The
















L = 2xv2 + 2xu2 + 55wv2 − 20wvu− 55wu2,
M = 2x2u + 7xv2 + 20xvu− 3xu2 + 125w3 + 200w2v − 150w2u
+ 5wv2 − 20wvu− 105wu2 − 40v3 − 60v2u + 120vu2 + 20u3.
In Chapters 3–6, we shall treat Noether’s problem over Q for some meta-abelian
groups. Let K = Q(x0, . . . , xn−1) be the field of rational functions in n variables
and G a transitive subgroup of Sn the symmetric group of degree n. Let G act
on K by permuting the variables x0, . . . , xn−1. Emmy Noether [Noe13, Noe18]
raised the following problem which is called Noether’s problem for G over Q: Is
the subfield KG of G-invariant elements of K rational (i.e. purely transcendental)
over Q ? This is one of central problems of the inverse Galois theory because if this
problem has an affirmative answer then we get a Q-generic polynomial for G (cf.
[JLY02]). The polynomial g(t;X) := g(t1, . . . , tn;X) ∈ Q(t1, . . . , tn)[X], where
t1, . . . , tn and X are indeterminates, is called Q-generic for G if the splitting field
of g(t;X) over Q(t1, . . . , tn) has Galois group G and every Galois extension L/M
with Gal(L/M) ∼= G and M ⊃ Q is the splitting field of a polynomial g(a;X) for
some a = (a1, . . . , an) ∈ Mn. Namely every G-extension over a field M whose
characteristic is zero can be obtained by some specialization of the parameters of
g(t;X).
In Chapter 3, we shall discuss a general method of constructing families of cyclic
polynomials over Q with more than one parameter, which may be called a geometric
generalization of the Gaussian period relations. We take, among the various alge-
braic relations satisfied by Gaussian periods ηj, the following system of relations





where ci,j are slight modification of the cyclotomic numbers of order e (see (3.2)).
Now replace η0, η1, . . . , ηe−1 by independent variables y0, y1, . . . , ye−1. Let R be
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the e×e matrix given by R = [yi+j]0≤i,j≤e−1, where the subscripts are taken modulo
e. Then the above relation can be rephrased to the equality
U = RDR−1,
where we have replaced [ci,j]0≤i,j≤e−1 by the matrix U = [ui,j]0≤i,j≤e−1, and D
is the diagonal matrix diag(y0, y1, . . . , ye−1). Let σ be the cyclic permutation of
y0, y1, . . . , ye−1. The following lemma plays a key role in this chapter.
Key lemma 1. We have Q(y0, y1, . . . , ye−1)〈σ〉 = Q(ui,j| 0 ≤ i, j ≤ e− 1). Hence
Q(y0, y1, . . . , ye−1)/Q(ui,j| 0 ≤ i, j ≤ e − 1) is a cyclic extension of degree e.
Moreover Q(y0, y1, . . . , ye−1) is a root field of the characteristic polynomial of the
matrix U .
Using Key lemma 1, for 3 ≤ e ≤ 5, we shall give an affirmative answer to
Noether’s problem for the cyclic group Ce of order e with explicit generators of
the fixed field, which is quite different from that given in [Mas55, Mas68]. In Sec-









ym ym+i (2 ≤ i ≤ [ e2 ]).
Note that Gaussian periods {ηi} have the same property in the case f is even (cf.
(3.2)). We shall see that if we require the above condition then the resulting poly-
nomial become closer to the polynomial of Gaussian periods. In this way, for
4 ≤ e ≤ 7, we shall obtain families of cyclic polynomials with e − [ e−2
2
] parame-
ters. Moreover, we shall also give some simple families of cyclic polynomials with
one parameter. Especially we find the following new simple family of septic cyclic
polynomials with parameter a whose constant term is a7.
X7 − (a3 + a2 + 5a + 6)X6 + 3(3a3 + 3a2 + 8a + 4)X5
+ (a7 + a6 + 9a5 − 5a4 − 15a3 − 22a2 − 36a− 8)X4
− a(a7 + 5a6 + 12a5 + 24a4 − 6a3 + 2a2 − 20a− 16)X3
+ a2(2a6 + 7a5 + 19a4 + 14a3 + 2a2 + 8a− 8)X2
− a4(a4 + 4a3 + 8a2 + 4)X + a7.
In Chapter 4, we study Noether’s problem over Q for meta-cyclic groups. This
chapter is an extension of the previous chapter, which was concerned with the cyclic
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group Cn of order n. We shall give a simple description of the action of the normal-
izer of Cn in Sn to the function field Q(x1, . . . , xn), in terms of the generators of the
fixed field of Cn given in Chapter 3. Let Aﬀ(Z/nZ) be the group of one-dimensional





) ∣∣∣∣ a ∈ (Z/nZ)∗, b ∈ Z/nZ }.
We have Aﬀ(Z/nZ) ∼= (Z/nZ)(Z/nZ)∗. Each λ ∈ (Z/nZ)∗ is associated to the
permutation τλ of variables y0, . . . , yn−1 satisfying
τλ : yi 
→ yλi, (0 ≤ i ≤ n− 1).
Let F be a subgroup of Aﬀ(Z/nZ) which contains Z/nZ. Then we can write F =
(Z/nZ)  S with a subgroup S ⊆ (Z/nZ)∗. Choosing a system of generators of S
suitably, we can express F as 〈σ〉  (〈τλ1〉 × · · · × 〈τλr〉). We have the following
lemma which plays a fundamental role in this chapter.
Key lemma 2. Let F = (Z/nZ)S be as above. The F -action on Q(y0, . . . , yn−1)
defined by the permutation of variables y0, . . . , yn−1 induces the action of S on
Q(y0, . . . , yn−1)〈σ〉 = Q(ui,j | 0 ≤ i, j ≤ n− 1), and is given by
τλ : ui,j 
→ uλ−1i,λ−1j , (0 ≤ i, j ≤ n− 1)
for each τλ ∈ S.
By using Key lemma 2, we shall give a set of independent generators of the fixed
fields Q(x1, . . . , xn)Dn (n = 3, 4, 5, 6) and Q(x1, . . . , x5)F20 explicitly, where Dn
is the dihedral group of order 2n and F20 is the Frobenius group of order 20. Our
method using the elementary cyclic elements ui,j has some advantages. Firstly we
do not need a primitive n-th root of unity (cf. [Mas55]), and a generating poly-
nomial for the Cn-extension Q(y0, . . . , yn−1) over Q(y0, . . . , yn−1)Cn is obtained
directly as the characteristic polynomial of the matrix U . This enables us to recon-
struct simple one-parameter Cn-polynomials (e.g. whose constant term is equal to
one) which have been discovered as Gaussian period polynomials by several au-
thors (e.g. [Leh88], [SW88], [Th00], [Th01]). Secondly, while in the original case
of Cn-extensions of Q generated by Gaussian periods the Cn-fixed field Q admits no
nontrivial group action, the field Q(y0, . . . , yn−1) generated by geometric general-
ization of Gaussian periods admits the action of meta-abelian groups which induces
a nontrivial group action on the Cn-fixed field Q(y0, . . . , yn−1)Cn . As application
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we also reconstruct some ”simple” one-parameter families of cyclic and dihedral
polynomials.
In Chapter 5, we extend Masuda’s method [Mas55] for cyclic groups to sub-
groups H of Aﬀ(Z/nZ) the group of one-dimensional affine transformations on
Z/nZ. This enables us to solve Noether’s problem for Frobenius groups of degree
7 and 11 by constructing independent generators of the fixed field explicitly. The
following is the main result of this chapter which gives a procedure for constructing
Q-generic H-polynomials.
Theorem 5.1. For any subgroup H of Aﬀ(Fp), p = 7, 11, Noether’s problem has
an affirmative answer. Moreover we give independent generators of the fixed field
KH explicitly.
One of our motivations is for given finite group G to construct more simple Q-
generic G-polynomial with few parameters for the sake of applications to various
problems in algebra and number theory. The minimal number of parameters in
Q-generic G-polynomials is called generic dimension gd

G for G over Q. For
example, it has been known that gd

C7 = 2, 2 ≤ gd

D7 ≤ 5, 2 ≤ gd

F21 ≤ 7 and
2 ≤ gd

F42 ≤ 14 (see [JLY02, Chapter 8]). We put ti = (xi − x0)/(xp−1 − x0)
for i = 1, . . . , p − 2 and K(p−2) := Q(t1, . . . , tp−2). For p = 7, 11, as a corollary
of Theorem 5.1, we can get a Q-generic G-polynomial with p − 2 parameters as a
generating polynomial for K(p−2)/KG(p−2).
Corollary 5.2. We have
(i) gd

G ≤ 5, for G = D7, F21, F42,
(ii) gd

G ≤ 9, for G = D11, F55, F110.
In Chapter 6, we solve Noether’s problem over Q for some meta-abelian groups
of small degree n. Let G be a subgroup of Aﬀ(Z/nZ) which contains Z/nZ. For
n = 9, 10, 12, 14, 15, we show that Noether’s problem for G has an affirmative
answer by constructing an explicit transcendental basis of the fixed field over Q.
Theorem 6.1. Let G be a subgroup of Aﬀ(Z/nZ) containing Z/nZ. For n =
9, 10, 12, 14, 15, Noether’s problem for G has an affirmative answer.
10
Chapter 1
Multiplicative quadratic forms on
algebraic varieties
In this chapter, we shall discuss a certain extension of Hurwitz-type multiplication
of quadratic forms. For a regular quadratic space (Kn, q), we restrict the domain of
q to an algebraic variety V  Kn and require a Hurwitz-type “bilinear condition”
on V . This means the existence of a bilinear map ϕ : Kn × Kn → Kn such that
ϕ(V × V ) ⊂ V and q(X)q(Y) = q(ϕ(X,Y)) for any X,Y ∈ V . We show that
the m-fold Pfister form is multiplicative on certain proper subvariety in K2m for any
m. We also show the existence of multiplicative quadratic forms which are different
from Pfister forms on certain algebraic varieties for n = 4, 6. Especially for n = 4
we give a certain family of them.
1.1 Introduction
Let K be a field whose characteristic is not 2. In 1898, Hurwitz showed that if there
is an identity of the type
(X21 + · · ·+ X2n)(Y 21 + · · ·+ Y 2n ) = Z21 + · · ·+ Z2n,
where the Zk’s are bilinear forms of the independent variables Xi and Yj over K
then n = 1, 2, 4, 8. In general, for a regular quadratic form q(X) := q(X1, . . . , Xn)
over K, q(X) is called multiplicative if there exists a formula
q(X)q(Y) = q(Z),(1.1)
where the Xi and Yj are independent variables and Zk ∈ K(X,Y). q(X) is called
strictly multiplicative if there exists a formula (1.1) with Zk linear in Yj over K(X).
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It is known that if q(X) is isotropic then q(X) is always multiplicative and in this
case q(X) is strictly multiplicative if and only if q(X) is hyperbolic (see [Pf95]
or [Raj93]). A quadratic form is called Pfister form if it is expressible as a tensor
product of binary quadratic forms of the type 〈1, a〉. We denote by 〈〈a1, a2, . . . , am〉〉
the m-fold Pfister form 〈1, a1〉 ⊗ 〈1, a2〉 ⊗ · · ·⊗ 〈1, am〉. In 1965, A. Pfister showed
the following theorem.
Theorem (Pfister [Pf65-2]). If q is a Pfister form, then q is strictly multiplicative.
Conversely if q is an anisotropic multiplicative form over K, then q must be a Pfister
form.
Let DK(n) be the set of values in K∗ represented by a sum of n squares in K,
namely
DK(n) = {α ∈ K∗ | α = α21 + · · ·+ α2n, αj ∈ K}.
The Stufe (or level) of a field K is defined as s(K) := Inf{n ∈ N : −1 ∈ DK(n)}.
From above theorem, we see that if n is a power of 2 then DK(n) is a multiplica-
tive group. Using this fact, Pfister proved the following remarkable theorem (see
[Pf65-1] or [Raj93]).
Theorem (Pfister). For any field K, s(K) is, if finite, always a power of 2. Con-
versely every power of 2 is the Stufe of some field K.
1.2 Multiplicative quadratic forms on algebraic vari-
eties
We extend the Hurwitz-type multiplicative quadratic forms in different way. For a
regular quadratic space (Kn, q), we restrict the domain of q to an algebraic variety
V  Kn. Furthermore we require the Hurwitz-type “bilinear condition” for q on V .
More precisely, we make the following.
Definition 1.1. Let V  Kn be an algebraic variety. We say a regular quadratic
form q(X) is multiplicative on V if there is a bilinear map ϕ : Kn × Kn → Kn
such that
ϕ(V × V ) ⊂ V and
q(X)q(Y) = q(ϕ(X,Y)) for any X,Y ∈ V.
12
Then the following natural problems arise.
Problem 1.2. Given a regular quadratic form q(X), determine whether an alge-
braic variety V  Kn exists on which q(X) is multiplicative.
Problem 1.3. Given an algebraic variety V  Kn, determine whether a quadratic
form q(X) which is multiplicative on V exists.
Problem 1.4. If Problem 1.2 or 1.3 is affirmative, find a bilinear map ϕ explicitly.
Note that in the classical case V = Kn, an anisotropic quadratic form is multi-
plicative if and only if it is a Pfister form. Moreover, when we require the Hurwitz-
type “bilinear condition” a multiplicative quadratic form exists only for dimension
1, 2, 4 and 8. In this note we assume that the quadratic form is diagonal in order to
simplify an argument.
We first describe a simple example which is a slight generalization of Hurwitz’s
theorem (see [Sch95]). Let A be a finite-dimensional K-algebra with involution τ .
We define an algebraic variety Vτ := {x ∈ A | x · xτ ∈ K} and a quadratic form
Nτ (α) := α · ατ , α ∈ Vτ . Then we see that
Nτ (αβ) = αβ(αβ)
τ = αβ(βτατ) = α(ββτ)ατ
= Nτ (α)Nτ (β), for any α, β ∈ Vτ .
In particular we consider the following case, from which one can recover the
Pfister form in natural way. Let a1, . . . , am ∈ K∗ and L = K(
√−a1, . . . ,
√−am).
We suppose that L is an extension field of degree 2m over K. We put Sm :=
{1, 2, . . . , m} then {eI :=
∏
i∈I
√−ai | I ⊆ Sm} is a basis for L/K. For 1 ≤




−√−ak, if k = i,√−ak, if k = i.
Hence Gal(L/K) ∼= 〈σ1, . . . , σm〉. We now consider τ ∈ Gal(L/K) of order 2 and
define sgnτ (i) ∈ {±1} for 1 ≤ i ≤ m by the equation
τ(
√−ai) = sgnτ (i)
√−ai.




uIeI , uI ∈ K
13
and define
Nτ (α) := NL/L〈τ〉(α) = α · ατ ∈ L〈τ〉.







Note that f∅(X) is the m-fold Pfister form 〈〈−sgnτ (1)a1, . . . ,−sgnτ (m)am〉〉. We
see that {α ∈ L∗ | Nτ (α) ∈ K} is a multiplicative group. Therefore we obtain the
following fundamental proposition of the theory of multiplicative quadratic forms
on algebraic varieties.
Proposition 1.5. Let fJ(X) be 2m−1 quadratic forms defined in (1.2) and let V be
defined by the 2m−1 − 1 equations fJ(X) = 0, (J = ∅). The m-fold Pfister form
f∅(X) = 〈〈−sgnτ (1)a1, · · · ,−sgnτ (m)am〉〉 is multiplicative on V .
Let V  Kn be an algebraic variety and q be a quadratic form on V . Define
DV (q) to be the set of values in K∗ represented by q on V , namely
DV (q) = {α ∈ K∗ | α = q(α1, . . . , αn), for (α1, . . . , αn) ∈ V }.
We see that if q is multiplicative on V and represents 1 then DV (q) is a multiplicative
group. Note that we can also consider q over a commutative ring R requiring the
Hurwitz-type “bilinear condition” over R. We shall give an application which is the
case over the ring of integers Z in Section 3.
We now present an example of Proposition 1.5.
Example 1.6. The case m = 2. Suppose L = K(
√−a1,
√−a2) is an biquadratic






For α, β ∈ L, we write































h(X) := f1,2(X) = 2(X1X4 −X2X3).
From Proposition 1.5, q(X) is multiplicative on V : h(X) = 0. Namely if h(X) =
0 and h(Y) = 0 then there is the bilinear map ϕ : K4 × K4 → K4 such that
q(X)q(Y) = q(ϕ(X,Y)) and h(ϕ(X,Y)) = 0. Since Nτ (α)Nτ (β) = Nτ (αβ) and
αβ =(X1Y1 − a1X2Y2 − a2X3Y3 + a1a2X4Y4)
+ (X2Y1 + X1Y2 − a2X4Y3 − a2X3Y4)
√−a1
+ (X3Y1 − a1X4Y2 + X1Y3 − a1X2Y4)
√−a2
+ (X4Y1 + X3Y2 + X2Y3 + X1Y4)
√−a1
√−a2,
we obtain the bilinear map ϕ explicitly as follows:
ϕ(X,Y) = (X1Y1 − a1X2Y2 − a2X3Y3 + a1a2X4Y4,
X2Y1 + X1Y2 − a2X4Y3 − a2X3Y4,
X3Y1 − a1X4Y2 + X1Y3 − a1X2Y4,
X4Y1 + X3Y2 + X2Y3 + X1Y4).
Moreover using above bilinear map ϕ, we have the following equations.
Corollary 1.7. Let q(X), h(X), ϕ(X,Y) be as above in Example 1.6. Then
q(X)q(Y) = q(ϕ(X,Y))− a1a2h(X)h(Y),
h(ϕ(X,Y)) = q(X)h(Y) + h(X)q(Y),
where the Xi and Yj are independent variables.





4 , a1, a2 ∈ K∗ is multiplicative on V : h(X) = 0 without the
supposition that K(
√−a1,√−a2) is a field of degree 4 over K as in Example 1.6.
The following problem arises as the next natural question after Proposition 1.5.
Problem 1.9. Does there exist a quadratic form q(X) which is different from a
Pfister form and multiplicative on an algebraic variety V  Kn.
As in the case which is over vector space Kn, one might expect that a multi-
plicative quadratic form on algebraic variety is always a Pfister form. However we
give the following result for 4-dimensional quadratic forms.
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Theorem 1.10. For a, b, c ∈ K∗ with b2 + 4ac = 0, let V(a,b,c) be a hypersurface
on A4 defined by X1X2 + aX23 + bX3X4 − cX24 = 0. For any λ ∈ K∗, q(X) =
X21 + (b
2 + 4ac)acλ2X22 + (b
2 + 4ac)aλX23 + (b
2 + 4ac)cλX24 is multiplicative on
V(a,b,c). Moreover the bilinear map ϕ is given explicitly as follows :
ϕ(X,Y) =
(X1Y1 + (b
2 + 4ac)acλ2X2Y2 + (b
2 + 4ac)aλX3Y3 + (b
2 + 4ac)cλX4Y4,
X2Y1 + X1Y2 + 2aX3Y3 + bX4Y3 + bX3Y4 − 2cX4Y4,
X3Y1 + 2acλX3Y2 + bcλX4Y2 −X1Y3 − 2acλX2Y3 − bcλX2Y4,
X4Y1 + abλX3Y2 − 2acλX4Y2 − abλX2Y3 −X1Y4 + 2acλX2Y4).
Proof. Put f(X) := X1X2 + aX23 + bX3X4 − cX24 . Using ϕ, we can show the
following relations by direct calculation.
q(X)q(Y) = q(ϕ(X,Y))− 4(b2 + 4ac)acλ2f(X)f(Y),
f(ϕ(X,Y)) = q(X)f(Y) + f(X)q(Y).
Corollary 1.11. Let a, b, c, V(a,b,c) be as above in Theorem 1.10. Suppose b2+4ac ∈
K∗2. Then there are infinitely many 4-dimensional diagonal multiplicative quadratic
forms on V(a,b,c) which are different from Pfister forms.
Remark 1.12. For Theorem 1.10, if we consider q(X) over the field K(
√
b2 + 4ac)
then we see that Theorem 1.10 is a consequence of Proposition 1.5. In fact if we use
the non-singular linear transformation of variables as follows:




X˜2 − aX˜3 − b(X˜2 + aX˜3)√
b2 + 4ac
)
, X4 → X˜2 + aX˜3√
b2 + 4ac
,
then we can show that q(X) and f(X) in Theorem 1.10 are transformed to


























m3 = m1m2 = (b
2 + 4ac)acλ2.
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The following theorem shows that, in contrast to the classical case, a multi-
plicative quadratic form q(X) exists in the non 2-power dimensional case for some
algebraic varieties V .
Theorem 1.13. Let q(X) = X21 + 21X22 + 21X23 + 21X24 + 14X25 + 42X26 and V :⎧⎪⎪⎪⎨⎪⎪⎪⎪⎩
3X22 + 6X2X3 − 6X2X4 + 12X3X4
−3X24 + 3X25 + 4X1X6 + 2X5X6 − 9X26 = 0,
12X2X3 + 3X
2
3 + 6X2X4 + 6X3X4 − 3X24
+2X1X5 + X
2
5 + 2X1X6 + 10X5X6 − 3X26 = 0.
Then q(X) is multiplicative on V . Moreover the bilinear map ϕ is given explicitly
as follows :
ϕ(X,Y) =(
−X1Y1 − 21X2Y2 − 21X3Y3 − 21X4Y4 − 14X5Y5 − 42X6Y6,
X2Y1 −X1Y2 + X5Y2 − 3X6Y2 − 3X5Y3 − 3X6Y3 − 3X5Y4 + 3X6Y4
−X2Y5 + 3X3Y5 + 3X4Y5 + 3X2Y6 + 3X3Y6 − 3X4Y6,
X3Y1 − 3X5Y2 − 3X6Y2 −X1Y3 − 2X5Y3 − 6X6Y4 + 3X2Y5 + 2X3Y5
+ 3X2Y6 + 6X4Y6,
X4Y1 − 3X5Y2 + 3X6Y2 − 6X6Y3 −X1Y4 + X5Y4 + 3X6Y4 + 3X2Y5
−X4Y5 − 3X2Y6 + 6X3Y6 − 3X4Y6,
(−2X5Y1 + 3X2Y2 − 9X3Y2 − 9X4Y2 − 9X2Y3 − 6X3Y3 − 9X2Y4 + 3X4Y4
− 2X1Y5 + X5Y5 − 9X6Y5 − 9X5Y6)/2,
(−2X6Y1 − 3X2Y2 − 3X3Y2 + 3X4Y2 − 3X2Y3 − 3X6Y6 − 6X4Y3 + 3X2Y4




f1(X) : = 3X
2
2 + 6X2X3 − 6X2X4 + 12X3X4 − 3X24
+ 3X25 + 4X1X6 + 2X5X6 − 9X26 ,
f2(X) : = 12X2X3 + 3X
2
3 + 6X2X4 + 6X3X4 − 3X24
+ 2X1X5 + X
2
5 + 2X1X6 + 10X5X6 − 3X26 .
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Using ϕ, we find the following relations which can be checked by direct calculation.
q(X)q(Y) = q(ϕ(X,Y))− 14f1(X)f1(Y) + 7f1(X)f2(Y)
+ 7f2(X)f1(Y)− 14f2(X)f2(Y),
f1(ϕ(X,Y)) = q(X)f1(Y) + f1(X)q(Y)− 2f1(X)f1(Y)
− f1(X)f2(Y)− f2(X)f1(Y) + 3f2(X)f2(Y),
f2(ϕ(X,Y)) = q(X)f2(Y) + f2(X)q(Y)− 3f1(X)f1(Y)
+ 2f1(X)f2(Y) + 2f2(X)f1(Y) + f2(X)f2(Y).
1.3 Applications
We give one example of applications which use the multiplicative quadratic forms
on algebraic varieties over the ring of integers Z.
Let p be a prime ≡ 1 (mod 5). It is well known that the following system of
Diophantine equations has exactly four integer solutions.
16p = x2 + 125w2 + 50v2 + 50u2,(1.3)
xw = v2 − 4uv − u2,(1.4)
x ≡ −1 (mod 5).(1.5)
This system is often called “Dickson’s system” since above result was discovered
by Dickson [Di35] in 1935. If (x,w, v, u) is one integer solution then the remaining
three are (x,−w,−u, v), (x,w,−v,−u), (x,−w, u,−v).
We are able to apply Theorem 1.10 to above system of Diophantine equations.
Using Theorem 1.10 for a = −1, b = 4, c = −1, λ = −5/2, we see that the
quadratic form q(X) = X21 + 125X22 + 50X23 + 50X24 is multiplicative on V :
X1X2 = X
2
3 − 4X3X4 − X24 . The bilinear map ϕ : Z4 × Z4 → Z4 such that
q(X)q(Y) = q(ϕ(X,Y)) is given as follows:
ϕ(X,Y) = (X1Y1 + 125X2Y2 + 50X3Y3 + 50X4Y4,(1.6)
X2Y1 + X1Y2 − 2X3Y3 + 4X4Y3 + 4X3Y4 + 2X4Y4,
X3Y1 − 5X3Y2 + 10X4Y2 −X1Y3 + 5X2Y3 − 10X2Y4,
X4Y1 + 10X3Y2 + 5X4Y2 − 10X2Y3 −X1Y4 − 5X2Y4).
Using this ϕ, we obtain the following extended result of Dickson’s system.
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Theorem 1.14. Let N be an integer such that N = pr11 pr22 · · · prkk , where pi ≡
1 (mod 5) is a prime for each i. Then the system of Diophantine equations (1.3)–
(1.5) with N instead of p has integer solutions.
Let p1 and p2 be primes such that p1 ≡ p2 ≡ 1 (mod 5). Let (xp1 , wp1, vp1, up1)
(resp. (xp2 , wp2, vp2, up2)) be one of integer solutions of the system of (1.3)–(1.5)
which corresponds to p1 (resp. p2). For the product p1p2, we define the 4-tuple
(xp1p2, wp1p2, vp1p2, up1p2) ∈ Z[12 ]4 by
(xp1p2 , wp1p2, vp1p2 , up1p2) :=
ϕ((xp1 , wp1, vp1, up1), (xp2, wp2, vp2, up2))
4
,(1.7)
where ϕ is the bilinear map in (1.6). Furthermore, we define (xN , wN , vN , uN) ∈
Z[1
2
]4, for N = pr11 pr22 · · ·prkk , each pi is prime ≡ 1 (mod 5), by repeating and using
the definition (1.7). We see that the 4-tuple (xN , wN , vN , uN) is the solution of the
Dickson’s system (1.3)–(1.5) which belongs to N . Therefore to prove Theorem 1.14
we have to show that the 4-tuple is integral : (xN , wN , vN , uN) ∈ Z4.
Lemma 1.15. Let p be a prime ≡ 1 (mod 5). Then the solution (xp, wp, vp, up) ∈
Z4 of the system (1.3)–(1.5) satisfies the following congruences.{
−xp + wp + 2up ≡ 0 (mod 4),
−xp − wp + 2vp ≡ 0 (mod 4).
(1.8)
Proof. See, for example, [KR85-1, Lemma 1 (d)].
Lemma 1.16. N2 = rs11 rs22 · · · rsll , Let N1 = la11 la22 · · · lamm and N2 = qb11 qb22 · · · qbnn ,
each lj , qk is prime ≡ 1 (mod 5). If (xNi , wNi, vNi , uNi) ∈ Z4 and it satisfies (1.8)
for i = 1, 2 then (xN1N2, wN1N2 , vN1N2 , uN1N2) ∈ Z4 and it also satisfies (1.8).
Proof. If (xNi , wNi, vNi , uNi) ∈ Z4 and it satisfies (1.8) for i = 1, 2 then there are
s1, t1, s2, t2 ∈ Z such that{
xNi = wNi + 2uNi + 4si, (i = 1, 2),
vNi = wNi + uNi + 2ti, (i = 1, 2).
(1.9)
By the definition (1.7) and using (1.9) we see that the 4-tuple (xN1N2 , wN1N2 , vN1N2 ,
uN1N2) is equal to
(4s1s2 + 50t1t2 + 2s2u1 + 25t2u1 + 2s1u2 + 25t1u2 + 26u1u2 + s2w1
+ 25t2w1 + 13u2w1 + s1w2 + 25t1w2 + 13u1w2 + 44w1w2,
s2w1 − 2t1t2 + t2u1 + t1u2 + 2u1u2 − t2w1 + u2w1 + s1w2 − t1w2 + u1w2,
2s2t1 − 2s1t2 + s2u1 − t2u1 − s1u2 + t1u2 + s2w1 + 2t2w1 − u2w1
− s1w2 − 2t1w2 + u1w2, s2u1 − s1u2 − 5t2w1 − 4u2w1 + 5t1w2 + 4u1w2),
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where (wi, ui) = (wNi, uNi) for i = 1, 2. Hence (xN1N2, wN1N2 , vN1N2, uN1N2) ∈
Z4. Using this it is easily verified that this 4-tuple satisfies (1.8).
Proof of theorem 1.14. By the definition (1.7), the system of Diophantine equa-
tions (1.3)–(1.4) which belongs to N has solutions (xN , wN , vN , uN) ∈ Z[12 ]4. By
Lemma 1.15 and Lemma 1.16, we obtain that this 4-tuple (xN , wN , vN , uN) is in Z4.
It remains to show that xN ≡ −1 (mod 5). This follows from (1.6) and (1.7).
It is well known that the Dickson’s system (1.3)–(1.5) is related very deeply to
the Jacobi sums. In fact for a prime p ≡ 1 (mod 5) the solution of Dickson’s system
(1.3)–(1.5) give the coefficients of Jacobi sum for Fp. We can study the Jacobi sum




Explicit lifts of quintic Jacobi sums
and quintic period polynomials for
finite fields
The aim of this chapter is the explicit construction of lifts of quintic Jacobi sums for
finite fields. This means that we give quintic Jacobi sums for extended field Fps+t
by using quintic Jacobi sums for Fps and for Fpt. We also give some explicit for-
mulas (e.g. duplication, triplication and quintuplication formulas) of lifts of quintic
Jacobi sums. The constructions of those lifts are achieved by using the theory of
multiplicative quadratic forms on algebraic varieties in Chapter 1. By using the
quintuplication formula, we shall give the explicit factorization of the quintic period
polynomials for finite fields.
2.1 Introduction
Let e ≥ 2 be a positive integer and q = pr a prime power such that q ≡ 1 (mod e).
Write q = ef + 1. Let ζp be a p-th primitive root of unity, γ a fixed generator of F∗q .







where Tr is the trace map Tr : Fq → Fp, and the period polynomial Pe,r(X) of
degree e for Fq is given by Pe,r(X) :=
∏e−1
i=0 (X − ηi,r). We also use the reduced
form P ∗e,r(X) :=
∏e−1
i=0 (X − η∗i,r), where η∗i,r = e ηi,r + 1, since the coefficient of
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Xe−1 of P ∗e,r(X) is vanished. In the classical case q = p, Gauss [Gauss] showed that
the period polynomial Pe,1(X) is irreducible over Q. However this is not always true






P (k)e,r (X) =
e/δ−1∏
i=0
(X − ηk+iδ,r), (1 ≤ k ≤ δ),
and δ = gcd(e, (q − 1)/(p − 1)). It is known that P (k)e,r (X) is in Z[X] and it is
irreducible or a power of an irreducible polynomial. Note that Pe,r(X) is irreducible
over Q if and only if p ≡ 1 (mod e) and (r, e) = 1, i.e. δ = 1, (see [My81]). The
explicit determination of the factors of Pe,r(X), if reducible, is important because it
is known that the (exponential) Gauss sum gr(e) is a root of P ∗e,r(X) (see [BEW98],
and also Section 2.6). For general q = pr, Myerson [My81] determined the factors
P
(k)
e,r (X) for e = 2, 3 and 4. When e divides 8 or 12 and q = p2, Gurak [Gu01] gave
the answer of this problem using Eisenstein sums. One can find information on
the factors of Pe,r(X) in Gurak’s papers [Gu94-1], [Gu94-2], [Gu95] and [Gu00].
However it is in general difficult to determine the factors P (k)e,r (X) explicitly (see, for
example, [Gu94-1, Section 5]). In this chapter, we shall give a complete solution of
this problem in the quintic case e = 5 by constructing explicit lifts of quintic Jacobi
sums.
Here we describe briefly our construction of lifts of quintic Jacobi sums. Now
we suppose that p ≡ 1 (mod 5), since it is known that the case p ≡ 1 (mod 5) is
tractable and we shall treat this case in Section 2.7. Let χ be a character of order
e on F∗q such that χ(γ) = ζe and we extend it to Fq by χ(0) = 0. The Jacobi sum
Jr(χ






For the quintic case e = 5, it is known that the following system has exactly four
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integer solutions. ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
16pr = x2 + 125w2 + 50v2 + 50u2,
xw = v2 − 4uv − u2,
p  | x2 − 125w2
x ≡ −1 (mod 5).





(x− 5w − 4v − 2u)ζ5 + (x + 5w + 2v − 4u)ζ25
+ (x + 5w − 2v + 4u)ζ35 + (x− 5w + 4v + 2u)ζ45
)
.
Let S(p, r)U denote four integer solutions of the above system related to pr. Let
σ be a non-singular linear transformation such that σ(x,w, v, u) = (x,−w,−u, v).
If (x,w, v, u) ∈ S(p, r)U then the remaining three integral solutions are given by
σi(xs, ws, vs, us), (i = 1, 2, 3). The crucial fact is that P5,r(X) can be described by
using the value of the Jacobi sum Jr(χ, χ) (i.e. the value of (x,w, v, u) above). In
Section 2.4, we shall make a lift of quintic Jacobi sums by using above system. This
means that we give the procedure of constructing four integer solutions S(p, s+ t)U
related to ps+t by using S(p, s)U and S(p, t)U . This enables us to compute fast
quintic Jacobi sums for finite fields (cf. [Wa02]). In Section 2.5, we also give some
explicit formulas (e.g. duplication, triplication and quintuplication formulas) of lifts
of quintic Jacobi sums. The explicit factorization of P ∗5,5s(X) is achieved by using
the following quintuplication formula.
Theorem 2.1 (Quintuplication formula). Let (x,w, v, u) ∈ S(p, s)U . S(p, 5s)U
is given by the σ-obit of(x(80p2s − 20psx2 + x4 − 7500psw2 + 1250x2w2 + 78125w4)
16
,











V = 4ps(4psu− 3x2u− 60xwv − 30xwu− 375w2u) + x4u + 40x3wv
+ 20x3wu + 750x2w2u + 5000xw3v + 2500xw3u + 15625w4u.
In Section 2.6, we give the explicit factorization of the reduced form of the
quintic period polynomial P ∗5,5s(X) for Fp5s.
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Theorem 2.2. Let p ≡ 1 (mod 5), q = p5s and (xs, ws, vs, us) ∈ S(p, s)U . The
















L = 2xv2 + 2xu2 + 55wv2 − 20wvu− 55wu2,
M = 2x2u + 7xv2 + 20xvu− 3xu2 + 125w3 + 200w2v − 150w2u
+ 5wv2 − 20wvu− 105wu2 − 40v3 − 60v2u + 120vu2 + 20u3.
In Section 2.7 (appendix of this chapter), we give the answer of the factorization
problem of the period polynomials in the quintic case e = 5 such that p ≡ 1 (mod 5).
It is known that this case is much more tractable since −1 is a power of p (mod 5).
2.2 Review of Jacobi sums and cyclotomic numbers
The cyclotomic numbers Ai,j of order e for Fq are defined to be the number of pairs




∣∣∣ 1 + γev1+i ≡ γev2+j (mod q)}.
Observe that the cyclotomic numbers Ai,j depend on the congruence classes mod e
to which i and j belong. Also it is easily shown to be the same as the number of
integers n satisfying
indγn ≡ i (mod e), indγ(n + 1) ≡ j (mod e), 1 ≤ n ≤ q − 2.
We note that the cyclotomic numbers Ai,j depend on a choice of γ. It is well known
that the Ai,j’s satisfy the following properties (see [BEW98],[My81]).
(i) Ai,j = A−i,j−i, (ii) Ai,j =
{









Ai,j = f −Di, (iv)
e−1∑
i=0
Ai,j = f − δ0,j ,
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where δi,j is Kronecker’s delta and
Di =
{
δ0,i, if pf is even,
δ e
2
,i, if pf is odd.
Note that if p = 2 and e is odd then f is always even. Using Ai,j , we have the








It follows that Gaussian periods ηi,r are eigenvalues of the e × e matrix [Ai,j −
Dif ]0≤i,j≤e−1. Hence we can obtain the period polynomial Pe,r(X) as the charac-
teristic polynomial of the matrix [Ai,j −Dif ]0≤i,j≤e−1.
We also use the notation η∗i,r := eηi,r + 1 and define the reduced period polyno-




(X − η∗i,r) = eePe,r
(
(X − 1)/e).(2.2)
We see that the coefficient of Xe−1 of P ∗e,r(X) is always equal to zero.
Let χ be a character of order e on F∗q such that χ(γ) = ζe and we extend it to Fq






One can find the basic properties of Jr(χm, χn) in the book [BEW98]. For example,
the Jacobi sum Jr(χm, χn) and cyclotomic numbers Ai,j are linearly related over
Q(ζe) as follows (see [BEW98, Chapter 11]):
Jr(χ














Remark 2.3. We often use the following version of Jacobi sums in the theory of







By the definitions, we see easily that Jr(χm, χn) = (−1)sfJr(χm, χn). Hence if we
use Jr(χ

















Note that if p ≡ 1 (mod e) and e is odd, then Jr(χm, χn) = Jr(χm, χn) since f is
even.
In the case e is odd prime l and p ≡ 1 (mod l), using Jacobi sums Jr(χm, χn),
Katre and Rajwade [KR85-2] determined cyclotomic numbers of order l for Fq with-
out γ-ambiguity. Acharya and Katre [AK95] extended this result for order 2l. One
can find a detailed historical survey for the cyclotomic problem in [BEW98] and
[KR85-2], and also can study recent topics for Jacobi sums and period polynomials
in [AK99], [Th99], [Th01], [Th02], [Th04] and [Wa02].
2.3 Known results of the quintic case
We review known results in the quintic case e = 5 such that p ≡ 1 (mod 5). Let
q = pr be a prime power such that p ≡ 1 (mod 5). Let γ be a fixed generator of F∗q ,
ζ5 a primitive fifth root of unity and χ a character on Fq such that χ(γ) = ζ5. The
following system of Diophantine equations is called “Dickson’s system” since the
case r = 1 was discovered by Dickson [Di35].
16pr = x2 + 125w2 + 50v2 + 50u2,(2.3)
xw = v2 − 4uv − u2,(2.4)
x ≡ −1 (mod 5).(2.5)
It is known that this system has (r+1)2 integer solutions (see [KR85-2, Section 2]).
We define a non-singular linear transformation σ : Z4 → Z4 of order four by
σ : (x,w, v, u) 
→ (x,−w,−u, v).(2.6)
If (x,w, v, u) is integer solution of Dickson’s system then σi(x,w, v, u) for i =
1, 2, 3 are also integer solutions of it since the right side of (2.3) and (2.4) are σ-
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∣∣∣ i = 0, 1, 2, 3}
=
{
(x,w, v, u), (x,−w,−u, v), (x,w,−v,−u), (x,−w, u,−v)
}
.
In [KR85-1], Katre and Rajwade gave the following result. The Dickson’s system
(2.3)–(2.5) has exactly four integer solutions which satisfy the condition
p  | x2 − 125w2.(2.7)
And for one of these four solutions 〈(x, w, v, u)〉 satisfying
γ(q−1)/5 ≡ x
2 − 125w2 − 10(2xu− xv − 25vw)
x2 − 125w2 + 10(2xu− xv − 25vw) (mod p),(2.8)





(x− 5w − 4v − 2u)ζ5 + (x + 5w + 2v − 4u)ζ25(2.9)
+ (x + 5w − 2v + 4u)ζ35 + (x− 5w + 4v + 2u)ζ45
)
,
and conversely for this value of Jr(χ, χ), (x,w, v, u) gives the unique solution of
Dickson’s system which satisfies (2.7) and (2.8). And the cyclotomic numbers of
order five for Fpr , related to γ, are unambiguously given by
A0,0 = (p
r − 14 + 3x)/25,
A0,1 = (4p
r − 16− 3x + 25w + 50v)/100,(2.10)
A0,2 = σ
3(A0,1), A0,3 = σ(A0,1), A0,4 = σ
2(A0,1),
A1,2 = (2p
r + 2 + x− 25w)/50, A1,3 = σ2(A1,2).
Note that the condition (2.7) is redundant in the case q = p (see [KR85-1]).
Definition 2.4. We denote by S(p, r) the set of all integer solutions of Dickson’s
system related to pr. Four integer solutions
〈
(x,w, v, u)
〉 ⊂ S(p, r) which satisfy
(2.7) are called essentially unique and we denote them by S(p, r)U .
Example 2.5. For p = 101, we have the following:





(404, 0, 0, 0),
〈
(79, 29, 26,−19)〉, 〈(179, 1, 50, 11)〉},
S(101, 2)U =
〈


























If (x,w, v, u) is the unique solution of Dickson’s system which satisfies the condi-
tions (2.7) and (2.8), (i.e. (x,w, v, u) gives Jr(χ, χ)), then other three essentially
unique solutions, i.e. σ(x,w, v, u), σ2(x,w, v, u) and σ3(x,w, v, u), give the Jacobi
sums Jr(χ
2, χ2), Jr(χ







We also regard above equation as other essentially unique solutions correspond to
Jacobi sums Jr(χ′, χ′), where χ′ is a character on F∗q such that χ′(γ′) = ζ5 for some
generator γ′ of F∗q other than our fixed γ.
Here we describe the quintic reduced period polynomial P ∗5,r(X). From (2.1)
and (2.10), we can get P ∗5,r(X) as the characteristic polynomial of the e × e matrix
[Ai,j −Dif ]0≤i,j≤e−1.
P ∗5,r(X) = X











x3 − 8prx− 625w(v2 − u2)
)
,
where (x,w, v, u) ∈ S(p, r)U . We note that all coefficients of P ∗5,r(X) are σ-
invariants since P ∗5,r(X) does not depend on a choice of γ. However this repre-
sentation gives us no information about the explicit factorization of P ∗5,r(X). We
need to study Jacobi sums in detail to obtain the explicit factorization of it.
2.4 Lift of Jacobi sums
As in Section 2.3, we suppose that p ≡ 1 (mod 5). In this section, we shall construct
a lift of Jacobi sums by using Dickson’s system. We should discuss only the case
r = 5s since if (r, 5) = 1 then P ∗5,r(X) is irreducible over Q. The aim of this
section is to give the procedure to compute the set S(p, s+t)U by using S(p, s)U and
S(p, t)U , and this is achieved by using the theory of multiplicative quadratic forms
on algebraic varieties in the previous chapter. The following proposition, which can
be given as a special case of Theorem 1.10, plays a key role of our construction.
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Proposition 2.7. Let q(X) = X21 + 125X22 + 50X23 + 50X24 and V a hypersurface
defined by X1X2 = X23 −4X3X4−X24 . Then there is a bilinear map ϕ : Z4×Z4 →
Z4 such that
ϕ(V × V ) ⊂ V and q(v)q(w) = q(ϕ(v,w)) for any v,w ∈ V.
Moreover the bilinear map ϕ is given as follows:
ϕ(X,Y) = (X1Y1 + 125X2Y2 + 50X3Y3 + 50X4Y4,(2.12)
X2Y1 + X1Y2 − 2X3Y3 + 4X4Y3 + 4X3Y4 + 2X4Y4,
X3Y1 − 5X3Y2 + 10X4Y2 −X1Y3 + 5X2Y3 − 10X2Y4,
X4Y1 + 10X3Y2 + 5X4Y2 − 10X2Y3 −X1Y4 − 5X2Y4).










Using ϕ in (2.12), we can construct a lift of integer solutions of Dickson’s system.
Proposition 2.8. Let s = (xs, ws, vs, us) ∈ S(p, s) and t = (xt, wt, vt, ut) ∈








, 0 ≤ i ≤ 3, are integer solu-
tions of Dickson’s system related to ps+t.
Proof. It is known that if (x,w, v, u) is one of solutions of Dickson’s system then
(x,w, v, u) satisfies the following congruences (see [KR85-1, Lemma 1 (d)]).{
−x + w + 2u ≡ 0 (mod 4),
−x− w + 2v ≡ 0 (mod 4).




/4, for 0 ≤ i, j ≤ 3, are in
Z4 (cf. Lemma 1.16). From (2.13), they separate four σ-orbits. And we have that
they satisfy the conditions (2.3)–(2.5) from Proposition 2.7.
Definition 2.9. For s = (xs, ws, vs, us) ∈ S(p, s) and t = (xt, wt, vt, ut) ∈ S(p, t),
we define 4-tuples of integers s i∗ t, for 0 ≤ i ≤ 3, by
s
i∗ t := ϕ(s, σi(t))/4,(2.14)
where ϕ is defined in (2.12).
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It follows from Proposition 2.8 that
〈
s
i∗ t〉 ⊂ S(p, s + t) for 0 ≤ i ≤ 3. Next we
should consider when there exists integer i such that
〈
s




i∗ t〉 corresponds to the quintic Jacobi sum Js+t(χ, χ) for Fps+t .
Lemma 2.10. Let (x,w, v, u) ∈ S(p, r). The following conditions are equivalent.
(i) p | x2 − 125w2, (ii) p | v2 + uv − u2,
(iii) p | 2xu− xv − 25wv, (iv) p | 2xv + xu− 25wu.
Proof. See, for example, [KR85-1, Lemma 2].
The following theorem gives an explicit lift of quintic Jacobi sums by using essen-
tially unique integer solutions of Dickson’s system.
Theorem 2.11. Suppose s = (xs, ws, vs, us) ∈ S(p, s) and t = (xt, wt, vt, ut) ∈
S(p, t). There exists integer i such that
〈
s
i∗ t〉 = S(p, s + t)U if and only if
〈s〉 = S(p, s)U and 〈t〉 = S(p, t)U .
Proof. In order to use Lemma 2.10, we put g1(X) := X21 − 125X22 , g2(X) :=
X3 + X3X4 −X4, g3(X) := 2X1X4 −X1X3 − 25X2X3 and g4(X) := 2X1X3 +




0∗ t) = g1(s)g1(t) + 2000g2(s)g2(t) + 20g3(s)g3(t) + 20g4(s)g4(t).
We also have the following similar equations for g1
(
s












3∗ t) = g1(s)g1(t)− 2000g2(s)g2(t)− 20g3(s)g4(t) + 20g4(s)g3(t),
because g1(σ(t)) = g1(t), g2(σ(t)) = −g2(t), g3(σ(t)) = g4(t) and g4(σ(t)) =
−g3(t). First we suppose that there exists i such that p  | g1
(
s
i∗ t). If p | g1(s) or
p | g1(t) then it follows from Lemma 2.10 that p | g1
(
s
i∗ t) for 0 ≤ i ≤ 3. This is










i∗ t) = 8000g2(s)g2(t).
From Lemma 2.10, this is a contradiction.
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Theorem 2.11 enables us to compute fast the value of quintic Jacobi sums. However
we should choose the suitable integer i, (i = 0, 1, 2, 3), and this depends on the
first choice of s and t in Theorem 2.11. In the next section, we shall dissolve this
ambiguity and give some explicit formulas.
2.5 Explicit formulas
First we consider the case s = t in Theorem 2.11. For s = (x,w, v, u) ∈ S(p, s)U ,
we have the following equalities by Proposition 2.8 and (2.12).〈
s
0∗ s〉 = {(4ps, 0, 0, 0)},〈
s
1∗ s〉 = 〈s 3∗ s〉 =〈(x2 − 125w2
4
, v2 + vu− u2,
−xv − xu + 5wv + 15wu
4
,





2∗ s〉 =〈(−8ps + x2 + 125w2
2
, xw,
−xv + 5wv − 10wu
2
,




Hence if we have S(p, s)U then we can obtain nine integral solutions (i.e. one trivial
solution and two σ-orbits) of Dickson’s system related to p2s. This corresponds to
the fact that Dickson’s system related to p has four solutions and to p2 nine solutions.
From Theorem 2.11, four of them are essentially unique solutions. The following
theorem gives us which above are essentially unique.
Theorem 2.12 (Duplication formula). Let s = (x,w, v, u) ∈ S(p, s)U . Then we






(−8ps + x2 + 125w2
2
, xw,
−xv + 5wv − 10wu
2
,




Proof. We can calculate s 2∗ s by the definition of the symbol 2∗ and we see that 〈s 2∗
s
〉 ⊂ S(p, 2s) from Proposition 2.8. Thus it remains to show that they satisfy the
condition (2.7), (i.e. essentially uniqueness). We write (x2s, w2s, v2s, u2s) := s 2∗ s.

















We conclude that if p  | x2 − 125w2 then p  | x22s − 125w22s.
Repeating the duplication formula, for s ∈ S(p, s)U , we obtain S(p, 2ms)U for any











m−1) 2∗ s(2m−1) for m ≥ 2.
Here we describe the explicit quadruplication formula, i.e. the case m = 2.
Theorem 2.13 (Quadruplication formula). Let s = (x,w, v, u) ∈ S(p, s)U . Then
we have S(p, 4s)U =
〈
(s
2∗ s) 2∗ (s 2∗ s)〉 and
(s
2∗ s) 2∗ (s 2∗ s) =
(
32p2s − 16psx2 − 2000psw2 + x4 + 750x2w2 + 15625w4
8
,










S = 8ps(xu + 10wv + 5wu)− x3u− 30x2wv
− 15x2wu− 375xw2u− 1250w3v − 625w3u.
Proof. By the definition of s 2∗ s, the assertion can be checked by direct calculation.
Using Theorem 2.12 (resp. 2.13), we can obtain the explicit triplication (resp. quin-
tuplication) formula which gives a lift of essentially unique solutions of Dickson’s
system (i.e. the value of Jacobi sums) from ps to p3s (resp. p5s).
Theorem 2.14 (Triplication formula). Let s = (x,w, v, u) ∈ S(p, s)U . Then we
have S(p, 3s)U =
〈
s
0∗ (s 2∗ s)〉 and
s
0∗ (s 2∗ s) =
(x(−12ps + x2 + 375w2)
4
,










where T = −4psu + x2u + 20xwv + 10xwu + 125w2u.
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Proof. We can compute the 4-tuple s 0∗ (s 2∗ s) = (s 2∗ s) 0∗ s by the definition of the
symbol i∗ and it is in S(p, 3s) from Proposition 2.8. We write (x3s, w3s, v3s, u3s) :=
s



















Hence it follows from the assumption that p  | x23s − 125w23s.
Theorem 2.15 (Quintuplication formula). Let s = (x,w, v, u) ∈ S(p, s)U . Then
we have S(p, 5s)U =
〈
s
0∗ ((s 2∗ s) 2∗ (s 2∗ s))〉 and
s
0∗ ((s 2∗ s) 2∗ (s 2∗ s))
(2.15)
=
(x(80p2s − 20psx2 + x4 − 7500psw2 + 1250x2w2 + 78125w4)
16
,











V = 4ps(4psu− 3x2u− 60xwv − 30xwu− 375w2u) + x4u + 40x3wv
+ 20x3wu + 750x2w2u + 5000xw3v + 2500xw3u + 15625w4u.
Proof. We write (x5s, w5s, v5s, u5s) := s 0∗
(
(s
2∗ s) 2∗ (s 2∗ s)). We can calculate
the 4-tuple (x5s, w5s, v5s, u5s) by the definition and we see that it is in S(p, 5s) from
Proposition 2.8. We immediately have
x5s ≡ x(x




4 + 250x2w2 + 3125w4)
16
(mod ps).











Hence the assertion follows.
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2.6 Factorization of P ∗5,5s(X) and Gauss sums
Using Theorem 2.15, we shall give the proof of Theorem 2.2
Theorem 2.2. Let p ≡ 1 (mod 5), q = p5s and (x,w, v, u) ∈ S(p, s)U . The quintic
















L = 2xv2 + 2xu2 + 55wv2 − 20wvu− 55wu2,
M = 2x2u + 7xv2 + 20xvu− 3xu2 + 125w3 + 200w2v − 150w2u
+ 5wv2 − 20wvu− 105wu2 − 40v3 − 60v2u + 120vu2 + 20u3.
Proof. From (2.11), we have the reduced quintic period polynomial P ∗5,5s(X) for
Fq, q = p
5s
, as follows:
h(x5s, w5s, v5s, u5s;X)











x35s − 8p5sx5s − 625w5s(v25s − u25s)
)
,
where (x5s, w5s, v5s, u5s) ∈ S(p, 5s)U . From Theorem 2.15, we have S(p, 5s)U =〈
s
0∗ ((s 2∗ s) 2∗ (s 2∗ s))〉, where s = (x,w, v, u). Since P ∗5,5s(X) does not
depend on a choice of γ, we can obtain P ∗5,5s(X) by using not (x5s, w5s, v5s, u5s)
but (x,w, v, u) as h
(
s
0∗ ((s 2∗ s) 2∗ (s 2∗ s));X). And then we can checked the
assertion by direct computation.







We see that Gaussian periods and Gauss sums have the following relation
e ηi,r + 1 = gr(γ
i, e), for i = 0, . . . , e− 1.
From the definition of η∗i,r, we have gr(γi, e) = η∗i,r, for 0 ≤ i ≤ e−1, and hence the
Gauss sums gr(γi, e) are roots of P ∗e,r(X). For i = 0, we write gr(e) := gr(1, e) =
gr(γ
0, e). As a corollary of Theorem 2.2, we can obtain the location of the quintic
Gauss sums for Fp5s.
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Corollary 2.16. Let p ≡ 1 (mod 5), q = p5s. The Gauss sums g5s(γi, 5), i =




(− x3 + 25L),{
g5s(γ
i, 5)




x3 − 25M) ∣∣∣ 1 ≤ i ≤ 4},
where L,M are in Theorem 2.2
Proof. Since g5s(5) does not depend on a choice of γ, the assertion follows from
σ(−x3 + 25L) = −x3 + 25L and (2.13).
Remark 2.17. Note that it is not difficult to give only the value of the Gauss sum
g5s(5) above. Indeed it is well known that g5s(5) can be given using Eisenstein
sums (see [BEW98, Chapter 12]). From Theorem 2.2 and (2.11), we find that g5s(5)
is also given as the product of gs(γis, 5), 0 ≤ i ≤ 4, where γs is a generator of F∗ps.







Example 2.18. For p = 101, we have
P ∗5,1(X) = X
5 − 1010X3 + 14645X2 − 39390X − 27371,
P ∗5,5(X) = X
5 − 105101005010X 3 + 18708189093790020X 2
− 1080943420815278315015X + 17710652200360561316780004
= (X − 27371)(X − 75851)(X − 169276)(X − 126351)(X + 398849)
and g5(5) = 27371 = 101 · 271.
2.7 Appendix: tractable case
Let e ≥ 2 be a positive integer and q = pr a prime power such that q ≡ 1 (mod e).
We shall give the answer of the problem in the quintic case e = 5 such that p ≡
1 (mod 5). In this section, we assume that
−1 is a power of p (mod e).(2.16)
It is known that this situation is more tractable. For example, Evans [Ev81] showed
that −1 is a power of p (mod e) if and only if the Jacobi sum Jr(χs, χt), where χ is
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a character on Fq such that χ(γ) = ζe, is pure (i.e. some non-zero integral power of
it is real) for all s, t ∈ Z. The cyclotomic numbers Ai,j of order e for Fq are called
uniform if
A0,i = Ai,0 = Ai,i and Ai,j = A1,2 (i = j), for 1 ≤ i, j ≤ e− 1.
And Gaussian periods ηi,r of degree e for Fq are also called uniform if for some fixed
c and η we have ηi,r = η for i = c. It is known that the following remarkable fact
which was given by Baumert, Mills and Ward [BMW82]. For e ≥ 3, the following
conditions are equivalent:
(i) − 1 is a power of p (mod e),
(ii) The cyclotomic numbers of order e for Fq are uniform,
(iii) The Gaussian periods of degree e for Fq are uniform.
Note that if we assume the condition (2.16) then p = 2 or f = (q−1)/e is even,
i.e. pf is always even (see [BMW82]). For e = l, where l is odd prime, Anuradha
and Katre [AK99] evaluated Jacobi sums and cyclotomic numbers of order l for
Fq as follows. For any prime p such that m = ord p (mod l) is even, q = pr ≡
1 (mod l), and r = ms, (s ≥ 1), Jacobi sums Jr(χ, χn) for Fq are given by
Jr(χ, χ
n) = (−1)s−1pr/2, for 1 ≤ n ≤ l − 2.
Moreover the cyclotomic numbers of order l for Fq are given by
l2A0,0 = q − 3l + 1− (l − 1)(l − 2)(−1)sq1/2,
l2A0,j = q − l + 1 + (l − 2)(−1)sq1/2, for j ≡ 0 (mod l),(2.17)
l2Ai,j = q + 1− 2(−1)sq1/2, for i, j, i− j ≡ 0 (mod l).
Anuradha and Katre [AK99] also gave Jacobi sums and cyclotomic numbers of
order 2l under the assumption (2.16). They remarked that Jacobi sums and cyclo-
tomic numbers for Fq are independent of a generator γ of F ∗q in above cases. From
(2.17), we can obtain the following lemma.
Lemma 2.19. Let l be odd prime, and let m = ord p (mod l) be even. Then q =
pms ≡ 1 (mod l), (s ≥ 1), and the reduced period polynomial P ∗l,ms(X) of degree l
for Fq splits over Q as follows:
P ∗l,ms(X) =
{
(X − q1/2)l−1(X + (l − 1)q1/2), if s is even,
(X + q1/2)l−1(X − (l − 1)q1/2), if s is odd.
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Proof. Since−1 is a power of p (mod e), the cyclotomic numbers Ai,j of order l for
Fq are uniform. Thus we can obtain the period polynomials Pl,ms(X) of degree l as
the characteristic polynomials of the matrix [Ai,j − δ0,if ]0≤i,j≤l−1 from (2.1), since
pf is even. It is easily verified that
Pl,ms(X) = (X −A0,1 + A1,2)l−2 ×((
X −A0,1 − (l − 2)A1,2
)(
X − A0,0 + f
)
+ (l − 1)A0,1(f −A0,1)
)
,
because the cyclotomic numbers Ai,j are uniform. Therefore the assertion follows
form (2.2) and (2.17) by direct calculation.
We describe the quintic case below. This gives the answer of the problem in the
quintic case such that p ≡ 1 (mod 5).
Lemma 2.20. If p ≡ 4 (mod 5), then q = p2s ≡ 1 (mod 5) and
P ∗5,2s(X) =
{
(X − ps)4(X + 4ps), if s is even,
(X + ps)4(X − 4ps), if s is odd.
If p ≡ 2, 3 (mod 5), then q = p4s ≡ 1 (mod 5) and
P ∗5,4s(X) =
{
(X − p2s)4(X + 4p2s), if s is even,
(X + p2s)4(X − 4p2s), if s is odd.
Proof. The assertion immediately follows from Lemma 2.19.
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Chapter 3
Families of cyclic polynomials
obtained from geometric
generalization of Gaussian period
relations
A general method of constructing families of cyclic polynomials over Q with more
than one parameter will be discussed, which may be called a geometric generaliza-
tion of the Gaussian period relations. Using this we obtain explicit multi-parametric
families of cyclic polynomials over Q of degree 3 ≤ e ≤ 7. We also give simple
family of cyclic polynomials with one parameter in each case, by specializing our
parameters.
3.1 Introduction
Let p be a rational prime which is written in the form p = n4+5n3+15n2+25n+25
for some integer n. Using such n, Emma Lehmer [Leh88] discovered the follow-
ing “simple” family of cyclic quintic polynomials using technical transformations
of Gaussian periods. She showed that certain linear transformations of Gaussian
periods in the cyclotomic field Q(ζp) are roots of the polynomial
f(X) = X5 + n2X4 − (2n3 + 6n2 + 10n + 10)X3
+ (n4 + 5n3 + 11n2 + 15n + 5)X2 + (n3 + 4n2 + 10n + 10)X + 1.
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Note that since f(X) is a monic polynomial with integral coefficients and constant
term one, the roots of f(X) are units of the splitting field which is cyclic of degree
5 over Q. Schoof and Washington [SW88] showed that they generate the full group
of units of the ring of integers of this field. Similar polynomials have been con-
structed for cubic, quartic and sextic cases in [Leh88]. This method of constructing
units of cyclic extensions of rationals is known as “Lehmer project” [LL93]. Re-
cently, Thaine [Th00, Th01] made an extensive study of irreducible polynomials of
Gaussian periods of arbitrary degree e and constructed new one-parameter families
of cyclic polynomials explicitly for degree 7, 9 and 12. His method, which uses
cyclotomic numbers, Jacobi sums, and Stickelberger’s theorem for a rational prime
which is the norm of certain number α ∈ Z[ζe], seems to be very interesting from
a viewpoint of Lehmer project. However, “simple” families of cyclic polynomials
expected in the project are not constructed yet even in the septic case.
As another important view for the above f(X), we note that if one regards n as a
variable then f(X) is still a quintic cyclic polynomial over the rational function field
Q(n). This fact is applied also to other one-parameter families of cyclic polynomials
obtained from polynomials of Gaussian periods in [Leh88],[Th00],[Th01]. Based on
this observation, one can expect a new method of systematic construction of cyclic
polynomials, which is essentially different from those described in the literature of
inverse Galois problem as [Se92], [MM99].
The purpose of this chapter is to develop a similar, but more general method of
constructing cyclic polynomials over Q which have more than one parameter. Our
main idea, which we describe here briefly, may be called a geometric generalization
of Gaussian period relations. This means that we take, among the various algebraic
relations satisfied by Gaussian periods ηj , the following system of relations and





where ci,j are slight modification of the cyclotomic numbers of order e (see (3.2)).
Now replace η0, η1, . . . , ηe−1 by independent variables y0, y1, . . . , ye−1. Let R be
the e×e matrix given by R = [yi+j]0≤i,j≤e−1, where the subscripts are taken modulo
e. Then the above relation can be rephrased to the equality
U = RDR−1,
where we have replaced [ci,j]0≤i,j≤e−1 by the matrix U = [ui,j]0≤i,j≤e−1, and D
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is the diagonal matrix diag(y0, y1, . . . , ye−1). Let σ be the cyclic permutation of
y0, y1, . . . , ye−1. The following lemma plays a key role in this chapter.
Key lemma 1. We have Q(y0, y1, . . . , ye−1)〈σ〉 = Q(ui,j| 0 ≤ i, j ≤ e− 1). Hence
Q(y0, y1, . . . , ye−1)/Q(ui,j| 0 ≤ i, j ≤ e − 1) is a cyclic extension of degree e.
Moreover Q(y0, y1, . . . , ye−1) is a root field of the characteristic polynomial of the
matrix U .
Therefore it is important to ask whether the fixed field Q(y0, y1, . . . , ye−1)〈σ〉 =
Q(ui,j| 0 ≤ i, j ≤ e − 1) is again a rational function field or not, which is called
Noether’s problem in Galois theory. For 3 ≤ e ≤ 5, we shall give an affirmative an-
swer to Noether’s problem with explicit generators of the fixed field, which is quite
different from that given in [Mas55, Mas68]. To construct families of simple cyclic
polynomials we introduce some more relations for y0, y1, . . . , ye−1. In this way, for
4 ≤ e ≤ 7, we shall obtain families of cyclic polynomials with e − [ e−2
2
] parame-
ters. Moreover, we shall also give some simple families of cyclic polynomials with
one parameter. Especially we find the following new simple family of septic cyclic
polynomials with parameter a whose constant term is a7.
X7 − (a3 + a2 + 5a + 6)X6 + 3(3a3 + 3a2 + 8a + 4)X5
+ (a7 + a6 + 9a5 − 5a4 − 15a3 − 22a2 − 36a− 8)X4
− a(a7 + 5a6 + 12a5 + 24a4 − 6a3 + 2a2 − 20a− 16)X3
+ a2(2a6 + 7a5 + 19a4 + 14a3 + 2a2 + 8a− 8)X2
− a4(a4 + 4a3 + 8a2 + 4)X + a7.
This chapter consists of four sections. In Section 3.2, we review some basic
facts of Gaussian periods, Jacobi sums and cyclotomic numbers. In Section 3.3, we
generalize polynomials of Gaussian periods geometrically. This will give a family of
cyclic polynomials of degree e with e parameters over Q for small degree. In Section
3.4, we specialize our polynomials to obtain families of simple cyclic polynomials
for 4 ≤ e ≤ 7.
3.2 Review of Gaussian periods, Jacobi sums and cy-
clotomic numbers
In this section, we review some basic facts of Gaussian periods, period polynomi-
als, Jacobi sums and cyclotomic numbers which are the main ingredients of our
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construction of multi-parametric families of cyclic polynomials over Q. They are
deeply related to each other. Let e ≥ 2 be a positive integer and p be a rational prime
≡ 1 mod e. Write p = ef +1. Let ζp be a pth primitive root of 1, g a primitive root







Then η0, η1, . . . , ηe−1 are conjugates over Q, that is Q(ηi) = Q(η0) for 1 ≤ i ≤
e − 1, and Q(η0) is the unique subfield of Q(ζp) of degree e over Q. The set
{η0, η1, . . . , ηe−1}, which forms a normal basis of Q(η0)/Q, is an integral basis





From the definition, we have
∑e−1
i=0 ηi = −1. Hence the coefficient of Xe−1 of
Pe(X) is always 1. We also use the notation ξi := e ηi + 1 and the reduced form of
period polynomial
P ∗e (X) =
e−1∏
i=0







i=0 ξi = 0 and the coefficient of Xe−1 of P ∗e (X) is equal to 0.
The first classical problem of Gaussian periods is the following: determine the
coefficients of polynomials Pe(X), P ∗e (X), how do they depend on p ? The deter-
mination of P3(X) of degree 3 was established by Gauss [Gauss] in terms of the
solutions of the Diophantine system 4p = L2 + 27M2, L ≡ 1 mod 3.
P3(X) = X
3 + X2 − p− 1
3
X − p(L + 3)− 1
27
,(3.1)
P ∗3 (X) = X
3 − 3pX − pL.
In 1935, period polynomials were again taken up by Dickson [Di35] with cyclo-
tomic numbers in connection with Waring’s problem. The cyclotomic number (i, j)
of order e is defined to be the number of pairs of integers (u1, u2), for 0 ≤ u1, u2 ≤
f − 1, satisfying the following conditions:
(i, j) = #
{
(u1, u2)
∣∣∣ 1 + geu1+i ≡ geu2+j mod p}.
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Observe that (i, j) depends only on the congruence classes mod e to which i and j
belong. Also it is easily shown to be the same as the number of integers n satisfying
indgn ≡ i mod e, indg(n + 1) ≡ j mod e, 1 ≤ n ≤ p− 2.
The cyclotomic numbers (i, j) have the following properties (see [Di35],[BEW98,
Chapter 2]).
(i, j) = (−i, j − i),
(i, j) =
{
(j, i) if f is even,
(j + 1
2
e, i + 1
2
e) if f is odd,
e−1∑
j=0
(i, j) = f −Di,
e−1∑
i=0
(i, j) = f − δ0,j,
where δi,j is Kronecker’s delta and
Di =
{
δ0,i if f is even,
δ e
2
,i if f is odd.
We note that if e is prime then f is always even.
Using (i, j) we have the following relations of Gaussian periods, which are of





It follows that the Gaussian periods ηi are eigenvalues of the e × e matrix [(i, j) −
Dif ]0≤i,j≤e−1. Hence if we have the cyclotomic numbers of order e, then we ob-
tain period polynomials Pe(X) of degree e as the characteristic polynomials of the




ηm ηm+i = pDi − f.(3.3)
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Note that cyclotomic numbers (i, j) depend on a choice of a primitive root g. For
example, cyclotomic numbers of order 3 is given by
9(0, 0) = p + L− 8,
18(0, 1) = 18(1, 0) = 18(2, 2) = 2p− L + 9M − 4,
18(0, 2) = 18(1, 1) = 18(2, 0) = 2p− L− 9M − 4,
9(1, 2) = 9(2, 1) = p + L + 1,
where 4p = L2 + 27M2, L ≡ 1 mod 3 (see [Di35] or [BEW98, Chapter 2]).
This Diophantine system determines L uniquely but it determines M only up to
sign. This ambiguity of the sign of M is well known as Gauss-type ambiguity.
Gauss remarks this ambiguity in a footnote to the Section 358 of Disquisitiones
Arithmeticae [Gauss]. We can show that M is uniquely determined by proving that
M satisfies the congruence (see [BEW98, Chapter 2])
9M ≡ (g(p−1)/3 − g2(p−1)/3)L mod p.
If M is replaced by −M , then one obtains cyclotomic numbers corresponding to
some other primitive root g′ mod p. On the other hand, for example (3.1), period
polynomials do not depend on a choice of a primitive root g.
S.A. Katre and A.R. Rajwade [KR85-2] determined cyclotomic numbers of odd
prime order l, without Gauss-type ambiguity using theory of Jacobi sums. Let χ and






We note that Jacobi sums and cyclotomic numbers are linearly related over Q(ζe) as
follows (see [BEW98, Chapter 2]).












where χ is a character of order e such that χ(g) = ζe.
Theorem (S.A. Katre and A.R. Rajwade [KR85-2]). Let l be an odd prime, χ a





i, a0(n) = 0.
43
Then the cyclotomic numbers of order l are given by














0 i ≡ 0 mod l,
l i ≡ 0 mod l.
This theorem was extended to order 2l by V.V. Acharya and S.A. Katre [AK95].
3.3 Geometric generalization of Gaussian period re-
lations
We shall generalize polynomials of Gaussian periods geometrically. Let e ≥ 2 be a
positive integer and y0, y1, . . . , ye−1 be independent variables, where we are taking
the subscript of y modulo e. Define the e× e matrix R by
R =
⎡⎢⎢⎢⎣
y0 y1 · · · ye−1













ye−1 y0 · · · ye−2
⎤⎥⎥⎥⎦ ,
and the diagonal matrix D by D = diag(y0, y1, . . . , ye−1). And we number the
rows and columns of the matrices from 0 to e− 1 to allow the use of residue classes
modulo e. Since we regard yi to be the geometric generalization of Gaussian pe-
riods ηi, we need also a generalization of cyclotomic numbers (i, j) and a system
of relations similar to (3.2) between them. Therefore we introduce an e × e matrix
U = [ui,j]0≤i,j≤e−1 and require that it satisfy the relation
RD = U R.(3.4)




ui,j ym+j, for 0 ≤ m, i ≤ e− 1.(3.5)
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Hence the matrix U = [ui,j] corresponds to the matrix [(i, j) − Dif ] in (3.2). We
shall use the following version of Kronecker’s delta:
δi,j =
{
1 if i ≡ j mod e,
0 if i ≡ j mod e.
Observe that if we put P := [δi,−j ]0≤i,j≤e−1 then PR is a circulant matrix. Hence
the matrix R is invertible and by (3.4) we obtain
U = RDR−1.(3.6)
Thus the matrix U is uniquely determined and its entries are in Q(y0, y1, . . . , ye−1),
the rational function field over Q with e variables. Let σ be the cyclic permuta-
tion of y0, y1, . . . , ye−1 so that σ(y0) = y1, σ(y1) = y2, . . . , σ(ye−1) = y0, and let
Q(y0, y1, . . . , ye−1)〈σ〉 be the subfield of Q(y0, y1, . . . , ye−1) consisting of elements
fixed under cyclic group 〈σ〉 of order e. We have the following lemma which plays
a key role in our study of geometric generalization of Gaussian period relations.
Key lemma 1. We have Q(y0, y1, . . . , ye−1)〈σ〉 = Q(ui,j| 0 ≤ i, j ≤ e− 1). Hence
Q(y0, y1, . . . , ye−1)/Q(ui,j| 0 ≤ i, j ≤ e − 1) is a cyclic extension of degree e.
Moreover Q(y0, y1, . . . , ye−1) is a root field of the characteristic polynomial of the
matrix U .
Proof. Apply σ to (3.5) and replace m + 1 by m. Since the left hand side is fixed






ym+j = 0, (0 ≤ m, i ≤ e− 1).
These equalities are rephrased to a single equality (σ(U) − U)R = O, hence U =
σ(U). Let L := Q(y0, y1, . . . , ye−1) and M := Q(ui,j| 0 ≤ i, j ≤ e−1). Then M ⊆
L〈σ〉 ⊂ L = L〈σ〉(y0) and [L : L〈σ〉] = e. Since y0, y1, . . . , ye−1 are the eigenvalues
of U whose characteristic polynomial belongs to M [X], we have [M(y0) : M] = e.
So it suffices to show L = M(y0) to obtain L〈σ〉 = M . Put m = 0 in (3.5). Then we
have −ui,0 y0 =
∑e−1
j=1 (ui,j − δi,jy0) yj. Namely,⎡⎢⎢⎢⎣
u1,1 − y0 u1,2 . . . u1,e−1
































Since y0 is of degree e over M , we have det[ui,j − δi,jy0]1≤i,j≤e−1 = 0, and hence
y1, y2, . . . , ye−1 ∈ M(y0). This shows L = M(y0).
Remark 3.1. The last part of the above proof of Key lemma 1 can be viewed as
giving an expression of the action of σ on y0, y1, . . . , ye−1 explicitly as elements of
the field Q(ui,j| 0 ≤ i, j ≤ e− 1)(y0).
From Key lemma 1 we obtain the Ce-extension (i.e. cyclic extension of degree e)
Q(y0, y1, . . . , ye−1)/Q(ui,j| 0 ≤ i, j ≤ e − 1). This leads us to the well-known
Noether’s problem for cyclic groups which asks the rationality of the fixed field
Q(y0, y1, . . . , ye−1)〈σ〉 over Q. If we have Q(y0, y1, . . . , ye−1)〈σ〉 = Q(t) with
explicit generators t = (t1, t2, . . . , te) then we obtain a generating polynomial
ge(t;X) for above Ce-extension. In this situation, ge(t;X) is a Q-generic Ce-
polynomial, i.e. every Ce-extension L/M with M ⊃ Q is the splitting field of a
polynomial g(a;X) for some a ∈ Mn (cf. [JLY02]). It is known that Noether’s
problem for Ce has a positive answer for e ≤ 7, although it has in many cases
negative answers (see [Sw69],[Len74],[JLY02]).
Proposition 3.2. The matrix U = [ui,j] defined by (3.4) satisfies the following prop-
erties.






y0 + y1 + · · ·+ ye−1 if j ≡ 0 mod e,
















uj,k ui−k,l−k, (0 ≤ i, j, l ≤ e− 1).





for 0 ≤ m, i ≤ e− 1. Thus we have
e−1∑
j=0





Since y0, y1, . . . , ye−1 are independent variables, (i) follows. Writing R−1 as R−1 =




yi+k sk,j = δi,j .
























Hence (ii) follows. Summing both sides of (3.5) over m, we obtain (iii). Finally, we
have






















(iv) follows from replacing i by j. This completes the proof of Proposition 3.2.
We shall now make the case study on the fixed field Q(ui,j| 0 ≤ i, j ≤ e− 1) in
detail for each degree.
3.3.1 The cubic case
From (i) of Proposition 3.2, we see that the matrix U = [ui,j] is of the following
form.
U =




We can calculate the entries of matrix U by (3.6).
A
′
= (−y40 − y41 + y20 y1 y2 + y0 y21 y2 + y0 y1 y22 − y42)/ detR,
B
′
= (−y20 y21 + y0 y31 + y30 y2 − y20 y22 − y21 y22 + y1 y32)/ detR,
C
′
= (y30 y1 − y20 y21 + y31 y2 − y20 y22 − y21 y22 + y0 y32)/ detR,
B = (−y30 y1 + y20 y1 y2 + y0 y21 y2 − y31 y2 + y0 y1 y22 − y0 y32)/ detR,
C = (−y0 y31 − y30 y2 + y20 y1 y2 + y0 y21 y2 + y0 y1 y22 − y1 y32)/ detR,
D = (y20 y
2
1 − y20 y1 y2 − y0 y21 y2 + y20 y22 − y0 y1 y22 + y21 y22)/ detR,
where
detR = −y30 − y31 + 3y0 y1 y2 − y32
= −(y0 + y1 + y2)(y20 − y0 y1 + y21 − y0 y2 − y1 y2 + y22).
From (ii) and (iv) of Proposition 3.2, we have
B
′
+ C + D = 0,
C
′
+ D + B = 0,
A
′




= −(B2 + C2 + D2 − BC)/D,
B
′
= −(C + D),(3.7)
C
′
= −(D + B).
It follows that A′, B′ , C ′ ∈ Q(B,C,D). This shows that the field
Q(ui,j| 0 ≤ i, j ≤ 2) = Q(B,C,D)
is purely transcendental over Q. From this, we obtain a new approach to well-
known Noether’s problem for cyclic groups of order 3 and explicit generators of the
fixed field Q(y0, y1, y2)〈σ〉 = Q(ui,j| 0 ≤ i, j ≤ 2). By Key lemma 1 and (3.7), we
have a generating polynomial φ3(B,C,D;X) ∈ Q(B,C,D) of the cyclic extension
Q(y0, y1, y2)/Q(B,C,D) of order 3 as the characteristic polynomial of the matrix
U .
g3(B,C,D;X) = X
3 − SX2 + S(B + C + D)X + S(D2 − BC),
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where S = −(B2 + C2 + D2 − BC − CD − DB)/D. The discriminant of
g3(B,C,D;X) is equal to (B−C)2S2
(
S−3(B+C+D))2. We make the following
bi-rational transformation:⎧⎪⎪⎨⎪⎩
s = −(B2 + C2 + D2 −BC − CD −DB)/D,
t = B −D,
u = C −D,⎧⎪⎪⎨⎪⎪⎩
B = t + (t2 + tu + u2)/s,
C = u + (t2 + tu + u2)/s,
D = (t2 + tu + u2)/s.
Then we have Q(y0, y1, y2)〈σ〉 = Q(s, t, u), where
s = y0 + y1 + y2,
t =
y20 y1 + y
2
1 y2 + y
2










1 + y1 y
2
2 + y2 y
2





2 − y0 y1 − y1 y2 − y2 y0
.
We thus obtain a Q-generic C3-polynomial over Q(s, t, u):
g3(s, t, u;X) = X
3 − sX2 + (s(t + u)− 3(t2 − tu + u2))X + t3 − stu + u3.
Moreover, by specializing the parameters s, t, u, we find simple cubic polynomials
including the Shanks’ simplest cubic:
g3(n, 0,−1;X) = X3 − nX2 − (n + 3)X − 1,
g3(n
2, n, 1;X) = X3 − n2X2 + (n3 − 2n2 + 3n− 3)X + 1.
3.3.2 The quartic case











B D E1 E2
C E3 C E3
D E1 E2 B
⎤⎥⎥⎥⎦ .(3.8)
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i=0 (−1)i(−y50 − y0 y21 y22 − y20 y21 y2 − 2y0 y31 y2 + y30 y22)σ
i
/ detR, where
detR = −(y0−y1+y2−y3)(y0+y1+y2+y3)(y20 +y21−2y0 y2+y22−2y1 y3+y23).
From (ii) of Proposition 3.2, we have
B
′
+ D + E3 + E1 = 0,
C
′
+ E1 + C + E2 = 0,(3.9)
D
′
+ E2 + E3 + B = 0.




1 −DE2 − E22 −BE3 + DE3 + E1E3 − E2E3 = 0,
CE1 + E
2




2 −BC + CD + DE1 − CE2 + BE3 + E2E3 = 0.
By the first equation, we have E3 ∈ Q(B,D,E1, E2). Then it follows that C ∈
Q(B,D,E1, E2) from the second equation, and that A
′ ∈ Q(B,D,E1, E2) from
the third equation. Hence we conclude that the field
Q(ui,j| 0 ≤ i, j ≤ 3) = Q(B,D,E1, E2)
is purely transcendental over Q. That is, we have explicit 4 generators B,D,E1, E2
of the fixed field Q(y0, y1, y2, y3)〈σ〉 = Q(ui,j| 0 ≤ i, j ≤ 3). By Key lemma 1,
(3.9) and (3.10), we have a generating polynomial φ4(X) ∈ Q(B,D,E1, E2) of the
cyclic extension Q(y0, y1, y2, y3) /Q(B,D,E1, E2) of order 4 as the characteristic
polynomial of the matrix U . We transform the variables as follows.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
s = B + D + E1 + E2,
t = B −D + E1 − E2,
u = B −D −E1 + E2,
v = B + D − E1 −E2.
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
B = (s + t + u + v)/4,
D = (s− t− u + v)/4,
E1 = (s + t− u− v)/4,
E2 = (s− t + u− v)/4.
Then we have Q(B,D,E1, E2) = Q(s, t, u, v), where
s =
(y0 + y2)(y1 + y3)
y0 + y1 + y2 + y3
, t =
(y0 − y2)(y1 − y3)
y0 − y1 + y2 − y3 ,
u =
(y0 − y2)(y1 − y3)(y0 − y1 + y2 − y3)
(y0 − y2)2 + (y1 − y3)2 ,
v =
(y0 + y2)(y1 − y3)2 + (y0 − y2)2(y1 + y3)
(y0 − y2)2 + (y1 − y3)2 .
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4s2t2u− 4s2tu2 + s2u3 + t2u3 − tu4 − 4st2uv + 4stu2v
− 4s2tv2 + s2uv2 + t2uv2 − 2tu2v2 + 4stv3 − tv4
)
.
Now we consider the following two specializations.
(I) s :=
4u2 + u4 − 4v2 + 2u2v2 + v4
2v(u2 + v2 − 4) , t :=




−4u2 + u4 + 4v2 + 2u2v2 + v4
2v(u2 + v2 + 4)
, t :=
u2 + v2 + 4
2u
.
Then we get the following C4-polynomials with two parameters.
(I) φ+4 (u, v;X)
= X4 +
2v(u2 + v2 − 4)
u2 − v2 + 4 X
3 +
−2u2 − u4 + 2v2 − 2u2v2 − v4 + 8
u2 − v2 + 4 X
2
+
2v(u2 + v2 − 4)
u2 − v2 + 4 X + 1,
(II) φ−4 (u, v;X)
= X4 +
2v(u2 + v2 + 4)
u2 − v2 − 4 X
3 +
2u2 − u4 − 2v2 − 2u2v2 − v4 + 8
u2 − v2 − 4 X
2
− 2v(u
2 + v2 + 4)
u2 − v2 − 4 X + 1.
Using φ+4 (u, v;X) and φ−4 (u, v;X), we find simple cyclic quartic polynomials as
follows.
φ+4 (n, n;X) = X
4 + n(n2 − 2)X3 − (n4 − 2)X2 + n(n2 − 2)X + 1,
φ+4 (n, 2;X) = X
4 + 4X3 − (n2 + 10)X2 + 4X + 1,
φ+4 (n− 2, n;X) = X4 − n2X3 + (n3 − 2n2 + 4n− 2)X2 − n2X + 1,
φ−4 (n, n;X) = X
4 − n(n2 + 2)X3 + (n4 − 2)X2 + n(n2 + 2)X + 1,
φ−4 (n− 1, n + 1;X) = X4 − (n2 + 3)X3
+ (n3 − n2 + 3n− 1)X2 + (n2 + 3)X + 1.
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3.3.3 The quintic case













B E F1 G1 F2
C F3 D G2 G3
D G2 G3 C F3
E F1 G1 F2 B
⎤⎥⎥⎥⎥⎥⎦ .(3.11)
As in the cubic case, we can calculate the entries of the matrix U by (3.6). From (ii)
of Proposition 3.2, we have
B
′
+ E + F3 + G2 + F1 = 0,
C
′
+ F1 + D + G3 + G1 = 0,(3.12)
D
′
+ G1 + G2 + C + F2 = 0,
E
′
+ F2 + G3 + F3 + B = 0.
Hence we have B′ , C ′, D′, E ′ ∈ Q(B,C,D,E, F1, F2, F3, G1, G2, G3). By (3.12)














EF3 −EF2 + F1F3 − F2F3 + F1G1







F 21 + F1F2 − F2F3 − F 23 − EG1 − F3G1







F 21 + F1F2 − F2F3 − F 23 − EG1 − F3G1




It follows that A′ , B, C,D belong to Q(E,F1, F2, F3, G1, G2, G3). Using this, by
(iv) of Proposition 3.2 again, we obtain
E = −
(
F 21F2 − F1F2F3 − F1F 23 + F 33 + F 21G1 + F1F2G1 − F2F3G1
− F 23 G1 − F1G21 −G31 + F1F2G2 − F 23G2 − F1G1G2
+ F2G1G2 −G21G2 − F1G22 + F2G22 + F 21G3 − F 23G3 −G21G3





1 − F3G2 + F1G3 − F3G3 + G2G3
)
.
Hence E ∈ Q(F1, F2, F3, G1, G2, G3). We should eliminate one of 6 variables
F1, F2, F3, G1, G2, G3 from the following quartic relation.
F 21F
2
2 − 2F1F2F 23 + F 43 + F1F2F3G1 − F 33G1 − 2F1F2G21 + F 23G21
− F3G31 + G41 − F 32G2 + F 21 F3G2 + F 21G1G2 + F2F3G22 + F2G1G22
− F1G32 − F 31G3 + F 22F3G3 − F1F2G2G3 + F 22G1G3 − 2F 23G2G3
+ F3G1G2G3 − 2G21G2G3 + F1F3G23 + F1G1G23 + G22G23 − F2G33 = 0.
But this relation is cubic equation for each variables. Here we use the following
technical transformations:
t1 := F2 − F1, t2 := F3 − F1, t3 := G1 − F1, t4 := G2 − F1, t5 := G3 − F1.
Then the above relation is transformed to
F1
(
− t31 + t21t2 − 2t1t22 + 3t32 + t21t3 + t1t2t3 − t22t3 − 2t1t23 − t2t23





4 − t34 + 2t21t5 + 2t1t2t5 − 2t22t5 + 2t1t3t5 + t2t3t5
− 2t23t5 − t1t4t5 − 3t2t4t5 − 3t3t4t5 + 2t24t5 − 3t1t25 + t2t25 + t3t25
+ 2t4t
2
5 − t35 + t42 − t32t3 + t22t23 − t2t33
)
+ t43 − t31t4 + t1t2t24 + t1t3t24
+ t21t2t5 + t
2
1t3t5 − 2t22t4t5 + t2t3t4t5 − 2t23t4t5 + t24t25 − t1t35 = 0.
Observe that the transformed relation is linear in F1. Therefore we obtain F1 ∈
Q(t1, t2, t3, t4, t5) and conclude that the field
Q(ui,j| 0 ≤ i, j ≤ 4) = Q(t1, t2, t3, t4, t5)
is purely transcendental over Q. That is, we have explicit 5 generators F2−F1, F3−
F1, G1−F1, G2−F1, G3−F1 of the fixed field Q(y0, y1, y2, y3, y4)〈σ〉 = Q(ui,j| 0 ≤
i, j ≤ 4). By Key lemma 1, we obtain a family of quintic cyclic polynomials over
Q(t1, t2, t3, t4, t5) as the characteristic polynomial of the matrix U .
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3.4 Specialization and construction of simple cyclic
polynomials
To construct families of simple cyclic polynomials we specialize the polynomials
obtained in Section 3.3, by requiring our parameters to satisfy some further relations
satisfied by Gaussian periods. Although we cannot expect to obtain Q-generic Ce-
polynomials in this way, we expect the resulting polynomials to be much simpler to
the extent that we can apply them to algebraic number theory. A typical example of
this approach is the Lehmer project as mentioned in Section 3.1.









ym ym+i (2 ≤ i ≤ [ e2 ]).(∗)
Note that Gaussian periods {ηi} have the same property in the case f is even (cf.
(3.2)). We shall see that if we require the condition (∗) then the resulting polynomial
become closer to the polynomial of Gaussian periods. Indeed we can show that the
matrix U becomes the same form as the matrix [(i, j) − Dif ] in Section 3.2. Now
we shall make the case study for each degree.
3.4.1 The quartic case
By quadratic relations (∗), we have
y0 y1 + y1 y2 + y2 y3 + y3 y0 − (2y0 y2 + 2y1 y3) = 0.(3.13)
Thus we have Q(y0, y1, y2, y3) = Q(y0, y1, y2). From the discussion of Section 3.3,
we see that Q(y0, y1, y2)/Q(ui,j| 0 ≤ i, j ≤ 3) is cyclic extension of order 4. The
action of σ is
σ(y0) = y1, σ(y1) = y2, σ(y2) = y3 =
2y0 y2 − y0 y1 − y1 y2
y0 − 2y1 + y2 ,
(σ(y3) = y0). We know that matrix U forms (3.8) from (i) of Proposition 3.2.
Moreover, using (3.13), we can show B−B′ = C−C ′ = D−D′ and E1 = E2 = E3
by direct calculation. Thus if we put f := B −B′ and A := A′ + f then the matrix
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U = [ui,j] has the following form.
U =
⎡⎢⎢⎢⎣
A− f B − f C − f D − f
B D E E
C E C E
D E E B
⎤⎥⎥⎥⎦ .(3.14)
Remark 3.3. We have that matrix U becomes the same form as the matrix [(i, j) −
Dif ] in Section 3.2 because we assume that y0, y1, . . . , ye−1 are satisfied with the
conditions (∗), that is one of properties of Gaussian periods.
From (ii) of Proposition 3.2, we have
B = −D − 2E + f,(3.15)
C = (−2E + f)/2 .
Hence B,C ∈ Q(D,E, f). By (3.15) and (iv) of Proposition 3.2, we can show the
following equality.
2AE + 2D2 + 4DE + 4E2 − 2Df − 5Ef + f 2 = 0.
That is,
A = −2D
2 + 4DE + 4E2 − 2Df − 5Ef + f 2
2E
(3.16)
and A ∈ Q(D,E, f). So we conclude that the field
Q(ui,j| 0 ≤ i, j ≤ 3) = Q(D,E, f)
is purely transcendental over Q under the conditions (∗). By Key lemma 1, (3.15)
and (3.16), we have a generating polynomial ψ4(D,E, f ;X) ∈ Q(D,E, f) of the
cyclic extension Q(y0, y1, y2)/Q(D,E, f) of order 4 as the characteristic polyno-
mial of the matrix U .
ψ4(D,E, f ;X)
= X4 + 2TX3 − 3TfX2 − T (2D2 + 4DE + 10E2 − 2Df + 2Ef − f 2)X
− T (2D2E + 4DE2 + 10E3 −D2f − 4DEf − 3E2f + Df 2),
where T = (2D2 + 4DE + 10E2 − 2Df − 6Ef + f 2)/(4E). The discriminant of
ψ4(D,E, f ;X) is equal to 22T 3(T + 2f)3(−2D − 2E + f)6.
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then the matrix U in (3.14) forms as follows.
U =
⎡⎢⎢⎢⎣
(n2 + 3)/n (n + 3)/n 3/n (−n + 3)/n
(n− 1)/n (−n− 1)/n −1/n −1/n
−1/n −1/n −1/n −1/n
(−n− 1)/n −1/n −1/n (n− 1)/n
⎤⎥⎥⎥⎦ .
We obtain a simple family of cyclic polynomials of degree 4 over Q(n) as the char-












= X4 − nX3 − 6X2 + nX + 1,
with discriminant 4(n2 + 16)3.
3.4.2 The quintic case
As in the quartic case, by quadratic relations (∗), we have
y0 y1 + y1 y2 + y2 y3 + y3 y4 + y4 y0 − (y0 y2 + y1 y3 + y2 y4 + y3 y0 + y4 y1) = 0.
(3.17)
Thus we have Q(y0, y1, y2, y3, y4) = Q(y0, y1, y2, y3). We know that matrix U forms
(3.11) from (i) of Proposition 3.2. Moreover, using (3.17), we can show the equali-
ties B − B′ = C − C ′ = D −D′ = E − E ′ , F1 = F2 = F3 and G1 = G2 = G3
by direct calculation. Thus if we put f := B −B′ and A := A′ + f then the matrix
U = [ui,j] has the following form.
U =
⎡⎢⎢⎢⎢⎢⎣
A− f B − f C − f D − f E − f
B E F G F
C F D G G
D G G C F
E F G F B
⎤⎥⎥⎥⎥⎥⎦ .(3.18)
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From (ii) of Proposition 3.2, we have
B = −E − 2F −G + f,(3.19)
C = −D − F − 2G + f.
Hence we see that B,C ∈ Q(D,E, F,G, f). By (3.19) and (iv) of Proposition 3.2,
we can show
A =
D2 − 2DE + 2E2 − Ef + f2 −DF + 3EF − 4fF + 4F 2 + DG− 2fG− FG
−2F −G
(3.20)
and A ∈ Q(D,E, F,G, f). Using (3.19), (3.20) and (iv) of Proposition 3.2 again,
we have the following equation.
D2F + 2DEF − 2DfF −EfF + f 2F + 3DF 2 + EF 2
− 2fF 2 + 2DEG−E2G−DfG+ 5DFG+ EFG
− 3fFG + F 2G + DG2 + EG2 − fG2 + 6FG2 + 2G3 = 0.
Thus we should eliminate one of 5 variables D,E, F,G, f from the above cubic
relation. As in Section 3.3, we use the following technical transformations:
s1 := f − 5F, s2 := D − F, s3 := E − F, s4 := G− F.
Then above relation is transformed to
Fs21 − 3Fs1s2 + Fs22 − Fs1s3 + 4Fs2s3 − Fs23 − 6Fs1s4 + 4Fs2s4
− s1s2s4 + 3Fs3s4 + 2s2s3s4 − s23s4 + 9Fs24 − s1s24 + s2s24 + s3s24 + 2s34 = 0.
Observe that this relation is linear in F . Therefore we have
F =
s4(s1s2 − 2s2s3 + s23 + s1s4 − s2s4 − s3s4 − 2s24)
s21 − 3s1s2 + s22 − s1s3 + 4s2s3 − s23 − 6s1s4 + 4s2s4 + 3s3s4 + 9s24
(3.21)
and F ∈ Q(s1, s2, s3, s4). So we conclude that the field
Q(ui,j| 0 ≤ i, j ≤ 4) = Q(s1, s2, s3, s4)
is purely transcendental over Q under the conditions (∗). By Key lemma 1, (3.19),
(3.20) and (3.21), we have a generating polynomial ψ5(s1, s2, s3, s4;X) of the cyclic
extension Q(y0, y1, y2, y3)/Q(s1, s2, s3, s4) of order 5 as the characteristic polyno-
mial of the matrix U .
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Here we specialize variables s1, s2, s3, s4 as:
s1 := n + 3, s2 := n + 1, s3 := n + 2, s4 := 1.
Then entries of the matrix U in (3.18) are written as
A = −(n2 + n + 1)(n + 1)(n− 1)/n2,
B = C = F = (n + 1)/n2,
D = (n2 + 1)(n + 1)/n2,
E = (n3 + 2n2 + n + 1)/n2,
G = (n2 + n + 1)/n2,
f = (n3 + 3n2 + 5n + 5)/n2.
From this, we find a simple family of cyclic polynomials of degree 5 over Q(n) as
the characteristic polynomial of the matrix U .
ψ5(n + 3, n + 1, n+ 2, 1;X)
= X5 + n2X4 − (2n3 + 6n2 + 10n + 10)X3
+ (n4 + 5n3 + 11n2 + 15n + 5)X2 + (n3 + 4n2 + 10n + 10)X + 1,
with discriminant (n3 +5n2 +10n+7)2(n4 +5n3 +15n2 +25n+25)4. This family
is well-known Lehmer’s “simplest quintic” [Leh88].
3.4.3 The sextic case
By (∗) we have the following two quadratic relations.
y0 y1 + y1 y2 + y2 y3 + y3 y4 + y4 y5 + y5 y0
− (y0 y2 + y1 y3 + y2 y4 + y3 y5 + y4 y0 + y5 y1) = 0,
y0 y1 + y1 y2 + y2 y3 + y3 y4 + y4 y5 + y5 y0 − (2y0 y3 + 2y1 y4 + 2y2 y5) = 0.




A− f B − f C − f D − f E − f F − f
B F G H I G
C G E I J H
D H I D H I
E I J H C G




From (ii) of Proposition 3.2, we have
B = −F − 2G−H − I + f,
C = −E −G−H − I − J + f,(3.23)
D = (−2H − 2I + f)/2.
Hence B,C,D ∈ Q(E,F,G,H, I, J, f). By (3.23) and (iv) of Proposition 3.2, we
can show the following equalities.
G2 + DH − FH − 2GH + H2 −DI + FI = 0,
DH − EH −DI + EI + GI − I2 −GJ + IJ = 0,(3.24)
2DE − 2EF + F 2 + AG− 2DG− 2EG + FG + 2G2
+ 2EH − 2GH + 2DI − 3GI + I2 + DJ − FJ − IJ = 0.
By the first equation, we have I ∈ Q(D,F,G,H). Then it follows that E ∈
Q(D,F,G,H, J) from the second equation, and that A ∈ Q(D,F,G,H, J) from
the third equation. Using (3.23), (3.24) and (iv) of Proposition 3.2 again, we have
the following equations.
D2GH −DG2H + FG2H −G3H − 2D2H2 + 2DFH2 − F 2H2
+ 3DGH2 − FGH2 − 2DH3 + GH3 −D2GI + G3I + 2D2HI
− 2DFHI + F 2HI −DGHI + FGHI −G2HI − 3DGI2 + FGI2
+ 3G2I2 + 4DHI2 − 2FHI2 − 4GHI2 + H2I2 −GI3 + HI3
+ DG2J − FG2J + DGHJ − FGHJ − 2G2HJ −DH2J + FH2J
+ 2GH2J −DHIJ + FHIJ + GHIJ −H2IJ + GI2J −HI2J = 0.
Using I ∈ Q(D,F,G,H), we have J ∈ Q(D,F,G,H) since above equation is
linear in J . Therefore we conclude that the field
Q(ui,j| 0 ≤ i, j ≤ 5) = Q(D,F,G,H)
is purely transcendental over Q under the conditions (∗). Hence we have a generat-
ing polynomial ψ6(D,F,G,H ;X) ∈ Q(D,F,G,H) of cyclic extension of degree
6 over Q(D,F,G,H) as the characteristic polynomial of the matrix U .




















−4n2 + 5n− 5 −2n− 5 −5 n− 5 2n− 5 4n− 5
4n− 1 2n + 1 1 1 1 1
−2n + 1 1 1 1 1 1
−n + 1 1 1 −n + 1 1 1
1 1 1 1 −2n + 1 1
2n + 1 1 1 1 1 −4n + 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
From this we obtain the following simple family of cyclic polynomials of degree 6















= X6 + 2nX5 + 5(n− 3)X4 − 20X3 − 5nX2 − 2(n− 3)X + 1,
with discriminant 66(n2 − 3n + 9)5.
3.4.4 The septic case
In the septic case, we give new simple family of septic cyclic polynomials. By (∗)
we have two quadratic relations.
y0 y1 + y1 y2 + y2 y3 + y3 y4 + y4 y5 + y5 y6 + y6 y0
− (y0 y2 + y1 y3 + y2 y4 + y3 y5 + y4 y6 + y5 y0 + y6 y1) = 0,
y0 y1 + y1 y2 + y2 y3 + y3 y4 + y4 y5 + y5 y6 + y6 y0
− (y0 y3 + y1 y4 + y2 y5 + y3 y6 + y4 y0 + y5 y1 + y6 y2) = 0.




A− f B − f C − f D − f E − f F − f G− f
B G H I J K H
C H F K L L I
D I K E J L J
E J L J D I K
F K L L I C H




From (ii) of Proposition 3.2, we have
B = −G− 2H − I − J −K + f,
C = −F −H − I −K − 2L + f,(3.26)
D = −E − I − 2J −K − L + f,





















2H2 − 2GI − 2HI − I2 − 3HJ + 2GK
+ 2HK − IK + 2JK + K2 −HL + JL
)
.
Hence we have B,C,D,E, F, f ∈ Q(G,H, I, J,K, L) and, by the following rela-
tion from (iv) of Proposition 3.2, A ∈ Q(G,H, I, J,K, L).
BF − FG + G2 + AH − BH − CH + EH(3.28)
+ BI + CJ + DK −HK − IK − IL− JL = 0.
Using (3.26), (3.27), (3.28) and (iv) of Proposition 3.2 again, we have the following
equation.
H4 − 2GH2I − 2H3I + G2I2 + 2GHI2 + GI3 − 3H3J + 3GHIJ + 4H2IJ
+ 3H2J2 − I3J −HIJ2 −HJ3 + 2GH2K + 2H3K − 2G2IK − 4GHIK
− 2H2IK + HI2K − 3GHJK − 2GIJK + 2HIJK − 4HJ2K + IJ2K
+ G2K2 + 2GHK2 + 2H2K2 − 2GIK2 −HIK2 + I2K2 + 2GJK2 −HJK2
+ J2K2 + GK3 − IK3 − 2H3L− I3L + GHIL−HI2L + 3H2JL−GIJL
− 2HIJL− 2I2JL−HJ2L−GHKL− 2H2KL + IJ2L + 3HIKL + I2KL
+ GJKL−HJKL + 2IJKL + 2J2KL− 2HK2L + IK2L− JK2L−K3L
+ H2L2 + HIL2 − IJL2 + J2L2 + HKL2 + IKL2 − JKL2 − JL3 = 0.
Thus we should eliminate one of 6 variables G,H, I, J,K, L from the above quartic
relation. As in quintic case, we use the following technical transformations:
v1 := H −G, v2 := I −G, v3 := J −G, v4 := K = G, v5 := L−G.
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Then the above quartic relation is transformed to the relation which is linear in G.
It follows that G ∈ Q(v1, v2, v3, v4, v5) and that the field
Q(ui,j| 0 ≤ i, j ≤ 6) = Q(v1, v2, v3, v4, v5)
is purely transcendental over Q under the conditions (∗). Hence we have a generat-
ing polynomial ψ7(v1, v2, v3, v4, v5;X) ∈ Q(v1, v2, v3, v4, v5) of cyclic extension of
order 7 over Q(v1, v2, v3, v4, v5) as the characteristic polynomial of the matrix U .
We specialize variables v1, v2, v3, v4, v5 as
v1 := −1, v2 := −1, v3 := −1, v4 := 0, v5 := −a− 1.
Then entries of the matrix U in (3.25) form as follows:
A = (a6 + 2a5 + 8a4 + 16a3 + 19a2 + 26a + 16)/W,
B = E = G = K = (a3 + a2 + 4a + 4)/W,
C = (a5 + 2a4 + 7a3 + 12a2 + 10a + 4)/W,
D = (a4 + 2a3 + 6a2 + 10a + 4)/W,
F = (−a5 − 3a3 + 10a+ 4)/W,
H = I = J = −(a + 2)/W,
L = −(a4 + a3 + 5a2 + 7a + 2)/W,
f = (3a3 + 3a2 + 8a + 4)/W,
where W = a3+a2+5a+6. From this, we find a simple family of cyclic polynomials
of degree 7 over Q(a) as the characteristic polynomial of the matrix U .
ψ7(−1,−1,−1, 0,−a− 1;X)
= X7 − (a3 + a2 + 5a + 6)X6 + 3(3a3 + 3a2 + 8a + 4)X5
+ (a7 + a6 + 9a5 − 5a4 − 15a3 − 22a2 − 36a− 8)X4
− a(a7 + 5a6 + 12a5 + 24a4 − 6a3 + 2a2 − 20a− 16)X3
+ a2(2a6 + 7a5 + 19a4 + 14a3 + 2a2 + 8a− 8)X2
− a4(a4 + 4a3 + 8a2 + 4)X + a7.
The discriminant of ψ7(−1,−1,−1, 0,−a− 1;X) is equal to
a22(2a4 − 2a3 + 6a2 − 3a + 4)2(a5 + a4 + a3 + 2a2 + a + 1)2
× (a6 + 2a5 + 11a4 + a3 + 16a2 + 4a + 8)6.
Thus if we let our parameter a to run over the units of an algebraic number field,
then we obtain new units of septic cyclic extensions of this field.
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Chapter 4
Geometric generalization of Gaussian
period relations with application to
Noether’s problem for meta-cyclic
groups
We study Noether’s problem over Q for meta-cyclic groups. This chapter is an
extension of the previous chapter, which was concerned with the cyclic group Cn
of order n. We shall give a simple description of the action of the normalizer of
Cn in Sn to the function field Q(x1, . . . , xn), in terms of the generators of the fixed
field of Cn given in Chapter 3. Using this, we settle Noether’s problem for the
dihedral group of order 2n (n ≤ 6) and the Frobenius group of order 20 with explicit
construction of independent generators of the fixed fields. We shall also reconstruct
some simple one-parameter families of cyclic and dihedral polynomials.
4.1 Introduction
Let K = Q(x1, . . . , xn) be the field of rational functions in n variables on which the
symmetric group Sn of degree n acts through the permutation of the variables. The
problem with which we are concerned is to determine whether, for a transitive sub-
group G of Sn, the subfield KG consisting of the G-invariant elements of K is again
a rational function field over Q or not. This is called Noether’s problem for G (over
Q) and has been one of the central problems in Galois theory (cf. [Noe18],[Vo98],
[JLY02]). In the case KG is known to be rational, it is important to construct a set of
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independent generators of KG = Q(t1, . . . , tn) over Q explicitly, because one ob-
tain from this a Q-generic G-polynomial (cf. [JLY02]) with parameters t1, . . . , tn,
which can be applied to various problems in number theory when the generators are
chosen to be simple enough. In this context, we emphasize that our assumption on
the constant field to be Q is fundamental.
For abelian groups, Noether’s problem has been studied by various authors
and a criterion under which it has an affirmative answer is known (cf. [Len74],
[Len80]). In particular, for the cyclic group Cn of order n, Noether’s problem
over Q is known to have a negative answer for infinitely many integers n (e.g.
n = 8m (m ∈ N), n = 47, 79, 113, 137, etc.), see [Sw69],[EM73],[Vo73],[Len74],
[Len80],[Vo98],[JLY02]. On the other hand, very few is known for Noether’s prob-
lem in the case of non abelian groups, except for the trivial case G = Sn where the
fixed field is generated by the elementary symmetric polynomials.
We note that, regardless of the answer to Noether’s problem, it is important to
find a reasonable set of generators of KG over Q and their (possible) relations, by
several reasons. Obviously, it is often the first step to the solution of Noether’s
problem. Moreover, as it occurs in the present work, it is possible that if we do this
for a normal subgroup H of G, then the description of the induced action of G/H
on KH becomes much simpler. The third reason is directly related to the possible
description of the set of all G-extensions over an arbitrary field of characteristic 0,
without assuming the existence of generic G-polynomials.
The aim of this chapter is to study Noether’s problem over Q for meta-cyclic
groups. We shall settle, among others, Noether’s problem for the dihedral group of
order 2n (n ≤ 6) and the Frobenius group of order 20 with explicit construction of
independent generators of the fixed fields.
Theorem 4.1. Let G be the dihedral group of order 2n (n ≤ 6) (resp. the Frobenius
group F20 of order 20), which is regarded as a permutation group of order n (resp.
5). Then Noether’s problem over Q for G has an affirmative answer. Namely we
have
Q(x1, . . . , xn)
G = Q
(
f1, . . . , fn
)
, f1, . . . , fn ∈ Q(x1, . . . , xn)
where n = 5 for G = F20.
The explicit form of the generators fi will be given in the text (see Theorems
4.6, 4.8, 4.9, 4.12).
The above result is obtained as follows: In the previous chapter, we discussed a
new approach, which is called a geometric generalization of Gaussian period rela-
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tions, to study Noether’s problem for the cyclic group Cn of order n. We obtained,
among others, a system of generators ui,j (0 ≤ i, j ≤ n− 1) for the fixed field KCn .
In this chapter, the group G is chosen to contain Cn as a normal subgroup such
that G/Cn is a cyclic group. More generally, we consider the one-dimensional affine
transformation group over Z/nZ which acts on Q(y0, . . . , yn−1) through the natural
action on the indices of the yi’s. Then we shall show in Key lemma 2 of Section
4.3 that the induced action of the quotient group by Cn on KCn = Q(ui,j| 0 ≤
i, j ≤ n − 1) has a remarkably simple description. Using this, we settle Noether’s
problem for each group G in the theorem by a case study with direct computation.
As application we shall reconstruct some ”simple” one-parameter families of cyclic
and dihedral polynomials.
The calculations in this chapter were done by using computer manipulations
with MAPLE and Mathematica [Wo99].
4.2 Review of previous result
Here we describe briefly the idea of our approach by reviewing our previous work
(Chapter 3). In the previous chapter, we discussed a new approach, which is called a
geometric generalization of Gaussian period relations, to study Noether’s problem
in the case which G is the cyclic group Cn of order n. We gave, among others,
explicit independent generators of the fixed field KCn (n = 3, 4, 5), from which we
constructed a simple one-parameter family of polynomials with Galois group Cn
(3 ≤ n ≤ 7) by specializing the parameters. This approach is briefly described as
follows. Let n ≥ 2 be a positive integer, y0, . . . , yn−1 be independent variables,
where the subscript of y is taken modulo n. Let σ be the cyclic permutation of
y0, . . . , yn−1, i.e. σ : y0 
→ y1 
→ · · · 
→ yn−1 
→ y0. We define the n× n matrix R
by the anti-circulant matrix
R :=
⎡⎢⎢⎢⎣
y0 y1 · · · yn−1













yn−1 y0 · · · yn−2
⎤⎥⎥⎥⎦ ,
and denote by D the diagonal matrix Diag(y0, . . . , yn−1). We shall number the
rows and columns of the matrices from 0 to n− 1 to allow the use of residue classes
modulo n. We see that the matrix R is invertible which enables us to make the
following:
65
Definition 4.2. We define the n× n matrix U = [ui,j]0≤i,j≤n−1 by the equation
U := RDR−1.(4.1)
We call the entries ui,j , (0 ≤ i, j ≤ n − 1) of the matrix U the elementary cyclic
elements of order n.
The equation (4.1) is equivalent to the following system of relations, which is




ui,j ym+j, for 0 ≤ m, i ≤ n− 1.
Hence the yi’s and the ui,j’s are regarded as geometric analogues of Gaussian pe-
riods and cyclotomic numbers, respectively. This is the reason that we call our
method using the elementary cyclic elements a geometric generalization of Gaus-
sian period relations. We see that ui,j ∈ Q(y0, . . . , yn−1) and σ(ui,j) = ui,j for
0 ≤ i, j ≤ n − 1. Note that the ui,j’s are homogeneous σ-invariants of degree one,
i.e., they can be written as ui,j = f/g with f, g ∈ Q[y0, . . . , yn−1] which are homo-
geneous and deg f − deg g = 1. The crucial fact in the previous chapter is that the
elementary cyclic elements ui,j generate the fixed field Q(y0, . . . , yn−1)Cn over Q.
Namely we have
Q(y0, . . . , yn−1)Cn = Q(ui,j | 0 ≤ i, j ≤ n− 1).
As a matter of fact, Q(y0, . . . , yn−1) is a root field of the characteristic polynomial
of the matrix U = [ui,j]0≤i,j≤n−1. Moreover, the elementary cyclic elements ui,j of
order n satisfy the following properties:





y0 + y1 + · · ·+ yn−1 if j ≡ 0 mod n,







uj,k ui−k,l−k, (0 ≤ i, j, l ≤ n− 1).(4.4)
By using (4.2)–(4.4), for n ≥ 3, we have
Q(y0, . . . , yn−1)Cn = Q(ui,j | 1 ≤ i ≤ j ≤ n− 1).(4.5)
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This means that we can always choose n(n − 1)/2 generators of the fixed field
Q(y0, . . . , yn−1)Cn over Q. However since n(n− 1)/2 > n for n > 3, the equation
(4.5) is not enough to give a solution of Noether’s problem for Cn.
Therefore, in order to give an affirmative answer of this problem, one should
show that Q(ui,j | 1 ≤ i ≤ j ≤ n − 1) is generated by exactly n independent
rational functions over Q. In the previous chapter, we gave a set of n generators
of the fixed field Q(y0, . . . , yn−1)Cn for n = 3, 4, 5 by using the elementary cyclic
elements of order n as follows:
Q(y0, y1, y2)
C3 = Q(u1,0, u1,1, u1,2),
Q(y0, . . . , y3)
C4 = Q(u1,0, u1,1, u1,2, u1,3),
Q(y0, . . . , y4)
C5 = Q(u1,3 − u1,2, u1,4 − u1,2, u2,1 − u1,2, u2,3 − u1,2, u2,4 − u1,2).
Note that the rationality and a set of generators for these fields has been known
(c.f. [Noe18], [Mas55]). However, our method using the elementary cyclic elements
ui,j has some advantages. Firstly we do not need a primitive n-th root of unity (cf.
[Mas55]), and a generating polynomial for the Cn-extension Q(y0, . . . , yn−1) over
Q(y0, . . . , yn−1)Cn is obtained directly as the characteristic polynomial of the ma-
trix U . This enables us to reconstruct simple one-parameter Cn-polynomials (e.g.
whose constant term is equal to one) which have been discovered as Gaussian period
polynomials by several authors (e.g. [Leh88],[SW88],[Th00],[Th01]). Secondly,
while in the original case of Cn-extensions of Q generated by Gaussian periods
the Cn-fixed field Q admits no nontrivial group action, the field Q(y0, . . . , yn−1)
generated by geometric generalization of Gaussian periods admits the action of
meta-abelian groups which induces a nontrivial group action on the Cn-fixed field
Q(y0, . . . , yn−1)Cn .
4.3 Induced action of G/Cn on KCn : Key Lemma 2
Let Aﬀ(Z/nZ) be the group of one-dimensional affine transformations x 
→ ax+ b





) ∣∣∣∣ a ∈ (Z/nZ)∗, b ∈ Z/nZ }.
The subgroup of Aﬀ(Z/nZ) consisting of the elements satisfying a = 1 (resp.
b = 0) is identified with Z/nZ (resp. (Z/nZ)∗), so that we have
Aﬀ(Z/nZ) ∼= (Z/nZ)(Z/nZ)∗.
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By the above identification, each λ ∈ (Z/nZ)∗ is associated to the permutation τλ
of variables y0, . . . , yn−1 satisfying
τλ : yi 
→ yλi, (0 ≤ i ≤ n− 1).
Note that τλ(y0) = y0. Let F be a subgroup of Aﬀ(Z/nZ) which contains Z/nZ.
Then we can write F = (Z/nZ)  S with a subgroup S ⊆ (Z/nZ)∗. Choosing a
system of generators of S suitably, we can express F as 〈σ〉 (〈τλ1〉× · · ·× 〈τλr〉).
For example, the dihedral group Dn of order 2n is represented as Dn = 〈σ〉 〈τ−1〉.
Now the important natural problem which arise here is to study the action of F
on Q(y0, . . . , yn−1) defined through the permutation of the variables y0, . . . , yn−1,
and ask the Noether’s problem in this setting. Since we have already a general
description (4.5) for a system of generators of the fixed field Q(y0, . . . , yn−1)〈σ〉
by the subgroup Cn = 〈σ〉, the problem is reduced to the study of the action of
S ∼= F/Cn to Q(ui,j | 0 ≤ i, j ≤ n− 1). In particular we have Q(y0, . . . , yn−1)F =
Q(ui,j | 0 ≤ i, j ≤ n− 1)S .
For the study of this field, the following lemma plays a fundamental role.
Key lemma 2. Let F = (Z/nZ)S be as above. The F -action on Q(y0, . . . , yn−1)
defined by the permutation of variables y0, . . . , yn−1 induces the action of S on
Q(y0, . . . , yn−1)〈σ〉 = Q(ui,j | 0 ≤ i, j ≤ n− 1), and is given by
τλ : ui,j 
→ uλ−1i,λ−1j , (0 ≤ i, j ≤ n− 1)(4.6)
for each τλ ∈ S.




0≤i,j≤n−1, where δi,j is the Kronecker’s














































































By using this result we shall give a set of independent generators of the fixed fields
Q(x1, . . . , xn)
Dn (n = 3, 4, 5, 6) and Q(x1, . . . , x5)F20 explicitly, where Dn =
(Z/nZ)  {±1} is the dihedral group of order 2n and F20 = (Z/5Z)  (Z/5Z)∗ is
the Frobenius group of order 20.
We need some more lemmas to study Noether’s problem for the dihedral groups
Dn.
Lemma 4.3. Let K = Q(x1, . . . , xn) be the field of rational functions in n vari-
ables, and α be the linear Q-automorphism of K of order two such that
α : xi 
→ −xi, (i = 1, . . . , n).
Then we have K〈α〉 = Q(x21, x1x2, . . . , x1xn).
Proof. We have K = Q(x1, x1x2, . . . , x1xn) and α(x1xi) = x1xi for i = 2, . . . , n.
Since [K : Q(x21, x1x2, . . . , x1xn)] = 2 and Q(x21, x1x2, . . . , x1xn) ⊆ K〈α〉, the
assertion follows.
Lemma 4.4. Let K = Q(a1, . . . , an, b1, . . . , bn) be the field of rational functions
in 2n independent variables, and β be the linear Q-automorphism of K of order
two such that
β : ai 
→ bi 
→ ai, (i = 1, . . . , n).
Then we have K〈β〉 = Q
(




Proof. We make the following transformation of the variables.{
a′i := ai + bi, (i = 1, . . . , n),
b′i := ai − bi, (i = 1, . . . , n).
Then we clearly have K = Q(a′1, . . . , a′n, b′1, . . . , b′n), and β acts on K as
β : a′i 
→ a′i, b′i 
→ −b′i, (i = 1, . . . , n).
It follows from Lemma 4.3 that K〈β〉 = Q(a′1, . . . , a′n, b′1
2, b′1b
′





Remark 4.5. We apply this for β = τ−1 and Dn = 〈σ〉 〈τ−1〉. From (4.5) and Key
lemma 2 it follows that for any n, Q(y0, . . . , yn−1)Dn is generated by n(n − 1)/2
elements.
We shall make the case study on the fixed field Q(y0, . . . , yn−1)F , F⊆Aﬀ(Z/nZ)
in detail for each degree ≤ 6.
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4.4 The cubic case, C3 and S3
In this section, we treat the case n = 3. From (4.2) we see that the matrix U = [ui,j]
is of the following form
U =
⎡⎣ A′ B′ C′B C D
C D B
⎤⎦ ,





(− y40 + y20 y1 y2)/ detR, B′ = 2∑
i=0
σi



























1 − y20 y1 y2
)/
detR,
and detR = −(y0 + y1 + y2)(y20 − y0 y1 + y21 − y0 y2 − y1 y2 + y22).
Let σ = (012) be the cyclic permutation of order three and τ := τ−1 = (12), so
that
C3 = 〈σ〉, D3 = S3 = 〈σ, τ〉.
By Key lemma 2, we see that τ acts on Q(y0, y1, y2)〈σ〉 = Q(ui,j | 0 ≤ i, j ≤ 2) as
follows:
τ : A′ 
→ A′, B′ 
→ C′ 
→ B′, B 
→ C 
→ B, D 
→ D.(4.7)
It follows from (4.5) that
Q(y0, y1, y2)
C3 = Q(B,C,D).(4.8)
and hence from (4.7) and (4.8), we have
Q(y0, y1, y2)
S3 = Q(B+ C,BC,D).
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4.5 The quartic case, C4 and D4
We study the case n = 4 in this section. From (4.2), we see that the matrix U = [ui,j]
is of the following form
U =
⎡⎢⎢⎢⎣
A′ B′ C′ D′
B D E1 E2
C E3 C E3
D E1 E2 B
⎤⎥⎥⎥⎦ .




















− (y0 + y1 + y2 + y3)(y0 − y1 + y2 − y3)(y20 + y21 − 2 y0 y2 + y22 − 2 y1 y3 + y23).
Let σ = (0123) be the cyclic permutation of order four and τ := τ−1 = (13).
We see that
C4 = 〈σ〉, D4 = 〈σ, τ〉.
By Key lemma 2, τ acts on Q(y0, y1, y2, y3)〈σ〉 = Q(ui,j | 0 ≤ i, j ≤ 3) as follows:
τ : A′ 
→ A′, B′ 
→ D′ 
→ B′, C′ 
→ C′, B 
→ D 




→ E1, E3 
→ E3.
Using (4.4) and (4.5) for n = 4, we first have
Q(y0, y1, y2, y3)
C4 = Q(B,D,E1,E2), (c.f. Section 3.3.2),(4.10)
and then, by using (4.9) and (4.10), we obtain a set of independent generators of




Theorem 4.6. We have
Q(y0, y1, y2, y3)
D4 = Q
(
B+ D,E1 + E2, (B− D)2, (B− D)(E1 − E2)
)
.
Proof. We see that (D4/C4) ∼= 〈τ〉 acts on Q(y0, y1, y2, y3)C4 = Q(B,D,E1,E2) as
τ : B 
→ D 
→ B, E1 
→ E2 
→ E1. Thus the assertion follows from Lemma 4.4.
Application. From the above results on Q(y0, y1, y2, y3)C4 , Q(y0, y1, y2, y3)D4 , one
can construct families of cyclic and dihedral polynomials of degree 4. In order to
simplify the argument, we use the following non-singular linear transformation of
the variables B,D,E1,E2 (cf. Section 3.3.2).⎧⎪⎪⎪⎨⎪⎪⎪⎪⎩
s := B+ D+ E1 + E2,
t := B− D+ E1 − E2,
u := B− D− E1 + E2,
v := B+ D− E1 − E2,
⎧⎪⎪⎪⎨⎪⎪⎪⎪⎩
B = (s+ t+ u+ v)/4,
D = (s− t− u+ v)/4,
E1 = (s+ t− u− v)/4,
E2 = (s− t+ u− v)/4.
Then it follows from (4.10) that Q(y0, y1, y2, y3)C4 = Q(s, t, u, v). Indeed one can
check this assertion directly as follows:
A′ = −2 s
2t+ s2u+ tu2 + 3 u3 − stv + suv + uv2
4 u(s− v) , B





C′ = −2 s
2t+ s2u+ tu2 − u3 − stv − 3 suv + uv2
4 u(s− v) , D





2 s2t− s2u+ tu2 − u3 − stv + suv− uv2
4 u(s− v) , E3 =





(y0 + y2)(y1 + y3)
y0 + y1 + y2 + y3
, t =
(y0 − y2)(y1 − y3)
y0 − y1 + y2 − y3 ,
u =
(y0 − y2)(y1 − y3)(y0 − y1 + y2 − y3)
(y0 − y2)2 + (y1 − y3)2 ,
v =
(y0 + y2)(y1 − y3)2 + (y0 − y2)2(y1 + y3)
(y0 − y2)2 + (y1 − y3)2 .
Hence by using (4.11), we obtain a Q-generic C4-polynomial gC4(s, t, u, v;X) with
four parameters s, t, u, v as the characteristic polynomial of the matrix U (i.e. as
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the generating polynomial for the cyclic extension Q(y0, y1, y2, y3)/Q(s, t, u, v) of
degree four).






2 + v2)(4 s2t+ 2 s2u+ tu2 − u3 − 4 stv − 2 suv + tv2 − uv2)
4 u(s− v)2 X
2
+
(u2 + v2)(−su3 + 4 s2tv + tu2v − 4 stv2 − suv2 + tv3)





4 s2t2u− 4 s2tu2 + s2u3 + t2u3 − tu4 − 4 st2uv
+ 4 stu2v − 4 s2tv2 + s2uv2 + t2uv2 − 2 tu2v2 + 4 stv3 − tv4
)
.
Since the τ -action on Q(s, t, u, v) is given simply by s 
→ s, t 
→ −t, u 
→ −u, v 
→ v,
we also have Q(y0, y1, y2, y3)D4 = Q(s, t2, tu, v) by using Lemma 4.3. Putting
T := t2,U := tu we obtain a Q-generic D4-polynomial gD4(s,T,U, v;X) as the


















4 s2T2U− 4 s2TU2 + s2U3 + TU3 − U4 − 4 sT2Uv + 4 sTU2v
− 4 s2T2v2 + s2TUv2 + T2Uv2 − 2TU2v2 + 4 sT2v3 − T2v4
)
.
We seek a suitable specialization of the parameters of the above polynomials
to obtain simple families which can be used to study various problems in algebraic
number theory, such as construction of units, unramified extensions, etc. We shall
describe three examples for such specialization.
(i) we specialize the parameters of gC4(s, t, u, v;X) (resp. gD4(s,T,U, v;X)) as
s := (u2 + 12)/4, t := u/2, v := 2 (resp. s := (U′ + 12)/4,T := U′/4,U := U′/2,
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v := 2) then we have the following simple one-parameter C4-polynomial over Q(u)
(resp. D4-polynomial over Q(U′)).
gC4
(
(u2 + 12)/4, u/2, u, 2;X
)
= X4 + 4X3 − (10 + u2)X2 + 4X + 1,
gD4
(
(U′ + 12)/4,U′/4,U′/2, 2;X
)
= X4 + 4X3 − (10 + U′)X2 + 4X + 1.
Note that the D4-polynomial over Q(u) is obtained by the specialization u2 
→ u
from the C4-polynomial gC4((u2 + 12)/4, u/2, u, 2;X). This corresponds to the
quadratic extension Q(u)/Q(u2).
(ii) we specialize the parameters s, v of gC4(s, t, u, v;X) and gD4(s,T,U, v;X)
as s := 1, v := 0. Then we obtain a C4-polynomial hC4 (resp. and D4-polynomial
hD4) with two parameters t, u (resp. T,U) as follows:
hC4(t, u;X) := gC4(1, t, u, 0;X) =








u2(4 t2 − 4 tu+ u2 + t2u2 − tu3)
16
,












U2(4T2 − 4TU+ U2 + TU2 − U3)
16T2
.
By specializing the parameters of hC4(t, u;X) (resp. hD4(T,U;X)) as u := 2 t
(resp. U := 2T) and shifting X slightly, we obtain the following one-parameter
C4-polynomial over Q(t) (resp. D4-polynomial over Q(T)).











T4 = X4 + 4X3 + 2 (1− 2T)X2 − 4TX − T.
(iii) By specializing the parameters of hC4(t, u;X) (resp. hD4(T,U;X)) as
u := t/2 (resp. U := T), we get the following one-parameter C4-polynomial over
Q(t) (resp. D4-polynomial over Q(T)).
162 hC4(t/2, t/2; tX/4)/t4 = X4 + tX3 − 6X2 − tX − 1.
16 hD4(T,T;X/2) = X4 + 2TX3 +−6TX2 − 2T2X − T2.
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4.6 The quintic case, C5, D5 and F20
We treat the case n = 5 in this section. From (4.2), we see that the matrix U = [ui,j]
is of the following form.
U =
⎡⎢⎢⎢⎢⎢⎣
A′ B′ C′ D′ E′
B E F1 G1 F2
C F3 D G2 G3
D G2 G3 C F3
E F1 G1 F2 B
⎤⎥⎥⎥⎥⎥⎦ .
Let σ = (01234) be the cyclic permutation of order five, ω := τ2 = (1243) and
τ := τ−1 = ω2 = (14)(23). We see that the subgroups of Aﬀ(Z/5Z) containing
Z/5Z are
C5 = 〈σ〉, D5 = 〈σ, τ〉, F20 = 〈σ, ω〉.
By Key lemma 2, τ and ω act on Q(y0, . . . , y4)〈σ〉 = Q(ui,j | 0 ≤ i, j ≤ 4) as
follows:
τ : A′ 
→ A′, B′ 
→ E′ 
→ B′, C′ 
→ D′ 
→ C′, B 
→ E 






→ F1, F3 
→ F3, G1 
→ G1, G2 
→ G3 
→ G2,
ω : A′ 














→ F1, F3 
→ G1 
→ F3.







− y20 y41 + 2 y30 y21 y2 + y20 y31 y2 − y30 y1 y22 + y0 y1 y42 − y40 y1 y3















1 − y40 y1 y2 − y30 y21 y2 − y0 y21 y32 − y0 y1 y42 + y40 y2 y3
+ 2 y0 y
3




2 y3 − y0 y21 y22 y3 + 2 y0 y1 y32 y3




2(F1), F3 = ω(G1), G2 = ω








y50 − 5 y0 y31 y2 + 5 y20 y1 y22 + 5 y20 y21 y3 − 5 y30 y2 y3 − y0 y1 y2 y3 y4
)





y40 − y30 y1 + y20 y21 − y0 y31 − y30 y2 + 2 y20 y1 y2 − 3 y0 y21 y2
+ y20 y
2
2 + 2 y0 y1 y
2
2 − y0 y32 + 2 y20 y1 y3 + 2 y0 y21 y3 − 3 y20 y2 y3 − y0 y1 y2 y3
)
.
By using (4.4) and (4.5), we obtain that
Q(y0, . . . , y4)
C5 = Q(F1, F2, F3,G1,G2,G3),(4.14)




2 − 2 F1F2F23 + F43 + F1F2F3G1 − F33G1 − 2 F1F2G21 + F23G21
−F3G31 + G41 − F32G2 + F21F3G2 + F21G1G2 + F2F3G22 + F2G1G22(4.15)
−F1G32 − F31G3 + F22F3G3 − F1F2G2G3 + F22G1G3 − 2 F23G2G3
+F3G1G2G3 − 2G21G2G3 + F1F3G23 + F1G1G23 + G22G23 − F2G33 = 0.
This equation (4.15) is cubic in each variable. However we observe that, if we
pick up one of the variables F1, F2, F3, G1, G2, G3 and translate the others by this,
then (4.15) is transformed to a linear equation with respect to the chosen variable.
For example, we translate the variables by G1, that is,
s1 := F1 − G1, s2 := F2 − G1, s3 := F3 − G1, s4 := G2 − G1, s5 := G3 − G1,
and see that equation (4.15) is transformed to
G1
(−s31 + 2 s21s2 + 2 s1s22 − s32 + s21s3 − 3 s1s2s3 + s22s3 − 2 s1s23 − 2 s2s23
+3 s33 + 2 s
2





4 − s34 − 3 s21s5 − s1s2s5 + 2 s22s5 + 2 s1s3s5 + 2 s2s3s5







2 − 2 s1s2s23 + s43 − s32s4 + s21s3s4 + s2s3s24
−s1s34 − s31s5 + s22s3s5 − s1s2s4s5 − 2 s23s4s5 + s1s3s25 + s24s25 − s2s35 = 0.
Hence we have G1 ∈ Q(s1, s2, s3, s4, s5) which implies that Q(y0, . . . , y4)C5 =
Q(s1, s2, s3, s4, s5). Namely we obtain the following.
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Proposition 4.7. We have
Q(y0, . . . , y4)
C5 = Q(F1 − G1, F2 − G1, F3 − G1,G2 − G1,G3 − G1).
From Proposition 4.7 and the description (4.12) of the action of τ , a set of inde-
pendent generators of the fixed field Q(y0, . . . , y4)D5 is obtained as follows, which
gives an affirmative answer to Noether’s problem for D5:
Theorem 4.8. We have
Q(y0, . . . , y4)
D5
= Q(F3 − G1, F1 + F2 − 2G1,G2 + G3 − 2G1, (F1 − F2)2, (F1 − F2)(G2 − G3)
)
.
Proof. From (4.12), (D5/C5) ∼= 〈τ〉 acts on Q(y0, . . . , y4)C5 = Q(s1, . . . , s5) by
τ : s1 
→ s2 
→ s1, s3 
→ s3, s4 
→ s5 
→ s4.
Hence, from Lemma 4.4, we obtain that Q(s1, . . . , s5)〈τ〉 = Q
(
s3, s1 + s2, s4 + s5
,(s1 − s2)2, (s1 − s2)(s4 − s5)
)
. Thus the assertion follows.
We next consider the case G = F20. We first make the following bi-rational
transformation of the generators of Q(y0, . . . , y4)C5 = Q(s1, . . . , s5), where
s1 = F1 − G1, s2 = F2 − G1, s3 = F3 − G1, s4 = G2 − G1, s5 = G3 − G1.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
a1 := s1 − s2,
a2 := s4 − s5,
a3 := s3,
a4 := s1 + s2 − s4 − s5,
a5 := s1 + s2 − 2 s3 + s4 + s5,
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
s1 = (2 a1 + 2 a3 + a4 + a5)/4,
s2 = (−2 a1 + 2 a3 + a4 + a5)/4,
s3 = a3,
s4 = (2 a2 + 2 a3 − a4 + a5)/4,
s5 = (−2 a2 + 2 a3 − a4 + a5)/4.
Then we have
Q(y0, . . . , y4)
C5 = Q(a1, a2, a3, a4, a5),
where
a1 = F1 − F2, a2 = G2 − G3, a3 = F3 − G1,
a4 = F1 + F2 − G2 − G3, a5 = F1 + F2 − 2F3 − 2G1 + G2 + G3.
Using this, we obtain a set of independent generators of Q(y0, . . . , y4)F20, which
gives an affirmative answer to Noether’s problem for F20:
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Theorem 4.9. We have







1 − a22)a3, a1a2a3, a3a4, a5
)
.
Proof. From (4.13), (F20/C5) ∼= 〈ω〉 acts on Q(y0, . . . , y4)C5 = Q(a1, a2, a3, a4, a5)
as




→ a1, a3 
→ −a3, a4 
→ −a4, a5 
→ a5.
Put b3 := a1a2a3, b4 := a3a4, then we have Q(y0, . . . , y4)C5 = Q(a1, a2, b3, b4, a5)





→ a1, b3 
→ b3, b4 
→ b4, a5 
→ a5.











(see, for example, [Kem96], [JLY02]). The assertion is now an easy consequence of
these results.
4.7 The sextic case, C6 and D6




A′ B′ C′ D′ E′ F′
B F G1 H1 I2 G2
C G3 E I2 J H2
D H3 I3 D H3 I3
E I2 J H2 C G3
F G1 H1 I1 G1 B
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Let σ = (012345) be the cyclic permutation of order six and τ := τ−1 = (15)(24).
We see that the subgroups of Aﬀ(Z/6Z) containing Z/6Z are
C6 = 〈σ〉, D6 = 〈σ, τ〉.
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By Key lemma 2, τ acts on Q(y0, . . . , y5)〈σ〉 = Q(ui,j | 0 ≤ i, j ≤ 5) as follows:
τ : A′ 
→ A′, B′ 
→ F′ 
→ B′, C′ 
→ E′ 





→ B , C 
→ E 
→ C , D 
→ D , G1 
→ G2 




→ H1, H2 
→ I2 
→ H2, H3 
→ I3 
→ H3, J 
→ J.
We first prove the following lemma which is analogous to the equation (4.14) in the
quintic case.
Lemma 4.10. We have
Q(y0, . . . , y5)
C6 = Q(G1,G2,G3,H1,H2,H3, I1, I2, I3).
Proof. From (4.5), we have that Q(y0, . . . , y5)C6 = Q(ui,j | 1 ≤ i ≤ j ≤ 5),
where ui,j is the elementary cyclic elements of order 6. Hence we should show
that B,C,D,E, F, J ∈ Q(G1,G2,G3,H1,H2,H3, I1, I2, I3). By using (4.2)–(4.4), we
obtain the following four quadratic relations.
DH1 + H
2
1 + DH2 − FH2 + H1H2 − BH3 − G2H3
− G3H3 − H2H3 − G1I1 − G2I2 + H1I2 + G2I3 + G3I3 = 0,
G2H1 + G1H2 − G1H3 − G3H3 − DI1 − H2I1
− I21 + BI2 − DI2 − I1I2 + FI3 + G1I3 + G3I3 + I2I3 = 0,
G3H2 − G2H3 − DI1 + EI1 − DI2 − H1I2
− I1I2 − I22 + CI3 + G2I3 + I1I3 + H1J− H3J+ I3J = 0,
CH1 − DH1 − DH2 − H1H2 − H22 + EH3
+ G1H3 + H1H3 − H2I1 + G3I2 − G1I3 + H3J+ I1J− I3J = 0.




−G2H1H2 − G1H22 + G1H2H3 + G3H2H3 + DH2I1 + H22I1 + H2I21 + DH2I2 − H21I3
+H2I1I2 − DH1I3 − DH2I3 − G1H2I3 − G3H2I3 − H1H2I3 + G2H3I3 + G3H3I3







G3H2H3 − G2H23 +DH1I1 + DH2I1 + H1H2I1 +H22I1 − DH3I1 − G1H3I1
−H1H3I1 + H2I21 −DH3I2 − H1H3I2 − G3I1I2 − H3I1I2 − H3I22 + G2H3I3 + G1I1I3








−G3H1H2 + G2H1H3 + DH1I1 + DH1I2 + H21I2 + H1I1I2 + H1I22 − DH1I3
−G2H1I3 − DH2I3 − H1H2I3 − H22I3 + G1H3I3 + H1H3I3 − H1I1I3 − H2I1I3







G2H1H3 + G1H2H3 − G1H23 − G3H23 − DH3I1 − H2H3I1 − H3I21 + DH1I2 + H21I2
+DH2I2 + H1H2I2 − DH3I2 − G2H3I2 − G3H3I2 − H2H3I2 − G1I1I2 − H3I1I2





It follows that B,C,E, F ∈ Q(D,G1,G2,G3,H1,H2,H3, I1, I2, I3, J). From above
equations and (4.4) again, by using computer manipulations (e.g. Mathematica
[Wo99]), we can find the following relations of D,G1,G2,G3,H1,H2,H3, I1, I2, I3, J.⎧⎪⎪⎨⎪⎪⎩
G1H2 − G3H3 − H2I1 − G2I2 + H1I2 + G3I3
+J(−G1 + G2 − H1 + H3 + I1 − I3) = 0,
ϕ1(D,G1,G2,G3,H1,H2,H3, I1, I2, I3) = 0,
(4.17)
where
ϕ1(D,G1,G2,G3,H1,H2,H3, I1, I2, I3) :=
D(H1 + H2 − I1 − I2)(H1I2 − H3I1 − H3I2 + H3I3) + G2H21H3 + G1H1H2H3
+G2H1H2H3 + G1H
2
2H3 − G1H1H23 − G3H1H23 − G1H2H23 − G3H2H23 − G2H1H3I1
−G1H2H3I1 − H1H2H3I1 − H22H3I1 + G1H23I1 + G3H23I1 − H1H3I21 + H3I31 + H31I2
−G21H2I2 − G2G3H2I2 + G1H1H2I2 + G3H1H2I2 + H21H2I2 − 2G2H1H3I2
−G3H1H3I2 − G1H2H3I2 − H1H2H3I2 − H22H3I2 + G1H23I2 + G3H23I2 − G1H1I1I2
−H21I1I2 − H1H2I1I2 + G2H3I1I2 + G3H3I1I2 − H1H3I1I2 + G1I21I2 + 2H3I21I2
−G2H1I22 + G2H3I22 + G3H3I22 + G1I1I22 + G2I1I22 − H1I1I22 + H3I1I22 + G2I32
−H1I32 + G21H3I3 + G2G3H3I3 + H21H3I3 + G1H2H3I3 + G3H2H3I3 + H1H2H3I3
−G2H23I3 − G3H23I3 − 2G1H3I1I3 − G3H3I1I3 + H23I1I3 + G2H1I2I3 + G3H1I2I3
+H1H2I2I3 + H
2
2I2I3 − G1H3I2I3 − G2H3I2I3 − G3H3I2I3 + H1H3I2I3 + H2H3I2I3





3 − H1H3I23 − H2H3I23.
It follows that D, J ∈ Q(G1,G2,G3,H1,H2,H3, I1, I2, I3), which completes the proof.
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By the same way as in the proof of Lemma 4.10 above, we obtain the following
three relations of D, G1, G2, G3, H1, H2, H3, I1, I2, I3.⎧⎪⎪⎨⎪⎪⎩
r′1(D,G1,G2,G3,H1,H2,H3, I1, I2, I3) = 0,
r′2(D,G1,G2,G3,H1,H2,H3, I1, I2, I3) = 0,
r3(G1,G2,G3,H1,H2,H3, I1, I2, I3) = 0,
where
r′1(D,G1,G2,G3,H1,H2,H3, I1, I2, I3) := τ
(
ϕ1(D,G1,G2,G3,H1,H2,H3, I1, I2, I3)
)
,
r′2(D,G1,G2,G3,H1,H2,H3, I1, I2, I3) := D(−H1H2I1 − H1H3I1 + H21I2 − G1H2I2
+G2H2I2 − H1H3I2 + H2I1I2 + H3I1I2 − H1I22 + H3I22 + H21I3 + H1H2I3 + G1H3I3
−G2H3I3 − H1I2I3 − H2I2I3) + G2H21H2 + G1H1H22 + G2H21H3 − G3H1H2H3
−G1H1H23 − G3H1H23 − H1H22I1 − H1H2H3I1 − H1H2I21 − H1H3I21 + H31I2 − G21H2I2
−G1G3H2I2 + H21H2I2 − G1H22I2 + G2H22I2 −H1H22I2 − 2G2H1H3I2 − G3H1H3I2
−G1H2H3I2 + G2H2H3I2 + G3H2H3I2 −H1H2H3I2 + G1H23I2 + G3H23I2 − G1H1I1I2
+G2H2I1I2 + G3H2I1I2 − H1H2I1I2 + H22I1I2 − H1H3I1I2 + H2H3I1I2 +H3I21I2





2 −H1I32 + H31I3 + G1H1H2I3 + G3H1H2I3 + H21H2I3
+G21H3I3 + G1G3H3I3 + G1H1H3I3 − 2G2H1H3I3 − G2H2H3I3 + G1H23I3 − G2H23I3
−G1H1I1I3 − G2H3I1I3 − G3H3I1I3 + H3I21I3 + G3H1I2I3 − G1H2I2I3 − G3H2I2I3
+H1H3I2I3 + H2H3I2I3 + G1I1I2I3 − G3I22I3 − H1I22I3 − H2I22I3 − H3I22I3 + G2H1I23
+G3H1I23 − G2I2I23 − G3I2I23,
r3(G1,G2,G3,H1,H2,H3, I1, I2, I3) := G1G2 − G23 − G2H1 + H21
+G3H2 − H22 + G1H3 − G2H3 − G1I1 − H1I1 + I21 + G3I2 + H2I2 − I22 − G1I3 + G2I3.
We eliminateD from the relation r′1 = 0 (resp. r′2 = 0) by using ϕ1 = 0 in (4.17),
and obtain a relation r1 = 0 (resp. r2 = 0) of G1,G2,G3,H1,H2,H3, I1, I2, I3. Thus
we have three relations r1 = 0, r2 = 0, r3 = 0 of G1,G2,G3,H1,H2,H3, I1, I2, I3.
Next, as in the quintic case, we transform the variables as follows:
v1 := G1 − G3, v2 := G2 − G3, v3 := H1 − G3, v4 := H2 − G3,
v5 := H3 − G3, v6 := I1 − G3, v7 := I2 − G3, v8 := I3 − G3.(4.18)
Then it follows from Lemma 4.10 that Q(y0, . . . , y5)C6 = Q(v1, . . . , v8,G3) and
we see that the quartic relation r1(G1,G2,G3,H1,H2,H3, I1, I2, I3) is transformed to
a linear relation in G3.
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r1(v1 + G3, v2 + G3,G3, v3 + G3, v4 + G3, v5 + G3, v6 + G3, v7 + G3, v8 + G3) =
G3(v3 − v5 − v6 + v8)(v21 − v22 + 2 v2v3 + 2 v23 + 2 v1v4 + v2v4 + 2 v3v4 − v1v5
−v2v5 − 2 v3v5 − 2 v4v5 − 2 v1v6 + v4v6 + 4 v5v6 − 2 v26 − v1v7 − 2 v2v7 − v3v7
+4 v5v7 − 2 v6v7 + v1v8 + v2v8 − 4 v3v8 − 4 v4v8 + 2 v6v8 + 2 v7v8) + v2v33 + v1v23v4
+v2v23v4 + v1v3v
2
4 − v1v23v5 − v2v23v5 − 2 v1v3v4v5 − v2v3v4v5 − v1v24v5 + v1v3v25
+v1v4v25 − v2v23v6 + v33v6 − v21v4v6 − v3v24v6 + v22v5v6 + v1v3v5v6 − v2v3v5v6
−v1v3v26 − 2 v23v26 − v3v4v26 + v3v5v26 − v25v26 + v1v36 + v3v36 − v22v3v7 + v22v5v7
−v23v6v7 + 2 v3v5v6v7 − 2 v25v6v7 + v1v26v7 + v2v26v7 + v3v5v27 − v25v27 + v2v6v27
−v3v6v27 + v21v3v8 + v21v4v8 − v21v5v8 − v22v5v8 + v2v3v5v8 − v23v5v8 + v24v5v8
−v1v25v8 + v2v25v8 − v1v3v6v8 + v2v3v6v8 + v23v6v8 + 2 v3v4v6v8 + v24v6v8
+v1v5v6v8 + 2 v3v5v6v8 + v4v5v6v8 − v1v26v8 − v2v26v8 − v5v26v8 + v3v5v7v8
−v1v6v7v8 − 2 v2v6v7v8 − v2v27v8 + v5v27v8 − v23v28 − 2 v3v4v28 − v24v28 + v1v5v28
−v2v5v28 + v2v6v28 + v2v7v28 = 0.
Hence we have that G3 ∈ Q(v1, . . . , v8). This shows that Q(y0, . . . , y5)C6 =
Q(v1, . . . , v8). By eliminating the variable G3 from the relation r2(v1 + G3 , . . . ,
v8 + G3) = 0, we obtain the following relation of v1, . . . , v8.
v1v2v
2
3 − v2v33 + v43 − v31v4 + v21v2v4 + v21v3v4 − v1v2v3v4 − v22v3v4 + v2v23v4 + v21v24
(4.19)
−v1v2v24 + v2v3v24 − v23v24 + v1v22v5 − v32v5 − v21v3v5 − v1v2v3v5 + v22v3v5 + v1v23v5
−v33v5 − v21v4v5 + 2 v1v2v4v5 − v1v3v4v5 − v1v24v5 + v3v24v5 + v21v25 − v1v2v25
+v1v4v25 − v2v4v25 − v1v23v6 − v33v6 + v1v2v4v6 − v1v3v4v6 + v23v4v6 − v1v24v6
+v3v24v6 − v1v2v5v6 + 2 v1v3v5v6 + v1v4v5v6 − v2v4v5v6 − v3v4v5v6 − 2 v1v25v6
+2 v2v25v6 − v1v2v26 + v2v3v26 − 2 v3v4v26 + v2v5v26 + v4v5v26 + v1v36 + v3v36 + v4v36
−v5v36 − v46 − v1v22v7 + v32v7 − v1v2v3v7 − v33v7 + v1v2v5v7 + v23v5v7 − v1v25v7 + v2v25v7
+v21v6v7 + v1v2v6v7 − v22v6v7 + v2v3v6v7 + 2 v23v6v7 − v2v5v6v7 − v3v5v6v7 − v1v26v7
−v3v26v7 + v1v2v27 − v22v27 + v2v3v27 − v2v5v27 − v1v6v27 − v3v6v27 + v5v6v27 + v26v27
+v31v8 − v21v2v8 + v1v2v3v8 − v1v23v8 + v33v8 − v1v2v4v8 + v1v3v4v8 + v1v24v8 − v3v24v8
−v21v5v8 + v22v5v8 + 2 v1v3v5v8 − 2 v2v3v5v8 − v21v6v8 + v1v2v6v8 + v22v6v8 − 2 v2v3v6v8
+v3v4v6v8 + 2 v1v5v6v8 − 2 v2v5v6v8 − v2v26v8 − v4v26v8 + v36v8 − 2 v1v2v7v8 + v22v7v8
+v1v3v7v8 − v2v3v7v8 − v23v7v8 + v2v6v7v8 + v3v6v7v8 + v2v27v8 − v6v27v8 + v1v2v28
−v22v28 − 2 v1v3v28 + 2 v2v3v28 − v1v4v28 + v2v4v28 + v1v7v28 − v2v7v28 = 0.
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On the other hand, the relation r3 = 0 is transformed by (4.18) to the following
v1v2 − v2v3 + v23 − v24 + v1v5 − v2v5 − v1v6(4.20)
−v3v6 + v26 + v4v7 − v27 − v1v8 + v2v8 = 0.
Therefore we have that Q(y0, . . . , y5)C6 = Q(v1, . . . , v8), where v1, . . . , v8 satisfy
the equations (4.19) and (4.20). Using this, we obtain the following set of generators
of the fixed field Q(y0, . . . , y5)C6 , which gives an affirmative answer to Noether’s
problem for C6.
Proposition 4.11. We have
Q(y0, . . . , y5)
C6 = Q(G1 − G3,G2 − G3,H1 − G3,H2 − G3, I1 − G3, I2 − G3).
Proof. We should show that v5, v8 ∈ Q(v1, v2, v3, v4, v6, v7). We have from (4.20)
that
v5 =
v1v2 − v2v3 + v23 − v24 − v1v6 − v3v6 + v26 + v4v7 − v27 − v1v8 + v2v8
v2 − v1 .
By using this, we can eliminate v5 from the equation (4.19). A direct computation
shows that the result is a linear equation in v8. Hence we have Q(y0, . . . , y5)C6 =
Q(v1, v2, v3, v4, v6, v7), which completes the proof.
From Proposition 4.11 and (4.16), we obtain the following set of independent gen-
erators of the fixed field Q(y0, . . . , y5)D6 . It shows, in particular, that Noether’s
problem for D6 also has an affirmative answer.
Theorem 4.12. We have
Q(y0, . . . , y5)
D6 = Q
(
G1 + G2 − 2G3,H1 + I1 − 2G3,H2 + I2 − 2G3,
(G1 − G2)2, (G1 − G2)(H1 − I1), (G1 − G2)(H2 − I2)
)
.
Proof. We see that (D6/C6) ∼= 〈τ〉 acts on the C6-fixed field Q(y0, . . . , y5)C6 =
Q(v1, v2, v3, v4, v6, v7) as
τ : v1 
→ v2 
→ v1, v3 
→ v6 
→ v3, v4 
→ v7 
→ v4.
It follows from Lemma 4.4 that




v1 + v2, v3 + v6, v4 + v7, (v1 − v2)2, (v1 − v2)(v3 − v6), (v1 − v2)(v4 − v7)
)
.
The assertion follows from this.
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Chapter 5
Noether’s problem for Frobenius
groups of degree 7 and 11
In this chapter, we extend Masuda’s method [Mas55] for cyclic groups to subgroups
of the one-dimensional affine transformation group on Z/nZ. This enables us to
solve Noether’s problem for Frobenius groups of degree 7 and 11 by constructing
independent generators of the fixed field explicitly.
5.1 Introduction
Let G be a transitive subgroup of the symmetric group Sn of degree n. Let K =
Q(x0, . . . , xn−1) be the field of rational functions in n variables and Sn act on K
through the permutation of the variables. Emmy Noether [Noe13, Noe18] raised the
following problem: Is the subfield KG consisting of G-invariant rational functions
of K a rational extension of Q ? i.e. is KG purely transcendental over Q ? This
is called Noether’s problem for G (over Q) and this problem is very important in
inverse Galois problem for G because it is known that if it has an affirmative answer
then there is a Q-generic G-polynomial with n parameters (cf. [JLY02]). Indeed
if we have explicit generators of the fixed field KG = Q(s1, . . . , sn) then we can
obtain a Q-generic G-polynomial g(s1, . . . , sn;X) as a generating polynomial for
G-extension Q(x0, . . . , xn−1)/Q(s1, . . . , sn). The purpose of this chapter is to give
a method of constructing explicit independent generators of KG for some meta-
cyclic groups of small degree. For cyclic groups G = Cn, 2 ≤ n ≤ 7 and n = 11,
Masuda [Mas55, Mas68] showed that Noether’s problem has an affirmative answer
by constructing generators of the fixed field KCn . We extend Masuda’s approach for
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cyclic groups to subgroups H of Aﬀ(Z/nZ) the group of one-dimensional affine
transformations on Z/nZ. In Chapter 4, we studied Noether’s problem for meta-
cyclic groups in the case n ≤ 6 using a geometric generalization of Gaussian period
relations. Thus we shall mainly discuss the case n = 7, 11 in this chapter. The
following is the main result of this chapter which gives a procedure for constructing
Q-generic H-polynomials.
Theorem 5.1. For any subgroup H of Aﬀ(Fp), p = 7, 11, Noether’s problem has
an affirmative answer. Moreover we give independent generators of the fixed field
KH explicitly.
Let Dn be the dihedral group of order 2n and Fpl, (l | p − 1), the Frobenius
group of degree p of order pl. We see that a subgroup H of Aﬀ(Fp) as in The-
orem 5.1 is one of the following: (i) G = C7, D7, F21, F42, (p = 7), (ii) G =
C11, D11, F55, F110, (p = 11).
One of our motivations is for given finite group G to construct more simple Q-
generic G-polynomial with few parameters for the sake of applications to various
problems in algebra and number theory. The minimal number of parameters in
Q-generic G-polynomials is called generic dimension gd

G for G over Q. For
example, it has been known that gd

C7 = 2, 2 ≤ gd

D7 ≤ 5, 2 ≤ gd

F21 ≤ 7 and
2 ≤ gd

F42 ≤ 14 (see [JLY02, Chapter 8]). We put ti = (xi − x0)/(xp−1 − x0)
for i = 1, . . . , p − 2 and K(p−2) := Q(t1, . . . , tp−2). For p = 7, 11, as a corollary
of Theorem 5.1, we can get a Q-generic G-polynomial with p − 2 parameters as a
generating polynomial for K(p−2)/KG(p−2).
Corollary 5.2. We have
(i) gd

G ≤ 5, for G = D7, F21, F42,
(ii) gd

G ≤ 9, for G = D11, F55, F110.
5.2 Extension of Masuda’s method
In this section, we review Masuda’s method [Mas55] to Noether’s problem for cyclic
groups of small order and extend his approach to subgroups of Aﬀ(Z/nZ) the one-
dimensional affine transformation group on Z/nZ. Let K = Q(x0, . . . , xn−1) be
the field of rational functions in n variables and σ := σn the cyclic permutation of
x0, . . . , xn−1, i.e. σn : x0 
→ x1 
→ · · · 
→ xn−1 
→ x0. We see that 〈σ〉 = Cn.





0, . . . , n−1). We see easily that K〈σ〉(ζn) = k(x0, . . . , xn−1)〈σ〉, k(x0, . . . , xn−1) =
k(y0, . . . , yn−1) and σ(yj) = ζnjyj, for j = 0, . . . , n−1. We shall take the subscript






, for j, k = 0, . . . , n− 1.
We write cj,k := c(n)j,k for fixed degree n. It follows that σ(cj,k) = cj,k for j, k =
0, . . . , n− 1. Moreover we can show that
k(y0, . . . , yn−1)〈σ〉 = k(cj,k | 0 ≤ j, k ≤ n− 1)(5.1)
= k(c1,0, c1,1, . . . , c1,n−1).
The second equation follows immediately from the following relations
cj,k =
c1,kc1,k+1 · · · c1,k+j−1
c1,1c1,2 · · · c1,j−1 , (j ≥ 2).(5.2)
Hence we see that k(x0, . . . , xn−1)〈σ〉 is a rational extension of k. Using this, we
should make a descent of the base field from k to Q in order to study Noether’s
problem for cyclic groups. For f ∈ k(x0, . . . , xn−1)〈σ〉, we define a set [f ]conj := {
all conjugates of f over K〈σ〉} and ι(f) by the number of different conjugates of f
over K〈σ〉, i.e. ι(f) := #[f ]conj. Masuda [Mas55, Mas68] showed that Noether’s
problem for Cn, (2 ≤ n ≤ 7, n = 11), has a positive answer by using the following
lemma.
Lemma 5.3 (Masuda [Mas55], Theorem 2). Suppose that there exist elements
a1, . . . , at ∈ k(x0, . . . , xn−1)〈σ〉 such that k(x0, . . . , xn−1)〈σ〉 = k([ai]conj| 1 ≤ i ≤
t) and
∑t
i=1 ι(ai) = n. Let ωi,1, . . . , ωi,ι(ai) be a normal basis of k ∩ K〈σ〉(ai)
over Q. If we write ai =
∑ι(ai)




∣∣ 1 ≤ i ≤ t, 1 ≤ j ≤ ι(ai)).
Namely if there exist elements a1, . . . , at ∈ k(x0, . . . , xn−1)〈σ〉 as in above
lemma then K〈σ〉 is a rational extension of Q. Indeed, for 2 ≤ n ≤ 7 and n = 11,
Masuda gave such elements a1, . . . , at with a1 = c0,1 = x0 + · · · + xn−1 (see
[Mas55],[Mas68]).
n 2 3 4 5 6 7 11
a2, . . . , at c1,1 c1,1 c1,2, c1,3 c1,2 c1,2, c1,4, c1,5 c1,3 c1,2
Table 1
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However it is well-known that there exist infinitely many integers n such that
Noether’s problem for Cn has a negative answer. More generally, Lenstra [Len74]
gave a criterion for the fixed field KG to be a rational extension of Q when G is
an abelian group. For example, if n = 2r, (r ≥ 3) or n = pr, (p is prime with
p ≥ 11 and r ≥ 2) then Noether’s problem for Cn has a negative answer (see
[EM73],[Len80],[Vo98],[JLY02]).
Next we extend Masuda’s approach for cyclic groups to subgroups of Aﬀ(Z/nZ)
by using the following simple idea. Let H be a subgroup of Aﬀ(Z/nZ) containing
Z/nZ. Write H = (Z/nZ)  H ′, 1 ⊂ H ′ ⊂ (Z/nZ)∗. For λ ∈ (Z/nZ)∗, let τλ be
the x0-fixed permutation of variables x0, . . . , xn−1 defined by
τλ : xi 
→ xλi, (0 ≤ i ≤ n− 1).
We can identify H with 〈σ〉  (〈τλ1〉 × · · · × 〈τλr〉) for certain τλ1 , . . . , τλr . For
example, the dihedral group of order 2n can be described as Dn = 〈σ〉  〈τ−1〉.
From the definition, we see easily that τλ acts on k(y0, . . . , yn−1) and k(cj,k | 0 ≤
j, k ≤ n− 1) as follows:
τλ(yj) = yλ−1j , τλ(cj,k) = cλ−1j,λ−1k, for i, j, k = 0, . . . , n− 1.(5.3)
On the other hand, for αλ ∈ Gal(k/Q) such that αλ(ζn) = ζλn , we can obtain that
αλ(yj) = yλj, αλ(cj,k) = cλj,λk, for i, j, k = 0, . . . , n− 1.(5.4)
Now we assume that a1, . . . , at ∈ Q(cj,k | 0 ≤ j, k ≤ n−1) satisfy the condition
k(x0, . . . , xn−1)〈σ〉 = k([ai]conj| 1 ≤ i ≤ t) and
∑t
i=1 ι(ai) = n. Since it follows
from (5.3) and (5.4) that τλ(cj,k) = αλ−1(cj,k), τλ acts on the set {mj,i | 1 ≤ j ≤
ι(ai)} for i = 1, . . . , t, where mj,i is as in Lemma 5.3. Indeed we can obtain the
τλ-action on {mj,i | 1 ≤ j ≤ ι(ai)} explicitly. Hence, by using Lemma 5.3, we can
get the fixed field KH as follows:
KH = Q(m1,1, . . . , mι(a1),1, . . . , m1,t, . . . , mι(at),t)
H′ .
Using above methods we shall study Noether’s problem for H in the case n = 7, 11.
5.3 The case n = 7
We treat the case n = 7 in this section. The subgroups of Aﬀ(F7) the group of
one-dimensional affine transformations on F7 are
C7 = 〈σ〉, D7 = 〈σ〉 〈τ−1〉, F21 = 〈σ〉 〈τ2〉, F42 = 〈σ〉 〈τ3〉.
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From Masuda’s paper [Mas55], we have
k(x0, . . . , x6)
C7 = k(c0,1, [c1,3]conj)
= k
(
y0, c1,3, α2(c1,3), α3(c1,3), α4(c1,3), α5(c1,3), α6(c1,3)
)
= k(x0 + · · ·+ x6, c1,3, c2,6, c3,2, c4,5, c5,1, c6,4).






7, bi ∈ KC7 .(5.5)
Then, from Lemma 5.3, we can obtain
KC7 = Q(x0 + · · ·+ x6, b1, b2, b3, b4, b5, b6).
We see that bi = gi/h with gi, h ∈ Q[x0, . . . , x6]C7 , (i = 1, . . . , 6) and gi (resp. h)
is homogeneous of degree 7 (resp. 6). By using (5.3), we have that τλ (λ = −1, 2, 3)
acts on k(c0,1, c1,3, c2,6, c3,2, c4,5, c5,1, c6,4) as follows:
τ−1 : c0,1 
→ c0,1, c1,3 ↔ c6,4, c2,6 ↔ c5,1, c3,2 ↔ c4,5,
τ2 : c0,1 
→ c0,1, c1,3 
→ c4,5 
→ c2,6 




τ3 : c0,1 







Thus, from (5.3) and (5.4), we see that the τλ-action on KC7 can be described as
τ−1 : b1 ↔ b6, b3 ↔ b4, b2 ↔ b5,
τ2 : b1 
→ b2 
→ b4 












KD7 = (KC7)〈τ−1〉 = Q(x0 + · · ·+ x6, b1, b2, b3, b4, b5, b6)〈τ33 〉,
KF21 = (KC7)〈τ2〉 = Q(x0 + · · ·+ x6, b1, b2, b3, b4, b5, b6)〈τ23 〉,(5.7)
KF42 = (KC7)〈τ3〉 = Q(x0 + · · ·+ x6, b1, b2, b3, b4, b5, b6)〈τ3〉.
From (5.6) and (5.7), we conclude that the rationality of Q(x0, . . . , x5)〈σi6〉, (i =
1, 2, 3) implies that Noether’s problem for F42, F21 and D7 has an affirmative answer
respectively. First we prepare the following lemma to solve Noether’s problem for
dihedral groups.
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2n is rational over Q for any n. Moreover K〈σ
n
2n〉








x0 − xn , (x0 − xn)
2
∣∣∣∣ 0 ≤ i ≤ n− 1, 1 ≤ k ≤ n− 1).
Proof. See Lemma 4.4.
Using Lemma 5.4, we can obtain independent generators of KD7 explicitly.
Theorem 5.5 (Noether’s problem for D7). We have
KD7 = Q
(
x0 + · · ·+ x6, b1 + b6, b3 + b4, b2 + b5, b3 − b4
b1 − b6 ,
b2 − b5




where b1, . . . , b6 are elements in KC7 which are defined in (5.5).
For KF42 , it follows from (5.6) and (5.7) that Noether’s problem has an affirma-
tive answer because it is well known that Q(x0, . . . , x5)C6 is rational over Q. For
example, we see that independent generators of Q(x0, . . . , x5)C6 are given explicitly
as follows:












where x = (x0, x1, x2, x3, x4, x5) and T+(x), T−(x), U(x), V1(x), V2(x), W1(x),




























i+1 − x2ixi+1 − 3x2ixi+2
+ 3xix
2











i+1 − 3x2ixi+2 − 4xixi+1xi+2 − 3xix2i+2




Hence we have explicit independent generators of the fixed field KF42 .
Theorem 5.6 (Noether’s problem for F42).
KF42 = Q
(








where b = (b1, b3, b2, b6, b4, b5).
Finally we shall give independent generators of KF21 explicitly. By using (5.8),




Lemma 5.7. We have
Q(x0, . . . , x5)
〈σ26〉 = Q
(
T+(x), T−(x), V1(x), V2(x),W1(x),W2(x)
)
.
Proof. Since [Q(x0, . . . , x5)〈σ26〉 : Q(x0, . . . , x5)C6 ] = 2 and T 2−(x) belongs to
Q(x0, . . . , x5)
C6
, we have Q(x0, . . . , x5)〈σ
2
6〉 = Q(x0, . . . , x5)C6(T−(x)). Hence
it follows from (5.8) that








T+(x), T−(x), U(x), V1(x), V2(x),W1(x),W2(x)
)
.
And we can show that U(x), V1(x), V2(x),W1(x),W2(x) satisfy the equation
4U(x)
(











Since this relation is linear in U , the assertion follows.
Hence Noether’s problem for F21 has a positive answer, and we get independent
generators of KF21 .
Theorem 5.8 (Noether’s problem for F21). We have
KF21 = Q
(
x0 + · · ·+ x6, T+(b), T−(b), V1(b), V2(b),W1(b),W2(b)
)
,
where b = (b1, b3, b2, b6, b4, b5).
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5.4 The case n = 11
In this section we treat the case n = 11. The subgroups of Aﬀ(F11) are
C11 = 〈σ〉, D11 = 〈σ〉 〈τ−1〉, F55 = 〈σ〉 〈τ4〉, F110 = 〈σ〉 〈τ2〉.
From Masuda’s paper [Mas68], we have






y0, c1,2, α2(c1,2), α3(c1,2), . . . , α10(c1,2)
)
= k(x0 + · · ·+ x10, c1,2, c2,4, c3,6, c4,8, c5,10, c1,6, c3,7, c5,8, c7,9, c9,10).






11, di ∈ KC11 .(5.9)
Then it follows from Lemma 5.3 that
KC11 = Q(x0 + · · ·+ x10, d1, d2, . . . , d10).
We see that di = gi/h with gi, h ∈ Q[x0, . . . , x10]C11 , (i = 1, . . . , 10), which
are homogeneous of degree 11 and 10 respectively. By (5.3) the τλ-action, (λ =
−1, 4, 2), on k(c0,1, [c1,2]conj) can be described as follows:
τ−1 : c1,2 ↔ c9,10, c2,4 ↔ c7,9, c3,6 ↔ c5,8, c4,8 ↔ c3,7, c5,10 ↔ c1,6,























Hence the τλ-action on KC11 is given as
τ−1 : d1 ↔ d10, d2 ↔ d9, d3 ↔ d8, d4 ↔ d7, d5 ↔ d6,
(5.10)























KD11 = Q(KC11)〈τ−1〉 = Q(x0 + · · ·+ x10, d1, . . . , d10)〈τ52 〉,
KF55 = Q(KC11)〈τ4〉 = Q(x0 + · · ·+ x10, d1, . . . , d10)〈τ22 〉,(5.11)
KF110 = Q(KC11)〈τ2〉 = Q(x0 + · · ·+ x10, d1, . . . , d10)〈τ2〉.
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From (5.10) and (5.11), we should show that Q(x0, . . . , x9)〈σi10〉, (i = 1, 2, 5), is
a rational extension of Q to give an affirmative answer of Noether’s problem for
F110, F55 and D11 respectively. By Lemma 5.4, we can get independent generators
of KD11 .
Theorem 5.9 (Noether’s problem for D11). We have
KD11 = Q
(
x0 + · · ·+ x10, d1 + d10, d2 + d9, d3 + d8, d4 + d7, d5 + d6,
d2 − d9
d1 − d10 ,
d3 − d8
d1 − d10 ,
d4 − d7
d1 − d10 ,
d5 − d6




where d1, . . . , d10 are elements in KC11 which are defined in (5.9).










→ xi, (i = 0, 1). More generally, let
L := K(y0, . . . , yn−1) = Q(x0, . . . , xn−1, y0, · · · , yn−1), where y0, . . . , yn−1 are n
indeterminates, and σ˜n act on L as the cyclic permutation of the xi’s and the yj’s re-
spectively, i.e., σ˜n : x0 
→ x1 
→ · · · 
→ xn−1 
→ x0, y0 
→ y1 
→ · · · 
→ yn−1 
→ y0.
It is well-known from the No-Name Lemma that L〈 σn〉 is a rational extension of
K〈 σn〉 (see [Mi71],[JLY02, page 22]). Hence, from (5.10) and (5.11), Noether’s
problem for F55 has an affirmative answer, because Q(x0, . . . , x4)C5 is a rational
extension of Q. Moreover to obtain independent generators of the fixed field KF55 ,
we prepare the following lemma which gives an explicit generating set of L〈 σn〉 over
K〈 σn〉.
Lemma 5.10. L〈 σn〉 = K〈 σn〉
(
Tr(x0y0),Tr(x0y1), . . . ,Tr(x0yn−1)
)
, where Tr is
the trace under the action of σ˜n.









x0 x1 · · · xn−1























Hence we have L = Q
(
x0, . . . , xn−1,Tr(x0y0),Tr(x0y1), . . . ,Tr(x0yn−1)
)
, since
the circulant matrix is invertible. Thus the assertion follows.
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Remark 5.11. From the proof of Lemma 5.10, if we have KCn = Q(t1, . . . , tn)
then we can give independent generators of the fixed field Q(x(j)i | 1 ≤ i ≤ n, 1 ≤
j ≤ m)〈 σn〉 under the m copies Cn-action σ˜n : x(j)i 
→ x(j)i+1 for 1 ≤ j ≤ m.









that independent generators of Q(x0, . . . , x4)C5 can be described as follows. Let
Si(x0, . . . , x4), (i = 1, . . . , 4) be a element in Q(x0, . . . , x4)C5 which is uniquely
determined by the equation c(5)1,2 =
∑4
i=1 Si(x0, . . . , x4)ζ
i
5. Indeed we can calculate




x50 − x40x1 + x30x21 − 2x0x41 − 2x40x2 + 3x20x21x2 + x30x22
− x0x21x22 − 2x20x32 + 2x0x1x32 + 2x30x1x3 − 5x20x21x3 + 6x0x31x3





x40 − x30x1 + x20x21 − x0x31 − x30x2 + 2x20x1x2 − 3x0x21x2 + x20x22
+ 2x0x1x
2
2 − x0x32 + 2x20x1x3 + 2x0x21x3 − 3x20x2x3 − x0x1x2x3
)
,
S2(x) = τ2(S1(x)), S3(x) = τ3(S1(x)), S4(x) = τ4(S1(x)),
where Tr is the trace under the action of σ5 and take the subscript of τλ(S1(x)),
(λ = 2, 3, 4) modulo 5. Hence we have
Q(x0, . . . , x4)
C5 = Q
(
x0 + · · ·+ x4, S1(x), S2(x), S3(x), S4(x)
)
.(5.12)
From Lemma 5.10 and (5.12), we get independent generators of the fixed field KF55 .
Theorem 5.12 (Noether’s problem for F55). We have
KF55 = Q
(




where d = (d1, d4, d5, d9, d3) and Tr is the trace under the action of τ4.
By (5.10) and (5.11), Noether’s problem for F110 has a positive answer since it is
known that Q(x0, . . . , x9)C10 is a rational extension of Q. Indeed, by using Lemma
5.3, we can give independent generators of Q(x0, . . . , x9)C10 as follows.
Lemma 5.13. We have

















Proof. Write cj,k := c(10)j,k . We see easily that c0,1 = x0+· · ·+x9 ∈ Q(x0, . . . , x9)C10
and [c1,4]conj = {c1,4, c2,3, c7,8, c6,9}, [c1,8]conj = {c1,8, c3,4, c6,7, c2,9}, [c1,9]conj =





















It follows from (5.1) that k(x0, . . . , x9)C10 = k
(
c0,1, [c1,4]conj, [c1,8]conj, [c1,9]conj).
And by using (5.2) again, we get a single equation
c1,4 c1,8 c2,9 c3,7 c6,9 − c1,9 c2,3 c3,4 c6,7 c7,8 = 0.
We put t1,9 := c1,9 + c3,7, then above equation can be described as
c3,7 =
c2,3 c3,4 c6,7 c7,8 t1,9
c1,4 c1,8 c2,9 c6,9 + c2,3 c3,4 c6,7 c7,8
.
This proves that k(x0, . . . , x9)C10 = k
(
c0,1, t1,9, [c1,4]conj, [c1,8]conj).
From Lemmas 5.3 and 5.13, we have
Q(x0, . . . , x9)
C10 = Q
(
x0 + · · ·+ x9, Y (x), Z4,1(x), Z4,3(x),
(5.13)
Z4,7(x), Z4,9(x), Z8,1(x), Z8,3(x), Z8,7(x), Z8,9(x)
)
,
where Y (x), Z4,i(x), Z8,i(x), i = 1, 3, 7, 9, are elements in Q(x0, . . . , x9)C10 which





3,7 = Y (x),
c
(10)

































Z4,3(x) = τ3(Z4,1(x)), Z4,7(x) = τ7(Z4,1(x)), Z4,9(x) = τ9(Z4,1(x)),
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, (λ = 3, 7, 9) modulo 10. We also can
evaluate Z8,i(x), (i = 1, 3, 7, 9) from the definition of c(10)1,8 . They are of the form
fi/g, (fi, g ∈ Q[x]), where fi (resp. g) is homogeneous element of degree 5 (resp.
4). However we do not write the expression of Z8,i’s since they are more compli-
cated.
Remark 5.14. By using (5.13), (5.14), Lemmas 5.4 and 5.10, we can also give in-
dependent generators of Q(x0, . . . , x9)D10 and Q(x0, . . . , x9)Aﬀ(/10). Namely we
can show that Noether’s problem for D10 and Aﬀ(Z/10Z) has an affirmative answer.
We shall study this again in the next chapter.
Using (5.13) and (5.14), we obtain independent generators of the fixed field
KF110 .
Theorem 5.15 (Noether’s problem for F110). We have
KF110 = Q
(
x0 + · · ·+ x10, d1 + · · ·+ d10, Y (d), Z4,1(d), Z4,3(d),
Z4,7(d), Z4,9(d), Z8,1(d), Z8,3(d), Z8,7(d), Z8,9(d)
)
,
where d = (d1, d2, d4, d8, d5, d10, d9, d7, d3, d6).
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Chapter 6
Noether’s problem for some
meta-abelian groups of small degree
In this chapter, we solve Noether’s problem over Q for some meta-abelian groups
of small degree n. Let G be a subgroup of the group of one-dimensional affine
transformations on Z/nZ which contains Z/nZ. For n = 9, 10, 12, 14, 15, we show
that Noether’s problem for G has an affirmative answer by constructing an explicit
transcendental basis of the fixed field over Q.
6.1 Introduction
Let K = Q(x0, . . . , xn−1) be the field of rational functions in n variables and G
a transitive subgroup of Sn the symmetric group of degree n. Let G act on K
by permuting the variables x0, . . . , xn−1. Emmy Noether [Noe13, Noe18] raised
the following problem which is called Noether’s problem for G (over Q): Is the
subfield KG of G-invariant elements of K rational (i.e. purely transcendental) over
Q ? This is one of central problems of the inverse Galois theory because if this
problem has an affirmative answer then we get a Q-generic polynomial for G (cf.
[JLY02]). The polynomial g(t;X) := g(t1, . . . , tn;X) ∈ Q(t1, . . . , tn)[X], where
t1, . . . , tn and X are indeterminates, is called Q-generic for G if the splitting field
of g(t;X) over Q(t1, . . . , tn) has Galois group G and every Galois extension L/M
with Gal(L/M) ∼= G and M ⊃ Q is the splitting field of a polynomial g(a;X) for
some a = (a1, . . . , an) ∈ Mn. Namely every G-extension over a field M whose
characteristic is zero can be obtained by some specialization of the parameters of
g(t;X). In this chapter, we shall solve Noether’s problem for some meta-abelian
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groups G of small degree n by constructing an explicit transcendental basis of KG
over Q. Let Aﬀ(Z/nZ) be the group of one-dimensional affine transformations on
Z/nZ. We have Aﬀ(Z/nZ) ∼= (Z/nZ)  (Z/nZ)∗. The main result of this chapter
is the following:
Theorem 6.1. Let G be a subgroup of Aﬀ(Z/nZ) containing Z/nZ. For n =
9, 10, 12, 14, 15, Noether’s problem for G has an affirmative answer.
We treated this problem in the cases n ≤ 7 and n = 11 in Chapters 3, 4, 5.
In the previous chapter, we extended Masuda’s method [Mas55, Mas68] for cyclic
groups Cn, and we also use Masuda’s approach in this chapter (cf. Lemma 6.2).
Note that n = 8 is the smallest degree for which KCn is not rational over Q. More-
over it is known that there does not exist Q-generic polynomial for C8m, and hence
Noether’s problem for C8m has a negative answer (see [JLY02]). Recently, however,
it has been showed that KD8 , KQD8 and KM16 are rational over Q, where D8 (resp.
QD8,M16) is the dihedral (resp. quasi-dihedral, modular) group of order 16 (see
[CHK04],[HHR]). The case n = 13 can not be applied original Masuda’s approach
as remarked by Endo-Miyata [EM73]. We shall treat some prime degree cases n = p
with p ≥ 13 in a separate paper by studying the structure of the fixed field KCp in
detail.
6.2 Preliminaries
In this section, we recall Masuda’s method [Mas55] for cyclic groups and its ex-
tension for subgroups of Aﬀ(Z/nZ) in Chapter 5. Let σ be the cyclic permuta-
tion of the variables x0, . . . , xn−1, i.e. σ(x0) = x1, . . . , σ(xn−1) = x0 and τλ the
x0-fixed permutation defined by τλ(xi) = xλi for λ ∈ (Z/nZ)∗, where we take
the subscript of x modulo n. We can identify a subgroup G of Aﬀ(Z/nZ) which
contains Z/nZ with 〈σ, τλ1 , . . . , τλr〉 for certain λ1, . . . , λr ∈ (Z/nZ)∗. For ex-
ample, we have Dn = 〈σ, τ−1〉; the dihedral group of order 2n. Let ζ be a prim-
itive n-th root of unity, k := Q(ζ), yj :=
∑n−1
i=0 ζ
−ijxi, and cj,k := yjyk/yj+k
for j, k = 0, . . . , n − 1. We shall take the subscript of y and c modulo n, since
yj = ymn+j , (j = 0, . . . , n − 1). We have that KG(ζ) = k(x0, . . . , xn−1)G for
G ⊂ Sn and k(x0, . . . , xn−1) = k(y0, . . . , yn−1). And we see that the actions of σ
and τλ on the yj’s and the cj,k’s are given by σ(yj) = ζjyj, σ(cj,k) = cj,k, τλ(yj) =
yλ−1j, τλ(cj,k) = cλ−1j,λ−1k, for j, k = 0, . . . , n− 1. First we can obtain that
k(x0, . . . , xn−1)Cn = k(cj,k | 0 ≤ j, k ≤ n− 1),
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and the cj,k’s satisfy the following relations:
cj,k =
c1,kc1,k+1 · · · c1,k+j−1
c1,1c1,2 · · · c1,j−1 , (j ≥ 2).(6.1)
Hence we have
k(x0, . . . , xn−1)Cn = k(c1,0, c1,1, . . . , c1,n−1).(6.2)
Namely k(x0, . . . , xn−1)Cn is rational over k for any n. Masuda’s method teaches
us when we can descend the base field from k to Q. Here we describe Masuda’s
theorem (Lemma 5.3) again. For f ∈ k(x0, . . . , xn−1)Cn , we define a set [f ]conj := {
all conjugates of f over KCn} and we put ι(f) := #[f ]conj.
Lemma 6.2 (Masuda [Mas55]). Suppose that there exist elements a1, . . . , at ∈
k(x0, . . . , xn−1)Cn such that k(x0, . . . , xn−1)Cn = k([ai]conj | 1 ≤ i ≤ t) and∑t
i=1 ι(ai) = n. Let ωi,1, . . . , ωi,ι(ai) be a basis of k ∩KCn(ai) over Q. If we write
ai =
∑ι(ai)
j=1 ωi,jmj,i, (mj,i ∈ KCn), for i = 1, . . . , t, then KCn = Q
(
mj,i
∣∣ 1 ≤ i ≤
t, 1 ≤ j ≤ ι(ai)
)
.
Indeed, in this chapter, we shall give such elements a1, . . . , at as in above
lemma for n = 9, 10, 12, 14, 15 explicitly. For a subgroup G = 〈σ, τλ1 , . . . , τλr〉
of Aﬀ(Z/nZ) containing Z/nZ, we have from Lemma 6.2 that




∣∣ 1 ≤ i ≤ t, 1 ≤ j ≤ ι(ai))〈τλ1 ,... ,τλr 〉.
We also can obtain the action of τλ on the transcendental basis {mj,i} of KCn over
Q by using the equation τλ(cj,k) = αλ−1(cj,k) for λ ∈ (Z/nZ)∗, where αλ ∈
Gal(Q(ζ)/Q) such that αλ(ζ) = ζλ.
Let x(j)0 , . . . , x
(j)
n−1, (j = 1, . . . , m) be variables and L := K(x
(1)
0 , . . . , x
(1)
n−1,
. . . , x
(m)
0 , . . . , x
(m)
n−1). It is well-known from the No-Name Lemma that if Cn acts
on L as the cyclic permutation of the variables x(j) : x0 






→ · · · 
→ x(j)n−1 
→ x(j)0 for j = 1, . . . , m, then LCn is rational over KCn (cf.
[Mi71],[JLY02, page 22]). Moreover we can give an explicit transcendental basis of
LCn over KCn (cf. Lemma 5.10).





0 ), . . . ,Tr(x0x
(1)
n−1), . . . ,Tr(x0x
(m)





where Tr is the trace under the action of Cn.
We shall solve Noether’s problem for subgroups G of Aﬀ(Z/nZ) containing
Z/nZ for each degree n = 9, 10, 12, 14, 15.
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6.3 The case n = 9
For n = 9, the subgroups of Aﬀ(Z/9Z) containing Z/9Z are
C9 = 〈σ〉, D9 = 〈σ, τ−1〉 (∼= C9  C2),
G9,3 := 〈σ, τ4〉 (∼= C9  C3), Aﬀ(Z/9Z) = 〈σ, τ2〉 (∼= C9  C6).
Proposition 6.4. We have
k(x0, . . . , x8)
C9 = k(c0,1, [c1,2 + c4,8 + c5,7]conj, [c1,4]conj).
Proof. We see easily that c0,1 = y0 = x0 + · · ·+ x8 ∈ KC9 , [c1,2]conj = {c1,2, c2,4,






















Therefore it follows from (6.2) that k(x0, . . . , x8)C9 = k(c0,1, [c1,2]conj, [c1,4]conj).
And we have the following relations:
c1,5c2,8 − c2,5c7,8 = 0, c2,4c5,8 − c2,5c7,8 = 0,
c1,2c4,7 − c1,7c4,8 = 0, c1,2c4,7 − c1,4c5,7 = 0.















where W1 = c1,4c1,7 + c1,4c4,7 + c1,7c4,7, W2 = c2,5c2,8 + c2,5c5,8 + c2,8c5,8. The
assertion follows from k(x0, . . . , x8)C9 = k(c0,1, u1,2, u1,5, [c1,4]conj) .
Thus it follows from Lemma 6.2 that






















2 + · · ·+ t′6ζ6.
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We see that the τ2-action on KC9 is given by
y0 
→ y0, s′1 ↔ s′2, t′1 
→ t′2 − t′5, t′2 
→ t′4, t′3 ↔ t′6, t′4 
→ −t′5, t′5 
→ t′1,











1 0 1 0 0 0
0 1 0 0 −1 1
−1 0 1 1 0 0
0 −1 0 0 0 1
0 0 1 −1 0 0
















2, t1, t2, . . . , t6),
and the τ2-action on it can be described as
y0 
→ y0, s′1 ↔ s′2, t1 
→ t2 
→ · · · 
→ t6 
→ t1.



















mogeneous elements of degree k in Q[x0, . . . , x8] for j = 1, 2, 3 and i = 1, . . . , 7.
From Lemma 6.3, we put
s1 := s
′
1(t1 + t3 + t5) + s
′
2(t2 + t4 + t6),
s2 := s
′
1(t2 + t4 + t6) + s
′
2(t1 + t3 + t5),
then we see that s1, s2 are τ2-invariants, i.e. Aﬀ(Z/9Z)-invariants, and we have
KC9 = Q(y0, s1, s2, t1, t2, . . . , t6).
For D9 and G9,3 = 〈σ, τ4〉, since the τ−1-action (resp. τ4-action) on KC9 above is
given by t1 ↔ t4, t2 ↔ t5, t3 ↔ t6 (resp. t1 
→ t3 
→ t5 




we can obtain an explicit transcendental basis of KD9 = (KC9)〈τ−1〉 and KG9,3 =
(KC9)〈τ4〉 by using Lemmas 5.4 and 6.3.
Theorem 6.5 (Noether’s problem for D9). We have
KD9 = Q
(
y0, s1, s2, t1 + t4, t2 + t5, t3 + t6,
t2 − t5
t1 − t4 ,
t3 − t6





Theorem 6.6 (Noether’s problem for G9,3). We have
KG9,3 = Q
(
y0, s1, s2, t1 + t3 + t5,








where Nr and Tr are the norm and the trace under the action τ4.
Because it is known that a transcendental basis z1, . . . , z6 of the fixed field
Q(x0, . . . , x5)
C6 over Q, we can obtain an explicit transcendental basis of KAﬀ(/9)
over Q by using z1, . . . , z6. Here we use the basis T+, T−, U, V1, V2,W1,W2 in (5.8)
of Chapter 5.
Theorem 6.7 (Noether’s problem for Aﬀ(Z/9Z)).
KAﬀ(/9) = Q
(









where T+, T−, U, V1, V2,W1,W2 are defined in (5.8) and t = (t1, t2, t3, t4, t5, t6).
6.4 The case n = 10
For n = 10, we see that the subgroups of Aﬀ(Z/10Z) containing Z/10Z are
C10 = 〈σ〉, D10 = 〈σ, τ−1〉, Aﬀ(Z/10Z) = 〈σ, τ3〉 (∼= C10  C4).
In the previous chapter, we showed the following (Lemma 5.13).
Proposition 6.8. We have
k(x0, . . . , x9)
C10 = k(c0,1, c1,9 + c3,7, [c1,4]conj, [c1,8]conj).
Hence, by applying Lemma 6.2 to Proposition 6.8, we have
KC10 = Q(y0, r1, s
′
1, . . . , s
′
4, t1, . . . , t4),
where














And the action of τ3 on it is given by
y0 
→ y0, r1 






















elements of degree k in Q[x0, . . . , x9] for i, j = 1, . . . , 5. From Lemma 6.3, we put
si := Tr(s
′
1ti) for i = 1, . . . , 4, where Tr is the trace under the action of τ3, then we
see that s1, . . . , s4 are τ3-invariants (i.e. Aﬀ(Z/10Z)-invariants) and we have
KC10 = Q(y0, r1, s1, . . . , s4, t1, . . . , t4).
Using this, we can obtain the following theorems.
Theorem 6.9 (Noether’s problem for D10). We have
KD10 = Q
(
y0, r1, s1, s2, s3, s4, t1 + t3, t2 + t4,
t2 − t4




Theorem 6.10 (Noether’s problem for Aﬀ(Z/10Z)). We have
KAﬀ(/10) = Q
(





where (u1, u2, v1, v2) := (t1 + t3, t2 + t4, t1 − t3, t2 − t4).
6.5 The case n = 12
For n = 12, the groups
C12 = 〈σ〉, D12 = 〈σ, τ−1〉, G(1)12,2 = 〈σ, τ5〉, G(2)12,2 = 〈σ, τ7〉,
Aﬀ(Z/12Z) = 〈σ, τ−1, τ5〉 (∼= C12  (C2 × C2))
are subgroups of Aﬀ(Z/12Z) which contain Z/12Z.
Proposition 6.11. We have
k(x0, . . . , x11)
C12
= k(c0,1, [c1,2 + c5,10]conj, [c1,3]conj, [c1,5]conj, [c1,7]conj, c1,11 + c5,7).
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Proof. We see c0,1 = y0 = x0 + · · · + x11 ∈ KC12 . And we have that [c1,2]conj =
{c1,2, c5,10, c2,7, c10,11}, [c1,3]conj = {c1,3, c3,5, c7,9, c9,11}, [c1,5]conj = {c1,5, c7,11},






















It follows from (6.2) that k(x0, . . . , x11)C12 = k(c0,1, [c1,i]conj | i = 2, 3, 5, 7, 11) and
we also have
c1,3c5,10c7,11 − c1,5c7,9c10,11 = 0,
c1,2c5,7c10,11 − c1,11c2,7c5,10 = 0,
c1,3c5,7c9,11 − c1,11c3,5c7,9 = 0.




c7,11(c3,5c7,9 − c1,3c9,11) ,
c10,11 =
c1,3(c3,5c7,11u1,2 − c1,5c9,11u2,7)





Thus the assertion follows from
k(x0, . . . , x11)
C12 = k(c0,1, u1,2, u2,7, [c1,3]conj, [c1,5]conj, [c1,7]conj, u1,11).
By applying Lemma 6.2 to Proposition 6.11, we have






























c1,2 + c5,10 = v1(ζ
2 − ζ4) + v2ζ3.
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Since ζ2 − ζ4 = 1, we have that y0, r1, t1, v1 are Aﬀ(Z/12Z)-invariants. From the
equation τλ(cj,k) = αλ−1(cj,k), we obtain that the action of τ−1, τ5 and τ7 on KC12
above is given as follows.







































→ (−s1, s2,−s3, s4,−t2, u′1, u′2,−v2).



























s′2 = (s2 + s4)/2,
s′3 = (−s1 + s3)/2,
s′4 = (s2 − s4)/2,
u′1 = (u1 + u2)/2,
u′2 = (u1 − u2)/2.
Then we have that s4, u2 are Aﬀ(Z/12Z)-invariants and τ−1 : (s1, s2, s3, u1) 
→
(s1,−s2,−s3,−u1), τ5 : (s1, s2, s3, u1) 
→ (−s1,−s2, s3,−u1), τ7 = τ−1τ5. We
put W := (y0, r1, s4, t1, u2, v1) then KC12 = Q(W, s1, s2, s3, t2, u1, v2), and hence
we get the following.
















































































Therefore we also have




















6.6 The case n = 14
For n = 14, we have that the subgroups of Aﬀ(Z/14Z) containing Z/14Z are
C14 = 〈σ〉, D14 = 〈σ, τ−1〉,
G14,3 := 〈σ, τ9〉 (∼= C14  C3), Aﬀ(Z/14Z) = 〈σ, τ3〉 (∼= C14  C6).
Proposition 6.16. We have
k(x0, . . . , x13)
C14 = k(c0,1, [c1,6]conj, [c1,12]conj, c1,13 + c3,11 + c5,9).
Proof. We first see that c0,1 = y0 = x0 + · · ·+x13 ∈ KC14 . And we have [c1,6]conj =
{c1,6, c3,4, c2,5, c9,12, c10,11, c8,13}, [c1,12]conj = {c1,12, c3,8, c4,5, c9,10, c6,11, c2,13} and




































Thus, from (6.2), we have k(x0, . . . , x13)C14 = k(c0,1, [c1,6]conj, [c1,12]conj, [c1,13]conj).
We also get the following two relations:
c1,6c3,11c4,5c8,13c9,10 − c1,13c3,4c3,8c6,11c10,11 = 0,
c2,5c3,11c4,5c9,10c9,12 − c1,12c2,13c3,4c5,9c10,11 = 0.
Put r1 := c1,13 + c3,11 + c5,9, then we have
c3,11 =
c1,12c2,13c3,4c3,8c6,11c10,11r1




c1,6c8,13v1v2 + c2,5c9,12v2v3 + c3,4c10,11v1v3
,
where v1 = c1,12c2,13, v2 = c4,5c9,10, v3 = c3,8c6,11. Hence the assertion follows.
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From Lemma 6.2 we have
KC14 = Q(y0, r1, s
′
1, . . . , s
′
6, t1, . . . , t6),
where

















and the τ3-action on it is given by
y0 









→ · · · 
→ t6 
→ t1,
since τ3(c1,k) = α5(c1,k) for k = 6, 12. From Lemma 6.3, we put si := Tr(s′1ti) for
i = 1, . . . , 6, where Tr is the trace under the action τ3, then we see that s1, . . . , s6
are Aﬀ(Z/14Z)-invariants and
KC14 = Q(y0, r1, s1, . . . , s6, t1, . . . , t6).
Therefore we obtain an explicit transcendental basis of KD14 , KG14,3 and KAﬀ(/14)
by using the same manner as in the case n = 9 (cf. Section 6.3).
Theorem 6.17 (Noether’s problem for D14).
KD14 = Q
(
y0, r1, s1, . . . , s6, t1 + t4, t2 + t5, t3 + t6,
t2 − t5
t1 − t4 ,
t3 − t6




Theorem 6.18 (Noether’s problem for G14,3).
KG14,3 = Q
(
y0, r1, s1, . . . , s6, t1 + t3 + t5,








where Nr and Tr are the norm and the trace under the action τ9.
Theorem 6.19 (Noether’s problem for Aﬀ(Z/14Z)).
KAﬀ(/14) = Q
(









where T+, T−, U, V1, V2,W1,W2 are defined in (5.8) and t = (t1, t2, t3, t4, t5, t6).
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6.7 The case n = 15
For n = 15, we see that the subgroups of Aﬀ(Z/15Z) containing Z/15Z are
C15 = 〈σ〉, D15 = 〈σ, τ−1〉,
G
(1)
15,2 := 〈σ, τ4〉, (∼= C15  C2 ∼= C5  C6 ∼= D5  C3),
G
(2)
15,2 := 〈σ, τ11〉, (∼= C15  C2 ∼= S3 × C5),
G15,2,2 := 〈σ, τ−1, τ4〉 (∼= C15  (C2 × C2)),
G15,4 := 〈σ, τ2〉 (∼= C15  C4),
Aﬀ(Z/15Z) = 〈σ, τ−1, τ2〉 (∼= C15  (C2 × C4)).






Proposition 6.20. We have
k(x0, . . . , x14)
C15 = k(c0,1, [c1,4 + c11,14]conj, [c1,7]conj, [c1,11]conj).
Proof. We first see that c0,1 = y0 = x0+ · · ·+x14 ∈ KC15 . We also have [c1,4]conj =
{c1,4, c2,8, c7,13, c11,14}, [c1,7]conj = {c1,7, c2,14, c4,13, c4,7, c8,11, c2,11, c1,13, c8,14} and



































It follows from (6.2) that k(x0, . . . , x14)C15 = k(c0,1, [c1,4]conj, [c1,7]conj, [c1,11]conj).
And we can obtain the following two relations:
c1,7c2,8c4,13 − c1,13c4,7c11,14 = 0,
c1,4c2,14c8,11 − c2,11c7,13c8,14 = 0.
Put u1,4 := c1,4 + c11,14, u2,8 = c2,8 + c7,13, then we have
c11,14 =
c1,7c4,13(c2,14c8,11u1,4 − c2,11c8,14u2,8)
c1,7c2,14c4,13c8,11 − c1,13c2,11c4,7c8,14 ,
c7,13 = −c2,14c8,11(c1,13c4,7u1,4 − c1,7c4,13u2,8)
c1,7c2,14c4,13c8,11 − c1,13c2,11c4,7c8,14 .
This proves the assertion.
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From Lemma 6.2 we have










1, . . . , t
′
4, u1, . . . , u4).
where
c1,4 + c11,14 = r
′
1(ζ + ζ
4 + ζ11 + ζ14) + r′2(ζ













c1,11 = u1(ζ + ζ
11) + u2(ζ
2 + ζ7) + u3(ζ
4 + ζ14) + u4(ζ
8 + ζ13).
And the actions of τ−1 and τ2 on KC15 are given by
τ−1 : y0 
→ y0, r′1 
→ r′1, r′2 
→ r′2
s′1 ↔ t′1, s′2 ↔ t′2, s′3 ↔ t′3, s′4 ↔ t′4, u1 ↔ u3, u2 ↔ u4,
τ2 : y0 














We also have τ4 = τ 22 , τ11 = τ−1τ4. Using Lemma 6.3, we put r1 := Tr(r′1u1), r2 :=
Tr(r′2u1), si := Tr(s
′
iu1), ti := Tr(t
′
iu1) for i = 1, . . . , 4, where Tr is the trace
under the action τ2. We see that y0, r1, r2 are Aﬀ(Z/15Z)-invariants. Hence we put
W = (y0, r1, r2) then we have
KC15 = Q(W, s1, . . . , s4, t1, . . . , t4, u1, . . . , u4).(6.3)
And the action of τi, (i = −1, 2, 4, 11) on KC15 are given by
τ−1 : s1 ↔ t1, s2 ↔ t2, s3 ↔ t3, s4 ↔ t4, u1 ↔ u3, u2 ↔ u4,





τ4 : u1 ↔ u3, u2 ↔ u4,
τ11 : s1 ↔ t1, s2 ↔ t2, s3 ↔ t3, s4 ↔ t4,
where we omit the description of trivial actions on the generators in (6.3). Hence we





KG15,4 and KAﬀ(/15) over Q by using the same way as in the case n = 10 (cf.
Section 6.4).
Theorem 6.21 (Noether’s problem for D15).
KD15 = Q
(
W, s1 + t1, s2 + t2, s3 + t3, s4 + t4, u1 + u3, u2 + u4,
s2 − t2
s1 − t1 ,
s3 − t3
s1 − t1 ,
s4 − t4
s1 − t1 ,
u1 − u3
s1 − t1 ,
u2 − u4










W, s1, . . . , s4, t1, . . . , t4, u1 + u3, u2 + u4,
u2 − u4









W, s1 + t1, s2 + t2, s3 + t3, s4 + t4,
s2 − t2
s1 − t1 ,
s3 − t3
s1 − t1 ,
s4 − t4
s1 − t1 , (s1 − t1)
2, u1, u2, u3, u4
)
.
Theorem 6.24 (Noether’s problem for G15,2,2).
KG15,2,2 = Q
(
W, s1 + t1, s2 + t2, s3 + t3, s4 + t4,
s2 − t2
s1 − t1 ,
s3 − t3
s1 − t1 ,
s4 − t4
s1 − t1 , (s1 − t1)
2, u1 + u3, u2 + u4,
u2 − u4




Theorem 6.25 (Noether’s problem for G15,4).
KG15,4 = Q
(





where (v1, v2, v3, v4) = (u1 + u3, u2 + u4, u1 − u3, u2 − u4).
Theorem 6.26 (Noether’s problem for Aﬀ(Z/15Z)).
KAﬀ(/15) = Q
(
W, s1 + t1, s2 + t2, s3 + t3, s4 + t4,
s2 − t2
s1 − t1 ,
s3 − t3
s1 − t1 ,
s4 − t4
s1 − t1 , (s1 − t1)





where (v1, v2, v3, v4) = (u1 + u3, u2 + u4, u1 − u3, u2 − u4).
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