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B−ORBITS OF SQUARE ZERO IN NILRADICAL OF THE
SYMPLECTIC ALGEBRA
NURIT BARNEA AND ANNA MELNIKOV
Abstract. Let SPn(C) be the symplectic group and spn(C) its Lie algebra. Let
B be a Borel subgroup of SPn(C), b = Lie(B) and n its nilradical. Let X be a
subvariety of elements of square 0 in n. B acts adjointly on X . In this paper we
describe topology of orbits X/B in terms of symmetric link patterns.
Further we apply this description to the computations of the closures of orbital
varieties of nilpotency order 2 and to their intersections. In particular we show
that all the intersections of codimension 1 are irreducible.
1. Introduction
1.1. Nilpotent orbits in a semi-simple Lie algebra. Let G be a connected,
reductive, linear algebraic group over C and let g be its Lie algebra. The group G
acts on g via the adjoint action (g, x) 7→ g.x = gxg−1. For x ∈ g let Ox := G.x
denote the orbit of x under this action.
Fix a Borel subgroup B ⊂ G and let b and n ⊂ b be the corresponding Borel
subalgebra and its nilradical.
An adjoint orbit O ⊂ g is called nilpotent if O∩ n 6= ∅. Obviously, O is nilpotent
iff O = Ox for some x ∈ n.
Nilpotent orbits in a semi-simple Lie algebras and their topology are defined
completely by the nilpotent orbits in the corresponding simple Lie algebras. So
from now on we speak only about simple classical Lie algebras.
For simple Lie algebras of types An, Bn, Cn and Dn a nilpotent orbit Ox is
defined by Jordan form of x (apart from very even cases in Dn). In turn, since x is
nilpotent so that 0 is its unique eigenvalue, Jordan form of x can be regarded as a
list of Jordan block lengths, written in a non-increasing order, which in turn can be
regarded as a partition of n+1 in case of An or as an admissible partition of 2n+1 in
case of Bn or of 2n in cases of Cn and Dn. In such a way we get a bijection between
nilpotent orbits and corresponding set of partitions. Gerstenhaber ([6]) provided the
expression for the dimension of a nilpotent orbit in terms of partitions and defined
the partial order on partitions corresponding to the inclusion relations on nilpotent
orbit closures in case of An. Further Kraft and Procesi ([9]) provided the expression
for the dimension of a nilpotent orbit in terms of admissible partitions in cases
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Bn, Cn, Dn and showed that the restriction of the order on partitions mentioned
above on 2n + 1 (resp. 2n) to the admissible ones defines inclusions of nilpotent
orbit closures.
1.2. B−orbits in n and spherical orbits. Consider an adjoint action of B on n.
For x ∈ n let Bx := B.x. Obviously, Bx ⊂ n, however, there is no elegant theory of
B−orbits in this case in the spirit of the theory of nilpotent orbits from 1.1. The
first obstacle is that the number of B−orbits is infinite.
A G−orbit O in g is called spherical if it admits a dense B−orbit. By the result
of Brion and Vinberg [1, 23] O is spherical if and only if O is a union of finite
number of B−orbits. Panyushev [16] classified all the spherical nilpotent orbits in
An, Bn, Cn and Dn.
The description of Bx ⊂ O for a spherical nilpotent O is much simpler then for a
generic nilpotentO. In particular, the description ofB−orbits inO∩n for a spherical
orbit is relatively simple. The aim of this paper is to describe such B−orbits for
type Cn.
1.3. B−orbits of square zero in n for sln(C) and link patterns. Let us first
recall the results for type An.
In sln(C) by Panyushev Ox is spherical iff x2 = 0. In this case the description of
the topology of B−orbits in Ox ∩ n is made in terms of link patterns ([14, 15]). To
explain it we need to introduce more notation.
Let BSLn be a fixed Borel subgroup of SLn and let bsln = Lie(BSLn) = hsln ⊕nsln .
Recall that the root system, positive roots and base of simple roots in sln (with
respect to h∗sln) are defined in a standard way as
• R := {ej − ei}1≤i 6=j≤n;
• R+ := {ej − ei}1≤i<j≤n;
• Π := {ei+1 − ei}1≤i≤n−1.
For 1 ≤ i 6= j ≤ n put Y(i,j) := Yej−ei to be the corresponding root vector of sln so
that nsln =
⊕
1≤i<j≤n
CY(i,j).
The roots α, β ∈ R are called strongly orthogonal if α ± β 6∈ R. In sln the roots
ej − ei, el − ek are strongly orthogonal iff {i, j} ∩ {k, l} = ∅.
We call a subset {αs}ts=1 ⊂ R+ strongly orthogonal if for any 1 ≤ s1 < s2 ≤ t the
roots αs1, αs2 are strongly orthogonal.
A link pattern L on n points with k arcs is an unoriented graph with n linearly
ordered vertices labelled by integers from 1 to n (from left to right) and k edges
connecting k disjoint pairs of points (i1, j1), . . . , (ik, jk) (where is < js). We draw the
edges as arcs over the line of points. Put l(L) to be the number of arcs in L. Put LPn
to be the set of all link patterns on n points and LPn(k) := {L ∈ LPn : l(L) = k}.
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Given a strongly orthogonal subset S = {ejs − eis}ks=1 ∈ R+ we attach to it a
link pattern LS = (i1, j1) . . . (ik, jk) ∈ LPn(k). Obviously, in such a way we get a
bijection between the sets of strongly orthogonal roots in R+ and LPn.
For L = (i1, j1) . . . (ik, jk) ∈ LPn(k) let YL :=
k∑
s=1
Y(is,js) denote the corresponding
sum of root vectors and let B(YL) denote BSLn−orbit of YL.
We define a (rank) matrix RL for L ∈ LPn as follows. Set (s, t) ∈ L if (s, t) is an
arc of L. Let |A| denote the cardinality of a set A. For i, j 1 ≤ i < j ≤ n put
l(L, i, j) := |{(s, t) ∈ L : i ≤ s < t ≤ j}|.
RL is an upper triangular integer n× n matrix defined by:
(RL)i,j :=
{
l(L, i, j) if 1 ≤ i < j ≤ n;
0 otherwise.
Define a partial order on Mn×n(R) as follows. For A,B ∈Mn×n(R) put A  B if
for any 1 ≤ i, j ≤ n one has (A)i,j ≤ (B)i,j.
This order induces a partial order on LPn by putting L
′  L for L, L′ ∈ LPn if
RL′  RL.
Let Y (2)n := {y ∈ nsln : y2 = 0} denote the subvariety of elements of square zero
in nsln . For a variety A ⊂ g let A denote its Zariski closure in g. By [15] one has
Theorem. (i) Y (2)n = ⊔
L∈LPn
B(YL).
(ii) For L ∈ LPn one has B(YL) =
⊔
L′L
B(YL′).
1.4. B−orbits of square zero in n for spn(C) and symmetric link patterns.
In spn(C) by Panyushev a nilpotent orbit Ox is spherical iff x2 = 0 exactly as in type
An. In this paper we describe B−orbits of Ox ∩n in this case in terms of symmetric
link patterns.
Consider SP2n(C) – the symplectic group of degree 2n over C, and let g = sp2n
be its Lie algebra with the (standard) Cartan subalgebra h. We define roots system,
positive roots and a base of simple roots, respectively, in (one of two) standard ways,
namely:
• Φ := {±ei ± ej , ±2ek | 1 ≤ i, j, k ≤ n, i 6= j};
• Φ+ := {ej ± ei, 2ek | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n};
• ∆ := {ei+1 − ei, 2e1 | 1 ≤ i < n }.
Recall that a pair of roots {±(ei ± ej), ±(ek ± el)} (resp. {±(ei ± ej),±2ek} or
{±2ei,±2ek}) is strongly orthogonal iff {i, j}∩{k, l} = ∅ (resp. k 6∈ {i, j} or i 6= k).
Given a strongly orthogonal subset S = {αs}ks=1 ⊂ Φ+ we associate to it a sym-
metric link pattern LS on 2n points −n, . . . ,−1, 1 . . . , . . . , n by (−is, is) ∈ LS if
αs = 2eis; (is, js), (−is,−js) ∈ LS if αs = ejs − eis and (−is, js), (is,−js) ∈ LS if
αs = ejs + eis . We put α ∈ L if the corresponding arcs are in L. In such a way
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we get a bijection between the subsets of strongly orthogonal roots in Φ+ and the
symmetric link patterns on 2n points. Put SLP2n to be the set of all symmetric
link patterns on points −n, . . . ,−1, 1, . . . , n and SLP2n(k) to be the subset of the
symmetric link patterns with k arcs.
The corresponding Borel subgroup (resp. subalgebra) is denoted by B2n (resp.
b2n). For α ∈ Φ let Xα denote its root vector, so that the nilradical n2n =
⊕
α∈Φ+
CXα.
Given a strongly orthogonal subset S ⊂ Φ+ set XS =
∑
α∈S
Xα. Equivalently, for
L = {(is,±js), (−is,∓js)}ms=1 ∪ {(−kt, kt)}lt=1 ∈ SLPn let
XL :=
m∑
s=1
Xejs∓eis +
l∑
s=1
X2eks
denote the corresponding sum of root vectors.
For example for L = (1, 2)(−1,−2)(3,−6)(−3, 6)(−4, 4) ∈ SLP12(5)
L = r r r r r r r r r r r r
-6 -5 -4 -3 -2 -1 1 2 3 4 5 6
one has XL = Xe2−e1 +Xe6+e3 +X2e4 .
Let X (2)2n := {x ∈ n2n : x2 = 0} denote the subvariety of elements of square zero
in n2n. For L ∈ SLP2n let BL := B2n.XL. As we show in 3.1
X (2)2n =
⊔
L∈SLP2n
BL
Further in 3.2 we provide the expression for dimBL in terms of L.
In Section 4 we show that the inclusion of B−orbit closures in X (2)2n is defined by
the restriction of order ≺ on LP2n to the subset SLP2n, namely
BL =
⊔
L′∈SLP2n
L′L
BL′
1.5. Orbital varieties of square zero in Cn. Further in Section 5 we apply the
results on {BL}L∈SLP2n to orbital varieties of square zero in Cn.
Let O be a nilpotent orbit in a semi-simple g. Then the intersection O ∩ n is
a quasi-affine algebraic variety, in general reducible and by Spaltenstein [20], it is
equidimensional of dimension 1
2
dimO. The irreducible components of O ∩ n are
called orbital varieties.
In sp2n an orbital variety V ⊂ Ox ∩ n2n is labeled by a standard domino tableaux
T of shape λ ⊢ 2n where λ is the corresponding list of the blocks in Jordan form of
x (cf. 5.2). We denote it by VT .
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If Ox is a nilpotent orbit of square zero, then V ∈ Ox ∩ n2n is a union of finite
number of B2n−orbits so that V admits a dense B2n−orbit. Moreover, BL is dense in
some orbital variety if and only if dimBL = 12 dimOXL . Such BL are called maximal
in {BL′}L′∈SLP2n(k) (where k is the number of arcs in L.) We define this byjection in
5.3.
Further we consider the first two questions on orbital varieties of square zero:
(i) Description of an orbital variety closure. Let VT be an orbital variety in Ox
and let O′ ⊂ Ox. What are the components of VT ∩ O′? How to define
whether VS ⊂ VT ? We answer both these questions in 5.5. We show that in
general VT ∩O′ contains components of different dimensions and in general
it can happen that there are no orbital varieties in the intersection. This
picture is very different from the closure of an orbital variety of square 0 in
sln(C), where the closure of an orbital variety is a union of orbital varieties
only. This means that although the results on B−orbits of square zero in
types An and Cn look very similar formally, the general pictures are very
different.
(ii) Another important question (it can be translated straightforwardly to the
components of a Springer fiber) is whether the intersection of two orbital
varieties of square zero of codimension 1 is always irreducible? Here the
answer provided in 5.6 is positive, exactly as in An case.
In a subsequent paper we use the results on B2n−orbits in order to prove a Panu-
shev’s conjecture [17] in types Bn, Cn and Dn.
We also use them in another subsequent paper in order to classify orbital varieties
of square 0 in Cn according to their singularity.
1.6. The structure of the paper. In Section 2 we provide all the preliminaries
and notation essential in what follows. In Section 3 we provide the classification of
B2n−orbits of square zero in n2n and give the expression for their dimensions.
Section 4 is devoted to the construction of BL closure. The results here rely
heavily on An case and are combinatorially involved. However, all the computations
are similar. So we provide in detail only the computation in the most involved cases.
Further, in Appendix A we provide a short but full construction of the boundary of
BL. Finally, in Section 5 we apply the results to orbital varieties. The reader can
find the index of notation used intesively in the paper at the end of the paper.
2. Preliminaries and notation
2.1. Root vectors. Recall the standard root system Φ of Cn defined in 1.4. We
consider a standard idetification of root vectors, namely:
• Xej−ei := En+1−j,n+1−i − E2n+1−i,2n+1−j
• Xej+ei := En+1−i,2n+1−j + En+1−j,2n+1−i
• X−ej−ei := E2n+1−j,n+1−i + E2n+1−i,n+1−j
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• X2ei := En+1−i,2n+1−i
• X−2ei := E2n+1−i,n+1−i
where Ei,j is the elementary matrix having a ”1” as its (i, j)-entry and zeros else-
where.
The corresponding Borel subgroup is a semiprime product B2n = T2n ⋉U2n of
the (torus) subgroup T2n of diagonal matrices and the subgroup U2n of unipotent
matrices. Put Ti(a) to be a diagonal matrix with a ∈ C on place n+1−i, a−1 on place
2n+ 1− i and 1 on the other places of the main diagonal. Put Uα(a) := I2n + aXα
for α ∈ Φ+. One has T2n = 〈Ti(a) : 1 ≤ i ≤ n, a ∈ C〉 and U2n = 〈Uα(a) : α ∈
Φ+, a ∈ C〉.
For future references we provide the table of actions of these generators on positive
root vectors:
For i, j : 1 ≤ i < j ≤ n and l, k : 1 ≤ k < l ≤ n one has
Ti(a).Xel−ek =


aXel−ek if i = l;
a−1Xel−ek if i = k;
Xel−ek otherwise.
Ti(a).Xel+ek =
{
aXel+ek if i ∈ {k, l};
Xel+ek otherwise.
Ti(a).X2ej =
{
a2X2ej if i = j;
X2ej otherwise.
For i, j : 1 ≤ i < j ≤ n; k, l : 1 ≤ k < l ≤ n and m : 1 ≤ m ≤ n one has:
Uej−ei(a).Xel−ek =


Xel−ek + aXej−ek if i = l;
Xel−ek − aXel−ei if j = k;
Xel−ek otherwise.
Uej−ei(a).Xel+ek =


Xel+ek + aXej+ek if i = l & j 6= k;
Xel+ek + aXej+el if i = k & j 6= l;
Xel+ek + 2aX2el if {i, j} = {k, l} ;
Xel+ek otherwise.
Uej−ei(a).X2em =
{
X2em + aXej+em + a
2X2ej if i = m;
X2em otherwise.
Uej+ei(a).Xel−ek =


Xel−ek − aXel+ei if j = k & i 6= l;
Xel−ek − aXel+ej if i = k & j 6= l;
Xel−ek − 2aX2el if {i, j} = {k, l} ;
Xel−ek otherwise.
Uej+ei(a).Xel+ek = Xel+ek ; Uej+ei(a).X2em = X2em .
U2em(a).Xel−ek =
{
Xel−ek − aXek+el if m = k;
Xel−ek otherwise.
U2em(a).Xel+ek = Xel+ek ; U2em(a).X2ek = X2ek .
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2.2. Nilpotent orbits in Cn. Recall that a partition of a positive integer n is
a non-increasing sequence λ := (λ1,≥ λ2 . . . ,≥ λk) of positive integers such that∑k
i=1 λi = n. Let P(n) denote the set of all partitions. Sometimes we will write
partitions with multiplicities, that is λ = (λm11 , . . . , λ
mr
r ) where λi > λi+1 and mi is
its multiplicity. We will omit mi = 1 in these cases.
Set P1(2n) := {(λm11 , . . . , λmrr ) ∈ P(2n) : λi is odd ⇒ mi is even}. Recall that
the Jordan form of x ∈ n2n is J(x) = λ (as a list of lengths of Jordan blocks) where
λ ∈ P1(2n). Set Oλ := Ox in this case.
Given a partition λ = (λ1, . . . , λk) ∈ P1(2n), for i : 1 ≤ i ≤ λ1 put ri := |{j :
λj = i}| and si = |{j : λj ≥ i}|. One has (cf. [3, 6.1.4])
dim(Oλ) = 2n2 + n− 1
2
λ1∑
i=1
s2i −
1
2
∑
i odd
ri
To define the closure of a nilpotent orbit we have to introduce a dominance order
on partitions. For λ = (λ1, . . . , λk), µ = (µ1, . . . , µm) ∈ P(n) we put λ ≥ µ if for
any i : 1 ≤ i ≤ min{k,m} one has
i∑
j=1
λj ≥
i∑
j=1
µj. For Oλ ∈ sp2n one has (cf. [3,
6.2.5])
Oλ :=
∐
µ∈P1(2n)
µ≤λ
Oµ.
2.3. Spherical nilpotent orbits in Cn. Since in Cn a nilpotent orbit is spherical
if and only if it is of nilpotent order 2 we consider in what follows only Oλ with
λ = (2k, 12l) where k + l = n. In this case r1 = 2l and s1 = k + 2l, s2 = k, so that
dim(O(2k ,12l)) = k(k + 2l + 1).
Note that a partial dominance order on partitions becomes linear when restricted
to partitions of type (2i, 1j). Note also that for any k one has (2k, 12n−2k) ∈ P1(2n)
so that
O(2k ,12n−2k) =
k∐
i=0
O(2k−i,12(n−k+i))
2.4. B2n−orbits in a spherical orbit. Since a spherical orbit is a disjoint finite
union of B2n−orbits, in particular, O(2k ,12(n−k)) ∩ n2n is a disjoint finite union of
B2n−orbits. Moreover, by 1.5 for B ⊂ O(2k ,12(n−k))∩n2n one has B∩O(2k ,12(n−k)) is an
irreducible component of O(2k ,12(n−k))∩n2n if and only if dimB = 12k(k+2(n−k)+1).
We will call such orbits maximal in O(2k ,12(n−k)) ∩ n2n.
By a result of Timashev [22, 2.13] for any B−orbit B one has B \ B is an equidi-
mensional variety of codimension 1 in B.
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Applying this to O(2k ,12(n−k)) ∩ n2n we get that for any B ∈ O(2k ,12(n−k)) ∩ n2n such
that B∩O(2k ,12(n−k)) 6= B there exist B2n−orbits B1, . . . ,Bs ⊂ O(2k ,12(n−k)) ∩ n2n such
that (B \ B) ∩ O(2k ,12(n−k)) = s⋃
i=1
Bi ∩O(2k ,12(n−k)), codimBBi = 1
We will call Bi the component of the boundary (inside O(2k ,12(n−k))) of B.
2.5. Notation on link patterns. For L ∈ LPn we always write (s, t) ∈ L where
s < t. For L = (i1, j1), . . . , (ik, jk) ∈ LPn the set of pointsEp(L) := {i1, j1, . . . , ik, jk}
is called end points of L and the set of all the other points Fp(L) := {i}ni=1 \Ep(L)
is called fixed points of L.
We say that arcs (is, js), (it, jt) where is < it have a crossing if is < it < js < jt.
We say that an arc (ir, jr) is a bridge over a fixed point f ∈ Fp(L) if ir < f < jr.
For L ∈ SLP2n we change the notation a little bit. We write the ends of an arc
either from left to right, then we denote it as 〈i, j〉 and −n ≤ i < j ≤ n or as
(±i,±j) where 1 ≤ i ≤ j ≤ n. The symmetric arcs we write as (−i, i).
To simplify the notation we will denote X(±i,j) := Xej∓ei for a pair of arcs
{(±i, j), (∓i,−j)} ∈ L and X(−i,i) := X2ei. For L ∈ SLP2n set Ep+(L) to be the
set of its positive end points and Fp+(L) to be the set of its positive fixed points.
Obviously the full sets Ep(L) and Fp(L) are obtained by adding the same points
with negative sign.
Remark. Note that in the cases An and Cn there is a bijection between the set of
subsets of strongly orthogonal roots in R+ (or resp. Φ+) and the set of involutions
in the corresponding Weyl groups.
2.6. BSL2n and nsl2n corresponding to B2n and n2n. Since in all our proofs we use
intensively Theorem 1.3 we construct root vectors {Yej−ei}1≤i<j≤2n ∈ sl2n such that
Xα for α ∈ Φ+ is the sum of root vectors (up to signs) for corresponding (strongly
orthogonal) roots in nsl2n and B2n is a subgroup of BSL2n so that for L ∈ SLP2n
one has XL = YL (up to signs of root vectors) and BL ⊂ B(YL). To do this we put:
Y(i,j) =


Ei,j if 1 ≤ i < j ≤ n;
Ei,3n+1−j if i < n, n+ 1 ≤ j ≤ 2n;
E3n+1−i,3n+1−j if n < i < j ≤ 2n;
so that for 1 ≤ i ≤ j ≤ n one has
X(±i,j) =


Xej−ei = Y(n+1−j,n+1−i) − Y(n+i,n+j) if (±i, j) = (i, j);
X2ei = Y(n+1−i,n+i) if (±i, j) = (−i, i);
Xej+ei = Y(n+1−i,n−j) + Y(n+1+j,n+i) if (±i, j) = (−i, j);
Note that to read YL from L ∈ SLP2n we must move from {−n, . . . ,−1, 1, . . . , n}
to {1, . . . , 2n} and then XL = YL (up to signs of root vectors) as matrices.
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2.7. Projection pi from Cn to Cn−1. In our proofs we use intensively pi : B2n →
B2(n−1) and pi : n2n → n2(n−1). Let us define it. One can regard X(±i,j) for j < n as
a root vector of n2(n−1). Respectively, changing I2n to I2(n−1) one can regard Uej±ei,
for 1 ≤ i < j < n, and U2ej , for j 6= n, as elements of U2(n−1). Note also that Ti(a)
for i 6= n can be regarded as an element of T2(n−1) simply by changing n to n− 1 in
the definition. We put
pi(X(±i,j)) =
{
X(±i,j) if j 6= n;
0 otherwise;
This defines the projection pi : n2n → n2(n−1).
Respectively put
pi(Uα(a)) =
{
Uα(a) if α = ej ± ei : 1 ≤ i < j < n or α = 2ei : i < n;
I2(n−1) otherwise;
pi(Ti(a)) =
{
Ti(a) if i < n;
I2(n−1) otherwise;
Taking into account that
pi(Uα(a)Uβ(b)) = pi(Uα(a))pi(Uβ(b)), pi(Ti(a)Tj(b)) = pi(Ti(a))pi(Ti(b))
we get that pi is well defined on both T2n and U2n. Further since pi(TU) = pi(T )pi(U)
for T ∈ T2n, U ∈ U2n it is well defined on B2n.
Exactly in the same way pi(A.X) = pi(A).pi(X) for A ∈ B2n, X ∈ n2n so that the
projection of B2n−orbit of X ∈ n2n is B2(n−1)−orbit of pi(X). In particular pi(BL)
is well defined. We define correspondingly pi : SLP2n → SLP2(n−1) by
pi(〈i, j〉) =
{ 〈i, j〉 if − n < i < j < n;
∅ otherwise;
We get pi(BL) = B̂pi(L) where B̂ is an orbit in n2(n−1).
Note also that in the way described above we can consider A ∈ B2(n−1) as an
element of B2n, X ∈ n2(n−1) as an element of n2n and L ∈ SLP2(n−1) as an element
of SLP2n.
3. Nilpotent B−orbits of square 0 classification
All the B2n−orbits of square 0 in n2n are parameterized by elements of SLP2n.
In this section we provide this bijection and compute the dimension of B2n−orbit
of square 0.
3.1. B2n-orbits of square 0 in n2n. One has
Theorem. X (2)2n =
⊔
L∈SLP2n
BL.
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Proof. For L 6= L′ ∈ SLP2n one has BL ⊂ B(YL) and BL′ ⊂ B(YL′) as we have
explained in 2.6, so that Theorem 1.3 provides BL ∩BL′ = ∅ and
⊔
L∈SLP2n
BL ⊂ X (2)2n .
It remains to show that for X ∈ X (2)2n there exists L ∈ SLP2n such that X ∈ BL.
The proof is by induction on n. It holds trivially for n = 1. Assume it holds for
n− 1 and show for n.
Obviously, pi : X (2)2n → X (2)2(n−1). Given X ∈ X (2)2n , by the induction hypothesis
there exists L̂ ∈ SLP2(n−1) such that pi(X) ∈ B̂L̂. In other words, ∃M̂ ∈ B2(n−1)
such that M̂.pi(X) = X̂L̂.
Let L̂ = (±i1,±j1) . . . (±ip,±jp)(±l1,∓m1) . . . (±lq,∓mq)(−k1, k1) . . . (−kr, kr)
so that Ep+(L̂) = {is, js}ps=1 ⊔ {ls, ms}qs=1 ⊔ {ks}rs=1.
Let M be M̂ considered as an element of B2n and XL̂ be X̂L̂ considered as an
element of n2n. One has
M.X = X
L̂
+
n−1∑
i=1
fiX(i,n) +
n−1∑
i=1
giX(−i,n) + hX(−n,n).
Taking into account that (M.X)2 = 0 and the structure of XL̂ we get fjs = 0 for
1 ≤ s ≤ p, fms = fls = 0 for 1 ≤ s ≤ q and fks = 0 for 1 ≤ s ≤ r. We also get
gjs = 0 for 1 ≤ s ≤ p.
M ′ :=
p∏
s=1
Uen−ejs (−fis)Uen+ejs (gis)
q∏
s=1
Uen−ems (−gls)Uen−els (−gms)
r∏
s=1
Uen−eks (−gks)
= I2n +
p∑
s=1
(−fisX(js,n) + gisX(−js,n))− q∑
s=1
(
glsX(ms,n) + gmsX(ls,n)
)− r∑
s=1
gksX(ks,n)
one has
X ′ :=M ′.(M.X) = XL̂ +
∑
i∈Fp+(L̂)
fiX(i,n) +
∑
i∈Fp+(L̂)
giX(−i,n) + h′X(−n,n)
To complete the proof we have to consider 4 cases:
(i) If fi = gi = h
′ = 0 for all 1 ≤ i ≤ n then obviously, X ′ = X
L̂
so that X ∈ B
L̂
.
(ii) If fi = gi = 0 and h
′ 6= 0 then Tn(h′−0.5).X ′ = XL̂ + X(−n,n) = XL where
L = (n,−n)L̂ so that X ∈ BL.
(iii) If fi = 0 for all 1 ≤ i ≤ n and there exists gs 6= 0 then let
i := min{s : gs 6= 0}. One has
X ′′ := Ti(g
−1
i ).X
′ = XL̂ +X(−i,n) +
n∑
j=i+1
gjX(−j,n) + h′X(−n,n).
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Take
M ′′ := Uen−ei(−0.5h′)
n−1∏
j=i+1
Uej−ei(−gj) = I2n −
n−1∑
j=i+1
gjX(i,j) − 0.5h′X(i,n).
Recall that gj 6= 0 implies j ∈ Fp+(L). Thus, M ′′.X ′′ = XL̂ +X(−i,n) = XL
where L = (−i, n)(i,−n)L̂ so that X ∈ BL.
(iv) Finally, assume fs 6= 0 for some s and let j := max{s : fs 6= 0}. One has
X ′′ := Tj(f−1j ).X
′ = XL̂+X(j,n)+
j−1∑
i=1
fiX(i,n)+
n∑
i=1, i 6=j
giX(−i,n)+gjf−1j X(−j,n)+h
′X(−n,n).
Further we proceed in a similar way, however the computations are a little
bit more complex. We make them in two steps. First, take
M ′′ := Uen+ej(0.5h
′) ·
j−1∏
i=1
Uej−ei(fi) = I2n +
j−1∑
i=1
fiX(i,j) + 0.5h
′X(−j,n).
One has
X ′′′ :=M ′′.X ′′ = XL̂ +X(j,n) +
n∑
i=1,i 6=j
giX(−i,n)
since the coefficient of X(−j,n) in X ′′′ (which is equal to r =
j−1∑
i=1
figi + gjf
−1
j )
must be zero since (X ′′′)2 = rX(−n,n) = 0.
At the last step take
M ′′′ :=
n−1∏
i=1,i 6=j
Uei+ej(gi) = I2n +
j−1∑
i=1
giX(−i,j) +
n−1∑
i=j+1
giX(−j,i)
and get M ′′′.X ′′′ = X
L̂
+ X(j,n) = XL where L = (j, n)(−j,−n)L̂ so that
X ∈ BL.

By the construction of XL we get RankXL = l(L). In turn the rank of a nilpotent
matrix in X (2)2n is equal to the number of 2−blocks in its Jordan form, so that
BL ⊂ O(2k ,12(n−k)) iff l(L) = k and exactly as in case An one gets
O(2k ,12(n−k)) ∩ n2n =
⊔
L∈SLP2n(k)
BL.
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Remark. Let g = Lie(G) be a simple Lie algebra and let a ⊂ b be an abelian
nilradical in b = Lie(B) of Borel subgroup B ⊂ G. Let Φa ⊂ Φ+ be such that
a =
⊕
α∈Φa
CXα where Xα is a root vector. Panyushev [17] shows that there is a
bijection between B−orbits in a and strongly orthogonal subsets of Φa, namely each
B−orbit has a unique representative which is the sum of root vectors for some subset
of strongly orthogonal roots of Φa.
In case of Cn one has a =
⊕
1≤i≤j≤n
CX(−i,j) and in particular a ⊂ X (2)2n so that his
result in this case can be obtained as a corollary of the proposition above.
3.2. B−orbit dimension. For the expression of dimBL we need the following no-
tation connected to 2.5:
(i) For a fixed point f of L let bL(f) be the number of bridges over f . For
L ∈ SLP2n put b(L) :=
∑
f∈Fp+(L)
bL(f).
(ii) For 〈i, j〉 , 〈k, l〉 ∈ L ∈ SLP2n where i < k we say that 〈i, j〉 crosses 〈k, l〉
(on the right) non-negatively if i < k < j < l and k ≥ −j. For 〈i, j〉 ∈ L put
cL(〈i, j〉) := |{〈k, l〉 ∈ L : i < k < j < l and k > −j}| to be the number of
such crossings. Note that
– For (−i,−j)(i, j) ∈ L one has cL((−i,−j)) = 0 and
cL((i, j)) = |{(k, l) ∈ L : i < k < j < l}|;
– For (−i, i) ∈ L one has cL((−i, i)) = |{〈k, l〉 ∈ L : −i < k < i < l}|;
– For (i,−j)(−i, j) one has cL((i,−j)) = |{〈k, l〉 ∈ L : i < k < i < l}|
and cL((−i, j)) = |{〈k, l〉 − i < k < j < l}|;
Put c(L) :=
∑
〈i,j〉∈L
cL(〈i, j〉). Note that if we draw arcs 〈i, j〉 symmetrically
with the center over 0.5(i + j) then c(L) is the number of crossings over
non-negative part of L.
In the example from 1.4 one has b(L) = bL(5) = 1 and c(L) = cL(〈−6, 3〉) +
cL((−4, 4)) = 2.
By [3, 20]
d(k, n) := dim
(O(2k ,12(n−k)) ∩ n2n) = 12 dimO(2k ,12n−2k) = nk − 12k(k − 1).
In these terms we get
Theorem. For L ∈ SLP2n(k) one has dimBL = d(k, n)− c(L)− b(L).
Proof. Let L = (±i1,±j1) . . . (±ip,±jp)(±l1,∓m1) . . . (±lq,∓mq)(−d1, d1), . . . (−dr, dr)
so that Ep+(L) = {is, js}ps=1 ⊔ {ls, ms}qs=1 ⊔ {ds}rs=1 and 2p+ 2q + r = k. One has
XL =
p∑
s=1
X(is,js) +
q∑
s=1
X(−ls,ms) +
r∑
s=1
X(−ds,ds)
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Recall that B2n = T2n ⋉ U2n. Let TL denote T2n−orbit of XL and UL denote
U2n− orbit of XL. Since these are subsets for the corresponding orbits in sl2n and
since their intersection in sl2n is XL (cf. [13]) we get TL ∩ UL = {XL} so that
dimBL = dim TL + dimUL.
One has immediately (by strong orthogonality of roots) that dim TL = p+ q + r.
As for UL one has dimUL = dimU2n − dimZ(XL) where Z(XL) = {U ∈ U2n :
UXLU
−1 = XL} = {V ∈ n2n : V XL = XLV } (the last equality is obtained by
taking V = U − I2n).
Note further that taking
N =
∑
1≤i<j≤n
N(i,j) +
∑
1≤i<j≤n
N(i,−j) +
∑
1≤i≤n
N(i,−i)
where N(i,j) is a variable in CX(i,j) we get dimUL is equal to the rank of linear
system XLN −NXL = 0. In what follows we compute exactly this rank.
The proof is by induction on n. The proposition holds trivially for n = 1. Assume
that it holds for n− 1 and show for n.
We need the following notation: let ·̂ denote the projection pi(·). Let (N)n =
n−1∑
i=1
(N(i,n) +N(i,−n)) +N(n,−n). Let N ′ be N̂ regarded as an element of n2n (in other
words N = N ′ + (N)n). Let (XL)n = XL −XL̂. Note that (XL)n is at most a one
root vector. Namely, there are exactly 4 options:
(i) XL = XL̂ that is L̂ = L and (XL)n = 0.
(ii) XL = XL̂ +X(−n,n) that is L = (−n, n)L̂ and l(L̂) = k − 1.
(iii) XL = XL̂ +X(−i,n), that is (lq,−mq) = (i,−n) i.e. L = (i,−n)(−i, n)L̂ and
l(L̂) = k − 2.
(iv) XL = XL̂ + X(i,n), that is (ip, jp) = (i, n) i.e. L = (i, n)(−i,−n)L̂ and
l(L̂) = k − 2.
All four cases are proved in the same way. We consider below in detail only case
(iv) which is more complex and leave the check of other cases to the reader.
First of all, note that dim TL = p+q+r = dim T̂L̂+1. Consider X̂L̂ ∈ X (2)2(n−1). By
induction hypothesis dim B̂L̂ is defined by the expression. To show the truth of the
statement we have to compute the difference dimUL−dim ÛL̂. Note that [XL, N ] =
0 as a system can be regarded as {[X̂
L̂
, N̂ ] = 0} ∪ {[X
L̂
, (N)n] + [(XL)n, N
′] +
[(XL)n, (N)n] = 0}. Let Eq(i,j) denote equation at place (i, j) of the system. Then
{[XL̂, (N)n]+ [(XL)n, N ′]+ [(XL)n, (N)(n)] = 0} = {Eq(i,n)}n−1i=1 ⊔{Eq(i,−n)}ni=1 (∗).
To show the expression let us compute b(L) and c(L) versus b(L̂) and c(L̂). To do
this we need the following notation. For a link pattern L and −n ≤ s < t ≤ n let
fL([s, t]) be the number of fixed points at the interval [s, t] (including the end points
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s and t). Note that i is not a fixed point anymore so that we have to subtract bL̂(i)
when compare b(L) and b(L̂). All the bridges of L̂ over other positive fixed points
points are also bridges of L. Further note that there is a new bridge (i, n) over any
fixed point between i and n. Summarizing, b(L) = b(L̂)− b
L̂
(i) + fL([i, n]).
To compute the number of crosses note that all the crosses of L̂ are crosses of L.
Note also that (i, n) crosses 〈l, m〉 on the right (always non-negatively) iff 〈l, m〉 is a
bridge over i in L̂. Nothing crosses (i, n) on the right and cL((−i,−n)) = 0. Thus,
c(L) = c(L̂) + b
L̂
(i).
Thus, to show that the expression for the dimension is satisfied we have to show
that (∗) provides
d(n, k)− b(L)− c(L)− dim TL − (d(n− 1, k − 2)− b(L̂)− c(L̂)− dim T̂L̂) =
nk − 0.5k(k − 1)− (b(L̂)− bL̂(i) + fL([i, n]))− (c(L̂) + bL̂(i))− k−
((n− 1)(k − 2)− 0.5(k − 2)(k − 3)− b(L̂)− c(L̂)− (k − 1)) =
2n− k − fL([i, n]) = n+ fL([1, i])
new equations.
In this case (∗) has a form
Eq(t,n) =


N(js,n) −N(is,i) if t = is, i > is;
N(js,n) if t = is, i < is;
−N(t,i) if t < i and t 6∈ {is}p−1s=1; (∗∗)
0 otherwise;
Eq(t,−n) =


N(is,−n) +N(i,−js) if t = js;
−N(ms ,−n) +N(i,−ls) if t = ls;
−N(ls,−n) +N(i,−ms) if t = ms;
−N(ds ,−n) +N(i,−ds) if i = ds; (∗ ∗ ∗)
−
r∑
s=1
(N(ds,−n))
2 +N2(i,−i) + 2N(i,−n) if i = n;
N(i,−t) otherwise;
Note that all the equations containing variable N(s,±n) for some s are linearly
independent of the system Êq and there are exactly k−1 such equations: out of them
k−2 are {Eq(is,n)}p−1s=1∪{Eq(js,−n)}p−1s=1∪{Eq(ls ,−n)}qs=1∪{Eq(ms ,−n)}qs=1∪{Eq(ds,−n)}rs=1
and one is Eq(n,−n).
There are also i− 1−|{is < i}| equations of type (∗∗) involving N(t,i) where t < i
and t 6= is. Since i is a fixed point of L̂ one has that the only equations of Êq
involving N(t,i) where t 6∈ {is}is<i are
Eq(is,i) = −N(js,i) if js < i,
Eq(i,−ms) = −N(ls ,i) if ls < i,
Eq(ls,−i) = −N(ms ,i) if ms < i,
Eq(ds,−i) = −N(ds ,i) if ds < i.
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So that one has that among i− 1− |{is < i}| equations of type (∗∗) there are
i− 1− |{is < i}| − |{js < i}| − |{ls < i}| − |{ms < i}| − |{ds < i}| = fL([1, i])
new linearly independent equations.
There are also n − (p + 2q + r) = n − k + p equations of type (∗ ∗ ∗) involving
only N(i,−t) where t 6∈ {js, ls, ms, ds} for all possible s. And the only equations of
Êq involving N(i,−t) where t 6∈ {js, ls, ms, ds} for all possible s are Eq(i,−js) = N(i,−is)
where 1 ≤ s ≤ p−1 so that subsystem (∗∗∗) provides us with n−k+1 new linearly
independent equations.
Summarizing, we get that (∗) adds k − 1 + fL([1, i]) + n− k + 1 = n + fL([1, i])
new linearly independent equations, exactly as demanded. 
4. Description of B2n−orbit closures
4.1. Partial order on B2n−orbits. The aim of this subsection is to show that the
restriction of partial order  on LP2n defined in 2.5 to SLP2n defines the closures
of B2n−orbits of square 0 in n2n, namely:
Theorem. For L ∈ SLP2n one has
BL =
⊔
L′∈SLP2n:
L′L
BL′
Outline of the proof:
Note that by 2.6 for L, L′ ∈ SLP2n XL, XL′ ∈ n2n can be regarded (up to signs) as
YL, YL′ ∈ nsl2n and B2n as a subgroup of BSL2n so that XL′ ∈ BL implies YL′ ∈ B(YL)
and respectively BL′ ⊂ BL implies B(YL′) ⊂ B(YL). Thus, it is obvious that
BL ⊆
⊔
L′∈SLP2n:
L′L
BL′ .
In order to prove the other inclusion let A(L) := {L′ ∈ SLP2n : L′ ≺ L} and set
C(L), D(L), N(L) ⊂ A(L) to be
C(L) := {L′ ∈ A(L) : if L′′ ∈ A(L) satisfies L′  L′′  L ⇒ L′′ = L or L′′ = L′};
D(L) := C(L) ∩ SLP2n(l(L));
N(L) := {L′ ∈ A(L) : l(L′) < l(L) and if L′′ ∈ A(L) holds L′  L′′  L ⇒ L′′ = L′};
Obviously it is enough to determine D(L) and N(L) and to show that for L′ ∈
D(L) ∪N(L)
BL′ ⊂ BL. (∗)
Indeed, for any L′′ ∈ A(L) \ (D(L) ∪N(L)) there exists L′ ∈ D(L) ∪N(L) such
that L′ ≻ L′′. Thus, proof of (∗) will complete the proof of the theorem since by 2.4
the boundary of BL is
⋃
L′∈C′(L)
BL′ , where
C ′(L) = {L′ ∈ SLP2n : BL′ ⊂ BL and codimBLBL′ = 1}
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is a subset of A(L). Thus, if (∗) is true C ′(L) ⊂ D(L) ∪ N(L) and also C ′(L) ∩
N(L) = C(L) ∩ N(L) so that C ′(L) = C(L). Note that we get automatically that
D(L) ⊂ C ′(L) and L′ ∈ N(L) ∩ C(L) iff codimBLBL′ = 1.
In order to define D(L) and N(L) we consider L ∈ SLP2n(k) as an element of
LP2n(k) and define Â(L) := {L′ ∈ LP2n : L′ ≺ L} and respectively
Ĉ(L) := {L′ ∈ Â(L) : codimB(YL)B(YL′) = 1};
D̂(L) := Ĉ(L) ∩ LP2n(k);
N̂(L) := {L′ ∈ Â(L) : l(L′) < k and if L′′ ∈ Â(L) holds L′  L′′  L ⇒ L′′ = L′};
Our strategy to construct D(L), N(L) is as follows:
Note that by definitions of D(L) and D̂(L) (resp. N(L) and N̂(L)) for any L′ ∈
D(L) (resp. L′ ∈ N(L)) there exists L′′ ∈ D̂(L) (resp. L′′ ∈ N̂(L)) such that
L′′  L′. Since L′ ∈ SLP2n one has RL′ is symmetric around antidiagonal, namely
(RL′)s,t = (RL′)2n+1−t,2n+1−s.
If L′′ ∈ SLP2n then L′ = L′′, otherwise let us define SRL′′ to be the ”symmetriza-
tion” of RL′′ , that is
(SRL′′)s,t := min{(RL′′)s,t, (RL′′)2n+1−t,2n+1−s}.
Obviously, by the symmetry we get RL′  SRL′′ . In particular,
• If there exists L̂ ∈ LP2n such that RL̂ = SRL′′ then L′ = L̂ ∈ D(L) (resp.
in N(L)) and we are done. As we show in the next subsection this is exactly
the case of N(L).
• If there is no such L̂ (and this happens in some cases of D(L)) we have
to find the set of maximal symmetric link patterns {Li} satisfying RLi ≺
SRL′′ . Note that this subset can contain more than one element and that
the elements Li not always in D(L), but if we take D
′(L) to be the union
of L′′ ∈ SLP2n, L̂ and {Li} obtained for all possible L′′ ∈ D̂(L) we get that
D(L) ⊂ D′(L). Thus it is enough to define D′(L) and then to extract D(L)
from it and to show (∗) for any L′ ∈ D(L).
In the next subsection we construct N(L) according to this plan and in the sub-
sections 4.3 we construct D(L) according to this plan.
Remark. In order to prove the theorem we need only to compute N(L) ∩ C(L) but
for our further applications to orbital varieties we need all of N(L).
We need some notation. Let L ∈ LP2n. For {(is, js)}ks=1 ∈ L let L−(i1,j1)...(ik ,jk) be a
new link pattern obtained from L by deleting the arcs {(is, js)}ks=1. For i, j ∈ Fp(L)
put L(i, j) = (i, j)L to be obtained from L by adding the arc (i, j).
Note also that on one hand we consider link patterns of −n, . . . ,−1, 1, . . . , n so
that all the intervals are [s, t] where −n ≤ s < t ≤ n and s, t 6= 0. On the other hand
RL is a strictly upper triangular 2n×2n matrix so that its possible non-zero elements
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are with double indexes 1 ≤ s′ < t′ ≤ 2n. Thus in what follows we use always put
s, t : −n ≤ s < t ≤ n, s, t 6= 0 and resp. we define s′, t′ : 1 ≤ s′ < t′ ≤ 2n where
s′(resp. t′) =
{
s+ n+ 1 (resp. t+ n + 1) if s < 0 (resp. t < 0);
s+ n (resp. t+ n) otherwise;
4.2. Construction of N(L). We start with a simpler N(L).
For L ∈ LP2n arc (i, j) ∈ L is called external if there is no (i′, j′) ∈ L such that
i′ < i < j < j′. Let E(L) be the set of its external arcs.
By [14] N̂(L) = {L−(i,j) : (i, j) ∈ E(L)}.
Further note that if L ∈ SLP2n then for any (±i, j) ∈ E(L) one has either
(−i, j) = (−i, i) (and if there exists such external arc it is unique) or both
(i,±j), (−i,∓j) ∈ E(L). Put E ′(L) = {(i,±j) ∈ E(L)}.
By symmetry considerations it is enough to consider L−〈i,j〉 ∈ N̂(L) where 〈i, j〉 ∈
E ′(L).
Proposition. Let L ∈ SLP2n. One has |N(L)| = |E ′(L)| and for (i,±j) ∈ E ′(L) the
corresponding element of N(L) is defined as follows
L′ :=
{
L−(i,j) if j = −i;
L−(i,±j)(−i,∓j)(−j, j) otherwise;
For any L′ ∈ N(L) one has L′ ∈ BL.
Proof. For (−i, i) ∈ E ′(L) we get that L−(−i,i) is symmetric and it is in N̂(L) thus it
is in N(L). Put Bm := Hi(
1
m
), then lim
m→∞
Bm.XL = XL−
(−i,i)
.
For (i,±j) ∈ E ′(L) such that j 6= −i put L′′ = L−(i,±j)(−i,∓j) and put ĵ = ±j so
that (i,±j) = (i, ĵ). One has
RL = RL′′ +R(i,ĵ)(−i,−ĵ) and RL−
(i,ĵ)
= RL′′ +R(−i,−ĵ)
so that
(RL−
(i,j)
)s′,t′ =
{
(RL′′)s′,t′ + 1 if s ≤ min{−i,−ĵ} and t ≥ max{−i,−ĵ};
(RL′′)s′,t′ otherwise;
and respectively,
(SRL−
(i,±j)
)s′,t′ =
{
(RL′′)s′,t′ + 1 if s ≤ −j and t ≥ j;
(RL′′)s′,t′ otherwise;
Further note that SRL−
(i,ĵ)
= RL′′(j,−j) so that L′ = L−(i,ĵ)(−i,−ĵ)(−j, j). To com-
plete the proof note that for Bm := Ti(m
sign(ĵ))Uej+sign(ĵ)ei(−sign(ĵ)0.5) one has
lim
m→∞
Bm.XL = XL′. 
To finish with N(L) note
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Lemma. For (i,±j) ∈ E ′(L) and L′ a corresponding element of N(L) one has
dimBL − dimBL′ = 1 if and only if (i,±j) = (i,−j) and Fp(L) ⊂ [−i, i]. In
particular, this is a necessary and sufficient condition for L′ to be in C(L).
The proof is an absolutely straightforward computation, so we skip it.
4.3. Construction of D(L). D̂(L) : Recall that in the case of L ∈ LP2n there are
exactly 3 types of elements in D̂(L) obtained by three types of elementary minimal
moves. Let us recall these moves and the conditions for their minimality:
(M1) Let (i, j) ∈ L and let li be the maximal fixed point li < i (resp. let rj
be the minimal fixed point rj > j). The first elementary move is obtained
by moving i to li, that is L
′ = L−(i,j)(li, j) (resp. by moving j to rj , that
is L′ = L−(i,j)(i, rj). The condition for minimality of such a move is that
there are no (s, t) ∈ L such that li < s < i < j < t (resp. such that
s < i < j < t < rj).
(M2) Let (i, j), (k, l) ∈ L, they are called consecutive if i < j < k < l. The second
elementary move is exchanging j and k that is L′ = L−(i,j),(k,l)(i, k)(j, l). The
condition for the minimality of such a move is that there are no fixed points
on [j, k] and there are no (s, t) ∈ L such that either s < i < j < t < k or
j < s < k < l < t.
(M3) Let (i, j), (k, l) ∈ L, they are called concentric if i < k < l < j. The third
elementary move is exchanging i and k that is L′ = L−(i,j),(k,l)(i, l)(k, j). The
condition for the minimality of such a move is that there are no (s, t) ∈ L
which is concentric between them, that is no (s, t) such that i < s < k < l <
t < j.
Note that if L′ ∈ D̂(L) is not symmetric then B(YLS) for a symmetric LS :
LS ≺ L′ must be of at least codimension 1 in B(YL′), that is at least of codi-
mension 2 in B(YL). As we show by the construction for any LS ∈ D(L) one
has codimB(YL)B(YLS) ≤ 3. Moreover a straightforward computation shows that
dimBL − dimBLS = 1.
As a result we get three types of elements in D(L) obtained from (M1)-(M3)
by two mirror moves (or by the fact that L′ ∈ D̂(L) is symmetric); we also get the
fourth type of elements in D(L) (connected to (i,−j)(−i, j) and only these elements
are such that codimB(YL)B(YLS) = 3).
We illustrate each case by the picture of corresponding link patterns where we
denote by small points all points and their arcs which are not changed under the
move. We always assume that the considered arcs satisfy the minimality condition
for the corresponding move (M1)-(M3).
We have to consider case by case L′′ obtained by moves (M1)-(M3), to constract
the corresponding maximal symmetric link patterns and to check for symmetric L′
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obtained in this way that either dimBL − dimBL′ = 1 and XL′ ∈ BL, or dimBL −
dimBL′ > 1 and there exists L˜ ∈ SLP2n such that L ≻ L˜ ≻ L′. Here we consider in
detail only one (but the most complex) case. All the cases are described completely,
however in short in Appendix A. The proofs are similar to the proof below, following
the same ideas.
Proposition. Let L ∈ SLP2n with (i, j)(k,−l) ∈ L for 1 ≤ i < j < k < l ≤ n.
Denote L0 := L
−
(i,j)(−i,−j)(k,−l)(−k,l), then (i, j) is under both (k,−l) and (−k, l) and
(i) If (i, j), (−i,−j) ∈ L are (consecutive arcs) satisfying conditions of (M2)
then LI := L
−
(i,j)(−i,−j)(i,−j)(−i, j) ∈ D(L);
One has lim
m→∞
Tj(m).U2ej (− 1m).XL = XLI .
(ii) If (i, j), (−k, l) ∈ L are (concentric arcs) satisfying conditions of (M3) then
LII := L0(i, l)(−i,−l)(−j, j)(−k, k) ∈ D(L).
Let Um := Uel−ej(1).Uek−ej(1).Uel−ek(0.5).Uel+ei(0.5).Uek+ei(1).Uej+ei(−0.5)
and Tm := Tk(
√−1).Tl(m).Ti(m) then lim
m→∞
Tm.Um.XL = XLII .
(iii) If (i, j), (k,−l) ∈ L satisfy conditions of (M3) then
LIII := L0(i, k)(−i,−k)(j,−l)(−j, l) ∈ D(L); and LII from (ii) is obtained
via this move as well. Moreover, LII ∈ D(L) iff (i, j), (−k, l) satisfy condi-
tions of (M3).
One has lim
m→∞
Tk(m).Tj(−1).Ti(m).Uek−ej(1).Uel+ei(1).XL = XLIII .
The following picture represents the proposition above:
L ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
✚✚❃
LI ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
✲ LII ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l❩❩⑦
LIII ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
Proof. The computations showing XLI , XLII , XLIII ∈ BL are immediate check of the
limits written in the proposition. We have to show that (M2) in case (i) and (M3)
in cases (ii) and (iii) provide us with LI , LII , LIII respectively and only with them.
(i) Immediately, L′′ = L−(i,j)(−i,−j)(i,−j)(−i, j) is symmetric and LI = L′′ ∈
D(L). In this case dimB(YL)− dimB(YLI ) = dimBL − dimBLI = 1.
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(ii) For L′′ = L−(i,j)(−k,l)(i, l)(j,−k) ∈ D̂(L) one can check straightforwardly
SRL′′ = RLII where LII = L0(i, l)(−i,−l)(−j, j)(−k, k). Further, again
straightforwardly, one gets dimBL − dimBLII = 1. Note that in this case
dimB(YL)− dimB(YLII ) = 3.
(iii) Let us compute the last case in more details. Recall that
L′′ = L−(i,j)(k,−l)(i, k)(j,−l) ∈ D̂(L). Thus,
(RL′′)s′,t′ =


(RL0)s′,t′ + 4 if s ≤ −l and t ≥ l;
(RL0)s′,t′ + 3 if s ≤ −l and k ≤ t < l or
−l < s ≤ −k and t ≥ l;
(RL0)s′,t′ + 2 if s ≤ −l and j ≤ t < k or
−l < s ≤ −j and k ≤ t < l or
−k < s ≤ −j and t ≥ k;
(RL0)s′,t′ + 1 if s ≤ −j and − i ≤ t < j or
−l < s ≤ −j and − i ≤ t < k or
−j < s ≤ i and t ≥ k;
(RL0)s′,t′ otherwise;
respectively,
(SRL′′)s′,t′ =


(RL0)s′,t′ + 4 if s ≤ −l and t ≥ l;
(RL0)s′,t′ + 3 if s ≤ −l and k ≤ t < l or
−l < s ≤ −k and t ≥ l;
(RL0)s′,t′ + 2 if s ≤ −l and j ≤ t < k or
−l < s ≤ −k and k ≤ t < l or
−k < s ≤ −j and t ≥ l;
(RL0)s′,t′ + 1 if s ≤ −k and − i ≤ t < j or
−l < s ≤ −j and j ≤ t < k or
−k < s ≤ −j and j ≤ t < l or
−j < s ≤ i and t ≥ k;
(RL0)s′,t′ otherwise;
Note that SRL′′ is not RLS for some LS ∈ SLP2n. Otherwise, if it would
be then (SRL′′)n+1−k,n+1−j = (RL0)n+1−k,n+1−j + 1 and (SRL′′)n+j,n+1−j =
(RL0)n+j,n+1−j + 1 together with the properties of RL0 would imply
(SRL′′)n+1−k,n+j = (RL0)n+1−k,n+j + 2 which does not happen.
However there are exactly two maximal symmetric link patterns:
LIII = L0(i, k)(−k,−i)(j,−l)(l,−j) and LII = L0(i, l)(−l,−i)(j,−j)(k,−k)
(from (ii)) such that RLII , RLIII < SRL′′ . Moreover, RLIII ∈ D(L) since
dimBL − dimBLIII = 1. Note that dimB(YL)− dimB(YLIII ) = 2.
As for LII , if (i, j), (−k, l) satisfy conditions of (M3) then LII ∈ D(L) by
(ii). Otherwise there exists 〈p, q〉 ∈ L such that −k < p < i < j < q < l and
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L′ = L−(i,j)(−i,−j)〈p,q〉〈−q,−p〉(i, q) 〈p, j〉 (−i,−q) 〈−j,−p〉 satisfies L ≻ L′ ≻ LII .
One can check this directly.

5. Applications to orbital varieties of square zero
5.1. Orbital Varieties of square zero and maximal B2n−orbits. Recall the
notion of an orbital variety from 1.5. A general construction of Steinberg (which we
explain in the next subsection) provides a way to construct orbital varieties, but the
construction is complex so it is not easy to get the information out of it. Further
Mcgovern [11, 12] provided a way connecting orbital varieties in types Bn, Cn and
Dn to standard domino tableaux (SDT), so that an orbital variety in Oλ is labelled
by SDT of shape λ.
Orbital varieties are obviously B−stable, so that in particular if λ = (2k, 12n−2k)
each orbital variety of Oλ ⊂ sp2n admits a dense B2n−orbit.
On the other hand by our computations above for L ∈ SLP2n(k) one has dimBL =
0.5 dimO(2k ,12n−2k) if and only if L is without crossings and without fixed points
under the arcs. In such a way we get a bijection between maximal B2n−orbits in
O(2k ,12n−2k) ∩ n2n and orbital varieties so that we can get the information on the
latter from the theory developed above.
We would like to read the information on an orbital variety from its domino
tableau, so first of all we have to connect a maximal link pattern with k arcs to a
domino tableau of shape (2k, 12n−2k). We do this in the next two subsections.
5.2. Steinberg’s construction and SDT with two columns. In [21] Steinberg
provided a general construction of an orbital variety for a simple Lie algebra g that
we explain in short (only for sp2n, although the general constraction is the same) in
this subsection.
For w in Weyl group W2n put w(n2n) :=
⊕
α∈Φ+
Xw(α) and consider n2n ∩ w(n2n).
This is a subspace in n2n so that there exists the unique nilpotent orbit which we
denote Ow such that (n2n ∩ w(n2n)) ∩ Ow is dense in n2n ∩ w(n2n).
By Steinberg’s construction Vw = B.(n2n ∩ w(n2n)) ∩ Ow is an orbital variety of
Ow and moreover each orbital variety is obtained in such a way.
One can partition W2n into (right) cells according to the equivalence relation
w ∼ y if Vw = Vy.
Recall that W2n can be represented as a group of w =
[
1 2 . . . n
a1 a2 . . . an
]
where
−n ≤ ai ≤ n and {|ai|}ni=1 = {i}ni=1. In what follows we will write w ∈ W2n in a
word form, namely w = [a1, a2, . . . , an].
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Recall that λ = (λ1, . . . , λk) ∈ Pn can be visualized as an array with k rows all
starting at the same place on the left where i-th row contains λi cells. Such an array
is called a Young diagram of shape λ.
Recall that a domino [i : i] is a Young diagram with two cells filled with number
i. We call a domino horisontal if it is of shape (2) and vertical if it is of shape (1, 1).
A standard domino tableau (STD) of shape λ = (λ1, . . . , λk) ∈ P2n is obtained by
filling Young diagram of shape λ with dominoes [1 : 1], . . . , [n : n] in such a way that
they increase along a row from left to right and along a column from top to bottom.
Gurfinkel-McGovern algorithm provides a way to associate the ordered pair of
SDTs of the same shape (T (w), S(w)) to w ∈ W2n. One has Ow = Oλ where λ is a
shape of T (w) and Vw = Vy if and only if T (w) = T (y). Thus we can label orbital
varieties by SDTs. In what follows we write VT := Vw if T = T (w). The procedure
is involved so we do not describe it in general.
We consider orbital varieties of nilpotency order 2 so that they are labelled by
SDT’s with two columns. For such SDT we produce w such that T (w) = T.
Given a two-column SDT T we say j ∈ T2 if either a vertical domino [j : j] belongs
to the second column or a horizontal domino [j : j] belongs to both first and second
columns. Put T2 = {b1 < . . . < bk} to be these entries. We say i ∈ T1 if a vertical
domino [i : i] belongs to the first column. Put T1 = {a1 < . . . < as} to be these
entries. Put wT = [bk, . . . , b1,−a1, . . . ,−as]. Note that we always get a decreasing
sequence so that
Xej−ei ∈ n2n ∩ wT (n2n) iff j ∈ T2, i ∈ T1 and i < j
X2ei ∈ n2n ∩ wT (n2n) iff i ∈ T2
Xej+ei ∈ n2n ∩ wT (n2n) iff i, j ∈ T2
A straightforward easy check provides T (wT ) = T.
As an example for n = 7, a SDT, its corresponding word and n14 ∩ w(n14) are:
T =
1 2
3
4
5 7
6
−→
wT = [7, 4, 3, 2,−1,−5,−6]
n14 ∩ wT (n14 = Span


Xe2−e1, Xe3−e1, Xe4−e1, Xe7−e1,
Xe7−e5, Xe7−e6, X2e2, X2e3, X2e4,
X2e7, Xe3+e2, Xe4+e2, Xe7+e2,
Xe4+e3, Xe7+e3, Xe7+e4


5.3. SDT ←→ link pattern. We draw a symmetric link pattern for any given two-
column SDT. The dominoes in T are labelled by integers from 1 to n, while the
vertices in a symmetric link pattern LT are labelled by integers −n, . . . ,−1, 1, . . . , n.
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So, the identification between the dominoes of T and the positive part of the link
pattern is straightforward.
The integers of T2 are the positive right ends of the arcs in LT . Starting from b1
and continuing to bk we connect each bi to the closest still free vertex on its left, and
complete at each step the negative part symmetrically.
This algorithm produces a maximal link pattern, that is, without crossings and
without fix points under the arcs. Moreover, (−i, i) ∈ LT if and only if [i : i] is a
horizontal domino of T .
For example, for T presented in the previous example, we get
LT = r r r r r r r r r r r r r r
−7 −6 −5 −4 −3 −2 −1 1 2 3 4 5 6 7
Note that this algorithm provides a bijection between maximal link patterns and
STD with two colmns. Indeed, given a maximal L ∈ SLP2n(k) we construct STD
T (L) of shape (2Ep
+(L), 12n−2(Ep
+(L)) by taking the right positive ends of L as ele-
ments of (T (L))2. We take [j : j] as a vertical domino if (i, j) ∈ L and as a horisontal
domino if (−j, j) ∈ L. We complete T (L) by filling still empty cells of T1 with ver-
tical dominoes containing the left positive ends and Fp+(L) in increasing from top
to bottom order. Obviously, LT (L) = L.
5.4. A dense B2n−orbit in an orbital variety. Recall from 1.4 that L ∈ SLP2n
defines XL =
∑
α∈L
Xα. For LT constructed in 5.3 put XT := XLT and let BT be its
B2n−orbit. The connection between wT defined in 5.2 and LT defined in 5.3 is as
follows:
Proposition. Let T be a SDT of shape (2k, 12n−2k). Then BT is dense in VT .
Proof. As we have explained in 5.1 dimBT = dimVT so that it is enough to check
that
XT ∈ n2n ∩ wT (n2n).
By computations in 5.2 Xej−ei ∈ n2n ∩ wT (n2n) for any j ∈ T2 and i ∈ T1 such that
i < j. This is in particular true for any Xα in XT of this type.
By the same computations X2ej ∈ n2n ∩ wT (n2n) for any j ∈ T2. This is in
particular true for a horizontal dominoes of T , so that it is true for any Xα in XT
of this type.
Thus it is true for XT which is a sum of such root vectors. 
5.5. Orbital varieties closures. Now we can apply the results of 4.2 to the max-
imal link patterns in order to obtain the results on the closures of link patterns.
Given T of shape (2k, 12n−2k) and let h1 < . . . < hp be the entries of its horizonal
dominoes (put hp = 0 if there are no horizontal dominoes), a1 < . . . < aq the entries
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of the vertical dominoes of the first column and b1 < . . . < br the entries of the
vertical dominoes of the second column so that k = 2r+ p and 2q+ p = 2n− k. For
each bs let is be the corresponding element of the first column such that (is, bs) ∈ LT .
Recall that for hs one has (−hs, hs) ∈ LT .
Recall E ′(L) from 4.2. Translating [15, 4.3] to the language of SDT we get
E ′(LT ) = {(−hp, hp) : hp 6= 0} ∪ {(il, bl) : bl > hp and (l = r or bs − bl ≥
2(s− l) ∀s l < s ≤ r}.
For T of shape (2k, 12n−2k) and for bs > hp let T 〈bs〉 be SDT obtained from T
by moving the vertical domino [bs : bs] from the second column to the first column.
T 〈bs〉 is of shape (2k−2, 12n−2k+4). If hp 6= 0 let T 〈hp〉 be SDT obtained from T
by putting domino [hp : hp] vertically into the first column. T 〈hp〉 is of shape
(2k−1, 12n−2k+2)
For the example from 5.2 one has E ′(LT ) = {(−4, 4), (6, 7)} and
T 〈4〉 =
1 2
3
4 7
5
6
and T 〈7〉 =
1 2
3
4
5
6
7
Applying 4.2 to the maximal link patterns and translating this into the language of
SDT’s we get:
Theorem. Let T be of shape (2k, 12n−2k) and let L := LT . One has
VT∩O(2k−1,12n−2k+2) =


⋃
(il,bl)∈E′(LT )
BL−
(il,bl)
(−bl,bl) ∩O(2k−1,12n−2k+2) if hp = 0;
VT 〈hp〉
⋃ ⋃
(il,bl)∈E′(LT )
BL−
(il,bl)
(−bl,bl) ∩O(2k−1,12n−2k+2) otherwise;
In particular this intersection is irreducible iff |E ′(LT )| = 1 and contains an orbital
variety iff hp 6= 0. Moreover, this intersection is an orbital variety iff br < hp.
One also has
VT ∩ O(2k−2,12n−2k+4) =


⋃
(il,bl)∈E′(LT )
VT 〈bl〉 if hp = 0;⋃
(il,bl)∈E′(LT )
VT 〈bl〉 ∪ (VT 〈hp〉 ∩O(2k−2,12n−2k+4)) otherwise;
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Moreover, this intersection is a union of orbital varieties iff either hp = 0 or
E ′(LT ) = {(−hp, hp)} and E ′(LT 〈hp〉) = {(−hp+1, hp−1)}, that is if either there are
no horizontal dominoes in SDT or both [hp : hp] and [hp − 1 : hp − 1] are horizontal
dominoes such that bq < hp − 1.
This means in particular, that all the intersections VT ∩ O(2k−m,12n−2k+2m) are ir-
reducible and consists of orbital varieties only iff T2 = {h1, . . . , hp} that is if VT
belongs to an abelian nilradical.
This also means that if hp = 0, that is if VT is induced from the corresponding
orbital variety in sln then all the intersections with O(2k−2m,12n−2k+4m) are a union of
orbital varieties. And all the intersections with O(2k−2m+1,12n−2k+4m−2) do not contain
orbital varieties and are non-equidimensional in general.
In all other cases the intersections are non-equidimensional and contain both
orbital varieties and varieties of smaller dimensions.
In our example:
VT ∩ O(25,14) = VT 〈4〉 ∪ (BXe2−e1+X2e3+X2e4+X2e7 ∩ O(25,14);
VT ∩ O(24,16) = VT 〈7〉 ∪ VT 〈3,4〉 ∪ (BXe2−e1+X2e3+X2e7 ∩O(24,16);
VT ∩ O(23,18) = VT 〈4,7〉 ∪ ((BXe2−e1+X2e7 ∪ BX2e2+Xe7−e6 ) ∩O(23,18));
VT ∩ O(22,110) = VT 〈3,4,7〉 ∪ (BX2e2+X2e7 ∩O(22,110))
VT ∩ O(2,112) = BX2e2 ∩O(2,112)
5.6. Orbital varieties intersections of codimension 1. Another question is to
describe pairs of orbital varieties VT ,VS in O(2k ,12n−2k) ∩ n2n such that
codim O
(2k,12n−2k)
∩n2nVT ∩ VS = 1.
Unlike the case of the closure, here the picture is very similar to the picture in sln.
Exactly as there we consider all B2n−orbits BL in O(2k ,12n−2k)∩n2n of codimension 1
in it and show that for any such BL but one there are exactly two maximal B2n−orbit
closures containing it and that the intersection of these two closures is exactly BL.
And the only remaining BL belongs to a unique maximal B2n−orbit closure.
One has codim O
(2k,12n−2k)
∩n2nBL = 1 in one of the following cases. In each case L0
denotes the ”maximal” part of L, so that b(L0) = c(L0) = 0. We also illustrate each
case with link patterns, where the part corresponding to L0 is denoted by dots.
(i) There are two symmetric fixed points either both under one bridge or under
two separate bridges. Namely, L = L0(−j, j), or L = L0(j, k)(−j,−k). In
both cases c(L) = 0 and b(L) = 1.
(a) The two points−i, i are under the central arc (−j, j). In this case the only
maximal B−orbit with the closure containing BL is BL′ where L′ = L0(−i, i);
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L = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r❜ ❜−j −i i j
✲ L′ = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣❜ r r ❜−j −i i j
(b) The two points −i, i are under arcs (−k,−j), (j, k) respectively. Note
that since the codimension is one, one has 0 < j < k. The two maximal
B−orbits with the closures containing BL are BL1 where L1 = L0(i, k)(−i,−k)
and BL2 where L2 = L0(j, i)(−j,−i). Note that considering link patterns as
link patterns in sl2n we get that B(YL) = B(YL1) ∩ B(YL2) so that even
in sl2n the corresponding intersection is irreducible (and of codimension 2).
Thus, the intersection in sp2n is also irreducible.
L = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r ❜ r−k −i −j r ❜ rj i k
✟✟✯
L1 = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r ❜−k −i −j ❜ r rj i k
❍❍❥
L2 = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣❜ r r−k −i −j r r ❜j i k
(ii) There is a cross in the center, that is L = L0(i,−j)(−i, j) and b(L) = 0,
c(L) = 1. Let L1 = L0(i, j)(−i,−j) and L2 = L0(−i, i)(−j, j). Note again
that considering link patterns as link patterns in sl2n we get that B(YL) =
B(YL1) ∩ B(YL2) so that even in sl2n the corresponding intersection is of
codimension 1 and irreducible. Thus, the intersection is irreducible.
L = ♣ ♣ ♣ r−j ♣ ♣ ♣r−i ♣ ♣ ♣ ♣ ri r♣ ♣ ♣j ♣ ♣ ♣
✟✟✯
L1 = ♣ ♣ ♣ r−j r−i♣ ♣ ♣ ♣ ♣ ♣ ri rj♣ ♣ ♣ ♣ ♣
❍❍❥
L2 = ♣ ♣ ♣ r−j r−i♣ ♣ ♣ ♣ ♣ ♣ ri rj♣ ♣ ♣ ♣ ♣
(iii) There are two symmetric crosses so that either
L = L0(i, k)(−i,−k)(j, l)(−j,−l) or L = L0(−j, j)(i, k)(−i,−k) where i <
j < k, that is b(L) = 0 and c(L) = 1. As in (i) we consider them separately:
(a) L = L0(i, k)(−i,−k)(j, l)(−j,−l) that is both roots are induced form sln.
In this case there are two maximal B2n−orbits with the closures containing
BL namely BL1 where L1 = L0(i, l)(−i,−l)(j, k)(−j,−k) and BL2 where
L2 = L0(i, j)(−i,−j)(k, l)(−k,−l). Exactly as in case (i-b), considering link
patterns as link patterns in sl2n we get that B(YL) = B(YL1) ∩B(YL2) so
that even in sl2n the corresponding intersection is of codimension 2 and ir-
reducible. Thus, the intersection is irreducible.
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L = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r r
−l −k−j −i
r r r r
i j k l
✟✟✯
L1 = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r r
−l −k −j−i
r r r r
i j k l
❍❍❥
L2 = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r r
−l −k −j−i
r r r r
i j k l
(b) L = L0(−j, j)(i, k)(−i,−k). In this case there are two maximalB2n−orbits
with the closures containing BL namely BL1 where L1 = L0(−i, i)(j, k)(−j,−k)
and BL2 where L2 = L0(i, j)(−i,−j)(−k, k). In this case B(YL1)∩B(YL2) =
B(YL) ∪ B(YL′) ∪ B(YL′′) where L′ = L0(−k, i)(−j, k)(−i, j) and L′′ =
L0(−k, j)(−j, i)(−i, k). Note that all 3 components are of codimension 2
but only B(YL) is symmetric. Moreover the maximal symmetric L
′
S ≺ L′ is
L′S = L0(i,−k)(−i, k)(−j, j) and the maximal symmetric element L′′S ≺ L′′
is also L′S . Further note that L
′
S = L
′′
S ≺ L. Thus, again the intersection
BL1 ∩ BL2 = BL.
L = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r−k −j −i r r ri j k
✟✟✯
L1 = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r−k −j −i ❜ r ri j k
❍❍❥
L2 = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r−k −j −i r r ri j k
The link patterns L′, L′′, L′S = L
′′
S are:
L′ = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r
−k −j −i
r r r
i j k
L′′ = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r
−k −j −i
r r r
i j k
L′S = L
′′
S = ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r r r−k −j −i
r r r
i j k
As a corollary we get that
Theorem. Let VT , VS ⊂ O(2k ,12n−2k)∩n2n be such that codimO(2k,12n−2k)∩n2nVT∩VS = 1
then VT ∩ VS is irreducible.
Remark. It is easy to give a combinatorial criteria for VT , VS to intersect in codi-
mension 1, it is very close to the criteria provided in [15, 5.6], however it involves
meanders, so we are not providing it here.
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Appendix A. Combinatorics of link patterns: restriction to
symmetric link patterns
To construct D(L) we consider L′′ ∈ D̂(L) obtained by one of elementary moves
described in 4.3. We always assume that an arc and a fixed point (respectively a
pair of arcs) involved in obtaining L′′ satisfy the conditions of minimality. In order
to simplify the notation we set L0 exactly as in 4.3 to be a symmetric link pattern
obtained from L by removing the pairs of symmetric arcs such that one arc of the
pair was involved (and removing a central arc if it was involved) in getting L′′ .
All the non central arcs are written as (±i,±j) where 0 < i < j. In the case of
central arc we write (−i, i) where i > 0.
⇋ Move of an end to a fixed point (F). We always choose a fixed point involved
in getting L′′ to be positive. Obviously, we always can make this choice by the
symmetry.
(FC) The arc is central: The arc is (−i, i) and ri > i is the corresponding fixed
point. Then L′′ = L0(−i, ri) and SRL′′ = RL′ where L′ = L−(−i,i)(−ri, ri) and
dimBL′ = dimBL−1 ⇒ L′ ∈ D(L).One hasXL′ = lim
m→∞
Ti(
1
m
).Ueri−ei(1).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−ri
r
−i
r
i
r
ri
✲ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−ri
r
−i
r
i
r
ri
(FP) The arc is in the positive part: The arc is (i, j) and a fixed point is either li
or rj . These two cases are different.
– (a) Let a fixed point be li. Then L
′′ = L−(i,j)(li, j) and SRL′′ = RL′ where
L′ = L0(li, j)(−li,−j) and dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L).
One has XL′ = lim
m→∞
Ti(m).Uei−eli (−1).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−j
r
−i
r
−li
r
li
r
i
r
j
✲ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−j
r
−i
r
−li
r
li
r
i
r
j
– (b) Let fixed point be rj. Then L
′′ = L−(i,j)(i, rj). There is no L
′ such
that SRL′′ is RL′ . Two maximal SLPs {L′1, L′2} such that RL′s  SRL′′
are L′1 = L0(i, rj)(−i,−rj) and L′2 = L0(−j, j)(−rj , rj). Note that
L ≻ L0(i,−j)(−i, j) ≻ L′2 ⇒ L′2 6∈ D(L) and dimBL′1 = dimBL−1 ⇒
L′1 ∈ D(L). One has XL′1 = limm→∞Tj(
1
m
).Uerj−ej (1).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−rj
r
−j
r
−i
r
i
r
j
r
rj
✲ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−rj
r
−j
r
−i
r
i
r
j
r
rj
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(FM) One end of the arc is in the negative part and one end in the positive: The
arc is either (−i, j) or (i,−j) and a fixed point on the right of an arc is rj in
the first case and ri in the second one. We consider both cases:
– (a) (−i, j) and rj . Then L′′ = L−(−i,j)(−i, rj). There is no L′ such that
SRL′′ is RL′ . Two maximal SLPs {L′1, L′2} such that RL′s  SRL′′ are
L′1 = L0(−i, rj)(i,−rj) and L′2 = L0(j,−j)(rj ,−rj).
One has dimBL′1 = dimBL − 1 ⇒ L′1 ∈ D(L). For L′2 one has
dimBL′2 = dimBL − 1 iff ri = rj. Moreover, if there is a fixed point
ir ∈ [i, j] then L ≻ L0(−ir, j)(ir,−j) ≻ L′2 ⇒ L′2 ∈ D(L) iff ri = rj.
One has XL′1 = limm→∞
Tj(
1
m
).Uerj−ej (1).XL and
XL′2 = limm→∞
Tj(
√−1).Ti( 1m).Uej−ei(−1).Uerj−ej(1).Uej−ei(12).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−rj
r
−j
r
−i
r
i
r
j
r
rj
  ✒
❅❅❘
L′1 =
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−rj
r
−j
r
−i
r
i
r
j
r
rj
L′2 =
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−rj
r
−j
r
−i
r
i
r
j
r
rj
– (b) (i,−j) and ri. One has L′′ = L−(i,−j)(ri,−j). If ri = rj then
SRL′′ = RL′2 where L
′
2 is from (FM(a)) and L
′
2 ∈ D(L). If ri 6= rj then
ri < j. Then SRL′′ = RL′ where L
′ = L0(ri,−j)(−ri, j) and dimBL′ =
dimBL − 1 ⇒ L′ ∈ D(L). One has XL′ = lim
m→∞
Ti(
1
m
).Ueri−ei(1).XL.
We draw only a new case:
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−j
r
−ri
r
−i
r
i
r
ri
r
j
✲
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−j
r
−ri
r
−i
r
i
r
ri
r
j
(FN) The arc is in the negative part: The arc is (−i,−j) and a fixed point is
r−i > 0. Since there is no other fixed points on [−i, r−i] and by the sym-
metry we get r−i = rj > j. In this case RSL−
(−i,−j)
(−j,rj) = RL0(−j,j)(−rj,rj)
and L ≻ L0(i,−j), (−i, j) ≻ L0(−j, j)(−rj , rj) so that L0(−j, j)(−rj , rj) 6∈
D(L). This is the case showing that for L′′ ∈ D̂(L) even if SRL′′ = RL′ this
does not imply L′ ∈ D(L).
⇋ Intersection of consecutive arcs (L). We can choose the new cross of L′′ to be
in a non-negative part, that is L′′ ∈ D̂(L) is obtained by crossing (±i,±j) and a
positive arc (k, l) such that or at least one of (±i,±j) is with positive sign and it is
smaller than k or arc (−i,−j) satisfies i < k. Obviously, we always can make this
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choice by the symmetry. In this part we always denote by (k, l) the right arc of L
changed in order to get in a new cross of L′′.
(LS) symmetric intersection: The left arc is (−k,−l) so that L′′ = L0(k,−l)(−k, l) ∈
SLP2n ⇒ L′′ ∈ D(L). One has XL′′ = lim
m→∞
Tl(
1
m
).U2ek(−m).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
k
r
l
✲ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
k
r
l
(LC) Intersection with a central arc: The left arc is (−i, i) ∈ L so that L′′ =
L−(−i,i)(k,l)(−i, k)(i, l) and SRL′′ = RL′ where L′ = L0(−i,−l)(−k, k)(i, l) and
dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L).
One has XL′ = lim
m→∞
Tk(m).Ti(
1
m
).Uek−ei(− 1m).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
−i
r
i
r
k
r
l
✲ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
−i
r
i
r
k
r
l
(LP) Intersection with a positive arc: The left arc is (i, j) ∈ L where j < k so that
L′′ = L−(i,j)(k,l)(i, k)(j, l). There is no such L
′ that SRL′′ is RL′ . Two maximal
SLPs {L′1, L′2} such that RL′s ≺ SRL′′ are L′1 = L0(i, k)(j, l)(−i,−k)(−j,−l)
and L′2 = L0(j,−j)(k,−k)(i, l)(−i,−l). Note that
L ≻ L−(i,j)(−i,−j)(i,−j)(−i, j) ≻ L′2 ⇒ L′2 6∈ D(L).
As for L′1: dimBL′1 = dimBL − 1 ⇒ L′1 ∈ D(L).
One has XL′1 = limm→∞
Tl(− 1m).Ti(m).Uek−ej(m).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
✲ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
(LM) Intersection with a mixed arc: The left arc has one positive and one negative
end. Here we have to distinguish case (−i, j) and (i,−j) :
– (a) (−i, j): L′′ = L−(−i,j)(k,l)(−i, k)(j, l). There is no L′ such that SRL′′
is RL′ . Two maximal SLPs {L′1, L′2} such that RL′s ≺ SRL′′ are L′1 =
L0(−i, k)(j, l)(i,−k)(−j,−l)
and L′2 = L0(j,−j)(k,−k)(i, l)(−i,−l); One has dimBL′1 = dimBL −
1 ⇒ L′1 ∈ D(L). As for L′2 one has dimBL′2 = dimBL − 1 ⇒
L′2 ∈ D(L) iff there is no fixed point ri ∈ [i, j]. Otherwise L ≻
L(i,−j)(−i,j)(ri,−j)(−ri, j) ≻ L2 ⇒ L′2 6∈ D(L).
One has XL′1 = limm→∞
Tk(m).Tj(− 1m).Uek−ej( 1m).XL and
XL′2 = limm→∞
Tl(− 1m).Tj(
√−1).Ti( 1m).Uek−ei(1).Uek−ej(1).Uej−ei(−12).XL
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♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
 ✒
❅❘
L′1 =
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−k
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r
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r
i
r
j
r
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r
l
L′2 =♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r−l
r
−k
r
−j
r
−i
r
i
r
j
r
k
r
l
– (b) (i,−j) where i < k. Here j can be any point of [i, n]. L′′ =
L−(i,−j)(k,l)(k,−j)(i, l) and SRL′′ = RL′ where
L′ =
{
L0(j,−j)(k,−k)(i, l)(−i,−l) if j < k;
L0(k,−j)(−k, j)(i, l)(−i,−l) otherwise;
In both cases one has dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L). If j < k
then L′ = L′2 from (LM(a)) so we omit it.
One has XL′ = lim
m→∞
Tl(
1
m
).Tj(− 1m).Uek−ei(−m).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
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r
l
✲
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If j > l then the picture is:
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−j
r
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r
−k
r
−i
r
i
r
k
r
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r
j
✲
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
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r
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r
i
r
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(LN) Intersection with a negative arc: The left arc is (−i,−j) where i < k (since
the cross is in a nonnegative part). Note that j < l, otherwise (k, l) is under
(i, j) so that (−i,−j) and (k, l) do not satisfy the condition of minimality.
In this case L′′ = L−(−i,−j)(k,l)(−j, k)(−i, l) so that SRL′′ = RL′ where
L′ =
{
L0(j,−j)(k,−k)(i, l)(−i,−l) if j < k;
L0(j,−k)(k,−j)(i, l)(−i,−j) otherwise;
In both cases L ≻ L−(i,j)(−i,−j)(i,−j)(−i, j) ≻ L′ so that L′ 6∈ D(L).
⇋ Intersection of concentric arcs (C). Exactly as in the previous case we can consider
only L′′ obtained by a crossing of concentric arcs in the non negative part. Again let
us fix an external arc (i,±l) or (−i, l) where 0 < i < l then the conditions for a new
cross to be non-negative are: internal arc (±j, k) (that is such that ±j, k ∈ [i,±l]
or resp. ±j, k ∈ [−i, l]) satisfies k > 0 and j ≤ k. Note that in the case when the
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external arc is (i,−l) the new crossing will move the cross of (−i, l) and (i,−l) to
the negative part.
(CS) Intersection of central arcs: Both external and internal arcs of L are central:
(−l, l) and (−j, j) where 0 < j < l so that L′′ = L−(−l,l)(−j,j)(j,−l)(−j, l) ∈
SLP2n ⇒ L′′ ∈ D(L).One hasXL′′ = lim
m→∞
Tl(
m√−1).Tj(
1
m
).Uel−ej(
√−1).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
−l
r
−j
r
j
r
l
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−l
r
−j
r
j
r
l
(CCP) Intersection of external central arc and positive internal: The external arc
is (−l, l) and the internal arc is (j, k). Then L′′ = L−(−l,l)(j,k)(k,−l)(j, l) and
SRL′′ = RL′ where L
′ = L0(k,−k)(j, l)(−j,−l), and dimBL′ = dimBL−1 ⇒
L′ ∈ D(L).
One has XL′ = lim
m→∞
Tl(m).Tj(m).Uel+ej(
1
2
).Uek+ej(−12).Uel−ek(1).XL.
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l
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r
−j
r
j
r
k
r
l
(CCM) Intersection of external central arc and mixed internal arc: The external arc
is (−l, l) and the internal arc is (−j, k). Then L′′ = L−(−l,l)(−j,k)(k,−l)(−j, l)
and SRL′′ = RL′ where L
′ = L0(j,−j)(−i, k)(i,−k) and dimBL′ = dimBL−
1 ⇒ L′ ∈ D(L).
One has XL′ = lim
n→∞
Tl(m).Tj(
1
m
).Uel−ej(−12).Uek−ej(12).Uel−ek(1).XL.
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(CPP) Both external and internal arcs are positive: If the external arc is (i, l) and
the internal (j, k) where i < j < k < l. In this case L′′ = L−(i,l)(j,k)(i, k)(j, l)
and SRL′′ = RL′ where L
′ = L0(i, k)(−i,−k)(j, l)(−j,−l) and
dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L).
One has XL′ = lim
m→∞
Tl(−m).Tj(m).Uej−ei(−1).Uel−ek(−1).XL.
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣r
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(CMC) The external arc is mixed and the internal arc is central: The external arc is
(−i, l) and the internal arc (−j, j). Note that j < i and the crossing of (−j, j)
with (−i, l) or with (i,−l) are symmetric so we can choose L′′ to be obtained
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by crossing with (−i, l) so that L′′ = L−(−i,l)(−j,j)(−j, l)(j,−i) and SRL′′ = RL′
where L′ = L0(−j, l)(j,−l)(i,−i). One has dimBL′ = dimBL − 1 ⇒ L′ ∈
D(L). And XL′ = lim
m→∞
Tl(−m).Tj( 1n).Uei−ej (12).Uel−ei(−2).Uei−ej(12).XL.
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(CMP) The external arc is mixed and the internal arc is positive: The external arc
is either (−i, l) or (i,−l) and the internal arc is (j, k) where k < l or resp.
k < i. Here we have to distinguish these two cases:
(a) The external arc is (−i, l). Then L′′ = L−(j,k)(−i,l)(j, l)(−i, k) and we have
to distinguish two subcases:
– (i) If k > i then SRL′′ = RL′ where L
′ = L0(j, l)(−j,−l)(−i, k)(i,−k)
and dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L).
One has XL′ = lim
m→∞
Tk(
1
m
).Ti(−m).Uel−ek(1).Uej+ei(1).XL.
If i < j the picture is:
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If i > j the picture is:
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– (ii) The case k < i was considered in detail in 4.3. We provide the
picture for the completeness
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(b) The external arc is (i,−l). This case was also considered in detail in 4.3.
For completeness we show the new case.
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(CMM) Both external and internal arcs are mixed: The external arc is either (−i, l)
or (i,−l) and the internal arc is (−j, k) where k < l or resp. k < i.
(a) If the external arc is (−i, l) one has L′′ = L−(−j,k)(−i,l)(−j, l)(−i, j) and we
have to distinguish two subcases:
– (i) If k > i then SRL′′ = RL′ where L
′ = L0(j,−l)(−j, l)(−i, k)(i,−k)
and dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L).
One has XL′ = lim
m→∞
Tk(
1
m
).Ti(−m).Uei−ej (−1).Uel−ek(1).XL
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– (ii) If k < i then SRL′′ = RL′ where L
′ = L0(j,−l)(−j, l)(−k, k)(−i, i),
and dimBL′ = dimBL − 1 ⇒ L′ ∈ D(L). Set Tm := Tl(m).Tj(m)
and Um := Uei−ek(1).Uel−ej(−1).Uei−ej(−1).Uel−ek(1).Uek−ej(12).Uel−ei(12)
then XL′ = lim
m→∞
Tm.Um.XL.
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(b) The external arc is (i,−l). Then L′′ = L−(−j,k),(i,−l)(−j, i)(k,−l) and
there is no L′ such that SRL′′ is RL′ . Two maximal SLPs {L′1, L′2} such that
RL′s ≺ SRL′′ are L′1 = L0(j,−i)(−j, i)(−k, l)(k,−l) and L′2 = L′ from (ii) of
(a), and s = 1, 2 one has dimBL′s = dimBL − 1 ⇒ L′1, L′2 ∈ D(L).
Here XL′1 = limm→∞
Tl(−m).Tk( 1m).Uel−ej(−1).Uei−ek(1).Xl.
Picture for the new case:
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Index of Notation
1.1 Ox, n 2.7 pi;
1.2 Bx 3.2 bL(f), b(L), cL(〈i, j〉), c(L),
1.3 BSLn, nsln , R, R
+, Π, Y(i,j), d(k, n), fL([s, t]);
l(L), LPn, LPn(k), YL, B(YL), 4.1 A(L), C(L), D(L), N(L), Â(L),
|S|, RL, , Y (2)n , A; Ĉ(L), D̂(L), N̂(L), SRL, s′, t′
1.4 Φ, Φ+, ∆, SLP2n, SLP2n(k), L
−
(i1,j1)...(ik ,jk)
, (i, j)L, L(i, j);
B2n, Xα, n2n, XL, X (2)2n , BL; 4.2 E(L), E ′(L)
1.5 V, VT ; 4.3 li, rj ;
2.1 T2n, U2n, Ti(a), Uα(a); 5.1 [i : i], SDT;
2.2 λ, P(n), P1(2n), Oλ, si, ri, λ ≥ µ; 5.2 w(n), Vw, T1, T2, wT , VT ;
2.5 (s, t) ∈ L, Ep(L), Fp(L), 〈i, j〉 , 5.3 LT ;
(±i,±j), X(±i,j), X(−i,i), 5.4 XT , BT ;
Ep+(L), Fp+(L);
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