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The Bergman-Shilov boundary for subfamilies of
q-plurisubharmonic functions
T. Pawlaschyk ∗
Abstract
We introduce a notion of the Shilov boundary for some subclasses of upper semi-
continuous functions on a compact Hausdorff space. It is by definition the smallest
closed subset of the given space on which all functions of that subclass attain their
maximum. For certain subclasses with simple structure one can show the existence
and uniqueness of the Shilov boundary. Then we provide its relation to the set of peak
points and establish Bishop-type theorems. As an application we obtain a general-
ization of Bychkov’s theorem which gives a geometric characterization of the Shilov
boundary for q-plurisubharmonic functions on convex bounded domains. In the case of
bounded pseudoconvex domains with smooth boundary we also show that some parts
of the Shilov boundary for q-plurisubharmonic functions are foliated by q-dimensional
complex submanifolds.
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Introduction
In his article [Byc81] from 1981, S.N.Bychkov gave a geometric characterization of the
Shilov boundary for bounded convex domains in Cn. The aim of our paper is to generalize
his result to the Shilov boundary with respect to q-plurisubharmonic and q-holomorphic
∗The author was partially supported by the German Research Foundation (DFG, Deutsche Forschungs-
gemeinschaft) under the project ’Pluripotential Theory, Hulls and Foliations’, grant SH 456/1-1. The
author would like to thank Prof. N.V.Shcherbina for his advisory during the writing process.
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functions on bounded convex domains. These classes of functions were already studied
by different authors, e.g., R.Basener in [Bas76], R.L.Hunt and J.J.Murray in [HM78] or
Z.S lodkowski in [Slo86], [Slo84]. It was H.J.Bremermann in [Bre59] who observed that
there is a characterization of a Bergman-Shilov boundary (or, for short, Shilov boundary)
based on plurisubharmonic functions without showing its existence. This gap was filled
by, e.g., J.Siciak in [Sic62]. Given a compact Hausdorff space K and a subclass A of upper
semi-continuous functions on K, the Shilov boundary for A is the smallest closed subset
of K on which all functions from A attain their maximum. Existence and uniqueness for
such a subset is guaranteed if A has some simple structure, e.g., if A forms a cone and
sublevel sets of finitely many functions from A generate the topology of K (see Theorem
1’ in [Sic62]). For q-plurisubharmonic functions the condition on A to be a cone is too
strong, since q-plurisubharmonicity is not stable under addition. It turns out that the
mentioned above condition can be relaxed so that the existence of the Shilov boundary
for a wide class of upper semi-continuous functions can be guaranteed. This will be the
main part of the first chapter.
In the second chapter we define the closure of a subclass of upper semi-continuous
functions to be the collection of all limits of decreasing sequences of functions from that
subclass. In our context it plays a role similar to the uniform closure of a subset of
continuous functions on a compact Hausdorff space: The Shilov boundary for the subclass
and its closure coincide.
The third chapter brings the Shilov boundary into connection to peak points. E.Bishop
proved in [Bis59] that, if the compact Hausdorff space is assumed to be metrizable, then
the closure of the set of peak points and the Shilov boundary for uniform subalgebras of
continuous functions coincide. This is also true for any Banach subalgebra of continuous
functions due to the results of H.G.Dales [Dal71] (see also [Hon88]). Note that using
upper semi-continuous functions similar identities were obtained in [Sic62] and [Wit83].
We apply these results to unions of uniform algebras and establish additional Bishop-type
theorems.
In the fourth chapter we introduce the notions of q-plurisubharmonic and q-holomorphic
functions and give a list of their properties. For the proofs and further results on these
classes of functions we refer also to [Slo86], [Die06] and [PZ13].
In chapter five the results from the first three chapters are applied to subclasses of
q-plurisubharmonic functions.
In the sixth chapter Bychkov’s theorem is generalized as follows: a boundary point of
a convex bounded domain does not lie in the Shilov boundary for q-plurisubharmonic or
q-holomorphic functions if and only if it is contained in an open part of a complex plane
of dimension at least q + 1 which is fully contained in the boundary of the given convex
set.
It seems still to be an open question whether the Hausdorff dimension of Shilov bound-
ary for holomorphic functions on compact sets in CN is greater or equal to N . E.Bishop
gave in [Bis59] a positive answer to this question in the special case N = 2. In this con-
text, we consider the Hausdorff dimension of the Shilov boundary for q-plurisubharmonic
functions on a convex bounded domain in chapter seven.
In chapter eight we show that the Shilov boundary for q-plurisubharmonic and the
Shilov boundary for C2-smooth q-plurisubharmonic functions defined near a compact set
coincide due to approximation techniques of Bungart [Bun90], S lodkowski [Slo84] and
Demailly [Dem12]. As an application we prove that if the given domain D is bounded
and smoothly bounded, then the Shilov boundary for q-plurisubharmonic functions defined
nearD is exactly the closure of the set of all strictly q-pseudoconvex points of the boundary
of D. Using a rank condition on the Levi form of a defining function of D which was
established by M.Freeman in [Fre74], we obtain a foliation of parts of the Shilov boundary
for q-plurisubharmonic functions on D by complex q-dimensional submanifolds.
2
1 Shilov boundary for upper semi-continuous functions
In this chapter we will define the Bergman-Shilov boundary for subclasses of upper semi-
continuous functions and show its existence and uniqueness in certain cases. For the sake of
abbreviation, we will simply talk about the Shilov boundary instead of the Bergman-Shilov
boundary. Anyway, we have to point out that the concept of a distinguished boundary of
certain domains in C2 was already introduced by S.Bergman in [Ber31].
At first, we recall some basic definitions and facts about upper semi-continuous func-
tions on a compact Hausdorff space K.
Definition 1.1 A function f : K → [−∞,∞) is called upper semi-continuous on K if
the sub-level set {x ∈ K : f(x) < c} is open in K for every c ∈ R. We denote then by
USC(K) the set of all upper semi-continuous functions on K and by C(K) = C(K,C) the
set of all complex-valued continuous functions on K.
We will outline an important example for an upper semi-continuous function.
Example 1.2 Let S be a closed subset of K. Then the characteristic function χS of S
(in K) given by
χS(x) :=
{
1, x ∈ S
0, x ∈ K \ S
is upper semi-continuous on K.
The following statement is a well known fact.
Lemma 1.3 Every function f ∈ USC(K) attains its maximum on K, i.e., there exists a
point x0 in K such that
max{f(x) : x ∈ K} := f(x0) = sup{f(x) : x ∈ K}.
From now on, A is always a subset of USC(K). Our main object of study is the Shilov
boundary for A.
Definition 1.4 For a given function f ∈ USC(K) we set
S(f) := {x ∈ K : f(x) = max
K
f}.
A subset S of K is called a boundary for A or A-boundary if S∩S(f) 6= ∅ for every f ∈ A.
We denote by bA the set of all closed boundaries for A. The set SˇA :=
⋂
S∈bA
S is called
the Shilov boundary for A.
We give first some simple examples.
Example 1.5 (1) Let f1 = χ{0,1} and f2 = χ{1,2} considered as upper semi-continuous
functions on the interval K = [0, 2]. For A = {f1, f2} we have that {0, 2}, {1} ∈ bA,
S(f1) ∩ S(f2) = {1} and that SˇA is empty.
(2) For f1 = χ{0} and f2 = χ{1} considered as functions on K = [0, 1] we take A = {f1, f2}
and observe that {0, 1} ∈ bA, S(f1) ∩ S(f2) = ∅ and SˇA = {0, 1}.
(3) Consider the functions f1 = χ{−1,1} and f2 = χ{0} defined on [−1, 1] and set A =
{f1, f2}. Then {−1, 0}, {0, 1} ∈ bA, so SˇA = {0}. But SˇA can not be an A-boundary
because the function f1 attains its maximum outside of zero.
We have the following properties of Shilov boundaries.
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Proposition 1.6
(1) The set SˇA is closed and possibly empty, whereas bA is never empty.
(2) S(f) is a closed non-empty subset of K.
(3) If the set T :=
⋂
f∈A
S(f) consists of more than two elements, then SˇA is empty.
(4) If the set T from above consists of one single element x0 ∈ K and SˇA 6= ∅, then
SˇA = {x0}.
(5) The set S :=
⋃
f∈A S(f) is an A-boundary.
(6) If A1 ⊂ A2 ⊂ USC(K), then we have the following inclusions,
bA2 ⊂ bA1 and SˇA1 ⊂ SˇA2 .
(7) Let A =
⋃
j∈J Aj, where Aj are subsets of USC(K). If SˇAj are Aj-boundaries, then
SˇA is an A-boundary and
SˇA =
⋃
j∈J
SˇAj .
Proof.
(1) The set SˇA is closed as intersection of closed sets. Example 1.5 (1) shows that SˇA
might be empty. The set bA contains at least the ambient space K.
(2) Since f ∈ USC(K), the set {x ∈ K : f(x) < maxK f} is open in K, so the set
S(f) = K \ {x ∈ K : f(x) < maxK f} is a closed subset of K. It is non-empty due to
Lemma 1.3.
(3) Pick two distinct elements x0, x1 from T . By definition {x0} and {x1} areA-boundaries
and, thus, SˇA ⊂ {x0} ∩ {x1} = ∅.
(4) In this case {x0} ∈ bA. Thus, ∅ 6= SˇA ⊂ {x0} which yields SˇA = {x0}.
(5) The set S is an A-boundary because S ∩ S(f) = S(f) 6= ∅ for every f ∈ A.
(6) This fact follows directly from definition.
(7) The previous points (1) and (7) imply the inclusion S :=
⋃
j∈J SˇAj ⊂ SˇA. By assump-
tion, the set S and, therefore, the set SˇA are non-empty.
Since an arbitrary function f ∈ A is contained in Aj for some j ∈ J and by the
assumption that SˇAj is an Aj-boundary, we obtain that
∅ 6= S(f) ∩ SˇAj ⊂ S(f) ∩ S ⊂ S(f) ∩ SˇA.
This means that S is an A-boundary and, thus, SˇA ⊂ S. By the previous discussions
above, we have that S = SˇA is an A-boundary. 
We can easily bring our concept of the Shilov boundary into relation with the classical
Shilov boundary for uniform subalgebras of C(K).
Remark 1.7 Let B be a subset of C(K). The classical Shilov boundary for B is the
smallest closed subset S of K fulfilling maxS |f | = maxK |f | for every f ∈ B. Clearly,
it corresponds to the Shilov boundary for the class log |B| := {log |f | : f ∈ B}. It then
makes sense to simply write bB and SˇB instead of blog |B| and Sˇlog |B|. It is clear that for
the uniform closure B of B in C(K) we have that SˇB = SˇB.
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Now we recall the classical result of Shilov.
Theorem (Shilov) Let K be a compact Hausdorff space and B a Banach subalgebra of
C(K). Then SˇB is non-empty and, moreover, it is a boundary for log |B|.
In this theorem the Banach algebra structure of B is heavily involved. We will extract
the essential properties from that structure in order to establish similar results for Shilov
boundaries for subclasses of upper semi-continuous functions.
Definition 1.8 Let A be a subset of USC(K).
(1) If A1 and A2 are two subfamilies of USC(K), then
A1 +A2 := {f + g : f ∈ A1, g ∈ A2}.
(2) The family A is a scalar cone if nf + b lies in A for every n ∈ N0 = N ∪ {0}, f ∈ A
and b ∈ R. Here we use the convention −∞ · 0 = 0.
(3) The set A is a cone if af+bg is contained in A for every a, b ∈ [0,+∞) and f, g ∈ A.
(4) An open set V inK is anA-polyhedron if there exist finitely many functions f1, . . . , fn
in A and real numbers C1, . . . , Cn such that
V = V (f1, . . . , fn) = {x ∈ K : f1(x) < C1, . . . , fn(x) < Cn}.
(5) The set A generates the topology of K if for every point x ∈ K and every neighbor-
hood U of x in K there is an A-polyhedron V such that x ∈ V ⊂ U .
Now we are able to show that the Shilov boundary for A is a non-empty boundary
for A if A possesses some simple structure. The following two statements are based on
standard arguments used in the case of Banach subalgebras of continuous functions (see
e.g. [AW98], Theorem 9.1). First, we need the following lemma.
Lemma 1.9 Let A be a scalar cone. Assume that there exist an A-boundary S ∈ bA and
an A-polyhedron V=V (f1, . . . , fn) such that S∩V = ∅ and A+{fj} ⊂ A for j = 1, . . . , n.
Given another A-boundary E ∈ bA, it follows that E \ V ∈ bA.
Proof. Since A is a scalar cone and A + {fj} ⊂ A for j = 1, . . . , n, the constant
function 0 and, thus, f1, . . . , fn lie in A. Hence, we can assume that V is of the form
V = {x ∈ K : f1(x)<0, . . . , fn(x)<0}.
Notice first that E \ V is non-empty. Otherwise, E ⊂ V , so maxE fj < 0 for every
j = 1, . . . , n. Since S does not meet V , there has to be an index j0 ∈ {1, . . . , n} such that
maxS fj0 ≥ 0. We obtain the contradiction 0 ≤ maxS fj0 = maxE fj0 < 0.
Suppose that the statement of the lemma is false, i.e., there are a point y ∈ K and
a function f ∈ A such that maxE\V f < maxK f = f(y). Since A is a scalar cone and
S ∈ bA, we can assume that f(y) = 0 and y ∈ S. Consider for m ∈ N the functions
gj := mf + fj ∈ A, j=1, . . ., n. If m is large enough, then maxE\V gj < 0 for each
j=1, . . . , n. Since maxK f = 0, it follows from the definition of V that for every j=1, . . . , n
we have that gj(x) < 0 for every x ∈ V . Hence, maxK gj = maxE gj < 0 for every
j=1, . . . , n.
We conclude that y ∈ V . If not, there is an index j1 ∈ {1, . . . , n} with fj1(y) ≥ 0 and,
thus, gj1(y) ≥ 0, which is impossible. Thus, y ∈ V ∩ S = ∅, a contradiction. 
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Theorem 1.10 If A contains a subset A0 which generates the topology of K such that
A+A0 ⊂ A, then the Shilov A-boundary is an A-boundary; i.e., SˇA ∈ bA.
Proof. At first, assume that A is a scalar cone. If SˇA = K, then there is nothing to show.
So we can assume that SˇA 6= K. We first treat the case SˇA 6= ∅. Suppose SˇA /∈ bA, then
there is a function f ∈ A such that maxSˇA f < maxK f . Since f is upper semi-continuous
on K, there is a neighborhood U of SˇA such that f(x) < maxK f for every x ∈ U . Then,
since A0 generates the topology of K, we conclude that for every y ∈ L := K \U there are
an A0-polyhedron Vy and an A-boundary Sy ∈ bA such that y ∈ Vy and Vy ∩ Sy = ∅. The
family {Vy}y∈L covers L. Hence, by the compactness of L, there are finitely many points
y1, . . . , yℓ ∈ L such that the subfamily {Vyj}j=1,...,ℓ covers L. Since A + A0 ⊂ A, we can
apply iteratively the previous Lemma 1.9 in order to obtain that
E := (((K \ Vy1) \ Vy2) \ . . . \ Vyℓ) = K \
ℓ⋃
j=1
Vyj ∈ bA.
Notice that, by the construction, the set SˇA lies in E and, hence, E is non-empty. More-
over, E ⊂ U and, thus, maxE f < maxK f . But this contradicts to the fact that E ∈ bA.
Hence, SˇA ∈ bA.
In the case SˇA = ∅, we pick an arbitrary point p ∈ K and a neighborhood U of p in K
which is an A0-polyhedron of the form U = {x ∈ K : f1(x) < 0, . . . , fk(x) < 0} such that
U 6= K. Observe that for every y ∈ K \ U there exists an A-boundary Sy with y /∈ Sy,
since otherwise y ∈ SˇA. Then we can choose an A0-polyhedron Vy such that y ∈ Vy, p /∈ Vy
and Sy ∩ Vy is empty. By the same argument as above we can construct an A-boundary
E such that p ∈ E ⊂ U . But since U 6= K, there exists a point x0 ∈ K \ U and an index
k0 ∈ {1, . . . , k} such that fk0(x0) ≥ 0. This leads to the contradiction
0 ≤ fk0(x0) ≤ max
K
fk0 = max
E
fk0 < 0.
Thus, SˇA can not be empty.
If A is not necessarily a scalar cone, consider the set
A˜ := {nf + c : n ∈ N0, f ∈ A, c ∈ R}.
Since A lies in A˜, we have that bA˜ ⊂ bA and SˇA ⊂ SˇA˜. Pick an arbitrary A-boundary S
and a function nf + c ∈ A˜, where f ∈ A, n ∈ N and c ∈ R. Since f and nf + c attain
their maximum at the same points, we have that
S ∩ S(nf + c) = S ∩ S(f) 6= ∅.
But this means that S is also an A˜-boundary, so bA = bA˜ and SˇA = SˇA˜.
Now observe that the family A˜0 := {nf + c : n ∈ N0, f ∈ A0, c ∈ R} generates the
topology of K, since it contains A0. Moreover, we have that A˜ + A˜0 ⊂ A˜ and that A˜ is
a scalar cone. Thus, by the previous discussions, we conclude that SˇA = SˇA˜ ∈ bA˜ = bA.
This finishes the proof. 
2 Closure of a subfamily of upper semi-continuous functions
As in the previous section, K will always be a compact Hausdorff space and A a subfamily
of upper semi-continuous functions on K.
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The limit of a decreasing sequence of upper semi-continuous functions is again upper
semi-continuous. This simple fact will allow us to introduce the notion of the closure of
A and, hence, will give the possibility to compare the initial class with an approximating
subclass.
Definition 2.1 The closure A
↓
of A is the set of pointwise limits of all decreasing se-
quences of functions in A. The set A is closed if A
↓
= A.
Remark 2.2 (1) If A is a (scalar) cone, then its closure A
↓
is also a (scalar) cone.
(2) The family A generates the topology of K if and only if A
↓
generates it. Indeed, one
inclusion is trivial, since A is always contained inA
↓
. So let A
↓
generate the topology ofK.
Given a point p ∈ K and an open neighborhood U of p in K there exists an A
↓
-polyhedron
V = {x ∈ K : f1(x) < c1, . . . , fk(x) < ck} such that p ∈ V ⊂ U . Since f1, . . . fk ∈ A
↓
,
for every j = 1, . . . , k there exists a sequence (fj,nj)nj∈N of functions fj,nj ∈ A which
decreases to fj as nj tends to ∞. For large enough n0 we have that fj(p) ≤ fj,n0(p) < cj
for every j = 1, . . . , k. Then
p ∈ V0 = {x ∈ K : f1,n0(x) < c1, . . . , fk,n0(x) < ck} ⊂ V ⊂ U
and V0 is an A-polyhedron. Thus, A generates the topology of K.
The notion of closure introduced above has not the same meaning as the notion ’closure’
in the topological sense, since in general it will not lead to a closed subclass of upper semi-
continuous functions. It becomes then an interesting question whether there is a better
definition of the closure of A which yields a closed set in our sense. Nevertheless, we will
see later on that the notion introduced above is sufficient for our purposes.
Example 2.3 (1) Consider the following upper semi-continuous functions on the com-
pactification K = [0,+∞] of the interval [0,+∞). For an integer n ∈ N we set
fn := χ[1− 1
n+1
,1] and gn,k := 1/k · χ{1− 1
n+1
} + fn.
The functions fn decrease to f0 := χ{1}. Now if A is the set {gk,n : k, n ∈ N}, then
A
↓
= A ∪ {fn : n ∈ N} and
(
A
↓
)↓
= A
↓
∪ {f0}, but it is easy to see that f0 can not be
the limit of a decreasing sequence of functions from A.
(2) One can think that after closing A finitely many times we obtain a closed set. But this
turns out to be wrong. Define for k ∈ N iteratively the k-th closureA
↓k
ofA by
(
A
↓(k−1)
)↓
.
Given k ∈ N and n0, . . . , nk ∈ N consider the following upper semi-continuous function
hn0,...,nk(x) :=
k−1∑
j=0
gnjnj+1(x− j),
where x ∈ [0,+∞] and gnjnj+1 are the functions from the previous example. We set
A := {hn0,...,nk : k ∈ N, n0, . . . , nk ∈ N}. Then we conclude that A
↓(k+1)
contains the
function χ{1,...,k}, but not χ{1,...,k+1}.
(3) Even if we take the union of all ℓ-th closures it will not lead to a closed set. Consider
now for given integers k ∈ N and n0, . . . , nk ∈ N the functions
Gk := χ{∞} +
∞∑
j=k+1
(1 + 1/j)χ{j} and Hn0,...,nk := hn0,...,nk +Gk,
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where hn0,...,nk are the functions from the example above. Now consider the family A :=
{Hn0,...,nk : k ∈ N, n0, . . . , nk ∈ N}. Then by the same argument as before we can derive
that
⋃
ℓ∈NA
↓ℓ
contains χ{1,...,k} + gk for every k ∈ N, but it does not contain χ{1,2,...,∞}.
Anyway, the functions χ{1,...,k} + gk decrease to χ{1,2,...,∞} as k tends to ∞. Hence,
χ{1,2,...,∞} ∈
(⋃
ℓ∈N
A
↓ℓ
)↓
,
but χ{1,2,...,∞} /∈ A
↓ℓ
for every ℓ ∈ N.
We have seen by the previous examples that each iterate closure of A might lead to
a larger set. Nevertheless, this additional functions will not contribute to the Shilov
boundary in the following sense.
Lemma 2.4 Let f be upper semi-continuous on K and (fn)n∈N a sequence of upper semi-
continuous functions decreasing to f . Assume that f is bounded above by a function g
which is lower semi-continuous on K, i.e., f < g on K. Then there is an index n0 such
that fn < g on K for every n ≥ n0.
Proof. Take a point x ∈ K. Then there is an index nx ∈ N such that f(x) ≤ fnx(x) <
g(x). Since fnx − g is upper semi-continuous on K, we can find an open neighborhood
Ux of x in K such that fnx(y) < g(y) for every y ∈ Ux. By compactness of K we can
cover K by finitely many open sets Ux1 , . . . , Uxℓ from the covering {Ux}x∈K . We set
n0 := max{nxj : j = 1, . . . , ℓ}. Since (fn)n∈N is decreasing, we obtain that fn ≤ fn0 < g
on K for every n ≥ n0. 
Lemma 2.5 Let (fn)n∈N be a sequence of upper semi-continuous functions on K decreas-
ing to f . Then limn→∞maxK fn = maxK f .
Proof. The limit a := limn→∞maxK fn exists because (maxK fn)n∈N is a decreasing
sequence bounded below by maxK f . Assume that a > maxK f . By the previous Lemma
2.4 we can find a large enough integer n0 such that a > fn0(y) for every y ∈ K, which is
a contradiction to the definition of a. 
Corollary 2.6 The set of all A-boundaries coincides with the set of all A
↓
-boundaries,
i.e.,
bA = bA↓ and SˇA = SˇA↓ .
3 Minimal boundary and peak points
In this section we discuss the relation between the Shilov boundary and peak points based
on the main result of Bishop in [Bis59]. As before, let A always be a subfamily of upper
semi-continuous functions on a compact Hausdorff space K.
Definition 3.1
(1) We denote by BA the set of all (possibly non-closed) boundaries for A (recall Defi-
nition 1.4).
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(2) If there exists a subset mA in BA such that mA is contained in every boundary for
A, then this set will be called the minimal boundary for A.
(3) A point x ∈ K is called peak point for A if there is a function f ∈ A such that
S(f) = {x}. We say that f peaks at x. We denote by PA the set of all peak points
for A.
The sets mA, PA and SˇA are possibly empty. If mA is non-empty, it is not necessarily
closed, while SˇA is by definition always a closed subset of K. The following examples show
that the sets mA, SˇA and PA may differ or might be empty.
Example 3.2 (1) We enumerate the subset L = [0, 1] ∩ Q of K = [0, 1] by a sequence
(xn)n∈N. For the subclass A = {χ{xn} : n ∈ N} of upper semi-continuous functions on K,
we have that PA = mA = L ( SˇA = [0, 1].
(2) There exists a separating Banach algebra of continuous functions on a compact set
with no minimal boundary.
There exists a Banach algebra of continuous functions on a compact set such that the
minimal boundary is an open non-empty set. For both examples we refer to [Bis59].
(3) By Example 1.5 (1) we can see that there is a subclass A of USC(K) such that SˇA,
PA and mA are all empty.
Remark 3.3 Given f ∈ USC(K) define A′ := A ∪ {f}. The existence of mA does not
imply the existence of mA′ in general. To see this consider A = {χ{0}} and f = χ{−1,1} on
the interval [−1, 1]. Even though mA = {0}, mA′ does not exist. On the other hand it is
easy to verify that, if we choose f which peaks at some point x ∈ K, then mA′ = mA∪{x}.
We give some properties and relations between the above defined sets.
Proposition 3.4
(1) The set PA lies in every A-boundary S from BA. If PA is itself an A-boundary, then
it is exactly the minimal boundary mA.
(2) The inclusions PA ⊂ mA ⊂ SˇA hold whenever mA exists.
(3) SˇA = mA, if mA exists.
(4) Let A1 ⊂ A2 ⊂ USC(K). Then we have the following inclusions,
BA2 ⊂ BA1 and PA1 ⊂ PA2 .
If mA1 and mA2 exist, then mA1 ⊂ mA2 .
(5) Let A =
⋃
j∈J Aj, where Aj are subsets of USC(K). Then PA =
⋃
j∈J PAj . If mAj
exists for every j ∈ J , then mA exists and mA =
⋃
j∈J mAj .
Proof.
(1) Let x ∈ PA and f ∈ A such that f peaks at x. Given an A-boundary S, it is clear that
S ∩ S(f) = {x}. In particular, the point x lies in S. This yields the inclusion PA ⊂ S.
Now if PA lies in BA, then by the previous discussion and by the definition of the minimal
boundary for A, we have that PA = mA.
(2) Since mA ∈ BA and by the previous property (1), we obtain that PA ⊂ mA. Since
mA is the smallest A-boundary, mA ⊂ S for every S ∈ bA. Hence, mA ⊂ SˇA.
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(3) Since SˇA is closed and mA ⊂ SˇA by the previous point (2), mA is a subset of SˇA. On
the other hand, mA is contained in BA, and therefore mA is a closed A-boundary. By
definition this means that SˇA ⊂ mA. Hence, mA = SˇA.
(4) This inclusions follow immediately from the definitions of the corresponding sets.
(5) The identity PA =
⋃
j∈J PAj is obvious. We show that m :=
⋃
j∈J mAj is a minimal
A-boundary. Pick an arbitrary function f ∈ A. Then f ∈ Aj for some index j ∈ J . By
assumption mAj is a minimal boundary for Aj. Thus, we obtain that
∅ 6= S(f) ∩mAj ⊂ S(f) ∩m.
But this implies that m ∈ BA. Now let S be an arbitrary A-boundary. By point (4) we
have that S ∈ BA ⊂ BAj for every j ∈ J . Then mAj ⊂ S for all j ∈ J and, thus, m ⊂ S.
This shows the minimality of m, so mA = m. 
In what follows, we present some Bishop-type theorems for subclasses of upper semi-
continuous functions on a metrizable compact space K.
Definition 3.5
(1) A topological space K is metrizable if it has a metric which induces the given topol-
ogy. In this case its topology admits a countable base.
(2) A subset B of C(K) is separating or separating points of K if for every x, y ∈ K there
exists a function f ∈ B such that f(x) 6= f(y).
(3) Given a subclass A of USC(K), it is strictly separating or strictly separating points
of K if for every x, y ∈ K there exist functions f1, f2 ∈ A such that f1(x) > f1(y)
and f2(x) < f2(y).
We recall Bishop’s theorem. Further generalizations can be found in [Sic62], [Dal71]
and [Hon88].
Definition 3.6 For B being a subset of C(K) we use the same simplification of notations
as in Remark 1.7 above. Namely, we write BB, mB and PB instead of Blog |B|, mlog |B| and
Plog |B|, respectively.
Theorem (Bishop, [Bis59]) Let K be a compact metrizable Hausdorff space and B a
separating uniform subalgebra of C(K). Then the minimal boundary of B exists and is
exactly the set of all peak points for B.
Corollary 3.7 Suppose B is a union of separating uniform subalgebras (Bj)j∈J of C(K),
where K is a metrizable compact Hausdorff space. Then mB exists and
mB = PB and SˇB = PB.
Proof. By Bishop’s theorem mBj exists and coincides with PAj for every j ∈ J . By
Proposition 3.4 (5), we obtain that mB is the minimal boundary for B and
PB =
⋃
j∈J
PBj =
⋃
j∈J
mBj = mB.
The identity SˇB = PB follows now from Proposition 3.4 (3). 
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For closed cones of upper semi-continuous functions, i.e., for cones A having the prop-
erty A
↓
= A, we are able to obtain another Bishop type theorem. The proof is nearly
the same as in Theorem 1 in [Bis59]. A similar result for subfamilies of non-negative
continuous functions was already obtained by Siciak in [Sic62] (see Theorem 3).
Theorem 3.8 Let K be a metrizable compact Hausdorff space. Let A be a closed cone
in USC(K) containing real constants and strictly separating points of K. Then mA exists
and coincides with the set of all peak points for A; i.e.,
mA = PA and SˇA = PA.
Proof. In view of Proposition 3.4 (1) and (2), we only need to show that PA is a non-empty
A-boundary or, equivalently, PA ∩ S(f) 6= ∅ for every f ∈ A.
Fix a function f ∈ A. Denote by Γ the set of all peak sets for A, i.e.,
Γ := {γ ⊂ K : ∃ fγ ∈ A such that S(fγ) = γ}.
Let S be the set of subsets Γ˜ of Γ which contain S(f) and which have the finite intersection
property (fip), i.e., for every finite family {γi}i∈I of elements in Γ˜ its intersection
⋂
i∈I γi
is non-empty. Let (Γ˜j)j∈J be a totally ordered set in S. We infer that U :=
⋃
j∈J Γ˜j is an
upper bound for elements in (Γ˜j)j∈J and that it is contained in S. Indeed, it is obvious
that U bounds all elements of (Γ˜j)j∈J and that S(f) lies in U . Let {γi}∈I be a finite family
in U . Since (Γ˜j)j∈J is totally ordered, there is an index j0 ∈ J such that γi ∈ Γ˜j0 for every
i ∈ I. But Γ˜j0 has the (fip). Therefore,
⋂
i∈I γi is non-empty. This implies that U has the
(fip) and, thus, it is contained in S. By Zorn’s Lemma S has a maximal element Γ0. It
contains S(f), has the (fip) and no larger subset of Γ has the (fip).
Since all the sets in Γ0 are closed (see Proposition 1.6 (2)), the set K is compact and
Γ0 has the (fip), it follows that the set D :=
⋂
γ∈Γ0
γ is closed and non-empty. The set
K \D is covered by open sets K \ γ, where γ ∈ Γ0. Since K and, therefore, also K \D
are metrizable, we can choose a countable sequence (γn)n∈N of sets γn in Γ0 such that
D =
⋂
n∈N γn.
Let x0 be a point in D. Then the functions fn := fγn − fγn(x0) fulfill fn ∈ A, S(fn) =
S(fγn) = γn, fn ≤ 0 on K and fn(x0) = 0.
Define g as the function g :=
∑∞
n=1 fn. Since g is a limit of a decreasing sequence of
functions
∑k
n=1 fn in A, and since A is closed, we deduce that g(x0) = 0, g ≤ 0 on K and
that g is contained in A. In addition, if x ∈ K \ γn, then fn(x) < 0. This implies that g
can not attain a maximum on K in x because g(x) < 0 and g(x0) = 0. Therefore, g can
only attain maximal values on K in γn, i.e., S(g) ⊂ γn. Since this inclusion holds for all
n ∈ N, we have that S(g) is a subset of D.
We claim that S(g) contains only a single point, namely x0. If this is true, x0 is a
peak point for A. Then by the construction of g and the definition of D we have that
x0 ∈ S(g) ⊂ D ⊂ S(f). But this means that x0 ∈ PA∩S(f). In particular, the intersection
PA∩S(f) is non-empty. Since f is an arbitrary function in A, it follows from the definition
that PA is an A-boundary which implies that mA ⊂ PA.
It remains to proof the claim above that S(g) consists only of a single point. Assume
that this is false so that S(g) contains more than a single point. Since A separates the
points of K, there is a function h in A and a point x1 ∈ S(g) such that h(x1) = max
S(g)
h = 0
and h is not constant on S(g). Then the set E := {x ∈ S(g) : h(x) = 0} is a proper closed
subset of S(g) containing x1.
Consider the sets Tn := {x ∈ K : h(x) ≥ 1/n}, where n ∈ N. These sets are closed and
disjoint from S(g). This means that g < 0 on Tn for every n ∈ N. Hence, for each n ∈ N
we can choose a large enough constant cn ∈ N such that max
Tn
{h+ cng} < 0. Recall that g
is non-negative on K.
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Define the function ϕ by ϕ := h +
∑∞
n=1 cng. Since ϕ is the limit of a decreasing
sequence of functions h +
∑k
n=1 cng ∈ A, it also lies in A. For a point x ∈ K \
⋃
n Tn we
have that h(x) ≤ 0 and g(x) ≤ 0 and therefore ϕ(x) ≤ 0. In addition, on Tj it holds that
ϕ = h+
∞∑
n=1
cng ≤ max
Tj
{h+ cjg}+
∞∑
n=1,n 6=j
cjg < 0.
This implies that x1 ∈ S(ϕ) because ϕ(x1) = 0 and ϕ ≤ 0 on K. Moreover, we have
that S(ϕ) ∈ Γ and x1 ∈ S(g) ∩ S(ϕ). We assert that S(ϕ) ∈ Γ0. To show this, we set
Γ1 := Γ0 ∪ {S(ϕ)}. Since S(g) ⊂ D, we have that
∅ 6= S(g) ∩ S(ϕ) ⊂ S(ϕ) ∩D ⊂ S(ϕ) ∩ γ
for every γ ∈ Γ0. Together with the (fip) of Γ0 it follows that Γ1 ∈ S. Since Γ0 ⊂ Γ1 and
by the maximality of Γ0, we conclude that Γ0 = Γ1 and, thus, S(ϕ) ∈ Γ0.
Therefore, S(g) ⊂ D ⊂ S(ϕ), since D =
⋂
γ∈Γ0
γ. Recall that S(g) \ E 6= ∅. Now if
x ∈ S(g) \ E, we have that g(x) = 0 but h(x) < 0 and thus ϕ(x) < 0. Hence, S(g) \ E
and S(ϕ) are disjoint, which is a contradiction to S(g) ⊂ S(ϕ). Finally, we have shown
that mA is contained in PA. 
Since the families of functions we will define later do not form cones, we need another
peak point theorem.
Definition 3.9 Let A be a subclass of upper semi-continuous functions on K and let Θ be
a subset of non-negative continuous functions on K with the following property: for each
x ∈ K and each closed subset S of K with x /∈ S there exists a function ϑ ∈ Θ such that
S(ϑ) = {x} and ϑ vanishes on S. We say that a function f ∈ A is a strictly-A-function
with respect to Θ if for every ϑ ∈ Θ there is a number ε0 > 0 such that f + εϑ ∈ A for
every ε ∈ (−ε0, ε0). The subfamily of A consisting of all strictly-A-functions with respect
to Θ is denoted by A[Θ].
Theorem 3.10 Let A be a subclass of upper semi-continuous functions on K. Suppose
that there exist a subclass Θ as in the previous definition and a positive function ω ∈ A[Θ]
such that A+ {εω} ∈ A[Θ] for every positive number ε > 0. Then SˇA = PA ∈ bA.
Proof. First, observe that PA[Θ] is non-empty. Indeed, the function ω attains its maximum
on K, say at a point x0 ∈ K. Pick a function ϑ ∈ Θ with S(ϑ) = {x0}. Then there is a
positive number δ > 0 such that ω + δϑ lies in A. But then 2ω + δϑ is in A[Θ] by the
assumption made on ω. Moreover, S(2ω + δϑ) = {x0} and, thus, x0 ∈ PA[Θ].
The set PA[Θ] is a subset of SˇA[Θ]. We show that S := PA[Θ] is a boundary for the class
A[Θ]. If not, there exists a function f ∈ A[Θ] such that maxK f > maxS f . For a small
enough number ε0 > 0 we have that maxK g > maxS g, where g := f + ε0ω. Then there
exists a point x1 ∈ K \ S such that g(x1) = maxK g. Let θ be a function from Θ such
that S(θ) = {x1} and θ vanishes on S. In particular, θ(x1) > 0. Then for a small enough
number ε1 > 0 the function f+ε1θ is in A. Hence, the function h := g+ε1θ = f+ε1θ+ε0ω
lies in A[Θ] and fulfills S(h) = {x1}. Thus, x1 ∈ PA[Θ] ⊂ S. But this contradicts to
max
S
h = max
S
g < max
K
g = g(x1) < h(x1) ≤ max
S
h.
Therefore, SˇA[Θ] is contained in S. Altogether, we have that PA[Θ] = SˇA[Θ].
Let f be an arbitrary function from A. Then the sequence (fn)n∈N of functions fn :=
f + (1/n)ω in A[Θ] decreases to f . This implies that A lies in the closure of A[Θ]. Since
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A[Θ] lies in A and in view of Corollary 2.6, we have that bA = bA[Θ] and SˇA[Θ] = SˇA.
Finally, the proof is done due to the following inclusions,
SˇA = SˇA[Θ] = PA[Θ] ⊂ PA ⊂ SˇA.

4 q-plurisubharmonic and q-holomorphic functions
We give a short overview of what is known about q-plurisubharmonic and q-holomorphic
functions.
Definition 4.1 Let U be an open set in CN and u : U → [−∞,∞) be an upper semi-
continuous function on U , i.e., {z ∈ U : u(z) < c} is open for every c ∈ R. Let q ∈
{0, 1, . . . , N−1}.
(1) The function u is called subpluriharmonic on U if for every ball B ⋐ U and every
function h which is pluriharmonic in a neighborhood of the closure of B and fulfills
u ≤ h on bB one has that u ≤ h on B.
(2) The function u is called q-plurisubharmonic in U if it is subpluriharmonic in U ∩ π
for every (q+1)-dimensional complex affine plane π ⊂ CN .
(3) By PSHq(U) we denote the set of all q-plurisubharmonic functions on U . If q is an
integer with q ≥ N , we simply define PSHq(U) := USC(U).
(4) Given a compact set K in CN the set PSHq(K) denotes the set of all functions
v ∈ USC(K) which have an q-plurisubharmonic extension into an open neighborhood
of K, i.e., there exists an open neighborhood U of K and a function u ∈ PSHq(U)
such that u|K = v.
(5) We set APSH0q(K) := PSHq(intK) ∩ C(K).
We give a overview of the basic properties of q-plurisubharmonic functions although
we might not use them explicitly in the following sections. We refer to [Die06], [HM78],
[Slo86], [Slo84] and [PZ13] for details and further properties.
Proposition 4.2 Let U be an open set in CN .
(1) The 0-plurisubharmonic functions are the classical plurisubharmonic functions.
(2) PSH0(U) ⊂ PSH1(U) ⊂ . . . ⊂ PSHN−1(U) ⊂ USC(U)
(3) Given c ≥ 0 and two functions u ∈ PSHq(U) and v ∈ PSHr(U),
cu ∈ PSHq(U), max{u, v} ∈ PSHmax{q,r}(U),
u+ v ∈ PSHq+r(U), min{u, v} ∈ PSHq+r+1(U).
(4) The C2-smooth function u lies in PSHq(U) if and only if its complex Hessian
(uzk z¯ℓ)k,ℓ=1...,N has at least N−q non-negative eigenvalues at each point in U .
(5) Let uj be qj-plurisubharmonic functions, j = 1, . . . , k. If χ : R
k → R is a C2-
smooth convex function which is non-decreasing in each variable, then the composi-
tion χ(u1, . . . , uk) is a q˜-plurisubharmonic function with q˜ = q1 + . . .+ qk.
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(6) If ψ ∈ PSHq(U), then ψ◦h ∈ PSHq(W ) for every holomorphic mapping h :W → U ,
where W is an open set in Cn.
(7) If (un)n∈N is a decreasing sequence of functions in PSHq(U), then the limit lim
n→∞
un
lies in PSHq(U).
(8) Let {uj}j∈J be a locally bounded family of functions in PSHq(U). Then u
⋆ =(
supj uj
)⋆
lies in PSHq(U). Here, u
⋆ means the upper semi-continuous regularization
of u, i.e., u⋆(z) := lim supζ→z,ζ∈U u(ζ) for z ∈ U .
(9) Let V be an open subset of U . Let v ∈ PSHq(V ) and u ∈ PSHq(U) such that
lim supζ→z,ζ∈V v(ζ) ≤ u(z) for every z ∈ U ∩ bV . Then we have that
ϕ =
{
u on U \ V
max{u, v} on V
}
∈ PSHq(U).
(10) Let q<N and U ⋐ CN . Then every function u ∈ PSHq(U) ∩ USC(U) satisfies the
maximum principle, i.e.,
max
U
u = max
bU
u.
Proof. The properties (1) and (2) follow directly from the definition. Regarding (3), it
is not hard to verify that cu ∈ PSHq(U) and max{u, v} ∈ PSHmax{q,r}(U). The proofs
of the properties u + v ∈ PSHq+r(U) and min{u, v} ∈ PSHq+r+1(U) can be found in
[Slo84]. For the proofs of (4), (9) and (10) we refer to [HM78]. The proofs of (5) and (6)
can be found in, e.g., [PZ13]. The properties (7) and (8) are easy to verify. 
A generalization of holomorphic functions is given by the so called q-holomorphic func-
tions which were already studied by, e.g., Basener in [Bas76] and [Bas78] and Hunt and
Murray in [HM78].
Definition 4.3 Let U be an open set in CN .
(1) Given an integer q ≥ 0, the set of q-holomorphic functions on U is defined by
Oq(U) := {f ∈ C
2(U) : ∂f ∧ (∂∂f)q = 0}.
(2) Let K be a compact set in CN . The set Oq(K) denotes the set of all continuous
functions f on K which have a q-holomorphic extension into an open neighborhood
of K, i.e., there exist an open neighborhood U of K and a function F ∈ Oq(U) such
that F |K = f .
(3) We define Aq(K) := Oq(intK) ∩ C(K).
The next proposition is a collection of properties of q-holomorphic functions.
Proposition 4.4 Let again U be an open set in CN .
(1) The 0-holomorphic functions are the usual holomorphic functions.
(2) If q ≥ N , then Oq(U) = C
2(U).
(3) O(U) ⊂ O1(U) ⊂ . . . ⊂ ON−1(U) ⊂ ON (U) = C
2(U)
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(4) A function f ∈ C2(U) lies in Oq(U) if and only if
rank

fz¯1 · · · fz¯N
fz1z¯1 · · · fz1z¯N
...
. . .
...
fzN z¯1 · · · fzN z¯N
 ≤ q on U.
(5) If f ∈ Oq(U), g ∈ Or(U), λ ∈ C and m ∈ N, then
fm, λf ∈ Oq(U) and fg, f + g ∈ Oq+r(U).
(6) If W is an open set in Cn, f ∈ Oq(W ) and h : U →W a holomorphic mapping, then
f ◦ h ∈ Oq(U).
(7) If f ∈ Oq(U) and h is a complex valued holomorphic function defined in the neigh-
borhood of the image of f , then h ◦ f ∈ Oq(U).
(8) If q < N , then every function f ∈ Oq(U) admits the local maximum modulus prin-
ciple, i.e., for every relatively compact set D ⋐ U we have that
max
D
|f | = max
bD
|f |.
(9) If f ∈ Oq(U), then Ref and log |f | lie in PSHq(U).
Proof. The statements (1), (2) and (3) follow from definition. The proofs of (4), (5), (6),
(7) and (8) can be found in [Bas76]. (9) has been proven in [HM78].

We give some examples of q-holomorphic functions, which can be also found in [Bas76].
Example 4.5 (1) Every pluriharmonic or anti-holomorphic function is 1-holomorphic.
(2) If V is a complex submanifold of U , then every restriction of a function f ∈ Oq(U) to
V lies in Oq(V ) because the inclusion mapping i : V →֒ U is holomorphic.
(3) If there are local coordinates z1, . . . , zN such that a given C
2-smooth function depends
holomorphically in N−q variables z1, . . . , zN−q, then g is q-holomorphic.
(4) Let h = (h1, . . . , hq) be a holomorphic mapping from U into C
q and V := {z ∈ U :
h(z) = 0}. Then
χm,V =
1
1 +m(h21 + . . . + h
2
q)
lies in Oq(U) for every m ∈ N due to the previous property (3). The sequence (χm,V )m∈N
decreases to the characteristic function χV of V in U .
(5) Let L be an affine complex plane in CN of codimension q ∈ {0, . . . , N − 1} and let U
be an open set in CN . Consider a function h ∈ C2(U) which is holomorphic on U ∩L′ for
every parallel copy L′ of the plane L. Then by property (3) above the function h lies in
Oq(U).
The last example leads to another subfamily of q-holomorphic functions which will
serve later for the characterization of the Shilov boundary of bounded convex domains.
Definition 4.6 Let U be an open set and K be a compact set in CN . Let L be an affine
complex plane of codimension q ∈ {0, . . . , N − 1}.
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(1) We denote by O(L,U) the set of functions described in the last example, part (5).
(2) The class Oπq (U) is the union of all sets O(L,U), where L varies among all affine
complex planes in CN of codimension q.
(3) The set O(L,K) will mean the set of all continuous functions f on K such that there
exist a neighborhood U of K and a function F ∈ O(L,U) with F |K = f . The class
Oπq (K) is then the union of all sets O(L,K), where L again varies among all affine
complex planes of codimension q.
(4) We set A(L,K) := O(L, intK) ∩ C(K) and Aπq (K) := O
π
q (intK) ∩ C(K).
We have the following properties for this new class of functions.
Proposition 4.7 Let U,K,L and q be as in the previous Definition 4.6. Then we have
the following properties.
(1) Oπq (U) ⊂ Oq(U)
(2) Oπ0 (U) = O0(U) ⊂ O
π
1 (U) ⊂ . . . ⊂ O
π
N−1(U) ⊂ C
2(U)
(3) The family A(L,K) and the uniform closure of O(L,K) are uniform subalgebras of
C(K).
Proof. Property (1) follows from Example 4.5 (5). The inclusions in point (2) follow di-
rectly from the definition. The statement in point (3) is easy to verify, since the uniform
limit of a sequence of holomorphic functions remains holomorphic. 
5 Shilov boundary for q-plurisubharmonic functions
We first prove the existence of the Shilov boundary for the subclasses of q-plurisubharmonic
functions defined in the previous section.
Proposition 5.1 Let U ⊂ CN be open, K ⊂ CN be compact and L be a complex plane
in CN of codimension q ∈ {0, . . . , N − 1}. Then we have the following properties.
(1) Recall that log |B| = {log |f | : f ∈ B} for a subfamily B of complex-valued continuous
functions. Then
log |O0(U)| ⊂ log |O(L,U)| ⊂ log |O
π
q (U)| ⊂ log |Oq(U)| ⊂ PSHq(U).
(2) For the respecting Shilov boundaries we have that
SˇO0(K) ⊂ SˇOq(L,K) ⊂ SˇOπq (K) ⊂ SˇOq(K) ⊂ SˇPSHq(K) ⊂ bK
and SˇA0(K) ⊂ SˇAq(L,K) ⊂ SˇAπq (K) ⊂ SˇAq(K) ⊂ SˇAPSH0q(K) ⊂ bK.
(3) Let B ∈ {O0(K), O(L,K), O
π
q (K), Oq(K), PSHq(K)}. Then
PB = SˇB ∈ bB and PPSHq(K) = SˇPSHq(K) ∈ bPSHq(K)
(4) Let B ∈ {A0(K), A(L,K), A
π
q (K), Aq(K), APSH
0
q(K)}. Then
PB = SˇB ∈ bB.
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Proof. (1) This follows from Example 4.5 (5) and Proposition 4.4 (9).
(2) This is a consequence of part (1), Proposition 1.6 (6), Remark 1.7, Proposition 4.2 (10)
and Corollary 2.6 together with the following fact: If f is a function from Aq(K), then the
functions ψn := max{log |f |,−n}, n ∈ N, define a sequence of functions from APSHq(K)
decreasing to log |f |. Thus, log |Aq(K)| lies in APSHq(K)
↓
. Thus, SˇAq(K) is contained in
SˇAPSHq(K).
(3) Let A ∈ {log |B|,PSHq(K)}. It is obvious that A0 := log |O0(K)| generates the
topology of K. By Proposition 4.4 (5), (9) and Proposition 4.2 (3) we deduce that the
set A is a scalar cone such that log |O0(K)|+A ⊂ A. Then it follows from Theorem 1.10
that SˇA is an A-boundary, so SˇA ∈ bA.
If B = O0(K) or B = O(L,K), we can directly apply Bishop’s Theorem to the Banach
subalgebras B in order to obtain PB = SˇB = SˇB.
Let Lq be the set of all complex planes of codimension q in C
N . By Proposition 1.6
(6), Bishop’s Theorem and Proposition 3.4 (4) we conclude that
SˇOπq (K) =
⋃
L′∈Lq
SˇO(L′,K) =
⋃
L′∈Lq
PO(L′,K) ⊂ P
⋃
L′∈Lq
O(L′,K) ⊂ POπq (K)
⊂ SˇOπq (K).
Given a function f ∈ Oq(K) let Bf be the uniform algebra in C(K) generated by f
and O0(K). It follows from Proposition 4.4 (5) that this is really an algebra. We set
M :=
⋃
f∈Oq(K)
Bf . Then we have the inclusions Oq(K) ⊂ M ⊂ Oq(K) and, thus,
SˇM = SˇOq(K) = SˇOq(K). Now by Proposition 3.7 we obtain that
SˇOq(K) = SˇM = PM ⊂ POq(K) ⊂ SˇOq(K) = SˇOq(K).
Hence, for B ∈ {Oπq (K),Oq(K)} we have that PB = SˇB.
Let A = PSHq(K) and let Θ be the set of all non-negative C
2-smooth functions on
CN with compact support. Then A[Θ] forms the so-called strictly q-plurisubharmonic
functions on K. To see our final identity PA = SˇA we just have to apply Theorem 3.10
to the set A and to the function ω(z) := 1 + |z|2, z ∈ CN .
(4) By setting again A0 := log |O0(K)| and by the same reasons as in the first part of the
previous point (3), we can deduce that the Shilov boundary for the class B exists.
Since the families A0(K) and A(L,K) are uniform subalgebras of C(K) we can apply
Bishop’s thereom in order to obtain the corresponding peak point property.
The family Aπq (K) is the union of uniform algebras of the form A(L
′,K), where L′
varies among all complex planes L′ of codimension q. For given f ∈ Aq(K) the family Af
denotes the uniform closure of the algebra generated by f and A0(K). The family Aq(K)
is then exactly the union of all such families Af , where f ∈ Aq(K). Then by the same
arguments as in the middle part of the previous point, we obtain peak point properties
for the families Aπ(K) and Aq(K).
The last peak point property for the class APSH0q(K) is again due to Theorem 3.10
by using ω(z) := 1 + |z|2, z ∈ CN .

For certain subfamilies of q-plurisubharmonic or q-holomorphic functions we are already
able to classify the Shilov boundary.
Remark 5.2 (1) Let K be a compact set in CN . Then the Shilov boundary for the family
A := PSHq(intK) ∩ USC(K)
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of all q-plurisubharmonic functions on the interior of K which are upper semi-continuous
up to the boundary K is exactly the whole boundary of K. Indeed, by the maximum
principle (Proposition 4.2 (10)), the Shilov boundary for A is contained in the boundary
of K. On the other hand, pick a point x in the boundary of K. Then the characteristic
function χ{x} of the set {x} in K lies in A. Moreover, it peaks at x. Hence, we have that
the whole boundary of K is the set PA. Since this set lies in the Shilov boundary for A,
we conclude that SˇA = bK.
(2) The following function f from Example 5 in [Bas76] is (N − 1)-holomorphic on
CN \ {0} and has an isolated non-removable singularity at the origin,
f(z) =
z¯1 + . . . + z¯N
|z1|2 + . . . + |zN |2
.
Let p be a boundary point of a compact set K in CN and let (pn)n∈N be a sequence
of points pn /∈ K which converges to p outside K. For n ∈ N consider the function
fn(z) := f(z − pn), which is (N − 1)-holomorphic on C
N \ {pn}. Now if n tends to +∞,
the absolute values |fn(p)| tend to +∞. Hence, for every small enough neighborhood U
of p there is an index n ∈ N such that U contains pn and |fn| attains its maximum on K
only inside the set U ∩K. By the definition of the Shilov boundary, the set U intersects
SˇON−1(K). Since U was an arbitrary small neighborhood of p, the point p itself is contained
in SˇON−1(K). Therefore, the whole boundary bK of K is contained SˇON−1(K). Now the
local maximum modulus principle in Proposition 4.4 (8) yields
SˇON−1(K) = bK.
In the next statement we compare the Shilov boundary for subclasses of q-holomorphic
functions defined on subspaces of different dimensions. Some ideas of its proof are similar
to the arguments given in the proof of Theorem 3 in [Bas78].
Proposition 5.3 Let K be a compact set in CN which admits a Stein neighborhood
basis. Given a complex plane L of codimension q ∈ {0, . . . , N − 1} it holds that
SˇO(K∩L) = SˇO(L,K) ∩ L.
Proof.
Observe thatK∩L is non-empty if and only if SˇO(L,K)∩L is non-empty. Indeed, assume
that K∩L is non-empty, but L does not intersect S0 := SˇO(L,K). For n ∈ N let χn := χn,L
be the functions from the part (4) of Example 4.5. It is obvious that χn ∈ O(L,K), since
it is constant on each plane of codimension q parallel to L. Recall that χn decreases to
the characteristic function of L. Then for large enough integer n ∈ N, we can arrange that
max
K
χn ≥ max
K∩L
χn > max
S0
χn,
which is a contradiction to the definition of the Shilov boundary for the class O(L,K). The
other direction is obvious, because SˇO(L,K) is a non-empty subset of K due to Proposition
5.1 (3).
We continue by proving the inclusion SˇO(K∩L) ⊂ SˇO(L,K) ∩ L. Let again be S0 :=
SˇO(L,K). We have to show that maxK∩L |f | = maxS0∩L |f | for every function f ∈ O(K∩L).
Pick an arbitrary function f ∈ O(K∩L). Then f ∈ O(U ∩L) for some open neighborhood
U of K. Since K has a Stein neighborhood basis, we can assume that U is pseudoconvex.
Let F be a holomorphic extension of f to the whole of U . Then Fn := F ·χn,L ∈ O(L,K)
for every n ∈ N. Furthermore, we have that
max
K∩L
|f | = lim
n→∞
max
K
|Fn| = lim
n→∞
max
S0
|Fn| = max
S0∩L
|f |.
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By the definition it means that SˇO(K∩L) is contained in S0 ∩ L. For the other inclusion,
take a point p ∈ L ∩ PO(L,K). Then there is a peak function f in O(L,K) such that
{z ∈ K : |f(z)| = maxK |f |} = {p}. It is easy to see that g = f |L lies in O(K ∩ L) and
that {z ∈ K ∩ L : |g(z)| = maxK∩L |g|} = {p}, because p ∈ K ∩ L. Thus, p is also a peak
point for O(K ∩ L). We obtain that
L ∩ PO(L,K) ⊂ PO(K∩L) ⊂ SˇO(K∩L) = SˇO(K∩L).
Together with Proposition 5.1 (3) we conclude that
L ∩ SˇO(L,K) = L ∩ PO(L,K) ⊂ SˇO(K∩L).

6 Generalization of Bychkov’s theorem
In [Byc81], S.N.Bychkov gave a characterization of the Shilov boundary for bounded con-
vex domains D ⊂ CN . Our goal in this section is to generalize this theorem to Shilov
boundaries for subclasses of q-plurisubharmonic and q-holomorphic functions (see Theo-
rem 6.19 below).
First, we introduce one more subclass of continuous functions which is usually used
when working with the classical Shilov boundary for holomorphic functions. Namely,
given a compact set K in CN , the set A0(K) := O0(int(K)) ∩ C(K) forms a uniform
subalgebra of C(K).
We recall the main result of Bychkov’s article [Byc81].
Theorem 6.1 (Bychkov, 1981) Let D be a bounded convex open set in C2. A bound-
ary point p ∈ bD is not in SˇA0(D) if and only if there is a neighborhood U of p in bD such
that U consists only of complex points (see Definition 6.7).
Remark 6.2 If D ⋐ CN is a bounded convex domain, it is easy to verify that D has a
Stein neighborhood basis and that
SˇAπq (D) = SˇOπq (D), SˇAq(D) = SˇOq(D) and SˇAPSH0q(D) = SˇPSH0(D)∩CD.
We recall some definitions from convexity theory given in Bychkov’s aricle [Byc81]. We
also mainly use his notations.
Definition 6.3
(1) A set K ⊂ Rm is called convex if for every two points x1, x2 contained in K the
segment [x1, x2] = {(1− t)x1 + tx2 : 0 ≤ t ≤ 1} also lies in K. The dimension of the
smallest (real) plane containing K is the dimension of K.
(2) Let K be a convex body, i.e., a compact convex set with non-empty interior, and let
p a boundary point of K. Every hyperplane H in Rm splits the space Rm into two
halfspaces H+ and H−. The hyperplane H is then said to be supporting for K at p
if H contains p and K lies in one of the closed halfspaces H ∪H+ or H ∪H−.
(3) A subset of the boundary bK of K which results from an intersection of K with
supporting hyperplanes is called a face of K. A face is again a lower dimensional
convex set. The empty set and K itself are also considered to be faces. A face of a
face of K does not need to be a face of K. The arbitrary intersection of faces of K
is again a face of K.
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Remark 6.4 Given a convex bodyK, there exists a unique minimal face F1 = Fmin(p,K)
of F0 := K in the boundary of K containing the point p. It can be defined as the
intersection of K and all supporting hyperplanes for K at p. Then there are two options
for p: either it is an inner point of the convex body F1 or it lies on the boundary of F1.
In the second case, the point p might again lie either in the interior of the minimal face
F2 = Fmin(p, F1) of F1 or in the boundary of F2. Inductively, we obtain a finite sequence
(Fj)j=0,...,j(p) of convex bodies Fj in K of dimension mj such that Fj+1 = Fmin(p, Fj) ⊃ Fj
for each j ∈ {0, . . . , j(p) − 1} and such that either, if mj(p) > 0, the point p is an interior
point of Fj(p), or, if mj(p) = 0, the minimal face Fj(p) consists only of the point p.
Definition 6.5 The convex body Fp(K) := Fj(p) obtained in Remark 6.4 above will be
called the face essentially containing p. It is contained in a plane Ep(K) of dimension
mj(p) which admits Ej(p) ∩K = Fj(p).
Example 6.6 Let ∆ be the unit disc in R2 and consider the setK = ∆∪([−1, 1]×[−1, 0]).
It is a convex body in R2. The plane π1 = {1}×R is the only supporting hyperplane of K
at p = 1 in R2. Thus, the minimal face of K containing p is the segment F1 = π1 ∩K =
{1} × [−1, 0]. The point p lies in the boundary of F1 in {1} × R. Then the set π2 := {1}
is the only supporting hyperplane of F1 at p in {1} × R. Hence, the minimal face of F1
having p inside is the set F2 = π2 ∩K = {p}. Therefore, the face essentially containing p
is the set F2 = {1}.
In the following, let D be always a bounded convex domain in CN .
Definition 6.7 Let p ∈ bD and let ECp (D) be the largest complex plane inside Ep(D)
passing through p. We define ν(p) to be the complex dimension of ECp (D). If ν(p) = 0,
then Ep(D) is totally real and we say that the point p is real.
The set Πp(D) will denote the set of all complex planes π in C
N such that there exists
a domain G ⊂ CN with p ∈ G ∩ π ⊂ bD. If Πp(D) is not empty, then p is called complex.
We restate Lemma 2.5 in [Byc81] and its important corollary.
Lemma 6.8 If I ⊂ bD is an open segment containing p ∈ bD, then I ⊂ Fp(D).
Corollary 6.9 A boundary point p ∈ bD is either real or complex.
From this we can derive further consequences.
Corollary 6.10 If p ∈ bD is complex, then ECp (D) ∈ Πp(D).
Proof. Since p is complex, it can not be real due to the previous Corollary 6.9. Thus,
ECp (D) is not empty and the face essentially containing p can not be a single point. The
point p is then an inner point of the convex body Fp(D) in Ep(D). Hence, there is an open
ball B′ with center p inside Fp(D), and we can find an open ball B in C
N with center p
such that B ∩ Ep(D) = B
′. Then we obtain that
ECp (D) ∩B ⊂ Ep(D) ∩B = B
′ ⊂ Fp(D) ⊂ bD.
It follows now from the definition of Πp(D) that E
C
p (D) lies in Πp(D). 
Corollary 6.11 If π ∈ Πp(D), then π lies in E
C
p (D).
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Proof. Let G be an open neighborhood of p in CN such that p ∈ G ∩ π ⊂ bD. It follows
from Lemma 6.8 that p ∈ G ∩ π lies in Fp(D). Since G ∩ π is open in π, we have that π
is contained in Ep(D). Since π is a complex plane containing p and E
C
p (D) is the largest
complex plane inside Ep(D), we conclude that π lies in E
C
p (D). 
We specify complex points in the following way.
Definition 6.12 Given q ∈ {1, . . . , N − 1}, a complex point p is called q-complex if
ν(p) ≥ q.
The previous classifications can be reduced to the following simple observation.
Remark 6.13 A boundary point p in bD is q-complex if and only if there is a domain G
in CN and a complex plane of dimension at least q such that p ∈ G ∩ π ⊂ bD.
The next lemma asserts that a complex point p is a lower dimensional real point when
intersecting the convex body with a complex plane containing p transversal to ECp (D).
Lemma 6.14 Let p be a complex point in bD. Let π be a complex affine plane of codi-
mension ν(p) such that ECp (D) ∩ π = {p}. Then p is a real boundary point of D ∩ π.
Proof. If ν(p) = N−1, the statement is obviously true, since every boundary point of
D ∩ π is real.
Suppose that ν(p) ≤ N−2 and that the statement is false. Then by Corollary 6.9 the
point p is a complex boundary point of D ∩ π. By Corollary 6.10 there exist a domain
G ⊂ CN and a complex line L in π such that p ∈ G∩L ⊂ bD∩π ⊂ bD. Hence, L ∈ Πp(D).
By Corollary 6.11 the line L lies in ECp (D). But since E
C
p (D) ∩ π = {p} and L ⊂ π, it
follows that L = {p}, which is absurd. 
We generalize now Proposition 2.6 in [Byc81] which states that a real boundary point
always lies in the Shilov boundary for the class A0(D).
Proposition 6.15 If p ∈ bD, then p ∈ SˇOπ
ν(p)
(D).
Proof. By Corollary 6.9, p is either real or complex.
If p is real, then by Proposition 2.6 in [Byc81] and Remark 6.2 we have that
p ∈ SˇA0(D) = SˇO0(D) = SˇOπ0 (D)
.
Recall that it follows from definition that O0(D) = O
π
0 (D).
If p is complex, then there are a domain G and a ν(p)-dimensional complex plane π
such that p ∈ G∩ π ⊂ bD. Let L be a complex affine plane of codimension ν(p) such that
π ∩ L = {p}. Then, by Lemma 6.14, the point p is a real boundary point of the convex
body D ∩L. By Proposition 2.6 in [Byc81] and by Propositions 5.3 and 5.1 (2) we obtain
that
p ∈ SˇA0(D∩L) = SˇO0(D∩L) ⊂ SˇO(L,D) ⊂ SˇOπν(p)(D)
.

As a first consequence, we obtain a characterization of the Shilov boundary for the
family of (N − 1)-plurisubharmonic functions. Compare also Remark 5.2 (2).
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Corollary 6.16 The Shilov boundaries for the classesOπN−1(D), ON−1(D) and PSHN−1(D)
coincide with the topological boundary of D; i.e.,
SˇOπ
N−1(D)
= SˇON−1(D) = SˇPSHN−1(D) = bD.
Proof. If p ∈ bD, then p is real or complex and 0 ≤ ν(p) ≤ N − 1. Thus, the previous
proposition and Propositions 5.1 (2) and 4.2 (10) imply that
p ∈ SˇOπ
ν(p)
(D) ⊂ SˇOπ
N−1(D)
⊂ SˇON−1(D) ⊂ SˇPSHN−1(D) ⊂ bD.

We will need the following lemma.
Lemma 6.17 Let p ∈ bD and q ∈ {0, . . . , N − 2}. If there exists an at least (q + 1)-
dimensional complex analytic set in bD containing p, then p is not a peak point for the
class PPSHq(D). In particular, no (q + 1)-complex point can be contained in PPSHq(D).
Proof. This follows immediately from the local maximum principle for q-plurisubharmonic
functions on analytic sets (see Corollary 5.3 in [Slo86]). 
We are now able to generalize Bychkov’s theorem.
Definition 6.18 For q ∈ {1, . . . , N−1} denote by Γq(D) the set of all boundary points
of D which have a neighborhood U in bD such that U consists only of q-complex points.
Theorem 6.19 Let q ∈ {0, . . . , N − 2}. Then
SˇOπq (D)
= SˇOq(D) = SˇPSHq(D) = bD \ Γq+1(D).
Proof. If p ∈ bD \ SˇOπq (D), then there is a neighborhood U of p in bD such that
U ∩ SˇOπq (D) = ∅. Thus, if w ∈ U , then ν(w) ≥ q + 1 due to Proposition 6.15. This means
that U consists only of (q + 1)-complex points. Hence, p ∈ Γq+1(D). We conclude that
bD \ Γq+1(D) ⊂ SˇOπq (D).
On the other hand, if there is a neighborhood U of p in bD such that U contains only
(q + 1)-complex points, then, by Lemma 6.17, we obtain that U ∩ PPSHq(D) = ∅. This
implies that p /∈ PPSHq(D). Since, by Proposition 5.1 (3), the latter set coincides with
SˇPSHq(D), we obtain the other inclusion
SˇPSHq(D) ⊂ bD \ Γq+1(D).
In view of Proposition 5.1 (2) this completes the proof. 
Now we give an interesting observation following from the previous Theorem.
Remark 6.20 Given an integer q ∈ {1, . . . , N − 1} let ΓAq (D) be the set of all boundary
points p of D such that there exists a neighborhood U of p in bD so that for each point
z ∈ U there is a complex analytic set in U of dimension at least q containing z. Then
ΓAq (D) = Γq(D).
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Indeed, the inclusion Γq(D) ⊂ Γ
A
q (D) follows directly from the definition of these two sets
and the definition of q-complex points.
Now let p ∈ ΓAq (D). Then Lemma 6.17 and Proposition 5.1 (3) imply that p /∈
SˇPSHq−1(D). Thus, by Theorem 6.19 we have that p is contained in Γq(D). This shows
the other inclusion.
In the end of this section, we check for an analytic structure of the Shilov boundary of
q-plurisubharmonic functions on convex sets.
Theorem 6.21 Let q ∈ {1, . . . , N − 1} and assume that {z ∈ bD : ν(z) ≥ q + 1} is open.
If it is non-empty, then the following open part
Fq(D) := intbD
(
SˇPSHq(D) \ SˇPSHq−1(D)
)
of the Shilov boundary for PSHq(D) in bD locally admits a complex foliation by complex
q-dimensional planes in the following sense: for every point p ∈ Fq(D) there exists a
neighborhood U of p in bD such that for each z ∈ U there is a domain Gz in C
N and
a unique complex q-dimensional plane πz with z ∈ πz ∩ Gz ⊂ U . In the special case
q = N − 1, these complex (hyper-)planes are aligned parallelly.
Proof. We set ΓN := ∅. By Theorem 6.19 and by Corollary 6.16 we have that Fq(D) =
Γq(D)\Γq+1(D). If the set {z ∈ bD : ν(z) ≥ q+1} is open, then it coincides with Γq+1(D).
Thus,
Fq(D) = Γq(D) \ {z ∈ bD : ν(z) ≥ q + 1}.
Now if p is an arbitrary point from Fq(D), then there is a neighborhood W of p in Fq(D)
such that ν(z) = q for every point z ∈ W . Hence, the open set Fq(D) consists only of
exactly q-complex points. Then Corollaries 6.10 and 6.11 imply existence and uniqueness
of an open part of a complex q-dimensional plane πz = E
C
z (D) containing z and lying in
U .
For the special case of q = N − 1 the set FN−1(D) is a convex hypersurface foliated by
complex hyperplanes. By a result of Beloshapka and Bychkov in [BB86], they have to be
aligned parallelly. (See also Example 7.4 and the remark before this example.) 
At the end of this section, we give an example for a convex domain D in C3 such that
the part F1(D) does not admit a foliation in the sense of the previous theorem if the
assumption on the openess of {z ∈ bD : ν(z) ≥ 2} is dropped.
Example 6.22 Consider the domain G in C× R given by
G = {(x, y, u) ∈ C× R : x2 + (1− y2)u2 < (1− y2), |y| < 1}.
It is easy to compute that the function h(y, u) :=
√
(1− y2)(1− u2) is concave on [−1, 1]2.
Since G is the intersection of the sublevel set {x < h(y, u)} of the concave function h and
the superlevel set {x > −h(y, u)} of the convex function −h over [−1, 1]2, it is convex in
C× R.
The boundary of G contains the flat parts {±i} × (−1, 1) and {0} × [−1, 1] × {±1}
whereas the rest of the boundary consists of strictly convex points. By puttting D :=
G× (−1, 1)3 we obtain a convex domain D in C3 such that
{z ∈ bD : ν(z) ≥ 2} = {±i} × (−1, 1)4.
and Γ1(D) is the whole boundary of D. In particular, Γ2(D) is empty. Thus, the boundary
points z in bD with ν(z) ≥ 2 lie in Γ1(D), but there is no unique foliation by complex
one-dimensional planes near these points.
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7 Hausdorff dimension of the Shilov boundary
In this section we prove some estimates on the Hausdorff dimension of the Shilov boundary
for q-plurisubharmonic functions on convex bodies.
Definition 7.1 Let (X, d) be a metric space.
(1) For a subset U of X denote by diam(U) the diameter of U , i.e.,
diam(U) := sup{d(x, y) : x, y ∈ U}.
(2) Given a subset E of X and positive numbers s and ε we set
Hsε (E) := inf
{
∞∑
i=1
diam(Ui)
s : E ⊂
∞⋃
i=1
Ui, diam(Ui) < ε ∀ i ∈ N
}
.
The s-dimensional Hausdorff measure is then defined by
Hs(E) := lim
ε→0
Hsε (E).
(3) For every subset E of X there is a number s0 ∈ [0,+∞] such that
Hs(E) =∞ for s ∈ (0, s0) and H
s(E) = 0 for s ∈ (s0,∞).
The number dimH E := s0 is called the Hausdorff (or metric) dimension of E.
The next statement can be found in, e.g., [Fal03], Corollary 7.12.
Proposition 7.2 Let I be a m-dimensional cube in Rm, J be a n-dimensional cube in Rn
and F be a subset of I×J . For a given point x ∈ I consider the slice Fx := F ∩ ({x}×J).
If dimH Fx ≥ α for every x ∈ I, then dimH F ≥ α+m.
It was shown in [Byc81] that the Hausdorff dimension of the Shilov boundary of a
convex body in C2 is not less than 2. We partially generalize this result.
Theorem 7.3 Let D be a convex bounded domain in CN and q ∈ {0, . . . , N−2}. Suppose
that there are a constant α ≥ 0 and a complex q-codimensional plane π0 intersecting D
such that
dimH SˇO0(D∩π) ≥ α
for every complex q-codimensional plane π which lies nearby π0 and which is parallel to
π0. Then
dimH SˇOq(D) ≥ α+ 2q.
In particular, dimH SˇON−2(D) ≥ 2N − 2.
Proof. Denote by Π the set of the complex planes mentioned in the assumptions of this
theorem. Then, by Proposition 5.3 and Proposition 5.1, we have that⋃
π∈Π
SˇO(D∩π) ⊂
⋃
π∈Π
SˇO(π,D) ⊂ SˇOπq (D) ⊂ SˇOq(D).
It follows then from Proposition 7.2 that dimH SˇOq(D) ≥ α+ 2q.
Let now q = N−2. It was shown in [Byc81], Theorem 3.1, that dimH SˇO0(D∩π) ≥ α = 2
for every complex two dimensional affine plane π such that π∩D 6= ∅. Hence, we conclude
that
dimH SˇON−2(D) ≥ 2 + 2(N − 2) = 2N − 2.
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To show that the Hausdorff dimension of SˇA0(D) is not less than two if D ⋐ C
2 is a
convex domain, Bychkov used that Γ1(D) admits a local foliation by complex lines which
are aligned parallelly to each other. More general, if a convex hypersurface (i.e., an open
part of the boundary of a convex body) is foliated by complex hyperplanes, then, by
a result of Beloshapka and Bychkov in [BB86], they are always parallel to each other.
Especially, this holds for the open set ΓN−1(D), provided it is not empty. But, in general,
it fails for lower dimensional complex foliations as the following example from [NT12]
shows.
Example 7.4 Consider the function ̺(z) = (Rez2)
2− (Rez1)(Rez3) for z ∈ C
3. Then the
set
D := {z ∈ C3 : Re(z1) > 0, ̺(z) < 0}
is convex and an open part of its boundary is foliated by a real 3-dimensional parameter
family of open parts of non-parallel complex lines of the form
{(a2ζ + ib, aζ + ic, ζ), ζ ∈ C}, a, b, c ∈ R.
8 Shilov boundary for smooth q-plurisubharmonic functions
In this section, we give a characterization of the Shilov boundary for C2-smooth q-pluri-
subharmonic functions defined near the closure of a compact set.
Definition 8.1 Let K be a compact set in CN .
(1) We denote by PSH2q(K) the set of all functions which are C
2-smooth and q-pluri-
subharmonic in some neighborhood of K.
(2) The set PSHcq(K) is the set of all functions which are continuous on some neighbor-
hood of K and locally the maximum of finitely many C2-smooth q-plurisubharmonic
functions.
(3) The set PSH0q(K) is formed by all functions which are continuous and q-plurisub-
harmonic in some neighborhood of K.
Remark 8.2 Since A0 := PSH
2
0(K) generates the topology of K and fulfills A0+A ⊂ A,
where A ∈ {PSH0q(K),PSH
c
q(K),PSH
2
q(K)}, we can apply Theorem 1.10 in order to
obtain that SˇA is a non-empty A-boundary. If we put ω(z) := 1 + |z|
2, z ∈ CN , then by
Theorem 3.10 we get the peak property PA = SˇA for the subfamilies of q-plurisubharmonic
functions defined above.
In the following, we present a useful regularization technique derived from [Dem12],
Lemma (5.18) in chapter 5.
Definition 8.3 Let θ be a non-negative C∞-smooth function on R with compact support
in the unit interval (−1, 1) such that
∫
R
θ(s)ds = 1 and θ(−t) = θ(t) for all t ∈ R.
Given positive numbers ε1, . . . , εℓ ∈ (0,+∞) and t1, . . . , tℓ ∈ R, we define the regularized
maximum by
m˜ax(ε1,...,εℓ)(t1, . . . , tℓ) :=
∫
Rℓ
max{t1 + ε1s1, . . . , tℓ + εℓsℓ}θ(s1) · . . . · θ(sℓ)d(s1, . . . , sℓ).
For a single positive number ε > 0 we set m˜axε := m˜ax(ε,...,ε).
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The regularized maximum has the following properties.
Lemma 8.4
(1) The function (t1, . . . , tℓ) 7→ m˜ax(ε1,...,εℓ)(t1, . . . , tℓ) is a C
∞-smooth convex function
on Rℓ which is non-decreasing in every variable t1, . . . , tℓ.
(2) It holds that max{t1, . . . , tℓ} ≤ m˜ax(ε1,...,εℓ)(t1, . . . , tℓ) ≤ max{t1 + ε1, . . . , tℓ + εℓ}.
(3) If tj + εj < maxi 6=j{ti − εi}, then we have that
m˜ax(ε1,...,εℓ)(t1, . . . , tℓ) = m˜ax(ε1,...,εj−1,εj+1,...,εℓ)(t1, . . . , tj−1, tj+1, . . . , tℓ).
We can apply the regularized maximum to q-plurisubharmonic functions.
Lemma 8.5 Let ψ1, . . . , ψk be finitely many C
2-smooth functions on an open set U in CN
such that for each j ∈ {1, . . . , k} the function ψj is qj-plurisubharmonic on U . Then for ev-
ery tuple of positive numbers (ε1, . . . , εk) the regularized maximum m˜ax(ε1,...,εk){ψ1, . . . , ψk}
is C2-smooth and q-plurisubharmonic on U , where q = q1 + . . .+ qk.
Proof. This is a consequence of Lemma 8.4 and Proposition 2.11 in [PZ13].

The regularized maximum allows to compare the Shilov boundaries of the families of
smooth and non-smooth q-plurisubharmonic functions introduced in Definition 8.1.
Proposition 8.6 Given a compact set K in CN we have that
PPSH2q(K) = PPSH
c
q(K)
and
SˇPSH2q(K) = SˇPSH
c
q(K)
= SˇPSH0q(K) = SˇPSHq(K).
Proof. Since PSH2q(K) ⊂ PSH
c
q(K) ⊂ PSH
0
q(K) ⊂ PSHq(K), we derive for the set of
peak points of these classes that
PPSH2q(K) ⊂ PPSH
c
q(K)
⊂ PPSH0q(K) ⊂ PPSHq(K) (1)
By the peak point property PA = SˇA for these families (see Remark 8.2) it follows that
SˇPSH2q(K) ⊂ SˇPSH
c
q(K)
⊂ SˇPSH0q(K) ⊂ SˇPSHq(K).
Assume now that there is a function ψ ∈ PSHcq(K) such that ψ peaks at some point
p ∈ bK. Then there are a neighborhood U of p and finitely many C2-smooth functions
ψ1, . . . , ψk on U such that ψ = maxj=1,...,k ψj on U . By picking a slightly smaller neighbor-
hood of p, we can arrange that the functions ψj , j = 1, . . . , k, are defined in a neighborhood
of U . Let j0 be an index from {1, . . . , k} such that ψ(p) = ψj0(p). Since ψ peaks at p, we
have that
ψj0(p) = ψ(p) > ψ(z) ≥ ψj0(z)
for every z ∈ (U ∩K) \ {p}. Hence, ψj0 peaks at p in K ∩ U . Since ψj0 is continuous on
U , we can choose a suitable constant c ∈ R such that
ψj0(p) > c > max
bU∩K
ψj0 .
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By Lemma 8.5 the function ϕ := m˜axε{ψj0 , c} is C
2-smooth and q-plurisubharmonic in a
neighborhood of U ∩K. If we choose ε > 0 small enough, then due to Lemma 8.4 (3) we
can derive that the function ϕ peaks at p in K and fulfills ϕ = c on bU ∩K. In view of the
previous property, we can extend ϕ by the constant c into a neighborhood of K in order to
obtain a function from PSH2q(K) which peaks at p. Since p was an arbitrary peak point
for the class PSHcq(K), together with the inclusions in (1) above, we conclude that
PPSHcq(K) = PPSH2q(K).
By the peak point property for the q-plurisubharmonic functions from Definition 8.1 we
obtain that
SˇPSH2q(K) = SˇPSH
c
q(K)
.
Now Bungart’s approximation theorem (see Corollary 5.4 in [Bun90]) and S lodkowski’s
approximation theorem (see Theorem 2.9 in [Slo84]) imply that
PSH0q(K) ⊂ PSH
c
q(K)
↓
and PSHq(K) ⊂ PSH
0
q(K)
↓
.
Therefore, Corollary 2.6 yields
SˇPSHq(K) ⊂ SˇPSH0q(K)
↓ = SˇPSH0q(K) ⊂ SˇPSHcq(K)
↓ = SˇPSHcq(K) ⊂ SˇPSHq(K).
Hence, we obtain the remaining identities SˇPSHq(K) = SˇPSH0q(K) = SˇPSH
c
q(K)
. 
Remark 8.7 From the proof of the previous result we can derive the following local peak
point property: Let p be a boundary point of a compact set K in C. If p is a local peak
point for C2-smooth q-plurisubharmonic functions, i.e., there is a neighborhood U of p
and a C2-smooth q-plurisubharmonic function ψ on U such that ψ(p) > ψ(z) for every
z ∈ (U ∩K) \ {p}, then p is a (global) peak point for PSH2q(K).
We recall the definition of a strictly q-pseudoconvex boundary point of a smoothly
bounded domain.
Definition 8.8 Let D be an open set in CN with C2-smooth boundary, p be a boundary
point of D and q ∈ {0, . . . , N − 1}. If there are a neighborhood U of p and a C2-smooth
strictly q-plurisubharmonic function ̺ on U such that d̺(p) 6= 0 and U ∩ D = {z ∈ U :
̺(z) < 0}, then D is said to be strictly q-pseudoconvex at p. The set of all points p ∈ bD
such that D is strictly q-pseudoconvex at p is denoted by Sq(D).
Now we give a characterization of the Shilov boundary for q-plurisubharmonic functions
on bounded domains with C2-smooth boundary.
Theorem 8.9 Let q ∈ {0, . . . , N − 1} and let D be a bounded domain in CN with C2-
smooth boundary. Then
SˇPSHq(D) = SˇPSH2q(D)
= Sq(D).
Proof. It follows from Theorem 5.6 in [HM78] that
PPSH2q(D)∩C0(D) ⊂ Sq(D) and Sq(D) ⊂ PPSHq(D)∩C0(D).
It follows from the definition that PSH2q(D) ⊂ PSH
2
q(D) ∩ C
0(D) and, therefore,
PPSH2q(D) ⊂ Sq(D). (2)
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Hence, by the previous Proposition 8.6 and the peak point property for C2-smooth q-pluri-
subharmonic functions (see Remark 8.2) we obtain that
SˇPSH2q(D) = SˇPSHq(D) = PPSH2q(D) ⊂ Sq(D). (3)
On the other hand, let p ∈ Sq(D). Then there is a neighborhood U of p and a C
2-smooth
strictly q-plurisubharmonic function ρ on U such that ρ vanishes on bD ∩U and ρ(z) < 0
if z ∈ U ∩ D. Since ρ is strictly q-plurisubharmonic, there is a positive constant ε > 0
such that ϕ(z) := ρ(z)− ε|z − p|2 is C2-smooth and q-plurisubharmonic on U . Moreover,
ϕ(p) = 0 and ϕ(z) < 0 for every z ∈ (U ∩D) \ {p}. In view of Remark 8.7, the point p
is also a peak point for the family PSH2q(D). Since p is an arbitrary point from Sq(D),
it follows that Sq(D) lies in PPSH2q(D). In view of inclusion (2) above and the peak point
property for C2-smooth q-plurisubharmonic functions, we obtain that
SˇPSH2q(D) = PPSH2q(D) = Sq(D).
The statement follows now from the inclusions (3) above. 
For the special case q = N −1 we obtain the following improvement of Remark 5.2 and
Corollary 6.16 in the case of smoothly bounded domains.
Theorem 8.10 If D is a bounded domain in CN with C2-smooth boundary, then we have
that
PPSH2N−1(D)
= SˇPSH2N−1(D)
= bD.
Proof. Since D is bounded and has a C2-smooth boundary, it is easy to construct a global
defining function ̺ for D, i.e., a C2-smooth functions in a neighborhood U of D such that
D = {z ∈ U : ̺(z) < 0} and d̺ 6= 0 on bD. Then for a large enough constant c > 0, the
function ψ := ec̺−1 is strictly (N−1)-plurisubharmonic and C2-smooth in a neighborhood
V ⋐ U of bD. By shrinking V , we can assume that ψ is defined in a neighborhood of
V in U . For an appropriate choice of positive constants δ > 0 and b > 0 we have that
δ|z|2 − b < ψ(z) for every z ∈ bD and that ψ(z) < δ|z|2 − b for every z ∈ bV ∩D. For
a positive number η > 0 we put ψ˜(z) := m˜axη{ψ(z), δ|z|
2 − b}. Then, by Lemma 8.4 (3),
we can choose η > 0 so small that ψ˜(z) = ψ(z) for every z in some neighborhood of bD
in V and such that ψ˜(z) = δ|z|2 − b for every z in some neighborhood of bV in V ∩ D.
But then we can extend ψ˜(z) by δ|z|2 − b into D \ V . We denote this extension again by
ψ˜. Observe that ψ˜ is now strictly (N − 1)-plurisubharmonic in some neighborhood of D.
Therefore, for every boundary point p of D there is a positive constant ε = ε(p) such that
ψ˜(z) − ε|z − p|2 is (N − 1)-plurisubharmonic and C2-smooth in some neighborhood of D.
Moreover, it peaks at p. Hence, we derive that
bD ⊂ PPSH2N−1(D)
⊂ SˇPSH2N−1(D)
⊂ bD.

We also mention here the following result obtained by Basener in [Bas78] (see Theorem
5).
Theorem 8.11 Let q ∈ {0, . . . , N − 1}. Then SˇAq(D) is contained in Sq(D).
Remark 8.12 The lack of appropriate gluing techniques for q-holomorphic functions does
not permit to obtain a converse results, i.e., it remains an open question whether the
inclusion SˇAq(D) ⊃ Sq(D) is also true.
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As in the convex case (see Theorem 6.21) we can find a complex foliation in some parts
of the Shilov boundary for q-plurisubharmonic functions on smoothly bounded domains.
For further results on complex foliations of real submanifolds we refer to [Fre74].
Theorem 8.13 Let q be an integer from {1, . . . , N − 1} and let D be a bounded pseudo-
convex domain in CN with C2-smooth boundary. Then the open part
Fq(D) := intbD
(
SˇPSHq(D) \ SˇPSHq−1(D)
)
of the Shilov boundary for PSHq(D) in bD locally admits a foliation by complex q-
dimensional submanifolds, provided it is not empty.
Proof. By Theorem 8.9 we have that
Fq(D) = intbD
(
Sq(D) \ Sq−1(D)
)
= Sq(D) \ Sq−1(D). (4)
Given a defining function ̺ of D, by the definition of the set Sq(D), by pseudoconvexity
of D and by the identities (4) above, for each point p ∈ Fq(D) the complex Hessian L of
̺ at p has exactly N − q − 1 positive and q zero eigenvalues on the holomorphic tangent
space HpbD to bD at p. Then, by Theorem 1.1 in [Fre74], the set Fq(D) locally admits a
foliation by complex q-dimensional submanifolds. 
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