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BPX PRECONDITIONERS FOR ISOGEOMETRIC ANALYSIS
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Abstract. We present the construction of additive multilevel preconditioners, also known as BPX preconditioners, for
the solution of the linear system arising in isogeometric adaptive schemes with (truncated) hierarchical B-splines. We show
that the locality of hierarchical spline functions, naturally defined on a multilevel structure, can be suitably exploited to
design and analyze efficient multilevel decompositions. By obtaining smaller subspaces with respect to standard tensor-
product B-splines, the computational effort on each level is reduced. We prove that, for suitably graded hierarchical
meshes, the condition number of the preconditioned system is bounded independently of the number of levels. A selection
of numerical examples validates the theoretical results and the performance of the preconditioner.
1. Introduction. The use of splines for the solution of partial differential equations has gained
popularity with the introduction of isogeometric analysis (IGA) in [29]. One of the most active topics
in recent years in IGA has been the development and analysis of adaptive methods. Hierarchical B-
splines (HB-splines) [38] and truncated hierarchical B-splines (THB-splines) [23], which are defined from
a multilevel structure, are among the most promising constructions of splines with local refinement
capabilities. Indeed, adaptive methods with (T)HB-splines have appeared in the engineering literature
(see for instance [31, 25] and references therein), while their mathematical theory has been developed in
[7, 8] and [20]. This theory is based on the concept of admissible meshes, hierarchical multilevel meshes
with a suitable grading.
The efficient implementation of adaptive methods requires to apply suitable preconditioners for the
solution of the linear system arising from the discretization. The development of preconditioners in IGA
has drawn the attention of several researchers, and in particular multilevel methods for tensor-product
B-splines have been first analyzed in [18, 19, 10], while robustness in terms of the degree was then explored
in [28, 27, 16], always limited to the non-adaptive case. Due to the multilevel structure of (T)HB-splines,
multilevel preconditioners seem the most natural choice, and indeed they have been used for the first time
in [26], and very recently also in [15]. An additive multilevel preconditioner was also analyzed in the case
of T-splines in [13]. More recently, an overlapping Schwarz preconditioner for adaptive IGA-boundary
elements was introduced in [17], although we remark that in this case local refinement is achieved by
univariate B-splines.
In this paper we analyze multilevel preconditioners for (T)HB-splines, by focusing on additive mul-
tilevel preconditioners (also known as BPX) [4], although most of the theoretical results can be applied
in the analysis of multiplicative multilevel methods. Analogously to the analysis of BPX preconditioners
in the finite element context [40, 12], our analysis requires the proof of two properties that respectively
bound the minimum and the maximum eigenvalue: the stability of the decomposition, and the so-called
strengthened Cauchy-Schwarz inequality. We show that, under admissibility of the mesh, it is possible
to define suitable decompositions such that both properties hold, and the condition number is bounded
independently of the number of levels.
An important issue is the choice of suitable subspaces to decompose the discrete space into levels.
In the adaptive finite element setting, the subspaces of multilevel preconditioning must be defined with
certain locality, as it was first analyzed in [39, 43], see also [12, 41]. A similar decomposition was used
for T-splines in [13]. Due to the high continuity of splines, we can generalize the local construction in
[39] in two different ways: one based on the support of the functions, and the other one in the result
of truncation. For both choices, we prove that the condition number is bounded independently of the
number of levels. This local construction was not respected in [26] and [15] for (T)HB-splines, and
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therefore our decomposition provides smaller subspaces on each level, reducing the computational cost.
Even more important, the upper bound of the maximum eigenvalue of the preconditioned linear system
requires certain locality, as we will see both in the proofs and in the numerical results.
Finally, it is worth to remark the important role of the smoother for multilevel preconditioners with
splines. In fact, standard smoothers such as (one iteration of) Jacobi or symmetric Gauss-Seidel are
not stable with respect to the degree. Multilevel methods for B-splines with stable smoothers based on
the mass matrix have been proposed in [28, 27], however their efficient implementation is based on the
tensor-product structure of B-splines, and their extension to the adaptive setting is not straightforward.
Very recently, Schwarz smoothers were introduced in [32, 15]. In this paper we limit ourselves to the
study of the stability under h-refinement, leaving aside the important issue of finding a stable smoother.
The outline of the paper is as follows. In Section 2 we recall the definition of (T)HB-splines and
the notion of admissible hierarchical meshes, along with some important theoretical results regarding
quasi-interpolation in hierarchical spline spaces. In Section 3 we present the model problem, and some
preliminaries about the BPX preconditioner and the main results to prove that the condition number is
bounded. Section 4 is the core of the paper: we start presenting the different choices of the subspaces
that we will analyze, and then we prove the theoretical results that show that, under admissibility of
the mesh, our local decompositions satisfy the requirements to provide bounded condition numbers for
the preconditioned system. We finish presenting several numerical tests in Section 5, that confirm our
theoretical results.
In the rest of the paper, we will adopt the following compact notation. Given two real numbers a, b
we write a . b, when a ≤ Cb for a generic constant C independent of the mesh size and the number of
levels, but that may depend on the degree and the admissibility class, to be defined below. We write
a ' b when a . b and b . a.
2. Splines. In this section we recall all the main definitions, notations, and properties related to
hierarchical spline spaces.
2.1. Tensor-product B-splines. Multivariate B-splines can be constructed by means of tensor
products. For each direction k = 1, . . . , d, assume that nk ∈ N, the degree pk ∈ N, and the pk-open and
ordered knot vector Ξk = {ξk,0, . . . , ξk,nk+pk} are given, where by pk-open we mean that the first and
last knots are repeated pk + 1 times. In the following we will assume that ξk,0 = 0 and ξk,nk+pk = 1.
We set the polynomial degree vector p := (p1, . . . , pd) and Ξ := {Ξ1, . . . ,Ξd}. We introduce a set of
multi-indices I := {i = (i1, . . . , id) : 0 ≤ ik ≤ nk − 1} and for each multi-index i = (i1, . . . , id), we define
the local knot vector
Ξi,p := {Ξi1,p1 , . . . ,Ξid,pd},
with the local knot vector in each direction given by Ξik,pk := {ξik , . . . , ξik+pk+1}. Let B[Ξik,pk ] for
ik = 0, . . . , nk − 1 be the univariate B-splines of degree pk in the kth direction defined with the Cox-De
Boor formula [14]. We denote by
B := {Bi,p(ζ) = B[Ξi1,p1 ](ζ1) · . . . ·B[Ξid,pd ](ζd), for all i ∈ I} .
the set of multivariate B-splines obtained with the tensor product approach. The spline space in the
parametric domain Ω = [0, 1]d is then
Sp(Ξ) := span{Bi,p(ζ), i ∈ I}.
We also introduce the set of non-repeated interface knots, or breakpoints, {ξk,i0 , . . . , ξk,iMk }, for each
k = 1, . . . , d, which determine the intervals Ik,jk = (ξk,ijk , ξk,ijk+1), for 0 ≤ jk ≤Mk − 1. These intervals
lead to the rectangular grid G in the unit domain
G := {Qj = I1,j1 × . . .× Id,jd , for 0 ≤ jk ≤Mk − 1, k = 1, . . . , d}.
For a generic element Qj, we also define its support extension as the union of the supports of functions
that do not vanish on Qj, namely
(2.1) Q˜j :=
⋃
{supp(B) : B ∈ B ∧Q ⊂ supp(B)}.
Note that the support extension is the Cartesian product of the analogous definition for univariate B-
splines, and it contains 2pk + 1 knot spans in each direction, see [2, Section 2.2].
The following assumption of local quasi-uniformity guarantees that the size of an element is compa-
rable to the size of its support extension.
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Assumption 2.1. For each k = 1, . . . , d, the partition given by the breakpoints {ξk,i0 , ξk,i1 , . . . , ξk,iMk }
is locally quasi-uniform, that is, there exists a constant θ ≥ 1 such that the mesh sizes hjk = ξijk+1 − ξijk
satisfy the relation θ−1 ≤ hjk/hjk+1 ≤ θ, for jk = 0, . . . ,Mk − 2.
Finally, we introduce the quasi-interpolant
(2.2) Πp,Ξ : L
2(Ω)→ Sp(Ξ), Πp,Ξ(f) :=
∑
i∈I
λi,p(f)Bi,p,
where the dual functionals λi,p : L
2(Ω) → R are defined by tensor-product of a dual basis of univariate
B-splines, and in fact they form a dual basis, see [34, Theorem 4.41 and Theorem 12.6]. As a consequence,
Πp,Ξ is a projector. Moreover, both the dual functionals and the quasi-interpolant are stable with respect
to the L2-norm and, under Assumption 2.1, also with respect to the H1-norm, see [2, Section 2.2.2] for
more details.
2.2. Hierarchical B-splines. Let us consider a sequence Sp(Ξ
0) ⊂ Sp(Ξ1) ⊂ · · · ⊂ Sp(ΞL) of
L + 1 spaces of tensor-product splines of degree p = (p1, . . . , pd) defined on the closed domain [0, 1]
d,
and an associated sequence of closed domains Ω0 ⊇ Ω1 ⊇ · · · ⊇ ΩL+1, with Ω0 = [0, 1]d and ΩL+1 = ∅.
For ` = 0, 1, . . . , L, we denote by B` and by G` the tensor product B-spline basis and the tensor-product
mesh corresponding to Sp(Ξ
`), respectively. Each G` is obtained by uniform dyadic refinement of G`−1,
` = 1, . . . , L, and therefore we can associate to each level a mesh size h` ' 2−`. Let Q be the hierarchical
mesh defined by
Q := {Q ∈ G`, 0 ≤ ` ≤ L} with G` := {Q ∈ G` : Q ⊂ Ω` ∧Q * Ω`+1},
and we assume that the subdomain Ω`+1 is built as the union of cells of the previous level, namely
Ω`+1 =
⋃
Q⊂RQ, for some R ⊆ G`.
Definition 2.2. For each element Q ∈ Q ∩ Gk we define its level as `(Q) := k.
Definition 2.3. The hierarchical B-spline (HB-spline) basis Hp(Q) with respect to the mesh Q is
defined as
Hp(Q) :=
L⋃
`=0
A`p(Q) , A`p(Q) := {B ∈ B` : supp(B) ⊆ Ω` ∧ supp(B) 6⊆ Ω`+1},
and Sp(Q) := span Hp(Q) is the hierarchical spline space.
Note that the mesh Q and the basis Hp(Q) can be constructed through an iterative procedure. Let
us first introduce, for 0 ≤ ` ≤ `′ ≤ L the sets
Q`,`′ := {Q ∈ G` : Q ⊆ Ω`′}, B`,`′ := {B ∈ B` : suppB ⊆ Ω`′},
made of elements (respectively functions) of level ` contained (with support contained) in Ω`
′
. Then, the
hierarchical mesh Q = QL and the basis Hp(Q) = Hp(QL) can be iteratively constructed as follows:
1. Q0 := G0 and Hp(Q0) := B0;
2. for ` = 0, . . . , L− 1
(2.3) Q`+1 := (Q` \ Q`,`+1) ∪Q`+1,`+1, Hp(Q`+1) := (Hp(Q`) \ B`,`+1) ∪ B`+1,`+1,
where at each step we remove from the basis the B-splines in B`,`+1 (coarse functions whose support
is completely contained in Ω`+1), and add the B-splines in B`+1,`+1 (fine functions whose support is
completely contained in Ω`+1). For the intermediate spaces we will also use the notation Sp(Q`) :=
span Hp(Q`), for ` = 0, . . . , L.
We introduce the truncation operator trunc`+1 : Sp(Ξ
`)→ Sp(Ξ`+1) as follows. For any s ∈ Sp(Ξ`)
with representation in the B–spline basis of Sp(Ξ
`+1) given by
s =
∑
B∈B`+1
σ`+1B B,
the truncation of s with respect to level `+ 1 is defined as
trunc`+1(s) :=
∑
B∈B`+1 : suppB 6⊆Ω`+1
σ`+1B B , ` = 0, . . . , L.
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The (cumulative) truncation operator Trunc`+1 : Sp(Ξ
`) → Sp(Q) ⊆ Sp(ΞL) with respect to all finer
levels in the hierarchy is then defined as
Trunc`+1(s) := truncL(truncL−1(· · · (trunc`+1(s)) · · · )) , ` = 0, . . . , L− 1,
and for convenience we also define TruncL+1(s) := s, for s ∈ Sp(ΞL). The truncated hierarchical B-spline
basis of Sp(Q) is obtained by applying the cumulative truncation operator to the elements of Hp(Q).
Definition 2.4. The truncated hierarchical B-spline (THB-spline) basis Tp(Q) of degree p with re-
spect to the mesh Q is defined as
Tp(Q) :=
L⋃
`=0
A`,Tp (Q) , A`,Tp (Q) := {Trunc`+1(B) : B ∈ A`p(Q)}.
For each THB-spline basis function T ∈ A`,Tp (Q), we define its mother function as the corresponding
function without truncation, namely
mot(T ) := B ⇐⇒ T = Trunc`+1(B).
Analogously to Hp(Q), the truncated basis Tp(Q) = Tp(QL) can be also constructed iteratively:
1. Tp(Q0) := B0;
2. for ` = 0, . . . , L− 1
Tp(Q`+1) := {trunc`+1(T ) : T ∈ Tp(Q`) \ B`,`+1} ∪ B`+1,`+1.
THB-splines form a partition of unity and satisfy the preservation of coefficients property. They are
also a strongly stable basis for Sp(Q) with respect to the supremum norm unlike the classical hierarchical
basis, which is only weakly stable, see [24] for details.
2.2.1. Admissible meshes. In order to be able to construct suitable decompositions, we will need
to consider particular classes of hierarchical meshes [3, 7]. We briefly recall some of the main definitions
and properties related to them.
Definition 2.5. The multilevel support extension S(Q, k) of an element Q ∈ G` with respect to level
k, with 0 ≤ k ≤ `, is defined as
S(Q, k) := Q˜′, with Q′ ∈ Gk, Q ⊆ Q′,
where Q′ is an ancestor of Q of level k, and Q˜′ is the support extension defined in (2.1).
Definition 2.6. For any T = Trunc`+1(B) ∈ Tp(Q), B ∈ A`p(Q), its extended support is defined as
esupp(T ) := supp
(
trunc`+1(B)
)
.
Note that it obviously holds that supp(T ) ⊆ esupp(T ).
Definition 2.7. A hierarchical mesh Q is H-admissible (respectively, T -admissible) of class m, 2 ≤
m < L+1, if the HB-splines (respectively, THB-splines) taking non-zero values on any cell Q ∈ Q belong
to at most m successive levels.
In order to define a further type of admissibility, we need to introduce, for ` = 0, . . . , L, the auxiliary
subdomains
ω`H :=
⋃{
Q : Q ∈ G` ∧ S(Q, `− 1) ⊆ Ω`} ,
ω`T :=
⋃{
Q : Q ∈ G` ∧ S(Q, `) ⊆ Ω`} ,
where clearly ω`H ⊆ ω`T .
Definition 2.8. A hierarchical mesh Q is strictly H-admissible (respectively, strictly T -admissible)
of class m if
Ω` ⊆ ω`−m+1H , (resp. Ω` ⊆ ω`−m+1T ),
for ` = m,m+ 1, . . . , L.
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Note that the subdomains ω`T are analogous to the ones defined in [30, Section 4]. They represent the
biggest subset of Ω` such that Hp(Q`) spans the restriction of the B-spline space Sp(Ξ`) to ω`T .
The following result is proved in [3, Proposition 1].
Proposition 2.9. For a hierarchical mesh Q the following properties hold:
(a) if Q is strictly H-admissible (resp. strictly T -admissible) of class m, then it is H-admissible
(resp. T -admissible) of class m;
(b) if Q is (strictly) H-admissible of class m, then it is (strictly) T -admissible of class m.
Proposition 2.10. If Q is strictly H-admissible (resp. T -admissible) of class m, then all the inter-
mediate meshes Qk, k = 0, . . . , L− 1 are strictly H-admissible (resp. T -admissible) of class m.
Proof. The proof is an obvious consequence of the definition, after noting that, for the intermediate
meshes Qk, the subdomains Ω` up to level k, and the auxiliary domains ω`H, ω`T up to level k −m + 1,
coincide with the ones of Q.
Definition 2.11. For any element Q ∈ Q, we define
S¯∗(Q) :=
⋃
{esupp(T ) : T ∈ Tp(Q) ∧ esupp(T ) ∩Q 6= ∅} and S∗(Q) := int(S¯∗(Q)).
We note that if Q is a strictly T -admissible mesh of class m, and Q is an element of level `(Q), the
functions appearing in the previous definition must belong to levels `(Q)−m+ 1 to `(Q). Indeed, in [9]
the set S¯∗(Q) is denoted by S¯∗(Q, `(Q)−m+ 1). We also generalize the previous definition as follows.
Definition 2.12. Given a subset σ ⊆ Ω and a strictly T -admissible hierarchical mesh of class m,
we define
S∗(σ) := int
⋃
Q∈Q:Q⊆σ
S¯∗(Q).
The following results are from Theorem 4 and Corollary 5 in [9].
Proposition 2.13. Let Q be a strictly T -admissible mesh of class m, and Q ∈ Q. The set S∗(Q) is
connected, it contains a bounded number of elements in Q, which is independent of Q, and it holds that
hS∗(Q) ' hQ. The constants depend on m and the degree p, but are independent of Q and the number of
levels.
Corollary 2.14. Let Q be a strictly T -admissible mesh of class m. There exists a constant CR
such that, for all Q ∈ Q, the number of elements Q′ ∈ Q such that Q ⊂ S∗(Q′) is bounded by CR. The
constant CR depends on m and p, but not on the number of levels of Q.
2.2.2. Hierarchical quasi-interpolant. With a slight abuse of notation, for each level ` = 0, . . . , L
let I` be a quasi-interpolant in Sp(Ξ`) of the form
(2.4) I`(v) :=
∑
B∈B`
λB(v)B, v ∈ L2(Ω),
where each dual functional λB is defined through the local projection onto an element QB in the support
of B, see [6] for details. Given the hierarchical space Sp(Q) and its truncated basis Tp(Q), we can define
the hierarchical quasi-interpolant as in [35]
(2.5) IQ(v) :=
L∑
`=0
∑
T∈A`,Tp (Q)
λT (v)T, v ∈ L2(Ω),
where each λT (v) := λB(v), with B = mot(T ), is the functional of the quasi-interpolation scheme of level
` in (2.4), corresponding to the mother B-spline of T . Note that with our choice of the dual functionals,
the quasi-interpolant is the same as in [8].
For 0 ≤ k ≤ L, we denote by IQk the hierarchical quasi-interpolant of type (2.5) in the intermediate
hierarchical space Sp(Qk). In the construction of the quasi-interpolant IQk , for each basis function
T ∈ A`,Tp (Qk), ` = 0, . . . , k, we choose the element QT of the local projection such that QT ⊂ Ω` \ Ω`+1
whenever possible. Note that such an element always exists for ` = 0, . . . , k − 1; for ` = k it exists for
functions with support not contained in Ωk+1, and that will not be removed from the basis at the next
step, while it does not exist for functions with support contained in Ωk+1 and that will be removed from
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the basis, but in this case we can choose any element in the support. With this choice, IQk is a projector
on Sp(Qk), see [35]. Moreover, we also have that the dual functional associated to T is not modified after
truncation. More precisely, let 0 ≤ ` ≤ k1, k2 ≤ L, then we get
(2.6) T1 ∈ A`,Tp (Qk1), T2 ∈ A`,Tp (Qk2), and mot(T1) = mot(T2) =⇒ λT1 = λT2 .
Let us denote by ‖ · ‖0 the norm of L2(Ω), and by ‖ · ‖0,ω the norm in L2(ω), with ω ⊆ Ω. Since
λT (v) = λB(v), with B = mot(T ), the stability of the dual functionals
(2.7) |λT (v)| . |QT |−1/2‖v‖0,QT ' h−d/2QT ‖v‖0,QT ,
where hQT is the size of QT , follows from Theorem 1 in [6]. In addition, the quasi-interpolants IQk satisfy
the following stability property.
Lemma 2.15. Let Q be a strictly T -admissible hierarchical mesh of class m. There exists a constant
C depending on p and m such that for any element Q of Q
‖IQ(v)‖0,Q ≤ C‖v‖0,S∗(Q).
Proof. The result is proved in Proposition 10 in [9], following Proposition 5 in [8].
Remark 2.1. For simplicity, we have restricted ourselves to the parametric domain Ω = [0, 1]d. All
the results of this section can be simply extended to the isogeometric setting, in which the domain is defined
as Ω = F([0, 1]d), under the standard assumptions that the parametrization F is defined from the coarsest
space of the hierarchy, Sp(Ξ
0), and it does not contain singularities. For instance, the hierarchical mesh
in the physical domain is defined as the set of elements {F(Q) : Q ∈ Q}, while the hierarchical basis in the
physical domain is given by {B ◦ F−1 : B ∈ Hp(Q)}. Other definitions, such as the subdomains Ω`, the
support extension, or the truncated basis, are extended to the physical domain in a completely analogous
way. As a consequence, the theoretical results in Propositions 2.9, 2.10 and 2.13, and in Lemma 2.15 are
also valid in the physical domain, with constants that also depend on the parametrization F.
3. The additive multilevel preconditioner. In this section we present the construction of the
additive multilevel preconditioner, and the theoretical results needed to prove that the condition number
is bounded. The preconditioner, and also the theoretical results, rely on the choice of suitable subspaces
Vi, that will be introduced in detail in Section 4.
3.1. Problem setting. We consider as the model problem the Poisson equation with homogeneous
Dirichlet boundary conditions defined in Ω ⊂ Rd. For f ∈ L2(Ω) the solution is a discrete function u ∈ V
such that
(3.1) a(u, v) :=
∫
Ω
∇u · ∇v dx =
∫
Ω
fv dx ∀v ∈ V,
where V is a suitable discrete space, that in our case will be the space of hierarchical B-splines that vanish
on the boundary. Defining a linear operator A : V → V by
(Au, v) = a(u, v), ∀u, v ∈ V
and also b := Pf ∈ V, the L2-projection of f into V, the discrete problem is equivalent to find u ∈ V that
solves the linear operator equation
(3.2) Au = b.
We denote with ‖ · ‖A the energy norm defined by ‖u‖2A = a(u, u), ∀u ∈ V, and analogously to the L2
norm, its restriction to a subdomain ω ⊆ Ω will be denoted by ‖ · ‖A,ω. Similarly, we will denote by
a(u, v)ω :=
∫
ω
∇u · ∇v dx.
3.2. The method of parallel subspace corrections. Let B be a preconditioner for the linear
operator equation above, and let uk, k = 0, 1, 2, . . . the solution sequence of the preconditioned conjugate
gradient (PCG) algorithm. Then the following error estimate is well-known:
‖u− uk‖A ≤ 2
(√
κ(BA)− 1√
κ(BA) + 1
)k
‖u− u0‖A,
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which implies that the PCG method converges faster with a smaller condition number κ(BA). The
method of parallel subspace corrections (PSC) provides a particular construction of the operator B. The
starting point is a suitable decomposition of V
(3.3) V =
J∑
i=0
Vi,
where Vi are subspaces of V, and we assume that each subspace Vi is associated to a certain mesh size
hi. The discrete problem (3.1) can be split into sub-problems in each Vi with smaller size. Throughout
this paper, we use the following operators, for i = 0, 1, . . . , J :
• Ii : Vi → V the natural inclusion, also called the prolongation operator;
• Ai : Vi → Vi the restriction of A to the subspace Vi;
• Ri : Vi → Vi an approximation of A−1i , usually called the smoother.
With this notation the operator B for the method PSC is given by
(3.4) B :=
J∑
i=0
IiRiI
t
i ,
where Iti denotes the adjoint operator of Ii. In the multilevel space decomposition setting, the operator
B in (3.4) is the well-known additive multilevel preconditioner, also known as BPX preconditioner [4].
The convergence analysis of PSC and the analysis of the condition number of the BPX preconditioned
system are based on the following important properties [12], which are closely related to properties (4.2)
and (4.3) in [40]
(A1) Smoothing property. For 0 ≤ i ≤ J , it holds that
(R−1i ui, ui) ' h−2i ‖ui‖20, ∀ui ∈ Vi
(A2) Stable Decomposition. For any v ∈ V, there exists a decomposition v = ∑Ji=0 vi, vi ∈ Vi, i =
0, . . . , J such that
J∑
i=0
h−2i ‖vi‖20 . ‖v‖2A.
(A3) Strengthened Cauchy-Schwarz (SCS) inequality. For any ui, vi ∈ Vi, i = 0, . . . , J∣∣∣∣∣∣
J∑
i=0
J∑
j=i+1
a(ui, vj)
∣∣∣∣∣∣ .
(
J∑
i=0
‖ui‖2A
)1/2 J∑
j=0
h−2j ‖vj‖20
1/2 .
(A4) Inverse inequality. For any ui ∈ Vi, it holds that
‖ui‖2A . h−2i ‖ui‖20.
Theorem 3.1. Let V = ∑Ji=0 Vi be a space decomposition satisfying assumptions (A2)–(A4), and
the Ri smoothers satisfying (A1), for i = 0, . . . , J . Then, B defined by (3.4) satisfies
κ(BA) . 1.
Proof. Let u =
∑J
i=0 ui, with ui ∈ Vi. We first notice that, from (A3) and (A4), and then applying
(A1), it holds that
‖u‖2A = ‖
J∑
i=0
ui‖2A .
J∑
i=0
h−2i ‖ui‖20 .
J∑
i=0
(R−1i ui, ui).
Taking the infimum, we obtain
‖u‖2A . inf∑J
i=0 ui=u
J∑
i=0
(R−1i ui, ui) = (B
−1u, u),
7
(a) Functions in Ψ`−1, solid (red) lines. (b) Functions in Φ`, solid (blue) lines.
Fig. 1: Visualization of functions in Ψ`−1 and Φ` in a simple example. After refining the first three
elements, the functions in Ψ`−1 are either removed from the basis or truncated, while functions in Φ`
have been added to the basis or truncated with respect to those in Ψ`−1.
see [42, Lemma 2.4] for a concise proof of the identity. This implies that the maximum eigenvalue is
bounded, λmax(BA) . 1, see [40, Lemma 2.1].
Similarly, to bound the minimum eigenvalue we first apply the same identity as above, then (A1)
and finally (A2) to get
(B−1u, u) .
J∑
i=0
(R−1i ui, ui) .
J∑
i=0
h−2i ‖ui‖20 . ‖u‖2A,
and as a consequence the minimum eigenvalue satisfies λmin(BA) & 1.
4. Analysis of the BPX preconditioner for THB-splines. In this section we first introduce
suitable decompositions as in (3.3) for the construction of the BPX preconditioner for hierarchical B-
splines, along with some other possible decompositions that will be used in the numerical examples of
Section 5. We then prove that the chosen decompositions satisfy the smoother property (A1), the stability
property (A2) and the SCS inequality (A3), under the condition that the hierarchical mesh is strictly
T -admissible.
From now on, we will consider discrete spaces of functions that vanish on the boundary. For simplicity,
we will maintain the same notation for these spaces. We will also assume that the hierarchical B-splines
have C0 continuity or higher, in such a way that the discrete spaces are contained in H10 (Ω).
4.1. Decompositions of hierarchical spaces. Let Q be a hierarchical mesh, and V := Sp(Q)
the corresponding hierarchical space, constructed as in Section 2.2. By starting from the initial mesh
Q0, we make use of the intermediate hierarchical meshes Q` defined in (2.3) for ` = 1, . . . , L, and start
introducing the following auxiliary sets of basis functions, using the convention that Tp(Q−1) = ∅,
Φ` := Tp(Q`) \ Tp(Q`−1), for 0 ≤ ` ≤ L,
Ψ`−1 := Tp(Q`−1) \ Tp(Q`), for 1 ≤ ` ≤ L.
The set Φ` is formed by functions that, at step ` of the algorithm, are either added to the basis or further
truncated, while Ψ`−1 is formed by functions that at the same step are either removed from the basis, or
have been truncated further, see Figure 1. Note that, since Sp(Q`−1) ⊆ Sp(Q`), it trivially holds that
(4.1) span Ψ`−1 ⊆ span Φ` for 1 ≤ ` ≤ L.
We can now start defining different choices of the decompositions. We first define, for each 0 ≤ ` ≤ L,
the subspaces
V`mod := span Φ` = span(Tp(Q`) \ Tp(Q`−1)),
that, as we explained above, are the functions newly added to the basis, or further truncated (i.e.,
“modified” functions). The functions are supported in Ω` plus a certain neighborhood, so they are local
as required by multilevel methods with adaptive refinement [5, Chapter 9], and are somehow analogous
to those defined in [39, 43] for finite elements. As we will see, this is the minimal decomposition for which
we are able to prove the robustness of the preconditioner with respect to the number of levels. However,
the computation of the subspaces, and in particular which functions have been truncated, may not be
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Ω
0
(a) Basis of V`T -supp, level 0.
Ω
0
(b) Basis of V`mod, level 0.
Ω
0
(c) Basis of V`new, level 0.
Ω
1
(d) Basis of V`T -supp, level 1.
Ω
1
(e) Basis of V`mod, level 1.
Ω
1
(f) Basis of V`new, level 1.
Ω
2
(g) Basis of V`T -supp, level 2.
Ω
2
(h) Basis of V`mod, level 2.
Ω
2
(i) Basis of V`new, level 2.
Fig. 2: Bases for the different subspaces of THB-splines. The solid lines represent functions in the basis
of each subspace, while the dotted lines represent the remaining THB-spline basis functions. The mesh
is represented by the ticks in the axis, and it is determined by Ω0 = [0, 1], Ω1 = [0, 3/8], Ω2 = [0, 2/8].
simple. For this reason we introduce a different decomposition, still based on local subspaces, on which
at level ` we choose THB-splines up to level ` whose support intersects Ω`, namely
(4.2) V`T -supp := span T `supp, with T `supp := {T ∈ Tp(Q`) : supp T ∩ int(Ω`) 6= ∅}, for 0 ≤ ` ≤ L.
We also use an analogous decomposition for HB-splines, which reads
V`H-supp := spanH`supp, with H`supp := {B ∈ Hp(Q`) : supp B ∩ int(Ω`) 6= ∅}, for 0 ≤ ` ≤ L.
We will show that, under suitable conditions of the mesh, the BPX preconditioner based on these sub-
spaces provides a bounded condition number.
For comparison, we introduce two more decompositions, one more local and one completely global,
that will be used in the numerical tests. The first one considers at each level only basis functions
completely contained in Ω`, and recalling the notation introduced in Section 2.2, it is defined as
V`new := spanB`,`, for 0 ≤ ` ≤ L,
which is the space generated by functions added to the basis at level `. The second one considers at each
level all basis functions in the construction up to level `, and is given by
V`all := span Tp(Q`) = Sp(Q`), for 0 ≤ ` ≤ L.
Note that in this case the locality is lost, and as we will see this causes a dependence of the condition
number with respect to the number of levels. In Figure 2 we show a simple example in one dimension to
understand the different choices of the basis functions associated to these subspaces.
The locality of the subspaces can be also understood thanks to the following proposition.
Proposition 4.1. For any 0 ≤ ` ≤ L, it holds that
V`new ⊆ V`mod ⊆ V`T -supp ⊆ V`H-supp ⊆ V`all.
Proof. The inclusions are trivial from the definitions, except V`mod ⊆ V`T -supp, for which we observe
that Φ` collects the set of new and modified THB-splines in the transition from ` − 1 to `. Since the
support of new THB-splines is fully contained in Ω`, we only need to prove it for the modified ones. Let
φ ∈ Φ`, with φ = trunc` ψ and ψ ∈ Ψ`−1 the function before the last truncation. It is easy to prove,
using the nestedness of the subdomains Ω` ⊆ Ω`−1 and basic aspects of the truncation mechanism, that
writing ψ as linear combination of B-splines of level ` − 1, ψ = ∑B∈B`−1 αBB, there exists at least one
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function B, whose support intersects the interior of Ω` but is not fully contained in Ω`, such that αB 6= 0.
Since we assume that the continuity is at least C0, the support of trunc`(B) intersects Ω`, and the result
follows.
In order to prove the good behavior of the BPX preconditioner, we associate to all the subspaces of
level ` in Proposition 4.1 the mesh size h`, which is the same as for Sp(Ξ
`), the B-spline space of level `.
In the remaining part of this section we will analyze for which of the spaces above the properties
(A1)-(A4) hold true. In fact, the inverse estimate (A4) holds for all the subspaces, and it is a trivial
consequence of the inverse estimate for B-splines, see [1, Theorem 4.2]. For the other three properties we
will show the result on the biggest (or smallest) subspace for which we could prove it, and the others will
follow by nestedness.
4.2. Smoothing property for Jacobi and symmetric Gauss-seidel. In this section, we show
the smoothing property (A1) is satisfied, for the subspaces V`T -supp, when the smoother is one iteration
of Jacobi or symmetric Gauss-Seidel. Since the Jacobi and the symmetric Gauss-Seidel smoothers are
spectrally equivalent for any symmetric positive definite matrix (see e.g. [36, Proposition 6.12] for details),
we only need to prove the result for the Jacobi smoother. We remark that, as already mentioned in the
introduction, none of them is an optimal smoother for B-splines, since the hidden constant in Theorem 3.1
depends on the degree, but the extension of optimal smoothers to the adaptive setting is beyond the scope
of this work. We start with an auxiliary result.
Lemma 4.2. Let Q be a strictly T -admissible hierarchical mesh of class m. For any 0 ≤ ` ≤ L and
for any u ∈ V`T -supp, written as u =
∑
T∈T `supp
ηTT , it holds that
hd`
∑
T∈T `supp
η2T . ‖u‖20 . hd`
∑
T∈T `supp
η2T ,
where the hidden constants depend on the degree and the admissibility class m, but are independent of
the level `, and the number of levels. Moreover, as an immediate consequence we have
‖T‖20 ' hd` for all T ∈ T `supp.
Proof. We first prove the left inequality. Let u =
∑
T∈T `supp ηTT , and we recall from (4.2) that the
subspace V`T -supp is built from the hierarchical mesh Q`. For every element of level `, Q ∈ Q` ∩ G`, we
define the set of basis functions IQ := {T ∈ T `supp : esupp(T )∩Q 6= ∅}, and by admissibility the number of
basis functions in IQ is bounded. Then, recalling the definitions of the dual functionals in Section 2.2.2,
to each basis function T ∈ IQ we associate an element QT ⊂ supp(T ) on which we compute the local
L2-projection. By admissibility, we know that QT ⊂ S∗(Q), and its size satisfies hQT ' h`, where the
hidden constant depends on the admissibility class. Using these results, and the stability of the dual
functionals (2.7), we get∑
T∈IQ
η2T =
∑
T∈IQ
|λT (u)|2 .
∑
T∈IQ
h−dQT ‖u‖0,QT ' h−d`
∑
T∈IQ
‖u‖20,QT . h−d` ‖u‖20,S∗(Q).
Noting that each function is supported in a bounded number of elements, a sum on the elements Q ∈
Q` ∩G`, together with Proposition 2.13 and Corollary 2.14, proves the first inequality.
For the right inequality, let us first define the set of (active and non-active) elements of level `
belonging to the supports of functions in T `supp as
τ ` := {Q ∈ G` : Q ⊆ supp(T ), T ∈ V`T -supp},
and for every element Q ∈ τ ` we define IQ as above. Since the THB-splines are positive and a partition
of unity, and since #IQ is bounded from the admissibility of the mesh, we get∫
Q
u2 =
∫
Q
( ∑
T∈IQ
ηT T
)2
≤
∫
Q
( ∑
T∈IQ
ηT
)2
' hd`
( ∑
T∈IQ
ηT
)2
. hd`
∑
T∈IQ
η2T .
Again, the result follows taking the sum for Q ∈ τ ` and using that, by admissibility, each function is
supported in a bounded number of elements.
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Corollary 4.3. If the mesh is strictly T -admissible, the mass matrices associated to the subspaces
V`T -supp are spectrally equivalent to the identity, with a constant independent of the number of levels, but
which depends on the degree p and the admissibility class m.
Proof. The result follows from ‖u‖20 = η>`M`η`, whereM` is the mass matrix associated to the basis
T `supp, and η` = [ηT ]T∈T `supp .
We can now prove that (A1) holds for Jacobi smoother.
Proposition 4.4. Let Q be a strictly T -admissible hierarchical mesh of class m, and let R` be the
Jacobi smoother associated to the subspace V`T -supp, for 0 ≤ ` ≤ L. Then it holds
(R−1` u, u) ' h−2` ‖u‖20 ∀u ∈ V`T -supp.
Proof. First we introduce some notation for the matrix representation of the smoothers R`. By
means of the basis of V`T -supp, the analogues on each level of (3.2) can be reduced to the following linear
algebraic equation
(4.3) A`η` = b`
where A` is the stiffness matrix and η` is defined as in Corollary 4.3. In what follows, we shall denote
A` = D` − L` − U` where D`, L` and U` are the diagonal, lower triangle, and upper triangle part of A`,
respectively.
Let u ∈ V`T -supp. On the one hand, from the definition of the Jacobi smoother and Corollary 4.3, we
have
(R−1` u, u) = η
>M>` D`M`η ' η>D`η =
∑
T∈T `supp
‖ηTT‖2A.
On the other hand, by Lemma 4.2 we obtain
h−2` ‖u‖20 ' hd−2`
∑
T∈T `supp
η2T ' h−2`
∑
T∈T `supp
‖ηTT‖20.
Therefore, in order to obtain (A1) it suffices to prove that, for any T ∈ T `supp, it holds
‖T‖2A . h−2` ‖T‖20 . ‖T‖2A.
The left inequality is just the inverse inequality (A4), while the right inequality is a scaled Poincare´
inequality, that has been already proved in [9, Theorem 8], noting that supp(T ) ⊆ S∗(Q) for any element
Q contained in its support, and that T vanishes on the boundary of S∗(Q).
By the nestedness result of Proposition 4.1, the smoothing property is also valid for the smaller
subspaces.
Corollary 4.5. Let the mesh be strictly T -admissible. Then the Jacobi smoother associated to the
subspaces V`new and V`mod also satisfies property (A1).
Remark 4.1. The previous results are not valid for the subspaces V`all. See for instance the numerical
results in [22, Table 2] and in [3, Figure 6] regarding the condition number of the mass matrix.
4.3. Stability of the decompositions. In this section we first prove the stability of the decom-
position based on the subspaces V`mod. The stability of other decompositions easily follows from it. We
start by considering an auxiliary decomposition for the tensor-product space Sp(Ξ
L) associated to V
Sp(Ξ
L) =
L∑
`=0
Sp(Ξ
`),
which is well known to be stable, as stated in the following Lemma (see [10] for details).
Lemma 4.6. For any v¯ ∈ Sp(ΞL), let v¯` = (Πp,Ξ`−Πp,Ξ`−1)v¯ for ` = 0, . . . , L, setting Πp,Ξ−1 v¯ := 0.
Then v¯ =
∑L
`=0 v¯` is a stable decomposition in the sense that
L∑
`=0
h−2` ‖v¯`‖20 . ‖v¯‖2A.
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The second auxiliary result is a discrete Hardy inequality similar to Lemma 4.3 in [12], with the only
difference being the shifting index m.
Lemma 4.7. If the non-negative sequences {ak}Lk=0 and {bk}Lk=0 satisfy for a certain m ∈ IN
bk ≤
L∑
`=`min
a`, 0 ≤ k ≤ L, `min := max{0, k −m+ 1},
then for any s ∈ (0, 1) we have
L∑
k=0
s−kbk ≤ 1
1− s
L∑
k=0
s−kak.
Proof. Analogously to the original inequality in [12], denoting by kmax = min{L,m+ `− 1}, we note
that
L∑
k=0
s−kbk ≤
L∑
k=0
L∑
`=`min
s−ka` =
L∑
`=0
kmax∑
k=0
s−ka` =
L∑
`=0
s−`a`
kmax∑
k=0
s`−k.
Since s < 1,
∑kmax
k=0 s
`−k is bounded by 1/(1− s), which proves the result.
After introducing these auxiliary results, we can prove the stability of the decomposition.
Theorem 4.8. Let Q be a strictly T -admissible hierarchical mesh of class m. For any v ∈ V, there
exist v` ∈ V`mod, ` = 0, . . . , L, such that v =
∑L
`=0 v` and
L∑
`=0
h−2` ‖v`‖20 . ‖v‖2A.
Proof. Note that in Lemma 4.6 the decomposition of an element v¯ ∈ Sp(ΞL) is constructed by using
the projectors Πp,Ξ` . Analogously, we use the sequence of quasi-interpolants IQk : V → Sp(Qk), 0 ≤
k ≤ L, as defined in Section 2.2.2, to decompose v ∈ V.
We define vk := (IQk − IQk−1)v, 0 ≤ k ≤ L, with the convention that IQ−1v := 0, and we prove
that vk ∈ Vkmod. In fact, since the dual functionals associated to functions in Tp(Qk) ∩ Tp(Qk−1) do not
change, we have
vk =IQk(v)− IQk−1(v) =
∑
T∈Φk
λT (v)T −
∑
T∈Ψk−1
λT (v)T,
and thanks to (4.1) we have proved that vk ∈ Vkmod, for k = 0, . . . , L.
Since v ∈ V ⊆ Sp(ΞL), we have v =
∑L
`=0 v¯` with v¯` := (Πp,Ξ` −Πp,Ξ`−1)v ∈ Sp(Ξ`). The next
step is to prove that (IQk − IQk−1)v¯` = 0 for 0 ≤ ` ≤ k − m. Note that, since v¯` ∈ Sp(Ξ`), and
Sp(Ξ
i) ⊆ Sp(Ξj) for i ≤ j, we can prove it just for ` = k −m.
For any u ∈ Sp(Ξk−m), for k −m ≥ 0, we have that
(IQk − IQk−1)u|Ω\Ωk =
∑
T∈Φk
λT (u)T |Ω\Ωk −
∑
T∈Ψk−1
λT (u)T |Ω\Ωk
=
∑
T∈Φk:supp(T )6⊂Ωk
λT (u)T |Ω\Ωk −
∑
T∈Ψk−1:supp(T )6⊂Ωk
λT (u)T |Ω\Ωk ,
because T |Ω\Ωk = 0 for any T ∈ Φk ∪ Ψk−1 with supp(T ) ⊆ Ωk. By observing that for any of these
T1 ∈ Φk there exists T2 ∈ Ψk−1 such that T1 = trunck(T2), which implies T1|Ω\Ωk = T2|Ω\Ωk , and that
(2.6) holds, we get
(4.4) (IQk − IQk−1)u|Ω\Ωk = 0.
We now observe that, from Proposition 2.10, Qk−1 and Qk are strictly T -admissible meshes of class
m, and by definition of admissibility Ωk ⊆ Ωk−1 ⊆ ωk−mT , therefore the restrictions of Sp(Qk−1) and
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Sp(Qk) to Ωk contain Sp(Ξk−m), see [30, Section 4]. Since every IQj is a projector into Sp(Qj), and
u ∈ Sp(Ξk−m), we have
(4.5) (IQk − IQk−1)u|Ωk = 0.
As a consequence of (4.4)–(4.5), we get (IQk − IQk−1)v¯` = 0 for 0 ≤ ` < `min, and therefore
vk = (IQk − IQk−1)v = (IQk − IQk−1)
L∑
`=`min
v¯`.
Let us introduce the auxiliary subdomains σkmod :=
⋃
T∈Φk supp(T ). We observe that by applying
Lemma 2.15 to vk and by using Corollary 2.14, we get for 0 ≤ k ≤ L
‖vk‖20 =
∑
Q⊆σkmod
‖vk‖20,Q =
∑
Q⊆σkmod
∥∥∥∥∥(IQk − IQk−1)
L∑
`=`min
v¯`
∥∥∥∥∥
2
0,Q
.
∑
Q⊆σkmod
∥∥∥∥∥
L∑
`=`min
v¯`
∥∥∥∥∥
2
0,S∗(Q)
.
∥∥∥∥∥
L∑
`=`min
v¯`
∥∥∥∥∥
2
0,S∗(σkmod)
=
∥∥∥∥∥
L∑
`=`min
v¯`
∥∥∥∥∥
2
0
.
L∑
`=`min
‖v¯`‖20.
Note that, since we assume to use dyadic refinement between levels, we have h` ' 2−`. Then, by
applying Lemma 4.7 to the sequences {ak := ‖v¯k‖20}Lk=0 and {bk := ‖vk‖20}Lk=0 with constant s = 2−2 and
Lemma 4.6, we get
L∑
`=0
h−2` ‖v`‖20 .
L∑
`=0
h−2` ‖v¯`‖20 . ‖v‖2A,
which proves the theorem.
Once we have proved the stability of the decomposition based on the subspaces V`mod, the stability
for other subspaces follows immediately by the nestedness property of Proposition 4.1, as stated in the
following corollary.
Corollary 4.9. Let Q be a strictly T -admissible hierarchical mesh of class m. Then, there exist
stable decompositions also for the subspaces V`T -supp,V`H-supp and V`all.
4.4. Strengthened Cauchy-Schwarz (SCS) inequality. The proof of the SCS inequality for
THB-splines relies on two auxiliary results: the SCS inequality in the tensor-product case, which is
proved in [13, Lemma 5.3], and an auxiliary estimate that was first proved in [41, Lemma 3.4]. We start
recalling these two required results.
Lemma 4.10 (SCS inequality for B-splines on globally quasi-uniform meshes). Let {Gi}0≤i≤L be
quasi-uniform over the domain Ω. For ui ∈ Sp(Ξi), uj ∈ Sp(Ξj) with j ≥ i and each element Qi ∈ Gi,
we have
a(ui, uj)Qi . γ(j−i)/2‖ui‖A,Qih−1j ‖uj‖0,Qi ,
and
a(ui, uj) . γ(j−i)/2‖ui‖A h−1j ‖uj‖0,
where 0 < γ < 1 is a constant such that hi ' γi.
Lemma 4.11. Given any (xi)
n
i=1 and (yi)
n
i=1 in Rn, and 0 < γ < 1, we have
n∑
i,j=1
γ|i−j|xiyj ≤ 2
1− γ
(
n∑
i=1
x2i
)1/2 n∑
j=1
y2j
1/2 .
We are now in a position to prove the main result of this section.
Theorem 4.12 (SCS inequality for THB-splines). Let Q be a strictly T -admissible hierarchical mesh
of class m. For any u`, v` ∈ V`T -supp , with 0 ≤ ` ≤ L, we have∣∣∣∣∣∣
L∑
i=0
L∑
j=i+1
a(ui, vj)
∣∣∣∣∣∣ .
(
L∑
i=0
‖ui‖2A
)1/2 L∑
j=0
h−2j ‖vj‖0
1/2 .
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Proof. For 0 ≤ ` ≤ L we introduce the auxiliary subdomains σ`supp :=
⋃
T∈T `supp supp(T ). From the
definition of V`T -supp in (4.2) for any u` ∈ V`T -supp we trivially have u` ∈ Sp(Ξ`) and supp(u`) ⊂ σ`supp.
Now, for j > i let us define
Gi,j := {Qi ∈ Gi : Qi ⊂ σisupp ∧ Qi ∩ σjsupp 6= ∅}.
Let ui ∈ ViT -supp and vj ∈ VjT -supp. Applying Lemma 4.10 followed by the usual Cauchy-Schwarz inequal-
ity, and noting that supp(vj) ⊂ σjsupp, we get
a(ui, vj) =
∑
Qi ∈Gi,j
a(ui, vj)Qi . γ(j−i)/2
∑
Qi ∈Gi,j
(‖ui‖A,Qi h−1j ‖vj‖0,Qi)
. γ(j−i)/2‖ui‖A,σisupp h−1j
 ∑
Qi ∈Gi,j
‖vj‖20,Qi
1/2 = γ(j−i)/2‖ui‖A,σisupp h−1j ‖vj‖0,σjsupp ,
for some 0 < γ < 1 as in Lemma 4.10. Taking the sums on the indices i and j, and applying Lemma 4.11,
we obtain∣∣∣∣∣∣
L∑
i=0
a(ui,
L∑
j=i+1
vj)
∣∣∣∣∣∣ ≤
L∑
i=0
L∑
j=i+1
|a(ui, vj)| .
L∑
i=0
L∑
j=i+1
(
γ(j−i)/2‖ui‖A,σisupp h−1j ‖vj‖0,σjsupp
)
.
(
L∑
i=0
‖ui‖2A,σisupp
)1/2 L∑
j=0
h−2j ‖vj‖20,σjsupp
1/2 = ( L∑
i=0
‖ui‖2A
)1/2 L∑
j=0
h−2j ‖vj‖20
1/2 ,
which is the desired result.
From the nestedness of the spaces in Proposition 4.1, we also have the following result.
Corollary 4.13. Let Q be a strictly T -admissible mesh of class m. Then, the SCS inequality (A3)
holds for the V`new and V`mod subspaces.
Remark 4.2. It is worth to remark that, in general, the SCS inequality does not hold if we consider
the subspaces V`all. Indeed, in that case the analogues of the subdomains σisupp would always be equal to
Ω, and as a consequence the hidden constant in Theorem 4.12 would increase with the number of levels.
A similar result, with a constant depending on the number of levels, is obtained for the subspaces V`H-supp
of HB-splines on strictly T -admissible meshes.
4.5. Final result and discussion. We can now finally introduce the main result of the paper.
Theorem 4.14. Let the mesh Q be strictly T -admissible. Then, the BPX preconditioner associated
to subspaces V`mod and V`T -supp, with Jacobi or Gauss-Seidel smoother, satisfies κ(BA) . 1. The hidden
constant depends on the degree p and the admissibility class m.
Proof. As we mentioned above, the inverse inequality (A4) is a consequence of the one for B-splines,
see [1, Theorem 4.2]. The smoothing property (A1) comes from Proposition 4.4 and Corollary 4.5, the
stable decomposition (A2) is proved in Theorem 4.8 and Corollary 4.9, while the SCS inequality (A3) is
proved in Theorem 4.12 and Corollary 4.13. Then, the result follows from Theorem 3.1.
The result states that the preconditioner is optimal for the subspaces V`mod and V`T -supp. Actually, both
can be seen as a generalization to the hierarchical spline setting of the preconditioner for finite elements in
[39, 43]. Although the former gives more local subspaces, and therefore smaller subproblems, the latter is
simpler to implement, and in particular the indices of basis functions are obtained using the connectivity
information restricted to elements in Ω`, as for assembling the matrices.
For the smallest subspace V`new, we have not been able to prove the stability of the decomposition
(A2), so the proof for the lower bound for the minimum eigenvalue is missing in this case.
Regarding the biggest subspace V`all, as we have mentioned above both the smoothing property (A1)
and the SCS inequality (A3) are not valid, and the maximum eigenvalue is not bounded. This is confirmed
by the numerical results in the next section.
Finally, for the subspace V`H-supp we have not proved the smoothing property (A1) and the SCS
inequality (A3). In fact, by requiring the mesh to be strictly H-admissible, the results of Sections 4.2 and
4.4 can be proved analogously to the V`T -supp case. We will see in the numerical tests that T -admissibility
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of the mesh is not sufficient to bound the condition number independently of the number of levels in this
case.
Remark 4.3. A decomposition similar to the one given by V`all was used in [26] for multiplicative
multigrid methods, the difference being that the subspaces are chosen following the refinement of the
adaptive procedure instead of the algorithm of Section 2.2. However, they also lack the locality property,
which prevents the SCS inequality to hold in general. Note that both decompositions coincide if only
elements of the finest level are allowed to be refined at each step.
Remark 4.4. Very recently, de Prenter et al. [15] proposed a different decomposition of the space,
with a construction from the finest to the coarsest level. Starting from the finest level VL = V, the
hierarchical mesh of each coarser level ` is defined as the coarsest mesh that can be obtained with a single
level of derefinement, i.e., reactivating elements such that all their children of the next level are active,
and the subspace V` is the hierarchical space defined on this mesh. This decomposition is different from all
the ones we define, and also from the one in [26]. There are two important issues for this decomposition
that avoid to prove the robustness with respect to the number of levels: first, it lacks locality, since coarse
functions can appear in principle in all levels, and second, the derefinement procedure does not respect
admissibility. We presume that the decomposition can be changed without much difficulty to take into
account the local refinement, while admissibility can be recovered using the coarsening algorithms in [11].
However, we do not see any clear advantage with respect to the decompositions we have described above.
5. Numerical tests. For the numerical tests, we have implemented the BPX preconditioner in
the Octave/Matlab software GeoPDEs [37]. We refer to [21] for the details of the implementation of
THB-splines, and to [3] for the algorithms regarding admissible refinement. In all the tests, we have
computed the condition number as the quotient between the maximum and minimum eigenvalues, that
are approximated using Lanczos’ method [33, Section 6.6] for the preconditioned system, and the Matlab
command eigs for the unpreconditioned one. All the numerical tests are run considering as the smoother
one single iteration of symmetric Gauss-Seidel method.
Test 1: the role of the decomposition. In the first set of numerical tests we consider the parametric
domain (0, 1)d for dimensions d = 1, 2, 3. We test the behavior of the BPX preconditioner with the
degree ranging from one to four. For each degree p we start with a zero level mesh of (2p+ 1)d elements,
and at each refinement step, passing from level ` to level ` + 1, we refine the hyperrectangular region
near the origin formed by (p + 2`)d elements, see Figure 3 for examples in dimension two after three
refinement steps. This kind of refinement leaves a “frame” of p elements between non-consecutive levels,
and guarantees that the mesh is strictly T -admissible with m = 2.
We have tested the performance of the BPX preconditioner for THB-splines with the different decom-
positions introduced in Section 4, except for the one based on V`H-supp, that will be tested later. We start
with the case of d = 2 and compare in Figure 4 the value of the condition number of the unpreconditioned
linear system with the values obtained for the BPX preconditioner with the different decompositions, for
degrees from one to four. We see that in all cases the BPX preconditioner reduces the condition number,
however the condition number obtained for the subspaces V`new is greater than for any other, specially for
high degree. Moreover, the condition number obtained for the subspaces V`all grows with the number of
levels. A detailed analysis of the minimum and maximum eigenvalues, given in Tables 1-4 for dimension
d = 2 and for all the degrees, shows that the maximum eigenvalue of the preconditioned system with
the subspaces V`all is not bounded, as it was already mentioned in Remark 4.2. In agreement with our
theoretical results, the minimum and maximum eigenvalues, and as a consequence the condition number,
are bounded for the choices V`mod and V`T -supp. This seems to be also the case for the choice V`new, even
if we have not proved the bound for the minimum eigenvalue. Howeover, for this choice the minimum
eigenvalue is much lower than in the other cases, providing bigger condition numbers. It is also worth to
note that in all cases the magnitude of the minimum eigenvalue decreases with the degree due to the lack
of robustness of the Gauss-Seidel smoother. Although both V`mod and V`T -supp show good performance,
in the following tests we will focus on the latter due to its simplicity, and we will compare it with the
performance of V`all.
We also show in Figure 5 the results for the other dimensions, and compare the behavior of the choice
of local subspaces V`T -supp with the one given by global subspaces V`all. The results confirm what we have
observed in dimension d = 2: the condition number with the choice of local subspaces is bounded, while
the one given by the global ones is not.
Test 2: the role of admissibility. For the second numerical test we consider again the parametric
domain, in this case focusing on the two-dimensional case. We start from an initial mesh of 9 × 9
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(a) Degree 1. (b) Degree 2.
(c) Degree 3. (d) Degree 4.
Fig. 3: Meshes used in Test 1, for different degrees and d = 2, after three refinement steps.
Level
p = 1 p = 2 p = 3 p = 4
λmin λmax λmin λmax λmin λmax λmin λmax
2 7.9e-01 2.0e+00 7.7e-01 2.0e+00 3.2e-01 2.0e+00 7.5e-02 2.0e+00
3 7.7e-01 3.0e+00 8.6e-01 3.0e+00 3.1e-01 3.0e+00 5.2e-02 3.0e+00
4 7.4e-01 4.0e+00 8.6e-01 4.0e+00 2.9e-01 4.0e+00 4.7e-02 4.0e+00
5 7.3e-01 5.0e+00 8.7e-01 5.0e+00 2.8e-01 5.0e+00 4.3e-02 5.0e+00
6 7.3e-01 6.0e+00 8.7e-01 6.0e+00 2.8e-01 6.0e+00 4.2e-02 6.0e+00
7 7.3e-01 7.0e+00 8.5e-01 7.0e+00 2.8e-01 7.0e+00 4.2e-02 7.0e+00
8 7.2e-01 8.0e+00 8.7e-01 8.0e+00 2.8e-01 8.0e+00 4.2e-02 8.0e+00
9 7.2e-01 9.0e+00 8.2e-01 9.0e+00 2.8e-01 9.0e+00 4.2e-02 9.0e+00
10 7.2e-01 1.0e+01 8.3e-01 1.0e+01 2.8e-01 1.0e+01 4.2e-02 1.0e+01
Table 1: Minimum and maximum eigenvalues for the preconditioned system for Test 1, d = 2, for V`all.
elements, independently of the degree, and at each refinement step we refine the region (0, 1/3)2, in such
a way that Ω`+1 = Ω` for any ` > 0, see Figure 6. In this case the resulting mesh is not admissible, and
therefore the theoretical results of Section 4 are not valid anymore.
We repeat the same numerical tests that we run for the previous example. We first compare, in
Figure 7(a), the condition number of the unpreconditioned system with the one obtained with the BPX
preconditioner, and the decomposition given by V`T -supp. Even if the theoretical results do not hold,
and the condition number increases with the number of levels, the preconditioner does a good work in
reducing it. We show in Figure 7(b) a comparison of the results between the decompositions based on
subspaces V`T -supp and V`all. In this case both decompositions provide very similar results, because the
spaces in the decompositions only differ slighty. We note however that the size of the spaces in V`T -supp
is always smaller, which leads to solve smaller linear systems when applying the smoother on each level.
As before, we complete the results with the analysis of the minimum and maximum eigenvalues,
that are displayed in Table 5. The results for the subspaces V`all are very similar to the ones obtained in
the previous test, and we observe an increase of the maximum eigenvalue with respect to the number of
levels. A similar behavior is now also observed for the decomposition based on subspaces V`T -supp, while
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(a) Results for p = 1.
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(b) Results for p = 2.
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(c) Results for p = 3.
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(d) Results for p = 4.
Fig. 4: Condition numbers for Test 1: THB-splines on strictly T -admissible meshes for d = 2.
Level
p = 1 p = 2 p = 3 p = 4
λmin λmax λmin λmax λmin λmax λmin λmax
2 7.9e-01 2.0e+00 7.7e-01 2.0e+00 3.2e-01 2.0e+00 7.5e-02 2.0e+00
3 7.7e-01 2.4e+00 8.7e-01 2.9e+00 3.1e-01 2.9e+00 5.2e-02 2.9e+00
4 7.4e-01 2.8e+00 8.9e-01 3.5e+00 2.9e-01 3.8e+00 4.7e-02 3.7e+00
5 7.2e-01 3.1e+00 8.9e-01 3.6e+00 2.9e-01 4.3e+00 4.4e-02 4.5e+00
6 7.2e-01 3.3e+00 8.7e-01 3.7e+00 2.9e-01 4.6e+00 4.2e-02 5.0e+00
7 7.1e-01 3.6e+00 8.7e-01 3.8e+00 2.9e-01 4.7e+00 4.2e-02 5.3e+00
8 7.1e-01 3.8e+00 8.6e-01 3.8e+00 2.9e-01 4.8e+00 4.2e-02 5.5e+00
9 7.2e-01 4.0e+00 8.8e-01 3.8e+00 2.9e-01 4.9e+00 4.1e-02 5.6e+00
10 7.1e-01 4.1e+00 8.9e-01 3.8e+00 2.9e-01 4.9e+00 4.1e-02 5.7e+00
Table 2: Minimum and maximum eigenvalues for the preconditioned system for Test 1, d = 2, for V`T -supp.
the maximum eigenvalue was bounded in the previous numerical test. From this results we conclude that
the lack of admissibility causes the maximum eigenvalue to increase with the number of levels. Instead,
we do not observe the minimum eigenvalue to decrease despite the lack of admissibility.
Test 3: the role of the admissibility class. We complete the previous test by checking the dependence
on the admissibility class m. Starting from the same mesh of 9 × 9 elements, and marking at each step
the same elements as before, we apply the admissible refinement algorithm [7, 3] for strictly T -admissible
meshes with different values of m, see Figure 8. Note that the results without applying admissible
refinement, that we denote by m = ∞, are the same as in Test 2. In this case we only consider the
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Level
p = 1 p = 2 p = 3 p = 4
λmin λmax λmin λmax λmin λmax λmin λmax
2 7.9e-01 2.0e+00 6.5e-01 2.0e+00 3.2e-01 2.0e+00 7.4e-02 2.0e+00
3 7.7e-01 2.4e+00 6.1e-01 2.9e+00 2.8e-01 2.9e+00 4.6e-02 2.9e+00
4 7.4e-01 2.8e+00 6.0e-01 3.4e+00 2.7e-01 3.8e+00 4.2e-02 3.7e+00
5 7.2e-01 3.1e+00 6.0e-01 3.6e+00 2.7e-01 4.3e+00 4.1e-02 4.5e+00
6 7.2e-01 3.3e+00 6.0e-01 3.7e+00 2.5e-01 4.5e+00 3.8e-02 5.0e+00
7 7.1e-01 3.6e+00 6.0e-01 3.7e+00 2.5e-01 4.7e+00 3.8e-02 5.3e+00
8 7.1e-01 3.8e+00 6.0e-01 3.8e+00 2.5e-01 4.8e+00 3.8e-02 5.5e+00
9 7.2e-01 4.0e+00 5.9e-01 3.8e+00 2.5e-01 4.9e+00 3.7e-02 5.6e+00
10 7.1e-01 4.1e+00 5.9e-01 3.8e+00 2.5e-01 4.9e+00 3.7e-02 5.7e+00
Table 3: Minimum and maximum eigenvalues for the preconditioned system for Test 1, d = 2, for V`mod.
Level
p = 1 p = 2 p = 3 p = 4
λmin λmax λmin λmax λmin λmax λmin λmax
2 7.3e-01 1.8e+00 2.7e-01 2.0e+00 5.8e-02 2.0e+00 8.0e-03 2.0e+00
3 6.5e-01 2.3e+00 2.6e-01 2.8e+00 4.5e-02 2.9e+00 4.4e-03 2.9e+00
4 6.6e-01 2.7e+00 2.5e-01 3.3e+00 4.4e-02 3.7e+00 4.1e-03 3.7e+00
5 6.5e-01 3.0e+00 2.5e-01 3.5e+00 4.3e-02 4.2e+00 3.9e-03 4.5e+00
6 6.4e-01 3.3e+00 2.5e-01 3.7e+00 4.3e-02 4.5e+00 3.9e-03 5.0e+00
7 6.4e-01 3.6e+00 2.5e-01 3.7e+00 4.3e-02 4.7e+00 3.8e-03 5.3e+00
8 6.4e-01 3.8e+00 2.4e-01 3.8e+00 4.3e-02 4.8e+00 3.8e-03 5.5e+00
9 6.3e-01 4.0e+00 2.4e-01 3.8e+00 4.3e-02 4.9e+00 3.8e-03 5.6e+00
10 6.3e-01 4.1e+00 2.4e-01 3.8e+00 4.3e-02 4.9e+00 3.8e-03 5.7e+00
Table 4: Minimum and maximum eigenvalues for the preconditioned system for Test 1, d = 2, for V`new.
subspaces V`T -supp. The results for degrees two and three, that we present in Figure 9, show that the
admissibility class plays a minor role in the condition number of the preconditioned system, and even
when the mesh is not admissible the condition number is significantly reduced.
Test 4: a comparison of HB-splines and THB-splines. To compare the behavior of HB-splines and
THB-splines, we run a numerical test very similar to the previous one. We consider the same domain
and initial mesh, and at each refinement step we mark exactly the same region (0, 1/3)2, applying the
admissible refinement algorithms from [3], in this case both for strictly H-admissible and strictly T -
admissible meshes. Some strictly H-admissible meshes are depicted in Figure 10. We consider the two
decompositions based on the support, that is, for THB-splines the decomposition is given by V`T -supp,
and for HB-splines it is given by V`H-supp.
In Figure 11(a) we present the results on strictly H-admissible meshes for the admissibility class
m = 3. The condition number for THB-splines is always smaller than for HB-splines, and the difference
increases with the degree. Although not reported in the paper, the same behavior is obtained for other
values of m. Moreover, a better behavior of THB-splines was also observed in the previous work [26] with
a decomposition which is equivalent to V`all.
Finally, in Figure 11(b) we show the condition number of the preconditioned system obtained for
HB-splines on strictly H-admissible and strictly T -admissible meshes, for different values of m and degree
p = 3, and with the subspaces V`H-supp. Analogously to what we have seen before, it is clear that HB-
splines require that the mesh is strictly H-admissible in order to obtain a bounded condition number.
However, the preconditioner reduces the condition number with respect to the unpreconditioned system
when the mesh is not strictly H-admissible.
Test 5: THB-splines on adaptive meshes. For the last numerical test we consider a real adaptive
problem, where the refinement is not decided a priori but following an adaptive algorithm [7]. We
consider the curved L-shaped domain of Figure 12, which is defined as a single patch with a line of C0
continuity. The initial mesh has 32 × 16 elements. We solve Poisson problem with Dirichlet boundary
conditions, and solution given in polar coordinates by
u(ρ, φ) = ρ2/3 sin(2φ/3).
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2 4 6 8 10
100
101
102
Number of levels
C
o
n
d
it
io
n
n
u
m
b
er
p = 1, BPX-all p = 1, BPX-supp.
p = 2, BPX-all p = 2, BPX-supp.
p = 3, BPX-all p = 3, BPX-supp.
p = 4, BPX-all p = 4, BPX-supp.
(b) d = 1, results for subspaces V`T -supp and V`all.
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(c) d = 2, results with and without preconditioning.
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(f) d = 3, results for subspaces V`T -supp and V`all.
Fig. 5: Condition numbers for Test 1: THB-splines on strictly T -admissible meshes.
For the adaptive refinement we use an a posteriori residual estimator, and marking is done using Do¨rfler’s
strategy with parameter θ = 0.85. The iterative refinement is performed until we reach a fixed number
of levels, that we take equal to eleven. Some sample meshes are shown in Figure 12.
We have run numerical tests discretizing with THB-splines with different values of the degree p, from
2 to 4, to compare the results obtained with strictly T -admissible meshes of class m = 2 with the ones
obtained for non-admissible meshes, the results are depicted in Figure 13. The plots confirm the good
behavior of the preconditioner also in a situation of adaptive refinement, and the need of admissible
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(a) Mesh with three levels, m = ∞. (b) Mesh with four levels, m = ∞.
Fig. 6: Meshes used in Test 2, and also in Test 3 and Test 4 for m =∞, with three and four levels.
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Fig. 7: Condition numbers for Test 2: THB-splines on non-admissible meshes.
meshes to guarantee the boundedness of the condition number. The main difference with respect to
previous tests is a more localized refinement, that leads to a smaller number of degrees of freedom, and
therefore to smaller condition numbers in the non-preconditioned case.
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Table 5: Results for Test 2: non-admissible meshes. Minimum and maximum eigenvalues for the precon-
ditioned system using the decompositions based on V`T -supp and V`all.
(a) Mesh for p = 2,m = 3. (b) Mesh for p = 3,m = 3. (c) Mesh for p = 3,m = 2.
Fig. 8: Some strictly T -admissible meshes used in Test 3 and in Test 4, for different degrees p and
admissibility class m, with four levels.
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Fig. 13: Condition numbers for Test 5: THB-splines with adaptive refinement.
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