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ABSTRACT 
A large number of sensors deployed in recent years in various 
setups and their data is readily available in dedicated databases or 
in the cloud. Of particular interest is real-time data processing and 
3D visualization in web-based user interfaces that facilitate spatial 
information understanding and sharing, hence helping the decision 
making process for all the parties involved. 
In this research, we provide a prototype system for near real-
time, continuous X3D-based visualization of processed sensor 
data for two significant applications: thermal monitoring for 
residential/commercial buildings and nitrogen cycle monitoring in 
water beds for aquaponics systems. As sensors are sparsely 
placed, in each application, where they collect data for large 
periods (of up to one year), we employ a Finite Differences 
Method and a Neural Networks model to approximate data 
distribution in the entire volume. 
CCS CONCEPTS 
• CCS → Human-centered computing → Visualization → 
Visualization techniques → Heat maps  
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1 Introduction 
The widespread of sensors in the IoT context and the emergence 
of Web3D standards, enable big data collection and visualization, 
empowering Internet collaborations among participants with 
different backgrounds, and facilitating the decision process 
through spatial data and complex information understanding.  
We employ the X3D ISO standard [1] and the Finite 
Difference Method (FDM) computational model with a Machine 
Learning (ML) based enhancement, to process data from a set of 
sensors attached at fixed locations in the monitored environment. 
The proposed sensor data processing allows generation of 
meaningful supplementary data in the entire monitored volume, to 
enable generation of X3D-based colormaps with variable 
transparency values (α- values). 
The focus is on two static scenarios, where the location of the 
sensors does not change: (1) wireless sensors located in a building 
to assess its thermal efficiency and (2) an automated sensor 
system for nitrogen cycle monitoring in an aquaponics testbed. In 
the first scenario, the system proposed can provide valuable 
insights into building design, materials and construction that can 
lead to significant energy savings and an improved thermal 
comfort. In the second scenario, the system proposed will aid in 
the identification of nitrogen utilization efficiencies of potential 
fish/vegetable cropping schedules of an aquaponics food 
production system. A dynamic scenario, where the sensors are 
moving (e.g. vehicular ad-hoc networks - VANETs [2]) is also 
possible, but not investigated herein. 
The Web-based 3D visualization aids at micro level (e.g. 
engineers, developers, architects, etc.), as well as at the macro 
level, decision makers (e.g. managers, project owners, investors) 
to propose and implement optimal solutions. 
The paper is structured as follows. Section 2 provides a brief 
overview of the background problems in the two scenarios above 
and highlights some related work. In Section 3 we give a brief 
overview on Artificial Neural Networks models and describe the 
main steps of the process. Section 4 presents the sensor system 
and data collection process. general description of the whole 
process, as well as the details of the underlying model we 
propose. The general description of the whole framework and the 
underlying model we propose, and our experimental results are 
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presented in Section 5. The conclusions and future work are 
presented in the last section. 
2   Applications Proposed for Web3D Visualization 
Among the most important benefits of information visualization is 
that it allows stakeholders visual access to huge amounts of 
processed or raw data in easily digestible visual representations. 
Moreover, Web enabled 3D data visualization enables remote 
collaborations and concurrent interpretations of the data among 
groups of people as they would be collocated. Being able to 
engage as a team from anywhere in the world, generates increased 
productivity, flexibility and significant savings.  
2.1 Building Interior Monitoring 
Autonomous wireless sensors (AWSs) are deployed in many 
indoor environments where they collect data for large periods of 
time. Since many thermally deficient western methods of 
construction hardly tap into the huge potential of applying energy-
efficiency technology, we proposed in [3] a prototype for 
generating semi-transparent (α-value) X3D thermal maps to 
represent temperature and humidity in large commercial and 
residential buildings.  
Although there are many commercial simulations, analysis, 
and visualization tools in the construction industry, most of them 
rely on theoretical thermal models to make decisions on the 
building structural design and modifications. International 
standards for thermal comfort for indoor air temperature and 
humidity [4] lack representation, measurement methods and 
interpretation, dealing mainly with the perceived temperature 
values from the building occupants. The National Institute of 
Building Sciences (NIBS) proposes baseline standards [5] for 
thermal performance of building enclosures [6], with certain 
levels of high performances, measurement, and verification for 
design and construction of enclosure assemblies. 
Various methods to evaluate the building envelope are in 
commercial use today among which the most frequently used is 
the Infrared (IR) thermal imaging. It provides an accurate 
estimation of the temperature in 2D, as illustrated in Figure 1 (a), 
however, it is just a snapshot in time and does not capture the 
dynamic distribution of temperature and humidity inside the 
rooms. Using data from a sparse set of AWSs we used linear 
interpolation to generate additional values [7] and displayed the 
aggregated X3D thermal data in relationship with the building 
architecture, as illustrated in Figure 1 (b). 
     
Figure 1. (a) 2D IR thermal image (b) X3D thermal maps from 
simulated sensor data. 
 
Among the advantages of the proposed system are: 
 Spatial Analytics: find the best location for HAVC systems, 
plan for a smarter building interior setup, and prepare and 
respond faster in emergencies, knowing the spatiality of the 
interior. 
 Mapping and Visualization: temperature/humidity, as well as  
other parameters (e.g., CO2 levels) monitoring help spot 
spatial patterns in the building and enable better decisions 
regarding building management.  
 The web-based aspect of the application breaks down spatial 
barriers and facilitates collaboration among the actors 
involved (architects, contractors, owners etc.). 
 Real-time sensor data: location monitoring of any type of 
sensors — will accelerate response times, optimizing safety, 
and improving operational awareness across all assets and 
activities, whether in motion or at rest. 
 Potential to collect, crowdsource, store, access, and share 
data efficiently and securely using the XML based X3D 
security framework. 
2.2 Nitrogen Compounds Monitoring 
Aquaponics is a unified system that combines elements of 
recirculating aquaculture and hydroponics [8], greatly improving 
resource utilization. In aquaponics, waste water from fish tanks, 
enriched via feed nutrients, is used for plant growth as illustrated 
in Figure 2.  
 
 
Figure 2. Aquaponics system with Nitrogen compounds 
monitoring – plants absorb nutrients from fish waste cleaning the 
water. 
 
The interlinking of aquaculture and hydroponic procedures is 
considered innovative and sustainable, allowing some of the 
shortcomings of traditional agriculture and aquaculture systems to 
be addressed [9]. A well-managed aquaponics system can 
improve nutrient retention efficiency, reduce water usage and 
waste discharge (mostly lost nutrients), and improve profitability 
by simultaneously producing two cash crops [9, 10]. Near future 
food-production, will be evaluated on the ability to recover and 
reuse nutrients while minimizing resource loss. 
Aquaponics is a sustainable alternative to traditional 
agriculture and aquaculture because of high assimilation rates of 
input nutrients, specifically nitrogen utilization efficiency [11]. 
Nitrogen is used in the formation of non-essential amino acids and 
protein for all living organisms. It is also the most expensive 
component in aquatic feeds (weight basis) and can account for 
50–70% of operational costs in fish production [12]. Traditional 
aquaculture systems are relatively inefficient in terms of tissue 
nitrogen retention, with approximately 70% excreted into the 
surrounding environment in the form of ammonia [13]. 
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Aquaponics is one of the few production techniques available that 
can "save" lost nitrogen from fish production processes and retain 
it as a secondary cash crop (e.g., green leafy vegetables). 
To identify nitrogen utilization effectiveness of an aquaponics 
food production system, the Nitrogen compounds waterbed 
monitoring is required. Nitrogen monitoring requires complex 
sensors and frequent recalibrations. Moreover, to the best of our 
knowledge, there is no framework for web-based 3D visualization 
of Nitrogen compounds (e.g. nitrates, nitrites, ammonia) available. 
Nonetheless, the Nitrogen cycle is of paramount importance to 
every living system as it is an important part of many cells and 
processes such as amino acids, proteins and even our DNA.  
3    Lightweight ML and Projected Steps  
3.1 Succinct Background  
ML is about statistics and prediction based on an existing set of 
data, and it can start from simple forms of Linear Regression. 
Data processing through classification is an essential intermediary 
task, and Logistic Regression (LR) can be used to classifying data 
into discrete results. In the LR process, a cost function has to be 
defined, based on which multi-class classification can occur. Once 
the classification is completed, the system must be able to 
generalize well to new examples not seen so far. For this, a 
regularization function is introduced to prevent the system from 
over-fitting training data. 
The Artificial Neural Networks (ANN) models (or simply 
Neural Networks) have gained a very good reputation recently for 
their many applications in machine learning. Concisely, an ANN 
model aims to mimic human brain’s network of neurons as a 
network flow where complex inputs are transformed in outputs 
via linear combinations of non-linear functions (called “activation 
functions”). ANNs have been used intensively in machine 
learning with applications in medical field (diagnosis of cancer), 
face recognition, signal classification, financial forecasting, etc. 
The model’s strength stems from the famous “universal 
approximation theorem” (Cybenko [14], Hornik [15]) which 
essentially states that a feed forward network using a sigmoid 
function as an activation function can approximate any continuous 
function, with any precision. Hornik et al [16] improved this result 
using a bounded function as an activation function. Lagaris et al 
[17] introduced a general framework for solving initial value 
problems using ANN models. This new area of applications 
received continuous interest [18], as the approximate solutions 
produced by ANN models are analytical, rather than numerical. 
ANNs have been traditionally used for performing machine 
learning classification (the famous MNIST classification problem 
[20] is one of the classical examples). In such traditional setup, 
the ANN model uses a training data set of observations whose 
categories (classes) are previously known to learn the parameters 
of the model so that classes of new observations (of categories 
previously unknown) are successfully predicted. The model’s 
accuracy is typically evaluated on another set of observations of 
previously known classes (the validation data set). In this work we 
do not use ANN in the classical way for machine learning 
classification. We use an ANN model as an approximation model, 
for the best approximation mapping between a set of input values 
and a set of output values. 
 
Figure 3. Artificial Neural Network (ANN) model 
 
An Artificial Neural Network (ANN) model with one hidden 
layer and L hidden neurons is represented in Figure 3. We use this 
model (with three inputs x, y, z; L hidden nodes; and one output 
N) to approximate an unknown function ℝ3
𝑢
→ ℝ as: 
(1) 𝑢(𝑥, 𝑦, 𝑧) ≈ 𝑁(𝑥, 𝑦, 𝑧) = ∑ 𝑍𝑖ℎ𝑖
𝐿
𝑖=1 + 𝑏2 
where 
ℎ𝑖 = 𝜎(𝑊1𝑖𝑥 + 𝑊2𝑖𝑦 + 𝑊3𝑖𝑧 + 𝑏1𝑖) 
𝜎(𝑥) =
1
1 + 𝑒−𝑥
 
In the model above, the parameters 𝑊𝑘𝑖 ,  𝑏1𝑖 , 𝑏2  (with 𝑘 =
1,2,3; 𝑖 = 1 … 𝐿) are learned during the neural network training 
process with a given data set (training set) 𝑆 ⊂ ℝ4 so that for each 
(𝑥, 𝑦, 𝑧, 𝑜) ∈ 𝑆, N(x,y,z) best approximates o (with respect of some 
error measure). The universal approximation theorem guarantees 
that such model can approximate any continuous function u(x,y,z) 
with arbitrary precision. However, the number L of the hidden 
neurons for achieving certain precision can only be determined by 
practical trials. 
3.2 Data Acquisition and Processing Stages  
Our previous work on thermal models included an overly 
simplified linear interpolation model for estimating room heat 
distribution. While superior to standard thermal imaging, we 
clearly cannot capture a more sophisticated room’s interior heat 
distribution using linear approximations. For instance, a window 
placed on some of the room’s wall, walls shared with neighboring 
rooms, and exterior walls facing sun or shade would introduce 
significant non-linearity in the model.  
In our current work, we employ the heat equation model, 
which governs the heat diffusion more accurately. In previous 
work, laminar flow models were considered for building 
components and small room size analysis. Chung [19] uses heat-
flux sensors in conjunction with surface temperature information 
from thermal imaging to compute the heat-transfer coefficients at 
spot locations on a building facade. Our current approach 
(illustrated in Figure 4) is a three steps process: (i) collect real-
  
time data from sensors, (ii) process the data, and (iii) visualize the 
information as a spatio-temporal matrix. 
 
 
 
Figure 4. Steps in Data Acquisition, Processing and Display 
 
Similar to our previous work, we collect temperature 
information from sensors placed on the boundaries of the enclosed 
volume (e.g. the 8 corners of a rectangular room, the 6 centers of 
each face/wall, etc.). Discrete temperature values in a few points 
of the considered domain (room corners, for instance) would not 
provide sufficient information to compute numeric solutions of 
the heat equation model. The complete distribution of the 
temperature values on the whole domain boundaries would be 
necessary. In the next step we perform interpolation to determine 
the temperature distribution on the entire room boundaries. Then, 
based on the heat equation model, we compute the temperature 
distribution at each point in the room volume. In a first 
computational step, we use Finite Differences (FD) techniques to 
compute temperature distribution at regular grid points in the 3D 
volume. We then apply a Neural Network approximation model to 
obtain an analytical formula that computes the room temperature 
at any point in the room (or nitrogen compounds concentration at 
any point in the water testbed). With this approach, we can not 
only refine the grid points at which the temperature/Nitrogen 
concentration is computed, but we can also, for instance, “zoom 
in” into any subdomain and analyze the temperature/Nitrogen 
distribution in small detail. This refinement presents some clear 
advantages: 
1. An analytical formula is clearly a more compact form of 
storing the sensor information (as opposed to a large 3D 
array of values at each grid point). In addition, the 
formula can estimate temperature/Nitrogen compounds 
values as 3D arrays of various dimensions without 
significant computational effort. 
2. We can use this approach to produce short-term estimates 
of temperature/Nitrogen compounds evolution, which, in 
conjunction with further sensor readings, can help 
detecting possible anomalies in the sensory data, such as 
sudden changes in the readings, which can be accounted 
for special events (e.g. building fire, waterbed failure, 
sensor failure, major intrusion event etc.)  
3. The distribution of temperature/Nitrogen compounds 
over the entire room/waterbed volume is formatted 
according to the X3D specifications and, subsequently, 
displayed on web. 
4 Sensor System and Data Collection 
To collect the data a set of AWS is used. For thermal data 
collection a cost effective set of temperature/humidity sensors 
SHT21 [21] with potential for mobility were combined within and 
Arduino Uno setup. In the aquaponics setup the nitrogen in the 
body of liquid is more difficult to measure. An Orbisphere 315xx 
[22] family can be employed to compute the N2 dissolved in 
liquid. For the Ammonia (NH₃) and Nitrate (NO₃) the 
ISENH3181 and the ISENO3181 [23] Ion selective electrodes can 
be employed, however they require manual calibration, hence not 
a fully automated procedure. 
4.1 Sensor Placement and a Recursive View 
In our experiments we consider that each room/volume has the 
shape of a cube. (We emphasize we do not sacrifice generality 
with this model as a more general case of a rectangular 
parallelepiped can be scaled to a cube.) Going inwards we further 
divide the cube in sub-cubes (e.g. an edge division in half would 
generate eight cubes of equal size in each room etc.). Going 
outwards, each building consists of cubic rooms and in the most 
simplistic scenario, the entire building is a cube (as illustrated in 
Figure 5). 
 
 
Figure 5. Recursive Geometrical Decomposition 
 
The AWS placement strategy consists in placing an AWS in 
each corner of the room and six on the center of each wall with 
and additional sensor in the middle of the room. The AWS hybrid 
power system as well as the communication protocols allow data 
collection for extended periods – up to 1 year. A myriad of 
alternative sensor distribution strategies are available (e.g., based 
on non-laminar air/water flow) and a preliminary analysis can be 
done to identify best placement locations (e.g., windows, doors, 
HAVC location intake/output etc.), however such analysis is 
beyond the scope of this paper. 
This recursive geometric view model comes with twofold 
benefits. First, it allows a recursive implementation of the model 
at various levels of granularity. Second, it could also be applied to 
non-rectangular shapes of room and/or buildings by decomposing 
their geometry into rectangular building blocks (hence generality). 
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4.2. Data Communication 
Data collection from each set of AWS is done through a data 
concentrator (DC) associated with each room [4]. Data 
communication between the sensors and the DC is based on the 
idea of circular memory buffers, physically located on the end-
points. These buffers are written by the microcontroller based on 
the data collected from each sensor. Each line in the file contains 
information like the sensor id and read value. The buffer 
implements a FIFO strategy and it can hold up to 1000 records. 
Consequently, by design, different query frequencies can be used 
by the DC. Frequencies of one query per minute were explored 
and proved to be suitable for medium interval data collection (up 
to 6 months).  
We have implemented a client-server socket system that 
allows data delivery from the DC directly to a cloud server. The 
average sensor data to server, packet transmission time over a 
period of 24 hours is 80ms. Without replication services and 
within the same Metropolitan Area Network the average packet 
reading time from the server is 95ms (with jitter average of 30ms). 
The data processing delays averages is 112ms, without step 3 as 
described in the previous section. Therefore, by building a data-
fetch buffer of 500ms we can compensate for the overall packet 
delay, and obtain a continuous FPS of 25+ interactive scene. The 
limiting factors of this experimental data is the jitter as the delay 
variation larger than the buffer size (i.e., 500ms) could generate 
data loss and inconsistencies, however, further network 
simulations studies in this direction are beyond the scope of the 
paper and will be reported elsewhere. 
5 Predictive Model for Data Stuffing 
5. 1 Framework 
Mathematically, we consider each building room as a 3D 
Cartesian grid Ω=L×H×D, where a number of temperature sensors 
are placed in a few grid points of Ω. The temperature diffusion in 
each room (considered a homogeneous environment) is described 
by the heat flow equation: 
𝜕𝑢
𝜕𝑡
− 𝛼 (
𝜕2𝑢
𝜕𝑥2
+
𝜕2𝑢
𝜕𝑦2
+
𝜕2𝑢
𝜕𝑧2
) = 0 
 
Where, u(x,y,z,t) is the temperature function at each spatial 
coordinate (x,y,z) and time t. For simplicity (but without 
sacrificing much of the purpose of our analysis), we carry our 
analysis for the moments of time when the steady state (or close) 
has been reached. For this case scenario, the equation above 
becomes the Laplace equation: 
 
𝜕2𝑢
𝜕𝑥2
+
𝜕2𝑢
𝜕𝑦2
+
𝜕2𝑢
𝜕𝑧2
= 0 
On specific domains and given appropriate boundary conditions 
the Laplace equation above has an analytical solution. Otherwise, 
numerical solutions are the only options if complete boundary 
information is provided. Our first challenge consists of computing 
the boundary values to completely solve the problem. The only 
information we start with consists in a finite number of discrete 
temperature values, such as eight temperature readings from all 
the corners of a rectangular room and/or room walls centers 
(Figure 5, left). Consequently, before proceeding to numerically 
solving the diffusion equation we must interpolate the given 
values and compute values on the given domain boundaries (all 
faces of a rectangular prism for a rectangular room). For this 
purpose, we used two methods: (i) a linear 2D interpolation (on 
each face of the cube) and (ii) a 2D heat diffusion model for each 
face of the cube (domain). With either method, we obtain a heat 
diffusion model described by a Laplace equation with Dirichlet 
boundary conditions (where 𝜕Ω  denotes the boundary of the 
domain Ω): 
(2)                      
𝜕2𝑢
𝜕𝑥2
+
𝜕2𝑢
𝜕𝑦2
+
𝜕2𝑢
𝜕𝑧2
= 0           𝑜𝑛 Ω 
𝑢(𝑥, 𝑦, 𝑧) = 𝑓(𝑥, 𝑦, 𝑧)        𝑜𝑛 𝜕Ω 
We proceed to solve this equation numerically, using the classic 
finite differences (FD) method. However, FD is known to be 
computationally expensive. Producing numerical results with finer 
granularity (on the whole domain or subsets of the domain) would 
require a new FD solution. We alleviate this issue by computing 
only once the FD numerical solution, for an intermediate-size 
domain grid (hence not very expensive to compute). We then 
refine the solution using a Neural Network model, which will 
produce an approximation function: 
?̃?(𝑥, 𝑦, 𝑧) ≈ 𝑢(𝑥, 𝑦, 𝑧)              𝑜𝑛 Ω 
Not only the above function can quickly compute values at any 
domain point, but also it can be considered a canonical 
representation of all values in the domain. These are certainly 
highly desired characteristics for a real-time process. 
5.2 Full Volume Data Generation 
We simulated our computational framework (Figure 4) using the 
Finite Differences (FD) and Artificial Neural Networks (ANN) 
models on the Ω = (0,1)3 domain (a cube). The initial sensor data 
was considered for two case scenarios: 
(1) All corners of the cube (8 data points): 
𝑆1 = {𝑢(𝑖, 𝑗, 𝑘) | 𝑖, 𝑗, 𝑘 = 0,1} 
(2) All cube’s corners, plus centers of each face (8+6 = 14 
data points): 
𝑆2 = 𝑆1 ∪ {𝑢(0.5, 0.5, 0), 𝑢(0.5, 0, 0.5), 𝑢(0, 0.5, 0.5), 
𝑢(0.5, 0.5, 1), 𝑢(0.5, 1, 0.5), 𝑢(1, 0.5, 0.5, 0.5)} 
Table 1. Sensor data values for experimental simulations 
u value Location 
19 front-bottom-left 
20 front-bottom-right 
26 front-top-left 
27 front-top-right 
20 back-bottom-left 
21 back-bottom-right 
25 back-top-left 
26 back-top-right 
 
  
Table 1 shows a snapshot of sensor reading values in 𝑆1 used in 
our experimental simulation. The full volume data ?̃?(𝑥, 𝑦, 𝑧) was 
generated as follows: 
1. Boundary values for the model in Equation (2) were 
computed from 𝑆1  (or 𝑆2 ) data by linear interpolation 
(or using the FD method for a 2D version of the model 
in Equation (2)) on a 8 × 8 grid for each cube’s face. 
2. Using the FD method for Equation (2), all values of the 
regular 6 × 6 × 6  interior grid were computed, and 
hence the full 8 × 8 × 8 grid data was fully available: 
𝑆 = {?̃? (
𝑖
7
,
𝑗
7
,
𝑘
7
) | 𝑖, 𝑗, 𝑘 = 0. .7} 
The result of this step (the set of grid points S) is 
presented in Figure 6 (left). 
3. Next, we used an ANN model as in Equation (1) with 
the training set S from step 2 above to construct the 
continuous, analytical function ?̃?(𝑥, 𝑦, 𝑧)  that fully 
approximates 𝑢(𝑥, 𝑦, 𝑧)  on the whole domain Ω =
(0,1)3 . Numerical computation results on a refined 
16 × 16 × 16 grid are shown in Figure 6 (right). 
 
 
Figure 6. Refinement from FD using ANN 
 
 
Figure 7. Smoothing FD approximation using ANN 
 
Training an ANN model as in step 3 above is, in general, 
computationally expensive and time consuming (depending on the 
computational resources being used and/or the size of the grid in 
step 2). While it brings the clear benefits of constructing an 
analytical approximation that can produce values in all points of 
the domain (Figure 7 shows how the ANN model smoothers the 
numerical solution obtained using FD methods), it may be a 
burden in real-time monitoring systems. In practice, when the 
ANN training time far exceeds the period of sensor data delivery, 
this step does not need to be performed for each sensor data 
reading. For instance, on a regular Intel Core i5-62000U CPU @ 
2.30GHz 8GB RAM computer, we performed steps 1 and 2 in 
112ms while step 3 was performed in 64s. However, in practical 
applications, step 3 needs not be performed for every reading as 
high-granularity visualization is not continuously needed. Instead, 
step 3 can be performed, for instance, while zooming in on 
stationary or historical data (playback mode) when its time 
performance is acceptable even on average/low power 
computational platforms. 
 
5.3 X3D-based Visualization 
The full volume data ?̃?(𝑥, 𝑦, 𝑧)  (Figure 6, left) is subsequently 
converted to X3D format for visualization. For the X3D 
representation, we used the Box primitive and semitransparency 
values that allow in volume visualization as illustrated in Figure 8. 
 
 
Figure 8. X3D based visualization of diffused temperature maps. 
 
For the aquaponics waterbed we implemented a basic setup using 
predefined values as illustrated in Figure 9. 
 
 
Figure 9. X3D based visualization of aquaponics waterbed 
Nitrogen compounds. 
  
Conclusion 
Autonomous wireless sensors represent the senses of the 
environment by enabling data collection from a variety of real-
world applications. The IoT infrastructure enables a structural 
approach to data collection, which, used in conjunction with ML 
may allow fast real-time data processing.  
Web-based 3D information visualization allows visual access 
to huge amounts of data in easily digestible visual representation, 
as well as engagement as a team from anywhere in the world in 
problem solving and decision-making. We exemplify with two 
important real-world applications: building thermal efficiency 
assessment and nitrogen compounds concentration quantification 
in aquaponics waterbeds. 
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A possible extension of our framework we would like to 
investigate in the future is using the ANN model (or a some other 
machine learning technique) to learn from the recent inside 
temperature history and short term outside temperature forecast to 
produce energy efficient recommendations for thermostat 
temperature settings and to allow interactive Web-based 3D 
visualization of processed data. 
For the applications in aquaponics, being able to track the 
Nitrogen compounds in the water testbed is of paramount 
importance for the systems equilibrium and efficiency. Such 
miniature aquafarms have the potential to be deployed in various 
regions of the world as sustainable food producers, and help 
alleviate world hunger problems.  
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