The distribution of the complex field in the focal region of a lens is a classical optical diffraction problem. Today, it remains of significant theoretical importance for understanding the properties of imaging systems. In the paraxial regime, it is possible to find analytical solutions in the neighborhood of the focus, when a plane wave is incident on a focusing lens whose finite extent is limited by a circular aperture. For example, in Born and Wolf's treatment of this problem, two different, but mathematically equivalent analytical solutions, are presented that describe the 3D field distribution using infinite sums of U n and V n type Lommel functions. An alternative solution expresses the distribution in terms of Zernike polynomials, and was presented by Nijboer in 1947. More recently, Cao derived an alternative analytical solution by expanding the Fresnel kernel using a Taylor series expansion. In practical calculations, however, only a finite number of terms from these infinite series expansions is actually used to calculate the distribution in the focal region. In this manuscript, we compare and contrast each of these different solutions to a numerically calculated result, paying particular attention to how quickly each solution converges for a range of different spatial locations behind the focusing lens. We also examine the time taken to calculate each of the analytical solutions. The numerical solution is calculated in a polar coordinate system and is semi-analytic. The integration over the angle is solved analytically, while the radial coordinate is sampled with a sampling interval of ρ and then numerically integrated. This produces an infinite set of replicas in the diffraction plane, that are located in circular rings centered at the optical axis and each with radii given by 2π m/ ρ, where m is the replica order. These circular replicas are shown to be fundamentally different from the replicas that arise in a Cartesian coordinate system.
Introduction
The complex amplitude distribution in the focal region of a converging lens remains an important problem in optics today [1] . Although the problem is well known and has been analyzed, using many different techniques [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , the most suitable approach depends on the nature of the problem being investigated. When an optical system is being analyzed, where the lens has a low numerical aperture, a scalar analysis is often sufficient to accurately model the behavior of the focused field. In other problems, however, for example; the design of DVD optics [14] , a full vectorial treatment is required to understand and design the necessary optics [15] [16] [17] .
In the past and increasingly in more recent times (due to the widespread availability of relatively inexpensive computing power), numerical calculation techniques have been used to examine the finer details of the form of the electromagnetic distribution by solving complex vectorial diffraction integrals or using grid or mesh techniques such as Finite Element Methods or the Finite Difference Time and numerical techniques to best model a given diffraction problem.
In scalar theory the Kirchhoff-Fresnel diffraction integral is often used to model the propagation of coherent monochromatic light in free space. In many cases, however, the less restrictive paraxial approximation still provides sufficiently accurate results. In this instance, the Fresnel transform can be used to model the diffraction and the propagation of light. In this manuscript, we assume that the paraxial approximation is valid and use the Fresnel transform to model the diffraction and propagation of light in free space.
When examining the diffraction of monochromatic light from a circular aperture, Lommel [1] introduced two functions to solve the integral in 1885. In 1947, Nijboer [21, 22] gave another solution of the integral using Zernike polynomials. With this solution, we can calculate the 3D field distribution behind a perfect converging lens. This solution can also be extended to include the effects of aberration. In 2002, Cao [9] developed another series expansion, and used it to solve the diffraction integral.
These analytical solutions are all mathematical equivalent. However, none of them are a closed form solution and hence require an infinite sum of series terms. To calculate the result from one of these solutions, in practice, requires truncating the infinite series when a desired accuracy has been achieved. As we shall see each solution, has different convergence properties, which vary depending on the spatial location in the output plane. In this manuscript, we find some of these solutions are stable and converge quickly in some regions, however, do not perform so well in other locations. We analyze the reasons behind this and provide guidelines on how to choose the appropriate solution for a given spatial location.
In order to compare the performance of each of these analytical solutions, it was necessary to measure their accuracy against a common benchmark. We therefore also examine the numerical integration of the diffraction integral in polar coordinates. The radial variable is discretized in S uniform steps, ρ, over the range: 0 ≤ ρ ≤ 1. By increasing S, we improve the accuracy of the numerical solution. Here, we find that this discretization process produces an infinite set of replicas in the output diffraction domain that can overlap with each other if S is not large enough. When that happens, the replicas add coherently leading to erroneous numerical results. We derive an expression describing the effect of this sampling process and find that the replicas are located in concentric circles about the origin with radii of λz/ ρ, where λ is the wavelength of the light, z the propagation distance and m is the replica order (the replica radii are given here in physical coordinates, however, later in the paper, we find it more convenient to use a normalized coordinate system). These replicas have fundamentally different properties from the replicas that arise in a Cartesian coordinate system, see for example Ref. [10] . This theoretical result may have significant implications for the iterative design of optical elements in polar coordinate systems and understanding the loss of information that occurs when using unconventional sensors that measure at discrete radial locations.
We use Figure 1 to illustrate the optical system that we wish to analyze. A plane wave is incident on a perfect converging spherical lens. In the geometrical approximation, the focused light would converge to an ideal point source at the focus. In paraxial wave optics, however, diffraction introduced by the finite extent of the focusing lens aperture, causes the complex amplitude distribution in the focal plane to spread out over the plane. If one traces the intensity distribution in the focal plane, moving radially out from the focus, one observes a bright central lobe which changes to series of bright and dark rings as one moves out along the plane. We wish to examine the distribution over the entire focal volume, which requires a more complex analytical solution. We begin our analysis by defining the Fresnel transform in same manner as Ref. [23] (see Chapter 4),
where k = 2π/λ is the wavenumber and i is the imaginary unit. We now wish to describe the operation of a perfect converging thin lens. Again from Ref. [23] in Chapter 5 we see that,
where f is the focal length of the lens. Due to the symmetrical property of the complex field, we use a cylindrical coordinate system instead of the Cartesian coordinate system, with following relations:
Substituting Equations (2)- (6) into Equation (1), then using a property of the Bessel function (see Ref. [23] , Chapter 2, pp 28, 2-30),
we arrive at the following result,
where J 0 is the Bessel function of the first kind. We introduce the normalize parameter ρ,
We also use two normalized optical coordinates u, v to make the integral concise,
Substituting Equations (9)- (11) into Equation (8), we get,
where
Using Equation (12), we can calculate the complex amplitude of the points behind the lens. In the next section, however, we first concentrate on finding a solution to the integral T (u, v), using four different analytical methods. As shown in Figure 1 , the diffraction field can be divided into two areas: if |u| > |v|, it is in the illumination area; And if |u| < |v|, it is in the geometrical shadow area. Note that, if |u| = |v|, the point is at the boundary between the illumination area and the shadow area, and that the focal point is located at the coordinates u = 0, v = 0. It seems reasonable to expect that the various analytical solutions have different properties in each of these regions. We have organized the manuscript in the following manner: In Section 2, we derive four different but mathematically equivalent analytical solutions for T (u, v) . Then in Section 3, the relative performance of each of these solutions is compared, i.e. in relation to their numerical accuracy, speed of convergence for a range of different spatial locations behind the focusing lens and the speed of computation. In Section 4, we examine the implementations of the numerical solution in detail. Because the integral is represented discretely, it produces infinite a set of replicas near the original, the replicas are discussed and analyzed. We finish with a brief conclusion.
Analytical solution for T (u, v)
In this section, we derive four different analytical solutions for the diffraction integral, Equation (13) . 
I. The first Lommel solution
T (u, v) is separated into real and imaginary parts [1] ,
Using integration by parts,
Where A(x) = cos( 1 2 uρ 2 ) and B (x) = J 0 (vρ), and using the property of Bessel function (Ref. [24] , p 18),
we get that,
Using the Equation (18) and integration by parts again, we get finally,
where U n (u, v) is the first Lommel function, as discussed in Refs. [24, 25] :
Similar we get that,
Substituting Equations (20)- (22) into Equation (14), we get the first of our analytical solution of Equation (13),
where the subscript '1' indicate that this is the first solution of the integral. Note that the term J n+2s (v) in the first Lommel function converge to zero. In the illumination area, |u| < |v|, the term u v n+2s converge to zero, too. It, therefore, is appropriate to use this solution in the illumination area [26, 27] .
II. The second Lommel solution
We now provide a solution to the Equation (13) 
Using Equations (25)- (24), the solution is,
Using the second Lommel function, the term v u n+2s appears instead of u v n+2s in Equation (21), this indicates the solution converges in the shadow area. So we propose to use this solution in the geometric shadow area [26, 27] .
III. Nijboer's solution with Zernike polynomials
We now turn out attention to employing the third solution. In Equation (13), we have the term
and from Ref. [25] and Ref. [29] , we note that,
where P n is the Legendre polynomial, which is related to the Zernike polynomial (Ref. [22] ), as follows
Substituting Equations (28)- (30) into Equation (13), and introducing the parameter c = −u/4,
Another relationship, which is important in the diffraction theory of aberrations [22] , is that
Substituting Equation (33) into Equation (32) gives third solution for Equation (13),
IV. Cao's solution
Recently, Cao defined a family of generalized Jinc functions w n (v) as follows [9] ,
The zero order(n = 0) of this function is the traditional Jinc function. We rearrange the integral as follows, with
This can also be rewritten as the form of a polynomial [9] ,
Using the Taylor series expansion for e − 1 2 iup 2 , it can be shown that Substituting Equations (36)- (37) into Equation (38) we get a fourth solution of the form,
(39) Applying these four solutions, we can calculate the intensity distribution, to within a constant multiplicative factor, at any plane behind the lens,
A comparison of the solutions
It must be emphasized that, all of the four analytical solutions, derived in the previous section, are mathematically equivalent. They all involve summing over an infinite number of Bessel functions to solve the integral exactly. In practice, however, only a finite number of terms can be used in the calculation and so the rate of convergence of each solution is of very real practical importance. It is shown that the rate at which each method converges has strong spatial dependence and we establish a relationship between the spatial location and the convergence rate for each solution.
In order to compare the relative performance of each of the different analytical solutions, we have found it useful to compare the results to those found by directly numerically integrating the diffraction integral Equation (13) . We refer to this numerical solution as T N , and present one result for such a calculation in Figure 2 . In Section 4, we detail how this calculation is implemented numerically.
We first, however, compare the analytical solutions for given numbers of series terms along different cross-sections through the focus. We then examine how many series terms are required for each solution to meet the same convergence criteria at a set of specific points, P 1 , P 2 and P 3 , see Figure 2 . Various cross-sections and spatial locations are identified in Figure 2 . In Section 3.3, we examine the differences between each analytical solution and the numerically calculated results and produce a set of error maps so that the significants of these errors can be visualized. In Section 3.4, we examine the time taken to calculate the results using each of the analytical solutions. one must perform a limiting operation in order to arrive at the correct result for the first Lommel function, second Lommel function and Zernike polynomial solutions. This is because of the presence of the 1/u term. In practice, we use u = 0.0001 close to u = 0. Figure 3 shows the log of the intensity distribution in the focal plane. The solutions, |T 1 | 2 , |T 3 | 2 and |T 4 | 2 converge quickly and closely agree with each other in Figure 3 . However the second Lommel function, |T 2 | 2 , does not converge. As when u ≈ 0, and v u, the term (v/u) n+2s in Equation (26) requires that more terms be included so as to achieve convergence.
B. Along the optical axis (v = 0)
As in the previous calculation along the focal plane, we again use the first five series terms in each of the analytical solutions. The calculation range is −30 < u < 30. Again due to the presence of the 1/v term, we only calculate the result for v = 0.0001 instead of v = 0. The comparison is shown in Figure 4 . In this region, |T 2 | 2 and |T 3 | 2 converge quickly (brown-yellow distribution). But for the other two, five terms are not sufficient to ensure that the analytical solution converges. The T 4 solution converges over the range −6 < v < 6 when 5 terms are used while the |T 1 | 2 solution performs better converging over the range −9 < v < 9 (see the green and blue plots in Figure 4 respectively). Therefore, we conclude that it is better to use |T 2 | 2 or |T 3 | 2 near the optical axis, i.e. when v = 0.
C. Along the boundary of the illumination area (|v| = |u|)
In this region, we have |v| = |u|, and the calculation range is −30 < v = u < 30. The results from the four analytical solutions are presented in Figure 5 . The result predicted by |T 4 | 2 converges (green plot) for spatial locations near the focal region, however, does poorly for most other spatial locations along the cross-section. In fact each solution converges at different rates along this cross-section. To examine this feature in more detail, we calculate the intensity distributions again, however, now using ten terms, see Figure 6 . It is clear that the |T 3 | 2 distribution does not change, however, the additional terms improve the convergence of the other three solutions. So we see that the |T 3 | 2 solution converges most quickly along this boundary region while the |T 4 | 2 solution performs the worst in this region.
3.2.
Convergence rate at three specific spatial locations: P 1 , P 2 and P 3 In the previous section, we examined the performance of the analytical solutions along three different cross-sections of the focal distribution all of which pass through the focus. In this section, we wish to examine in more detail how each solution converges as a function of the number of series terms retaining. We choose three specific spatial locations as indicated in Figure 2 . P 1 . Near the focal plane |u| = 5, |v| = 25 From Figure 3 we see that at the focal plane the performance of the T 1 , T 3 and T 4 solutions are good, while the T 2 solution does not converge. A question arises as to whether we can make T 2 converge by simply including more series terms? In the Figure 7 , we calculate the intensity at point P 1 (|u| = 5, |v| = 25) near the focal plane, and we see that the T 1 , T 3 and T 4 solutions converge rapidly. Increasing the number of terms used with the T 2 solution does not seem to help and the solution does not converge. This lack of convergence is numerical in nature and is related to the number of significant figures that can be used to represent a rational number in a computer. 'The floating-point machine reals follow the IEEE standard Double Format using 53 bits of machine storage (including one hidden bit) with a machine epsilon of 2 −52 (which is approximately 2.2 × 10 −16 )' [30] , and hence the inaccuracy is of the order 10 −16 . In most cases, this difference does not cause numerical instability, however here, if v u, the second Lommel solution produces values that are larger than 10 16 . In the T 2 series solution at P 1 , successive series terms are very large and opposite in sign. Adding large numbers of opposite sign means that the resulting small round-off errors can quickly lead to numerical stability problems. While there are means of improving the numerical accuracy, they are not pursued here and we say that second Lommel function does not provide a numerically stable solution in this region. Figure 8 we see that both the T 2 and T 3 solutions converge quickly needing only a few series terms to reach a final stable value. The T 1 and T 4 solutions converge more slowly. If we compare the manner in which the T 2 solution in Figure 7 , and the T 1 and T 4 solutions in Figure 8 , converge, we can see a similar trend. Although the T 1 and T 4 solutions converge for all the cases presented here, we expect from this observation that similarly there are regions where these solutions will fail due to similar numerical stability reasons. We have not found a simple means of defining these unstable regions. Hence we adopt the rule that if the solution does not stabilize as the series are increased, one should choose an alternative solution, see Section 3.3. This point is located away from the optical axis and the focal plane, and we can see that more terms are required to achieve the same level of accuracy (see Figure 9 ). The T 1 and T 2 solutions need about 14 terms to reach the correct answer. The T 3 solution converges the fastest, needing only ten terms. The T 4 solution needs more than 30 terms to converge. We note the nature of the convergence is similar in form to T 2 in Figure 7 . As we move out further along curve C, and away from the focus, this T 4 solution becomes increasingly unstable and will eventually reach a point where it does not converge due to the digital limit discussed before.
Error maps
In this section, we determine regions where the solutions converge well and where the maximum errors are to be found. We compare the four analytical solutions, each cal- culated using only ten terms, with a numerical solution T N . As we show later, the error in this numerical solution is of the order 10 −6 , and so we can provide a definite error value for the analytical solutions. In Figures 10-13 the resulting errors can be seen and regions of convergence identified. We make the following observations:
(1) The T 1 (u, v) solution converges well within the illuminated region behind the lens. (2) The opposite appears to hold for the T 2 (u, v) solution, where the largest errors are within the illuminated region. It does however converge well in the geometrical shadow. (3) The Nijboer solution provides the most stable solution over the ranges we have examined. The error increases as one move away from the focus of the lens.
(4) The Cao solution seems to be have a performance that is a combination of the Lommel solutions. It is not as robust as the Nijboer and the errors appear to be symmetrical about the u = 0 plane.
From these results, we conclude that while all the solutions are mathematically equivalent they require a finite number of series terms to be used in practical calculations. When only a finite number of terms are used, the Nijboer solution has the most robust convergence properties.
Comparison of the calculation time
In addition to the accuracy, the total time taken to calculate a numerical result from the analytical solutions is an important parameter. Here we examine how the computation time varies for each of the four analytical solutions. We calculate 100 × 100 points distributed in the focal region −20 < u < 20, −20 < v < 20. The computer we used is an Intel(R) Core(TM) i7-2600K, and the computing platform is Matlab. The computation time for the four solutions are plotted as a function of the number of series terms, see Figure 14 . The T 4 solution takes the most time of all, then follow the Nijboer's solution and two Lommel solutions, the time spent of the three solutions are similar. The Nijboer's solution performs very good, not only the fast computation time but also the relative stable convergence properties, and noted that the time spent can be significantly improved using lookup tables and other optimizing steps, see [15] .
Numerical method to solve the integral
In this section, we examine in detail how the integral in Equation (13) can be calculated numerically. We represent the variable ρ with S samples over the range 0 < ρ < 1, in steps of ρ = 1/S, giving us the radial spatial vector [ρ 1 , ρ 2 , ρ 3 , . . . ρ S ], which is defined as ρ n = n/S. This results in the following discrete expression,
and it is used to generate the plot in Figure 2 . We expect that, the more samples S we take, the more accurate our numerical solution becomes, however it takes obviously more time.
We take S = 20, 000 as the reference, and see how the error E(s) = |T s N − T
20,000 N
| changes with increasing number of samples in Figure 15 . We can see that as S increases the error drops dramatically. In order to ensure the high accuracy of the numerical solution, we take S = 1000 samples, which keeps the accuracy to a level with 10 −6 from Figure 15 . This solution is used to generate Figure 2 . Also this solution (which is correct to a level of 10 −6 ) is used to produce the error plots in Section 3.3. Using numerical method, we do not need to worry about the converge property at different locations, and the time spent (about 4 s using 1000 samples) is in the same level of the corresponding analytical solution T 1 , T 2 and T 3 (about 2 s using ten terms), which is a little different from the situation when solving high aperture vectorial diffraction integrals using series expansion [31] . In that case, direct integration is more quick than the analytical solutions. However the numerical approach produces an infinite set of replicas in the diffraction plane. The replicas produced by this numerical integration are shown to be fundamentally different from the replicas that arise in a Cartesian coordinate system (x, y), which occurs in practice in digital holography and we refer the reader to the following publications for more detail [32, 33] . The errors introduced by the replicas are shown to be located along an infinite set of concentric circles, each centered at v = 0, and with a radius 2π m/ ρ, m = 1, 2, 3, . . .
We begin our analysis of these radial replicas by rewriting Equation (41) as follows,
where δ T (ρ) is the Dirac delta train function,
and δ(ρ) is a Dirac delta function [34] , which we use to define the location of each sample. In Equation (42) we use the well-known Poisson formula for Dirac delta train [35] ,
we get,
By changing integral limits and introducing P(ρ), we rewrite Equation (45) as a Hankel transform of zero order,
where P(ρ) is defined as,
We note that Equation (13) can also be written as,
From [36] , Chapter 17, we get the convolution property of Hankel transform,
and the Hankel transform of exponential function,
where Re{β} > 0. Then we get,
Substituting Equation (47), (48) and (50) into Equation (46),
Examining Equation (51) we see that, there is an infinite number of poles located at v = 2π m/ ρ, m = 0, ±1, ±2, . . ., and the radial distance between adjacent poles is 2π/ ρ. Taking S = 30 samples, setting v = 0 (i.e. we are at the focal plane), we plot the result of Equation (41) in Figure 16 . In Figure 16 , we can clearly see a set of concentric circles (centred at v = 0, radius 2π m/ ρ), which is agreement with the location of the poles in Equation (51). Provided that these replicas are well separated from each other, the numerical solution provides a highly accurate result. When v = 0, the replicas introduced by the sampling operation remain at these locations, v = 2π m/ ρ. However, the extent of T (u, v) increases due to defocus.
If we consider the point of view of power, the power is defined as 2π |T (u, v)| 2 vdv. We know that at the input plane, the power is P in = πa 2 . Because power is conserved, the power in each diffraction plane must remain constant. However, the effect of sampling acts to produce an infinite set of replicas in the diffraction plane. Using the variable P to refer to the power of the zero order replica, we find that the power in the annular region, (2k + 1) π/ ρ ≤ ρ ≤ (2k + 3) π/ ρ, is 2P, where k = 0, 1, 2, . . .. This is because when m = 0 in Equation (51), negative and positive replicas overlap spatially doubling the power in these annular regions, see the negative and positive values for the index m in Equation (51). In the plot in Figure 16 , N = 30, samples were used giving P = 0.97P in . Because the power associated with the replicas may not necessary be well separated, it leads to numerically erroneous results. If the input field is sampled at a sufficiently high rate the power within the first replica window, i.e. when ρ ≤ π/ ρ, see Figure 16 , P will be closed to P in , and we can be assured that the calculation has been correctly implemented.
Conclusions
In this manuscript, we set ourselves the task of examining the complex amplitude distribution in the region behind a perfect converging spherical lens. The analysis assumes that the paraxial approximation is valid and therefore used the Fresnel transform to describe the process of diffraction. By first simplifying the resulting analytical solution the double integral (integration with respect to the polar angle) was reduced to a single integral over the R. The solution of this latter integral is more involved and four different but mathematically equivalent analytical expressions were derived in terms of an infinite series expression. We then proceeded to examine the properties of these different solutions for three different cross-sections through the focus. The convergence properties as a function of the number of terms required in each analytical solution was examined for three different spatial locations.
The solution using the first Lommel function, was found to perform well within geometrical shadow, and converges well when |u| |v|. In geometrical illumination region more terms were needed so that the solution converged to the correct answer. The second Lommel solution T 2 performs in a contrary manner, working well within the geometrical illumination volume and particularly well near the optical axis. However, this solution failed along focus plane perpendicular to the optical axis, because of the limited machine precision in computational software program. The computation time for these two solutions is most efficient of all. For Cao's solution, we found it is similar to the solution using first Lommel function, performing well in geometrical shadow region. However in geometrical illumination it does not work as well as the first Lommel solution, requiring more terms to converge. Nijboer's solution with Zernike polynomials has the most robust solution of all the approaches: it generally requires a lower number of series terms to converge at nearly all of the locations examined here. By using this solution, it is not necessary to worry if the spatial location is in the illumination region or in the shadow region, and by the computation time it performs also very good, see Section 3.4.
A numerical solution for the diffraction integral, was examined and used to produce error maps presented in Section 3. This numerical approach take a little more time than solutions T 1 , T 2 , and T 3 , and it produces the replicas in the diffraction domain which reduce the accuracy of the calculation. These replicas are caused by the sampling process, and located in along concentric circles (radii = 2π k/ ρ), with an origin at the optical axis. The more samples we take, the farther each replica located, and the more computation time is required. It is possible to implement alternative numerical solutions that are based on the fast Fourier transform. This topic has been addressed by several other authors, see for example [13] and is not pursued here. Note that, we have used the Fresnel transform, under the Fresnel approximation the solution is only valid if the numerical aperture NA is small, for high NA focusing systems N A > 0.5 vector diffraction theory need to be used [37] .
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