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INTRODUCTION 
The POD Working Group under the Engine Titanium Consortium [1] is currently 
conducting a series of ultrasonic experimental and theoretical investigations using aircraft engine 
titanium alloy specimens. These efforts, in conjunction with corresponding statistical model 
developments, represent a new attempt to construct an integrated physical/statistical methodology 
for estimating the probability of detection (POD) of flaws in (titanium) materials. An important 
aspect of this new methodology is the use of physical models, to the extent possible, to predict the 
flaw and noise signals under the influence of various inspection parameters, thereby reducing the 
experimental effort and providing a basis for extrapolating to cases not covered by experiment. 
The ultrasonic investigations described in this paper are required to validate the accuracy and 
range of applicability of the models before they can be utilized with confidence. 
The first of the series of investigations began with extensive measurements and model 
calculations on an industrial calibration standard pertaining flat-bottomed holes (FBHs) as the 
initial test exercise. The objectives of this exercise were two-fold. First, it provided a direct 
experimental determination of the dependence of the peak FBH signals on the inspection factors. 
Emphases were placed on the effects of scan parameter choices, transducer variations and 
material noise on signal-to-noise ratio (SNR) and hence on POD. Secondly, it generated a data 
set to which the predictions of the ultrasonic models developed at Iowa State University could be 
compared. In the following, we first report the measurement procedures and the results of data 
analyses on the experiment results. A hybrid use of two ultrasonic models is then briefly 
described, and the absolute comparisons of model predictions of peak -to-peak FBH signals and 
averaged experimental data are summarized. 
THE EXPERIMENT 
The titanium sample examined was fabricated from a Ti-6Al-4V ring forging, machined 
into a flat plate with dimensions of 11.S"x7"xl.S". It contained 64 FBHs, 16 each of sizes #1 to 
#4, all normal to the entry (front) surface with hole ends at 1" depth. In addition to the 4 hole 
sizes, an experimental design has been provided by statistical collaborators to examine the 
influence of 6 other factors on ultrasonic defect signals. These factors, of which each varied 
through three choices, were: transducer, depth of beam focus with respect to the flaw plane, tilt of 
Review of Progress in Quantitative Nondestructive Evaluation. Vol. 14 
Edited by D.O. Thompson and D.E. Chimenti, Plenum Press, New York, 1995 2121 
the beam with respect to the flaw axis, gate width, and scanning increments in the two directions 
of probe motion. The three transducers were chosen to be 5 MHz broadband, focused immersion 
type of 1" diameter. Independent beam mapping experiments were used to deduce the effective 
diameter and geometric focal length of each transducer. The geometrical focal lengths of the first 
two transducers were found to be around 11" in water while the third, made by another vender, 
was about 3" shorter. For our C-scan experiments, the waterpaths were chosen so that the focal 
depths were OS', 1" and 1.25" below the front surface. The three time gatewidths considered 
had durations of 3 Ils, 4.5 Ils and 6 Ils with each gate centered at the arrival time of the FBH 
signal. The settings for transducer tilt angle were 0", -2.5" and 5" in water, of which the latter two 
correspond to -10.5" and 21.3" in titanium. The scan increments in each direction were 1 0 mils, 
30 mils and 60 mils, respectively. 
In this experiment, ten experimental c-scan "runs" were performed for each transducer. 
For each run, we fixed a particular combination of focal depth and tilt angle (chosen in a pseudo-
randomized fashion from the possibilities in our experiment design plan), and we used the finest 
(10 mil) scan increments in both directions. The lO-th run was a repeat of the first for the 
purpose of consistency check. During a given run, rf voltage signals were acquired at each of the 
transducer positions (340x800 in all) in the scan pattern, and peak-to-peak voltages were 
simultaneously measured and stored for each of the three time gates. For each time gate, two C-
scan images were obtained using a lower and a higher attenuation settings, respectively. Data for 
the #1 holes were extracted from the images for the lower attenuation (higher gain) setting, and 
data for the #2 to #4 holes were extracted from the others. In such way, every hole was covered 
with a sufficient dynamic range of voltage amplitudes. The 30 mil- and 60 mil-meshed scans were 
then "simulated" by extracting data from the 10 mil-meshed images using different choices of scan 
increments in each direction. 
The result of this series of experiments was a data set consisting of over 180, 8-bit 
resolution C-scan images, along with numerous reference waveforms, totaling over 60 Mb of 
data. From this data, the largest peak-peak voltage from each hole was extracted for each 
combination of the six experimental factors, leading to a set of 46000+ peak -to-peak voltage 
values which are the basis for the validation of our new POD methodology. This reduced data set 
contains the information on the dependence of the ultrasonic signal on 4 hole sizes and 3 levels of 
each of the other factors identified above. In order to directly compare with model predictions, 
we have further reduced the data size to 108, which represent the peak FBH signals averaged 
over 16 holes of each size taken at 10 mils by 10 mils scan increments. This reduced set only 
accounts for the three levels of variations in transducer choice, focal depth and tilt angle. 
The detailed analyses of the experimental results are quite lengthy and will not be 
discussed in full here. We instead focus on two key observations, both of which are influenced by 
the microstructure of titanium alloys. First, for fixed inspection parameters, significant amplitude 
variations were observed among the 16 nominally identical holes of a given size. This can be 
clearly seen from Fig. 1, which displays the 3-D presentation of a C-scan image for the case of 1" 
focal depth (beam focused on the FBHs), normal-incidence inspection using transducer #2 taken 
at 12dB attenuation setting. This phenomenon is believed due to the beam-steering/phase-
modulation effects introduced by the large-scale microstructure of titanium alloys. One can also 
observe the expected large difference in strengths of signals from different hole sizes, where the 
#1 hole signals are on average 20dB down from those of the #4 holes. Secondly, as shown in Fig. 
2, the amplitudes of the #1 holes (distributed on the upper left comer) appear to be unexpectedly 
high with respect to those of the other holes. Here we plot an area-normalized ratio of peak-peak 
FBH voltages (vertical axis) vs. those normalized by the maximum amplitude of all hole signals 
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-Figure I. 3-D representation of a C-scan image taken by using transducer #2 at normal-incidence, 
focused on FBHs. 
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Figure 2. Distribution of peak-peak FBH signal ratios for all scan cases using transducers #1 and 
#3 . 
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obtained from the same transducer (horizontal axis). These signal ratios were computed by 
dividing the peak-peak FBH signals by the product of squares of their corresponding FBH 
numbers (which are equivalent to their reflecting surface area) and the amplitudes of #1 hole 
signals taken under the same scan conditions. If FBH signal amplitudes were proportional to their 
reflecting area as predicted by some simple theories, all the data points in Fig. 2 would have 
vertical readings near unity. We believe that the excessive strength of signals from #1 holes is 
caused by the mixture of additive material noise and Rayleigh wave resonance effects, as will be 
discussed subsequently. Also included among the experimental observations were: (1) the signal 
amplitude was independent of gate width, (2) the dependence on the beam tilt angle was more 
severe for the larger flaws and the amplitude drop was a nonlinear function of tilt angle, (3) the 
mean signal strength decreased as scan increments increased, and (4) the standard deviation of the 
signals from identical holes increased with the hole size. 
THE THEORY 
The modeling effort in this work involves a hybrid use of two ultrasonic models, centered 
around the approach of Thompson-Gray measurement model [2]. Based on Auld's reciprocity 
relations [3], this measurement model provides a thorough description of the inspection process 
by using theoretical calculations of the flaw scattering response, beam propagation, medium 
attenuation, interface factors, combined with an inference of the system response obtained from a 
separate reference experiment. For a given inspection geometry and flaw particulars in a titanium 
specimen, various rf flaw waveforms, as seen on an oscillo-scope, can be predicted to great 
accuracy. 
In modeling the flaw scattering responses for the cases where flaw size is smaller than the 
beam width, a number of traditional plane-wave scattering amplitude solutions are sufficient and 
readily available. One such plane-wave solution, the method Qf Qptimallruncation (MOOT) [4], 
is particularly suitable for our FBH study. This method expresses the plane-wave solution in 
terms of series expansion truncated optimally in the least-squares sense. For flaw size comparable 
to or greater than the beam width, however, the amplitude variation of the incident sonic field 
over the width of the flaw becomes significant and must be carefully treated. Recently, an 
approach combining the high-frequency Kirchhoff approximation with numerical integration has 
been developed for this purpose [5]. In this approach, the Kirchhoff assumption along with other 
boundary conditions are used to simplify the Auld's reciprocity relation. This simplification allows 
the scattered flaw response be approximated by a numerical integration over the flaw area of the 
square of the incident displacement field, which can be modeled by a Gauss-Hermite series 
expansions. In their current implementation, this finite-beam Kirchhoff model (hereafter denoted 
as FKIR) is applicable to the normal incident cases, whereas MOOT, valid for all tilt angles, is 
limited to KA < 10 (with K being the maximum wave number and A being the FBH radius), and 
to flaws small with respect to the beam dimensions. Also note that, in a strict sense, MOOT is 
valid only for circular cracks. However, when applied to FBH's at small tilt angles, the modelling 
error is believed to be acceptably small. Note that the inputs to either model include a measured 
rf "reference" signal, in this case the echo from the backsurface of a flat plate of fused quartz. 
This is used to deduce system response factor for the measurement equipment. 
To illustrate the accuracy of the model predictions, Fig. 3 displays three experimental rf 
waveform and the corresponding model prediction by the FKIR for the average #4 FBH 
responses at normal incidence when observed with transducer #3, focused on the plane of the 
FBHs. It is clearly seen that good agreement are achieved in both amplitude and phase for one 
on-axis and two offset cases. In the next series of figures, comparisons are made between 
experiment and predictions of both models for the effect of different tilt angles. The experimental 
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data for this series were taken using transducer #2, with the beam again focused on the plane of 
FBHs. The peak-peak model predictions, along with average experimental values for four hole 
sizes, are plotted in Fig. 4. It is seen that the experimental data are in very good agreement with 
either model predictions. Owing to the finite beam effect, the deviation of the MOOT predictions 
from experiment at the larger hole sizes is expected. This suggests that MOOT may be best used 
in the low KA region and FKIR at the high end. It is also interesting to see that a "bump" 
occurring near KA = 1 (i.e. near the # 1 hole size), as predicted by MOOT, is consistent with the 
experiment. This bump may be attributed to a combination of the titanium alloys' appreciable 
grain noise and a resonance generated by interaction between Rayleigh wave and flaw edges. The 
real mechanism remains to be determined. At a 2.50 tilt angle in water, model predictions shown 
in Fig. 5 (obtained from MOOT only) follow a similar trend to the normal incidence cases. Note 
that the difference between the experiment and model has been reduced because of the smaller 
projected FBH size, and the resonance "bump" has shifted beyond the region of KA = 1. When 
the tilt angle increases to :;", the separation of the tip-diffracted signals from the leading edge and 
trailing edges of the flaw become more significant. We speculate that this separation contributes 
to a leveling off of the response around FBH diameters of 1.5 mm (Fig. 6). Beyond this point, the 
KA< 10 limit is exceeded and the model results are no longer valid. It should be pointed out that 
edge diffracted waves occurring in FBH examinations will be quantitatively different from those in 
crack examinations, which are modeled by MOOT. However, we expect the overall situations to 
be similar. Finally, as an example, we summarize in Table 1 the model predictions for all cases 
using transducer #2, in which predictions for holes #2 -#4 at normal incidence were obtained by 
FKIR and all other predictions were made by using MOOT. Excellent absolute agreements are 
observed. For only 8 out of the 40 cases, was there a more than 10% relative error between the 
model prediciton and the average peak-peak voltage of the 16 similar holes. 
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Figure 3. Absolute amplitude and phase comparisons between model and experiment for a typical 
#4 FBH at normal-incidence using transducer #3 focused on hole. 
2125 
7,----------------------------------------------, 
6 
Model-FKIR 
" 
" Model-MOOT 
" 
• Experiment 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 
FBH Diameter (mm) 
Figure 4. Peak-peak signal comparisons between model and experiment using transducer #2 at 
normal-incidence, focused on hole. 
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Figure 5. Peak-peak signal comparisons between model and experiment using transducer #2 
focused on hole and 2.5 deg. tilt angle in water. 
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Figure 6. Peak-peak signal comparisons between model and experiment using transducer #2 
focused on hole and 5 deg. tilt angle in water. 
SUMMARY AND DISCUSSIONS 
In this paper, we have successfully demonstrated the use of ultrasonic models for predicting 
absolute flat-bottom hole responses in full-scale C-scan calibration experiments. The model 
predictions are in good overall agreement with experimental results for various inspection 
parameter settings. Both FKIR and MOOT models perform very well in the range of validity of 
each model, and the complimentary use of the two models is shown to be promising. It was also 
observed that the accuracy of the input reference signals and the proper characterization of the 
transducer focal properties were important to model performance. The numerical scheme utilized 
in the FKIR model provides flexibility in varying the shape and nature of the flaw, including the 
ability to treat volumetric inclusions which are of particular interest in this work. It would be 
desired to extend the FKIR model to tilted cases for large flaws, since MOOT will give larger 
model errors due to the finite-beam effect. That work is currently under way. 
ACKNOWLEDGMENTS 
This material is based upon work performed at the FAA Center for Aviation Systems 
Reliability operated by Iowa State University and supported by the Federal Aviation 
Administration under Grant No. 93-G-029 and at the Center for NDE. 
2127 
Table 1. Summary of averaged peak-peak FBH signals of all cases using transducer #2. Values 
in parentheses are the corresponding model predictions. 
Focal Depth Tilt Angle Peak-Peak Signal Amplitude Per FBH Size (mv) 
(inches) (degrees) #4 #3 #2 #1 
1 0 3940 2368 1086 410 
(3888) (2279) (1043) (422) 
1 -2.5 3189 2077 1050 401 
(3435) (2107) (1008) (410) 
1 5 1353 1296 874 377 
(1451) (1277) (784) (371) 
1. 25 0 3381 2074 966 345 
(3513 ) (2073 ) (955) (389) 
1. 25 -2.5 2856 1899 949 321 
(3212) (1969) (951) (383 ) 
1.25 5 1343 1300 849 350 
(1530) (1303 ) (787) (354 ) 
0.5 0 2906 1709 777 301 
(3047) (1766) (802) (321) 
0.5 -2.5 2264 1433 718 255 
(2571) (1578) (749) (308) 
0.5 5 952 865 576 235 
(1001) (890) (542) (255) 
1 0 3928 2345 1083 412 
(3888) (2279) (1043) (422) 
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