Abstract. We show that the Banach space C(K, X) is subprojective if K is scattered and X is subprojective.
Let K, L be compact spaces and let ϕ : K −→ L be a continuous function. It is well known that ϕ induces an operator C(L) −→ C(K) that maps each f ∈ C(L) to f • ϕ ∈ C(K); we will denote this operator byφ : C(L) −→ C(K).
Definition. Let X be a Banach space and let Z be a subspace of X. We will say that Z is subprojective with respect to X if every closed infinitedimensional subspace of Z contains an infinite-dimensional subspace complemented in X.
Note that this is a stronger notion for Z than merely being subprojective, as it requires the subspace to be complemented in X and not just in Z. Also, a space X is subprojective if and only if each of its subspaces is subprojective with respect to X. Proposition 1. Let X be a Banach space, let P : X −→ X be a projection such that R(P ) is subprojective and let Z be a closed subspace of X such that P (Z) ⊆ Z and Z ∩ N(P ) is subprojective with respect to X. Then Z is subprojective with respect to X.
Proof. Let M be a closed infinite-dimensional subspace of Z. If M ∩ N(P ) is infinite-dimensional, then it contains another infinite-dimensional subspace complemented in X by hypothesis.
Otherwise, if M ∩ N(P ) is finite-dimensional, we can assume that M ∩ N(P ) = 0 by passing to a further subspace of M if necessary. If P (M) is closed, then P | M is an isomorphism and, if N is an infinitedimensional subspace of M such that R(P ) = P (N) ⊕ H for some closed subspace H, then X = N ⊕ P −1 (H). We are left with the case where M ∩ N(P ) = 0 and P (M) is not closed. Take a normalised sequence (x n ) n∈N in M such that P (x n ) < 2 −n for every n ∈ N. Since any weak cluster point of (x n ) n∈N must be in M ∩ N(P ) = 0, by passing to a subsequence [1, Theorem 1.5.6] we can assume that (x n ) n∈N is a basic sequence and that there exists a bounded
Proposition 2. Let X be a subprojective Banach space, let λ be an ordinal, let K be a sequentially compact space and let ϕ :
Here we are using the identification C(K, X) ≡ C(K)⊗ ε X and the fact that, if X and Y are Banach spaces and M is a closed subspace of X and N is a closed subspace of Y , then M⊗ ε N can be seen as a subspace of X⊗ ε Y [12, Comments after Proposition 3.2].
Proof. We will proceed by induction in λ. The result is trivial for λ = 0, as thenφ(C([0, λ]))⊗ ε X is the set of constant functions, which is complemented in C(K, X) and isomorphic to X, which is subprojective.
Let us then assume that the result is true for every continuous surjection K −→ [0, µ] with µ < λ. Consider, for each ordinal µ < λ, the set
which is both open and closed, and the operator P µ : C(K, X) −→ C(K, X) given by P µ (f ) = f χ Kµ , which is a projection with range isometric to C(K µ , X); also note that
We will first prove thatφ(C 0 ([0, λ]))⊗ ε X is subprojective with respect to C(K, X). Let M be a closed infinite-dimensional subspace ofφ(C 0 ([0, λ]))⊗ ε X. If there exists some µ < λ for which P µ | M is not strictly singular, we can assume that P µ | M is an isomorphism by passing to a further subspace of M if necessary and then P µ (M), seen as a subspace of C(K µ , X), contains an infinite-dimensional subspace complemented in C(K µ , X) by the induction hypothesis (with
. This must necessarily be the case if λ is not a limit ordinal, as then there exists some ordinal µ such that λ = µ + 1, for which P µ is the identity on M because functions in M vanish at ϕ −1 (λ). Otherwise, if M ⊆φ(C 0 ([0, λ]))⊗ ε X but P µ is strictly singular for every µ < λ, then λ must be a limit ordinal by the previous sentence. Also, for every µ < λ and ε > 0, there exists f ∈ M such that f = 1 and P µ (f ) < ε, and then there is ν > µ such that P ν (f ) − f < ε. By induction, starting with an arbitrary µ 1 < λ, there exists a strictly increasing sequence of ordinals µ 1 < µ 2 < · · · < λ and a sequence (f n ) n∈N of normalised functions in M such that P µn (f n ) < 2 −n /32 and P µ n+1 (f n ) − f n < 2 −n /32 for every n ∈ N. Now, for each n ∈ N, there exist t n ∈ K such that f n (t n ) = 1 and then a normalised x * n ∈ X * such that x * n (f n (t n )) = 1; note that t n ∈ K µ n+1 \ K µn because f n cannot attain its norm outside of K µ n+1 \ K µn . As K is sequentially compact, by passing to a subsequence, we may assume that (t n ) n∈N converges to some t ∞ ∈ K. Let Q : C(K, X) −→ c 0 and J : c 0 −→ C(K, X) be the operators defined as
then Q and J are well defined, Q = 2 and J is an isometry into C(K, X) (intoφ(C 0 ([0, λ]))⊗ ε X, actually), and QJ is the identity on c 0 , so JQ is a projection in C(K, X) with range isometric to c 0 . And, since
then R(P ) is isomorphic to X, which is subprojective by hypothesis, and R(P ) ⊆ Z. Moreover, given f ∈ Z ∩ N(P ), it holds that f (t 0 ) = 0 and f ∈φ(C([0, λ]))⊗ ε X, so f must be constant over ϕ −1 (λ) and then Theorem 4. Let K be a scattered compact space and let X be a subprojective Banach space. Then C(K, X) is subprojective.
Proof. Let M be a closed infinite-dimensional subspace of C(K, X), which we can assume to be separable without loss of generality. By Lemma 3, there exist separable subspaces G ⊆ C(K) and Z ⊆ X such that M ⊆ G⊗ ε Z ⊆ C(K)⊗ ε X ≡ C(K, X). Without loss of generality, we can replace G with the least closed self-adjoint subalgebra with unit of C(K) that contains it, as this is still separable, and then there exists a compact space L and a continuous surjection ϕ : K −→ L such that G =φ(C(L)) [2] [13, Theorem 7.5.2], so C(L) is isomorphic to G, which is separable, and this means in turn that L is metrisable. Under these conditions, L is scattered [7, Lemma 2.5.1] and so homeomorphic to [0, λ] for some countable ordinal λ [7, Corollary 2.5.2]. By Proposition 2, M contains an infinite-dimensional subspace complemented in C(K, X).
