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Abstract
The Swendsen-Wang algorithm is a sophisticated, widely-used Markov chain for sampling
from the Gibbs distribution for the ferromagnetic Ising and Potts models with inverse temper-
ature β > 0. Due to the global nature of the updates of the Swendsen-Wang algorithm, the
underlying Markov chain often mixes rapidly in the low temperature region (large β) where
long-range correlations impair the convergence rate of local chains such as the Glauber dynam-
ics. With few exceptions, tight bounds on the convergence rate of the Swendsen-Wang algorithm
only hold for high temperature regions (small β) corresponding to the uniqueness or the decay
of correlations region.
We present tight bounds on the convergence rate of the Swendsen-Wang algorithm for the
complete d-ary tree that extend to the non-uniqueness region. Specifically, we show that a
spatial mixing property known as the Variance Mixing condition introduced by Martinelli et
al. (2004) implies constant spectral gap of the Swendsen-Wang dynamics. This implies that
the relaxation time (i.e., the inverse of the spectral gap) is O(1) for all boundary conditions in
the uniqueness region or when β < β1 where β1 exceeds the uniqueness threshold for the Ising
model and for the q-state Potts model when q is small with respect to d. In addition, we prove
O(1) relaxation time for all β for the monochromatic boundary condition. Our proof introduces
a novel spectral view of the Variance Mixing condition inspired by several recent rapid mixing
results on high-dimensional expanders.
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1 Introduction
Spin systems are idealized models of a physical system in equilibrium which are utilized in statistical
physics to study phase transitions. A phase transition occurs when there is a dramatic change in
the macroscopic properties of the system resulting from a small (infinitesimal in the limit) change
in one of the parameters defining the spin system. The macroscopic properties of the system
manifest with the persistence (or lack thereof) of long-range influences. There is a well-established
mathematical theory connecting the absence of these influences to the fast convergence of Markov
chains. In this paper, we study this connection on the regular tree, known as the Bethe lattice in
statistical physics [5, 21].
The most well-studied example of a spin system is the ferromagnetic q-state Potts model, which
contains the Ising model (q = 2) as a special case. The Potts model is especially important as
fascinating phase transitions (first-order vs. second-order) are now understood rigorously in various
contexts [3, 16, 15, 13, 14].
Given a graph G = (V,E), configurations of the Potts model are assignments of spins [q] =
{1, 2, . . . , q} to the vertices of G. The parameter β > 0 (corresponding to the inverse of the tem-
perature of the system) controls the strength of nearest-neighbor interactions, and the probability
of a configuration σ in the Gibbs distribution is such that
µ(σ) = µG(σ) =
e−β|D(σ)|
Z
, (1)
where D(σ) = {(v, w) ∈ E : σ(v) 6= σ(w)} denotes the set of bi-chromatic edges in σ and Z is the
normalizing constant known as the partition function.
The Glauber dynamics is the simplest example of a Markov chain for sampling from the Gibbs
distribution; it updates the spin at a randomly chosen vertex in each step. In many settings, as
we detail below, the Glauber dynamics converges exponentially slow at low temperatures (large β)
due to the local nature of its transitions and the long-range correlations in the Gibbs distribution.
Of particular interest for the Ising and Potts model is a “global” Markov chain known as the
Swendsen-Wang (SW) dynamics [48, 18], which potentially overcomes obstacles that hinder the
performance of the Glauber dynamics. The algorithm utilizes a close connection between the Potts
model and an alternative representation known as the random-cluster model. The random-cluster
model is defined on subsets of edges and is not a spin system as the weight of a configuration
depends on the connectivity properties of the corresponding subgraph.
The transitions of the SW dynamics take a spin configuration, transform it to a “joint” spin-
edge configuration, perform a step in the joint space, and then map back to a Potts configuration.
Formally, from a Potts configuration σt ∈ [q]V , a transition σt → σt+1 is defined as follows:
1. Let Mt = M(σt) = E \D(σt) denote the set of monochromatic edges in σt.
2. Independently for each edge e = {v, w} ∈ Mt, keep e with probability p = 1 − exp(−β) and
remove e with probability 1− p. Let At ⊆Mt denote the resulting subset.
3. In the subgraph (V,At), independently for each connected component C (including isolated
vertices), choose a spin sC uniformly at random from [q] and color each vertex in C with color
sC . This coloring defines σt+1.
There are two standard measures of the convergence rate of a Markov chain. The mixing
time is the number of steps (from the worst starting state) to get within total variation distance
≤ 1/4 of its stationary distribution. The relaxation time is the inverse of the spectral gap of the
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transition matrix of the chain (see Section 2 for precise definitions and how the two notions relate
to each other). For approximate counting algorithms the relaxation time is the key quantity as it
corresponds to the “resample” time [24, 32, 30, 29].
On the regular tree, there are two fundamental phase transitions: the uniqueness threshold
βu and the reconstruction threshold βr. The smaller of these thresholds βu corresponds to the
uniqueness/non-uniqueness phase transition of the Gibbs measure on the infinite d-ary tree, and
captures whether the worst-case boundary configuration (i.e., a fixed configuration on the leaves
of a finite tree) has an effect or not on the spin at the root (in the limit as the height of the
tree grows). The second threshold βr is the reconstruction/non-reconstruction phase transition,
marking the divide on whether or not a random boundary condition (in expectation) affects the
spin of the root.
For the Ising model (i.e., q = 2), Mossel and Sly [42] proved that the Glauber dynamics
has O(n log n) mixing time on any graph of constant maximum degree d + 1 when β lies in the
uniqueness region for the d-ary tree, where n := |V |. In the non-uniqueness region there are graphs
where the mixing time of the Glauber dynamics is exponentially large [42, 22, 8]. In contrast,
for the Ising model, Guo and Jerrum [26] proved that the mixing time of the SW dynamics is
polynomial in n for any graph and any β. However, for the Potts model with q ≥ 3 there are
various torpid mixing results for the SW dynamics proving that the mixing time is exponentially
large [25, 10, 9, 20, 7, 19, 23].
For the d-dimensional integer lattice Zd there has been great progress in formally connecting
phase transitions with the mixing properties of the Glauber dynamics. A series of works established
that a spatial mixing property known as strong spatial mixing (SSM) implies O(n log n) mixing
time of the Glauber dynamics [37, 11, 17]; roughly speaking, SSM says that correlations decay
exponentially fast. In two-dimensions SSM is known to hold up to the uniqueness threshold [38],
but SSM does not reach the threshold in higher dimensions. SSM also is known to imply O(1)
relaxation time of the SW dynamics on Zd [6]. These techniques utilizing SSM are particular to
the lattice and do not extend to non-amenable graphs (i.e., those whose boundary and volume are
of the same order). The d-ary complete tree, which is the focus of this paper, is the prime example
of a non-amenable graph.
Our main contributions concern the speed of convergence of the Swendsen-Wang dynamics on
trees, and how it is affected by the boundary condition. Martinelli, Sinclair, and Weitz [39, 40]
gave tight bounds on the mixing time of the Glauber dynamics on trees. They introduced a
spatial mixing (decay of correlation) condition called Variance Mixing (VM) which captures the
exponential decay of point-to-set correlations (see Definition 4) and implies optimal mixing of the
Glauber dynamics on trees. Their proof approach utilizes the local nature of the Glauber dynamics;
we improve upon their approach to obtain tight bounds for the SW dynamics under the same VM
spatial mixing condition.
Theorem 1. For all q ≥ 2 and d ≥ 3, for the q-state ferromagnetic Potts/Ising model on an n-
vertex complete d-ary tree, Variance Mixing implies that the relaxation time of the Swendsen-Wang
dynamics is Θ(1).
We remark that the VM condition is a property of the Gibbs distribution induced by a specific
boundary condition; this contrasts with other standard notions of decay of correlations such as SSM
on Zd. This makes the VM condition quite suitable for understanding the speed of convergence
of Markov chains under different boundary conditions. For instance, [40] established VM for all
boundary conditions provided β < max{βu, 12 ln(
√
d+1√
d−1)} and for the monochromatic (e.g., all-red)
boundary condition for all β. Consequently, we obtain the following result.
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Theorem 2. For all q ≥ 2 and d ≥ 3, for the q-state ferromagnetic Potts/Ising model on an
n-vertex complete d-ary tree, the relaxation time of the Swendsen-Wang dynamics is Θ(1) in the
following cases:
(i) the boundary condition is arbitrary and β < max
{
βu,
1
2 ln
(√
d+1√
d−1
)}
;
(ii) the boundary condition is monochromatic and β is arbitrary.
Part (i) of this theorem shows that the spectral gap of the SW dynamics is Θ(1) for arbitrary
boundaries throughout the uniqueness region β < βu. In fact, βu <
1
2 ln
(√
d+1√
d−1
)
when q ≤ 2(√d+1)
and thus our bound extends to the non-uniqueness region for many combinations of d and q. We
note that while the value of the uniqueness threshold βu is known, it does not have a closed form
(see [27]). In contrast, the reconstruction threshold βr is not known for the Potts model [45, 41], but
one would expect that part (i) extends to the reconstruction threshold; analogous results are known
for the Glauber dynamics for other spin systems where more precise bounds on the reconstruction
threshold are known [4, 43, 46].
Previously, only a poly(n) bound was known for the relaxation time of SW dynamics for arbi-
trary boundary conditions; our optimal bound in part (i) is thus a substantial improvement. The
known poly(n) bound for the relaxation time follows from a slight generalization of the comparison
methods of Ullrich [49] (to include boundary conditions), combined with the known mixing time
bounds for the Glauber dynamics on trees [4]. This weaker bound holds for every β, but the degree
of the polynomial bounding the relaxation time grows with β.
In regards to part (ii) of the theorem, we remark that our bound holds for all β, including
the whole low-temperature region. The only other case where tight bounds are known for the
low-temperature regime is on the geometrically simpler complete graph [19, 7]. We also mention
that it is a long-standing conjecture (see, e.g., Martinelli [35]) that the Glauber dynamics in Z2
with a monochromatic boundary mixes in polynomial time for all β (except possibly the critical
temperature), but this conjecture has largely resisted analysis; see [36, 34] for recent progress.
Previous (direct) analysis of the speed of convergence of the SW dynamics on trees focused
exclusively on the special case of the free boundary condition [28, 12]. In this setting, the dynamics
is much simpler as the corresponding random-cluster model is trivial (reduces to independent bond
percolation); this was used by Huber [28] to establish O(log n) mixing time of the SW dynamics
for all β for the special case of the free boundary condition.
We note that our relaxation time bounds do not immediately imply a polylog(n) bound on
the mixing time as one might hope because of the inherent penalty of log(1/µmin) when relating
spectral gap to mixing time; so the mixing time bound implied by Theorems 1 and 2 is O(n). The
results in [39, 40] manage to deduce tight bounds for the mixing time of the Glauber dynamics by
analyzing the log-Sobolev constant. However, it can be checked that the log-Sobolev constant for
the SW dynamics is Θ(n−1), and thus the best possible mixing time we could hope to obtain with
such an approach would be O(n log n).
We now proceed to sketch some of our techniques and point out the main novelties in our
methods. Our first technical contribution is a reinterpretation and generalization of the Variance
Mixing (VM) condition from [39], as a bound on the second eigenvalue of a certain stochastic matrix
which we denote by P ↑P ↓. The matrices P ↑ and P ↓ are distributional matrices corresponding to the
distribution at v given the spin configuration of the set Sv of all its descendants at distance at least `
and vice versa. These matrices are inspired by the recent results in [1, 2] utilizing high-dimensional
expanders; see Section 3 for their precise definitions.
Our new spectral interpretation of the VM condition allows us to “tensorize” it and obtain an
equivalent global variant of it we call Parallel Variance Mixing (PVM). While the VM condition
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signifies the exponential decay with distance of the correlations between a vertex v and the set Sv,
the PVM condition captures instead the decay rate of set-to-set correlations; specifically, between
the set of all the vertices at a fixed level of the tree and the set of their descendants at distance at
least `.
The VM condition is well-suited for the analysis of the block dynamics that equilibrates a
random subtree of constant height in each step. Since each block has constant volume in this
variant of the block dynamics, its mixing behavior is essentially that of the Glauber dynamics; this
is what is done in [39, 40]. The PVM condition, on the other hand, allows us to analyze a block
dynamics with much larger blocks of up to linear volume. We call this variant of block dynamics
the tiled block dynamics as each block consists of a maximal number of non-intersecting subtrees
of constant size (i.e., a tiling); see Fig. 1. We use the PVM condition to show that the spectral gap
of the tiled block dynamics is Ω(1), and a generic comparison result between the block dynamics
and the SW dynamics yields Theorem 1.
Finally, we mention that part (ii) of Theorem 2 has interesting implications related to the
speed of convergence of random-cluster model Markov chains on trees under the wired boundary
condition. That is, all the leaves are connected through external or “artificial” wirings. The case
of the wired boundary condition is the most studied version of the random-cluster model on trees
(see, e.g., [27, 31]) since, as mentioned earlier, the model is trivial under the free boundary. The
random-cluster model, which is parameterized by p ∈ (0, 1) and q > 0 and is formally defined in
Section 7, is intimately connected to the ferromagnetic q-sate Potts model when q ≥ 2 is an integer
and p = 1 − exp(−β). In particular, there is a variant of SW dynamics for the random-cluster
model (by observing the edge configuration after the second step of the chain).
Another standard Markov chain for the random-cluster model is the heat-bath (edge) dynamics,
which is the analog of the Glauber dynamics on spins for random-cluster configurations. Our result
for the random-cluster dynamics is the following.
Theorem 3. For all integer q ≥ 2, all p ∈ (0, 1), and all d ≥ 3, for the q-state random-cluster
model on an n-vertex complete d-ary tree with wired boundary condition, the relaxation time of the
Swendsen-Wang dynamics is Θ(1). In addition, the relaxation time of the heat-bath edge dynamics
for the random-cluster model is Θ(n).
We note that these results are derived via comparison with the SW dynamics for spins and
cannot be deduced in the same manner from the results in [39, 40] for the Glauber dynamics for
the Potts model.
The rest of the paper is organized as follows. Section 2 contains some standard definitions and
facts we use in our proofs. In Section 3 we provide an overview of our proofs and formally define
the notions of VM and PVM; see Definitions 4 and 5. In Section 4 we establish the equivalence
between VM and GVM, and in Section 5 we use PVM to bound the spectral gap of the tiled block
dynamics. Our general comparison result between the SW dynamics and the block dynamics is
provided in Section 6. Our results for the random-cluster model dynamics is given in Section 7.
2 Preliminaries
We introduce some notations and facts that are used in the remainder of the paper.
2.1 The Potts model on the d-ary tree
For d ≥ 2, let Td = (V,E) denote the rooted infinite d-ary tree in which every vertex (including
the root) has exactly d children. We consider the complete finite subtree of Td of height h, which
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we denote by T = T dh = (V (T ), E(T )). We use ∂T to denote the external boundary of T ; i.e., the
set of vertices in V \V (T ) incident to the leaves of T . We identify subgraphs of T with their vertex
sets. In particular, for A ⊆ V (T ) we use E(A) for the edges with both endpoints in A, ∂A for the
external boundary of A (i.e., the vertices in (T ∪ ∂T ) \ A adjacent to A), and, with a slight abuse
of notation, we write A also for the induce subgraph (A,E(A)).
A configuration of the Potts model is an assignment of spins [q] = {1, . . . , q} to the vertices of
the graph. For a fixed spin configuration τ on the infinite tree Td, we use Ω = [q]T∪∂T to denote
the set of configurations of T that agree with τ on ∂T . Hence, τ specifies a boundary condition for
T . More generally, for any A ⊆ V (T ) and any η ∈ Ω, let ΩηA ⊆ Ω denote the set of configurations
that agree with η on (T ∪ ∂T ) \A, and let µηA denote the Gibbs distribution over ΩηA. That is, for
σ ∈ ΩηA we have
µηA(σ) :=
1
Z
exp
−β ∑
{u,v}∈E(A∪∂A)
1(σu 6= σv)
 (2)
where Z is the normalizing constant known as the partition function. For σ /∈ ΩηA we set µηA(σ) = 0.
2.2 The tiled block dynamics
Let U = {U1, ..., Ur} be a collection of subsets (or blocks) such that V (T ) =
⋃
i Ui. The (heat-bath)
block dynamics with blocks U is a standard Markov chain for sampling from the Gibbs distribution
µτT . If the current configuration is σt at time t, then the next configuration is generated as follows:
1. Pick an integer j ∈ {1, 2, . . . , r} uniformly at random;
2. Draw a sample σt+1 from the conditional Gibbs distribution µ
σt
Uj
.
The second step can be phrased equivalently as updating the configuration in Uj with a new
configuration distributed according to the conditional measure in Uj given the configuration of σt
on (T ∪ ∂T ) \ Uj .
We consider a special choice of blocks, where each block is a disjoint union of small subtrees of
constant height forming a tiling structure. For 0 ≤ i ≤ h+ 1, let Li denote the set of vertices of T
that are of distance exactly i from the boundary ∂T ; in particular, L0 = ∅ and Lh+1 contains only
the root of T . It will be helpful to also define Li = ∅ for i < 0 or i > h+ 1. Let Fi = ∪j≤iLj be the
set of vertices at distance at most i from ∂T ; note that F0 = ∅ and Fh+1 = T . We further define
Fi = ∅ for i < 0 and Fi = T for i > h+ 1. For each i ∈ N+, we let
B`i = Fi\Fi−` =
⋃
i−`<j≤i
Lj .
Roughly speaking, B`i is the collection of all the subtrees of T of height `− 1 with roots at distance
exactly i from ∂T . Finally, for each 1 ≤ j ≤ `+ 1, we define
T `j =
⋃
0≤k≤h+`−j
`+1
B`j+k(`+1).
Observe that T `j contains all the subtrees of T of height ` − 1 (except the top and bottom ones)
whose roots are at distance j + k(`+ 1) from ∂T for some non-negative integer k. Also notice that
all the subtrees in T `j are at (graph) distance at least 2 from each other, and thus they create a
tiling pattern over V (T ). Therefore, we call the block dynamics with U = {T `1 , . . . , T ``+1} the tiled
block dynamics. See Fig. 1 for an illustration. The transition matrix of the tiled block dynamics is
denoted by Ptb.
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`v
B(v, `)
` · · ·
i
B`i
`
T `j
Figure 1: An illustration of the sets B(v, `), B`i , and T
`
j , where ` represents the number of levels in
each set.
2.3 Mixing and relaxation times
Let P be the transition matrix of an ergodic Markov chain over a finite set Φ with stationary
distribution ν. We use P t(X0, ·) to denote the distribution of the chain after t steps starting from
X0 ∈ Φ, and let
τmix(P ) = max
X0∈Φ
min
{
t ≥ 0 : ‖P t(X0, ·)− ν‖tv ≤ 1/4
}
.
where ‖ · ‖tv denotes the total variation distance.
When P is reversible, its spectrum is real and we let 1 = λ1 > λ2 ≥ ... ≥ λ|Φ| ≥ −1 denote its
eigenvalues (1 > λ2 since P is irreducible). The absolute spectral gap of P is defined by gap(P ) = 1−
λ∗, where λ∗ = max{|λ2|, |λ|Φ||}. If P is ergodic (i.e., irreducible and aperiodic), then gap(P ) > 0,
and it is a standard fact that(
gap(P )−1 − 1) log 2 ≤ τmix(P ) ≤ gap(P )−1 log( 4
νmin
)
, (3)
where νmin = minx∈Φ ν(x); see Theorems 12.3 and 12.4 in [33]. The relaxation time of the chain
is defined as gap(P )−1. The relaxation time measures the convergence time from a distribution
close to the stationary measure (a “warm start”) and is quite useful in applications since since it
measures the “resample” time; see, e.g., [24, 47, 32].
We review next some tools from functional analysis that will be useful to us; see [36, 44] for more
extensive background. We may endow RΦ with the inner product 〈f, g〉ν =
∑
x∈Φ f(x)g(x)ν(x) for
two functions f, g : Φ → R. The resulting Hilbert space is denoted by L2(ν) = (RΦ, 〈·, ·〉ν) and P
defines an operator from L2(ν) to L2(ν). Let S1 and S2 be two Hilbert spaces with inner products
〈·, ·〉S1 and 〈·, ·〉S2 respectively, and let K : S2 → S1 be a bounded linear operator. The adjoint of
K is the unique operator K∗ : S1 → S2 satisfying 〈f,Kg〉S1 = 〈K∗f, g〉S2 for all f ∈ S1 and g ∈ S2.
When S1 = S2, K is called self-adjoint if K = K
∗. In our setting, the adjoint of P in L2(ν) is
given by the transition matrix P ∗(x, y) = ν(y)P (y, x)/ν(x), and therefore P is self-adjoint iff P is
reversible w.r.t. ν.
Let 1 : Φ → R be the constant function of value 1 (i.e., 1(x) = 1 for all x ∈ Φ) and let
I be the identity mapping over all functions (i.e., If = f for all f : Φ → R). We then define
ν(f) = 〈f,1〉ν =
∑
x∈Φ f(x)ν(x) to be the expectation of the function f w.r.t. ν, and Varν(f) =
〈f, (I − 1ν)f〉ν = ν(f2)− ν(f)2 as the variance of f w.r.t. ν. For most of the time we will consider
the conditional Gibbs distribution ν = µηA for some A ⊆ V (T ) and η ∈ Ω, and we shall write
VarηA(f) = VarµηA
(f) for abbreviation.
We say P is positive semidefinite if 〈f, Pf〉ν ≥ 0 for all functions f : Φ → R. In this case P
has only nonnegative eigenvalues. The Dirichlet form of a reversible Markov chain with transition
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matrix P is defined as
EP (f, f) = 〈f, (I − P )f〉ν = 1
2
∑
x,y∈Φ
ν(x)P (x, y)(f(x)− f(y))2, (4)
for any f : Φ→ R. If P is positive semidefinite, then the absolute spectral gap of P satisfies
gap(P ) = 1− λ2 = inf
f :Φ→R
Varν(f) 6=0
EP (f, f)
Varν(f)
. (5)
3 Proof overview
Martinelli, Sinclair and Weitz [39] introduced a notion of decay of correlations which they called
Variance Mixing (VM). We define the VM condition next. For v ∈ T , let Tv denote the subtree of
T rooted at v and let T˜v = Tv\{v} be the forest obtained by removing v from Tv. For an integer
` ≥ 1, define B(v, `) to be the set of vertices of Tv that are at distance less than ` from v.
Definition 4 (Variance Mixing (VM)). The Gibbs distribution µ = µτT satisfies VM(`, ε) if for
every v ∈ T , every η ∈ Ω, and every function g : ΩηTv → R that is independent of B(v, `), we have
VarηTv [µT˜v(g)] ≤ ε ·Var
η
Tv
(g).
Note that τ is the boundary condition of T and η fixes a configuration in T \Tv; hence, τ affects
the configuration on Tv through its leaves while η fixes the spin of the parent of v. Therefore,
µ
T˜v
(g) is a function of the spin at v.
The VM condition is a spatial mixing property that captures the rate of decay with distance
of certain point-to-set correlations; in particular between v ∈ T and the set Tv \ B(v, `). It was
established in [39, 40] that VM implies optimal mixing of the Glauber dynamics; this was done
by analyzing a block dynamics that updates one random block B(v, `) in each step. This block
dynamics behaves like the Glauber dynamics since all blocks are of constant size; see [39, 40] for
further details.
Since our goal here is to establish optimal mixing of global Markov chains, we require a spatial
mixing condition that captures decay of correlations in a more global manner. Hence, we introduce
the notion of Parallel Variance Mixing (PVM). Recall that for 0 ≤ i ≤ h + 1, Li is the set all
vertices at distance exactly i from the boundary ∂T , Fi = ∪j≤iLj , and B`i = Fi\Fi−`.
Definition 5 (Parallel Variance Mixing (PVM)). The Gibbs distribution µ = µτT satisfies PVM(`, ε)
if for every 1 ≤ i ≤ h+ 1, every η ∈ Ω, and every function g : ΩηFi → R that is independent of B`i ,
we have
VarηFi [µFi−1(g)] ≤ ε ·Var
η
Fi
(g).
PVM is a natural global variant of VM since Fi =
⋃
v∈Li Tv, Fi−1 =
⋃
v∈Li T˜v, and B
`
i =⋃
v∈Li B(v, `). We can show that the two properties are actually equivalent.
Theorem 6. For every ` ∈ N+ and ε ∈ (0, 1), the Gibbs distribution µ = µτT satisfies VM(`, ε) if
and only if µ satisfies PVM(`, ε).
In order to establish the equivalence between VM and PVM we introduce a more general notion
of spatial mixing condition and observe that both VM and PVM are special cases of this condition.
We call our new condition General Variance Mixing (GVM), which is defined on an arbitrary subset
F = A ∪B ⊆ T (we allow A and B to have nonempty intersection).
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Definition 7 (General Variance Mixing (GVM)). We say that the Gibbs distribution µ = µτT
satisfies GVM(ε) on F = A ∪ B ⊆ T if for every η ∈ Ω and every function g : ΩηF → R that is
independent of B, we have
VarηF [µA(g)] ≤ ε ·VarηF (g).
Observe that while VM and PVM are conditions that apply to collections of sets (i.e., Tv for
every v ∈ T in the case of VM), GVM is a condition that applies to a single set F . However, both
VM and PVM can expressed in terms of GVM by noting that:
1. VM(`, ε) is equivalent to GVM(ε) on Tv = T˜v ∪B(v, `) for every v ∈ T ;
2. PVM(`, ε) is equivalent to GVM(ε) on Fi = Fi−1 ∪B`i for every 1 ≤ i ≤ h+ 1.
Our alternative view of the VM and PVM conditions (in terms of GVM) turns out to be quite
useful. This is because we can recast the GVM condition as a bound on the spectral gap of a
certain Markov chain; this is one of the key insights of the paper and it is in fact a more general
phenomenon. The equivalence between VM and PVM follows straightforwardly using our spectral
interpretation of the VM, PVM and GVM conditions.
In order to state our results formally, we introduce some additional notation. Given F =
A∪B ⊆ T and η ∈ Ω, let P ↑ = (P ηF )A↑B denote the transition matrix that given the configuration
ξ in A \B updates the configuration in B \A from the conditional distribution µηF (· | ξ). Formally,
P ↑ is a q|A\B|× q|B\A| stochastic matrix indexed by the configurations on the sets A \B and B \A,
such that for ξ ∈ [q]A\B and ξ′ ∈ [q]B\A we have
P ↑(ξ, ξ′) = µηF (σB\A = ξ
′ | σA\B = ξ).
We also define a q|B\A| × q|A\B| matrix P ↓ = (P ηF )B↓A similarly: for ξ′ ∈ [q]B\A and ξ ∈ [q]A\B,
P ↓(ξ′, ξ) = µηF (σA\B = ξ | σB\A = ξ′).
In particular, the matrix P ↑P ↓ is the transition matrix of the following ergodic Markov chain over
[q]A\B: starting from some ξ ∈ [q]A\B, first sample a configuration ξ′ in B \A conditioned on ξ, and
then sample a configuration ξ′′ in A \B given ξ′ in B \A. Note that this chain is reversible w.r.t.
its stationary distribution µηF (σA\B = ·), the marginal distribution on A \ B under µηF . Similarly,
the chain P ↓P ↑ is ergodic and reversible w.r.t. µηF (σB\A = ·).
The following lemma relates the GVM condition on the set F = A ∪ B and the spectral gaps
of P ↑P ↓ and P ↓P ↑ defined above. Note that the spectral gaps of P ↑P ↓ and P ↓P ↑ are the same.
Lemma 8. Let F = A ∪B ⊆ T and ε > 0. Then the following are equivalent:
(i) GVM(ε) on F = A ∪B;
(ii) gap(P ↑P ↓) = gap(P ↓P ↑) ≥ 1− ε for every η ∈ Ω, P ↑ = (P ηF )A↑B, and P ↓ = (P ηF )B↓A.
We will prove Lemma 8 in Section 4. The chains P ↑P ↓ and P ↓P ↑ are helpful for understanding
VM and PVM. For example, from Lemma 8 we known that VM(`, ε) is equivalent to bounding the
gap of a special down-up dynamics: given the spin of the root v in the subtree Tv, first sample
(down) the configuration in Tv \B(v, `) and then sample (up) the spin of v. Moreover, PVM(`, ε)
corresponds to running this down-up dynamics independently and simultaneously for all v at the
same height; this observation allows us to establish the equivalence between VM and PVM from
Theorem 6.
Now, while VM implies optimal mixing of the Glauber dynamics, we can show that PVM implies
a tight bound on the spectral gap of the tiled block dynamics defined in Section 2.2.
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Theorem 9. If there exist ` ∈ N+ and δ ∈ (0, 1) such that µ = µτT satisfies PVM(`, ε) for ε = 1−δ2(`+1) ,
then the relaxation time of the tiled block dynamics is at most 2(`+ 1)/δ.
Our result for the SW dynamics (Theorem 1) is obtained through comparison with the tiled
block dynamics. We prove the following more general comparison result between the SW dynamics
and a general class of block dynamics, which could be of independent interest.
Theorem 10. Let D = {D1, . . . , Dm} be such that Di ⊆ V and ∪mi=1Di = V . Suppose that
each block Dk is such that Dk = ∪`kj=1Dkj where dist(Dkj , Dkj′) ≥ 2 for every j 6= j′ and let
vol(D) = maxk,j |Dkj |. Then,
gap(SW ) ≥ exp(−O(vol(D))) · gap(BD).
The blocks of the tiled block dynamics satisfy all the conditions in this theorem, and, in addition,
vol(D) = O(1). Hence, combining all the results stated in this section, we see that Theorem 1 from
introduction follows.
Proof of Theorem 1. Follows from Theorems 6, 9 and 10.
4 Equivalence between VM and PVM
In this section we establish the equivalence between VM and PVM. We start by generalizing the
definition of GVM to arbitrary distributions and prove Lemma 8 in this more general setting.
Let Φ and Ψ be two finite sets and let ρ(·, ·) be an arbitrary joint distribution supported on
Φ × Ψ. Denote by ν the marginal distribution over the set Φ under ρ, and define pi to be the
marginal over Ψ; i.e.,
for x ∈ Φ, ν(x) =
∑
y∈Ψ
ρ(x, y), and for y ∈ Ψ, pi(y) =
∑
x∈Φ
ρ(x, y).
We consider two natural dynamics associated with ρ. For x ∈ Φ and y ∈ Ψ, define
P ↑(x, y) = ρ(y | x) = ρ(x, y)
ν(x)
,
and
P ↓(y, x) = ρ(x | y) = ρ(x, y)
pi(y)
.
In particular, the dimensions of P ↑ are |Φ| × |Ψ| while P ↓ is a |Ψ| × |Φ| matrix. We can restate
Definition 7 more generally for ρ.
Definition 11 (GVM for ρ). We say that the joint distribution ρ satisfies GVM(ε) if for every
function f : Φ→ R we have
Varpi(P
↓f) ≤ ε ·Varν(f). (6)
Note that Definition 7 is a special case of Definition 11 for the Potts model on trees in the
following manner. For specific F = A∪B and η ∈ Ω the joint distribution ρ is described as follows.
The set Φ = [q]A\B consists of all configurations on A \ B and the set Ψ = [q]B\A contains all
configurations on B \A. The joint distribution ρ over Φ×Ψ is then the marginal distribution of the
configuration on (A\B)∪(B\A) under the conditional Gibbs distribution µηF . It follows that ν is the
marginal of the configuration on A\B under µηF and pi is the marginal on B \A. Now for a function
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g : ΩηF → R independent of B, it only depends on the configuration of A\B, and thus (for fixed η) it
induces a function f : Φ→ R; in particular, VarηF (g) = Varν(f). Meanwhile, since µσA(g) = P ↓f(ξ)
for every σ ∈ ΩηF and ξ ∈ Ψ that are consistent, we also get VarηF [µA(g)] = Varpi(P ↓f). Therefore,
Definition 7 can be viewed as a special version of Definition 11 in the setting of spin systems.
We now restate Lemma 8 for an arbitrary joint distribution ρ.
Lemma 12. The joint distribution ρ satisfies GVM(ε) if and only if
gap(P ↑P ↓) = gap(P ↓P ↑) ≥ 1− ε.
We remark that P ↑P ↓ is the transition matrix of a Markov chain reversible w.r.t. ν, and P ↓P ↑
is reversible w.r.t. pi. Observe that Lemma 12 recovers the result of Lemma 8.
Proof of Lemma 12. It is easy to see that P ↑1 = 1, P ↓1 = 1, νP ↑ = pi, piP ↓ = ν, and that the
operator P ↑ : L2(pi)→ L2(ν) is the adjoint of the operator P ↓ : L2(ν)→ L2(pi). Hence, both P ↑P ↓
and P ↓P ↑ are positive semidefinite and have the same multiset of non-zero eigenvalues. We then
deduce that
Varpi(P
↓f) =
〈
P ↓f, (I − 1pi)P ↓f
〉
ν
=
〈
f, P ↑(I − 1pi)P ↓f
〉
ν
=
〈
f, P ↑P ↓f
〉
ν
− 〈f,1νf〉ν .
Therefore, for f : Φ→ R,
Varpi(P
↓f) ≤ ε ·Varν(f)
⇔
〈
f, P ↑P ↓f
〉
ν
− 〈f,1νf〉ν ≤ ε · (〈f, f〉ν − 〈f,1νf〉ν)
⇔
〈
f, (I − P ↑P ↓)f
〉
ν
≥ (1− ε) · 〈f, (I − 1ν)f〉ν
⇔ EP ↑P ↓(f, f) ≥ (1− ε) ·Varν(f).
The lemma then follows by Eq. (5).
We conclude this section with the proof of Theorem 6.
Proof of Theorem 6. Fix an arbitrary η ∈ Ω. Given 1 ≤ i ≤ h+ 1 and v ∈ Li, by Tv = T˜v ∪B(v, `)
we can define P ↑v = (P ηTv)T˜v↑B(v,`) and P
↓
v = (P
η
Tv
)
B(v,`)↓T˜v , as described in Section 3. Then, let
Qv = P
↓
v P
↑
v be the Markov chain over [q]{v} reversible w.r.t. piv(·) = µηTv(σv = ·), the marginal
distribution on {v} = B(v, `) \ T˜v under µηTv . Similarly, by Fi = Fi−1 ∪ B`i we also define P
↑
Fi
=
(P ηFi)Fi−1↑B`i and P
↓
Fi
= (P ηFi)B`i ↓Fi−1 , as well as the Markov chain QLi = P
↓
Fi
P ↑Fi over [q]
Li reversible
w.r.t. piLi(·) = µηFi(σLi = ·).
Now, since Fi =
⋃
v∈Li Tv where Tv’s are at least distance two from each other, the Markov
property of spin systems implies that piLi is a product measure of all piv’s where v ∈ Li and the
chain QLi is a product chain of all Qv’s. Then, a standard fact about product Markov chains, see,
e.g., [6, Lemma 4.7], implies
gap(QLi) = min
v∈Li
gap(Qv).
The theorem then follows immediately from Lemma 8.
10
5 PVM implies fast mixing of the tiled block dynamics
In this section we prove Theorem 9 by showing gap(Ptb) = Θ(1) given the PVM condition. We
summarize next several useful properties of the expectation and variance that we shall use in our
proofs; see [39] and the references therein for proofs of these standard facts.
Fact 13. Let f : Ω→ R be an arbitrary function and η ∈ Ω.
1. (Law of total expectation) For every A ⊆ F ⊆ T , we have
µηF (f) = µ
η
F (µA(f)).
2. (Law of total variance) For every A ⊆ F ⊆ T , we have
VarηF (f) = µ
η
F [VarA(f)] + Var
η
F [µA(f)].
3. (Convexity of variance) For every A,B ⊆ T such that A∩B = ∅ and there is no edge between
A,B (i.e., ∂A ∩B = ∅ = A ∩ ∂B), we have
VarηA[µB(f)] ≤ µηB[VarA(f)].
We present two key lemmas, from which Theorem 9 immediately follows by Eq. (5).
Lemma 14. For every function f : Ω→ R we have
EPtb(f, f) ≥
1
`+ 1
·
h+1∑
i=1
µ[VarB`i
(µFi−`−1(f))].
Lemma 15. If µ = µτT satisfies PVM(`, ε) for ε =
1−δ
2(`+1) , then for every function f : Ω → R we
have
Var(f) ≤ 2
δ
·
h+1∑
i=1
µ[VarB`i
(µFi−`−1(f))].
We first establish Lemma 14, which does not use PVM and exploits instead the recursive
structure of the d-ary tree. The proof of Lemma 15 can be found in Section 5.1.
Proof of Lemma 14. It is a standard fact that the Dirichlet form of the heat-bath block dynamics
satisfies
EPtb(f, f) =
1
`+ 1
·
`+1∑
j=1
µ[VarT `j
(f)];
see, e.g., Fact 3.3 in [6]. Fix ` and j for now and let i(k) = i`j(k) = k(`+ 1) + j for k = 0, 1, . . . ,m
where m = m`j is such that
T `j =
m⋃
k=0
B`i(k).
For 0 ≤ k ≤ m we define
Sk = (S
`
j)k =
k⋃
r=0
B`i(r).
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Note that Sm = T
`
j , S0 = B
`
j , Sk = Sk−1 ∪B`i(k), and Sk ⊆ Fi(k). Then, by the law of total variance
and the convexity of variance from Fact 13, we deduce that for all k ∈ N,
µ[VarSk(f)] = µ[VarSk−1(f)] + µ[VarSk(µSk−1(f))]
= µ[VarSk−1(f)] + µ
[
VarB`
i(k)
(µSk−1(f))
]
+ µ
[
VarSk
(
µB`
i(k)
(µSk−1(f))
)]
≥ µ[VarSk−1(f)] + µ
[
VarB`
i(k)
(µSk−1(f))
]
≥ µ[VarSk−1(f)] + µ
[
VarB`
i(k)
(µFi(k−1)(µSk−1(f)))
]
= µ[VarSk−1(f)] + µ
[
VarB`
i(k)
(µFi(k)−`−1(f))
]
.
(When k = 0 we let S−1 = ∅ and it is easy to check that everything above still holds trivially.) It
follows that
µ[VarT `j
(f)] = µ[VarSm(f)]− µ[VarS−1(f)]
=
m∑
k=0
µ[VarSk(f)]− µ[VarSk−1(f)]
≥
m∑
k=0
µ
[
VarB`
i(k)
(µFi(k)−`−1(f))
]
.
The lemma then follows by summing over all j.
5.1 Proof of Lemma 15
The following lemma proved in [39] is helpful.
Lemma 16. Let F = A ∪ B ⊆ T and η ∈ Ω. Suppose that for every function g : ΩηF → R that
is independent of B, we have VarηF [µA(g)] ≤ ε · VarηF (g) for some constant ε ∈ (0, 1/2). Then for
every function f : ΩηF → R we have
VarηF [µA(f)] ≤
2(1− ε)
1− 2ε · µ
η
F [VarB(f)] +
2ε
1− 2ε · µ
η
F [VarA(f)];
in particular, for every A′ ⊆ A we have
VarηF [µA(f)] ≤
2(1− ε)
1− 2ε · µ
η
F [VarB(µA′(f))] +
2ε
1− 2ε · µ
η
F [VarA(µA′(f))].
Proof. The first part is established in the proof of Lemma 3.5 from [39]. For the second part, by
replacing f with µA′(f), we can get
VarηF [µA(f)] = Var
η
F [µA(µA′(f))]
≤ 2(1− ε)
1− 2ε · µ
η
F [VarB(µA′(f))] +
2ε
1− 2ε · µ
η
F [VarA(µA′(f))],
where we use the law of total expectation from Fact 13.
We present next the proof of Lemma 15, using ideas from [39].
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Proof of Lemma 15. We deduce from the law of total variance from Fact 13 that for each 1 ≤ i ≤
h+ 1,
µ[VarFi(f)] = µ[VarFi−1(f)] + µ[VarFi(µFi−1(f))]. (7)
It then follows that
Var(f) = µ[VarFh+1(f)]− µ[VarF0(f)]
=
h+1∑
i=1
µ[VarFi(f)]− µ[VarFi−1(f)]
=
h+1∑
i=1
µ[VarFi(µFi−1(f))]. (8)
Since µ satisfies PVM(`, ε), by Lemma 16 (with F = Fi, A = Fi−1, B = B`i , and A
′ = Fi−`−1) and
taking expectation on both sides, we obtain that for every 1 ≤ i ≤ h+ 1,
µ[VarFi(µFi−1(f))] ≤
2(1− ε)
1− 2ε · µ[VarB`i (µFi−`−1(f))] +
2ε
1− 2ε · µ[VarFi−1(µFi−`−1(f))]. (9)
Let g = µFi−`−1(f) and observe that Var
η
Fi−`−1(g) = 0 for all η ∈ Ω as g is independent of Fi−`−1.
Then, again by Eq. (7) (which holds trivially for i ≤ 0 as well), we deduce that
µ[VarFi−1(µFi−`−1(f))] = µ[VarFi−1(g)]− µ[VarFi−`−1(g)]
=
i−1∑
j=i−`
µ[VarFj (g)]− µ[VarFj−1(g)]
=
i−1∑
j=i−`
µ[VarFj (µFj−1(g))]
=
i−1∑
j=i−`
µ[VarFj (µFj−1(f))].
Therefore, we get from Eq. (8) that
h+1∑
i=1
µ[VarFi−1(µFi−`−1(f))] =
h+1∑
i=1
i−1∑
j=i−`
µ[VarFj (µFj−1(f))]
≤ ` ·
h+1∑
i=1
µ[VarFi(µFi−1(f))]
= ` ·Var(f). (10)
Combining Eqs. (8) to (10) we get
Var(f) =
h+1∑
i=1
µ[VarFi(µFi−1(f))]
≤ 2(1− ε)
1− 2ε ·
h+1∑
i=1
µ[VarB`i
(µFi−`−1(f))] +
2ε
1− 2ε ·
h+1∑
i=1
µ[VarFi−1(µFi−`−1(f))]
≤ 2(1− ε)
1− 2ε ·
h+1∑
i=1
µ[VarB`i
(µFi−`−1(f))] +
2ε
1− 2ε · ` ·Var(f).
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We then conclude that
h+1∑
i=1
µ[VarB`i
(µFi−`−1(f))] ≥
1− 2ε(`+ 1)
2(1− ε) ·Var(f) ≥
δ
2
·Var(f).
6 Comparison to the SW dynamics
In this section we bound the spectral gap of the SW dynamics in terms of the gap of the tiled-
block dynamics. We do so in a general setting, i.e., for arbitrary graphs, block dynamics, and
boundary conditions. The proofs in this section extend ideas from [6, 49], and we believe that our
generalization could find useful applications in the future.
Let G = (V ∪ ∂V,E) be a graph. We assume V ∩ ∂V = ∅ and interpret ∂V as the boundary of
V . Define τ to be a fixed spin configuration on ∂V viewed as a boundary condition. Let µτG be the
Potts distribution on G with boundary condition τ and let ΩτG be the set of Potts configurations
of G consistent with τ .
Given a Potts configuration σt ∈ ΩτG at time t, the SW dynamics generates the next configura-
tion σt+1 as follows:
1. Obtain At ⊆ E by including each monochromatic edge of E in σt independently with proba-
bility p;
2. For each connected component C of the graph (V ∪ ∂V,At) such that C ⊆ V (i.e., those
containing no vertices from the boundary ∂V ), we pick a new spin from {1, . . . , q} u.a.r. and
assign it to every vertex of C; Vertices from other components keep their spin in σt.
Observe that the boundary condition τ determines the spin of all the vertices connected to ∂V in
At. The SW dynamics is reversible with respect to µ
τ
G; see, e.g., [18].
We introduce next a block variant of the SW dynamics. Let D = {D1, . . . , Dm} be such that
Di ⊆ V and ∪mi=1Di = V . Given a configuration σt:
1. Obtain At ⊆ E by including each monochromatic edge of E in σt independently with proba-
bility p;
2. Pick a random block Di from D;
3. For each connected component C of the graph (V ∪ ∂V,At) such that C ⊆ Di (i.e., those
containing no vertices from V \ Di or ∂V ), we pick a new spin from {1, . . . , q} u.a.r. and
assign it to every vertex of C; Vertices from other components keep their spin in σt.
Let SWD denote the transition matrix of this chain; we shall see that SWD is also reversible w.r.t.
µτG. Let SW be the transition matrix for the SW dynamics. We prove the following.
Lemma 17. For every function f : ΩτG → R, we have ESW (f, f) ≥ ESWD(f, f).
Proof. This proof uses a decomposition of the transition matrices SW and SWD as products of
simpler matrices introduced by Ullrich [49]. Let Ωjoint ⊆ 2E×ΩτG denote the joint space, where each
configuration is a pair (A, σ) such that A ⊆ E and σ ∈ ΩτG. The joint Edwards-Sokal measure [18]
on Ωjoint is given by
ντG(A, σ) =
1
ZJ
p|A|(1− p)|E\A| 1(A ⊆M(σ)),
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where p = 1− e−β, A ⊆ E, σ ∈ ΩG, M(σ) denotes the set of monochromatic edges of E in σ, and
ZJ is the corresponding partition function.
Let A,B ⊆ E and σ, η ∈ ΩτG. We define the matrices T , T ∗, R and Qk with entries given by
T (σ, (A, η)) = 1(σ = η)1(A ⊆M(σ)) · p|A|(1− p)|M(σ)\A|
T ∗((A, η), σ) = 1(η = σ)
R((A, σ), (B, η)) = 1(A = B)1(A ⊆M(σ) ∩M(η)) · q−c(A)
Qk((A, σ), (B, η)) = 1(A = B)1(A ⊆M(σ) ∩M(η))1(σ(V \Dk) = η(V \Dk)) · q−ck(A),
where c(A) is the number of connected components of (V ∪∂V,A) that are fully contained in V , and
ck(A) is the number of those fully contained in Dk. Notice that in the definition of Qk, the condition
σ(V \Dk) = η(V \Dk) implies that every component containing a vertex from V \Dk has the same
spin in σ and η. Then, we have the decomposition SW = TRT ∗ and SWD = 1m
∑m
i=1 TQkT
∗
following from the definition. Note that T is a |ΩηG| × |Ωjoint | matrix, T ∗ is a |Ωjoint | × |ΩηG|
matrix, while R and Qk have dimensions |Ωjoint | × |Ωjoint |.
The matrix T defines an operator from L2(ν
τ
G) to L2(µ
τ
G). It is straightforward to check that
T ∗ : L2(µτG)→ L2(ντG) is the adjoint of T . The matrices R and Qk are self-adjoint operators from
L2(ν
τ
G) to L2(ν
τ
G) and thus they are reversible w.r.t. ν
τ
G. (Note that this also implies that SW
and SWD are reversible w.r.t. µτG.) Moreover, since the matrices R and Qk assign spins u.a.r. to
components of a joint configuration, we have R = QkRQk and Q
2
k = Qk = Q
∗
k.
From the definition of the Dirichlet form Eq. (4) we have for every function f : ΩτG → R that
ESW (f, f) = 〈f, (I − SW )f〉µτG and ESWD(f, f) = 〈f, (I − SWD)f〉µτG . Using the properties of
adjoint operators we get for f : ΩτG → R,
〈f,SW f〉µτG = 〈f, TRT ∗f〉µτG = 〈f, TQkRQkT ∗f〉µτG = 〈QkT ∗f,RQkT ∗f〉ντG
≤ 〈QkT ∗f,QkT ∗f〉ντG = 〈f, TQ2kT ∗f〉µτG = 〈f, TQkT ∗f〉µτG (11)
where the inequality follows from the CauchySchwarz inequality. Since this holds for every k, we
get 〈f,SW f〉µτG ≤ 〈f,SWDf〉µτG and the result follows.
We consider next the standard heat-bath block dynamics with respect to D. We use BD to
denote its transition matrix. Note intuitively that BD should be faster then SWD; conversely, we
should be able to simulate one step of BD on a block Dk by repeatedly performing the corresponding
move of SWD on Dk. The number of such moves should be related to the spectral gap of the block
SW dynamics on Dk with a fixed boundary condition on V \Dk.
To formalize this intuition, we consider one additional variant of the block SW dynamics for a
fixed block. For each k ∈ [m] and η ∈ ΩτG, let ΩηDk ⊆ ΩτG be the collection of configurations that
agree with η on V \Dk, and let µηDk be the conditional Potts distribution over Ω
η
Dk
. Consider the
following Markov chain such that if σt ∈ ΩηDk , then σt+1 ∈ Ω
η
Dk
is obtained as follows:
1. Obtain At ⊆ E by including each monochromatic edge of E in σt independently with proba-
bility p;
2. For each connected component C of the graph (V ∪ ∂V,At) such that C ⊆ Dk (i.e., those
containing no vertices from V \ Dk or ∂V ), we pick a new spin from {1, . . . , q} u.a.r. and
assign it to every vertex of C; Vertices from other components keep their spin in σt.
This Markov chain is ergodic and is reversible w.r.t. to µηDk . Denote the transition matrix of
this chain by SW ηk. Observe that, adopting the notations from the proof of Lemma 17, SW
η
k is
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the restriction of the transition matrix TQkT
∗ to the subspace ΩηDk ; i.e., we can write SW
η
k =
(TQkT
∗)|ΩηDk . (Note that TQkT
∗ corresponds to a reducible Markov chain with state space ΩτG,
where each strongly connected component of the state space is ΩηDk for some η.) Let
γmin = min
k=1,...,m
min
η∈ΩτG
gap(SW ηk).
We can show the following.
Lemma 18. For every function f : ΩτG → R, we have ESWD(f, f) ≥ γmin · EBD(f, f).
Proof. Let f : ΩτG → R. From Eq. (4) we get
ESWD(f, f) =
1
2
∑
σ,σ′∈ΩτG
µτG(σ)SWD(σ, σ
′) · (f(σ)− f(σ′))2
=
1
m
m∑
k=1
∑
η∈ΩτG
µτG(η) ·
1
2
∑
σ,σ′∈ΩηDk
µηDk(σ)SW
η
k(σ, σ
′) · (f(σ)− f(σ′))2
=
1
m
m∑
k=1
∑
η∈ΩτG
µτG(η) · ESW ηk(f, f)
≥ 1
m
m∑
k=1
∑
η∈ΩτG
µτG(η) · gap(SW ηk)VarηDk(f)
≥ γmin · 1
m
m∑
k=1
∑
η∈ΩτG
µτG(η)Var
η
Dk
(f)
= γmin · EBD(f, f),
as claimed.
So far, we have not assumed anything about the geometry of the blocks in D, so γmin could be
small (i.e., going to 0 as |V | → ∞). Our next result shows that γmin = Ω(1) for a special class of
block dynamics with blocks forming a certain product structure.
Suppose that each block Dk is such that Dk = ∪`kj=1Dkj where dist(Dkj , Dkj′) ≥ 2 for every
j 6= j′. This implies that for every k and every η ∈ ΩτG the conditional Potts distribution µηDk is a
product measure of all marginal distributions on each Dkj . We may write it as
µηDk =
`k∏
j=1
µηDkj
where, with a slight abuse of notation, we view µηDk as a distribution over all configurations on
Dk (instead of over Ω
η
Dk
) and the same for µηDkj ’s. Let SW
η
kj be the transition matrix of the SW
dynamics on Dkj with η as the fixed boundary condition outside; so the stationary distribution of
SW ηkj is µ
η
Dkj
.
Note that since Dk = ∪`kj=1Dkj where dist(Dkj , Dkj′) ≥ 2 for every j 6= j′, after adding the
edges in step 2 of SW ηk, every component contained in Dk is fully contained in exactly one Dkj .
Therefore, SW ηk is a product Markov chain of all SW
η
kj ’s; that is, each step of SW
η
k on Dk is
equivalent to applying one update of SW ηkj on Dkj simultaneously and independently for all j.
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Proposition 19. For k ∈ [m] and η ∈ Ω(V \Dk) let σ = (σ1, . . . , σ`k) ∈ Ω(Dk), σ′ = (σ′1, . . . , σ′`k) ∈
Ω(Dk) where σj , σ
′
j ∈ Ω(Djk). Then
SW ηk(σ, σ
′) =
`k∏
j=1
SW ηkj(σj , σ
′
j).
The following is then a standard result for the gap of product Markov chains (see, e.g., Lemma
4.7 in [6]).
Lemma 20. For every k ∈ [m] and η ∈ ΩτG,
gap(SW ηk) = minj=1,...,`k
gap(SW ηkj).
Finally, we observe that for any configuration σ ∈ ΩηDkj , in the percolation step of SW
η
kj from
σ every edge in Ekj could be absent with probability at least 1 − p, where Ekj is the set of edges
with at least one endpoint in Dkj . Then, any two configurations σ, σ
′ ∈ ΩηDkj can be coupled in
one step with probability exp(−β|Ekj |). Thus, we obtain the following.
Fact 21. There exists a constant c := c(β) such that for every k ∈ [m], j ∈ [`k], and η ∈ ΩτG,
gap(SW ηkj) ≥ exp(−c|Ekj |).
Combining the results in this section, we can now prove our main comparison result in Theo-
rem 10.
Proof of Theorem 10. From Lemmas 17 and 18 it follows that for every function f : ΩτG → R, we
have
ESW (f, f) ≥ γmin · EBD(f, f).
The matrix BD is positive semidefinite since it is a heat-bath block dynamics (see, e.g., Fact 3.3
in [6]). The transition matrix SW is also positive semidefinite since as in Eq. (11) we have
〈f,SW f〉µτG = 〈f, TRT ∗f〉µτG = 〈RT ∗f,RT ∗f〉ντG ≥ 0
for any f : ΩτG → R. Hence, we derive
gap(SW ) ≥ γmin · gap(BD).
Lemma 20 and Fact 21 imply that γmin = exp(−O(vol(D))) and the result follows.
7 Random-cluster dynamics
In this section we establish our result for the random-cluster dynamics on the wired tree. In partic-
ular, we prove Theorem 3 from the introduction. We formally define first the random-cluster model
on the finite complete d-ary tree T = (V (T ), E(T )) with the external boundary ∂T . Configurations
of the random-cluster model are subsets of E(T ∪ ∂T ) and we use ΩRC = ΩRC(T ) for the set of all
random-cluster configurations of T . A boundary condition for the random-cluster model on T is
a partition ξ = {ξ1, ξ2, . . . } of the boundary ∂T such that all vertices in each ξi are always in the
same connected component of any configuration. (We can think of the vertices in ξi are essentially
contracted to a single vertex, or are always connected to a same vertex from the outside.) Given
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parameters p ∈ (0, 1), q > 0 and a boundary condition ξ, the random-cluster distribution assigns
to each A ∈ ΩRC a probability given by
piξ(A) =
1
Zrc
p|A|(1− p)|E(T∪∂T )\A|qcξ(A), (12)
where cξ(A) is the number of connected components in (V (T ∪ ∂T ), A), taking into account the
connections given by ξ; Zrc is the corresponding partition function. The case where every element
of ξ is a single vertex corresponds to the free boundary condition (i.e., no external connections). In
this setting, pi becomes the independent bond percolation on T with parameter pq(1−p)+p ; see [27].
We shall focus on the case of the wired boundary condition, where ξ = {∂T}. We adopt the
common notation ξ = 1 for this case and denote by pi1 the random-cluster distribution with wired
boundary. We note that pi1 has quite interesting phase transitions including three different critical
thresholds; see [27, 31] for more details.
There is a natural variant of the SW dynamics on random-cluster configurations reversible
with respect to pi1 defined as follows. Given a random-cluster configuration At ∈ ΩRC, the next
configuration At+1 is obtained by:
1. For each connected component C in (V (T ∪ ∂T ), At) with wired boundary condition (i.e.,
components containing a vertex from ∂T are regarded as a single component), we a pick a
new spin from {1, . . . , q} u.a.r. and assign it to every vertex of C; this gives a spin configuration
σt ∈ [q]T∪∂T ;
2. Obtain At+1 ⊆ E(T ∪ ∂T ) by including each monochromatic edge of E(T ∪ ∂T ) in σt inde-
pendently with probability p.
We are now ready to prove Theorem 3 from the introduction.
Proof of Theorem 3. Recall that M(σ) denotes the set of monochromatic edges in σ. Let ΩM ⊆
[q]T∪∂T be the set of Potts configurations with a monochromatic boundary and let Ω1J = ΩRC×ΩM.
Define ν1 to be the joint Edwards-Sokal measure over Ω1J corresponding to the wired boundary
condition.
Let A,B ∈ ΩRC and σ, η ∈ ΩM. Following ideas from [49, 6] we define the following stochastic
matrices:
L(A, (B, σ)) = 1(A = B)1(A ⊆M(σ)) · q−c1(A),
L∗((B, σ), A) = 1(B = A),
T (σ, (A, η)) = 1(σ = η)1(A ⊆M(σ)) · p|A|(1− p)|M(σ)\A|,
T ∗((A, η), σ) = 1(η = σ).
The matrix L assigns a random spin assignment as in step 1 of the SW dynamics. The matrix
T ∗T corresponds to updating all the monochromatic edges in the joint configuration as in step 2
of the SW dynamics. Hence, if S˜W denotes the transition matrix for the SW dynamics for the
random-cluster model under the wired boundary condition, then it follows from the definition of
these matrices that:
S˜W = LT ∗TL∗.
We note that the matrix L has dimensions |ΩRC | × |Ω1J |, and thus L defines an operator from
L2(ν
1) to L2(pi
1). It is straightforward to check that L∗ : L2(pi1) → L2(ν1) is the adjoint of L.
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Similarly, it can be checked that T ∗ : L2(µ1)→ L2(ν1) is the adjoint of T : L2(ν1)→ L2(µ1) where
µ1 is the marginal of ν1 over ΩM.
We consider next a variant of the SW dynamics that in step 1 above always assigns the red
spin to all the vertices connected to the boundary, instead of the same random spin. Let S˜W r
denote the transition matrix of this chain. Let ΩRED ⊆ ΩM be the set of Potts configurations with
a red boundary and let ΩredJ = ΩRC×ΩRED. We can similarly define the stochastic matrices Lr,
L∗r, Tr, and T ∗r such that for A,B ∈ ΩRC and σ, τ ∈ ΩRED we have
Lr(A, (B, σ)) = L(A, (B, σ)),
L∗r((B, σ), A) = L
∗((B, σ), A),
Tr(σ, (A, τ)) = T (σ, (A, τ)),
T ∗r ((A, τ), σ) = T
∗((A, τ), σ).
Note, for example, that Lr is a |ΩRC | × |ΩredJ | matrix, whereas the dimensions of L are |ΩRC | ×
|Ω1J |. Then, from these definitions it follows that
S˜W r = LrT
∗
rTrL
∗
r.
We claim that for any A,B ∈ ΩRC, we have S˜W (A,B) = S˜W r(A,B). Indeed,
S˜W (A,B) =
∑
σ∈ΩM:A,B⊆M(σ)
1
qc1(A)
· p|B|(1− p)|M(σ)\B|
=
∑
σ∈ΩRED:A,B⊆M(σ)
1
qc1(A)−1
· p|B|(1− p)|M(σ)\B|
= S˜W r(A,B).
Let SW r be the transition matrix of the SW dynamics for the Potts model with the monochromatic
red boundary condition. Then,
SW r = TrL
∗
rLrT
∗
r .
By letting Q1 = LrT
∗
r and Q2 = TrL
∗
r, we have that S˜W r = Q1Q2 and SW r = Q2Q1, and so
they have the same set of non-zero eigenvalues. Note also that for any function f : ΩRC → R we
have
〈f, S˜W rf〉pi1 = 〈TrL∗rf, TrL∗rf〉µr ≥ 0
and so S˜W r is positive semidefinite. An analogous argument shows that SW r is also positive
semidefinite and thus S˜W r and SW r have the same spectral gap. Since Theorem 2 implies that
gap(SW r) = Θ(1) for all β, we get gap(S˜W ) = gap(S˜W r) = Θ(1) and the result follows.
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