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ABSTRACT. – We discuss how to substitute Wiener functionals for parameters in gen-
eralized Wiener functionals: Let {Φ(x);x ∈RN } be generalized Wiener functionals para-
metrized by x ∈RN and F be a non-degenerate Wiener functional in Malliavin’s sense.
Then, formally, it holds that Φ(F) = ∫
RN
Φ(x)δx (F)dx. We define the substitution by
justification of the formal representation above. Under this definition we show the rela-
tionship between pinned Brownian local times and Brownian local times.  2001 Édi-
tions scientifiques et médicales Elsevier SAS
1. Introduction
Let {Bt;0  t  1} be an N -dimensional Brownian motion starting
from the origin. Consider the pinned Brownian motion {Xxt ;0  t  1}
starting from the origin and reaching x ∈ RN at terminal time 1 as an
anticipating process defined by
Xxt = Bt − tB1 + tx.(1.1)
Let L(T , y;x) be the pinned Brownian local time, i.e., formally,
L(T , y;x)=
T∫
0
δy
(
Xxt
)
dt
and L(T , y) be the Brownian local time. (See Imkeller and Weisz [5] for
the precise definition of multidimensional Brownian local times. Pinned
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Brownian local times are discussed in Section 4 of this paper.) Then,
intuitively, we have
L(T , y;B1)=
T∫
0
δy
(
XB1t
)
dt =
T∫
0
δy(Bt)dt = L(T , y).
Unfortunately, if N  2, L(T , y;x) is not an Wiener functional, which
is shown in Section 4. Therefore substituting B1 for x in L(T , y;x) is
meaningless in the pathwise sense. In this paper we define the substitution
to parametrized generalized Wiener functionals and then prove that
L(T , y;B1)= L(T , y).(1.2)
We explain our ideas briefly. Suppose that Φ(x) is a deterministic
continuous function. If F is a random variable, then the equality
Φ(F)=
∫
RN
Φ(x)δ0(F − x)dx(1.3)
is satisfied in pathwise sense. If, moreover, F is a non-degenerate Wiener
functional in Malliavin’s sense, which ensures the existence of δ0(F − x)
as a generalized Wiener functional, then the integrand of the right hand
side of (1.3) is Bochner integrable. Therefore we define the substitution
Φ(F) as follows: Let {Φ(x);x ∈RN} be generalized Wiener functionals
parametrized by x ∈RN and F be a non-degenerate Wiener functional in
Malliavin’s sense. Then we define the substitution Φ(F) by
Φ(F)=
∫
RN
Φ(x)δx(F )dx.(1.4)
It is a matter of course that, if Φ(x) is a generalized Wiener functional,
we must define properly the multiplication and the integration of gen-
eralized Wiener functionals. Concerning the multiplication of multiple
Wiener integrals, we have the concrete formula called Wiener product
formula (see, for instance, Nualart [7, Proposition 1.1.3] or Obata [8,
Section 3.5]). Thus in Section 2 we define the multiplication of general-
ized Wiener functionals consistent with this formula. It should be noted
that the Wick product is well-known as another multiplication besides
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the Wiener product. Many authors have investigated on these products
in the context of white noise analysis (see, for instance, Obata [8], Kubo
and Takenaka [6], Yan [10], Chung and Chung [1]). We also study these
products in the context of Malliavin calculus. In Section 3 we define
the substitution to parametrized generalized Wiener functionals applying
Bochner integrals and give some circumstantial evidences for the propri-
ety of our definition. Pinned Brownian local times as generalized Wiener
functionals are discussed in Section 4. Finally we prove (1.2) in Sec-
tion 5.
2. Wiener mutiplication of generalized Wiener functionals
In this section, we define the mutiplication of generalized Wiener
functionals. We begin by preparing some notation.
Let (WN0 ,P ) be the N -dimensional standard Wiener space: WN0 ={Bt = (B1t , B2t , . . . ,BNt ) : [0,∞) → RN |Bt is continuous and B0 = 0}
and P is the standard Wiener measure. Let n = (n1, n2, . . . , nN) ∈ ZN+ ,
where Z+ denotes the totality of non-negative integers, and set |n| =
n1 + n2 + · · · + nN . Let In(fn) be the n-ple Wiener–Itô integral with
the kernel function fn,

fn = fn(t1, t2, . . . , tn)= fn(t (1)1 , . . . , t (1)n1 ; . . . ; t (N)1 , . . . , t (N)nN )
In(fn)=
∞∫
0
· · ·
∞∫
0
fn
(
t
(1)
1 , . . . , t
(1)
n1
; . . . ; t (N)1 , . . . , t (n)nN
)
dB1
t
(1)
1
· · ·dB1
t
(1)
n1
· · ·dBN
t
(N)
1
· · ·dBN
t
(N)
nN
,
where fn belongs to L2([0,∞)|n| →R), and is symmetric with respect to
t
(j)
1 , . . . , t
(j)
nj
for all fixed j (j = 1, . . . ,N ). We denote the totality of such
functions by L2n. I0(f0) represents a constant and we also use the notation
f0 together with I0(f0). Now we define some classes of (generalized)
Wiener functionals Dser, Ds2 and D
(s,c)
2 as follows:
DEFINITION 2.1. – Let s ∈R and c > 0. We set
Dser = {I(f )= (I0(f0), . . . , In(fn), . . .): fn ∈ L2n, n ∈ ZN+},
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Ds2 =
{
I (f ) ∈Dser: ∥∥I (f )∥∥2
s
≡
∞∑
n=0
(1+ n)s ∑
|n|=n
n!‖fn‖2 <∞
}
and
D
(s,c)
2 =
{
I (f ) ∈Dser: ∥∥I (f )∥∥2
(s,c)
≡
∞∑
n=0
cn(1+ n)s
× ∑
|n|=n
n!‖fn‖2 <∞
}
where ‖f ‖ denotes the L2-norm of f and n! = n1!n2! · · ·nN ! for n =
(n1, n2, . . . , nN). We also denote an element of Dser by ∑ In(fn) instead
of I (f ).
It goes without saying that D(s,1)2 =Ds2 and that D02 = L2(dP). Note
that ‖ · ‖0 is the L2(dP) norm.
Let n,m, r ∈ ZN+ . Suppose r  n ∧ m. (For n = (n1, . . . , nN),m =
(m1, . . . ,mN) ∈ ZN+ , n  m means ni  mi for all i = 1, . . . ,N and
n ∧ m = (n1 ∧ m1, . . . , nN ∧ mN), where ni ∧ mi = min{ni,mi}.) For
fn ∈L2n and gm ∈ L2m, the contraction fn⊗r gm of r indices of fn and gm
is defined by
fn ⊗r gm=
∫
· · ·
∫
fn
(∗, t (1)1 , . . . , t (1)r1 ; . . . ; ∗, t (N)1 , . . . , t (N)rN )
× gm(∗, t (1)1 , . . . , t (1)r1 ; . . . ; ∗, t (N)1 , . . . , t (N)rN )dt (1)1 · · ·dt (N)rN .
When r = 0, fn⊗0 gm means the tensor product fn⊗ gm. We are now in
a position to define the multiplication of generalized Wiener functionals.
DEFINITION 2.2. – Let F = ∑ In(fn) and G = ∑ In(gn) belong
to Dser. Suppose
hn =
∑
p+q−2r=n
r!
(
p
r
)(
q
r
)
gp ⊗r fq(2.1)
converges absolutely, where, for n= (n1, . . . , nN) and k = (k1, . . . , kN),(
n
k
)
=∏(ni
ki
)
.
Let Shn be the symmetrization of hn. If Shn ∈L2n for all n ∈ ZN+ , then the
Wiener product F 1 G ∈Dser of F and G is defined by
H. UEMURA / Bull. Sci. math. 125 (2001) 457–479 461
F 1 G=
∑
In(Shn).
Remark 2.1. – For fn ∈L2n and gm ∈L2m, it holds that
In(fn)Im(gm)=
∑
r
r !
(
n
r
)(
m
r
)
In+m−2r(fn⊗r gm),(2.2)
which is called the Wiener product formula. Summing up the adequate
kernels on the right hand side of (2.2), we obtain (2.1).
We show here the relationship between Wiener and ordinary multipli-
cations. Let D∞p be the totality of infinitely differentiable Wiener func-
tionals in Malliavin’s sense, which and whose derivative of any orders
has pth moment with respect to the Wiener measure P . See, for instance,
Ikeda and Watanabe [3] for the precise definition.
PROPOSITION 2.1. – Let 1/p+ 1/q = 1/2. If F ∈D∞p and G ∈D∞q ,
then FG= F 1 G.
Proof. – For the simplicity of the proof, we assume N = 1. Since
1/p+ 1/q = 1/2, it holds that D∞p ⊂ Lp ⊂ L2 and that D∞q ⊂ Lq ⊂ L2.
Therefore F and G admit the following Wiener–Itô decompositions:
F =∑ In(fn), G=∑ In(gn).
Since FG ∈D∞2 ⊂L2, FG also admits the following decomposition:
FG=∑ In(hn),
where
hn(t1, . . . , tn)= 1
n! E
[
Dnt1,...,tn(FG)
]
=∑
k
1
n!
∑
σ∈Skn
E
[
Dktσ(1),...,tσ (k)FD
n−k
tσ(k+1),...,tσ (n)G
]
.
On the above, D denotes the H -derivative operator (see, for instance,
Ikeda and Watanabe [3] or Nualart [7] for the definition) and
Skn =
{
σ ∈Sn: σ (1) < · · ·< σ(k), σ (k+ 1) < · · ·< σ(n)},
where Sn denotes the totality of permutations on {1,2, . . . , n}. As
Dktσ(1),...,tσ (k)F =
∑
q
q!
(q − k)! Iq−k
(
fq(∗, tσ (1), . . . , tσ (k))),
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we have
E
[
Dktσ(1),...,tσ (k)FD
n−k
tσ(k+1),...,tσ (n)G
]
= ∑
{(p,q,r): q−k=r, p−(n−k)=r}
q!
r!
p!
r! r!fq ⊗r gp(tσ(1), . . . , tσ (n)).
Therefore we obtain
hn=
∑
k
1
n!
n!
k!(n− k)!
∑
{(p,q,r): q−k=r, p−(n−k)=r}
q!
r!
p!
r! r!fq ⊗r gp
= ∑
p+q−2r=n
(
q
r
)(
p
r
)
r!fq ⊗r gp,
which completes the proof. ✷
PROPOSITION 2.2. – Let 1/p + 1/q = 1/2. Let F = ∑ In(fn) ∈
Lp and G = ∑ In(gn) ∈ Lq . Assume F = ∑ In(|fn|) ∈ Lp and G =∑
In(|gn|) ∈ Lq . Then FG= F 1 G.
Proof. – Let Tt be the Ornstein–Uhlenbech semigroup. Then we know
that Fn = T1/nF = ∑ Ip(e−|p|/nfp) ∈ D∞p and that Gm = T1/mG =∑
Iq(e
−|q |/mgq) ∈D∞q . We also know that FnGm coverges to FG in L2
as m,n→∞. From proposition above,
FnGm =
∑
Ik
(
h
n,m
k
)
,
h
n,m
k =
∑
p+q−2r=k
r!
(
p
r
)(
q
r
)
e−|p|/nfp ⊗r e−|q|/mgq .
On the other hand, the above arguments are valid for F and for G, i.e.,
FnGm coverges to F G in L2 as m,n→∞ and it holds that
FnGm=
∑
Ik
(
h¯
n,m
k
)
,
h¯
n,m
k =
∑
p+q−2r=k
r !
(
p
r
)(
q
r
)
e−|p|/n|fp| ⊗r e−|q |/m|gq |,
where Fn = T1/nF and Gm = T1/mG. From the monotone convergence
theorem we have
h¯
n,m
k →
∑
p+q−2r=k
r !
(
p
r
)(
q
r
)
|fp| ⊗r |gq |.
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Since F G ∈ L2, the right hand side above is the kth kernel for
F G, and therefore r !(p
r
)(q
r
)|fp| ⊗r |gq | is summable. Applying the
Lebesgue’s convergence theorem, we have hn,mk → hk as m,n → ∞,
which completes the proof. ✷
We have the following estimate for Wiener products by the method
similar to that in Obata [8].
PROPOSITION 2.3. – (i) Let s  0, c > 1 and 0 < c1 < (c − 1)/2.
Suppose F,G ∈D(s,c)2 . Then F 1 G ∈D(s,c1)2 , and moreover it holds that
‖F 1 G‖(s,c1)  C‖F‖(s,c)‖G‖(s,c)(2.3)
for some C > 0.
(ii) Let s < 0, c > 1 and 0 < c1 < (c − 1)/2. Suppose F,G ∈D(s,c)2 .
Then F 1 G ∈D(2s,c1)2 , and moreover it holds that
‖F 1 G‖(2s,c1)  C‖F‖(s,c)‖G‖(s,c)(2.4)
for some C > 0.
Proof. – It is enough to prove inequalities (2.3) and (2.4). We use the
same notation as that in Definition 2.2. Noting that
‖hn‖
∑
p+q−2r=n
r !
(
p
r
)(
q
r
)
‖gp‖‖fq‖,
we have
c
|n|
1 (1+ |n|)sn!‖hn‖2

( ∑
p+q−2r=n
c
|n|/2
1 (1+ |n|)s/2
{(
n
p− r
)(
p
r
)(
q
r
)}1/2
×√p!‖gp‖√q!‖fq‖
)2

( ∑
p+q−2r=n
c
|n|/2
1 (1+ |n|)s/2
(
n
p− r
)1/2(
p+ q
2r
)1/2
×√p!‖gp‖√q!‖fq‖
)2
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
( ∑
p+q−2r=n
c
|n|
1 c
−|p|c−|q|
(
n
p− r
)(
p+ q
2r
))
×
( ∑
p+q−2r=n
(1+ |n|)sc|p|c|q|p!‖gp‖2q!‖fq‖2
)
.
If s  0, then we have∑
p+q−2r=n
(1+ |n|)sc|p|c|q|p!‖gp‖2q!‖fq‖2

∑
p+q−2r=n
(1+ |p|)s(1+ |q|)sc|p|c|q|p!‖gp‖2q!‖fq‖2
=∑
r
∑
0pn
(1+ |p+ r|)sc|p+r|(p+ r)!‖gp+r‖2
× (1+ |n− p+ r|)sc|n−p+r|(n− p+ r)!‖fn−p+r‖2
 ‖G‖2(s,c)‖F‖2(s,c).
The last inequality above is ensured by the following inequality: Let a(n)
and b(n) be two non-negative series indexed by n ∈ ZN+ . Then it holds
that ∑
r0
∑
0pn
a(p+ r)b(n− p+ r)∑
s0
a(s)
∑
t0
b(t).
On the other hand,
∑
n
∑
p+q−2r=n
c
|n|
1 c
−|p|c−|q|
(
n
p− r
)(
p+ q
2r
)
=∑
n
∑
r
∑
p+q=n
c
|n|
1 c
−|n|c−|2r|
(
n
p
)(
n+ 2r
2r
)
=∑
n
∑
r
(
n+ 2r
2r
)(1
c
)|2r|(2c1
c
)|n|

(
1 − 1
c
− 2c1
c
)−N
.
Note that the last inequality holds if 1/c + 2c1/c < 1, which is ensured
by our assumptions. Thus we complete the proof for (2.3). (2.4) can be
shown by the same way. ✷
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We now introduce the Wick product, another multiplication of Wiener
functionals (cf. Obata [8], Holden et al. [2]).
DEFINITION 2.3. – Let F = ∑ In(fn) and G = ∑ In(gn) belong
to Dser. Let
hˆn =
∑
p+q=n
gp ⊗ fq .
Let Shˆn be the symmetrization of hˆn. The Wick product F G ∈Dser of
F and G is defined by
F G=∑ In(Shˆn).
PROPOSITION 2.4. – (i) Let s  0 and c > 0. Suppose F,G ∈D(s,c)2 .
Then F G ∈D(s−N,c/2)2 , and moreover it holds that
‖F G‖(s−N,c/2)  ‖F‖(s,c)‖G‖(s,c).(2.5)
(ii) Let s < 0 and c > 0. Suppose F,G ∈ D(s,c)2 . Then F  G ∈
D
(2s−N,c/2)
2 , and moreover it holds that
‖F G‖(2s−N,c/2)  ‖F‖(s,c)‖G‖(s,c).(2.6)
Proof. – All we have to do is to show inequalities (2.5) and (2.6). We
use the same notation as that in Definition 2.3. Set sˆ = s−N if s  0 and
sˆ = 2s −N if s < 0. Then we have
‖F G‖2(sˆ,c/2)

∑
(c/2)n(1+ n)sˆ ∑
|n|=n
n!
∥∥∥∥ ∑
p+q=n
fqgp
∥∥∥∥
2

∑
(c/2)n(1+ n)sˆ ∑
|n|=n
n!
( ∑
p+q=n
‖fq‖‖gp‖
)2

∑
(c/2)n(1+ n)sˆ ∑
|n|=n
n!(1 + n)1 ∑
p+q=n
‖fq‖2‖gp‖2

∑
(c/2)n(1+ n)sˆ+N ∑
|n|=n
∑
p+q=n
(
n
p
)
q!‖fq‖2p!‖gp‖2

∑
cn(1+ n)sˆ+N ∑
|n|=n
∑
p+q=n
q!‖fq‖2p!‖gp‖2,
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where, for n= (n1, . . . , nN) ∈ ZN+ and a ∈ R, 1 + n= (1 + n1, . . . ,1 +
nN) and
na = na1 × · · · × naN .
Therefore if s  0 we have
‖F G‖2(sˆ,c/2)

∑
n
∑
p+q=n
cp+q(1+ p)s(1+ q)s ∑
|p|=p,|q|=q
q!‖fq‖2p!‖gp‖2
=
(∑
cq(1+ q)s ∑
|q|=q
q!‖fq‖2
)(∑
cp(1 + p)s ∑
|p|=p
p!‖gp‖2
)
= ‖F‖2(s,c)‖G‖2(s,c),
which is (2.5). If s < 0, noting that 1 + p + q  √(1+ p)(1+ q), we
have the same estimation as above, which completes the proof. ✷
We here introduce the notion of primitively independent, which ensures
the coincidence of Wiener and Wick multiplication.
DEFINITION 2.4. – Let {hn;n ∈ N} be some CONS of H , the Came-
ron–Martin subspace. B(hn) denotes the stochastic integral of h˙n. Let
{N1,N2} be a partition of N, i.e., N = N1 ∪ N2, N1 ∩ N2 = ∅. If F
and G are generalized Wiener functionals on {B(hn);n ∈ N1} and that
on {B(hn);n ∈ N2}, respectively, we say that F and G are primitively
independent.
PROPOSITION 2.5. – If F and G are primitively independent, then
F 1 G= F G.
For the sake of a proof, we prepare some notation (see, for instance,
Holden et al. [2]). Let {hn;n ∈ N} be CONS of H appeared in
Definition 2.4. Let Hn(x) be the Hermite polynomial:
Hn(x)= (−1)nex2/2 d
n
dxn
e−x
2/2.(2.7)
Set
J = {α = (α1, α2, . . .): αk ∈ {0} ∪N, finitely many αi = 0},
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|α| =∑αk and α! =∏αk!. For α = (α1, α2, . . .) ∈ J , we define
Hα =
∏
Hαk
(
B(hk)
)
.
Note that E[HαHβ] = δα,βα!, where δα,β denotes the Kronecker δ.
Proof of Proposition 2.5. – Without loss of generality we assume that
N = 1. Let F =∑ In(fn) and G =∑ In(gn). All we have to do is to
prove that fq+r ⊗r gp+r = 0 if r = 0. Since F and G are primitively
independent, it holds that
Im(fm)=
∑
|α|=m, αk=0 for all k∈N2
cαHα,
Im(gm)=
∑
|α|=m, αk=0 for all k∈N1
c′αHα.
Therefore, if m 1, we have
E
[
Im(fm) · Im(gm)]=E[Im(fm)]×E[Im(gm)]= 0.
On the other hand it holds that
E
[
Im(fm) · Im(gm)]=m!fm⊗m gm.
Thus we obtain fm⊗m gm = 0 if m 1. Applying the argument above to
DqIq+r (fq+r) and DpIp+r (gp+r), we obtain fq+r ⊗r gp+r = 0 if r = 0,
which completes the proof. ✷
Remark 2.2. – Let F,G ∈ Ds2 for some s < 0. Assume that F and G
are primitively independent. Then FG is well defined as an element
of D2s2 : (α,β) denotes an element of J such that α ∈ ZN1+ and that
β ∈ ZN2+ . Let F = ∑ c1(α,0)H(α,0) and G = ∑ c2(0,β)H(0,β). Set K =∑
c(α,β)H(α,β) ∈ D−2s2 . Then we have
〈FG,K〉 =∑ c(α,β)〈F,H(α,0)〉 · 〈G,H(0,β)〉

∑
(1+ |α| + |β|)−2s√α!β! c(α,β)(1+ |α|)s√α!
× c1(α,0)(1+ |β|)s
√
β! c2(0,β)
 ‖K‖−2s‖F‖s‖G‖s ,
which ensures FG ∈ D2s2 and
‖FG‖2s  ‖F‖s × ‖G‖s .(2.8)
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Since the coefficient of FG for H(α,β) is c1(α,0) · c2(0,β),
FG= F G (= F 1 G)
if F and G are primitively independent.
3. Definition of substitution
First of all, we define the substitution for generalized Wiener function-
als.
DEFINITION 3.1. – Let Φ(x) ∈ Ds2 for dx-almost all x ∈ RN . Let F
be a non-degenerate smooth Wiener functional in Malliavin’s sense. Sup-
pose that there exists Φ(x) 1 δx(F ) in D(s1,c)2 , and moreover that it is
Bochner integrable. Then we define the substitution Φ(F) ∈ D(s1,c)2 as
follows:
Φ(F)=
∫
Φ(x) 1 δx(F )dx.
Remark 3.1. – Let Φ(x) be a deterministic continuous integrable
function. Let F be a non-degenerate smooth Wiener functional in
Malliavin’s sense. Set k = [N/2] + 1. Then it is well-known that δx(F )
is continuous and uniformly bounded with respect to x in D−2k2 (see,
for instance, Ikeda and Watanabe [3]). Therefore Φ(x)δx(F )=Φ(x) 1
δx(F ) is Bochner integrable, and moreover
Φ(F)=
∫
RN
Φ(x) 1 δx(F )dx =
∫
RN
Φ(x)δx (F )dx
=
(∫
RN
Φ(x)δx dx
)
(F )=Φ(y)|y=F .
Hence, in this case, our definition coincides with the naive substitu-
tion.
Let ψ ∈ C∞0 (RN) satisfy
∫
ψ(x)dx = 1. Set ψn(x) = nNψ(nx). Let
Φm(x) ∈ D∞(= ⋂s∈R,p>1 Dsp) be approximations of Φ(x) which are
continuous with respect to x. We give some conditions to satisfy that
lim
∫
Φm(x)ψn(F − x)dx =Φ(F).
[H.1] ‖Φm(x)ψn(F − x)‖0 ∈L1(dx).
[H.2] There exists Φ(F) ∈ D(s,c)2 .
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[H.3] For almost all x, Φm(x)ψn(F − x)→Φ(x) 1 δx(F ) in D(s,c)2 .
[H.4] There exists γ (x) ∈ L1(dx) such that ‖Φm(x)ψn(F − x)‖(s,c) 
γ (x) for all m and n.
Remark 3.2. – Condition [H.1] ensures the existence of ∫ Φm(x)×
ψn(F − x)dx in L2(dP).
THEOREM 3.1. – Under the four assumptions [H.1]–[H.4] above, it
holds that
lim
m,n→∞
∫
Φm(x)ψn(F − x)dx =Φ(F)
in D(s,c)2 .
Proof is easy and omitted.
We close this section by introducing sufficient conditions for [H.1].
PROPOSITION 3.1. – Either of conditions [H.1.1] or [H.1.2] below is
sufficient for the condition [H.1].
[H.1.1] ∫ ‖Φm(x)‖0 dx <∞.
[H.1.2] Consider the case where Φm(x) is bounded. Let pF (x) =
E[δx(F )] be the density function of F . There exists an ε > 0
such that
( ∫
|y|<ε
pF (x + y)dy
)1/2
∈L1(dx).(3.1)
Proof. – Since ψn is bounded, it is obvious that [H.1.1] is sufficient
for [H.1].
In order to show that [H.1.2] is sufficient, it is enough to check that∫ ∥∥ψn(F − x)∥∥0 dx <∞.(3.2)
Choose a constant K such that Supp(ψ)⊂ {|x|<K}. Then we have∥∥ψn(F − x)∥∥20 =E[∣∣ψn(F − x)∣∣2]=
∫
ψn(y − x)2pF (y)dy
=
∫
ψn(y)
2pF(x + y)dy  C
∫
|y|<K/n
pF (x + y)dy.
Therefore (3.2) is verified from (3.1), which completes the proof. ✷
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4. Pinned Brownian local times
In this section we construct a local time of pinned Brownian motions.
Let {Xxt ;0  t  1} be the pinned Brownian motion given by (1.1). Let
ϕ ∈C∞0 and set ϕn(x)= nNϕ(nx). Then the pinned Brownian local time
L(T , y;x) is defined through the following proposition:
PROPOSITION 4.1. – Let T  1 and y = 0. Let y = x if T = 1. For
s < 1−N/2, ∫ T0 ϕn(Xxt − y)dt converges in Ds2 (and we denote the limit
by L(T , y;x)).
For the sake of a proof we prepare some propositons and remarks.
Let pN(t, y) be the N -dimensional Gaussian kernel;
pN(t, y)=
( 1√
2πt
)N
e−|y|
2/2t .
Then it is well-known that the density function of the pinned Brownian
motion Xxt is pN(t (1 − t), y − tx). Therefore the Wiener–Itô decompo-
sition of
∫ T
0 ϕn(X
x
t − y)ds is as follows:
T∫
0
ϕn
(
Xxt − y
)
ds =∑ In
(∫
ϕn(z− y)gn(z, x)dz
)
,(4.1)
gn(y, x; t1, . . . , tn)(4.2)
= 1
n!
T∫
0
( 1√
t (1− t)
)|n|
×Hn
(
y − tx√
t (1− t)
)
pN
(
t (1− t), y − tx)∏{1[ti ,1](t)− t}dt,
where, for x = (x1, . . . , xN) ∈RN and n= (n1, . . . , nN) ∈ ZN+ ,
Hn(x)=
∏
Hni (xi),
Hn denoting the Hermite polynomial given by (2.7), and 1A denotes
the indicator function of a set A. For the uniform estimate of Hermite
polynomials, Imkeller et al. [4] have obtained the following proposition.
Refer also Szegö [9]:
PROPOSITION 4.2 ([4,9]). – Let 1/4 δ  1/2 and n ∈N. Then there
exists a constant C which is independent of δ such that
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sup
x
∣∣Hn(x) e−δx2 ∣∣ C√n!n−(8δ−1)/12.
For the uniform estimate of the Gaussian kernel, we have the following
lemma:
LEMMA 4.1. – Let 1/4  δ < 1/2 be fixed. Then there exists a
constant C1 such that
sup
0tT
∣∣∣∣
( 1√
t (1− t)
)N−1/2
exp
(−(1/2− δ)|y − tx|2
t (1− t)
)∣∣∣∣(4.3)
 C1
( 1
1/2 − δ
)N−1/2( 1
|y||y − x|
)N−1/2
e(1/2−δ)|x|
2
.
Especially when T < 1, there exists a constant C2 such that
sup
0tT
∣∣∣∣
( 1√
t (1− t)
)N−1/2
exp
(−(1/2− δ)|y − tx|2
t (1 − t)
)∣∣∣∣(4.4)
 C2
( 1√
1/2− δ
)N−1/2( 1√
1− T
)N−1/2( 1
|y|
)N−1/2
× e(1/2−δ)|x|2.
Proof of Proposition 4.1. – Define L(T , y;x) by replacing ϕn(z) by
δy(z) in (4.1), i.e.,
L(T , y;x)=∑ In(gn(y, x)),
gn(y, x) given by (4.2). We first show that L(T , y;x) ∈ Ds2 and then prove
that
∫ T
0 ϕn(X
x
t − y)dt converges to L(T , y;x) in Ds2.
Note that, if 0 = t0 < t1 < t2 < · · ·< tn < tn+1 = 1, then
n∏
i=1
{
1[ti ,1](t)− t
}= n∑
i=0
(1− t)i(−t)n−i1[ti ,ti+1)(t).
Put |n| = n. Then we have
∥∥gn(y, x)∥∥2 =
( 1
n!
)2
n!
1∫
0
· · ·
t2∫
0
dt1 · · ·dtn
( T∫
0
( 1√
t (1− t)
)n
Hn
(
y − tx√
t (1− t)
)
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× pN(t (1− t), y − tx) n∑
i=0
(1− t)i(−t)n−i1[ti ,ti+1)(t)dt
)2
=
( 1
n!
)2
n!
1∫
0
· · ·
t2∫
0
dt1 · · ·dtn
(
n∑
i=0
ti+1∧T∫
ti∧T
(1− t)i−(n/2)(−1)n−i t (n/2)−i
×Hn
(
y − tx√
t (1 − t)
)
pN
(
t (1− t), y − tx) dt
)2
=
( 1
n!
)2
n!
n∑
i,j=0
1∫
0
· · ·
t2∫
0
dt1 · · ·dtn
( ti+1∧T∫
ti∧T
(1− t)i−(n/2)(−1)n−i t (n/2)−i
×Hn
(
y − tx√
t (1 − t)
)
pN
(
t (1− t), y − tx) dt
)
×
( tj+1∧T∫
tj∧T
(1− u)j−(n/2)(−1)n−j u(n/2)−j
×Hn
(
y − ux√
u(1 − u)
)
pN
(
u(1− u), y − ux)du
)
.
If ti  T ,
∫ ti+1∧T
ti∧T f (t)dt = 0. Therefore the domain of integration for
dt1 · · ·dtn should be changed to {0 < t1 < · · · < tn < 1, ti < T } ∩ {0 <
t1 < · · · < tn < 1, tj < T } = {0 < t1 < · · · < tn < 1, tj < T } if i < j .
Hense, for i < j ,
∫
· · ·
∫
{0<t1<···<tn<1, ti<t<ti+1, tj<u<tj+1∧T }
F(t)G(u)(4.5)
dt1 · · ·dti dt dti+1 · · ·dtj dudtj+1 · · ·dtn
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= 1
i!
∫
· · ·
∫
{0<t<ti+1<···<tn<1, tj<u<tj+1∧T }
t iF (t)G(u)
dt dti+1 · · ·dtj dudtj+1 · · ·dtn
= 1
i!(j − i)!
∫
· · ·
∫
{0<t<u<tj+1<···<tn<1, u<tj+1∧T }
(u− t)j−i t iF (t)
×G(u)dt dudtj+1 · · ·dtn
= 1
i!(j − i)!(n− j)!
T∫
0
u∫
0
(1− u)n−j (u− t)j−i t iF (t)G(u)dt du.
We also obtain∫
· · ·
∫
{0<t1<···<tn<1, tj<t<u<tj+1∧T }
F(t)G(u)dt1 · · ·dtj dt dudtj+1 · · ·dtn(4.6)
= 1
j !(n− j)!
T∫
0
u∫
0
(1− u)n−j tjF (t)G(u)dt du
by the same way as above. By setting
F(t)= (1 − t)i−(n/2)(−1)n−i t (n/2)−iHn
(
y − tx√
t (1− t)
)
× pN(t (1− t), y − tx)
and
G(u)= (1− u)j−(n/2)(−1)n−j u(n/2)−jHn
(
y − ux√
u(1− u)
)
× pN(u(1 − u), y − ux)
in (4.5) and (4.6) we get
∥∥gn(y, x)∥∥2 = 2
( 1
n!
)2
n! ∑
0ijn
1
i!(j − i)!(n− j)!
×
T∫
0
u∫
0
(1− u)n−j (u− t)j−i t i (1− t)i−(n/2)
× (−1)n−i t (n/2)−i(1− u)j−(n/2)(−1)n−j u(n/2)−j
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×Hn
(
y − tx√
t (1− t)
)
Hn
(
y − ux√
u(1− u)
)
×pN(t (1− t), y − tx)pN(u(1− u), y − ux)dt du
= 2
( 1
n!
)2
n!
T∫
0
u∫
0
(−1)n(1− t)−n/2tn/2(1− u)n/2
× u−n/2 ∑
0ijn
1
i!(j − i)!(n− j)!
{−(1− t)}i (u− t)j−i
× (−u)n−jHn
(
y − tx√
t (1− t)
)
Hn
(
y − ux√
u(1− u)
)
×pN(t (1− t), y − tx)pN(u(1− u), y − ux)dt du
= 2
( 1
n!
)2 T∫
0
u∫
0
(1− t)−n/2tn/2(1− u)n/2u−n/2
×Hn
(
y − tx√
t (1− t)
)
Hn
(
y − ux√
u(1− u)
)
×pN(t (1− t), y − tx)pN(u(1− u), y − ux)dt du.
Let δ ∈ [1/4,1/2). Applying Proposition 4.2 and Lemma 4.1 to the
above, we have
∥∥gn(y, x)∥∥2C 1
n!(n∨ 1)
−(8δ−1)/6
T∫
0
u∫
0
(1− t)−n/2−1/4
× tn/2−1/4(1− u)n/2−1/4u−n/2−1/4 dt du
with some constant C, where n ∨ 1 denotes (n1 ∨ 1, . . . , nN ∨ 1) for
n= (n1, . . . , nN), ni ∨ 1 = max{ni,1}. By a slight computation we know
that there exists a constant C1 satisfying
T∫
0
u∫
0
(1− t)−n/2−1/4tn/2−1/4(1− u)n/2−1/4u−n/2−1/4 dt du < C1 1
n
.
Moreover Imkeller et al. [4, Proposition 6] showed that there exists a
constant C2 such that∑
|n|=n
(n∨ 1)−(8δ−1)/6 C2nN(1−(8δ−1)/6)−1.
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Therefore if s <−N(1 − (8δ − 1)/6)+ 1 then
∑
n
(1+ n)s ∑
|n|=n
n!∥∥gn(y, x)∥∥2 <∞.
Choosing δ close to 1/2, we conclude that L(T , y;x) ∈ Ds2 if s < 1 −
N/2.
We next prove that
∫ T
0 ϕn(X
x
t − y)dt converges to L(T , y;x) in Ds2.
By a slight computation we have∣∣∣∣
∫
ϕn(z− y)gm(z, x)dz
∣∣∣∣=
∣∣∣∣
∫
ϕ(z)gm(y + z/n, x)dz
∣∣∣∣
C
T∫
0
( 1√
t (1− t)
)m+1/4∣∣∣∏{1[ti ,1](t)− t}∣∣∣dt ∈L2(dt1 · · ·dtm),
where m = |m|. From Proposition 4.2 and Lemma 4.1 we easily know
that the constant C above is finite if n is large enough. Since
∫
ϕn(z− y)gm(z, x)dz→ gm(y, x)(4.7)
for almost all (t1, . . . , tm), the convergence (4.7) above holds in L2(dt1 · · ·
dtm) and therefore
lim
n→∞ Im
(∫
ϕn(z− y)gm(z, x)dz
)
= Im(gm(y, x))
in L2(dP). Thus it is enough to show that for any ε > 0 there exists a
constant M such that
sup
n
∥∥∥∥ ∑
|m|M
Im
(∫
ϕn(z− y)gm(z, x)dz
)∥∥∥∥
s
< ε,
which is obtained by the same computation which we used to prove that
L(T , y;x) ∈ Ds2. ✷
Since uniform estimates of L(T , y;x) with respect to x and y are given
by the same way as above proof, we have the following corollary:
COROLLARY 4.1. – Let T  1 and y = 0. Let y = x if T = 1. Then
L(T , y;x) is continuous at (x, y) in Ds2.
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From (4.4) we have the following estimate:
COROLLARY 4.2. – Let T < 1, 1/4  δ < 1/2 and s < 1 − N(1 −
(8δ− 1)/6). Then there exists a constant Cδ depending only on δ, s, y, T
and N such that ∥∥L(T , y;x)∥∥
s
 Cδ e(1/2−δ)|x|
2
and that ∥∥∥∥∥
T∫
0
ϕn
(
Xxt − y
)
dt
∥∥∥∥∥
s
Cδ e(1/2−δ)|x|
2
for all n large enough.
To close this section we consider δx(B1) for the later use.
PROPOSITION 4.3. – (i) For s < −N/2, ϕn(B1 − x) converges to
δx(B1) in Ds2.
(ii) δx(B1) is continuous in Ds2 with respect to x.
(iii) Let 1/4 δ < 1/2 and s1 <−N(1−(8δ−1)/6). Then there exists
a constant Cδ depending only on δ, s1 and N such that∥∥δx(B1)∥∥s1 Cδ e−(1/2−δ)|x|2
and that ∥∥ϕn(B1 − x)∥∥s1 Cδ e−(1/2−δ)|x|2
for all n large enough.
Noting that δx(B1)=∑ In(hn(x)) where hn(x)= 1/n!Hn(x)pN(1, x),
we can easily prove the proposition above by similar arguments which
have done in this section. Thus we omit the proof.
5. L(T , y;B1)= L(T , y)
In this section we prove (1.2) mensioned in introduction:
THEOREM 5.1. – Let y = 0. If T < 1 then L(T , y;B1)= L(T , y). If
N = 1, then L(1, y;B1)= L(1, y).
H. UEMURA / Bull. Sci. math. 125 (2001) 457–479 477
Proof. – Set
F = B1, Φ(x)= L(T , y;x) and Φm(x)=
T∫
0
ϕm
(
Xxt − y
)
dt.
If we verify conditions [H.1] to [H.4] and that
lim
m,n→∞
∫
Φm(x)ψn(F − x)dx = L(T , y),(5.1)
then the assertion is concluded.
Since Φm(x) is bounded and pF (x) = pN(1, x) condition [H.1] is
fulfilled from Proposition 3.1.
Assume N  2. From Corollary 4.1 and Proposition 4.3 we know that
both δx(B1) and L(T , y;x) are continuous in Ds12 with respect to x, where
s1 < (−N/2) ∧ (1 −N/2)= −N/2. Set 1/4  δ1 < δ2 < 1/2 and reset
s1 < −N(1 − (8δ1 − 1)/6). From Corollary 4.2 and Proposition 4.3 we
have ∥∥L(T , y;x)∥∥
s1
Cδ2 e(1/2−δ2)|x|
2(5.2)
and that ∥∥δx(B1)∥∥s1 Cδ1 e−(1/2−δ1)|x|2 .
Since L(T , y;x) and B1 are primitively independent, (2.8) in Remark 2.2
leads ∥∥L(T , y;x) 1 δx(B1)∥∥2s1  ∥∥L(T , y;x)∥∥s1 × ∥∥δx(B1)∥∥s1 .
Therefore L(T , y;x) 1 δx(B1) is Bochner integrable in D2s12 , which
ensures the condition [H.2]. If N = 1, (5.2) is changed to
∥∥L(T , y;x)∥∥
s1
Cδ2
1√|y − x| e
(1/2−δ2)|x|2
from (4.3). Therefore the argument above is valid also for the case where
N = 1 and T = 1.
The condition [H.3] is easily verified from Propositions 4.1, 4.3
and (2.8).
The condition [H.4] is also easily ensured by a verification similar to
that in the check of [H.2] above.
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Finally we show (5.1). Note that∫
Φm(x)ψn(F − x)dx
=
T∫
0
∫
ϕm(Bt − tB1 + tx − y)ψn(B1 − x)dx dt
=
T∫
0
∫
ϕm(Bt − tz− y)ψn(z)dzdt
=
T∫
0
∫
ϕm(Bt − tz/n− y)ψ(z)dzdt.
Hence we obtain (5.1) by the same proof for the existence of multidimen-
sional Brownian local times, which completes the proof. ✷
Remark 5.1. – If N  2 and T = 1, we cannot verify conditions [H.2]
and [H.4] through Corollary 4.2 and Proposition 4.3. We, however, know
that L(T , y) is continuous with respect to T . Therefore, for y = 0, it holds
that
lim
T→1L(T , y;B1)= L(1, y).
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