Quantifying the sensitivity to errors in analog quantum simulation by Poggi, Pablo M. et al.
Quantifying the sensitivity to errors in analog quantum simulation
Pablo M. Poggi,1, ∗ Nathan K. Lysne,2 Kevin W. Kuper,2 Ivan H. Deutsch,1 and Poul S. Jessen2
1Center for Quantum Information and Control (CQuIC), Department of Physics and Astronomy,
University of New Mexico, Albuquerque, New Mexico 87131, USA
2Center for Quantum Information and Control (CQuIC),
Wyant College of Optical Sciences, University of Arizona, Tucson, Arizona 85721, USA
(Dated: July 9, 2020)
Quantum simulators are widely seen as one of the most promising near-term applications of
quantum technologies. However, it remains unclear to what extent a noisy device can output reliable
results in the presence of unavoidable imperfections. Here we propose a framework to characterize
the performance of quantum simulators by linking robustness of quantum expectation values to the
spectral properties of the output observable, which in turn can be associated with its macroscopic
or microscopic character. We show that, under general assumptions and on average over all states,
imperfect devices are able to reproduce the dynamics of macroscopic observables accurately, while
the relative error in the expectation value of microscopic observables is much larger on average. We
experimentally demonstrate the universality of these features in a state-of-the-art quantum simulator
and show that the predicted behavior is generic for a highly accurate device, without assuming any
knowledge about the nature of the imperfections.
In recent years, powerful quantum information pro-
cessing devices that outperform their classical counter-
parts have become a real prospect. One of the most
recognized potential applications of these technologies,
as envisioned by Feynman [1], is to efficiently simulate
properties of highly correlated quantum systems which
are of interest in condensed matter [2, 3], quantum chem-
istry [4, 5] and high-energy physics [6, 7]. Important ad-
vances in isolating and manipulating quantum systems
while maintaining their coherence properties have led
to highly complex quantum devices composed of several
tens of qubits [8–12]. However, these systems, now rou-
tinely referred to as noisy intermediate scale quantum
(NISQ) devices [13], do not meet the highly demanding
requirements of fault tolerant, error-corrected quantum
computers [14]. NISQ processors are intrinsically imper-
fect analog machines, subject to a continuum of errors in
control, background fields and decoherence. Even as the
quality of these devices continues to improve, it is un-
known how such imperfections will in general affect the
output of these analog quantum simulators (AQSs), and
under which circumstances or for which tasks they yield
a reliable output.
In this context, the issue of how imperfections affect
the reliability of quantum processors has been studied in
many different settings [15–17]. Particularly, it has re-
cently been observed that extracting information about
certain expectation values in noisy devices is a less de-
manding task than characterizing the full quantum state.
This has been studied in the context of dynamical quan-
tum simulators [18–20], qubit readout and tomography
[21, 22] and also in terms of algorithm complexity [23].
In this work we establish a general framework to char-
acterize the robustness of AQSs by linking the average
sensitivity of expectation values of generic observables
to their spectral properties, and in turn to their macro-
scopic or microscopic nature. We theoretically show this
relation rigorously for both static and dynamical models
of imperfect quantum simulators. Crucially, we demon-
strate the predictive power of our framework in a real-
world quantum simulator, and show that the imperfec-
tions that naturally affect the device lead to errors whose
behavior are in excellent agreement with our theoretical
findings.
EFFECT OF IMPERFECTIONS IN THE
OUTPUT OF AQS
Consider a simulator whose objective is to prepare a
d-dimensional quantum system in a state of interest |ψ〉.
We define the output of the device as the expectation
value of some observable 〈A〉 = 〈ψ|A |ψ〉. Due to imper-
fect operation of the simulator, however, the system is
prepared in a different state |ψsim〉. Our goal is to char-
acterize how the output of the simulator is affected by
these imperfections, as a function of the choice of output
observable A. For this, we define the simulation error
δ(A) = 〈ψ|A |ψ〉 − 〈ψsim|A |ψsim〉 (1)
and consider the perturbed state to be |ψsim〉 =
N (γ) (|ψ〉+ γ |ψ⊥〉), where 〈ψ|ψ⊥〉 = 0 and N (γ)2 =
(1 + γ2)−1. In order to assess how the magnitude of the
simulation error depends on the output observable, we
consider its average value over all states |ψ〉 in Hilbert
space. Performing the average over the Haar measure
[24, 25], which we denote as (. . .), we obtain (see Meth-
ods for details and extension to mixed states)
δ(A)2 =
2γ2N (γ)2
d2 − 1
(
Tr
(
A2
)− 1
d
Tr (A)
2
)
. (2)
In order to compare the average error for different ob-
servables, it is convenient to shift the spectrum of A such
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2that its minimum eigenvalue is zero (excluding the triv-
ial case A = I), which in turn makes A > 0. This leaves
the error in Eq. (1) invariant. Furthermore, in order
to characterize the magnitude of the error relative to
a typical mean value for different choices of A (similar
in spirit to a signal-to-noise measure) we will consider
the average relative error, δrel(A)
2 = δ(A)2/〈A〉2. Since
〈A〉 = 1dTr (A) > 0, we obtain
δrel(A) =
√
2d2
d2 − 1
(
γ2
1 + γ2
)(
Tr (ρ2A)−
1
d
)
, (3)
where we introduced the notation ρA ≡ A/Tr (A) which
is a positive, unit trace, Hermitian operator. Eq. (3)
is our first main result. It says that that the degree
of robustness of expectation values to imperfections in
the quantum state is dictated, on average, by η(A) ≡
Tr
(
ρ2A
)
, which we refer to as the purity of the observable
A in analogy to the usual (state) purity.
As depicted in Fig. 1 (a), high purity observables are
characterized by having a small, nonextensive set of dom-
inant eigenvalues. As a consequence, their expectation
values are greatly affected even by small deviations in
the corresponding populations. The extreme case corre-
sponds to projectors onto pure states, i.e., A = |φ〉〈φ|,
which have purity equal to 1, and whose expectation
value corresponds to a single state population. On the
other hand, small purity observables correspond to high-
rank operators, which have an extensive set of eigenval-
ues close to the mean that contribute to its expectation
value, leading naturally to robustness to small deviations
in eigenstate populations which tend to average out. The
extreme case η(A) = 1d is only achieved by A = I, for
which the error vanishes trivially. However, many ob-
servables of interest show purities which decrease with
system size in a similar way. An example of this is given
by the collective magnetization in a system of N spin- 12
particles, Sα =
1
2
∑
i σ
(i)
α , where σ
(i)
α denotes Pauli op-
erator acting on the i-th particle with α = x, y, z. The
purity of the collective magnetization evaluates to
Tr
(
ρ2Sα
)
=
N + 1
N
2−N >∼ 2−N = Tr
(
ρ2I
)
. (4)
This shows how a meaningful observable like the mag-
netization is characterized by an intrinsic robustness to
imperfections (on average), which is similar to that of the
identity operator for moderately large N .
The definition of observable purity naturally relates to
the notion of typical configurations in statistical mechan-
ics, where observables are taken to be quantities which
roughly take the same value in all phase space (com-
patible with constraints), apart from a small fraction of
configurations deemed atypical [26]. As a consequence,
the value of macroscopic observables is fairly indepen-
dent of the specific microstate of the system [25, 27, 28].
Observable purity
(a)
(b)
Figure 1. (a) Schematic depiction of the observable purity
η(A) = Tr
(
ρ2A
)
and its connection to the eigenspectrum of the
observable. Largest purity (equal to 1) is attained for projectors
onto pure states, while lowest purity (equal to d−1) corresponds
to the identity operator. Intermediate cases correspond to vari-
ous observables of interest (see main text for details). (b) Purity
for even powers of the collective magnetization operator S2kx with
Sx =
1
2
N∑
i=1
σ
(i)
x (direction is chosen arbitrarily).
In our case, Eq. (3) precisely quantifies robustness to de-
viations in the microstate of the system. This allows us
to associate low purity to macroscopic observables. Con-
versely, high purity observables are associated with quan-
tities that vary sharply, as for example the probability of
the system to be in an specific state in an exponentially
large space.
Finally, we note that sets of observables with differ-
ent purities can be constructed in a variety of ways.
One example (see Supplementary Material for further
analysis) comes from considering powers of a collective
spin operator, say Sx, whose expectation values can be
associated to moments of a probability distribution. In
particular, even powers like S2kx have spectra strongly
dominated by degenerate eigenvalues corresponding to
the stretched states where all spins are parallel to each
other. This is the signature of high purity, as observed
in Fig. 1 (b).
DYNAMICS OF ERRORS IN ANALOG
QUANTUM SIMULATORS
A standard protocol for quantum simulation involves
engineering a Hamiltonian H, under which an initial
state |ψ0〉 evolves, leading ideally to |ψ(t)〉 = e−iHt |ψ0〉.
Here we analyze this scenario, depicted in Fig. 2 (a)
and often referred to as dynamical quantum simulation
3[8, 11, 29]. Assuming that |ψ0〉 can be prepared with
high accuracy, then errors will arise in the simulator be-
cause of an imperfect implementation of H. The nature
of such imperfections can be of various kinds, and they
depend on the particular physical platform [30]. In order
to formulate a general model for the impact of errors in
AQSs, we will consider that the ideal Hamiltonian dy-
namics is slightly perturbed in a random way in each run
of the simulation, thus leading to an imperfect evolution
dictated by a total Hamiltonian H + λV , where λ is a
small dimensionless parameter, and V is a Hermitian op-
erator characterizing the perturbation. Generalizing Eq.
(1), the error in the output of the dynamical simulator is
given by
δ(A, t) = 〈ψ(t)|A |ψ(t)〉 − [〈ψsim(t)|A |ψsim(t)〉]V , (5)
where |ψsim(t)〉 = e−i(H+λV )t |ψ0〉 (note that we set
~ = 1) and [. . .]V denotes the average over the random
perturbation V . Assuming the ideal Hamiltonian H has
a nondegenerate spectrum with eigenstates {|un〉} and
eigenvalues {En}, and considering Vnn = 〈un|V |un〉 to
be uncorrelated random variables, the leading order con-
tribution to the error is given by (see Methods)
δ(A, t) = (1− f(t)) [〈ψ(t)|A |ψ(t)〉 − Tr (ρψ,DA)] (6)
where ρψ,D =
∑
n |bn|2|un〉〈un| is called the diago-
nal ensemble corresponding to the initial state |ψ0〉 =∑
n bn |un〉 in the eigenbasis of the ideal Hamiltonian H
[26]. The function f(t) depends on the particular model
for the perturbation, and in general obeys f(0) = 1 and
f(τ) → 0 for τ = λt  1 (see Methods). The expres-
sion obtained in Eq. (6) shows that, after a transient
time set by the perturbation strength, the simulator er-
ror reaches a stationary behavior which depends on the
choice of output observable A. Results similar to Eq. (6)
have been obtained even in the nonperturbative regime
in the context of thermalization [31, 32], giving evidence
of the broad validity of the predicted behavior for δ(A, t).
A particular application of Eq. (6) is to evaluate it
for A = ρ(t) = |ψ(t)〉〈ψ(t)|, i.e. the projector onto the
unperturbed state of the system. In this case the sim-
ulator error in Eq. (5) equals the infidelity I(t) or one
minus the Loschmidt echo [33, 34], which measures how
well the device simulates the ideal quantum state |ψ(t)〉.
From Eq. (6), we get
δ(ρ(t), t) = I(t) = (1− f(t))(1− S0), (7)
which describes a monotonic increase of the infidelity up
to a value 1 − S0, where S0 = Tr
(
ρ2ψ,D
)
is the inverse
participation ratio (IPR) of the state |ψ0〉 in the basis of
H, as shown originally in [33].
The evolution of the fidelity is in contrast with the
alternative scenario where the output observable is any
time-dependent operator A (e.g. the magnetization Sx).
For this case, the stationary behavior of the error in Eq.
(6) is an oscillating function whose long-time average is
zero in under general assumptions (see Methods).
To further analyze this generic case, we focus on the
cumulative error E(A, t) defined as
E(A, t)2 = 1
t
∫ t
0
dt′δ(A, t′)2, (8)
which, recalling the definition of δ(A, t), can be regarded
as the root-mean-square error for the expectation value of
A over time. As we did in the previous section, to gauge
the dependence of the error on the output observable we
perform the average of Eq. (8) over Haar-random initial
states and consider the time-dependent average relative
error,
Erel(A, t)2 = E(A, t)
2
〈A〉2
, (9)
and denote its asymptotic value for t → ∞ as E∞rel(A).
This quantity generalizes the average relative error
δrel(A) of Eq. (3) to the dynamical quantum simula-
tion scheme. As shown in Methods, this quantity can be
computed analytically and reads
E∞rel(A) =
√
d
d+ 1
(
Tr (ρ2A)− Tr
(
ρ2AD
))
(10)
Here ρX = X/Tr (X) for both operators A and AD =∑
nAnn|un〉〈un|, where Ann = 〈un|A |un〉 (recall that
A > 0 by construction). Eq. (10) compliments Eq. (3)
as the main result of this work, and it demonstrates that
the observable purity η(A) = Tr
(
ρ2A
)
determines the av-
erage sensitivity to imperfections in dynamical quantum
simulations. Note that the second term inside the square
root in Eq. (10) depends on the Hamiltonian through its
eigenbasis {|un〉} and can be thought of as measure of the
IPR for observables. We expect this term to be of order
1/d for uncorrelated choices of A and H (see Methods).
QUANTUM SIMULATION RESULTS
In the previous section we presented a theoretical
framework which relates the magnitude of errors in ex-
pectation values with the spectral properties of the cor-
responding observables. In the following we show that
this framework can predict the behavior of such errors in
a real-world device, even when no detailed information
about the underlying physical imperfections is used in
the model.
On our experimental platform, previously introduced
in Ref. [20], information is encoded in the 16-dimensional
hyperfine ground manifold of individual cesium atoms,
which is formally isomorphic to that of N = 4 qubits.
Within this space, this simulator is universal and thus
4Figure 2. (a) Schematic model of a dynamical quantum simulator subject to errors. A prepared initial state |ψ0〉 is time-evolved by a
Hamiltonian H. Ideally, the resulting state is |ψ(t)〉 = e−iHt |ψ0〉. In a real device, different sources of imperfections corrupt the evolution,
yielding the perturbed state |ψsim(t)〉. (b)-(g) Comparison between experimental quantum simulation results and the proposed model for
dynamics of error generation. Results are shown for the LMG Hamiltonian of Eq. (11) using (b)-(d) B = 1.5Λ and (e)-(g) B = 0.4Λ.
Top plots show infidelity as a function of simulated time. Red dots correspond to experimental results, continuous blue line to numerical
results obtained from the theoretical model, where the imperfection strength λ is the only fitting parameter. Bottom plots: (c) and (f)
show dynamics of expectation values for experiment (red) and theory (blue). Full gray line is the ideal target evolution without errors.
(d) and (g) show the time-dependent error in the expectation values |δ(A, t)| computed for these cases. It can be seen that the error
computed from the theoretical model (blue) agrees qualitatively with the experimental observations. In particular, the accrual of errors
is monotonic for the complete quantum state (since the fidelity continuously decays) but is fluctuating for generic observables. Simulated
time has units of 1/Λ. Data in panel (c) is also shown in Ref. [20].
can be programmed to access the dynamics of any Hamil-
tonian of interest, in a similar spirit to other quantum
processors [12, 35]. The device is controlled through
optimization of time-dependent radio frequency and mi-
crowave magnetic fields, and experiments are performed
in parallel on ∼ 107 atoms, giving excellent measurement
statistics for probability distributions in any arbitrary
basis. Further details are given in the Methods section.
Due to its high accuracy and relatively small size, this
device represents an ideal platform to explore the effect
of small imperfections in the simulated dynamics.
Even though our findings are largely independent of
the details of the model Hamiltonian that is being simu-
lated, here we focus on a particular many-body quan-
tum system, the Lipkin-Meshkov-Glick (LMG) model
[36] (see Supplementary Material for other cases). The
LMG Hamiltonian describes the dynamics of a system of
N spin- 12 particles with Ising-like interactions in a com-
pletely connected graph, and reads
HLMG(s) = −B
2
N∑
i=1
σ(i)z −
Λ
4N
N∑
i,j=1
σ(i)x σ
(j)
x . (11)
This model has been extensively analyzed in the liter-
ature and is a paradigmatic example of a quantum sys-
tem presenting both ground state and excited state phase
transitions in the thermodynamic limit [37, 38]. Recall-
ing the collective spin operators Sα =
1
2
∑
i σ
(i)
α intro-
duced previously, the LMG Hamiltonian can be written
in more compact form as HLMG = −B Sz − (Λ/N)S2x.
Due to conservation of the total spin S2, we can focus
on the evolution within the subspace of maximum spin
number S = N/2, which is composed of states that are
completely symmetric under particle exchange and has
dimension N + 1. In our experimental simulations, we
use N = 15 to make use of the maximum Hilbert space
size available with our platform.
In Fig. 2 we show the evolution of the fidelity and ex-
pectation values obtained from quantum simulations (in
red) of the LMG dynamics for B = 1.5Λ (paramagnetic)
and B = 0.4Λ (ferromagnetic), starting from a spin co-
herent state |ψ0〉 = |↓x〉⊗N . In Fig. 2 (b) and (e) we
plot the experimental infidelity, which reaches roughly
∼ 30 − 40% at time Λt = 30, indicating significant de-
viation from the ideal quantum evolution. Nonetheless,
expectation values are tracked with high accuracy, as can
be seen from subplots (c) and (f) and the correspond-
ing time-dependent errors in (d) and (g), which are seen
to fluctuate over time (additional cases are presented in
the Supplementary Material). This is the behavior pre-
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Figure 3. Cumulative relative error in expectation values, corresponding to: (a), (c) experimental quantum simulation results and
(b), (d) numerical simulations from the theoretical model (see main text for details). Results shown are averages over 10 initial states,
chosen randomly from (a)-(b) the uniform (Haar) distribution over Hilbert space and (c)-(d) the uniform distribution of (separable) spin
coherent states. In all cases, results for three different output observables are portrayed, which are chosen to have increasing purity: A =
Sx, S6x and |mx〉〈mx| (here mx = 12 , although similar results are obtained for other cases). Dashed lines correspond to the theoretical
prediction for the asymptotic value of the error E(A,∞) (for Haar-random initial states), c.f. Eq. (10), computed for each A. Note that
the dashed lines are also included in the spin coherent states plots, as a guide to the eye. Even though the errors have not reached the
asymptotic regime, it is observed that expectation values of observables with increasing purities are more sensitive to the imperfections in
the evolution. Error bars show standard error of the mean, arising from the averaging procedure over ns = 10 random initial states. All
data shown corresponds to simulation of the LMG evolution, for B = 0.4Λ. Simulated time has units of 1/Λ.
dicted by our theoretical framework. For comparison,
we show results obtained from numerical simulations of
this model (in blue). The only free parameter is the per-
turbation strength λ which is chosen to fit the infidelity
curve (see Methods). Once λ is fixed, the model repro-
duces the main features of the expectation value error
curves as can be seen from Fig. 2(d) and (g). Notice
that this is achieved without any information about the
actual physical imperfections affecting the experiment,
which are expected to have fundamentally different char-
acter than the random perturbations considered in the
theoretical model.
In order to explore the impact of imperfections on
different observables A as a function of their purity,
η(A), we study the long-time average cumulative error
associated with the experimental expectation value
curves. Here, evolution times were taken to be about
ten times larger than those shown in Fig. 2, in order
to be closer to the asymptotic regime and enable
comparison with our theoretical findings, c.f. Eq. (10).
To remove the dependence on the initial state of the
system, we have obtained results for several different
initial states, which we divide in two groups. First, a set
ns = 10 random states sampled uniformly over the Haar
measure, enabling direct comparison with the analytical
result of Eq. (10). Conceptually, however, it could be
argued that these states are not physically relevant for
AQS [39]. We thus consider also a set of ns = 10 states
which are prepared as (uniformly distributed) random
rotations from the fiducial state |↑x〉⊗N , leading to a set
of random spin coherent states.
In Fig. 3 we show the cumulative relative error, defined
in Eq. (9), averaged over Haar-random states in (a)-(b),
and over spin coherent states in (c)-(d). Errors calculated
from the experimental quantum simulations are shown
in tones of red in (a) and (c), while those obtained from
numerical simulations based on our theoretical model are
shown in tones of blue in (b) and (d). In all cases, we
display results for three output observables: A1 = Sx,
A2 = S
6
x and A3 = |mx〉〈mx| (here mx = 1/2; other cases
shown in Supplementary Material). These observables
are chosen to have increasing purity, as discussed in the
beginning of this paper. For both sets of initial states,
the errors generated in the experiment follow essentially
the same behavior as the theoretical prediction.
For short times, when the cumulative errors are small,
the experimental values deviate considerably from the
numerical curves. Most of this difference can be at-
tributed to state preparation and measurement (SPAM)
errors, as we show in the Supplementary Material. Nev-
ertheless, for longer times the relative errors in the ex-
6pectation values become consistently higher as the pu-
rity of the corresponding observable increases. This val-
idates the role of the purity as a measure of sensitivity
of expectation values to imperfections in the state. For
Haar-random initial states, the dashed lines indicate the
analytical result of Eq. (10), which is able to faithfully
reproduce the asymptotic values of the cumulative rela-
tive error for all cases. In the Supplementary Material
we present further experimental and numerical data that
illustrates this behavior.
To further demonstrate the role the observable purity
plays in the buildup of errors, in Fig. 4 we present the
long-time cumulative error computed for several choices
(∼ 10) of output observable A = S2kx . As seen in Fig. 1
(b), the purity of these observables increases monoton-
ically with k. In Fig. 4 we plot the long-time relative
error as a function of the observable purity for (a) Haar-
random initial states and (b) random spin coherent initial
states. In both cases, it is evident that the errors are a
monotonic function of the purity, which determines how
well expectation values can be tracked in the presence of
imperfections. Matching between experiment and theory
is also observed, especially for the Haar-random initial
states. In Fig. 4 (c) we plot the same data as in (a) but
as a function of a modified purity Tr
(
ρ2A
) − Tr (ρ2AD),
where we have computed the purity of the Hamiltonian-
dependent observable AD from Eq. (10). The resulting
data can then be directly compared with the analytical
prediction of Eq. (10), showing very good agreement.
DISCUSSION
In this work we have presented a framework to char-
acterize the effect of errors in the output of quantum
simulators. Critically, we have introduced the observable
purity η(A) as the key metric that can be used to charac-
terize the average sensitivity of expectation values 〈A〉 to
random imperfections. By performing extensive experi-
mental explorations in a small-scale universal quantum
simulator, we were able to demonstrate the validity of
this framework in a real-world device, without using any
knowledge about the nature of the imperfections affect-
ing its operation.
While we have tested our predictions on a specific
quantum information processing platform, we expect our
framework to be broadly applicable, as the concept of
typicality [25, 28] describes intrinsic robustness of ex-
pectation values for a wide range of perturbations. In
scenarios with specific kinds of imperfections, e.g. local
decoherence on a simulator with a local tensor product
structure, errors will also depend on additional proper-
ties of the output observable. For some instances, given
specifically chosen initial states of the simulator, we ex-
pect to see deviations from the universal average behavior
set by η(A). Nonetheless, we expect that the observable
HAAR
SCS
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Figure 4. (a) - (b) Average relative error as a function of purity of
the output observable. In all cases, points correspond to the long-
time value of the cumulative relative error, c.f. Eq. (8), computed
from experimental quantum simulation data (in red) and numerical
simulations from the theoretical model (in blue). Cases portrayed
correspond to (a) Haar-random initial states and (b) random spin
coherent initial states. (c) Same data as in (a) but plotted against
the Hamiltonian-dependent modified purity Tr
(
ρ2A
) − Tr(ρ2AD),
to compare with the theoretical prediction for the asymptotic error
of Eq. (10) (gray dashed line). All data shown corresponds to
simulations of the LMG Hamiltonian with B = 0.4Λ. Error bars
denote standard error of the mean as in Fig. 3.
purity is the central tool to establish the baseline sensi-
tivity of AQS outputs. More generally, we also anticipate
that this framework will have applications in topics like
tomography and sampling [21, 22, 40] and relaxation in
many-body systems [32].
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8METHODS
State-averaged simulator error. In the case that the sim-
ulated state |ψsim〉 is pure, the simulator error of Eq.(1) can
be written as
δ(A) = N (γ)2 [γ2 (〈A〉 − 〈A〉⊥)− 2γRe (〈ψ⊥|A |ψ〉)] (12)
We now write the states above as |ψ〉 = U |al〉 and |ψ⊥〉 =
U |am〉, where l 6= m and {|ai〉} with i = 1, . . . , d is a reference
basis set (for instance, the basis of eigenstates of A). Here, U
is a random matrix taken from the uniform distribution over
the manifold of d× d unitary matrices, i.e. the Haar measure
corresponding to the group U(d) [41]. We can then consider
quantities like ∫
U(d)
δ(A)k dU ≡ δ(A)k, (13)
which can be computed analytically (for k = 1, 2) decompos-
ing the integrand into sums of polynomials in the elements of
U . Using known expressions for these integrals for up to quar-
tic order [24], which we show in the Supplementary Material,
we can compute
〈A〉 = 1
d
Tr (A) (14)
〈A〉2 = 1
d2 + d
(
Tr
(
A2
)
+ Tr (A)2
)
(15)
〈A〉〈A〉⊥ = 1
d2 − 1
(
Tr (A)2 − 1
d
Tr
(
A2
))
(16)
| 〈ψ|A |ψ⊥〉 |2 = 1
d2 − 1
(
Tr
(
A2
)− 1
d
Tr (A)2
)
. (17)
Inserting these results in Eq. (12) we obtain δ(A) = 0 and
the expression for δ(A)2 in Eq. (2).
Furthermore, these allow us to easily generalize our findings
to mixed states, i.e. |ψsim〉 → ρsim. For one simple noise
model
ρsim = (1− γ)|ψ〉〈ψ|+ γ
d
I, (18)
which has been discussed recently in the context of near-
term quantum information processing devices [12], we ob-
tain δ(A) = 〈A〉 − Tr (ρsimA) which evaluates to δ(A) =
γ
(
〈A〉 − 〈A〉
)
. Using Eqs. (14)-(17), it is straightforward
to derive the average relative error for this model
δrel(A) =
√
d
d+ 1
γ2
(
Tr (ρ2A)−
1
d
)
, (19)
which depends on the purity in the same way as Eq. (3).
Perturbation model for dynamical quantum simula-
tors. The time-dependent simulator error Eq. (5) can be
written in terms of the quantum state averaged over the per-
turbation,
[|ψsim(t)〉〈ψsim(t)|]V ≡ [ρsim(t)]V =
[
U ′(t)ρ0U
′†(t)
]
V
(20)
where we have denoted U ′(t) = e−i(H+λV )t and ρ0 = |ψ0〉〈ψ0|.
Using time-independent perturbation theory to expand the
eigenvalues and eigenvectors of H ′ = H + λV in powers of λ,
we obtain
U ′(t) = UV (t) +O(λ) (21)
where UV (t) is a unitary matrix given by
UV (t) =
∑
k
e−i(Ek+λVkk)t|uk〉〈uk|. (22)
Notice that the zeroth order contribution depends on the
perturbation through its diagonal elements Vkk. This is be-
cause λ cannot be neglected in the argument of the exponen-
tial since the time t could in principle be of order λ−1 [33].
Thus, the leading order contribution to the perturbed state
is
[ρsim(t)]V =
[
UV (t)ρ0UV (t)
†
]
V
+O(λ). (23)
From Eqs. (22) and (23) it can be seen that the effect of
the perturbation is condensed on the quantity
f(τ) =
[
e−i(Vll−Vmm)λt
]
V
=
∣∣∣∣∫ pV (x)e−iτxdv∣∣∣∣2 = |g(τ)|2
(24)
where l 6= m, we have defined τ ≡ λt and introduced pV (x)
which is the probability density function associated with the
perturbation matrix elements Vkk. A crucial assumption
here is that the diagonal matrix elements Vkk can be
considered statistically independent. The integral inside
the absolute value in Eq. (24) is the characteristic function
g(τ) of the probability distribution, which has the properties
g(0) = 1 and |g(τ)| ≤ 1 [42]. Furthermore, for all probability
distributions of interest, f(τ) will be a function that goes to
0 as τ → ∞. As an example, if V is taken to be a random
matrix from the Gaussian orthogonal ensemble (GOE), then
we have that g(τ) = e−τ
2/2 [43].
After defining f(τ), we obtain for the perturbed state the
following expression
[ρsim(t)]V = ρψ,D + f(τ) (ρ(t)− ρψ,D) , (25)
from which the result on Eq. (6) immediately follows. For
a general time-independent observable A, the average error
given in (6) can be thought of as just due to deviations from
the infinite-time average of 〈A〉, since
〈ψ(t)|A |ψ(t)〉 =
∑
mn
Amnb
∗
mbne
−i(En−Em)t, (26)
where bk = 〈uk|ψ〉 and so
lim
t→∞
1
t
t∫
0
dt′
〈
ψ(t′)
∣∣A ∣∣ψ(t′)〉 = ∑
n
Ann|bn|2 = Tr (ρψ,DA) .
(27)
This implies that for time-independent A we have δ(A, t)→ 0
on a time average as t→∞.
To analyze the magnitude of the error and compare be-
tween different observables, we focus on the cumulative error.
Inserting Eq. (6) in the definition of Eq. (8), and assuming
that the evolution time is large λt 1, one obtains
lim
t→∞
E(A, t)2 ≡ E(A,∞)2 =
∑
n 6=m
|bn|2|bm|2AnmAmn (28)
9where Anm = 〈un|A |um〉. We can then compute the Haar
average over the initial state |ψ0〉 using the techniques men-
tioned before. In particular, it can be shown that |bn|2|bm|2 =
1
d(d+1)
for n 6= m, which leads to
E(A,∞)2 = 1
d(d+ 1)
(
Tr
(
A2
)− Tr (A2D)) , (29)
which in turn leads to Eq. (10) in a straightforward way.
In this result, we see the appearance of the Hamiltonian-
dependent observable purity:
Tr
(
ρ2AD
)
=
∑
A2nn
(
∑
Ann)
2 (30)
Given the resemblance to the IPR S0 = Tr
(
ρ2ψD
)
, we could
regard Eq. (30) as a measure of the spread of A in the basis
of the Hamiltonian. The maximum value of Tr
(
ρ2AD
)
is
clearly Tr
(
ρ2A
)
, which happens only if A and H commute
and are thus diagonal in the same basis. In this regime,
the error Eq. (10) vanishes and we need to increase our
expansion to the next order in perturbation theory. On the
other hand, the cases of interest are when A and H are
“highly non commuting”, such that A evolves non-trivially
under the action of the Hamiltonian. Then, we can then
expect Ann ∼ 1dTr (A) and thus Tr
(
ρ2AD
) ∼ 1
d
.
Simulation on a quantum processor. Generally, one can
separate AQS into two distinct approaches which we refer to
as “emulation” and “simulation”. An “emulator” is a special-
purpose device that, by design, shares the symmetries of its
Hamiltonian and structure of its Hilbert space with the model
system of interest. This stands in contrast to a “simulator”,
which we define here as a fully programmable device, capa-
ble in principle of performing any generic AQS task, without
necessarily sharing all of the symmetries of the model sys-
tem other than its ability to act in a Hilbert space of equal
or smaller size. The simulator paradigm is thus a general
framework independent of the particulars of the underlying
quantum hardware.
The essential resource provided by a quantum simulator is
universal control, in the sense that the hardware can be pro-
grammed to implement any desired unitary transformation on
the input. For example, if one is interested in simulating the
dynamics driven by a Hamiltonian of interest, the simulator
can be programmed to apply a series of unitary time steps
and thus perform a coarse-grained simulation of the evolv-
ing quantum state. Universal control also provides freedom
in terms of state preparation and measurement (SPAM). In
particular, it is straightforward to prepare arbitrarily chosen
input states, and to map measurement in any desired basis
onto a fiducial “computational basis”. Ultimately, these key
elements are likely to be present in some form on any broadly
useful quantum simulator, such as a gate-based simulator.
For the work presented here, we use a small, highly accurate
quantum (SHAQ) simulator whose state-of-the-art fidelity is
critical for the quantitative examination of errors and their
impact, but similar studies can in principle be done using a
wide range of simulators as well as emulators.
Our SHAQ simulator is based on the spin degrees of
freedom of an individual 133Cs atom in the electronic ground
state. The atom is driven by a combination of static and
time varying magnetic fields, rendering it fully controllable in
a 16-dimensional Hilbert space. While different in structure
and programming, the resulting simulator is formally equiv-
alent to four qubits controlled by a universal quantum circuit.
Quantum Optimal Control. The Hilbert space of our
simulator is spanned by a set of logical basis states |F,m〉,
labeled by hyperfine spin quantum numbers F = 3, 4
and −F ≤ m ≤ F . Unitary control is achieved with a
combination of a static magnetic bias field along z, a pair
of phase modulated radio-frequency (rf) magnetic fields
along x and y, and a single phase-modulated microwave
(µw) magnetic field. The rf fields are tuned to the Larmor
precession frequency in the bias field, and the microwave field
is tuned to the transition between the |3, 3〉 and |4, 4〉 states.
Phase-modulation waveforms that implement a desired
transformation U ∈ SU(16) are found using either conven-
tional optimal control, or a variant optimized for AQS that
searches for co-optimal control fields and system-simulator
maps using a new approach called EigenValue-Only (EVO)
control [20]. The two protocols generate (non-unique) control
waveforms consisting of 150 and 20 discrete phase steps,
respectively, corresponding to waveform durations of 600µs
and 80µs, with typical fidelities F = 0.985 and F = 0.995
as estimated by randomized benchmarking. EVO control is
used exclusively for the unitary time steps that make up an
AQS, while conventional control is used to generate unitary
maps for state preparation and measurement.
Experimental Implementation. Our experiment begins
with a sample of ∼ 107 laser cooled Cs atoms released from a
magneto-optical trap/optical molasses into free fall. Optical
pumping and state selective purification is used to prepare
> 99% of these atoms in the logical basis state |ψ0〉 = |3, 3〉.
An AQS sequence begins with a map to the desired input
state, |ψ0〉 → |χ0〉 = ∑F,m CF,m |F,m〉. This is followed
by k identical time steps U of duration δt to simulate time
evolution from t = 0 to t = kδt. Finally, to measure a de-
sired observable A =
∑
a a|φa〉〈φa| we apply a unitary map
U =
∑
a |(F,m)a〉〈φa|, and determine the population of the
states |(F,m)a〉 with a Stern-Gerlach measurement. The lat-
ter is implemented by imposing a magnetic field gradient on
the falling atoms and measuring the state dependent arrival
times at a resonant probe beam located below the prepara-
tion volume. Fitting the time dependent fluorescence from
atoms falling through the probe gives an accurate measure of
the populations in the logical basis states |F,m〉, and these in
turn provide good estimates of the probabilities pa = Tr (ρΠa)
for the POVM outcomes Πa = |φa〉〈φa|, and the expectation
value 〈A〉 = ∑a apa. Measurement statistics contribute negli-
gibly due to the large number of simulations running in paral-
lel on millions of atoms; instead the accuracy is dominated by
errors in the readout map, probe power fluctuations, and elec-
tronic noise. Measuring the projector |χk〉〈χk|, where |χk〉 is
the state predicted in the absence of errors, gives an estimate
of the fidelity of the AQS. Averaged over a sample of random
states, the SPAM error on this estimate is approximately 1%.
For a detailed evaluation of SPAM errors, see the accompany-
ing Supplemental Material. For additional information about
the operation and performance of our SHAQ simulator, see
[20].
Estimating λ. When V is a random matrix taken from
the GOE (see above), we can use the explicit form for f(t)
with Eq. (7) to get
δ(ρ(t), t) = I(t) = (1− e−τ2/2)(1− S0). (31)
10
In this case, the growth in infidelity of the model depends
directly on the perturbation strength λ, as τ = λt and S0 is
fixed by the choice of initial state. This gives us a way to fix
λ based on the decay of the state-level fidelity in the experi-
ment, which shares the same form to leading order [44]. We
use the ability to perform arbitrary unitary transformations
to map the state |ψ(t)〉 to a logical basis state. The result-
ing measurement is of the observable A = |ψ(t)〉〈ψ(t)|, from
which we can calculate the infidelity. We then fit the data to
minimize the residual between the data and Eq. (31) to find
the λ that most closely matches the growth in experimental
infidelity. Typical fit values are around λ ≈ 0.01, suggesting
the amount of perturbation from the ideal is small.
