Defect prediction is meaningful because it can assist software inspection by predicting defective code locations and improving software reliability. Many software features are designed for defect prediction models to identify potential bugs, but no one feature set can perform well in most cases yet. To improve defect prediction, this paper proposes a new code feature, the cross-entropy value of the sequence of code's abstract syntax tree nodes (CE-AST), and develops a neural language model for feature measurement. To evaluate the effectiveness of CE-AST, we first investigate its discrimination for defect-proneness. Experiments on 12 Java projects show that CE-AST is more discriminative than 45% of twenty widely used traditional features. Furthermore, we investigate CE-AST's contribution to defect prediction. Combined with different traditional feature suites to feed prediction models, CE-AST can bring performance improvements of 4.7% in Precision, 2.5% in Recall, and 3.5% in F1 on average.
Introduction
The accurate prediction of where defects are likely to occur in code is important since it can help direct test efforts, reduce costs, and improve the quality of software [1] . Typically, defect prediction modelling focuses on building a learner from a corpus of software data (e.g., static code metrics, change information) and applying the model to new data, where the objective of prediction can be set to estimate the number of defects remaining in software systems, or recognizing the defect-proneness of software instances. The latter is the focus of this paper.
To improve defect-proneness prediction performance, many software features (also called metrics) are proposed [2] [3] , such as McCabe features [4] , CK features [5] , QMOOD features [6] , code change features [7] , and other process features [8] . These above features often fail to capture the semantic information of programs. To bridge this gap, Wang et al. [9] first proposed to leverage a deep neural network (DNN) model to automatically generate semantic features of programs, which significantly improve defect prediction compared to traditional features. Moreover, when the automatically learned semantic features are combined with traditional hand-designed features [10] , more promotion can be produced. Overall, there is no one feature set that can perform well in most cases yet. This indicates that relative to the diversity of defect patterns, the aforementioned features are an inadequate representation of software defects. For this reason, this paper attempts to characterize defects from a different perspective for better defect prediction.
In recent years, based on natural language processing (NLP) methods, a series of research has studied the statistical properties of code [11] [12] [13] [14] . Hindle et al. [11] first presented the naturalness hypothesis: "programs that real people actually write are mostly simple and repetitive, and thus they have usefully predictable statistical properties that can be captured in language models and leveraged for software engineering tasks". Learning from a corpus, a language model will assign low cross-entropy (or high probability) to code that appears often in practice, i.e., is natural (cf. Section 2). In [11] , the authors used the classic n-gram language model for code naturalness analysis. Based on this work, Ray et al. [12] suggested another hypothesis: unnatural code is more likely to be buggy. They first presented evidence that code with bugs tends to be more entropic, becoming less so as bugs are fixed. Wang et al. [13] leveraged n-gram language models to detect bugs and achieved better results than rule-based approaches. Allamanis et al. [14] surveyed the work of machine learning for code naturalness.
Inspired by these previous works, we plan to absorb cross-entropy as a new feature for better defect prediction. Based on this motivation, our first related work [15] has been done, in which we found that the cross-entropy value of source codes' token sequences can bring improvements to prediction models. Following these findings above, this paper tries to conduct an extended and further study. Considering that the code's abstract syntax tree (AST) contains rich semantic and structural information, we propose to use the cross-entropy value of the sequence of AST nodes (denoted as CE-AST) as a new code feature. To automatically compute CE-AST values of evaluated software instances, we develop a neural language model NLM4Code, whose core part is a long short-term memory (LSTM) cell based recurrent neural network (RNN). Through mining a corpus, the model can well capture the patterns and regularities in programs. Then, the trained model is utilized to estimate the CE-AST scores of software instances. Finally, we combine CE-AST with traditional features for typical defect-proneness prediction (cf. Section 3).
To assess the effectiveness of the new feature CE-AST, we design the experiments from two perspectives. On a corpus of 12 Java projects, we first compare the class-discrimination of the entropy feature with 20 widely used traditional features. The results show that CE-AST is more discriminative than almost half of baseline features. The other perspective is to verify how much improvement of performance that CE-AST can make to defect prediction models. As the empirical results demonstrate, when CE-AST is integrated into traditional feature suites, the scores of Precision, Recall, and F1 have an absolute increase of 4.73%, 2.52%, and 3.54% respectively on average.
Background

Language Model
Language model is a kind of basic model in NLP [16] , aiming to learn the joint probability function of sequences of words in a language. Given a token sequence 12 , l S w w w  the probability of this sequence occurring can be estimated as a product of a series of conditional probabilities:
where l denotes sequence length. In practice, given a corpus C of programs, we can use a language model to estimate P(S) in the maximum-likelihood way. N-gram models [16] is one class of the most classic language models, but they are difficult to learn long distance information since they regard language units as isolated symbols, which cannot effectively use the semantic relations between tokens. This results in dimensionality.
Neural language models are designed to overcome the curse of the dimensionality problem for modelling language sequences by using the semantic similarity between words. Commonly, the distributed representation of words [17] and neural network technique are used together to estimate the joint probability distribution of sequences (see (1) ). The neural language model was formally proposed by Bengio et al. in 2001 [18] and has made great progress in many NLP tasks [17, 19] , such as machine translation, information retrieval, and dialogue systems. At present, RNN is the most commonly used form of language modelling [20] . Figure 1 depicts w denotes the input word encoded using one-hot coding, and the output layer produces a probability distribution over words. The hidden layer maintains a representation of the context, i.e., the sequence history. The input vector and the output vector have dimensionality of the vocabulary. In this framework, the word distributed representations (also called word embeddings or word vectors) are found in the columns of , ih W with each column representing a word (see [21] [22] for details). 
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Cross-entropy
In information theory, cross-entropy is commonly used to quantify the difference between two probability distributions [16] . In this paper, it is used as a code feature that denotes the naturalness (i.e., the likelihood of occurrence) of software instances [11] [12] (see Section 1). As Ray et al. [12] present, unnatural code is more likely to be buggy, which means that code with bugs tends to be more entropic. Hence, we attempt to use the cross-entropy feature of software instances for defect prediction.
In a corpus, common codes relatively own high probability of appearance, namely low information entropy. In this case, a (trained) language model will assign low estimated entropy to these codes. Oppositely, uncommon or unnatural codes will have high estimated entropy. Here, the estimated entropy is the so-called cross-entropy. Formally, given a corpus (or a software instance, etc.)
S and a language model M, the cross-entropy of the model on the corpus can be calculated as follows:
Where j SC  is the j th sequence in the corpus, N is the total number of sequences, j l is the length of , 
Defect Prediction with Cross-entropy Feature
In this section, we present the details of our method for defect prediction, with CE-AST as a new feature. We first show the overall framework of our study, and then elaborate the developed language model NLM4Code for measuring codes' crossentropy. Figure 2 illustrates the whole process of defect prediction used in our study, a framework designed to automatically generate cross-entropy scores of software instances and combine traditional features for accurate defect-proneness prediction. Firstly, we extract instances of interest from software repository. Here, the instances can be packages, files, methods, etc. Secondly, we collect a set of features of each instance by means of different measurements, such as complexity features, coupling, cohesion features, etc. [2] . Meanwhile, the corresponding category attribute (i.e., buggy or clean) can be labeled depending on whether its code region contains defects. Finally, based on machine-learning techniques, a classic framework of binary classification problem can be built. Then, we can feed the instances with features and labels to classifiers for training and testing and feed new instances without labels to the trained models for prediction. To improve defect prediction, we propose a new feature CE-AST, i.e., the cross-entropy value of the sequence of AST nodes. For measuring CE-AST, a neural language model NLM4Code is designed, which will be described in detail in Section 3.2.
Overall Framework
Considering different classifiers have different properties, this paper uses more than one classifier to reduce the biases for evaluation experiments. We select three common classifiers for prediction, including support vector machine (SVM), logistic regression (LR), and naive Bayes (NB), which are widely adopted in previous defect prediction research [1, 9, 10, 23] .
Language Modelling for CE-AST Calculation
Figure 3 presents our LSTM-based RNN language model NLM4Code for CE-AST calculation. Before the measurement of cross-entropy feature is model training, and then we can compute software instances' CE-AST scores using the trained model. The goal of training NLM4Code is to learn common patterns or regularities in code AST node sequences by mining software repository. We first collect software projects of interest from archives and carry out data pre-processing on the corpus, such as removing comments and parsing. Next, using a word-embedding method, the AST node sequence can be represented as a set of real-valued vectors. Then, we build a multi-layer LSTM network to learn the implied semantic and structural information from the input vectors. Finally, a multi-class classifier (softmax) is connected in the end to predict the next token of each input sequence, and the obtained probability distribution can be used to define the likelihood of occurrence of the sequence. After training, the language model will be utilized to measure the cross-entropy feature of software instances of interest (see (2) ). The main components of NLM4Code are described in detail below.
Data Pre-Processing
Step 1 Generate effective code. Remove comments and blank lines, retaining effective lines of code.
Step 2 Parse. According to language specification, the source code files are parsed into AST node type sequences, for example, " 'ClassDeclaration', 'FieldDeclaration', 'ReferenceType', 'VariableDeclarator', …".
Step 3 Create a vocabulary. Merge AST node type sequence files, count unique tokens, and build a vocabulary with the size denoted as V. Table 1 lists all AST node types used in our study.
Step 4 Build a training set and testing set for model validation. In this step, long token fragments are cut into a series of sequences with equal length for feeding model. 
Network Structure
As shown in Figure 3 , the DNN part of NLM4Code consists of an input layer, a data representation layer, a pattern-learning layer, a decision layer, and an output layer. The representation layer leverages word-embedding technique to map each token into a high dimensional real-valued vector, in which tokens with similar contexts will be assigned similar vectors. The pattern-learning layer uses highly nonlinear fitting to learn semantic and structural information of these vector sequences. Finally, the decision layer synthesizes this information to predict the next token of the input code line.
The core architecture of our network is a multi-layer LSTM cell based RNN, which is utilized to extract and integrate a dependency relationship from the token sequences. LSTM cell [24] , one of the most popular and efficient methods for understanding sequential dependencies, has been wildly adopted in building RNNs [20] . This approach uses memory gates to control its inputs and outputs, which can effectively reduce the effects of vanishing and exploding gradients and enhance the long-term learning ability (cf. [20, [24] [25] ).
Model Training
For model training, we use the gradient descent algorithm to optimize the network and choose a 10-fold cross validation with perplexity measure (cf. Section 2.2) as the loss function. To improve model performance, we adopt three network regularization methods: dropout [25] , gradient clipping [26] , and adaptive learning rate. The learning rate is adjusted dynamically with the number of training epochs: 
 
Measurement of CE-AST
After the learning phase, we use the trained language model to measure the naturalness of software instances by (2), i.e., to compute the cross-entropy feature values for defect prediction. Specifically, we first extract the evaluated instances' source codes in the repository. Then, we do the same preprocessing in the training phase before feeding the code to the language model, in which each instance will be parsed into AST and cut into fixed-length node token sequences. Then, we use the trained model to measure these inputs separately. After that, the average cross-entropy of the sequences is the CE-AST feature score of the instance.
Experiment and Evaluation
In this section, we evaluate the effectiveness of our proposed new code feature CE-AST for defect prediction. For this purpose, we design two kinds of evaluation experiments: 1) to compare the ability of CE-AST with other baseline features for distinguishing defective instances and 2) to measure the contribution of the CE-AST feature to defect prediction models. All experiments were repeated ten times on a computer with an Intel i7-6700K 4.0 GHz CPU, 16G RAM, and a GeForce GTX 1070 8G GPU. In this paper, we used an open-source package called javalang 1 to parse Java codes, whose implementation is based on the Java 8 language specification. The implementation of the deep learning model and the prediction classifiers were based on TensorFlow2 1.0.0 and Scikit-learn3 0.19.1 respectively.
Datasets
To make it easier to repeat and verify our experiments, we use publicly available data from the tera-PROMISE Repository4. We select 12 Java open-source projects from this repository, whose basic information is shown in Table 2 . These datasets have been widely used in previous studies [9, 10, 23, 27] . As illustrated, the numbers of evaluated instances of the projects range from 51 to 965, and the buggy rates have a minimum value of 11.36%, a maximum value of 63.58%, and an average of 31.13%. For cross-entropy calculation, we extracted all source codes of these projects from open-source repositories (see [28] ), and then fed these data to our designed language model NLM4Code. Each instance in a project represents a Java class file of the release and consists of two parts: instance features including 20 static code metrics and a class label "bug" indicating the number of defects in that class. The 20 traditional features were collected by Jureczko et al. [28] . Table 3 lists a brief description of these code features, which will be used as the baseline to evaluate our proposed new feature CE-AST. 
Evaluation Metrics
Considering different metrics have different "preferences", this paper adopts more than one metric to reduce the biases.
Discrimination Metrics
The discrimination metric addresses how much relevance exists between the software feature and the buggy label. Generally, with more class-discriminative features as inputs, classifiers will be more likely to perform well. In this paper, we select two common criteria: Pearson Correlation and Information Gain, which have been frequently used in defect prediction for feature selection [3, 27, 29] .
1) Pearson Correlation (PC): PC is one of the simplest criteria, defined as:
Where X and Y denote a feature variable and target labels, and cov() and var() denote the covariance and the variance.
2) Information Gain (IG): IG measures the reduction of uncertainty about the class label after observing a feature [30] :
Where   HX and   | H X Y represent the Shannon entropy and conditional entropy respectively.
Performance Metrics
Software defect-proneness prediction can be seen as a typical binary classification problem. The performance of classifiers can be assessed via a confusion matrix, as shown in Table 4 . From this matrix, a number of metrics can be induced. We choose three widely used metrics [10, 23, 31] : Precision, Recall, and F1. These metrics all fall in the range [0, 1], and the higher they are, the better the prediction performance represents. 1) Precision: Precision measures the ratio of the positive instances returned by a predictor correctly.
2) Recall: Recall measures the ratio of the true positive instances actually returned by a predictor.
3) F1: F1 combines both precision and recall with a harmonic mean form.
Model Parameters
The parameter settings of NLM4Code are given as follows: the vocabulary size V  63; the dimension of word vectors In LSTM layers, the initial value of the forget gate bias is set to 0.0, and for other parameters the initial values are set randomly according to a uniform distribution of [-0.08, 0.08]. Moreover, to avoid subjectivity, the parameters of classifiers (viz., SVM, LR, and NB) are set to default configurations suggested by the Scikit-learn tool.
Results and Analysis
In our experiments, the first is training language model NLM4Code. We collect the whole source code files of the 12 investigated projects and then parse codes into AST node sequences. Next, we feed well-cut token sequences with fixed length to the language model. In 10-fold cross validation, NLM4Code achieves an average perplexity of 2.172 on the training set and 2.294 on the testing set (cf. Section 2.2), with an average time cost of 1609 seconds. After that, we use the trained language model to compute the cross-entropy of evaluated AST node sequences. Finally, by feeding classifiers code feature set values, defect prediction is conducted.
Recall that, to verify the effectiveness of our proposed new feature CE-AST, we design the evaluation from two perspectives: 1) comparing the discrimination of CE-AST with traditional baseline features for defect-proneness classification and 2) checking how much contribution the CE-AST feature can bring in actual defect prediction tasks.
Discrimination of CE-AST
As mentioned in Section 4.2, we select two common discrimination measures, viz., Pearson Correlation and Information Gain. Using (3)- (4), we can compute the relevance between code features and the buggy label, namely the discrimination. Table 5 lists the mean scores of 21 compared features on the datasets described in Table 2 and their corresponding ranks. As illustrated in Table 5 , there is a big difference between the 21 features' discriminative performances. Taking the Pearson Correlation as an example, MFA, DIT, and NOC are obviously worse than the other features, with the scores all below 0.100. By contrast, RFC, Ce, and WMC have higher scores that all exceed 0.300. Compared to other features, CE-AST is at the medium level. These findings also exist in the case of Information Gain. From Table 5 , we can see that the two discrimination metrics output similar ranks, where CE-AST achieves both the 12th rank and outperforms 45% of the baseline features.
Prediction Performance with CE-AST
To evaluate a feature, we also want to find out how much contribution it can bring. Therefore, we design experiments to compare the performance improvement when CE-AST is combined with different traditional feature suites. As listed in Table 3 , there are six widely used feature suites, including CK suite, QMOOD suite, Extended CK suite Martins suite,
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McCabe's CC suite, and LOC, which characterize different aspects of software. To give a comprehensive evaluation, we combine CE-AST with the six feature suites together to feed prediction models respectively and compare the performance changes, where three classifiers (viz., SVM, LR, and NB) and three performance metrics (viz., Precision, Recall, and F1, see (5)- (7)) are used. Tables 6-7 illustrates the experimental results with five-fold cross validation. Table 6 lists the performance changes of different classifiers with the cross-entropy feature added, where the results are the mean values of 12 projects, and "Feature Suite+" indicates the suites with the integration of the new feature CE-AST. To avoid subjectivity, classifiers use the default parameters suggested by Scikit-learn. From this table, we can find that three classifiers obtain different performance increases, where CE-AST contributes most to NB and least to LR. On average, CE-AST brings absolute improvement of 4.73%, 2.52%, and 3.54% respectively in Precision, Recall, and F1. Table 7 exhibits the performance increases after the CE-AST feature is added, where the results are the mean values of three classifiers with six different feature suites. As the table shows, the performance indexes gain a different degree of growth on 12 Java datasets. Roughly, the projects of Log4j, Xalan-J, and Ant obtain more absolute increases, while Lucence, POI, and Xerces are the opposite. There is a greater difference in the case of relative comparison, e.g., the growths on Ivy and PBeans are more remarkable. On average, CE-AST contributes an average of 4.73% absolute increase in Precision, 2.52% in Recall, and 3.54% in F1, where the relative increases are 12.90%, 19.10%, and 18.20% correspondingly. Overall, as seen in Table 7 , CE-AST does bring improvement in most defect prediction tasks and plays a positive role on the 12 investigated projects, whether in terms of relative comparison or absolute comparison. In conclusion, CE-AST is complementary to traditional feature sets in defect prediction, and it can improve the prediction performance on different defect datasets.
Conclusions
The cross-entropy of a sequence measures its likelihood of appearance in the corpus. Common sequences usually own higher probability of occurrence, that is, lower cross-entropy. In recent years, a series of work has used cross-entropy for code measurement and found that defective codes tend to be more entropic. Based on this finding, this paper introduces cross-entropy as a new feature for defect detection. Considering that the code's AST contains rich semantic and structural information, we designed a code feature CE-AST, i.e., the cross-entropy value of the sequence of AST nodes, for better defect prediction. To evaluate the effectiveness of CE-AST, we conduct several experiments on a widely used dataset of 12 Java open-source projects. As the results show, the CE-AST feature owns more discrimination power for defect-proneness classification than 45% of twenty common traditional features, and it brings improvements of 4.7% in Precision, 2.5% in Recall, and 3.5% in F1 on average to prediction models. In conclusion, these findings suggest that CE-AST is useful to predict software defects and complementary to existing code feature sets.
