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ABSTRACT
In recent years head-mounted displays (HMDs) for virtual reality (VR) have made the tran-
sition from research to consumer product, and are increasingly used for productive purposes
such as 3D modeling in the automotive industry and teleconferencing. VR allows users to
create and experience real-world like models of products; and enables users to have an im-
mersive social interaction with distant colleagues. These solutions are a promising alternative
to physical prototypes and meetings, as they require less investment in time and material.
VR uses our visual dominance to deliver these experiences, making users believe that they
are in another reality. However, while their mind is present in VR their body is in the physical
reality. From the user’s perspective, this brings considerable uncertainty to the interaction.
Currently, they are forced to take off their HMD in order to, for example, see who is ob-
serving them and to understand whether their physical integrity is at risk. This disrupts their
interaction in VR, leading to a loss of presence – a main quality measure for the success of
VR experiences. In this thesis, I address this uncertainty by developing interfaces that enable
users to stay in VR while supporting their awareness of the physical reality. They maintain
this awareness without having to take off the headset – which I refer to as seamless inter-
action with the physical reality. The overarching research vision that guides this thesis is,
therefore, to reduce this disconnect between the virtual and physical reality.
My research is motivated by a preliminary exploration of user uncertainty towards using
VR in co-located, public places. This exploration revealed three main foci: (a) security and
privacy, (b) communication with physical collaborators, and (c) managing presence in both
the physical and virtual reality. Each theme represents a section in my dissertation, in which
I identify central challenges and give directions towards overcoming them as have emerged
from the work presented here.
First, I investigate security and privacy in co-located situations by revealing to what extent
bystanders are able to observe general tasks. In this context, I explicitly investigate the se-
curity considerations of authentication mechanisms. I review how existing authentication
mechanisms can be transferred to VR and present novel approaches that are more usable and
secure than existing solutions from prior work.
Second, to support communication between VR users and physical collaborators, I add to the
field design implications for VR interactions that enable observers to choose opportune mo-
ments to interrupt HMD users. Moreover, I contribute methods for displaying interruptions
in VR and discuss their effect on presence and performance. I also found that different vir-
tual presentations of co-located collaborators have an effect on social presence, performance
and trust.
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Third, I close my thesis by investigating methods to manage presence in both the physical
and virtual realities. I propose systems and interfaces for transitioning between them that
empower users to decide how much they want to be aware of the other reality. Finally, I
discuss the opportunity to systematically allocate senses to these two realities: the visual one
for VR and the auditory and haptic one for the physical reality. Moreover, I provide specific
design guidelines on how to use these findings to alert VR users about physical borders and
obstacles.
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ZUSAMMENFASSUNG
In den letzten Jahren haben Head-Mounted-Displays (HMDs) für virtuelle Realität (VR)
den Übergang von der Forschung zum Konsumprodukt vollzogen und werden zunehmend
für produktive Zwecke, wie 3D-Modellierung in der Automobilindustrie oder Telekonferen-
zen, eingesetzt. VR ermöglicht es den Benutzern, schnell und kostengünstig, Prototypen zu
erstellen und erlaubt eine immersive soziale Interaktion mit entfernten Kollegen. VR nutzt
unsere visuelle Dominanz, um diese Erfahrungen zu vermitteln und gibt Benutzern das Ge-
fühl sich in einer anderen Realität zu befinden.
Während der Nutzer jedoch in der virtuellen Realität mental präsent ist, befindet sich der
Körper weiterhin in der physischen Realität. Aus der Perspektive des Benutzers bringt dies
erhebliche Unsicherheit in die Nutzung von HMDs. Aktuell sind Nutzer gezwungen, ihr
HMD abzunehmen, um zu sehen, wer sie beobachtet und zu verstehen, ob ihr körperliches
Wohlbefinden gefährdet ist. Dadurch wird ihre Interaktion in der VR gestört, was zu einem
Verlust der Präsenz führt - ein Hauptqualitätsmaß für den Erfolg von VR-Erfahrungen. In
dieser Arbeit befasse ich mich mit dieser Unsicherheit, indem ich Schnittstellen entwick-
le, die es den Nutzern ermöglichen, in VR zu bleiben und gleichzeitig unterstützen sie die
Wahrnehmung für die physische Realität. Sie behalten diese Wahrnehmung für die physi-
sche Realität bei, ohne das Headset abnehmen zu müssen - was ich als nahtlose Interaktion
mit der physischen Realität bezeichne. Daher ist eine übergeordenete Vision von meiner
Forschung diese Trennung von virtueller und physicher Realität zu reduzieren.
Meine Forschung basiert auf einer einleitenden Untersuchung, die sich mit der Unsicherheit
der Nutzer gegenüber der Verwendung von VR an öffentlichen, geteilten Orten befasst. Im
Kontext meiner Arbeit werden Räume oder Flächen, die mit anderen ortsgleichen Menschen
geteilt werden, als geteilte Orte bezeichnet. Diese Untersuchung ergab drei Hauptschwer-
punkte: (1) Sicherheit und Privatsphäre, (2) Kommunikation mit physischen Kollaborateu-
ren, und (3) Umgang mit der Präsenz, sowohl in der physischen als auch in der virtuellen
Realität. Jedes Thema stellt einen Fokus in meiner Dissertation dar, in dem ich zentrale Her-
ausforderungen identifiziere und Lösungsansätze vorstelle.
Erstens, untersuche ich Sicherheit und Privatsphäre an öffentlichen, geteilten Orten, indem
ich aufdecke, inwieweit Umstehende in der Lage sind, allgemeine Aufgaben zu beobachten.
In diesem Zusammenhang untersuche ich explizit die Gestaltung von Authentifizierungsme-
chanismen. Ich untersuche, wie bestehende Authentifizierungsmechanismen auf VR über-
tragen werden können, und stelle neue Ansätze vor, die nutzbar und sicher sind.
Zweitens, um die Kommunikation zwischen HMD-Nutzern und Umstehenden zu unterstüt-
zen, erweitere ich das Forschungsfeld um VR-Interaktionen, die es Beobachtern ermögli-
chen, günstige Momente für die Unterbrechung von HMD-Nutzern zu wählen. Darüber
hinaus steuere ich Methoden zur Darstellung von Unterbrechungen in VR bei und disku-
tiere ihre Auswirkungen auf Präsenz und Leistung von Nutzern. Meine Arbeit brachte auch
hervor, dass verschiedene virtuelle Präsentationen von ortsgleichen Kollaborateuren einen
Effekt auf die soziale Präsenz, Leistung und Vertrauen haben.
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Drittens, schließe ich meine Dissertation mit der Untersuchung von Methoden zur Verwal-
tung der Präsenz, sowohl in der physischen als auch in der virtuellen Realität ab. Ich schlage
Systeme und Schnittstellen für den Übergang zwischen den Realitäten vor, die die Benut-
zer in die Lage versetzen zu entscheiden, inwieweit sie sich der anderen Realität bewusst
sein wollen. Schließlich diskutiere ich die Möglichkeit, diesen beiden Realitäten systema-
tisch Sinne zuzuordnen: die visuelle für VR und die auditive und haptische für die physische
Realität. Darüber hinaus stelle ich spezifische Design-Richtlinien zur Verfügung, wie diese
Erkenntnisse genutzt werden können, um VR-Anwender auf physische Grenzen und Hin-
dernisse aufmerksam zu machen.
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Introduction
Research on head-mounted displays (HMDs) for virtual reality (VR) has seen a rise in in-
terest since the launch of affordable HMDs for consumers in 2016 by Oculus and HTC.
Although the concept of HMDs has been around since Sutherland’s introduction of the “The
Sword of Damocles” in 1968 [54], until recently, it was predominantly used in research labs.
With this shift from lab to consumer product has come the opportunity to use HMDs in
novel ways: Museums have implemented VR experiences that enable users to experience
situated artifacts more immersively or visit from the comfort of their home; industries use
it as a cheap and quick alternative for prototyping designs; and marketers can create a more
realistic understanding of products they are promoting (e.g. tourism, cars). In any of these
and similar situations, VR serves as an extension to existing physical screens – PC or mobile
phone – providing a more immersive experience with a wider field of view.
As VR-enabled HMDs are becoming wireless, they face similar challenges to established
ubiquitous devices such as mobile phones. One such challenge is the disconnect between
the virtual and the physical reality [2], which is heightened with VR-enabled HMDs as
users are separated from the real world mentally as well as visually. In fact, the degree
of perceived separation has established itself as a success measure for VR applications –
commonly referred to as presence [72].
Although switching back and forth between the physical and virtual reality remains a chal-
lenge for established ubiquitous systems (e.g. texting or driving [76]), their limited screen
space enables users to be at least visually aware of both realities. For example, a mobile
phone screen affords users the ability to continuously look up to see when someone is ap-
proaching or to check an unexpected noise. With HMDs, however, this is only possible by
forcing the user to take off their headset, which diminishes presence [72].
A
Figure 1.1: One of the challenges for HCI research with ubiquitous devices was defined as the
enforced disconnection between the virtual and physical reality [2]. This is heightened with
HMDs due to the visual seperation from the physical reality. Users have to take the headset off
in order to respond to incidents in the physical reality, which I aim to overcome by introducing
virtual reality interfaces for seamless interaction with the physical reality.
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To address this challenge, I have created interfaces that enable interaction with the physical
reality without having to take off the headset – which I refer to as seamless interaction with
the physical reality. Rather than disconnecting from one reality to immerse into the other,
the interface’s aim is to support users in being present in VR, while remaining aware of
the physical reality. The overarching research vision that guides this thesis is, therefore, to
reduce this disconnect between the virtual and physical reality.
My research is guided by preliminary exploratory work that I completed to gain deeper
knowledge of users’ understanding of VR in co-located public places. The preliminary ex-
ploration revealed three main foci that form the structure of my thesis: (1) security and
privacy, (2) communication with physical collaborators, and (3) managing presence in both
the physical and virtual reality. Each focus represents a section in my dissertation for which
I identify central challenges and give directions towards overcoming them.
Below I define common terms as used in this thesis, and describe my preliminary exploratory
work in more detail.
1.1 Definitions
In the previous section I introduced the concept of presence, as a subjective measure for
the success of virtual reality experiences. The counterpart to this subjective measure is
immersion, which evaluates the technological capability. As both concepts are variables that
occur throughout my projects, I review them and define the term immersive virtual reality in
the context of this thesis.
Immersion and Presence
Although there are many definitions for both terms, Immersion is generally known as the
objective evaluation of the technological capabilities (e.g. display size; accuracy of head
tracking) [67]. Similarly, presence is a subjective measure of ’the level of realism’ [85].
Questionnaires have established themselves as the main method to measure presence, al-
though there exist alternatives. An overview of definitions and methods for measurement of
presence can be found in [48].
Immersion and presence summarize the quality of a VR experience and therefore contribute
towards users’ mental models of the technology. My research has mostly been with high-
end HMDs, such as the HTC Vive [63] and Oculus [19] headsets. They provide a highly
immersive virtual reality experience compared to low-immersion ones, such as a mobile VR
experience. Although I have also worked with the latter, in the case studies where presence
was a dependent variable, I chose high-end solutions. Despite less immersive devices being
able to induce high presence states, this design choice allowed me to reduce immersion as
an influencing factor and compare overarching results in the discussion section of my thesis.
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Virtual Reality - Many Terms for the Same Concept
Previous work has investigated the meaning of virtual reality and there exist a number of
well-established definitions. In this section I review the most prominent definitions (as they
capture the understanding of VR systems in the scientific community) and define VR in the
context of this thesis.
The terms virtual, virtual reality, virtual world, and virtual environment have been used to
describe similar concepts in and outside of academia.
Originally, the term virtual was used to refer to something that was imaginable but did not
exist in reality, “almost or nearly as described, but not completely or according to strict
definition” [73]. Outside of the research community the term has seen a rise and a shift in
usage in the last decade, presumably due to its usage in context with computers to describe
something that is “not physically existing but made by software to appear so” [73].
Virtual World: Conversely, a virtual world is “a synchronous, persistent network of people,
represented as avatars, facilitated by networked computers,” putting the focus on avatars and
a virtual ecology that continues after the user has already signed out [7]. A well established
example is the virtual world of Second Life [44].
Virtual Reality (VR): The term “reality” is defined as “The state of things as they actually
exist, as opposed to an idealistic or notional idea of them” [73]. From this standpoint, a
virtual reality describes something that is both “not physically existing” and on the other
hand “actually exists,” alluding to the notion that whatever is created in virtual reality may
be perceived as actual reality. Although systems enabling virtual reality had been subject of
research previously, Lanier [49] coined the term virtual reality, typically describing “three-
dimensional realities implemented with stereo viewing goggles and reality gloves”.
Biocca et al. [8] used the term VR to describe a set of virtual reality systems, such as a
window system (e.g. [computer] screen/portal to another world). They referred to the HMD-
based usage as immersive virtual reality. Sherman et al. [71] provide a more recent definition
that combines the above mentioned ideas by calling out four key elements that define VR,
namely “virtual world, immersion, sensory feedback and interactivity.”
Virtual Environment: Ellis et al. [17] used the more conservative term virtual environment
to define the same concept, claiming that by exchanging reality with the more conservative
word environment, user expectations would be better managed. At the point of their publi-
cation, HMDs were not yet able to provide the immersive experience that is possible today.
Milgram et. al [56] proposed the reality-virtuality continuum, where they defined interac-
tions with HMDs to be in virtual environments, with the other side of the continuum defined
as the real environment, or physical reality.
Today the term virtual reality is applied to a number of concepts, often overlapping with
the words world and environment, conceptually as well as in nomenclature. This is also
prominent in my publications, as each paper focuses on an individual subset of prior work,
where one term may be favored over the other.
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For the purpose of this thesis, I adopt Sherman et al.’s definition [8] for virtual reality (VR),
which proposes that the virtual world continuously exists without the user being there. How-
ever, this definition lacks a discussion of the physical reality, whereby the real world also
continues without the HMD user being mentally there. Despite being in conceptual agree-
ment with Milgram’s reality-virtuality continuum [56], I will be referring to the real environ-
ment as physical reality, to enable a differentiation between the physical vs virtual reality.
Observers and Bystanders
Prior work uses different terms when referring to a person that is part of a user experience
but not the user themselves. Observers and bystanders are the most common terms in the
publications that I reference throughout my work. An observer is often someone who has
a negative aim in the scenario [15], so is also referred to as an attacker, because they pose
a threat to the security of the user. Observers have a clear goal of observing the user. In
prior work on ubiquitous computing this same goal applies, however, their intentions are
not harmful to the user. Instead, they are in a social scenario with the user, whereby they
comment on the HMD user’s performance [20] or are affected by the HMD interaction due
to the close proximity [4].
A bystander is someone who does not have an active part in the user experience of the
HMD user. However, bystanders might become involved by accidentally stepping into close
proximity of the HMD user’s VR play area. This may, for example, be other people in a
public space [74, 86] or co-workers in an open office.
As the definitions from prior work overlap, I differentiate them further by defining that ob-
servers are part of the user experience by the end of a user journey; for example, a physical
co-worker who interrupts the HMD user. In contrast, a bystander enters a user journey acci-
dentally but is not part of it [13]; for example, a co-worker who accidentally steps into the
play area and bumps into the HMD user. In the context of my thesis, neither the observer or
the bystander wear an HMD, and both are co-located in the physical reality.
General Reading Guideline As research is a collaborative effort, the majority of my projects
were completed in close partnership with other researchers and students. Throughout the
rest of my thesis, I will be using the scientific “we” when I refer to projects and publications.
This is a common approach for scientific publications.
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1.2 Preliminary Exploration
In the previous section I highlighted the need to investigate virtual reality interfaces for
seamless interaction with the physical reality. I motivated this by prior work; however, in
a user-centered approach, it is vital to explore the details of such a need in form of a field
study with possible users.
RQ0: What is a non-expert’s understanding of virtual reality in co-located settings
and what expectations does a non-expert have towards it?
Contribution. To explore RQ0, we conducted a preliminary exploratory study (N=34)
published in [P1]. We chose public, outdoor spaces (e.g. park, museum front yard) to inves-
tigate users’ mental models, expectations and acceptance of VR with mobile head-mounted
displays (HMDs).
A mental model is a form of belief by users in regard to how a system works, based on
previous experiences and technical background [59, 61]. While mental models of the inter-
net have been largely discovered and leveraged [43, 59, 75], VR still remains unexplored.
Building upon previous work, we chose the following tools to investigate mental models:
First, sketching, which may be used when people have difficulty verbalizing their opinion
and a high variance in technical background is assumed [43, 60]. Poole et al. [64] proposed
to use sketching to uncover mental models of complex technologies, which applies to our
exploration of VR.
Second, the story completion method (SCM) [9]. This tool allows us to capture users’ feel-
ings towards a technology and leave way for imagination and creativity in regards to usage.
Our aim was to explore participants’ desires and experiences beyond popular use cases, such
as gaming. This can only be achieved if a deeper understanding can be gained of what non-
experts are expecting from the technology rather than solely evaluating present technical
understanding. In our story, we used a fictional character named ALEX who had recently
acquired a wireless head-mounted display.
Third, the technology acceptance model (TAM) and adapted social awareness question-
naire [66]. As the adoption rate for VR technology has staggered, not meeting expectations
set by industry leaders, there is a need to evaluate the acceptance of the technology among
non-experts. Davis et al. [77] developed a questionnaire, namely the technology acceptance
model (TAM), that analyses what causes people to accept or reject a technology. Although
there exist a number of variations of the TAM [77, 78], we adopted the original one by Davis
et al. [77] to investigate VR acceptance.
As HMDs are detached devices, envisaged to be used in any social context (e.g. at home with
family and in public with strangers) and due to our assumption that being secluded from the
real world when fully immersed may influence a person’s willingness to use HMDs, we cus-
tomized Rico et al.’s [66] social awareness questionnaire. They reviewed social acceptability
6
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of gestures for mobile interfaces, comparing gestures in different audiences and locations.
As VR usage is also context-dependent and predominantly interacted through gestures, we
customized the questionnaire to investigate perception towards VR usage.
To summarize, building on previous work, we used the following tools: A drawing task [43,
60], the story completion method [9], the technology acceptance model (TAM) [77] and an
adapted social awareness questionnaire [66]. By using different sets of tools, we were able
to obtain a variety of responses. By using the thematic analysis approach for analyzing the
results, we were able to identify a number of themes, beyond technological capability, that
affect a ubiquitous virtual reality user experience. The results of the thematic analysis and
discussion are published in [P1].
Three rephrased themes from [P1] form the basis of my research and inform the structure of
this thesis:
Focus 1 Usable Security and Privacy for VR: Observability of HMD User Interactions
Focus 2 Communication with Co-located Collaborators
Focus 3 Managing Presence in the Physical and Virtual Reality
For each of the foci that were derived from this preliminary exploration, I created research
questions (RQs) that guided my research on seamless interfaces for virtual reality interaction.
In the next sections I will discuss the individual foci as a result of the preliminary exploration,
describe them in the context of prior work, introduce research questions and provide details
on my contribution for addressing each of them.
1.3 Usable Security and Privacy for VR: Observability
of HMD User Interactions
“ALEX is in a completely empty room without
anything and anyone”
(Participant 26)
Preliminary Exploration [33]
Privacy was found to be an unvoiced concern in our preliminary exploration [P1]. As part
of the story completion method, the majority of participants placed their fictional character
ALEX alone in a room, specifically mentioning the door being locked. We found that they
were worried about co-located people and being observed by them. However, observability
through bystanders was not exclusively mentioned in a negative context. The relationship
to the observer paid a role in determining whether it was positive or negative. A close
7
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relationship, for example, in the form of a mother taking off the headset when the user was
scared, resulted in a scary experience turning into a positive one.
As expected, in the majority of stories, ALEX took the HMD off to be aware of the real
world. Although there was no immediate threat in the physical reality, Alex was forced to
do it as the HMD interaction did not afford another option. Note that the see-through option
was not available at the point of the study and thus we could not include it in our exploration.
To enable a seamless interaction in this context, users have to (i) be aware of the physical
reality and (ii) understand what possible [negative or positive] effects observability of HMD
interactions have on them.
In this section I want to introduce our work on the negative aspects of observability, which
is situated within the HCI research area of usable security and privacy. How awareness of
the physical reality may be improved for seamless interactions with HMDs is discussed in
1.5. Positive aspects of observability are covered in section 1.4.
Observability is popularly referred to as shoulder surfing, which refers to a situation when
an attacker observes the screen of a laptop or smartphone user without them knowing. Of
course, the easiest way to do so is outside of the user’s immediate field of view; often from
behind and over their shoulder – see image 1.2.
Prior work has revealed varying types of data that observers are able to retrieve from mobile
devices [15]. Although not always malicious, it leaves the victims feeling uncomfortable
and harassed. Specifically, personal data leakage causes concern. HMDs introduce two
new changes that can exacerbate this: Firstly, they blind the user from the physical reality,
empowering the observer to choose their attack location without limiting themselves to the
back of the HMD user. Secondly, the user interacts by using multiple modalities, such as
gestures, controller clicks and gaze. Thus, the attacker can observe these modalities; instead
of shoulder surfing a physical screen, with keyboard input. So independent of the device,
the goal of research on usable security and privacy is twofold: (a) design usable interactions
that empower the user to take action against possible threats, and simultaneously (b) develop
secure systems to minimize these [23]. To date, there exist limited recommendations for
HMD interactions in this context.
Hence, the first goal of this thesis is to understand what interactions/gestures of an HMD
user can be observed by a bystander.
RQ1 A: Which tasks of an HMD user can be observed by a bystander?
Eiband et al. found that 9% of attacks were on users’ credentials [15]. Stealing login details
through shoulder surfing is predominantly investigated on ubiquitous devices, as users are
able to use them in public places with unknown bystanders. On mobile phones results high-
lighted that shoulder surfing risk is perceived to be low, independent of how high it actually
is [39]. Thus, the risk has to mitigated by the system rather than relying on the user to take
action.
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observer/attacker
user/victim
Figure 1.2: The term shoulder surfing is coined by usable security and privacy research to refer
to situations whereby an attacker observes the screen and input of a user. To increase the success
of their attack this is done behind the back/shoulder of a laptop or a smartphone user, as it is
outside of the user’s field of view. HMD users are blinded from the reality, thus attacking is
possible from anywhere and rather than the physical screen attackers observe gestures, body and
head movements.
This may be done by letting users know when someone is observing them [5] so that they
can take action such as turning the screen away or hiding it with body parts (e.g. hands
over phone screen during pin entry.) It can also be resolved by adapting user input by
providing alternative input modalities such as gaze [1] or novel methods that are difficult
to observe, such as authentication with patterns [83]. However, in the context of HMDs it
is unclear whether prior work on ubiquitous devices can be transferred to VR and whether
novel authentication concepts need to be designed from a usable security perspective.
RQ1 B: How to create and test authentication mechanisms for VR users that are
both usable and secure?
Contribution. To explore RQ1a, this thesis presents a user study that investigated which
tasks and task switches can be observed by bystanders [P5]. Tasks were based on common
tasks that are currently completed on ubiquitous devices, as derived from a preliminary di-
ary study we completed [P5] where participants had to keep a diary about their digital media
usage and respond to pre-defined questions. Based on these results we included five tasks in
our study: Watching a video, typing a text, authenticating, reading a text and 3D manipula-
tion. Eiband et al. [15] found a similar set of tasks as a result of their shoulder surfing risk
study on mobile phones. Instead of 3D manipulation their list included gaming, which we
excluded, as our setup/story was an office environment with architects. We found bystanders
were able to successfully identify both task switches (83%) and tasks (77%) within only a
few seconds of the task switch. We also provide design recommendations (e.g. pointer vs
tapping to increase security) for implementing less observable VR interactions and suggest
concepts that enable privacy in co-located work spaces with HMDs.
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To explore RQ1b, this thesis investigated whether existing authentication methods from
ubiquitous devices, such as PIN and pattern from mobile phones, can be transferred to VR
[P2]. We found that they are comparably usable while being more secure. This is due to the
fact that the attacker has no view of the visual channel within the HMD and observing the
interaction itself was less successful than prior studies on shoulder surfing of mobile phones.
Additional factors that are particular to HMDs were also investigated: a 2D mobile screen
only affords prominent interactions with gestures, whereas the HMD provides additional in-
put modalities, such as a laser pointer. Similarly, VR is not limited by the physical screen
space and thus gives way to explore varying sizes/distances of interfaces for PIN/pattern in-
put and feedback. To investigate the 3D space for authentication, we iteratively designed a
novel authentication mechanism for VR – named RoomLock [P3]. Within this system, par-
ticipants have to select virtual objects that are placed in a three dimensional virtual space as
a password. We found RoomLock to be comparably usable while being more secure than the
transferred solutions from [P2]. Finally, as head and gaze interaction is available on the the
majority of HMDs, we investigated whether we can improve security by implementing it as
an additional input modality within our novel authentication mechanism RoomLock [P4].
We found that although it improves security, it was less usable than the previously tested
input modalities.
1.4 Communication with Co-located Collaborators
“When ALEX took off his headset, he saw that
the [newly seated] neighbour [in his train
compartment] was laughing out loud.”
(Participant 2)
Preliminary Exploration [P1]
In our preliminary exploration, co-located bystanders were frequently mentioned as part of
the story completion method [P1]. In the stories, these co-located bystanders unexpectedly
appeared during the HMD usage, as in the quote from one of our participants mentioned
above. If the bystanders were strangers, this was perceived as a negative surprise. The
results from the social awareness questionnaire, which we also used in [P1], reinforced the
preference for familiar co-located bystanders rather than strangers.
Technology has not only disrupted the way we communicate with distant people, whether it
is colleagues, family or friends, but it has also changed co-located communication. Video
conferencing, short messages and emails allow us to bridge distances, however, they also
make it easier to stay seated in our work chairs instead of walking over to a colleague.
Diefenbach et al. [14] found that placing a smartphone on the table changes the way the user
pays attention and communicates with their social partner. There is extensive research into
how technology has changed the way people interrupt and communicate [55], independent
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of who the owner of the device is vs the bystander. However, in the context of HMDs it is
unclear how bystanders interrupt an HMD user and how to visualize the interruption in VR.
To explore this gap, the second focus of my thesis investigates seamless interruption and
communication between HMD users and bystanders.
RQ2 A: How to support interruptions between HMD users and bystanders?
In a collaborative setting, interruptions occur in order to establish a communication channel
between the interrupter and the interruptee; in our case, the bystander and the HMD user.
In contrast to prior work where both co-located collaborators are in the same reality after
an interruption, here the HMD user is still in the virtual reality unless they take off their
headset. To enable a seamless communication and maintain presence in VR, the HMD user
may leave the headset on to communicate. However, this was found to be disturbing and
made bystanders feel left out [69]. The alternative is for both collaborators to be in virtual
reality, whether with an HMD or with less immersive devices such as a tablet or smartphone.
Gugenheimer et al. created asymmetric VR experiences with co-located players in the phys-
ical reality to foster communication. The latter was equipped with a tablet that acted as a
window to the virtual reality. They found that this solution improved overall enjoyment of
the VR experience for users with and without the HMD [38]. Outside the gaming context,
interaction between co-located collaborators where one is an HMD user has been applied for
training purposes, for example in military or surgery scenarios where it is difficult to practice
in real conditions. However, in these scenarios, the performance and presence of the HMD
user are in the focus rather than the bystander. There exists limited research on the virtual
representation of a co-located physical collaborator/bystander in a mixed reality setting with
VR users. To close this gap, I investigate a number of factors that influence collaboration,
such as trust, performance and social presence.
RQ2 B: How does the virtual representation of a collaborator affect factors that
influence collaboration, such as trust, performance, social presence?
Contribution. To investigate RQ2a our approach was twofold: First, we explored how by-
standers interrupt an HMD user and whether they are capable of observing the HMD user’s
task switches, solely through interpreting their gestures [P5]. We found that bystanders
tended to use voice interruptions during task completion and that repetition improved inter-
ruption behavior, thus showing the capability of interrupting in opportune moments upon
training. Based on these results, we propose interaction concepts that enable bystanders to
choose opportune moments for interruption, for example, the need for prominent vs. subtle
gestures. We also propose concepts that include the layout of the physical reality, whereby
the user is guided to stand facing a specific direction. For example, the user could be posi-
tioned to face the bystander to indicate openness for interruption, or with their back to the
bystander to show that they do not want to be disturbed. This does not affect their VR expe-
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rience but provides subtle cues to the bystander. Second, we conducted a detection response
task study to understand how interruptions may be displayed in VR and to what extent they
affect presence and performance of the VR user [P6].
To explore RQ2b this thesis presents three publications that investigate varying variables
affecting communication between collaborators, such as social presence, spatial presence,
performance and trust. We investigated the effect of collaborator representation in VR on
social presence and performance [P7]. In [P8], we explored how we can measure trust in VR
through a trust game while changing the representation of the players between a robot and
a human. Finally, we explored whether displaying the real-time heart rate of the co-located
collaborators improves presence and performance [P9].
For more details on corresponding publications see Chapter 2 and for an in-depth discussion
on learnings and directions for future work in this area see Chapter 3.
1.5 Managing Presence in the Physical and Virtual
Reality
“being physically present in the real world but
mentally present in the virtual one is a struggle”
(Participant 9)
Preliminary Exploration [33]
Our preliminary exploration confirmed that users struggle to balance their presence in both
realities and fear for their physical integrity/safety [P1]. In the stories, this was verbalized
in the form an unknown bystander but tripping over physical objects was also found to be
worrisome. Similarly, Adams et al. [3] revealed that users’ concerns are “focused on the
physical” rather than on online threats.
The time we spend with digital media has been increasing steadily over the last few years.
In Germany, for example, adults spend nearly four hours per day online [81] and in the USA
it is six hours [45]. Assuming the average person rests or sleeps eight hours a day, we spend
approximately a third of our waking time in some form of virtual reality. Currently, this is
dominated by smartphones and PCs where immersion is influenced by the physical size of
the screen. Other sensory channels, such as audio, may increase the sense of immersion;
however, the visual sense was found to overpower these [84]. HMDs make use of the visual
sense by filling the user’s field of view with a display and providing a more immersive
experience than the ubiquitous systems, and in this way, create unexplored challenges, which
we summarize below.
First, in contrast to HMDs, smartphones afford the user the ability to remain aware of the
physical reality while immersed in the virtual one. For example, a user can look up directions
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on Google Maps while navigating the physical street. Users seem to have learned to balance
their presence between the virtual and physical reality, yet independent of how well they
might perceive they are managing the transition between different realities, it has been found
to have negative effects. Users tend to overestimate their ability to balance their presence
in both realities, which negatively affects the physical integrity and safety of themselves
and bystanders. While many users in the real world overestimate their ability to interact on
their phone whilst driving [6, 65] or walking, leading to accidents and confrontations with
physical objects, [12] this challenge is heightened with HMDs due to the fact that the user is
fully surrounded by a screen and therefore by virtual reality.
Second, blinding the HMD user from the physical reality has a negative effect on social
interactions, as mentioned in section 1.4. Bystanders feel excluded and the introduction of
the HMD was perceived to create a negative social context, where communication is not
warranted [69, 14].
Third, presence is a main measure for the quality of a VR experience. A VR experience
is found to be successful/good if a high level of presence is achieved, to the extent that a
measure of how unaware the user is of the physical reality is often included in common
questionnaires that determine the level of presence [68, 72, 85]. To summarize, we want to
investigate the following research question:
RQ3: How can we support users to be aware of the physical reality while main-
taining their presence in VR?
Contribution. We contribute four studies to investigate this research question [P10-12].
To explore RQ3 we first completed a round of expert interviews to explore what positive and
negative factors affect co-located interaction with HMDs, and how to support or overcome
them. As part of these interviews, we also asked interviewees to identify solutions that
already cater to or have the potential to enable HMD users to seamlessly interact with co-
located bystanders, and what possible novel solutions may look like. Our analysis of factors
and novel vs existing solutions resulted in the seamless transition (SeaT) design space. The
design space acts as a starting point for researchers and practitioners who want to create
systems that enable users to seamlessly transition between realities and in-between states of
realities according to Milgram’s reality-virtuality continuum [56], for example from VR to
augmented virtuality and from physical reality to augmented reality.
In a second study, we iteratively created two exemplary solutions based on novel solutions
and gaps identified in the SeaT design space; namely the sky portal and the virtual phone.
Both are windows to the other reality. The aim was to create solutions that consider all
dimensions of the SeaT design space rather than focusing on particular dimensions. Our
results showed that the sky portal performed worse than the baseline; the see-through ca-
pability of the HTC Vive [11]. However, for the virtual phone condition, performance and
presence was comparable to the baseline, and participants perceived it to be an upgrade to
the baseline. Thus, we argue that participants favor a solution that would enable them to have
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a peek/window into the other reality without completely leaving the one they are currently
in. The first two studies are published in [P10].
In a third study, we explored the inclusion of audio/haptic signals to notify/warn/inform users
about physical borders [P11]. This was motivated by the gap we found in the SeaT design
space of solutions that leverage the audio and haptic channels. Currently, users are warned
about physical borders through their visual channel, such as the built-in grid/mesh solution
in common HMDs [80]. Based on Wicken’s cube which suggests that allocating senses to
varying tasks is possible without a significant increase in cognitive demand, we explored
whether senses can be allocated to specific realities. Thus, while the visual sense is focused
on the virtual reality, the auditory and haptic senses act as indicators for physical borders.
We found sense allocation to be comparable to visual indicators for physical boundaries.
Due to the lack of significance in the results with regards to presence, we can only suggest
that presence is better when senses are allocated. This has to be discussed in future work
and will be discussed further in section 3.
In the fourth and most recent study, we investigated the necessity to display physical borders
in a confined, seated setting, such as the back seat of a car [P12]. Similar to the previous
studies, we wanted to understand whether users wanted to be aware of the real world in a
closed setting with co-located people, such as the driver.
1.6 Summary and Overview of the Thesis
The aim of this thesis is to explore the design interfaces that empower HMD users to seam-
lessly interact with physical reality. Based on preliminary exploratory work on co-located
interaction with HMDs, I present three objectives of this thesis: First, investigating how
interactions for HMD users can be designed to be usable, secure and private; second, in-
vestigating how communication between HMD users and bystanders can be supported; and
third, introducing a design space to conceptualize existing and novel solutions on seamless
transition interfaces and carrying out subsequent studies that supplement gaps in this design
space.
Chapter 2 briefly introduces the publications included in this thesis and clarifies how they
contribute to the overall research aims.
Chapter 3 positions and discusses the results of this thesis with respect to the outlined re-
search questions and highlights areas for future work.
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Publications
Having introduced the main research questions of this dissertation, I will now introduce the
papers included. For a snapshot of these publications and their primary contribution, refer
to table 2.1. This table is meant to support readers in identifying papers relevant to their
interest or topic.
The following sections provide a more detailed overview of the individual papers, structured
by the research questions they were guided by. Each paper is introduced with a short sum-
mary and a preview of the first page(s) of the original publication. In the summary, I rewrote
the paper abstract to detail how it fits with each section’s research question[s].
The original publications and a table that clarifies the contributions of all authors (Table A.1)
are available in the Appendix A.
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2.1 Preliminary Exploration
The first publication [P1] influenced the individual foci and acts as basis for this thesis. We
explored HMD users uncertainties in the context of co-located HMD usage in public places.
It has to be noted here that it was submitted for publication at a later date, although the study
itself was completed at the beginning of my research.
RQ0: What is a non-expert’s understanding of virtual reality in co-located settings
and what expectations does a non-expert have towards it?
[P1] Fearing Disengagement from the Real World
Fearing Disengagement from the Real World
Exploring Non-Experts’ Mental Model and Expectations of Mobile Virtual Reality
Ceenu George
LMU Munich, Germany
ceenu.george@ifi.lmu.de
Julia Schwuchow
LMU Munich, Germany
julia.schwuchow@campus.lmu.de
Heinrich Hussmann
LMU Munich, Germany
heinrich.hussmann@ifi.lmu.de
ABSTRACT
With the adoption of mobile head mounted displays (HMDs)
amongst non-experts outside of lab settings, it becomes in-
creasingly important to understand what factors influence
a holistic mobile virtual reality (MVR) user experience. We
present the results of a field study (N=34), in which we used
three methods - a drawing task, a storytelling exercise, and
the technology acceptance questionnaire (TAM) - to explore
factors, beyond technical capability, that influence the user
experience of HMDs. Our analysis (1) highlights factors that
designers and researchers can adopt to create and evaluate
socially acceptable MVR systems for non-expert users out-
side a lab context, and (2) puts these factors in context with
existing research from industry and academia.
CCS CONCEPTS
• Human-centered computing→ Virtual reality;
1 INTRODUCTION & BACKGROUND
Despite the existence of well-established definitions and eval-
uation criteria for VR in academia, consumers - which we
refer to as non-experts have been forming their own idea of
how mobile VR (mobile VR) systems work and what they
might be good for. Predominantly, VR research has been
done in lab settings with limited co-located users. Moving
HMDs usage outside a lab setting to public places and target-
ing non-experts, creates a new user context. Designing and
evaluating within this context, requires a holistic approach
that considers not only known VR factors, such as presence1,
but also includes RW (RW) factors, such as privacy. We want
1Presence is a subjective measure of ’the level of realism’ [27]. An overview
of definitions and methods for measurement can be found in [9].
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to explore whether factors, such as the latter, are thematized
by non-experts – with none or limited prior experience –
and which additional once are in the minds of the user. Thus,
contrary to prior in-the-wild MVR studies [23], the aim of
this paper is to investigate non-experts’ current understand-
ing, also referred to as mental model [16], and their future
expectations towards MVR, as we believe both to be influenc-
ing the social acceptability and design & evaluation criteria
of HMDs in public settings.
Understanding people’s current mental models of mobile
VR systems is important for system developers so that they
can adapt the language used within and outside of the system
to people’s understanding. For example, design training, on-
boarding and information material appropriately. Moreover,
understanding people’s associations, expectations, dreams
and fears related to MVR can inspire system developers to
explore new and promising design directions. No matter how
people have acquired their current understanding of MVR
systems, it will likely affect (1) if they are willing, hesitant
or excited to use these systems and (2) in which public or
private contexts they would use them.
We present the results and discussion of a field study,
where we conducted semi-structured interviews (N=34) with
the following tools: A drawing task [17], a semi-structured
questionnaire, a storytelling exercise [3], a customized ques-
tionnaire to capture fears and opportunities, technology ac-
ceptance model (TAM) [25] and social awareness [19].
To our knowledge, this paper is the first to explore mental
models and expectations of non-expert MVR users, in order
to obtain factors, beyond technological capability and pres-
ence that enable practitioners and designers to create and
evaluate holistic user experiences.
2 MAIN STUDY
To (i) to investigate non-expert users and (ii) to avoid possible
associations with MVR as an industry and university focused
research tool, we purposely chose public, outdoor spaces to
conduct our study (N=34, female=15).
Methods for Data Collection
This section briefly motivates our multiple-method approach.
A mental model is a user’s understanding in regard to how
a system works, based on previous experiences and technical
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background [14, 16]. While mental models of the internet
have been largely discovered and leveraged [7, 14, 24], MVR
still remains unexplored. We chose the following tools to
investigate mental models: (1) Sketching, which may be used
when people have difficulty verbalizing their opinion and
a high variance in technical background is assumed [7, 15].
Additionally, Poole et al. [17] propose to use it to uncover
mental models of complex technologies, which applies to
MVR. (2)We also include story completion method (SCM),
as expectations in regards to what a technology forebrings
also shed light on users’ understanding of how the it works.
This tool allows to capture users feeling towards HMDs and
leave way for imagination in regards to usage [3].
We motivate our decision to include multiple methods due to
the opportunity this creates to explore participants desires
and experiences beyond known challenges, such as presence.
This can only be achieved if a deeper understanding can be
gained of what non-experts are expecting from the technol-
ogy rather than solely evaluating current mental models.
Procedure
After obtaining consent, participan s were guided through
three se s of tools, namey a drawing and speak out loud
task (DT), a story completion task (SCM), and a technology
acceptance questionnaire (TAM).
DT: First, we asked several introductory questions to ob-
tain demographic data. Then we prompted participants to
define and explain how they thought MVR worked using
paper sketches and thinking aloud.
SCM: In the second part of the study, participants were
asked to write a story continuation for a fictional character
called ’Alex’. The start of the story was provided by the
experimenter, such that Alex was set out to consume his
first MVR experience. In order to support the ideation, an
assistant put a Google Daydream View HMD with a ZTE
Axon 7 on to demonstrate how MVR interaction looked like
from the outside. Additionally, a promotional video for the
HTC Vive was shown to provide an insight into high end
head mounted displays. Then, participants were provided
with the story of the fictional character Alex, who put on
the HMD and started his very first experience in MVR. They
initially had 10 minutes to complete the story.
TAM: In the third part participants had to put the HMD on
and try out three different MVR applications from the Google
app store (Horizons, Wonderglade, Wall Street Journal). They
were chosen to ensure high variance in the interaction possi-
bilities. Each application was shown for one minute. Finally,
a questionnaire probing TAM [25] and social awareness [19]
was completed. The study lasted for 30 minutes.
Limitations. In the SCM, although we chose a unisex nick-
name ’Alex’, the majority of participants completed the story
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Figure 1: A thematic analysis revealed common themes in
the results: Diagram shows the the relative distribution of
themes (inner circle) and sub themes (outer circle). Each par-
ticipant could contribute towards multiple themes.
under the assumption that the character is male rather than
female. The study was completed in Europe, thus the find-
ings may only be applicable to end consumers with a similar
cultural background and access to technology.
3 RESULTS & DISCUSSION
We completed a thematic analysis, with two iterations from
two experimenters – see Fig. 1 for a summary of results.
We will only discuss the most prominent themes. For more
details, please refer to the raw data 2.
Gap between Experts and Non-expert
The source of VR was the focus of multiple stories. VR was
described as "digitally fabricated environment based on previ-
ous RW conditions" by P11 suggesting it to be an imitation of
the RW. A third of participants provided answers that were
of high congruity with the notion of IVR [2], "programmed
images that are supposed to completely surround you" (P15).
There were two sketches that imitated IVR (Fig. 2, D). Two
participants viewed VR as something imaginary, created by
humans: "[...] what I imagine to be reality."(P4). P4 explained
that "everything began in the brain", which she emphasized
in her sketch with an exclamation mark, and described a VR
computer as a means where "you can realize your dreams"
(Fig. 2, A). She stated that you need "a lot of creativity" which
she portrayed as a cloud. (P12) depicted a person as a creator
(Fig. 2, B). He stated that "you need a human first because
without humans it does not make sense" .
2https://syncandshare.lrz.de/dl/fiVF2GJisi6F7pdTntR4zZvP
Summary.With the adoption of mobile head-mounted displays
amongst non-experts outside of lab settings, it becomes in-
creasingly important to understand what factors influence a
co-located VR user experience in public places. We present
the results of a field study (N=34), in which we used three
methods - a drawing task, a storytelling exercise, and the tech-
nology acceptance questionnaire (TAM) - to explore factors,
beyond technical capability, that influence the user experience
of HMDs. Our analysis highlights 4 themes that are in non-
expert users’ minds with regards the usage of HMDs in co-
located, public places.
The first theme is the discrepancy between non-experts’ under-
standing and expectations towards virtual reality vs what the
industry is offering. Prior work highlights that methods, such
as training, can improve acceptability and understanding [22].
Although necessary, I did not focus on this part in my thesis, as
I believe that prior work on ubiquitous systems is transferable
and due to the fact that this theme is highly influenced by the capability of the hardware at
the time of the study. This will be discussed further in section 3.
The other themes form the base for my thesis and are also reflected in the structure of the
sections: (i) privacy as an unvoiced concern, (ii) social interactions with bystanders, and (iii)
managing presence between realities.
George, C., Schwuchow, J., and Hussmann, H. (2019). Fearing Disengagement from
the Real World. In 25th ACM Symposium on Virtual Reality Software and Tech-
nology, VRST ’19, New York, NY, USA. Association for Computing Machinery,
doi:10.1145/3359996.3364273
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RQ Title of Paper and Publication Venue Research Method Primary contribution
[P1] RQ0 “Fearing Disengagement from the Real World” in VRST ’19 Field study with Story Com-
pletion Method and Struc-
tured Interviews (N=54)
Qualitative study that explores how HMD usage for virtual
reality is perceived in co-located public places
[P2] RQ1 B “Seamless and Secure VR: Adapting and Evaluating Established
Authentication Systems for Virtual Reality” in Proc. USEC,
NDSS ’17
Controlled experiment
(N=27)
Evaluating usability and security of PIN/pattern authenti-
cation for virtual reality
[P3] RQ1 B “Investigating the Third Dimension for Authentication in Immer-
sive Virtual Reality and in the Real World” in IEEE VR ’19
Controlled experiment
(N=36)
Development and evaluation of novel authentication mech-
anism RoomLock for VR
[P4] RQ1 B “Using Gaze and Head-pose to improve the Usability and Obser-
vation Resistance of 3D Passwords in Virtual Reality” in AVR 20
Controlled experiment
(N=36)
Evaluation of eye tracking as an alternative input modality
for RoomLock to improve security/observation resistance
[P5] RQ1 + 2 A “Should I Interrupt or Not? Understanding Interruptions in Head-
Mounted Display Settings” in DIS ’19
Observations, Controlled
experiment and structured
interviews (N=40)
Analysis of users’ interruption behavior and their capabil-
ity to recognize HMD users tasks through observation from
the physical world
[P6] RQ2 A “Intelligent Interruptions for IVR: Investigating the Interplay be-
tween Presence, Workload and Attention” in CHI ’18
Adaption of Detection re-
sponse task in VR (N=20)
Evaluation of interruption designs for VR and their effect
on presence, workload and attention
[P7] RQ2 B “Training in IVR: Investigating the Effect of Instructor Design on
Social Presence and Performance of the VR User” in VRST ’19
Controlled experiment
(N=16)
Analysis of the effect that social presence has on perfor-
mance and how to influence this through avatar design
[P8] RQ2 B “Trusting Strangers in Immersive Virtual Reality” in IUI ’18 Adaption of Trust Game and
standartized Trust Question-
naire for VR (N=30)
Discussion on the appropriate method to measure trust in
VR
[P9] RQ2 B “Towards Augmenting IVR Communication with Physiological
Sensing Data" in CHI ’18
Controlled lab study (N=30) Development and evaluation of real-time heart rate visual-
isations for VR for co-located collaborators
[P10] RQ3 “Seamless, Bi-directional Transitions along the Mixed Reality
Continuum: A Conceptualization and Prototype Exploration” in
ISMAR ’20
Interviews (N=20), proto-
type creation and evaluation
(N=36)
Analysis of interviews and solutions to create design space
SeaT for seamless transition concepts. Development and
evaluation of exemplary prototypes based on design space.
[P11] RQ3 “Invisible Boundaries for VR: Auditory and Haptic Signals as
Indicators for Real World Boundaries” in TVCG ’20
Prototype creation and eval-
uation (N=33)
Development and evaluation of audio/haptic boundary sys-
tem for VR
[P12] RQ3 “An Exploration of Users’ Thoughts on Rear-Seat Productivity in
Virtual Reality” in AutoUI’20
Interviews with rear-seat
users (N=11)
Discussion on future research directions
Table 2.1: Overview of publications included in this thesis abbreviated [P1] - [P12] and their
methods and primary contributions.
Publications
2.2 Usable Security and Privacy of VR: Observability
of HMD User Interactions
Our preliminary work highlighted that users were concerned about their security and privacy
when using head-mounted display, due to their secluded vision from the physical reality
[P1]. On the one side they were worried about bumping into physical objects, such as wires.
On the other side, their concern was with regards to [unwanted] observers. This section
discusses papers that contribute towards increasing the understanding of risks associated
with being observed during HMD usage. Specifically, we investigated (i) which tasks can be
observed by a bystander and (ii) how authentication mechanisms can be designed in such a
context.
The first question is summarized in RQ1A and the second question is summarized in RQ1B.
RQ1 A: Which tasks of an HMD user can be observed by a bystander?
Despite observability of HMD users being disadvantageous from a security and privacy per-
spective, it can also be leveraged to support co-located collaborators in identifying opportune
moments to interrupt. Thus, observability can have positive and negative implications from
a user’s perspective. Firstly, from a positive perspective, we hypothesized that similar to
the physical reality, co-located bystanders may be able to interpret whether an HMD user is
available for social interactions or not. For example, in the physical reality we know through
observation whether someone is focused in a specific task or in-between tasks [40, 58] and
thus, we can decide whether to interrupt them or not. Secondly, a negative implication is
when users feel observed during an intimate or private task. Especially, without being able
to see who is observing, as is the case with HMDs for VR. To understand whether observ-
ability is possible with HMDs, we investigated 5 different tasks (read, write, authenticate,
watch a video, 3D manipulation) in the context of interruptions. In [P5] we investigated
whether they are capable of identifying individual tasks solely through observation from the
physical reality. The negative aspects discussed in this publication contribute towards RQ1A
and the positive ones towards RQ2A. Thus, the image of the paper will only be displayed
below, however, within the summary for RQ2A [P5] will be mentioned again without an
image.
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Figure 1. We investigate interruptions of head-mounted display (HMD) users by people not wearing an HMD (bystanders). At the focus of our work we
explore whether bystanders can identify task switches of the HMD user and, hence, opportune moments for interruptions. In particular, we compare 5
tasks in AR (top) and VR (bottom) : authentication (A), reading (B), manipulation (C), typing (D), and watching a video (E).
ABSTRACT
Head-mounted displays (HMDs) are being used for VR and
AR applications and increasingly permeate our everyday life.
At the same time, a detailed understanding of interruptions
in settings where people wearing an HMD (HMD user) and
people not wearing an HMD (bystander) is missing. We in-
vestigate (a) whether bystanders are capable of identifying
when HMD users switch tasks by observing their gestures, and
hence exploit opportune moments for interruptions, and (b)
which strategies bystanders employ. In a lab study (N=64) we
found that bystanders are able to successfully identify both task
switches (83%) and tasks (77%) within only a few seconds of
the task switch. Furthermore, we identified interruption strate-
gies of bystanders. From our results we derive implications
meant to support designers and practitioners in building HMD
applications that are used in a co-located collaborative setting.
Author Keywords
HMD; Gesture; Interruption; Virtual and Augmented Reality
CCS Concepts
•Human-centered computing→ User studies; Mixed / aug-
mented reality; Virtual reality;
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INTRODUCTION
Augmented and Virtual Reality (AVR) is finding its way into
many application areas, including but not limited to archi-
tecture and automotive development [16, 32, 44]. As users
interact in AVR by means of head-mounted displays (HMDs),
they become widely unaware of the real world (RW). This cre-
ates a challenge in situations, where people in the real-world
(bystanders) need to interrupt the user wearing the HMD –
similar to situations in a workspace where colleagues engage
in brief discussions or ask each other for advice. In particular,
the interruption not only impacts on the current task and perfor-
mance, but it also leads to a loss of immersion and presence1.
Building on research in the subfield of interruptions within
HCI we investigate, whether real world bystanders can rec-
ognize what the HMD (AR vs. VR) user is currently doing
without the aid of technology. We are interested in whether
or not humans can tell from observing the behaviour of an
HMD user – such as position, interaction gestures, and head
movements – when they are switching between two tasks.
This knowledge is valuable, as prior research on interruptions
showed that changes in tasks represent an opportune moment
for reducing interruption costs [38, 68]. This presents a chance
for bystanders to approach an HMD user while minimizing any
negative effect of the interruption on their level of immersion
and presence [63, 79] and, ultimately, their productivity.
1Immersion and presence are established terms for measuring the
quality of IVR experiences. Immersion refers to an objective evalua-
tion of the hardware capabilities (e.g., frame rate, field of view) [63,
66], whereas presence describes an individual evaluation of the AVR
experience [46, 63, 66].
When	is	the	best	
time	to	interrupt?	
What	is	he	doing?
Figure 2. Real world view of the HMD user with an HTC Vive, con-
troll rs an headph nes. The bystander, in errupts the HMD user, iden-
tifies tasks and task switches.
Two experimenters conducted the study. One (E1) always
stayed with the VR user while the second one (E2) attend d
to the bystander. We used two rooms, as the individual partic-
ipants had different tasks and thus needed separate introduc-
tions. The main part of the study was completed in the main
room (MR; Figure 2) where the HMD and cameras to record
the study were setup. The econd room (R2) was smaller and
equipped with a table and a video camera. In general, both
participants stayed in the main room and the bystander only
l ft the second room to complete questionnaires.
Introduction
As participants arrived at the lab, we first introduced them to
the topic of the study. In particular, they were then told that
they had to take on the role of co-located architects, working
together on a project, yet were not told about the interruptions.
This setting was chosen based on related work that highlighted
a trend in the architecture [9, 15, 32] and automotive industry,
where HMDs are already in use (cf. Table 1). We showed
them the video cameras and asked them to complete a consent
form. After that they were given the opportunity to familiarize
themselves with the HMD. In particular, they completed a
training, which included working on a number of tasks, closely
resembling the ones we would later use in the observation
study. Participants were taking turns to complete the initial
training and the demographics questionnaire in a separate
room. We then randomly assigned one participant to be the
HMD user and the other one to be the bystander.
The main part of the study was split into two parts, whereby
the second part consisted of two rounds.
Part I
The bystander left the main room with E2. In R2, they were
told that their task was to observe their partner while interact-
ing with the HMD and to interrupt them whenever they wanted
to. In the meanwhile, E1 told the HMD user to complete a
set of 5 tasks 1, while their partner would watch. Once E2 re-
1Note, it was communicated to both participants that tasks are random
and could appear once or multiple times.
turned with the bystander into MR, the session started and the
HMD user put on the HMD. The bystander was first guided
through the room and was then asked to choose a spot any-
where in the room to interrupt the AVR user. The session was
completed as soon as the bystander interrupted the HMD user.
Subsequently, E2 left the room with the bystander to complete
a follow-up questionnaire to capture subjective feedback on
the interruption. Similarly, E1 asked the HMD user to fill out
a questionnaire to collect feedback on how the interruption as
perceived. The aim of the first part was to understand interrup-
tion strategies, why participants chose a specific point in time,
and perception of the interruption.
After completing the questionnaires, participants were pro-
vided with instructions for Part II. The HMD user was again
asked to complete 5 tasks in VR. The bystander was told to
observe the HMD user’s gestures and communicate when they
notice task switches and the identity of the tasks. This is the
first time in the study that they were familiarized with the term
’task switch’.
Part II
Once xperiment r and participants were united again in MR,
th HMD user put on the HMD (rou done). E1 recorded by-
standers’ feedback on task switches and task ide tities on the
tablet. This round finished when all 5 tasks were completed by
the HMD user1. Then, E2 went to R2 with the bystander for
a follow-up structured interview, where they state their confi-
dence in their recognized tasks and task switches and answer
additional questions on observation strategies. Afterwards, we
repeated this part (roundtwo).
Conclusion
Aft r the main parts, both experimenters and participants sat to-
gether in MR to have a semi-structured interview on the study
and their experience as a pair. Participants were compensated
with an Amazon voucher. Each session lasted approximately
45 minutes.
Participants
Overall, we had 62 participants (29 females, avg. age = 27,
SD = 4.4), 30 had corrected to normal eyesight, and one stated
a red-green colour blindness. Participants rated their previous
experience with VR with MD=3 and for AR it was MD=1 (7
point likert scale: 1=very bad, 7=very good) (cf. Table 6).
Limitations
We recruited via a university mailing list. Hence, the majority
of participants were young but had little HMD experience. Yet,
they represent the target group we are designing for. The study
was completed in the western culture with high-end HMDs.
Thus, findings may only be applicable to users with a similar
background and setting.
RESULTS
Results are based on log files from the tablet app, question-
naires, a semi-structured interview and video captures. Note,
numbers are aggregated across both AR and VR condition,
unless there were significant differences that are specifically
pointed out.
Summary. Head-mounted displays (HMDs) are being used
for VR and AR applications and increasingly permeate our ev-
eryday life. We investigate (a) whether bystanders are capable
of identifying HMD users tasks by observing their gestures,
and (b) which strategies they employ. In a lab study (N=64)
we found that bystanders are able to successfully identify both
task switches (83%) and tasks (77%) within only a few seconds
of the task switch. One of the observable tasks was authenti-
cation, which had a 69% success rate. Although, less success-
ful than the average success rate, it highlights a need to in-
vestigate how observable authentication mechanisms are. This
motivated the previously mentioned investigations into authen-
tication mechanisms [P2-P4]. Additionally, we discuss how
designers and practitioners can design non-observable HMD
interactions within a co-located work space.
George, C., Janssen, P., Heuss, D., and Alt, F. (2019). Should I Interrupt or Not? Under-
standing Interruptions in Head-Mounted Display Settings. In Proceedings of the 2019 on
Designing Interactive Systems Conference, DIS ’19, pages 497–510, New York, NY, USA.
Association for Computing Machinery, doi:10.1145/3322276.3322363
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In [P5] we found that authentication tasks are observable and we discussed the need to
investigate this further. This motivated RQ1B, which [P2-P4] contribute towards.
RQ1 B: How to create and test authentication mechanisms for VR users that are
both usable and secure?
We contribute three publications to this question. Firstly, we investigated whether existing
2D authentication mechanisms for ubiquitous systems can be transferred to virtual reality
interactions with HMDs. Secondly, we created a novel authentication mechanism that makes
use of the 3D environment to authenticate, namely RoomLock. Finally, we investigated
whether multi-modal interaction with gaze further improves security.
[P2] Seamless and Secure VR: Adapting and Evaluating Established Authen-
tication Systems for Virtual Reality
Seamless and Secure VR:
Adapting and Evaluating Established Authentication
Systems for Virtual Reality
Ceenu George, Mohamed Khamis, Emanuel von Zezschwitz, Marinus Burger, Henri Schmidt
Florian Alt, Heinrich Hussmann
LMU Munich, Media Informatics Group, Germany
{ceenu.george, mohamed.khamis, emanuel.von.zezschwitz, florian.alt, heinrich hussmann}@ifi.lmu.de
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Abstract—
Virtual reality (VR) headsets are enabling a wide range of new
opportunities for the user. For example, in the near future users
may be able to visit virtual shopping malls and virtually join
international conferences. These and many other scenarios pose
new questions with regards to privacy and security, in particular
authentication of users within the virtual environment. As a first
step towards seamless VR authentication, this paper investigates
the direct transfer of well-established concepts (PIN, Android
unlock patterns) into VR. In a pilot study (N = 5) and a lab
study (N = 25), we adapted existing mechanisms and evaluated
their usability and security for VR. The results indicate that
both PINs and patterns are well suited for authentication in
VR. We found that the usability of both methods matched the
performance known from the physical world. In addition, the
private visual channel makes authentication harder to observe,
indicating that authentication in VR using traditional concepts
already achieves a good balance in the trade-off between usability
and security. The paper contributes to a better understanding of
authentication within VR environments, by providing the first
investigation of established authentication methods within VR,
and presents the base layer for the design of future authentication
schemes, which are used in VR environments only.
I. INTRODUCTION
Virtual Reality has recently become popular amongst
consumers [27], [31] due to the technological advancements
and the increased usability of the latest devices. The latter
is influenced by two developments: Firstly, Head Mounted
Displays (HMDs) such as the HTC Vive and the Daydream
View [36], [37] are readily available for households. Secondly,
these devices allow users to experience a virtual world at their
leisure with a great level of immersiveness [23].
HMDs are ubiquitous devices and high-end models are
striving towards being wireless [2]. Without the physical
connection to the PC, the device becomes a self contained
Fig. 1: We investigate how to create seamless and secure
authentication in VR. In particular, we compare different screen
sizes, input modalities, and password types with regard to
how secure they are against attackers in the real world. The
left image shows a sample view of a [virtual] large display
supporting lock pattern input in VR. The right image shows
a user in the real world, authenticating in this environment
whilst being observed by an attacker. The user is wearing a
head mounted display (HMD) and holding one controller in
each hand to enable interaction in VR.
headset with no external [physical] display. It is no longer
possible to login via keyboard and similarly not obvious who
is logged in when mounting the headset. Furthermore, sharing
them within a household or organization is a sought after
context, thus evolving from a single-user interaction model to
a multi-user one.
Although early adopters of VR have mainly been game
developers, some players in the e-commerce industry are
entering the market [11]. In addition, previous research has
highlighted the need for convenient authentication during
payment [26]. We opted to focus on e-commerce, especially the
authentication process, as the most relevant use case. However,
there are numerous other scenarios where authentication would
be needed, such as telepresence meetings or access to virtual
resources owned by a company. Digital real-time handshakes
may be done through authentication, for example at a virtual
conference, where it will be crucial for the perception of security
to confirm the identity with a known attribute between multiple
subjects in VR. The above points combined with the fact
that users long for a perception of security and trust during
engagement in VR [35], motivate the need for authentication
within the virtual world.
While authentication has been explored for multiple do-
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Fig. 4: The figure illustrates the different [virtual] input surfaces and [virtual] input ethods that we experimented with for
patterns (A, B, C and D) and PIN based interfaces (E, F, G, and H). We covered pointer-based input methods (A, B, E, F),
where a [virtual] laser-like pointer is used to signal input, [virtual] tap-based methods (C, G), in which the user touches the
UI elements with the [virtual] representation of the physical ontroll r held by the user, and finally stylus-based methods (D,
H), wh re the user h d a [virtual] short-range pointer that allows interaction with small [virtual] close-by surfaces. The images
show the [vi tual] p esentati n of the in ut surfaces. The stylus-based methods (D, H) al o show the [vir ual] representation of
the physical controller, in addition to a [virtual] input surface is mounted onto the [virtual] ontroller. The [virtual] avatar is a
mock-up representation of the [physical] participant in each condit on to illustrate the proportional distance to the [virtual] input
surfaces.
60°), and the distance to input modality (β : 3.17m) using the
following formula:
tan(
1
2
×α)×2×β = γ (1)
Participants were able to perform accurate input with both
[virtual] pointers on the large [virtual] surface. Yet, participants
had a preference for the always visible [virtual] pointer. In
addition they found it quite challenging to press two [physical]
buttons concurrently while focusing on the authentication task.
Hence, we decided to exclude the onclick [virtual] pointer
from further investigations. For the main study we defined a
condition: Large/Pointer (Figure 4A,E).
2) Medium Surfaces: Also for medium size [virtual] sur-
faces, participants performed well with both the regular [virtual]
pointer and with the onclick [virtual] pointer. Yet, again, the
onclick feature turned out to be distracting during the main
task of authentication. As a result we decided to use only the
regular [virtual] pointer for the main study. We made similar
observations for [virtual] tap. While the regular [virtual] tapping
could be easily performed, participants struggled to understand
how the [physical] controller can be used in the onclick variant.
Therefore, we chose to use Tap for interaction with medium
size [virtual] surfaces.
Hence we added two more conditions to the main study:
Medium/Pointer and Medium/Tap (Figure 4B,F).
3) Small Surfaces: Participants performed well with the
[virtual] stylus, which is in line with prior research where text
entry with short [virtual] laser pointers was found to be efficient
[14]. However, we found that collisions between [physical]
controllers frequently occurred as participants tried to make a
selection with the [virtual] stylus controller in the dominant
hand on the small [virtual] surface that was attached to the
virtual representation of the controller held in the non-dominant
hand. Hence, we display the [virtual] authentication interface
at a small distance.
This resulted in adding another condition to the main study:
Small/Stylus (Figure 4D,H).
E. Summary and Implications
Based on the results, we defined 8 input methods for the
main study: 4 for PIN and 4 for patterns (see Figure 4).
Since password complexity can influence both usability
(entry time, error rate) and security (observation resistance),
we included passwords in the pilot study, that had a variety
of characteristics. We chose characteristics that were shown to
have an influence on the usability and security of passwords:
Knight Moves, Intersections, and Overlaps. A knight move is a
term used by von Zezschwitz et.al to describe the connection of
two non-neighbouring cells on a pattern grid [51]. In addition
5
Summary. Virtual reality (VR) headsets are enabling a wide
range of new opportunities for the user. For example, in the
near future users may be able to visit virtual shopping malls
and virtually join international conferences. These and many
other scenarios pose new questions with regards to privacy
and security, in particular authentication of users within the
virtual environment. As a first step towards seamless VR au-
thentication, this paper investigates the direct transfer of well-
established concepts (PIN, Android unlock patterns) into VR.
In a pilot study (N = 5) and a lab study (N = 25), we adapted
existing mechanisms and evaluated their usability and security
for VR. The results indicate that both PINs and patterns are
well suited for authentication in VR. We found that the usabil-
ity of both methods matched the performance known from the
physical world. In addition, the private visual channel makes
authentication harder to observe, indicating that authentication
in VR using traditional concepts already achieves a good bal-
ance in the trade-off between usability and security. The paper contributes to a better under-
standing of authentication within VR environments, by providing the first investigation of
established authentication methods within VR, and presents the base layer for the design of
future authentication schemes, which are used in VR environments only.
George, C., Khamis, M., von Zezschwitz, E., Burger, M., Schmidt, H., Alt, F., and Huss-
mann, H. (2017). Seamless and Secure VR: Adapting and Evaluating Established Authenti-
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Figure 1: We study how the third dimension can be leveraged to improve the usability and security of authentication. (A) shows
the sample real world room used for the study. (B) is a replica of the real world room. This screenshot depicts a view of the virtual
scene from the view-point of the user during authentication process. When more than one object is selected, a blue connecting line
appears. (C) is the view from the real world during user authentication in the virtual scene with a HMD, namely the HTC Vive [22].
ABSTRACT
Immersive Virtual Reality (IVR) is a growing 3D environment,
where social and commercial applications will require user authen-
tication. Similarly, smart homes in the real world (RW), offer an
opportunity to authenticate in the third dimension. For both environ-
ments, there is a gap in understanding which elements of the third
dimension can be leveraged to improve usability and security of
authentication. In particular, investigating transferability of findings
between these environments would help towards understanding how
rapid prototyping of authentication concepts can be achieved in this
context.
We identify key elements from prior research that are promising
for authentication in the third dimension. Based on these, we propose
a concept in which users’ authenticate by selecting a series of 3D
objects in a room using a pointer. We created a virtual 3D replica of
a real world room, which we leverage to evaluate and compare the
factors that impact the usability and security of authentication in IVR
and RW. In particular, we investigate the influence of randomized
user and object positions, in a series of user studies (N=48). We
also evaluate shoulder surfing by real world bystanders for IVR
(N=75). Our results show that 3D passwords within our concept are
resistant against shoulder surfing attacks. Interactions are faster in
RW compared to IVR, yet workload is comparable.
Index Terms: Human-centered computing—User studies—;
Human-centered computing—Virtual reality—
1 INTRODUCTION
Head mounted displays (HMD) allow users to experience immersive
virtual reality (IVR) at their leisure. As users start spending more
*e-mail: ceenu.george@ifi.lmu.de
†e-mail: daniel.buschek@ifi.lmu.de
‡e-mail: mohamed.khamis@glasgow.ac.uk
§e-mail: heinrich.hussmann@ifi.lmu.de
time using HMDs, storing personal data on the devices (e.g., credit
card credentials), and using them for social interactions, the need
for seamless authentication in IVR becomes increasingly important.
Our vision for seamless authentication entails entering passwords
when needed during the IVR interaction, such as upon buying a
shopping item. This stands in contrast to all-in-one solutions, such
as entering a password before using the HMD, as previous research
has found the latter to be a poor fit for users’ preferences [14]. This
is especially the case when considering (1) the wireless future of
HMDs as self-contained devices with no additional input hardware,
such as a keyboard and external monitor, for example the Oculus
Go [24], and (2) that taking the headset off leads to a break of
immersion and presence, which would diminish one of the greatest
strengths of this technology.
Similarly, smart homes in the real world (RW), provide an immer-
sive environment, where users can authenticate in 3D. For example,
consider a person entering a room and enabling all ubiquitous tech-
nologies within that room/house by selecting a number of tracked or
digital objects. We regard this as the next step towards embedding
authentication into our natural environment.
Contrary to prior work, which focused on transferring 2D con-
cepts (e.g. PIN) to IVR [10] and smart homes in the RW [15], we
investigate the third dimension for authentication with two research
questions:
R1 How can the usage of special properties offered by the 3D
environment improve usability and security of authentication?
The 3D environment provides an opportunity to increase usability,
by making the authentication concept part of the immersive world,
and to improve security, by utilizing virtual 3D objects as passwords,
which makes it more difficult for a real world bystander to observe
them. Thus, we see a clear need to investigate the third dimension
for authentication.
R2 Can the concept of using 3D objects for authentication be
transferred from VR to a real world setting, for example for smart
homes?
Understanding the transferability of findings between these environ-
ments could help with realizing rapid prototyping of future authenti-
cation concepts.
Table 1: Comparison of post-hoc vs. intermediate attack for the security studies.
Post-hoc vs. Immediate Threat Model
Post-hoc Attack Immediate Attack
Attack mode Video Attack Live Attack
Vide of victim authenticating Access to VR device and software
Tools
Pen and paper Pen and paper
1. View video of RW authentication 1. Interact with RoomLock in VR
2. View video of VR authentication 2. Observe user live in-situAttack model
3. Guess password on pen and paper 3. Guess password on pen and paper
Attack opportunity Unlimited view of authentication videos View authentication thre times
2.2.3 Immersion and Presence in Virtual Reality
Experiences in virtual reality aim to imitate interactions in the real
world, which is also reflected in the way these environments are eval-
uated. Immersion and Presence are two of the key terms used when
describing how well a virtual environment is perceived by users.
This paper follows Slater et al. [25, 28]: immersion is quantified by
quality of the technology, and presence is the users’ subjective per-
ception of how real the virtual world is compared to the real world.
We consider these aspects in several ways: First, high-end HMDs
(e.g., HTC Vive [22]) establish a high level of immersion in our
studies. As we established earlier, this can serve as an advantage, as
it provides a secret channel between the user and the system. How-
ever, based on prior work, which established that users’ g erally
do not notice when being shoulder surfed [8], being immersed may
further increase users unawareness of attackers. Second, presence is
measured to understand how well the virtual world is perceived [2].
Finally, we study the interactions both in IVR and the real orld.
Based on Legge et al. [18], this allows us to gain a deeper under-
standing of how spatial memory, awareness and interaction in these
two environments relate to each other. Furthermore, we argue that
findings from both worlds are necessary to understand whether vir-
tual environments can serve as a testbed for usable security research
in the real world, specifically for rapid prototyping purposes.
2.3 Threat Model
We illustrate the addressed threat models with two scenarios,
whereby both start with the victim using their self-contained HMD,
for example the Oculus Go [24], at home while friends and acquain-
tances are close-by. A possible scenario where the user needs to
authenticate is when, for example, confirming a purchase made in a
virtual store or an in-game purchase, or verifying the user’s identity
when logging into a virtual social network or a player’s account.
2.3.1 Post-hoc Attack
The user cannot see the real world, hence they do not notice that a
bystanders (the attacker) is recording the user as they authenticate.
The recording covers the whole room in the RW, including the
authentication process. The attacker watches the recordings later
to recreate the password. Once the password is found, the attacker
could use the observed password to make in-app purchases by, for
Trigger
TrackpadCA B
Figure 3: (A) displays the view of the HTC Vive controller [22] in the
real world, whereas (B) shows how the controllers are displayed in
the virtual world. There is a one to one mapping between the real and
virtual world, hence all movements are observable in real-time from
the real world. The details of which buttons are used for interaction
during password entry can be seen in (C).
example, logging into the user’s account from a different HMD, or
getting hold of the user’s HMD while it is unattended.
2.3.2 Immediate Attack
Shortly after authenticating, the user takes off the HMD and leave it
temporarily unattended e.g., to grab a glass of water from the next
door room. One of the bystanders in the room picks up the headset
and continues with the game. Whe prompted to authenticate in
order to do an in-app purc ase, attack r enters the password they
had just observed.
3 AN EXAMPLE 3D AUTHENTICATION CONCEPT
To test the above mentioned c ncepts from prior work that would
ben fit from th virtual reality setting, w d veloped an authentica-
tion scheme called RoomLock.
We implemented it using Unity 3D with C#. A HTC Vive con-
troller (Fig. 3) is used for virtual pointing 2.
3.1 Overview
To meet the needs of a knowledge-based authentication concept,
users authenticate by pointing at a pre-defined number of stationary
objects in a virtual room, in a specific order (Fig. 1). In our prototype
and study, a password consists of a list of 4 objects, and a total of 9
objects were available for selection (Fig. 4). The limitless 3D space
in virtual reality, allows both password length and set of objects to
be easily extended. Due to the novelty of the authentication concept
in immersive 3D environments and to limit the time required for
introducing the study to participants, we chose objects based on the
assumption that they are well-known to anyone joining our study,
rather than choosing digital products for smart homes.
3.2 Input Method and Feedback
Object selection requires pointing with a laser and a button press to
avoid unwanted selections of objects placed in the same visual path.
Upon selection of two or more objects, visual feedback in the form
of a blue connecting line appears in the virtual scene. The concept
allows for the same objects to be selected multiple times but not
2Note, at the point of the study, self-contained devices, such as the Oculus
Go [24], were not yet available, thus the study used the HTC Vive but assumes
the interaction without the desktop and keyboard being available.
Figure 4: The first row displays 3D models of the real objects in the
second row. Objects in the first row were used for authentication
in Environmentvirtual whereas the once in the second made up the
password in Environment real.
Summary. Immersive Virtual Reality (IVR) is a growing 3D
environment, where social and commercial applications will
require user authentication. Similarly, smart homes in the real
world (RW), offer an opportunity to authenticate in the third di-
mension. For both environments, there is a gap in understand-
ing which elements of the third dimension can be leveraged to
improve usability and security of authentication. In particular,
investigating transferability of findings between these environ-
ments would help towards understanding how rapid prototyp-
ing of authentication concepts can be achieved in this context.
We identify key elements from prior research that are promis-
ing for authentication in the third dimension and merge them
with out results from [P2]. Based on these, we propose a con-
cept in which users authenticate by selecting a series of 3D
objects in a room using a pointer. We created a virtual 3D
replica of a real world room, which we leverage to evaluate
and compare the factors that impact the usability and security
of authentication in IVR and RW. In particular, we investigate the influence of randomized
user and object positions, in a series of user studies (N=48). We also evaluate shoulder
surfing by real world bystanders for IVR (N=75).
Our results show that 3D passwords within our concept are more resistant against shoulder
surfing attacks compared to 2D mechanism, such as PIN and pattern from [P1]. However,
participants took slightly longer for password creation and entry in RoomLock than the 2D
counterpart. We also found interactions to be generally faster in RW compared to IVR, yet
workload is comparable.
George, C., Khamis, M., Buschek, D., and Hussmann, H. (2019). Investigating the Third
Dimension for Authentication in Immersive Virtual Reality and in the Real World. In
2019 IEEE Conference on Virtual Reality and 3D User Interfaces (VR), pages 277–285.
doi:10.1109/VR.2019.8797862
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[P4] Using Gaze and Head-pose to improve the Usability and Observation Re-
sistance of 3D Passwords in virtual Reality
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Abstract. Authentication has become an important component of Im-
mersive Virtual Reality (IVR) applications, such as virtual shopping
stores, social networks, and games. Recent work showed that compared
to traditional graphical and alphanumeric passwords, a more promising
form of passwords for IVR is 3D passwords. This work evaluates four
multimodal techniques for entering 3D passwords in IVR that consist
of multiple virtual objects selected in succession. Namely, we compare
eye gaze and head pose for pointing, and dwell time and tactile input
for selection. A comparison of a) usability in terms of entry time, error
rate, and memorability, and b) resistance to real world and offline obser-
vations, reveals that: multimodal authentication in IVR by pointing at
targets using gaze, and selecting them using a handheld controller signif-
icantly improves usability and security compared to the other methods
and to prior work. We discuss how the choice of pointing and selection
methods impacts the usability and security of 3D passwords in IVR.
1 Introduction
Recent advances in immersive virtual reality (IVR) using head mounted displays
(HMDs) allow users to shop in virtual stores, visit virtual social networking sites,
and experience highly immersive games. These applications demand authenti-
cation to confirm users’ identity to, for example, perform purchases or log in.
At the same time, HMDs are becoming self-contained wireless devices, without
external input devices such as keyboards [39]. These trends underline the need
for secure and usable authentication that seamlessly integrates into the mobile
and ubiquitous IVR experience.
To appear in the 7th International Conference on Augmented Reality, Virtual Reality
and Computer Graphics (AVR 2020) – Lecture Notes in Computer Science, LNCS
12242, Springer”
Fig. 1. We compare four input techniques for authentication in IVR by selecting a
series of 3D targets. MultimodalGaze and MultimodalHead are the fastest, least error-
prone, and most secure against real world observations. MultimodalGaze is even more
resilient to video observations.
Previous work attempted to transfer authentication concepts from mobile
devices to IVR. For example, George et al. [18] experimented with PINs and
Android lock patterns in IVR. However, they found that by observing the user
during authentication, bystanders in the real world can infer their input [18].
This is a growing threat in the context of IVR with HMDs, in which HMDs
are becoming more immersive and users are blindfolded from the real world –
making it less likely for users to be aware of bystanders. Additionally, the need to
hide IVR users’ interactions from bystanders is exacerbated by the affordance of
mobile HMDs, such as the Oculus Go [39], which are increasingly used in public
settings [19, 35] and can be shared across multiple users in the same household.
A recent more promising solution for authentication in IVR is by using the
handheld controllers to point at virtual 3D objects that make up the password
[16]. While that approach’s adoption of 3D passwords made it more suitable
for IVR, authentication times were relatively long (between 8.58 s and 14.32 s).
They also found that the use of HMD controllers while authenticating is prone
to observation attacks [16, 18]. In the context of 3D authentication for IVR, our
research questions summarize as follows:
R1 Do modalities that are hidden from the bystander, such as gaze- and head-
based interaction, improve security while maintaining usability?
R2 How does multimodal interaction impact usability and observation resis-
tance in IVR?
To this end, we compare: 1) UnimodalGaze: pointing via gaze and selection
via dwell time, 2) MultimodalGaze: pointing via gaze and selection via tactile
input, 3) UnimodalHead: pointing via head-pose and selection via dwell time,
Summary. Authentication has become an important compo-
nent of Immersive Virtual Reality (IVR) applications, such
as virtual shopping stores, social networks, and games. We
showed in [P2] and [P3] that compared to traditional graphical
(pattern) and alphanumeric (PIN) passwords, a more promis-
ing form of passwords for IVR are 3D passwords with Room-
Lock. This work evaluates four multimodal techniques for en-
tering 3D passwords in IVR that consist of multiple virtual
objects selected in succession. Namely, we compare eye gaze
and head pose for pointing, and dwell time and tactile input for
selection. A comparison of a) usability in terms of entry time,
error rate, and memorability, and b) resistance to real world
and offline observations, reveals that: multimodal authentica-
tion in IVR by pointing at targets using gaze, and selecting
them using a handheld controller significantly improves us-
ability and security compared to the other methods and to prior
work from [P3]. We discuss how the choice of pointing and se-
lection methods impacts the usability and security of 3D passwords in IVR.
George, C., Buschek, D., Ngao, A., and Khamis, M. (2020). GazeRoomLock: Using Gaze
and Head-Pose to Improve the Usability and Observation Resistance of 3D Passwords in
Virtual Reality. In De Paolis, L. T. and Bourdot, P., editors, Augmented Reality, Virtual
Reality, and Computer Graphics, pages 61–81, Cham. Springer International Publishing
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2.3 Communication with Co-located Collaborators
In a co-located context, social interactions with collaborators are unavoidable. The commu-
nication channel may be instigated by the HMD user to enquire about events in the physical
reality they cannot see, such as unexpected noises, or by the bystander to ask about a com-
mon project. Independent of who starts the communication, the HMD user is forced to
take their HMD off in order to engage in the conversation. In order to enable a seamless
interaction, our approach was twofold: In RQ1A, we investigated how we can support in-
terruptions. We review this from the point of the bystander as well as the HMD user. After
discussing how communication can be initiated through seamless interruptions, we explore
in RQ2 B how the bystander can be represented in VR and what effects the design choice
has on collaboration factors, such as trust, performance and social presence.
RQ2 A: How to support interruptions between HMD users and bystanders?
I contribute two papers to this research question, namely [P5] and [P6]. [P5] was intro-
duced at the beginning of section 1, due to it discussing positive as well as negative aspects
of observability. The negative aspect contributes to RQ1A, whereas the positive one con-
tributes to RQ2A. As such, I will provide a summary of the positive aspects of observability
that support interruption between co-located collaborators and HMD users in the summary
below.
[P5] Should I Interrupt or Not? Understanding Interruptions in Head-Mounted
Display Settings
Summary. Interruptions are known to affect performance and workload of the person being
interrupted [55]. In the context of head-mounted displays an additional variable is affected,
namely presence. Considering the novelty of this setup, a detailed understanding of inter-
ruptions in settings where people wearing an HMD (HMD user) and people not wearing an
HMD (bystander) is missing. We investigate whether bystanders are capable of identify-
ing when HMD users switch tasks by observing their gestures, and hence exploit opportune
moments for interruptions. In a lab study (N=64) we found that bystanders are able to suc-
cessfully identify both task switches (83%) and tasks (77%) within only a few seconds of
the task switch. Furthermore, we identified interruption strategies of bystanders. Based on
these findings, we discuss how to design HMD interactions, which can be easily recognized
from the physical reality.
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[P6] Intelligent Interruptions for IVR: Investigating the Interplay between Pres-
ence, Workload and Attention
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Abstract
Whereas interruptions is a very active subfield of research
within HCI, as of today interruptions in immersive virtual re-
ality (IVR) have received only little attention. We conducted
a lab study (N=20) with a head mounted display (HMD) to
understand the relationship between presence, workload
and attention in IVR when measuring three virtual interrup-
tion designs. The answer to this question is interesting be-
cause prior research has revealed a positive effect on per-
formance when providing intelligent interruptions, for exam-
ple based on users’ level of attention. Our work launches
research on interruptibility in IVR by investigating (1) the re-
lationship between attention, presence and workload, and
the (2) methods for measuring them in IVR. Our analysis
suggests that a trade-off between presence and attention is
required when designing interruptions for IVR. Our findings
are valuable for researchers and practitioners who want to
collect data on attention, presence and workload in IVR to
inform interruptibility.
Author Keywords
VR; DRT Task; Interruptions
ACM Classification Keywords
H.5.2 [Information interfaces and presentation]: Multime-
dia Information Systems - Artificial, augmented, and virtual
realities
Introduction
Interruptions have been found to disrupt the task at hand,
leading to a loss of overall performance [1, 12]. In the con-
text of IVR there is the added negative effect on the users’
perception of presence and immersion. Although there exist
varying definitions, both terms measure the quality of any
virtual reality (VR) experience. Presence describes a sub-
jective evaluation of how the virtual world is perceived [9]
and immersion is an objective evaluation of the technologi-
cal capabilities (e.g. display size, tracking accuracy).
Figure 1: We measure attention,
presence and workload on three
interruption designs within two
different scenes.
Past work has revealed that there exist opportune mo-
ments, in which the cost of an interruption is reduced [18].
They provide evidence that there are advantages of design-
ing intelligent interruptions by targeting moments with low
workload and attention [4]. Although there exist well estab-
lished methods to measure these human variables in other
domains, such as NASA TLX [6] and iGroupPresence ques-
tionnaire [16], they have not been sufficiently analysed in
the context of IVR with HMD’s. Additionally, correlations
and causalities between these variables, although highly
discussed in real world (RW) literature [7], often remain un-
explored for IVR. Prior work on the interplay between pres-
ence, workload and attention has focused on virtual envi-
ronments [19, 16], however there exists no current evidence
for their appropriateness in IVR with HMDs.
We iteratively designed and developed a prototype that
allows the measurement of attention (through detection
response tasks (DRT)), presence and workload (through
questionnaires) in IVR, while exposed to three virtual inter-
ruption designs across two different scenes (Fig. 1).
We conducted an exploratory lab study (N = 20) with our
prototype, which revealed that a trade-off between pres-
ence and attention (acceptance of VR vs. fast reaction
time) is required when designing interruptions for IVR.
Related Work
Presence and Immersion in IVR
Witmer and Singer [19] define presence as a tool to mea-
sure the "level of realism" compared to the RW. If presence
is high, their so called ’looming effect’ becomes apparent,
whereby users react in the physical world to actions that are
perceived in the virtual world. For example, placing physical
controllers on a virtual table or avoiding moving virtual cars
by stepping aside in the RW [17]. The original list of factors
affecting presence also includes ’immeadiacy of control’,
’multimodal presentation’ [17] and ’broad focus’ [5]. These
factors were used as requirements for the creation of the
scenes for the study prototype.
The most adopted way to measure presence is through
subjective evaluations. In prior work presence was found
to be "something that people can be consciously aware of"
and therefore report on in a post-study questionnaire or
through verbal feedback [10]. Oftentimes, these question-
naires probe the awareness of the RW [19], acknowledging
that RW interruptions decrease presence. Contrary to prior
work, we focus on virtual interruptions, displayed in VR.
A summary of alternative measurements can be found in
[10]. The most relevant alternative measure for the pur-
pose of this paper include findings from [2] who found a
negative correlation between secondary reaction time and
immersion. We don’t explicitly measure immersion, as the
latest HMDs (e.g. HTC Vive) already offer a high level of
immersion, but rather focus on the subjective measure of
presence by using a post-study (IPQ) questionnaire [16].
Attention and Workload in Relation to Presence
A high level of attention results in a high level of presence
[19]. Fontaine [5] also highlights the importance for a ’broad
focus’, thus increased levels of presence are achieved
when the VR scene is perceived as a whole rather than
Summary. In [P5] we found that co-located bystanders natu-
rally interrupt the HMD user by physically tapping the HMD
user on their body or by calling them. This would force the
HMD user to take off their headset, as their physical integrity
is obstructed and presence in VR is weakened. To enable a
seamless interruption in this context (i) the bystander has to
be provided with an alternative way to interrupt, which I dis-
cuss in chapter 3, (ii) and the interruption has to be visualized
in VR. The latter had received only little attention in HCI re-
search at the point of publication of this paper. With this, we
take a first step to close this gap by investigating the interplay
between presence, workload and attention to inform intelligent
interruptions. We conducted a lab study (N=20) with a head-
mounted display (HMD) to understand the relationship between these variables in IVR when
measuring three virtual interruption designs. The answer to this question is interesting, be-
cause prior research has revealed a positive effect on performance when providing intelli-
gent interruptions, for example based on users’ workload. Our work launches research on
interruptibility in IVR by investigating (1) the relationship between attention, presence and
workload and (2) the feasibility of measuring them. Our analysis suggests that a trade-off be-
tween presence and attention is required when designing interruptions for IVR. Our findings
are valuable for researchers and practitioners who want to collect data on attention, presence
and workload in IVR, to inform interruptability.
George, C., Demmler, M., and Hussmann, H. (2018a). Intelligent Interruptions for IVR: In-
vestigating the Interplay between Presence, Workload and Attention. In Extended Abstracts
of the 2018 CHI Conference on Human Factors in Computing Systems, CHI EA ’18, New
York, NY, USA. Association for Computing Machinery, doi:10.1145/3170427.3188686
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Once a communication channel has been established, it becomes necessary to review how
the bystander can be represented in VR to maintain seamless communication between the
HMD user and the physical collaborator. In addition, varying visualizations may have an
effect on factors, such as trust and social presence, that contribute towards collaboration. We
explore these visualizations and factors in RQ2 B and contribute [P7-P9] towards it.
RQ2 B: How does the virtual representation of a collaborator affect factors that
influence collaboration, such as trust, performance, social presence?
[P7] Training in IVR: Investigating the Effect of Instructor Design on Social
Presence and Performance of the VR User
Training in IVR: Investigating the Effect of Instructor Design on
Social Presence and Performance of the VR User
Ceenu George
LMU Munich, Germany
ceenu.george@ifi.lmu.de
Michael Spitzer
LMU Munich, Germany
michael.spitzer@campus.lmu.de
Heinrich Hussmann
LMU Munich, Germany
hussmann@ifi.lmu.de
A B C
D
c1
Figure 1: We tested 3 IRs and 2 tasks: (A) shows the avatar during the memory task - VR user had to memorize a sequence of
button presses, (B) the webcam during the object finding task, and (C) the sound-only design without visual representation of
the instructor. In the object finding task, VR users’ were shown an image (c1) of the object they had to find on the table.
ABSTRACT
We investigate instructor representations (IRs) in the context of
virtual trainings with head mounted displays (HMD). Despite the
recently increased industry and research focus on virtual training
in immersive virtual reality (IVR) , the effect of IRs on the performer
(VR user) has received little attention. We present the results of a
study (N=33), evaluating the effect of three IRs - webcam, avatar
and sound-only - on social presence (SP) and performance (PE) of
the VR user during task completion. Our results show that instruc-
tor representation has an effect on SP and that, contrary to our
assumption based on prior work, it affects performance negatively.
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1 INTRODUCTION & BACKGROUND
Virtual Reality (VR) has established itself as a training tool for use
cases where real world alternatives were found to be too expen-
sive, dangerous and impractical. For example, in military training
for shooting tasks [37] and in the industry to introduce workers
to complex machinery [8, 24]. Many of these scenarios use an
instructor-performer setup. In this type of interaction, the instruc-
tor provides orders to the VR user, the majority of communication
is one-directional - instructor to performer -, and roles are not
interchanged during interaction.
Prior work on instructor-performer tasks investigated instructor
representations (IRs), such as avatars and video, but only within
specific use cases, on a 2D screen (e.g., military) [7, 18, 38] or across
devices with varying degrees of immersiveness (e.g., 2D vs. 3D
representation [1]). It did not evaluate whether different IRs within
the same level of immersiveness (3D vs. 3D), result in differences
with regard to social presence (SP) and performance (PE).
Although, there are varying definitions, generally prior research
refers to spatial presence as a subjective measure of how "real" the
virtual world is perceived in comparison to the real world (RW).
In contrast, immersion is the objective evaluation of the technolog-
ical capabilities of a given VR experience (e.g., field of view)[36].
Similarly, there also exists the concept of social presence, which
measures the perception of interacting face to face with another
real person [4, 20]. Prior work has confirmed that the general ex-
istence of other people in close proximity [27], communication,
awareness and interaction [12] increase SP, however, it has failed to
investigate whether there are differences depending on the design
of the representation and its effects on PE in immersive virtual
reality (IVR) in an instructor-performer scenario.
Selverian et al. analysed the influence of SP and spatial presence
on learning effects – confirming a positive effect [34]. Although,
we do not directly review learning effects, an increase in SP de-
pending on IR, may coherently also shed light on its influence on
VRST ’18, November 29-December 1, 2018, Tokyo, Japan George et al.
PE. The latter has been a recurring topic of research [12, 18, 19, 30],
however, prior work focused on the effects spatial presence may
have on PE rather than solely investigating SP’s effect on PE. The
latter was reviewed by Tauer et al.[40], who analysed the effects of
cooperation and competition on PE, and found that both contribute
positively to it. Similarly, different IRs also enable varying degrees
of cooperation and competition, therefore implying that IR may
have an effect on PE.
Based on the above mentioned gap in prior work on IRs in virtual
trainings and its effect on SP and PE, we completed a user study
(N=33). We present the results and discuss design implications for
future applications. We evaluated three IRs for interaction between
a person in the RW (instructor) and a VR user (performer): (a)
sound-only, (b) avatar and (c) webcam. We let participants complete
two abstract tasks, needing varying requirements on intellectual
abilities. An object finding and a memory task; both resembled to
examples from prior work.
We found conflicting results between participants’ perceived SP
towards IRs and their task PE. Although, communicatingwith visual
representations (e.g., webcam and avatar) of the instructor were
found to be more enjoyable and of high SP, PE was significantly
lower in comparison to the sound-only representation. Our findings
support designers and developers, wor ing on IVR training systems,
to make informed decisions when choosing IRs.
2 DESIGN CHOICES BASED ON PRIORWORK
In order to investigate the influence of IR during interaction in IVR,
we r lied on prior work to create six different types of instructor-
performer sc n rios. To cover a wide variety of repr sentati s and
maximize the generalizability of our findings, we chose thr e IRs
and two types of collaborative tasks (3x2)1.
2.1 Instructor Representation
Research implies that the choice of IR influences success metrics
for interaction in virtual reality, such as SP [10, 15, 28] and task PE
[2, 3, 41]. We focus on instructor-performer interactions, such that
each participant only takes on one role – the instructor, as the main
communicator, and the performer, who mostly acts upon request.
Based on prior work on interaction in IVR, we highlight objects
that the instructor refers to [11] and our implementation allows
head and handmovements that perfectlymimic instructions [14, 17].
We compare two visual [& sound] IRs, namely avatar and webcam,
against a baseline, sound-only IR. Below we detail the influence of
prior work on our choices.
2.1.1 Avatar. A virtual IR that interacts naturally within VR.
Prior work has shown that it increases user engagement [26], sub-
sequently leading to an increased PE [31]. It took the form of a robot,
as prior work confirmed their success in learning applications [22],
the positive effect they have on SP and their ability to manipulate
the world that they are embedded into [21]. The design of the robot
avatar is largely based on the works of Di Salvo et al.[13], who
identified factors, such as eye position and size that increase the
attractiveness. Body movement from the instructor was mapped
1:1 to the avatar, enabling the selection of virtual objects.
1Our intention is not to explore all possible VR scenarios in this preliminary work but
focus on prominent ones based on prior work.
2.1.2 Webcam. In this variant, we rendered the input of a cam-
era, capturing the instructor, on a flat surface in the virtual envi-
ronment. Prior work in video-mediated collaboration suggests that
situating the collaborator in a shared media space, for example a
virtual environment, improves the interaction [39]. Since particle
clouds that render a person’s shape and movement into a virtual
scene, similar to holographic representations [6] and holoporta-
tions [29], have high technological demands, the webcam solution
was found to be a more economically achievable solution for the
foreseeable future. Alghamdi et al. [1] revealed the positive effect
webcam illustrations have on SP when comparing their placement
in 2D monitors vs. HMDs. Bente et al. [7] compared avatar images
against a video representation of the instructor, however they could
not confirm any significant findings in regards to SP.
In line with Greenwald et al.’s finding, we placed the webcam
texture in a fixed place in the environment [14]. They found out
that this placement would allow the webcam texture to be perceived
similar to a television or computer screen- something subjects could
be expected to recognize from real life.
2.1.3 Sound. In this baselin c ndition, the performer communi-
cated with the instructor without visual IR. soundrep was defined to
be a superset of the visual choices, such that incremental differences
due to the visual representations could be measured. Additionally,
soundrep reflects existing instructor-performer scenarios, such as
in the case of helplines, where instructions are provided over the
phone for desktop applications.
2.2 C llaborative Tasks
Based on prior work [20, 32] that suggests the usage of varying
tasks to obs rve the relation of presence and PE, we defined a
memory-heavy and an object finding task. Although there were
differences in how the tasks were performed depending on the IR,
we designed the tasks to be completed in the same manner.
2.2.1 taskmemory. In the memory task, participants were shown
a sequence of button presses which they had to remember. The
first round started with the instructor clicking one button. This
was increased by +1 button for each round with consistent timing
between the button presses. The performer had to repeat the in-
structors actions, after memorizing the sequence. This action was
done repeatedly until the performer made a mistake. In all IRs, the
objects in IVR were highlighted upon mention by the instructor
and when touched by the VR user. This was coordinated by the
instructor through a keyboard for webcamrep and soundrep and
within IVR itself for avatarrep.
2.2.2 taskobject. In the object finding task, the instructor di-
rected the performer to select an object from the table with the
aid of a graphics (Fig. 1, c1)– as quickly as they could. This was
done until 75 objects were selected. Highlighting of VR objects and
instructor coordination was the same as for taskmemory.
Based on the principle of tangible user interfaces [9], we created
synchronized distributed physical objects in the RW (e.g., a physical
yellow button that could be touched, a paper with a green cross on
black paper that could be held up) for the webcamrep (see Fig. 2, B),
which were displayed to the user.
Summary. We investigate instructor representations (IRs) in
the context of virtual training with head-mounted displays.
Despite the recently increased industry and research focus on
virtual training in immersive virtual reality , the effect of IRs
on the performer (VR user) has received little attention. We
present the results of a study (N=33), evaluating the effect of
three IRs - webcam, avatar and sound-only - on social pres-
ence (SP) and performance (PE) of the VR user during task
completion. Contrary to our assumption based on prior work,
our results show that representing the instructor visually has a
negative effect on performance. Instead, for high-performance
scenarios we propose to only include the sound of the instruc-
tor. We also found significant effects on social presence de-
pending on instructor representation. Our results are valuable
for practitioners and designers who are building VR applica-
tions for synchronous teaching between HMD users and phys-
ical collaborators without an HMD.
George, C., Spitzer, M., and Hussmann, H. (2018c). Training in IVR: Investigating the Effect
of Instructor Design on Social Presence and Performance of the VR User. In Proceedings
of the 24th ACM Symposium on Virtual Reality Software and Technology, VRST ’18, New
York, NY, USA. Association for Computing Machinery, doi:10.1145/3281505.3281543
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Figure 1. (A) Robot avatar (B) Human-like avatar (C) VR room for trust game (D) Machine, to send money to trust game partner.
ABSTRACT
Social interactions in immersive virtual reality (IVR) benefit
from more realistic designed avatars whilst head mounted
displays (HMD) are simultaneously offering virtual reality
experiences with improving levels of immersion and presence.
The combination of these developments creates a need to
understand how users remit trust towards avatars in IVR. We
evaluated trust towards two categories of avatars (robot vs.
human-like) in VR by conducting a lab study (N=21) where
participants had to play a trust game (TG) with each avatar. Our
findings highlight that although the trust game revealed equal
trust levels towards both categories of avatars, participants
felt a significant sense of "togetherness" with the human-like
avatar compared to the robot.
Author Keywords
Trust; Avatar; HRI; VR
ACM Classification Keywords
H.5.2 Information Interfaces and Presentation: Multimedia
Information Systems—AR,VR
INTRODUCTION AND BACKGROUND
Immersive virtual reality’s (IVR) potential as medium for
communication and social interactions has been recognized
in research. However, in contrast to video chat, IVR enables
users to socialize with avatars, i.e. representation of oneself
in a virtual environment. Previous work on avatar realism has
highlighted the fact that rich graphics and realistic behaviour,
such as blinking, result in improved social interactions [7] and
co-presence. However, it has also revealed that users believe
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for profit or commercial advantage and that copies bear this notice and the full citation
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co-present avatars to be intelligent systems rather than real
world humans who are represented as avatars [3].
The increasing level of immersion and presence (subjective
measures of how real the virtual world feels) and this uncer-
tainty – not knowing whether one is facing a system or a
human, or making false assumptions about the other’s identity
– may potentially have negative implications for co-presence
and trust, and thus for social interaction in general. Hence,
there is a need to understand whether avatar design on its own
influences the perception of trust and co-presence in IVR.
[R1] How does avatar design impact trust in IVR?
[R2] How can avatar design help users distinguish between
intelligent systems and humans in IVR?
Our research is guided by the above questions, however as a
first step into investigating trust towards avatars in IVR, we
evaluated two categories, namely robot vs. human-like (RvsH).
Previous work in human robot interaction has highlighted the
high level of trust humans have towards robots [4]. Similarly,
in virtual reality human-like characters were found to be less
trustworthy [8].
To measure trust, we relied on three strands of previous work:
Firstly, a trust game that is a quantitative tool, built on the
concept of social dilemmas, which describes situations in
which the individual outcome is in conflict with the shared
group outcome (e.g., prisoners dilemma) [2]. The TG is also
a form of social dilemma, as both players achieve the best
monetary outcome if they trust each other. Trust is measured
by the amount of money the trustor sends the trustee and how
much the latter sends back (asynchronously). Starting money
is provided by the experimenter and the trustor has the option
to (1) walk away with it or (2) gamble it in the TG, as the
money sent to the trustee is trippled when it arrives and the
trustee has to decide how much of it he wants to (1) keep or
(2) send back. Thus, the more the trustor sends the trustee, the
higher the opportunity (and trust) to make money.
In contrast to the original concept, we are only interested in
measuring the perceived trust by the trustor towards the trustee
and are therefore only measuring he initial money sent by the
trustor.
Secondly, trust questionnaires, suc as the interpersonal trust
scale [6] – measuring propensity to trust – and the SOEP [5] –
specifically measu ng trust in strange s.
Thridly, we also measured social presence [1] to understand
whether people perceived a togetherness in the virtual scene.
This paper presents preliminary results of a lab study that used
quantitative - in form of a TG -, and qualitative - in form of
questionnaires - tools, to measure trust towards categories of
avatars (RvsH) in VR.
STUDY
We conducted a within-subjects lab study (N=21, 6 female,
Age: Mean=23.6/SD=3.5) to investigate whether categories of
avatars (RvsH, counterbalanced) influence trust in strangers
in IVR. We measured the amount of money sent during he
TG and completed pre- and post game questionnaires, such as
interpersonal trust, SOEP and social presence.
Apparatus
We built a virtual scene (Fig.1) in Unity that was accessi-
ble with an Oculus Rift and controllers. Two virtual avatars,
human-like and robot, were developed to depict the trustee.
The trustor was always a human-like avatar, however partic-
ipants could only see their avatar’s hands during the entity
of the VR experience. Money was sent through an ATM-like
machi e (Fig.1, D) to avoid body movemen i VR and only
rely on hand gestures.
Procedure
Participants were first asked to sign a consent form and were
then presented with Rotter’s Interpersonal Trust Scale. An
introductory task to the HMD (Oculus Rift) consisting of pick-
ing up and putting down items was used to prepare participants
for the TG. Participants were given 2.5 EUR for each round,
they had to play two rounds (RvsH) of the game and were told
that they were matched with a different random [real world
human] player in another room in each round. However, the
second player was in fact always controlled by an assistant
during the TG who simply returned the amount of money a
participant had sent to maintain a neutral experience for all
participants. Rounds were counterbalanced and introductions
were provided on a screen in VR and verbally prior to enter-
ing the virtual world. After the TG, participants answered the
SOEP and the social presence questionnaire. We additionally
asked them if they believed that they had really played with
another human player or not and whether their behaviour in the
second round had been influenced by the first on a seven-point
Likert Scale. In addition to the money received for playing the
TG, participants were compensated with 5 EUR.
RESULTS AND DISCUSSION
We could not confirm a significant difference between the
amount sent to the human-like (Mean = 6.8, S D = 3.5) vs
robot (Mean = 6.3, S D = 3.4) avatar. This indicates that there
may not be a difference in trust towards these categories of
avatars. A dependent t-test showed a significant difference
(p < 0.05) in the social presence scores between the two cat-
egories, such that human-like (Mean = 4.1, S D = 2.8) was
perceived to create a more intimate level of togetherness in
the virtual world than robot (Mean = 3.1, S D = 4.1). The
variance in scores for robot was high, which reduces the effect
of these results, however this suggests that although partici-
pants sent the same amo nt of money to both categories, they
felt more comfortable when in the presence of the human-like
avatar.
We found no relationship between the trust in strangers, that
the TG measured, and the propensity to trust, which was mea-
sured by the ’Interpersonal Trust Questionnaire’.
CONCLUSION AND FUTURE WORK
This paper presented pr liminary results on the perception
of trust between categories of avatars (human like vs. robot)
in IVR. Trust was evaluated by questionnaires as well as in
form of a trust game, whereby participants had to play against
both categories of avatars. Our preliminary quantitative results
could not confirm a difference in trust between the categories,
however, qualitative findings revealed participant felt more
comfortable in presence of the human-like avatar.
Future work may look into how these results are comparable
to the real world differences between the described categories
(e.g. real world robot vs. human). We argue that there is a need
to obtain an understanding on trust in IVR prior to releasing
connected social and collaborative apps for HMD devices.
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Summary. Social interactions in immersive virtual reality
(IVR) benefit from more realistically designed avatars whilst
head-mounted displays are simultaneously offering virtual re-
ality experiences with improving levels of immersion and pres-
ence. The combination of these developments creates a need
to understand how users remit trust towards avatars in IVR.
We evaluated trust towards two categories of avatars (robot vs.
human-like) in VR by conducting a lab study (N=21) where
participants had to play a trust game (TG) with each avatar.
Our findings highlight that although the trust game revealed
equal trust levels towards both categories of avatars, partici-
pants felt a significant sense of "togetherness" with the human-
like avatar compared to the robot.
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ABSTRACT
Immersive Virtual Reality (IVR) does not afford social cues for communication, such as sweaty palms to
indicate stress, as users can only see an avatar of their collaborator. Prior work has shown that this data
is necessary for successful collaboration, which is why we propose to augment IVR communication
by (1) real-time capturing of physiological senses and (2) leveraging the unlimited virtual space to
display these. We present the results of a focus group (N=7) and a preliminary study (N=32) that
investigate how this data may be visualized in a playful interaction and the effects they have on the
performances of the collaborators.
BACKGROUND
Spoken words are immediately associated with natural communication, however, humans also com-
municate through physiological signals, such as sweaty palms or a red face. In immersive virtual
reality (IVR) with head mounted displays (HMD), these unintentional social cues are currently absent.
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Take Aways for Main Study
A summary of tasks and sketches that were created during the focus group can be found in sidebar 1.
Tasks. We decided to focus on a trainee-trainer scenario for the main study, as it provoked the most
discussion during the brainstorming exercise and the follow-up discussion.
Visualizations. The follow-up discussion highlighted that participants indicated a preference for labels
rather than detailed quantitative information, such as a plot. Additionally, they mentioned that
dynamic data, in form of a beating heart, would be difficult to interpret. "I really think, to identify
the beating heart with the naked eye is hard - you need a while to be able to estimate [...] (P3)." "I
am not able to read anything here, only if the person is alive or dead" (P2). Based on the follow-up
discussion and the low-fi sketches that were produced during the discussion, we decided to test four
traffic-light based visualizations in the main study: (A) Glowing avatar (glow), (B) Avatar with an
aura (aura) (C) Coloured arrows that indicate in which direction the pulse needs to go in order to be
balanced (arrows) and (D) coloured text (low, perfect, high) (text) - see sidebar 2.
Type of Physiological Data. Although not specifically questioned during the focus group, experimenters
observed that the heart rate was a prominent topic when discussing how to visualize physiological
data. As such, heart rate was chosen as dependent variable for the main study.
A
B
C
D
Sidebar 2: Visualizations used for the
main study: (A) aura, (B) glow, (C) ar-
row, (D) text
MAIN STUDY
We completed a within subjects study (N=32, female=8, Age: Mean=25, SD=3.8) to test the effect of
four different physiological-sensing based visualizations on performance in gaming scenarios.
Independent Variables
games: To observe the effect of varying types of interactions and space, four different games were
completed, namely boxing, baseball, archery and dodgeball. Each game lasted 5 min.
visualization: Four visualizations were presented, namely aura, glow, arrow and text - see sidebar 2.
Dependent Variables
We captured participants hear rate (HR) and obtained qualitative data through demographic and
post-study questionnaires (7-point Likert scale: 7=strongly agree). The latter questioned "I felt close
and connected with my partner", "I enjoyed the visualization", "I frequently observed the visualization",
"visualization was easy to understand", and "visualization was useful for the task".
Apparatus
We connected two remote desktops and HTC Vives with Photon Cloud. Each user had to wear a
Polar H7 HR tracker that was sending real-time data to a BLE Antenna on the desktop device. The
Summary. Immersive Virtual Reality does not afford social
cues for communication, such as sweaty palms to indicate
stress, as users can only see an avatar of their collaborator.
Prior work has shown that this data is necessary for successful
collaboration. Thus, we propose to augment IVR communi-
cation by (1) real-time capturing of physiological senses and
(2) leveraging the unlimited virtual space to display these. We
present the results of a focus group (N=7) and a preliminary
study (N=32) that investigate how this data may be visualized
in a playful interaction and the effects the visualisations have
on the performances of the collaborators.
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2.4 Managing Presence in the Physical and Virtual
Reality
In our preliminary work we found that users struggle to balance virtual and physical reality
[P1], because they cannot see one reality while they are in the other. To overcome this
challenge, we propose to include parts of the physical reality in VR.
In their reality-virtuality continuum Milgram et al. [56] define the latter state as augmented
virtuality – an in-between state. In his continuum both ends represent extremes. On one side
is virtual and on the other side physical reality. Inclusion of physical elements into VR is
referred to as augmented virtuality and embedding virtual objects in the physical reality is
named augmented reality.
In this section I present publications [P10-P12] that are concerned with creating and testing
applications that enable HMD users to transition from one state to the other while maintain-
ing their presence.
RQ3: How can we support users to be aware of the physical reality while main-
taining their presence in VR?
[P10] Seamless, Bi-directional Transitions along the Reality-Virtuality Contin-
uum: A Conceptualization and Prototype Exploration
Seamless, Bi-directional Transitions along the Reality-Virtuality Continuum: A
Conceptualization and Prototype Exploration
Ceenu George* An Ngo Tien† Heinrich Hussmann‡
LMU Munich, Germany
Abstract
With head mounted displays, consumers are able to transition from
real world to virtual realities. However, this requires frequent transi-
tions between the two realities to maintain their physical integrity
and awareness of the real world while in the virtual space. We com-
pleted two consecutive studies to investigate the dimensions of a
system that supports seamless transition between realities without
requiring the user to remove the headset. Our results are twofold:
First, based on the the analysis of structured interviews (n=20), we
present a conceptualization of existing solutions (n=37) and novel
ideas (n=9) in the form of a design space. Second, we present the
results of a user study (n=36) in which we tested two exemplary
prototypes that evolved from the design space, called “Sky Portal”
and “Virtual Phone.” Our exploration shows that our “Virtual Phone”
metaphor has the potential to support HMD users in completing bi-
directional transitions along Milgram’s reality-virtuality continuum.
Users are also enabled to complete micro-interactions across the
realities, even without performance loss.
Index Terms: Human-centered computing Mixed / augmented
reality—;——
1 Introduction & Background
In a closed lab setting or private living room, immersive head-
mounted display (HMD) users can manage physical integrity by
defining the play area to avoid physical obstacles, and they can con-
trol who enters the room by locking it. However, moving outside
of these controlled settings into a dynamically changing environ-
ment, such as an open office with co-located bystanders, demands
an increased awareness of the real environment.
We want to amplify this thought by treating both environments
equally, such that the user is aware of the real environment (RE)
while in the virtual environment (VE) and vice versa. We envision
users to do so without taking the headset off – which we refer to as
seamless transition.
A user may, for example, take part in a prototyping session in VE
with remote collaborators, while they are sitting in a shared, physical
office space. In this scenario, they want to be aware of events in
the real environment, such as a colleague approaching or a phone
ringing, and be able to complete micro-interactions, such as looking
up their notes in a book. We want to empower the user to seamlessly
transition – rather than step out by taking the headset off – into RE to
engage with the physical colleague/object, while still being aware/be
part of of the prototyping progress in VE. Our aim is to support the
user to be in both environments at once by treating these equally
and enabling a seamless bi-directional transition. In the context of
this paper bi-directional means that transitions are performed in the
same way in both directions.
*e-mail: ceenu.george@ifi.lmu.de
†e-mail:ed.an.n.tien@campus.lmu.de
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A challenge in this context is one of the quality measures of VE,
namely presence. This term refers to the subjective feeling of being
in VE – frequently measured by how much the HMD user is not
aware of the real environment [58, 71]. At first glance, this seems
contradictory to the idea of being equally present in both environ-
ments; however, we propose to shift the paradigm from striving
towards maximal presence, excluding the real environment, towards
optimal presence, a balanced inclusion of the RE, to maintain physi-
cal integrity and privacy.
Riva et al. [53] first introduced this term to describe a state in
which "biologically and culturally determined cognitive processes
are working in harmony". This is in contrast to maximal presence,
whereby users are immersed in a "story," losing touch of their own
self in the external environment. Ijsselsteijn et al. [33] differentiate
between these two terms by proposing that maximal presence is
what the system is capable of achieving, whereas optimal presence
is what the user needs in a specific context (e.g. not showing their
home during a video call [6]).
Although neither of these authors mention the inclusion of the
RE to achieve optimal presence, we argue that our proposal is in
line with their discussion. Riva et al.’s discussion is framed around
users’ awareness of their self in the external environment whilst
immersing themselves in VE. They explicitly do not differentiate
between the real and virtual environment. We expand on this thought
by suggesting that the management of physical integrity is vital in
order to deepen awareness of the user’s self in both environments.
Similarly, we are in agreement with Ijsselsteijn’s definition that
co-located places demand optimal presence rather than maximal
presence, due to the variability in user (e.g. privacy) and context
(e.g. open office vs lab) needs.
Of course, this paradigm shift means that the user is transitioning
along a continuum rather than from one extreme to the other – VE
to RE or vice versa. Milgram’s reality-virtuality continuum [46]
provides an insight into the transition states that the user can be
in, from VE to augmented virtuality (AV), to augmented reality
(AR), and finally to RE. Notably, Milgram discussed the possibility
of additional in-between states which was investigated by Benford
et al. [4]. We want to explore how transitions between Milgram’s
states can be supported in both directions. Due to the increased
research interest in VEs in the last years, there exist a vast number of
solutions that enable awareness of the RE. Although they all have a
common aim, it is unclear whether they are striving towards optimal
presence as we have defined it. Furthermore, there is a high variance
in user needs, system requirements and the success measures they
use. In light of these uncertainties, there is a need to analyze existing
solutions and identify aspects that contribute towards concepts which
allow HMD users to be in both environments at once without taking
the headset off. We refer to these as seamless transition concepts
(SeaT).
Our work is guided by the following research questions:
RQ1 What dimensions make up a design space for seamless transi-
tion concepts?
RQ2 How do users interact with a seamless bi-directional transition
solution and what effects does such a solution have on factors
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design space, that HMD users can adopt to transition along the MR
continuum [46].
4 Study
We conducted a within-subjects lab study (N=36, female=17) to
understand how participants interact with seamless bi-directional
transition solutions (RQ2). The study adheres to the ethical guide-
lines at our institution.
4.1 Study Design
4.1.1 Setting
To explore the effects of seamless transition between realities, we
chose a search-game setting, whereby participants had to transition
between the real and the virtual world to find virtual and (Fig.5)
physical objects (Fig.4). To enforce bi-directional interactions, ob-
jects were alternated, encouraging the user to transition to the other
environment after successfully finding one object. An object was
deemed as successfully found when the user tapped it with their
controller.
The study took place in a 5×4m2 lab room with cardboard fur-
niture (Fig.2, A1). The virtual room and furniture mirrored the lab
room; however, this was motivated by the need for additional places
to hide physical objects and to test out how participants handled
collisions. The cardboard setup enabled collisions without harming
participants. The name of the object to be searched was always
displayed in VR on a public display (Fig.2, A4/B4) and virtual and
physical objects were equally distributed in the respective rooms.
We had three different layouts for the objects in the virtual and
physical reality, which were counterbalanced across all participants.
4.1.2 Independent Variables
We introduced one counterbalanced independent variable: Exem-
plary prototype, to differentiate between the solutions, namely the
user-triggered virtual phone [VP], the continuous sky portal [SP]
and a baseline see-through camera [B], the built-in front-facing cam-
eras of the HTC Vive Pro. The latter is the current standard to view
the real world without taking the headset off.
4.1.3 Dependent Variables
To understand the effects of seamless transition, we included the
following dependent variables: (a) search_time; the time it took
participants to find the object after it was displayed to them. Virtual
objects were tracked programmatically as they needed to be picked
up with the Vive controller, whereas physical objects were manually
tracked. The experimenter would press a button as soon as the par-
ticipant picked up the physical object. In both cases a success audio
signal would be given to the participant, to mimic as if both had been
Summary. With head-mounted displays for consumers, users
are able to transition from real world to virtual realities. Due to
the visual overpowerment users are mentally immersed in vir-
tual reality and encouraged to believe that they are in another
reality. However, their physical body continues to be exposed
in the physical reality without HMD users being able to see
it. To maintain physical integrity and awareness of the phys-
ical reality in this split state, users are required to frequently
transition between the virtual and physical reality. To investi-
gate the dimensions of a system that supports users in seam-
lessly transitioning between realities, without taking the head-
set off, we completed two consecutive studies. Our results are
twofold: Firstly, based on the the analysis of structured inter-
views (N=20), we present a conceptualization of existing solu-
tions (N=37) and novel ideas (N=9) in form of a design space.
Secondly, we present the results of a user study (N=36), in
which we tested two exemplary prototypes that evolved from the design space, called "Sky
Portal" and "Virtual Phone" . Our exploration shows that our Virtual Phone metaphor has
the potential to support HMD users in transitioning to in-between states along Milgram’s
reality-virtuality continuum [38] without leaving the reality they are currently in. They are
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also enabled to complete micro-interactions across the realities, even without performance
loss. To our knowledge, this is the first publication that investigates bi-directional transition
solutions between realities. Our findings are valuable for researchers and practitioners who
want to create VR solutions that enable users to treat both realities equally.
George, C., Ngao, A., and Hussmann, H. (2020a). Seamless, Bi-directional
Transitions along the Reality-Virtuality Continuum: A Conceptualization and Pro-
totype Exploration. In 2020 IEEE Symposium on Mixed and Augmented Re-
ality. IEEE Computer Society, doi:10.1109/ISMAR50242.2020.00067. "Preprint:
http://www.medien.ifi.lmu.de/forschung/publikationen/detail?pub=george2020seamless"
[P11] Invisible Boundaries for VR: Auditory and Haptic Signals as Indicators
for Real World Boundaries
Invisible Boundaries for VR: Auditory and Haptic Signals as Indicators for
Real World Boundaries
Ceenu George* Patrick Tamunjoh† Heinrich Hussmann‡
LMU Munich, Germany
A B C
Figure 1: We investigate whether audio signals and haptic feedback can act as indicators for real world boundaries, such as objects, walls
and people. In a between subjects lab study (N=33), participants played a game of "the floor is lava" (A). Participants had to maneuver over
tiles and avoid drowning in lava that was white/safe first and would then turn red (B) and finally, into lava. (C) shows the lab setting, where
participants in group A were blindfolded for the first round, to train their senses to respond to audio and haptic signals first, before being
dominated by the visual sense in VR. The red star denotes the place where the cardboard object was introduced.
Abstract
Maintaining awareness of real world boundaries whilst being im-
mersed in virtual reality (VR) with head mounted displays (HMDs),
is a necessity for the physical integrity of the user. This paper ex-
plores whether individual human senses can be allocated to the real
and the virtual world and what effect this has on workload, presence,
performance and perceived safety. We present the results of a lab
study (N=33) where the auditory and haptic sense of participants
was trained to be an indicator for real world boundaries, while their
visual sense was bound to a VR experience with an HMD. Our re-
sults suggests that allocating senses increases workload. However,
while performance is comparable to purely visual indications of
boundaries, sense allocation seems to improve presence. Partici-
pants prefer the signals to be separate or combined subsequently,
depending on the priority and proximity to the boundary. This ex-
ploratory study is valuable for developers and researchers who want
to start including audio and haptic signals as indicators for real world
boundaries.
Index Terms: Human-centered computing—;—
—
1 Introduction
Imagine you are taking a walk along the sea, trying to keep distance
to other walkers, as there is a spreading pandemic going around. You
are happy about the change of scenery and eagerly observe people
and the shore line. While you are walking, your phone rings and
vibrates, indicating that someone is calling you. Without checking
who called, you ignore it, as you do not want to be on the phone right
now. A couple of minutes later, it vibrates again and you understand
that someone sent you a message. You want to know if there is an
urgency so you leave it on but for now, the priority is the walk.
*e-mail: ceenu.george@ifi.lmu.de
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In this scenario, the user’s visual and auditory sense is focused
on the walk until the phone rings and vibrates.
At this point, the visual sense continues its focus on the walk but
the auditory and haptic sense is shifted to the phone. According
to workload theory by Wickens et al. [62], the user is able to do
this effortlessly by allocating individual senses to specific tasks
rather than one sense (e.g. visual) focusing on two different tasks
with the same priority. If the phone interruption would have been
delivered through the visual sense, the user would have to divide
their visual sense to two tasks, namely walking and acknowledging
the call – which would require more mental resources. Wickens
et al. [62] argue that allocating mental resources on two different
tasks is achievable without performance losses when done via two
separate senses.
We want to utilize this theory for immersive virtual reality (VR)
experiences and investigate auditory and haptic signals as indicators
for real world boundaries, such as physical obstacles and people.
The latter is inevitable in a co-located context, such as in an open
office space or a shared living room. Due to the affordance of HMDs,
the visual sense is solely focused on the VR experience, making it
impossible for any user to be aware of real world boundaries.
In this context, the physical integrity/safety and peace of mind of
the user becomes a priority, which is why prior work has reviewed a
number of solutions to incorporate real world boundaries into IVR.
Most prominently, a visual mesh is shown in VR when users are
about to cross the boundary of their predefined play area and to
collide with physical objects in the real world (RW), such as a sofa
or co-located office desks. This solution has two drawbacks: Firstly,
it affects the illusion of being in another reality – commonly referred
to as presence [45, 50, 64]. This is due to the fact that the dominant
visual sense that empowers us to immerse themselves in VR, is also
responsible for maintaining awareness of the RW. Secondly, the
visual mesh requires the user to focus one [visual] sense on two
different tasks, namely (i) interacting in VR and (ii) being conscious
about physical borders (real world boundaries) – which, according
to Wickens et al., results in high workload [62]. It is unclear whether
allocating less dominant senses, such as audio and haptic signals, to
inform about real world boundaries, improves presence in VR and
reduces workload.
Table 1: Overview of procedure for each group. The main part (Part III)
was completed by all three groups. However, the control group (Group C)
completed the main part with the VBS rather than the IBS. The treatment
groups (A and B) received experimental treatments in form of Part I and
Part II.
Group A Group B Group C
Part I - blindfolded
coupling
Part II - au-
dio/haptic coupling
Part II - au-
dio/haptic cou-
pling
no coupling nec s-
sary as no audio/
haptic signals given
Part III - IBS Part II - IBS Part III - VBS
themselves wi h the borders of the play area – whilst being blind-
folded. The borders were signaled to them through audio/haptic
signals in the earphones and haptic feedback from the controllers.
Part II: In the second part, the experimenter took the eye-mask off
but left the headset and the controllers. Again, participants had 3 min
to walk around the room but this time they could see the RW. They
were encouraged to run from one side of the play area to the other,
wh lst testing out the borders of the play area that were signaled to
them through audio and haptic feedback by the IBS.
The aim of the first two parts was to support participants in
coupling their auditory and haptic sense with real world boundaries.
Part III: The third part was split in o ne training round, followed
by four repetition rounds. After completion of each round partici-
pants were instructed to return to the middle of the play area. The
purpose of the first round was to train participants. Participants
passed the training round when they successfully survived the three
cycles of layout changes. A cycle is when the layout of the cubes
changes, such that a pre-designed set of safe cubes turns into l va
cubes, forcing articipants to maneuver between the cubes in order
to not drown in lava. For the fourth and fifth round, we told partici-
pants that we will introduce a cardboard object that will be placed in
the play area. The cardboard object represent an unexpected b und-
ary, such as people walking into a shared office. The object was a
2x1.5x0.5 m cardboard that was placed at a fixed position in each
round. In round 5 the object was placed at the parallel border of the
position it was placed in round 4. Thus, the distance to the other tiles
and the border was the same as in round 4, only mirrored. The object
was signaled to the participants in the same way as the borders of
the play area - through sound and haptic feedback. After completion
of the fourth and fifth round, participants had to complete a NASA
TLX and IPQ questionnaire, as well as semi-structured interview
with the experimenter.
4.2.2 Group B
Participants in this group did not have to do the first, blinded part I.
The rest of the procedure was identical to group A.
4.2.3 Group C
In this condition, participants did not go through part I or II but
only did part III. This was the control group, which received visual
feedback - in form of a virtual mesh - to signal borders of the play
area and the cardboard object. Contrary to group A and B, they did
not receive audio and haptic signals and thus, did not require the first
two parts to couple their auditory and haptic sense with real world
boundaries.
The study lasted between 25-30 min for all groups.
4.3 Participants
We recruited 33 participants, whereby 11 reported to be short- or far-
sighted. Age varied across participants, 18-25 (N=24), 26-33 (N=7),
36-50 (N=2). On a 7-point Likert scale (1=not at all), participants
rated their prior experience with M=2. They were rewarded in form
of an Amazo voucher.
4.4 Limit ions
We cannot differentiate whether the effects stem from the audio or
haptic signals, due to the design of our IBS including both modali-
ties. Although, this was a conscious choice in order to utilize current
state of the rt hardware, it limits our ability to compare our results
with prior work on visual vs audio v haptic signals. Although a sep-
ara ed comparison to prior work is not possible, ou results provide
directions for imple enting audio and haptic signals, independent
of whether this is done combined or separately.
The system itself did not have any [noticeable] haptic or audio
latency when we tested it during development (<7ms). However,
in the concluding interview, 8 participants mentioned that they per-
ceived a latency, an additional two described the audio-feedback to
be "slow". Due to this feedback from participants, we tested our
system latency frequently in-between participant’s sessions. We
wrote a script that started when the signal was initiated program-
matically and stopped upon button click on the controller [by the
experimenter]. These tests confirmed that the majority of signals did
not have an noticeable latency. If a latency was tracked, it varied
between 50 - max. 100ms. In the p st-study latency test of the two
participants that perceived it to be "slo ", we tracked a latency of
max. 350ms. We could not confirm any significant differences in
regard t performanc between the group of users with and without
latency.
We attribute this to two factors: Firstly, the susceptibility to
latency may be different depending on task type. In an active uni-
modal task, s ch as pressing a button, the noticeability threshold
was found to be lower than 70ms [3]. However, our task was a
multi-modal walking/running task, where the latency did not seem
to have an effect on performance. Secondly, our in-between tests
showed that the latency was not consistent and in the majority of
cases it was below 100ms.
Attig et al. [3] mention that "audio feedback should not exceed
100ms if audio-tactile is combined" and Eid et al. [12] suggest the
number to be below 150ms in a multi-modal context. Brungart
et al. [5] investigated head tracker latency and the localization of
audio in VR and did not find an effect on performance below 73ms.
If the sound was continuous it had only had an effect after 243ms.
Performance on visual path tracing tasks in VR only decreased above
a latency of 100ms, although participants noticed the latency as low
as 33ms [13].
In a next iteration we plan to mitigate this issue by using teth-
ered headphones and integrating the generation of the audio signal
natively into the Unity engine. We believe that the way the Unity
engine handles audio playback as a separate thread [56] and our
setup with Bluetooth headphones may have contributed towards the
latency.
5 Results
Results are based on log files from the prototype, the standardized
IPQ and NASA TLX questionnaire; and a semi-structured inter-
view. Visual inspection of the density plot and a Shapiro-Wilk’s
significance test (p > 0.05) confirmed that the data from the IPQ
and NASA TLX questionnaires were normally distributed. All other
data was not normally distributed (p < 0.05), resulting in the usage
of non-parametric tests for statistical analysis.
5.1 Performance
To quantify performance during game play, we measured errors,
breaches and distance and duration of breaches. A Kruskal-Wallis
test showed that, given similar variability, there was a statistically
significant difference of breaches (H(2) = 14.08, p = 0.001) and er-
rors (H(2) = 9.66, p = 0.05) between groups. We noticed during
Summary. Maintaining awareness of real world boundaries
whilst being immersed in virtual reality (VR) with head-
mounted displays (HMDs), is a necessity for the physical in-
tegrity of the user. In this context, this paper investigates
whether human senses can be allocated specifically to the real
and the virtual world and what effect this has on workload,
presence, performance and perceived safety. We present the
results of an exploratory lab study (N=33) where the auditory
sense of participants was trained to be an indicator for real
world boundaries, while their visual sense was bound to a VR
experience with an HMD. The choice of senses, namely audi-
tory and haptic, are derived from our analysis in [P10], where
we highlight in form of the SeaT - design space that there is
limited prior work that reviews how they may be used to indi-
cate real world events. Our results suggests that the allocation
of senses increases workload. However, while performance is
comparable to purely visual indications of boundaries, allocation seems to improve pres-
ence. Participants prefer the signals to be separate or combined subsequently, depending on
the priority and proximity to the boundary. Our findings are a first step towards to explore the
inclusion of audio and haptic signals to increase awareness of the real world. However, the
variance in the data also sheds light on the need for further investigation on the methodology,
specifically which variables act as success measures for a VR application.
George, C., Tamunjoh, P., and Hussmann, H. (2020b). Invisible Boundaries for VR: Au-
ditory and Haptic Signals as Indicators for Real World Boundaries. IEEE Transactions on
Visualization and Computer Graphics, pages 1–1, doi:10.1109/TVCG.2020.3023607
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With current technology, mobile working has become a real trend. With wireless head-mounted displays we could soon even be using
immersive working environments while commuting. However, it is unclear what such a virtual workplace will look like. In anticipation
of autonomous cars, we investigate the use of VR in the rear seat of current cars. Given the limited space, how will interfaces make
us productive, but also keep us aware of the essentials of our surroundings? In interviews with 11 commuters, they generally could
imagine using VR in cars for working, but were concerned with their physical integrity while in VR. Two types of preferred working
environments stuck out in the physical dimension and three information levels for rear-seat VR productivity emerged from our
interviews: productivity, notification, and environment. We believe that the interview results and proposed information levels can
inspire the UI structure of future ubiquitous productivity applications.
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1 INTRODUCTION & BACKGROUND
With cheap and fast transportation, in big cities such as London, nearly half of the work force commutes to work [3].
Commuting time is often considered working time, and in some cases even compensated as such. Hence, commuters
seek to be productive during travel. Prior work found that this also influences their choice of transportation. A train
with sufficient room and a network might be preferred over a car that needs to be driven [7]. In contrast, if the car was
autonomous or a chauffeur-driven "taxi", in which commuters could work in the back seat, their preference may change.
As a proxy for (or intermediate step towards) autonomous cars, we investigate rear-seat passenger productivity.
Some of the prior work suggests that automated driving would not significantly increase passengers’ willingness to do
certain tasks just because they ride in an automated car [5]. However, Lee et al. [6] found that there is a discrepancy
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party
components of this work must be honored. For all other uses, contact the owner/author(s).
© 2020 Copyright held by the owner/author(s).
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Fig. 2. Information Levels for Rear-Seat VR Productivity Applications: environment level (in green), notification level (in orange) , and
productivity level (in blue).
3.3 Information Levels for Rear-Seat VR Productivity Applications
In our interviews, we investigated what incidents users wanted to get notified about, as well as their visions of productive
working environments in VR during transit. In the results, three information levels for rear-seat VR productivity emerged.
Figure 2 illustrates these three information levels we call productivity, notification, and environment.
Productivity level. The innermost level targets VR productivity itself. Using VR at rear seats would offer the user
an opportunity to "dive into the own world of concentration", which means less distraction and more focus on work
compared to nowadays laptop or smartphone usage in cars. We propose to position corresponding UI parts in this
central area, while feedback could also be shown slightly beyond its limits. Restricting UIs to this inner layer avoids
users breaching physical integrity by accidentally hitting the car interior or invading other passengers’ space. The
productivity level also occupies the majority of their cognitive resources.
Notification Level. The middle layer includes all information within the physical restrictions of the rear seat. Partici-
pants pointed out possible downsides of rear-seat VR productivity, such as "invading other passengers’ space" and "lack
of social interaction with other travelers". Based on the interview results, we propose to provide virtual representations
of the physical borders to avoid users hitting the car interior or invading each others’ space. Also, interaction with
other travellers such as a conversation or someone getting on or off is closely related to the physical position. Therefore
we propose to communicate social aspects together with the physical bounds at this level. Finally, the middle layer
also provides opportunities for unobtrusively communicating other, more peripheral information, such as text or email
messages, location and traffic situation, stops ahead, or estimated travel time.
Environment level. As an inherently borderless environment, VR enables different virtual environment types ranging
from a limited space matched with the car interior to the unlimited space (which is hard to find on modern roads). We
Summary. Ubiquitous technologies have enabled mobile
working for everyone. As head-mounted displays are becom-
ing wireless, they can also be used to increase productivity
during transit. However, it is unclear how such an immer-
sive virtual workplace would look like. In anticipation of au-
tonomous cars, we investigate the use of VR in the rear seat of
current cars. Given the limited space, how will interfaces make
us productive, but also keep us aware of the essentials of our
surroundings? In interviews with 11 commuters, participants
reported that they could imagine using VR in cars for produc-
tivity, but were concerned with their physical integrity/safety
while in VR. Similar results were found in my early explo-
ration on co-located usage of HMDs [P1]. Additionally, we
discuss varying types of working environments that may be
used to support focused productivity in rear-seat VR. Finally,
our analysis reveals three information levels for rear-seat VR
productivity, which have emerged from our interviews: productivity, notification, and en-
vironment. These preliminary results highlight the opportunity to transfer results from my
thesis (e.g. interruption display) to unexplored situations, such as the rear-seat of a car.
Li, J., George, C., Ngao, A., Holländer, K., Mayer, S., and Butz, A. (2020). An Explo-
ration of Users’ Thoughts on Rear-Seat Productivity in Virtual Reality. In 12th International
Conference on Automotive User Interfaces and Interactive Vehicular Applications, Auto-
motiveUI ’20, page 92–95, New York, NY, USA. Association for Computing Machinery,
doi:10.1145/3409251.3411732
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2.5 Constraints and Limitations
Although each of my publications has a dedicated limitations section, there are three overar-
ching constraints that I deem noteworthy.
Firstly, the preliminary exploration [P1] that motivated the foci in my thesis, can only be
seen as a snapshot of the current state. Such a study needs to be replicated, as soon as
influencing factors change. Technological improvements, such as the availability of wireless
HMD devices, such as the Oculus Quest, call for the preliminary study to be repeated in order
to understand whether our findings are still applicable and to what extent users perception
has shifted.
Secondly, due to the lack of human and monetary resources, the majority of my studies
(10/12) have been lab-based. Research shows that immersive workspaces are not going
to be established for another 5-10 years [62]. However, as this change is progressing and
HMDs are penetrating the productivity landscape, rather than solely being used for gaming,
I hope to collaborate with users that are already working in co-located settings with HMDs
or seeking to do so. The last publication is an example of one these ongoing efforts.
Thirdly, my studies have mainly had a task-centric approach, which Abowd and Mynatt [2]
assess to be inappropriate for evaluating ubiquitous devices. They state that such an approach
is not suitable, as tasks that users complete in everyday settings greatly vary. Although I
agree that it is difficult to generalise findings from task-centric usability techniques, we have
taken two measures to overcome this critique: Firstly, our work is grounded on a user-centric
field exploration [P1]; focused on the interaction rather than common tasks. Secondly, each
research question has at least one publication where the focus was on user behavior in a
specific scenario [P5] – or on conceptualizing the research area – e.g. SeaT design space
[P10].
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Discussion and Future Work
The main objective of this thesis is to enable seamless interactions with the physical reality. I
presented a preliminary exploration that highlighted themes that were in HMD users’ minds
during co-located VR usage with physical bystanders. These themes translated into three
foci that form the structure of my thesis. For each focus, I developed interfaces and concepts
that allow HMD users to be aware of the physical reality without taking their headset off.
Firstly, I introduced the concept of seamless authentication, whereby users authenticate in
VR without relying on additional devices such as a mobile phone or a PC. After reviewing
the transferrability of existing 2D authentication systems, we developed a novel 3D concept
that we tested with multiple interaction modalities.
Secondly, I investigated seamless communication, which enables bystanders to communicate
with VR users within the 3D environment. I proposed design guidelines for VR interactions
that enable (i) bystanders to choose opportune moments for interruptions and (ii) VR users to
decide how much they want to reveal through their gestures. I provided interruption designs
in VR and discussed their effect on presence and performance. I conducted several case
studies to explore the relationship between virtual representations of co-located collaborators
and collaboration variables, such as presence, performance, trust and social presence.
Thirdly, I presented a design space on seamless transitions [SeaT] to conceptualize existing
and novel solutions that enable HMD users to navigate along the reality-virtuality continuum
without taking their headset off. I developed and tested three interfaces derived from gaps
within the [SeaT] design space. Finally, I investigated the transferrability of my concept on
seamless transitions to a chauffeur-driven car setting with the aim to enable productivity in
VR during transit.
In this final chapter I reflect on my contribution for each focus and discuss it in relation
to prior work. I end the discussion by proposing future research directions for each focus
section.
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3.1 Preliminary Exploration
As technology is advancing and high-end head-mounted displays are becoming ubiquitous,
there is a need to evaluate users’ mental models, expectations and acceptance of VR in co-
located settings (RQ0).
To investigate RQ0, we completed an exploratory field study that revealed common themes
in the minds of potential VR users [P1]. These themes directly translate to the structure of
my thesis.
Focus 1: Usable Security and Privacy of VR: Observability of HMD User Interactions.
Users are concerned about privacy when wearing head-mounted displays, specifically
the fear of being observed.
Focus 2: Communication with Co-located Collaborators. Users found it challenging to
communicate with bystanders due to the inability of VR-enabled HMDs to enable
a view of the real world.
Focus 3: Managing Presence in the Physical and Virtual Reality. Users struggle with man-
aging presence between the real and virtual reality; especially in regard to their physi-
cal integrity.
The following sections discuss each focus in relation to related work and provide directions
for future work.
3.2 Usable Security and Privacy of VR: Observability
of HMD User Interactions
Prior work on usable security and privacy for VR-enabled HMDs is limited. Although there
is extensive research on authentication and shoulder surfing on ubiquitous devices, the trans-
ferrability of the findings to HMDs is unclear; firstly, because HMDs afford a limited or no
view of the physical reality and are thus more prone to shoulder surfing attacks, and sec-
ondly, because interaction in VR is within a 3D environment rather than a 2D environment
it requires varying levels of workload, potentially affecting entry times and error rates.
Table 3.1 provides an overview of my contribution on authentication in VR – see P2-P4.
To give a comprehensive view of the research area, I have added the most prominent related
work that I built upon, in the first row of the table, and follow-up projects by other researchers
in the last row.
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Table 3.1: Overview of authentication mechanisms developed for VR in this thesis [P2-4]. To
my knowledge, my work was the first investigation on usable security in VR. For ease of com-
parison, the first two rows are prior work on popular authentication mechanisms from mobile
phone authentication. Similarly, the last three rows highlight recent related work.
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[83, 46] PIN PR tap 1.50 0.8 97 70 4/10
[82, 83] pattern PR tap 3.14 15 71.4 41 5/9
P2 PIN pointer L** surface 2.57 1.13 18 4/10
PIN pointer M surface 2.38
PIN tap M surface 3.36
Stylus S surface 2.67
pattern pointer L surface 3.0 5.18
pattern pointer M surface 3.18
pattern tap M surface 3.84
pattern stylus S surface 2.87 5/9
P3 RoomLock VR pointer baseline 6.39 2.7 18.5 77.7 4/9
RoomLock VR pointer user random 7.25 12.5
RoomLock VR pointer object
random
14.53
RoomLock PR pointer baseline 4.84
RoomLock PR pointer user random 5.26
RoomLock PR pointer object
random
8.87
P4 RoomLock VR gaze baseline 9.15 15-18
RoomLock VR gaze multi-modal 5.94 10-18
RoomLock VR head baseline 9.56 58
RoomLock VR head multi-modal 5.51 18 -56
[53] PIN 2D cube tap 1.69 8.1 2.22 n/a 4/9
[53] PIN 2D cube gaze 2.39 11.8 0 n/a 4/9
[21]*** LookUnlock PR gaze min.
6.0
n/a 5.9 n/a 4/n/a
*Shoulder Surfing Success
**L, M, S stands for the size of the interface. Details can be found in [P2]
***The usability is based on assumptions, as the paper does not include a usability study.
35
Discussion and Future Work
Tasks and Task Switches are Observable from the Physical Reality (RQ1A)
This thesis revealed that observers are able to guess tasks (77%), such as PIN and pattern
entry, and task switches (83%), solely through observing HMD users’ gestures [P5]. From
a usable security perspective, this means that co-located observers are able to identify when
an HMD user starts to enter a password, even without a view of the virtual reality. Sub-
sequently, the question arises of whether bystanders are able to guess a password solely
through observing the user. In recent work by Adam’s et al. [3] observability was not found
to be a concern. However, this outcome can be warranted to the study design. Contrary
to our preliminary study, where participants were interviewed in public places about future
usage of detached devices, Adams et al. asked them about their own experience. At the point
of their study, HMDs predominantly required a high-end PC-setup which is also reflected in
their demographics data [3].
Transferring Known Authentication Mechanisms to VR Increases Security
While Maintaining Usability (RQ1B)
We know from prior work on smartphones that shoulder surfing success rate is high – 90%
for PINs and 71% for patterns (see Figure 3.1). HMDs naturally hide the virtual display
from bystanders, and thus provide an opportunity to decrease the risk of shoulder surfing.
We conceptualize this affordance and propose seamless authentication, whereby the user
does not need to take off the headset in order to enter their password. At the time of the
study, users had to enter their credentials on the smartphone or an external display in order
to authenticate. This thesis adds an investigation on the transferrability of PIN and pattern
authentication to VR [P2]. Our results highlight that the shoulder surfing success rate is
reduced to 18% by introducing seamless authentication. Additionally, we found pattern
entry to be more usable in VR than in the physical reality. We also provide design guidelines
on input size and interaction modality to balance security and usability.
Using the 3D Environment for Authentication Increases Security (RQ1B)
This thesis adds multiple studies investigating authentication in the 3D environment to in-
crease usability and security, conceptualized in the form of a novel authentication mechanism
named RoomLock [P3, P4]. At first glance, the studies show that authenticating using the 3D
environment increases security while decreasing usability. Similarly, in [P4] we found that
multi-modal interaction with gaze increases security further but it also has a negative effect
on usability. However, usability is commonly measured by combining the variables’ entry
times, error rate and memorability. A closer look at these individual data points, see table
3.1, reveals that although entry times were higher, error rates were lower than for pattern
input and memorability was better than for PIN and pattern input. Entry times were also
influenced by the amount of previous experience that participants had had with the device
and the choice of modality. Considering that smartphones have been part of humans’ every-
day life for more than a decade, it can be assumed that entry times are higher just because
participants are more familiar with it. Future work may review long term learning effects on
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entry times for RoomLock. Follow up studies by other researchers investigated alternative
interaction concepts, such as a Rubik’s cube to enter PINs [53] and RoomLock for AR [21],
called LookUnlock. LookUnlock resulted in higher entry times than in the physical reality,
see Table 3.1, which I attribute to the higher workload associated with mixed reality usage
and the longer dwell times (800ms in RoomLock vs 1500 in LookUnlock ms). The user
has to differentiate physical and virtual objects from each other in order to authenticate. Al-
though entries within the Rubick cube system performed better in regard to entry time, the
password space was smaller than in our study on 2D PIN entry. Additionally, the error rate
was higher than in our concepts.
Transferring Findings on Authentication Mechanisms from the Physical Real-
ity to VR (RQ1B)
The authentication mechanisms investigated in [P2] and [P3] had higher entry times in VR
than their counterparts in the physical reality – see table 3.1 entry times in authentication
types (column “Type”) in VR vs PR. I argue that the higher entry times, compared to PIN
and pattern entry, are the results of the increased workload required to complete interactions
in VR. This is manifested by the imitation study we completed in the physical reality where
participants were significantly quicker than in VR and perceived a lower workload [P3].
Thus, based on the results of my thesis, transferring findings from studies in the physical
reality cannot be directly transferred to VR. We propose to re-test suitable authentication
mechanisms in VR instead of assuming transferrability.
This thesis has highlighted that designing with observability from PR in mind is vital for
usable, secure and privacy aware VR applications. Although I have given specific design
guidelines in regard to size and input modality for authentication mechanisms, further re-
search needs to explore where the exact balance lies between how much of the 3D space can
be leveraged for interaction to decrease observability – security, vs the increase in workload
it requires to make sense of the virtual environment and its effects on entry time/error rate –
usability.
The Right Timing for Usable Security Research for VR
In prior work on usable security for VR Adams et al. [3] interviewed developers and VR
users on the topic of privacy. In contrast to our findings from interviews with non-experts,
their expert users were less concerned about it. Adams found that participants were willing
to give up their privacy for the exclusivity of the VR experience. This phenomenon may be
due to the age range of the participants that took part in that study. Prior work found that
a lower age correlated with the willingness to give up privacy for the exclusivity to be part
of a new tech/app community [50]. Adams’ study showed that developers were concerned
about privacy and saw it as a priority; however, they also felt that VR was not sufficiently
established to be worrying about it yet. This discrepancy is an ongoing challenge for usable
security and privacy research for VR: When is a good time to start research on usable security
for VR? After it has established itself in everyday, co-located situations when we know the
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contexts and tasks that HMDs will be used for, or before, when we have to make assumptions
based on established ubiquitous devices? I argue for the latter, as the industry is pushing for
headsets to become more ubiquitous and used in co-located settings, and thus, research into
usable security needs to occur now. Of course, maintaining ecological validity is challenging
when working with assumptions in regard to future usage. This challenge may be overcome
by regularly repeating the preliminary exploration to investigate whether mental models and
expectations have shifted.
Observable vs Hidden Interactions for Co-located VR Interaction
Although focus 1 in my thesis started by exploring general advantages and disadvantages
of observability, the primary contribution is on authentication mechanisms. Now that we
have revealed what interactions during authentication are observable and what methods by-
standers employ to recognize them, it would be interesting to generalize these findings in the
form of a design space for observable vs hidden interactions. For example, hidden interac-
tions may be subtle, such as pointing to a distant object, or involve minute movements with
the fingers, such as rotating a cube. In contrast, observable gestures may be more visible and
grand, such as tapping on a public screen in VR.
3.3 Communication with Co-located Collaborators
This thesis introduced the concept of seamless communication, which entails interaction
concepts and interfaces that support the HMD user to continue to wear the headset during
communication with bystanders. This thesis contributes towards meeting this challenge by
investigating interruptions and communication channels in co-located settings with HMD
users.
McFarlane and Latorella [55] compiled a taxonomy of human interruption, which I have
adapted to visualize the research agenda for communication with HMD users in co-located
settings – see Figure 3.1. Although there are more recent conceptualizations of interruptions,
I chose McFarlane and Latorella’s taxonomy as (i) it discusses interruptions in general rather
than for a specific device, and (ii) many of the more recent publications are built on their
work.
Figure 3.1 provides a visual overview of the taxonomy from A-F. It highlights in green
the sections that I have contributed towards, and the ones that may be investigated as part of
future work are highlighted in grey. I have included research questions from my publications
in dotted borders, as these are not part of the original taxonomy. I have also excluded the
dimension that conceptualizes human differences, such as age, as I believe that prior results
can be transferred to the context of HMD interruptions. Lastly, I have changed (F) to be the
effect of the “channel of communication" rather than the overall interruption.
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(D) Method of expression
(A) Meaning of interruption
Identify an opportune
moment for interruption
What effects does the choice of
communication channel have and how are
they measured in VR?
How to convey the interruption?
(B) Source of interruption
(C) Method of coordination
(F) Effect of (E)
(E) Channel of communication
Immediate Negotiated Scheduled
Human
Multimodal Sound-only Visual
Performance Presence(Social/Spatial)
Computer
Trust
Why are you interrupting and what is the
length of the interruption?
Through
human
Through
technology
Figure 3.1: McFarlane and Latorella [55] conceived a taxonomy of human interruption, which I
have adapted to visualize the research agenda for communication with HMD users in co-located
settings. The dimensions that I have contributed towards are highlighted in green vs the ones
that may be investigated in future work in grey. Research questions that are part of this thesis
and are added to the original taxonomy are denoted with dotted borders.
HMDs Introduce Three Challenges for Co-located Interruptions (RQ2A)
In [P5] we focused on the (B) human as source of interruption. We investigated which (E)
channels of communication they use if they themselves are the (D) method of expression.
We found that bystanders use different methods to convey interruptions: 62.5% speak, 18.8%
speak & touch, 9.4% touch, 3.1% wave (AR only), and 6.3% did not interrupt (VR only). The
last subset claimed to have felt uncomfortable about interrupting someone who was clearly
deeply engaged with another device. Notably, they chose these methods, despite knowing
that the HMD user was wearing headphones. The challenges these approaches create are
threefold: First, in this context the bystander feels unheard, depending on the volume of the
headphones. Second, they force the bystander to get into close proximity of the user to touch
and interrupt. Third, the HMD creates a setting in which bystanders do not feel like they can
interrupt at all. To overcome these challenges this thesis introduced multiple concepts and
interfaces for seamless communication, whereby the user is not forced to take off the headset
but is given the choice to do so.
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Empowering the Bystander to Choose Opportune Moments for Interruptions
(RQ2A)
First, I investigated whether humans are able to negotiate or schedule ((C) method of co-
ordination) their interruption by observing gestures and user movements [P4]. Thus, if the
interruption is not immediate, users may determine through observation when an opportune
moment is to interrupt. Bystanders may schedule their interruption when the HMD user
is completing a task switch. Additionally, I propose interaction concepts that empower the
HMD user to signal (negotiate) when they do not want to be disturbed, e.g. by providing the
option to move the virtual focus to work with their back to the co-located user.
An overarching question that remains unresolved is the effect of observable or hidden ges-
tures on the collaboration between an HMD user and bystander. This may be evaluated with
qualitative data, such as observations and interviews. However, they may also be quantified
by counting the number of times an HMD user is interrupted over a certain period of time
and how that it is perceived by both parties. It is unclear whether including an HMD user in
a co-located setting decreases overall willingness to communicate with each other. Finally,
similar to prior work on AR interactions [4, 47], social acceptability of these devices needs
to be explored in co-located settings.
My aim was to investigate how the (human) bystanders can be empowered to be a (D) method
of expression themselves; without introducing additional technology. Although we high-
lighted that this has a clear advantage in terms of interruptability, it is unclear what effects
such a non-technological solution has and how it performs in comparison to a technical so-
lution, such as a traffic-light system that informs bystanders about the HMD user’s state. We
explored such systems in participatory focus group sessions [24]. For example, the HMD
user could sense (e.g. through the camera feed) when a bystander was in close proximity. Al-
ternatively, the bystander may be equipped with an interface/technology which can be used
to signal interruptions in VR. However, future work needs to evaluate how such methods
compare to a human-only solution.
Trade off between Response Time and Presence as a Determinant for Interrup-
tion Design (RQ2A)
Second, I investigated how to convey an interruption when the (D) method of expression is
through technology. In [P6] I explored varying interfaces for displaying virtual interruptions
and the effects they had on performance and presence. We found that the textual interruption,
compared to an ambient light and a spot-light, had the most negative impact on presence;
however, participants were also quicker to respond to it. This suggests a trade-off between
the urgency of the interruption and the negative impact on presence.
Once the HMD user has been interrupted by the bystander, the question arises of how to
continue the communication between these two parties and which channel to use. Of course,
the question on how to continue the communication is dependent on multiple factors; most
importantly, the amount of time they are planning to uphold the communication channel
and the type of task to be completed. The extent to which time and task have an effect on
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type of channel for communication may be explored in future work. Although McFarlane
and Latorella [55] created the taxonomy for interruptions, I refer to it mainly to organize
my work on communication. I do not claim that the taxonomy applies to communication
in general, but did find that their dimensions are equally relevant for my contributions on
co-located communication with HMDs.
Third, this thesis adds multiple studies that investigate varying channels for continuous com-
munication in which the (D) method of expression is technology; specifically, virtual repre-
sentations of co-located physical collaborators. This thesis therefore focuses on the (F) effect
the choice of (E) communication channel has on the [other] VR collaborator rather than ex-
ploring how the varying representations such as as their embodiment and performance affect
the represented user.
Trade-off Between Performance and Social Presence as a Determinant for the
Virtual Representation of Collaborators (RQ2B)
In [P5] we found that performance of the HMD user increases when the (E) channel of com-
munication is sound-only from the collaborator. However, we also found that social presence
is the highest when a virtual representation such as an avatar is present. This suggests that
there is a trade-off between performance and social presence. Thus, in situations where per-
formance is vital, such as during surgical training, sound-only may be preferred, whereas in
business meetings, such as sales pitches, social presence may be prioritized.
Augmenting Avatars through Text-Based Visualizations of the Heart Rate Im-
proves Performance (RQ2B)
Next, we explored how to transfer concepts that we know from communication in the phys-
ical reality to the virtual reality. Communication is multi-faceted, and interpreting changes
in the appearance of the collaborator is part of it. For example, parents can judge whether
children are lying by observing where they are looking at and whether they start sweating.
Physiological responses such as this enrich communication, independent of whether we can
control them or not. An increased heart rate may, for example, lead to sweaty palms, which
are not visible during VR communication. In [P9], we explored how to transfer and augment
this concept to VR by developing an interface in which both collaborators saw visualizations
of each other’s real-time heart rate. Thus, in our trainer vs trainee scenario the visualization
was displayed to the other collaborator, and the aim was to adjust one’s own game play to
stabilize the other player’s heart rate. If the heart rate of the trainee was going down, the
trainer had to intensify the game. Similar to [P6], where participants reacted to text quickly,
the text-based design was perceived to be easier to understand than the alternative visualiza-
tions. However, the other visualizations, specifically the color changing avatar, were found
to be more enjoyable and intuitive. The combined results suggest that a text format provokes
high performance due to easier understanding, but alternative visualizations that are embed-
ded in the scene result in a better experience. In a recent study Gosh et al. [36] evaluated
interruption designs and confirmed that text based interruptions resulted in faster reaction
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times. Future work may investigate whether long-term usage of VR increases the suscepti-
bility to embedded visualizations for interruptions and communication and therefore leads
to similar performance as the text alternative. Although visualizations were perceived to be
enjoyable and useful, controlling the other player’s heart beat by adjusting one’s own game
play was found to be difficult. I attribute this to the motoric effort that was required to play
the games while focusing on the heart rate visualization. I propose to transfer this concept
to scenarios where the motoric effort is limited, such as a seated job interview experience.
Villani et al. [79] have highlighted that virtual reality can serve as a training platform for job
interviews. They measured heart rate to evaluate how participants manage anxiety, as this
was found to be a determinant for the success of the hiring decision. Future work may inves-
tigate how heart rate may be displayed in such a context and how it can support applicants
to manage their anxiety.
Trust is Difficult to Measure in VR Due to the Realness of the Virtual Avatar vs
the Ambiguity of who is controlling it (RQ2B)
Finally, we explored the concept of trust (F) between the virtual representation of a co-
located physical collaborator and the HMD user. Taking the headset off and confirming the
identity of the collaborator in the physical reality upon visual inspection disrupts the VR
experience and breaks presence. To enable a seamless interaction, the user has to trust the
virtual representation. Before exploring how trust can be established in such a context, I first
wanted to understand how trust can be measured in VR. This thesis adds an investigation
into methods to measure trust in VR [P8]. Similar to [P7] we found differences in social
presence between the different avatar designs, whereby the human avatar provoked a higher
perception of social presence. Due to the insignificant results, we cannot confirm whether
trust was also higher; however, the trust game suggests that more money was sent to the
human avatar than the robot one. The methods used to measure trust did not lead to results
that were significantly correlated with each other, which we attribute to the high variance
in the data. We believe that this is due to the unclear notion of who the counterpart exactly
was – human or AI. Although we had informed participants at the start of the study that
the avatar was controlled by a human, they voiced confusion about this topic, and it was
unclear whether trust was established with the avatar, and whether or not the human was
controlling the avatar. Throughout my work on RQ1 and RQ2, I have imitated studies across
both realities, as I believe that transferring familiar concepts from the physical reality into
VR facilitates trust in VR. For future work, I propose to imitate the study on trust in robots
vs in humans in the physical reality to understand how the results compare between between
both realities. Although in VR it may be possible to control a human avatar, translating
this mental model of control over avatars to the physical reality would mean that a human
is controlling another human. This would be interesting as it is unclear how the notion of
trust is translated to a robot in the physical reality and – more complex – a human who is
controlled by another human.
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3.4 Managing Presence in the Physical and Virtual
Reality
Managing presence between realities is something humans already do. Ubiquitous systems
have forced us to continuously navigate our attention from the virtual to the physical. When
the virtual reality is limited to a physical screen, this management task seems doable and
users seem to be successfully managing it. HMDs, however, create a new setting, whereby
using one reality forces the user to completely visually give up the other reality. Users are
anxious about giving up virtual reality [16] but how do they handle not seeing the physical
reality? Our preliminary exploration highlighted a discomfort that users experienced about
not being aware of physical threats, such as objects (e.g. cable, chair) or people (unwanted
intruder) [P1]. Popular ubiquitous devices, such as a laptop or mobile phone, allow users to
transition between realities, as the VR only takes up a small part of our visual field. This
is possible through the human visual perception that enables users to focus on the virtual
reality (e.g. smartphone), while remaining aware of the physical reality. However, this is
impossible with HMDs that blind the user from the physical reality – they cannot transfer
their usage patterns from existing ubiquitous devices to HMDs. To overcome this challenge,
I investigated seamless transition concepts that allow users to navigate along the reality-
virtuality continuum without taking their headset off.
Figure 3.2: The reality-virtuality continuum from Milgram et al.’s [56] publication on “merging
real and virtual worlds". In my thesis, managing presence between the outer states (RE vs
VE or virtual reality vs physical reality), involves transitions to in-between states (AR vs AV).
Our concept of seamless bi-directional transitions envisions the transitions themselves to be
completed in the same way, treating both environments equally.
Fig. 3.2 shows the reality-virtuality continuum, where Milgram differentiates between outer
states and in-between ones [56]. Outer states are virtual environment (VE or in the context
of this paper VR) and real environment (RE or in the context of this paper PR). In-between
states are augmented reality and real virtuality, where one of the outer states is augmented
with parts of the other outer state. In the context of my thesis, transitions are possible from
the outer state to the immediate in-between state – which we refer to as partial transitions –
and from the outer state to the other outer state – which we refer to as total transition. Most
importantly, transitions are performed in the same way in both directions, making them bi-
directional.
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Design Space for Seamless Transitions (SeaT) to Conceptualize ExistingWork
and Foster Novel Ideas (RQ3)
This thesis adds a design space [P10] that conceptualizes seamless transition concepts in co-
located settings, namely the SeaT design space. The design space is a result of (a) interviews
with expert (researchers and developers) and novice (gamer) users of VR, and (b) an in-depth
analysis of solutions from prior work. It draws attention to the fact that (i) existing solutions
satisfy one to two dimensions rather than considering all of them equally, and (ii) that the
auditory and haptic senses have been neglected in this context. These two findings form the
direction for the rest of the projects in this section.
Virtual Phone Metaphor Enables Seamless Transitions While Maintaining
Presence (RQ3)
First, it is unclear whether an overarching solution that satisfies all dimensions within the
design space is better than existing solutions. Based on novel ideas from the SeaT design
space, I took a first step towards resolving this uncertainty by iteratively developing two
prototypes for bi-directional transitions. Thus, user transitions could be completed in one
direction (VR to PR), in the same way as in the other direction (PR to VR) [P10]. We
completed a user study with the two prototypes to understand the value of the transition
concepts and how presence is affected. Due to the scope of this thesis, we are only presenting
the most prominent solution from [P10], namely the Virtual Phone metaphor. Metaphors
support users in transferring existing mental models to new contexts. Jamar et al. [42]
define it as “[...] tools we use to link highly technical, complex software with the user’s
everyday environment."
The virtual phone acts as a tangible window to the other reality with which the user can
partially transition to an in-between state in the reality-virtuality continuum – see Figure 3.3.
We envision the user interacting with the other reality by using familiar interaction concepts
on the phone, such as zooming in and tapping to direct attention. Our study showed that
the Virtual Phone metaphor enables micro-interactions in the reality-virtuality continuum
without performance loss. In the Virtual Phone condition participants achieved comparable
presence in VR while using significantly more partial transitions than total ones.
The next step would be to determine how our overarching transition concepts can be com-
pared to existing solutions. This is a challenging quest, as there is no common variable that
is used to measure success. A majority use presence as a dependent variable but I believe
that this is unsuitable, as the questionnaires that evaluate presence are constructed under the
assumption that the less we know about the physical reality, the better the VR experience
is. However, as we found in [P1], with HMDs users seek to be aware of the physical re-
ality in order to maintain their physical integrity and complete micro-interactions, such as
checking who is approaching when they hear a sound. In this context, I argue for separating
the question about physical reality awareness from the overall presence questionnaire and
evaluating them separately. A high awareness of the physical reality might be something
that is perceived to be a positive trait in a ubiquitous context, as suggested by Abowd and
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Figure 3.3: Overview of interaction concepts for virtual phone (A1-4) and sky portal prototype
(B1-4) along Milgram’s continuum [56]. Interactions are completed in the same way in both
directions, enabling bi-directional transitions. The dotted green borders indicate the extent of
how the other reality is embedded [P10].
Mynatt [2]. For example, being notified about changes in the physical reality may increase
trust while maintaining presence in VR.
Audio/Haptic Borders Provide Omni-Directional Feedback on Real Boundaries
While Increasing Workload (RQ3)
Second, motivated by the gap in existing work as revealed by the SeaT design space, this the-
sis adds an exploration into the inclusion of auditory and haptic senses to increase awareness
of the physical reality [P11]. Of course, it is not surprising that auditory and haptic senses
have been neglected, as the HMD predominantly uses our visual perception to create an illu-
sion of a virtual reality. The effort to use auditory and haptic senses to increase awareness of
the physical reality has mainly been on interruptions research [36]. However, prior work has
revealed that users are capable of obtaining different degrees of information from audio and
haptic feedback. Results showed that audio can be used to increase spatial understanding
of the virtual [18] and physical [10] reality. Similarly, Yang et al. [37] showed that haptic
feedback can be delivered in different strengths and even spacing to support navigation on
handheld devices. These research efforts have in common that the visual sense is not over-
loaded with additional information and the user can focus on their primary task, while the
other senses – haptic and audio – can focus on secondary tasks, such as spatial awareness.
Allocating senses to tasks to maintain performance and workload is a well-known concept,
popularly summarized by Wickens et al. [84]. Based on these insights, we developed a sys-
45
Discussion and Future Work
tem that signals physical borders through auditory and haptic signals to HMD users [P11].
Our results revealed that allocating senses to different realities increases workload, perfor-
mance is comparable to purely visual indications of boundaries and there is a tendency for
presence to be better in VR. Participants appreciated the omnidirectional feedback that audio
was able to provide which enabled them to be aware of a wall that was behind them with-
out turning towards it visually. Although this exploration seems like a promising alternative
for visual indicators for physical borders, the increase in workload needs to be investigated
further. Thus, for future work I propose a twofold approach: First, split the haptic and audio
feedback and only leverage one sense to indicate physical borders. Second, the primary task
in VR required a high workload, which may have interfered with the overall workload data.
Both of these approaches should decrease the variance in the results and result in a more
definite outcome.
Transferring the Concept of Seamless Transitions to Rear-Car Settings (RQ3)
Third, in my most recent work, I have been investigating the transferrability of my research to
other contexts, namely rear-car productivity with HMDs [P12]. This setting is interesting, as
it is requires ubiquitous devices such as a tablets and mobile phones rather than a PC, but we
can control the influencing factors. For example, the number of co-located people that can
sit in the car and the space that the HMD user can occupy. This thesis adds a first exploration
of rear-car productivity, in which we completed interviews with chauffeur driven commuters
to understand their needs. Our results showed that similar to our preliminary exploration
[P1], participants were worried about communication with co-located passengers and feared
for their physical integrity. Contrary to our assumption, participants were less concerned
about car-specific issues such as traffic. Interestingly, in the car setting participants favored
being without distractions from the smartphone, such as text messages or email alerts. They
perceived this to be a space where they could focus on one task for a short period of time,
for example, when being driven to the airport. Future studies need to confirm whether their
voiced needs match with their behavior. Next, I plan to transfer my work on allocating
senses to indicate physical borders to the car setting. A visual solution such as a mesh may
be obsolete in this confined space and may be replaced by audio or haptic boundaries.
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3.5 Closing Remarks
“The ‘real world’ is now also a legacy term. For
your grandchildren, holding on to that distinction
[between virtual and real] will be the thing that
makes you a kind of quaint and really
incomprehensible being.”
William Gibson
[51]
To date my research has been focused on supporting users to be aware of one reality while
being in the other. However, this presumes a difference between the real and virtual reality.
William Gibson, the author who invented the term “cyberspace", claims that there will be
no difference between these two realities in the future. Although we can currently see a
difference between virtual and real, research on ubiquitous, wearable devices and implants
to augment humans, raises the question when this differentiation will cease to exist. Once
humans wear implants that continually show them virtual reality embedded with physical
reality; with an image quality that is the same for both realities, will they still be able to
differentiate them? In [P10] I discussed seamless bi-directional transitions, where transitions
between both realities are completed in the same way. I see this as a first step towards omni-
presence – striving to be in both realities at the same time without favoring one.
Finally, although this thesis has highlighted that it is vital to be aware of one reality while
being in the other, especially in co-located settings, this may not be preferred by all users.
In particular situations, HMD users may want to embrace the secluding aspect of HMDs.
An alternative research approach would be to strive for mindful interaction concepts, where
HMDs empower the user to focus on one reality at a time without having to manage their
presence between different ones. It may be better to embrace this interaction paradigm that
HMDs naturally afford instead of striving to be more like popular ubiquitous systems, such
as mobile phones, where users struggle with managing their presence. Alexis et al. [41]
analyzed users’ motivations for wanting to disengage from the mobile phone and proposed
an intervention concept to support them. Similarly, momento app provides statistics about
time spent online [57] and features a forest that visualizes time spent in the physical reality
by a growing vs. dying tree [70]. To investigate mindfulness in the context of HMD usage, I
propose to re-evaluate the concept of presence. Understanding how users currently manage
their presence, not just in the virtual and physical reality but also in their own mental reality,
may support the creation of mindful concepts for HMD users. Or in simpler terms, it may
support researchers and practitioners to decide how and when to design for omnipresence
and when to foster focused usage.
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