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1. Introduction and Main Results
Let D = {z ∈ C : |z| < 1}, D(ζ, ρ) = {z ∈ C : |z − ζ| < ρ}. The symbol C(·)
stands for some positive constant depending on the values in the parentheses not
necessarily the same in each occurrence. Let H∞ be the Hardy class of bounded
analytic functions in D. Let B be a Blaschke product
B(z) =
∞∏
n=1
an(an − z)
|an|(1− anz) , 0 < |an| < 1, n ∈ N. (1)
For a fixed θ0 ∈ R the following theorem of O. Frostman ( [7, 12]) gives the
necessary and sufficient conditions for the existence of the radial limits of B and
its derivative.
Theorem A. (i) Necessary and sufficient that
lim
r→1−0
f(reiθ0) = L,
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exist and |L| = 1 for f = B, and every subproduct of B, is that
∞∑
n=1
1− |an|
|eiθ0 − an| <∞. (2)
(ii) Necessary and sufficient that
lim
r→1−0
B(reiθ0) = L, lim
r→1−0
B′(reiθ0) = M
exist and |L| = 1 is that
∞∑
n=1
1− |an|
|eiθ0 − an|2 <∞. (3)
Note that condition (2) is often called Frostman’s condition.
Theorem A was generalized and complemented by many authors (e.g., G.
Cargo ( [5]), P. Ahern, D. Clark ( [1, 2]), K.-K. Leung, C.N. Linden ( [13])
and others). Since the proof of the necessity of Theorem A is based on the
estimates of the argument, one may expect to describe the local behavior of
argB(z) in terms of Frostman’s type conditions. In [6], one can find necessary
and sufficient conditions for the local growth argF , F ∈ H∞, in terms of the
generalized Frostman’s condition. The relations between conditions on the zeros
of the Blaschke product B and the membership of argB(eiθ) in Lp, 0 < p ≤ ∞
were studied in [14].
It is known that every function F ∈ H∞, F (0) 6= 0, |F (z)| < 1, z ∈ D, can be
represented in the form ( [7, 9])
F (z) = B(z) exp
(
−
pi∫
−pi
eit + z
eit − z dµ(t)
)
, (4)
where µ is a non-decreasing function on [−pi, pi]. We use the same letters to
denote the non-decreasing functions on [−pi, pi] and the Stieltjes measures on ∂D
associated with them.
Let µ, µ∗ be finite Borel measures on ∂D. We write that µ∗ ≺ µ if µ∗(M) ≤
µ(M) for an arbitrary Borel set M ⊂ ∂D. We say that F∗ is a divisor of F ∈ H∞
if F∗ ∈ H∞ and if there exists a function G ∈ H∞ such that F = GF∗. Note
that F∗ is a divisor of F if and only if µ∗ ≺ µ and the zero set of F∗ is a subset
of that for F .
P. Ahern and D. Clark proved the following theorem ( [1]).
Theorem B. Let f ∈ H∞ be of the form (4), and N ∈ N.
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(i) Suppose that N is even, and µ({x}) = 0. Necessary and sufficient that
F
(N)
∗ (reix) be bounded as r → 1− 0 for every divisor F∗ of F is that
∞∑
n=1
1− |an|
|eix − an|N+1 +
2pi∫
0
dµ(t)
|eit − eix|N+1 <∞ (5)
hold.
(ii) Suppose that N is odd. Necessary and sufficient that
lim
r→1−0
F (j)(reix) = Lj
exist for j = 0, ..., N − 1, that F (N)(reix) be bounded as r → 1− 0 and that
lim
R→1+0
F (j)(Reix) = Lj
for 0 ≤ j ≤ N − 1 is that (5) hold.
Note that the set of points eix such that (5) is satisfied with N = 1 is often
called the Ahern-Clark set. This notion has many applications, see, e.g., [3], [8,
Chap. IX]. In particular, a function F of the form (4) is said to have an angular
derivative F ′(ξ) at ξ ∈ ∂D ( [4]) if there exist limr→1−0 F (rξ) ∈ ∂D and F ′(ξ) :=
limr→1−0 F ′(rξ) ∈ C. By [2, Theorem 2],
|F ′(ξ)| =
∞∑
n=1
1− |an|2
|ξ − an|2 + 2
2pi∫
0
dµ(t)
|eit − ξ|2 ,
so (5) with N = 1 and Carathe´odory’s theorem ( [4, Sec. 298–299]) (cf. (3))
provide the existence of the angular derivative.
In order to formulate the next results, we need some information on fractional
derivatives. For f ∈ L(0, a), the Riemann–Liouville fractional integral of order
α > 0 is defined by ( [15, Chap. I, p. 33])
D−αf(r) =
1
Γ(α)
r∫
0
(r − x)α−1f(x)dx, r ∈ (0, a)
D0f(r) ≡ f(r), Dαf(r) = d
p
drp
{D−(p−α)f(r)}, α ∈ (p− 1, p], p ∈ N,
where Γ(α) is the Gamma function.
The Stolz angle with the vertex ζ is defined by
Sσ(ζ) = {z ∈ D : |1− zζ¯| ≤ σ(1− |z|)}, σ ≥ 1.
We denote S∗σ(ξ) = Sσ(ξ) ∩D(ξ, 12).
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Theorem C [6]. Let 0 ≤ γ < 1, θ ∈ R, and F ∈ H∞. Necessary and suffi-
cient that for every divisor F∗ of F and every σ > 1 there exist a constant K =
K(γ, σ, F ) > 0 such that
sup
z∈S∗σ(eiθ)
|D−γ argF∗(z)| < K, (6)
and that
∞∑
n=1
1− |an|
|eiθ − an|1−γ +
pi∫
−pi
dµ(t)
|eit − eiθ|1−γ <∞ (7)
hold.
In view of Theorems B and C the following questions arise:
(i) Does a counterpart of Theorem B for fractional derivatives hold?
(ii) What are the necessary and sufficient conditions for the boundedness of
Dα argF (z) for F ∈ H∞?
In this paper we give partial answers to these questions.
Let us denote
G(z) = exp
(
−
pi∫
−pi
eit + z
eit − z dµ(t)
)
, (8)
The following theorem yields the necessary and sufficient conditions for the
local growth of argG in terms of local properties of the boundary measure.
Theorem 1. Let θ ∈ R, σ > 1, α > 0. Given G (8), the value
|Dα argG∗(reiϕ)| is bounded in the Stolz angle Sσ(eiθ) for each divisor G∗ of
G if and only if
pi∫
−pi
dµ(t)
|eiθ − eit|1+α <∞. (9)
Corollary 2. Let α > 0. Given G (8), sup|z|<1 |Dα argG∗(z)| < ∞ for
each divisor G∗ of G if and only if
sup
θ
pi∫
−pi
dµ(t)
|eit − eiθ|1+α <∞.
For an analytic function f in D, we set
f [α](reiϕ) = Dα(rαf(reiϕ)), α > 0, r > 0.
This definition provides that f [α](z) is analytic in D ( [8, Chapter IX]).
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Theorem 3. Let α ∈ (0, 1). Let F ∈ H∞ be defined by (4). If
∞∑
n=1
1− |an|
|eiθ − an|1+α +
pi∫
−pi
dµ(t)
|eiθ − eit|1+α <∞, (10)
then for every divisor F∗ of F , |F [α]∗ (z)| is bounded in Sσ(eiθ).
Corollary 4. Let F ∈ H∞, α > 0. If
sup
θ
{ ∞∑
n=1
1− |an|
|eiθ − an|1+α +
pi∫
−pi
dµ(t)
|eit − eiθ|1+α
}
<∞, (11)
then for every divisor F∗ of F , supz∈D |F [α]∗ (z)| <∞.
Note that in the limit case α = 0, the assertion of Theorem 3 would be a bit
weaker than a generalization of the sufficiency part of Theorem A ( [1, Lemma
3]), we have the boundedness in the Stolz angles instead of the existence of the
radial limit. On the other hand, similarly to Theorem B, in the case α = 1,
we would have boundedness of F ′(z) but in the Stolz angles as well. It seems
plausible that the converse statement to Theorem 3 is true, but we were not able
to prove it. Nevertheless, we show that the statement of Theorem 3 is sharp in
Example 1.
2. Proof of the Theorems
P r o o f of Theorem 1. Sufficiency. Without loss of generality, we may
assume that θ = 0. Let us denote
S(reiϕ) =
eit + reiϕ
eit − reiϕ .
Then
S(n)r (re
iϕ) =
2n!ei(t−ϕ)
(ei(t−ϕ) − r)n+1 , n ∈ N.
According to the definition of G∗, we have
argG∗(z) = −Im
( pi∫
−pi
eit + z
eit − z dµ∗(t)
)
, (12)
where µ∗ ≺ µ.
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For f (p) ∈ L(0, l), the following equality holds ( [8, Chapter IX, p. 572], [15,
Chapter I, p. 39]):
Dαf(x) =
p−1∑
k=0
f (k)(0)
Γ(1 + k − α)x
k−α +
1
Γ(p− α)
x∫
0
(x− t)p−α−1f (p)(t)dt, (13)
p− 1 < α ≤ p, p ∈ N.
Applying (13) to argG∗, we obtain
Dα argG∗(reiϕ) = −
p−1∑
k=0
2k! sin k(ϕ− t)
Γ(1 + k − α) r
k−α
− 1
Γ(p− α)
r∫
0
(r − x)p−α−1
pi∫
−pi
Im
(
2p!ei(t−ϕ)
(ei(t−ϕ) − x)p+1
)
dµ∗(t)dx,
∣∣∣Dα argG∗(reiϕ)∣∣∣ ≤ p−1∑
k=0
2k!rk−α
Γ(1 + k − α)
+
2p!
Γ(p− α)
r∫
0
pi∫
−pi
(r − x)p−α−1
|ei(t−ϕ) − x|p+1dµ∗(t)dx.
In order to finish the proof, we need the following lemma.
Lemma A [10]. Let 0 ≤ γ < α < ∞. Then there exists a constant C(γ, α)
such that
D−γ
1
|1− rξ|α ≤
C(α, γ)
|1− rξ|α−γ , ξ ∈ D, 0 < r < 1.
Using Lemma A and the fact that z ∈ Sσ(eiθ), we obtain∣∣∣∣∣Dα argG∗(reiϕ)
∣∣∣∣∣ ≤
p−1∑
k=0
2k!rk−α
Γ(1 + k − α) + C(α)
pi∫
−pi
dµ∗(t)
|ei(t−ϕ) − r|α+1
≤ C(α) + C(α)
pi∫
−pi
dµ∗(t)
|eiθ − eit|α+1 <∞.
Necessity. Since 1|1−eit| is bounded outside [−ε, ε], we consider the integral (9)
only on the interval [0, ε], where ε > 0 will be specified later. Convergence of the
integral on [−ε, 0] can be shown in a similar way. Let us estimate
argS(n)r (re
iϕ) = arg
(
2n!ei(t−ϕ)
(ei(t−ϕ) − r)n+1
)
, n ∈ N.
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We consider z = reiϕ ∈ D such that arg(1 − z) = σ0 ∈
(
(4n+1)pi
4(2n+1) ,
pi
2
)
. We choose
ε > 0 satisfying ε < pi4(2n+1) and |eiε−1| < 18 . Let 0 < t < ε. By the construction,
we have
σ0 < arg(e
it − reiϕ) < pi
2
+
ε
2
,
thus
σ0 − ϕ < arg(ei(t−ϕ) − r) < pi
2
+
ε
2
− ϕ.
Since z ∈ Sσ(eiθ) for some σ > 0, we have
ϕ = arg z = O(1− |z|)⇒ ϕ ∼ (r − 1) tanσ0, z → 1, arg(1− z) = σ0.
So we can assume that −εn+1 < ϕ < 0 as r → 1− 0. Then, denoting
γ(t) = γn,r(t) := arg
(
ei(t−ϕ)
)− (n+ 1) arg (ei(t−ϕ) − r), (14)
we obtain
2ε− σ0(n+ 1) > γ(t) > −(n+ 1)
(pi
2
+ ε
)
. (15)
Due to the choice of σ0 and ε for n = 2k, k ∈ N, n− 1 < α ≤ n, we get(
− (n+ 1)
(pi
2
+ ε
)
, 2ε− (n+ 1)σ0
)
b (−pi(k + 1),−pik).
For n = 2k − 1, k ∈ N, n− 1 < α ≤ n, we consider
argS(n+1)r (re
iϕ) = arg
(
2(n+ 1)!ei(t−ϕ)
(ei(t−ϕ) − r)n+2
)
, n ∈ N.
Using the similar estimates, we obtain
γn+1,r(t) ∈
(
− (n+ 2)
(pi
2
+ ε
)
, 2ε− (n+ 2)σ0
)
b (−pi(k + 1),−pik).
It follows from the previous inclusion that sin γ(t) keeps the sign for t ∈ [0, ε].
Let χE be the characteristic function of a set E. Let us denote µ∗ = µχ[0,ε]. We
deduce ∣∣ argG(n)∗ (reiϕ)∣∣ =
∣∣∣∣∣Im
( ε∫
0
2n!ei(t−ϕ)
(ei(t−ϕ) − r)n+1dµ(t)
)∣∣∣∣∣
≥
ε∫
0
2n!
|ei(t−ϕ) − r|n+1 | sin γ(t)|dµ(t).
We consider the function
Gn(z) = e
Pn(z), Pn(z) = a0 + a1z + . . .+ an−1zn−1, a0, . . . , an−1 ∈ C. (16)
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Since Dα argGn(z) is uniformly continuous on D and, consequently, bounded,
without loss of generality, we can consider
Dα arg
G∗(z)
Gn(z)
= Dα argG∗(z)−Dα argGn(z) (17)
instead of Dα argG∗(z). Applying (13), we obtain∣∣∣∣Dα arg G∗(reiϕ)Gn(reiϕ)
∣∣∣∣ =
∣∣∣∣∣−
n−1∑
p=0
ε∫
0
2p!rp−α sin p(t− ϕ)dµ(t)
Γ(1 + p− α)
−
r∫
0
(r − x)n−α−1
Γ(n− α)
ε∫
0
Im
(
2n!ei(t−ϕ)
(ei(t−ϕ) − x)n+1
)
dµ(t)dx−DαImPn(reiϕ)
∣∣∣∣∣.
We choose the coefficients a0, . . . , an−1 such that
DαImPn(re
iϕ) = −
n−1∑
p=0
ε∫
0
2p!rp−α sin p(t− ϕ)dµ(t)
Γ(1 + p− α) . (18)
Since
Dα
( xγ
Γ(1 + γ)
)
=
xγ−α
Γ(1 + γ − α) , γ > −1, (19)
it is easy to check that
ap = 2
ε∫
0
e−iptdµ(t) (20)
is a solution of (18). Thus, ∣∣∣∣Dα arg G∗(reiϕ)Gn(reiϕ)
∣∣∣∣
=
∣∣∣∣ 1Γ(n− α)
r∫
0
(r − x)n−α−1
ε∫
0
Im
(
2n!ei(t−ϕ)
(ei(t−ϕ) − x)n+1
)
dµ(t)dx
∣∣∣∣
≥
∣∣∣∣∣ 1Γ(n− α)
r∫
0
(r − x)n−α−1
ε∫
0
2n! sin γ(t)
|ei(t−ϕ) − x|n+1dµ(t)dx
∣∣∣∣∣.
In order to estimate the inner integral, we may assume that |1 − z| < 18 . Since
|eiε− 1| < 18 , we have r > 2|z− eit|, t ∈ [0, ε]. For r−x ≤ 2|reiϕ− eit|, we deduce
|xeiϕ−eit| ≤ |reiϕ−xeiϕ|+ |reiϕ−eit| ≤ |r−x|+ |reiϕ−eit| ≤ 3|reiϕ−eit|. (21)
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Using (21), we obtain ∣∣∣∣Dα arg G∗(reiϕ)Gn(reiϕ)
∣∣∣∣
≥
∣∣∣∣∣C(α)
ε∫
0
r−|ei(t−ϕ)−r|∫
r−2|ei(t−ϕ)−r|
(r − x)n−α−1dxdµ(t)
|ei(t−ϕ) − r|n+1
∣∣∣∣∣
≥ C(α)
ε∫
0
dµ(t)
|ei(t−ϕ) − r|α+1 .
Tending z to 1, using Fatou’s lemma and the boundedness of Dα argG∗(z), we
conclude that
C ≥ C(α)
ε∫
0
dµ(t)
|eit − 1|α+1 .
For n = 2k − 1, k ∈ N, we set
Gn(z) = e
Pn(z), Pn(z) =
n∑
p=0
apz
p, (22)
where ap are defined by (20). Integrating (13) by parts, we get
Dαf(x) =
p∑
k=0
f (k)(0)
Γ(1 + k − α)x
k−α +
1
Γ(p− α+ 1)
x∫
0
(x− t)p−αf (p+1)(t)dt.
Then ∣∣∣∣Dα arg G∗(reiϕ)Gn(reiϕ)
∣∣∣∣
=
∣∣∣∣∣
r∫
0
(r − x)n−α
Γ(n− α)
ε∫
0
Im
(
2(n+ 1)! sin γn+1,r(t)
|ei(t−ϕ) − x|n+2
)
dµ(t)dx
∣∣∣∣∣.
The rest of the proof repeats that for the case n = 2k.
P r o o f of Theorem 3. Let (a∗n) be the zero sequence of F∗. Let us calculate
the derivative of rαF∗(reiϕ)
∂
∂r
(rαF∗(reiϕ)) = αrα−1F∗(reiϕ)− rαF∗(reiϕ)
pi∫
−pi
2eiϕeit
(eit − reiϕ)2dm∗(t)
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+rαF∗(reiϕ)
∞∑
n=1
1− |an∗|2
(reiϕ − an∗)(1− an∗reiϕ) .
Using (13) with p = 1, we obtain
Dα(rαF∗(reiϕ)) =
1
Γ(1− α)
r∫
0
(r − x)−αF∗(xeiϕ)
(
αxα−1
−xα
pi∫
−pi
2eiϕeit
(eit − xeiϕ)2dm∗(t) + x
α
∞∑
n=1
1− |an∗|2
(xeiϕ − an∗)(1− an∗xeiϕ)
)
.
Since F∗ ∈ H∞, we have
|F [α]∗ (reiϕ)| ≤ C
Γ(1− α)
( r∫
0
(r − x)−ααxα−1dx
+
r∫
0
(r − x)−αxα
∫ pi
−pi
2
|eit − xeiϕ|2dm∗(t)dx
+
r∫
0
(r − x)−αxα
∞∑
n=1
1− |an∗|2
|1− an∗xeiϕ|2dx
)
.
It follows from the proof of Theorem 1 and (19) that it is sufficient to estimate
rα
Γ(1− α)
r∫
0
(r − x)−α
∞∑
n=1
1− |an∗|2
|1− an∗xeiϕ|2dx.
We have
|1− anreiϕ| = r
∣∣∣1
r
− aneiϕ
∣∣∣ > r|1− aneiϕ| ≥ r|an − eiϕ|, 0 < r < 1. (23)
Using the fact that z ∈ Sσ(eiθ), (23) and applying Lemma 1, we deduce
|F [α]∗ (reiϕ)| ≤ C + C(α)rα
∞∑
n=1
1− |an∗|2
|1− an∗xeiϕ|1+α
≤ C + C(α)
r
∞∑
n=1
1− |an∗|
|eiθ − an∗|1+α <∞,
1
2
≤ r < 1.
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For r < 12 the boundedness is obvious.
E x a m p l e 1. Let α ∈ (0, 1), γ > 1. We show that the statement of
Theorem 3 is sharp. Let µ be an absolutely continuous measure with the density
p(t) =
{
γ|t|γ−1, |t| ≤ pi4 ,
0, |t| ∈ (pi4 , pi].
We prove that if
pi∫
−pi
dµ(t)
|eiθ − eit|1+α (24)
is divergent, then
∣∣G[α](z)∣∣ is unbounded, where G is of the form (8). Without
loss of generality, we may assume that θ = 0, ϕ = 0. Since |eit − 1| ∼ t as t ↓
0, the integral (24) is divergent for γ ≤ 1 + α. Let us calculate the derivative of
rαG(r),
∂
∂r
(rαG(r)) = αrα−1G(r)− rαG(r)γ
pi
4∫
−pi
4
2eit
(eit − r)2 |t|
γ−1dt.
Using (13) with p = 1, we obtain
Dα
(
rαG(r)
)
=
1
Γ(1− α)
r∫
0
(r − x)−αG(x)
(
αxα−1
−xαγ
pi
4∫
−pi
4
(2(1 + x2) cos t− 4x− 2i(1− x2) sin t)|t|γ−1dt
|eit − x|4
)
dx.
Since p(t) is continuous at 0, we get ( [11, Chapter IX, p. 369])∣∣G(r)∣∣→ exp{−2pip(0)} = 1, r → 1− 0.
Using (19), we deduce
∣∣Dα(rαG(r))∣∣ ≥ 2γ
Γ(1− α)
r∫
0
(r − x)−αxα
pi
4∫
0
2 sin t(1− x2)tγ−1dt
|eit − x|4 dx
−C(α) ≥ C(α, γ)
r∫
0
(r − x)−α(1− x)
1−x∫
0
tγdt
(1− x)4 dx− C(α)
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≥ C(α, γ)
r∫
0
(r − x)−αdx
(1− x)2−γ − C(α) ≥ C(α, γ)
r∫
0
dx
(1− x)2−γ+α − C(α)
≥
{
C
(1−r)1−γ+α − C, γ < 1 + α,
C ln 11−r − C, γ = 1 + α.
Thus,
∣∣G[α](z)∣∣ is unbounded for γ ≤ 1 + α.
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