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Abstract
We construct noncommutative gauge theories based on the notion of the Weyl bundle, which
appears in Fedosov’s construction of deformation quantization on an arbitrary symplectic man-
ifold. These correspond to D-brane worldvolume theories in non-constant B-field and curved
backgrounds in string theory. All such theories are embedded into a “universal” gauge theory of
the Weyl bundle. This shows that the combination of a background field and a noncommutative
field strength has universal meaning as a field strength of the Weyl bundle. We also show that
the gauge equivalence relation is a part of such a “universal” gauge symmetry.
∗asakawa@gauge.scphys.kyoto-u.ac.jp
†ikishimo@gauge.scphys.kyoto-u.ac.jp
1 Introduction
D-brane worldvolume theory in a constant B-field background is described by so-called noncommutative
Yang-Mills theory, whose multiplicative product is the Moyal-Weyl product. This has been observed in the
context of Matrix Theory in [3][4] and recently various research in this theory is discussed in string theory
viewpoint.1 However, the more general situation, i.e., in a non-constant B-field background has not been
understood yet. In this paper we propose one construction of such theories from the point of view of purely
worldvolume theory. The idea is as follows: the Moyal-Weyl product appears originally in the deformation
quantization of the Euclidean space R2n. This scheme is generalized to the quantization of any symplectic or
Poisson manifold and resulting product is called the star product. If we regard this not as quantized space
but as noncommutative geometry, a field theory with such product is the generalization of the noncommu-
tative Yang-Mills theory. Although this idea appears extensively in the literature [7], explicit construction
seems not to be made.
The deformation quantization of a Poisson manifold (M, {, }) was first defined and investigated in [8].
Let Z = C∞(M)[[~]] be a linear space of formal power series of the deformation parameter ~ with coefficients
in C∞(M):
f =
∞∑
k=0
~
kfk (1)
Deformation quantization is an associative algebra structure on Z with some associative product ∗
f ∗ g =
∞∑
k=0
~
kMk(f, g) (2)
where Mk are bidifferential operator such that M0(f, g) = fg, M1(f, g) −M1(g, f) = −i{f, g}. Two star
products ∗1 and ∗2 are called equivalent if there exists an isomorphism of algebras T : (Z, ∗1) → (Z, ∗2)
given by a formal power of differential operators T = T0+ ~T1+ · · · . Although we regard ~ as some scale of
noncommutativity, we use the term “quantum” as well.
The problem of existence and classification up to above equivalences on an arbitrary symplectic manifold
was solved by several authors [10][11]. Finally Kontsevich [8] solved in the case of an arbitrary Poisson
manifold and relation with string theory was also suggested [9]. Above mentioned papers almost follow this
line.
We here prefer to consider the symplectic case only, because in this case, Fedosov [1][2] has given nice
simple geometrical construction based on the Weyl algebras bundle. Let us recall his original method [1]
briefly. Since each tangent space of a symplectic manifold is a symplectic vector space, it can be quantized by
usual Moyal-Weyl product. These fibers constitute a bundle of algebras, which is a sort of “quantum tangent
bundle.” Then Fedosov constructed a flat connection on it, adding some quantum correction to the usual
affine connection. The flat sections of this connection can be naturally identified with Z = C∞(M)[[~]]. So
the product on fibers induces a star product on Z. In §2 we review some generalization of this method in
detail.
1 There are many papers on this subject. For example, [5][6] and references therein.
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In §3 we show that the automorphism of the Weyl algebras bundle is regarded as some (infinite di-
mensional) gauge transformation and this relates equivalent star products. Moreover, its subgroup, which
preserve a star product, corresponds to the so-called noncommutative gauge transformation. From this ob-
servation we show that the Weyl algebra bundle itself has physical meaning as some infinite dimensional
gauge bundle and noncommutative gauge field is naturally introduced by its restriction (in §4). We will con-
struct explicitly such a gauge theory. As a result, the field strength of universal gauge field is a combination
such as one in Born-Infeld action. We also show that two such gauge fields satisfy the gauge equivalence
relation. Further physical implications of our noncommutative gauge theories are discussed in §5.
2 Fedosov’s ∗ Product
In this section, we will recall Fedosov’s construction of ∗ products on an arbitrary symplectic manifold [1][2].
Here we deal with more general version [2], which will be necessary for our purpose.
2.1 The Formal Weyl Algebras Bundle
We consider a symplectic manifold (M,Ω0) of dimension 2n with symplectic structure Ω0 as the base space
of gauge theories. First, we construct the formal Weyl algebras bundle with twisted coefficients over M .
Let (L, ω) be a symplectic vector bundle over M of dimension 2n, which is isomorphic to TM , with a fixed
symplectic connection ∇L. Denote this bundle isomorphism and its dual as
θ : TM → L
δ : L∗ → T ∗M. (3)
A local symplectic frame (e1, · · · , e2n) of L, and a dual frame (e
1, · · · , e2n) of L∗ correspond to local 1-forms
θi on M giving a basis of T ∗M , and vector fields Xj giving a dual basis of TM , respectively, as follows:
θi = δ(ei), ej = θ(Xj),
〈ei, ej〉L = 〈e
i, θ(Xj)〉L = 〈δ(e
i), Xj〉TM = 〈θ
i, Xj〉TM = δ
i
j . (4)
Under the isomorphism, the symplectic form ω on L is mapped to TM giving a nondegenerate 2-form on
M :
Ω0 = −
1
2
ωijθ
i ∧ θj . (5)
We identify Ω0 with the symplectic form on M , so that it should be closed dΩ0 = 0. For fixed ω, we will use
θ to vary a symplectic structure on M . We further introduce a complex vector bundle E with a connection
∇E and its coefficient bundle Hom(E , E) =: A over M . In this paper we treat A as U(N) gauge bundle for
simplicity.
Since each fiber Lx at x ∈ M is a linear symplectic space, it can be quantized by the standard Moyal-
Weyl product. The formal Weyl algebra Wx(L,A) associate to Lx with coefficients in Ax is defined as an
noncommutative associative algebra with a unit over C, whose elements being formal power series
a(y, ~) =
∑
2k+p≥0,k≥0
~
k 1
p!
ak,i1···ipy
i1 · · · yip , (6)
2
where ~ is a formal deformation parameter, y = (y1, · · · , y2n) is a linear coordinate on the fiber Lx and a
coefficient ak,i1···ip ∈ Ax is symmetric in i1, · · · , ip. The product is defined by the Moyal-Weyl rule:
a ◦ b :=
∞∑
n=0
1
n!
(
−
i~
2
)n
ωi1j1 · · ·ωinjn
∂
∂yi1
· · ·
∂
∂yin
a
∂
∂yj1
· · ·
∂
∂yjn
b, (7)
where the product of coefficients is also taken. It is easily seen that the product is associative and is inde-
pendent on the choice of a basis in Lx. We assign degree 2 to ~ and degree 1 to y
i, so each term in (6) has
degree 2k + p ≥ 0 and ◦ product preserves degree.
Taking the union W (L,A) = ∪x∈MWx(L,A), we obtain the bundle of algebras over M , called formal
Weyl algebras bundle (Weyl bundle in short.), whose sections has the form
a(x, y, ~) =
∑
2k+p≥0,k≥0
~
k 1
p!
ak,i1···ip(x)y
i1 · · · yip (8)
where ak,i1···ip(x) is a section of A, so in our case it is N×N matrix valued symmetric covariant tensor field.
The space of sections C∞(M,W (L,A)) also forms an associative algebra but with the fiberwise ◦ product.
Hereafter we denote it also as W (L,A). Note that there is a natural filtration W (L,A) ⊃ W1(L,A) ⊃
W2(L,A) ⊃ · · · with respect to the degree 2k + p assigned above.
The center Z of W (L,A) consists of sections which do not depend on yi and have value in multiples of
the identity in A (i.e. diagonal U(1) valued), thus it is naturally identified with C∞(M)[[~]] in §1.
A differential form on M with values in W (L,A) is a section of the bundle W (L,A) ⊗
∧
(
∧
means an
exterior differential algebra
∧
T ∗M on M ), expressed locally as
a(x, y, ~) =
∑
2k+p≥0,k≥0
~
k
2n∑
q=0
1
p!q!
ak,i1···ip,j1···jq (x)y
i1 · · · yipθj1 ∧ · · · ∧ θjq . (9)
Here ak,i1···ip,j1···jq is covariant symmetric tensor in i1 · · · ip and anti-symmetric tensor in j1 · · · jq. The
sections of W (L,A) ⊗
∧
also form an algebra, in which the multiplication is defined by the wedge product
of θj , ◦ product of polynomials of yi and the matrix product of coefficients. We denote the product of two
forms by the same symbol a ◦ b as above. Let degaa the rank of the differential form a. W (L,A) ⊗
∧
is
formally a Z× Z graded algebra with respect to this ◦ product, this means that the ◦ product do not affect
the degree and the dega. Therefore the graded commutator is defined as
[a, b] := a ◦ b− (−1)(degaa)(degab)b ◦ a. (10)
The central p-form in W (L,A)⊗
∧
is given in terms of (10) by
Z ⊗
∧p = {c ∈W (L,A)⊗ ∧p | [c, a] = 0, ∀a ∈ W (L,A)⊗ ∧}, (11)
namely, it has no yi dependence and is diagonal U(1) valued p-form. The filtration is also satisfied:
W (L,A)⊗
∧
⊃W1(L,A)⊗
∧
⊃W2(L,A)⊗
∧
⊃ · · · .
Next we mention a connection on the bundle W (L,A). Connections ∇L and ∇E generate a basic connec-
tion∇ = ∇L⊗1+1⊗∇E onW (L,A) and its induced covariant derivative∇ :W (L,A)⊗
∧q →W (L,A)⊗∧q+1
3
may be expressed for a local symplectic frame of L as follows:
∇a = da−
∑
2k+p≥1
~
k
2n∑
q=0
1
(p− 1)!q!
Γmip ∧ ak,mi1···ip−1,j1···jqy
i1 · · · yipθj1 ∧ · · · ∧ θjq
+[ΓE , a]
= da+
i
~
[
1
2
Γijy
iyj , a
]
+ [ΓE , a], (12)
where d = dxµ∂µ = θ
iXi is an exterior derivative, Γij := ωikΓ
k
j is a local connection 1-form of ∇L,
2 and
ΓE is a local connection 1-form of ∇E . In the first line, Γ
i
j act on tensor indices of coefficients and the term
of ΓE means a Lie bracket in A. Both can be written in terms of the ◦-commutator as in the second line.
This implies that ∇ (∇L) is a graded derivation with respect to ◦ product, namely
∇(a ◦ b) = ∇a ◦ b+ (−1)degaaa ◦ ∇b, ∇L(a ◦ b) = ∇La ◦ b + (−1)
degaaa ◦ ∇Lb.
There are other two canonical operators δ, δ−1 on W (L,A)⊗
∧
, expressed locally as
δ = θi ∧
∂
∂yi
, : Wp(L,A)⊗
∧q → Wp−1(L,A)⊗ ∧q+1
δ−1 =
{
yiI(Xi)
1
p+q (p+ q > 0)
0 (p+ q = 0)
: Wp(L,A)⊗
∧q → Wp+1(L,A)⊗ ∧q−1 (13)
where I(Xi) is interior product, p =deg in y and q = dega. δ is a straightforward extension of usual exterior
derivative and δ−1 is its inverse operator (with normalization factor). In fact, they satisfy following relations
as the graded differential:
δ2 = 0, (δ−1)2 = 0
δ(a ◦ b) = δa ◦ b+ (−1)degaaa ◦ δb
a = δδ−1a+ δ−1δa+ a00, (14)
where a00 is the y = 0 component in W (L,A) ⊗
∧0. The last relation is similar to the Hodge-de Rham
decomposition. However, we should note that δ is a purely algebraic operator containing no derivative with
respect to x, therefore, it is also expressed as an inner derivation:
δa = −
i
~
[ωijy
iθj , a] (15)
2.2 Abelian Connection
The main idea of Fedosov’s quantization is to construct an “Abelian” connection (defined below) on the Weyl
bundle for which flat sections are identified with the quantum algebra C∞(M)[[~]] ⊗ A. For this purpose,
given a linear connection ∇ (12) on W (L,A)⊗
∧
in the previous section, we consider more general nonlinear
connection D on W (L,A)⊗
∧
of the form:
Da = ∇a+
i
~
[γ, a], (16)
2 The second equal of (12) is valid when ωij =constant (i.e., in Darboux coordinates). Note Γij = Γji when ωij =constant.
In fact, we define ∇Lei = e
j∇Ljei = Γ
k
ije
jek = Γ
k
iek, and ∇L is symplectic connection with respect to ω =
1
2
ωije
i ∧ ej ,
therefore 0 = ∇Lkωij := ∂kωij − ωljΓ
l
ik − ωilΓ
l
jk = Γjik − Γijk if ∂kωij = 0.
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where the 1-form γ is a global section of W (L,A)⊗
∧1. D is clearly a graded derivation with respect to the
◦ product, i.e., D(a ◦ b) = Da ◦ b+ (−1)degaaa ◦Db. Note that γ in (16) is determined up to central 1-forms
because it appears in the commutator 3. Simple calculation implies that
D2a =
i
~
[Ω, a] ∀a ∈W (L,A)⊗
∧
. (17)
Here Ω is the curvature of D given by
Ω = R+∇γ +
i
~
γ ◦ γ,
R :=
1
2
Rijy
iyj − i~RE ,
Rij := ωikR
k
j = ωik(dΓ
k
j + Γ
k
l ∧ Γ
l
j)
RE = dxΓE + ΓE ∧ ΓE , (18)
where Rij
4 is a symplectic curvature of ∇L and RE is a field strength of ∇E .
D is called an Abelian connection if D2a = 0, ∀a ∈ W (L,A)⊗
∧
, in other words, Ω being a central 2-form
Ω ∈ Z ⊗
∧2. In this case Bianchi identity implies that DΩ = dΩ = 0, namely Ω is closed. The condition
Ω ∈ Z ⊗
∧2 restricts γ. Fedosov proved that for a given ∇, there exist Abelian connections of the form
Da = ∇a− δa+
i
~
[r, a] = ∇a+
i
~
[ωijy
iθj + r, a],
Ω = Ω0 +Ω1
Ω0 = −
1
2
ωijθ
i ∧ θj (19)
where Ω0 is a symplectic form on M and Ω1 is a closed central 2-form, which contains at least one power
of ~. Precisely speaking, for any choice of Ω = Ω0 +O(~) ∈ Z ⊗
∧2 and µ ∈ W (L,A) ⊗ ∧0, degµ ≥ 3, the
conditions that r in (19) gives an Abelian connection are
δr = ∇(ωijy
iθj) +R− Ω1 +∇r +
i
~
r ◦ r
δ−1r = µ. (20)
Using the Hodge-de Rham decomposition (14), these are equivalent to
r = δµ+ δ−1
(
∇(ωijy
iθj) +R − Ω1
)
+ δ−1
(
∇r +
i
~
r ◦ r
)
. (21)
Since ∇ preserve the filtration and δ−1 raises it by 1, this equation can be solved uniquely by the iteration.
Therefore, Abelian connections are the family parametrized by the data ∇, Ω and µ 5. Although it is not so
desirable in the “quantization” to exist extra parameters except for ∇, there is no problem now because we
regard this process as noncommutative deformations. In our case these are simply some background fields.
If we further decompose r to the symmetric part and others as
rs :=
∑
2k+l≥2
~
k 1
l!
rk,(i1···il,j)y
i1 · · · yilθj ,
ra := r − rs (22)
3In [1][2] this ambiguity is fixed by the normalization condition simply setting to 0, but we do not fix here.
4 A symplectic connection ∇L (i.e., ∇Lωij = 0) satisfies Rij = Rji.
5i.e., ωij , θi, Γij , ΓE , Ω1 and µ.
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where (i1 · · · il, j) means the symmetrization of indices, then (20)(21) can be rewritten more transparently:
δ−1rs = µ, δrs = 0
δ−1ra = 0, δra = ∇(ωijy
iθj) +R− Ω1 +∇rs +
i
~
rs ◦ rs +∇sra +
i
~
ra ◦ ra,
→ rs =
∑
2k+l≥2
~
k 1
l!
µk,i1···iljy
i1 · · · yilθj ,
→ ra = δ
−1
(
∇(ωijy
iθj) +R− Ω1 +∇rs +
i
~
rs ◦ rs
)
+ δ−1
(
∇sra +
i
~
ra ◦ ra
)
,
(23)
where ∇sa := ∇a +
i
~
[rs, a]. Easily seen from this expression, µ determines completely rs, roughly speak-
ing, which corresponds to nonlinear (quantum) corrections to ∇L.
6 On the other hand, ra corresponds to
nonlinear correction to ΓE and δ. Note that Ω1 appears only in the combination i~RE + Ω1 so that it is
regarded as the correction of U(1) part of RE .
2.3 Flat Section and ∗ product
For an Abelian connection D, we define the space
∧
WD of all flat sections in W (L,A)⊗
∧
by
∧
WD := {a ∈W (L,A)⊗
∧
| Da = 0} = KerD ∩W (L,A)⊗
∧
. (24)
SinceD is a graded derivation,
∧
WD automatically becomes a subalgebra ofW (L,A)⊗
∧
, namely, a◦b ∈
∧
WD
for a, b ∈
∧
WD. We also define
∧pWD as the space of all flat p-forms. Especially, for p = 0, we denote it
as WD :=
∧0WD. Fedosov proved that WD can be naturally identified with C∞(M)[[~]] ⊗A, which is the
quantum algebra of observables [1][2]. In our case C∞(M)[[~]] ⊗A is regarded as the space of “fields,” the
C∞(M)[[~]]- bimodule. In fact, let σ denote the projection such as
σ : W (L,A)→ C∞(M)[[~]]⊗A
a 7→ σ(a) := a|y=0, (25)
then for any a0 ∈ C
∞(M)[[~]] ⊗ A there is a unique section a ∈ WD such that σ(a) = a0. This is seen by
rewriting the equation Da = 0 as
a = a0 + δ
−1(D + δ)a, (26)
which is solved uniquely by the iteration [1][2]. Therefore, σ establishes an isomorphism between WD and
C∞(M)[[~]]⊗A as vector spaces. Moreover, let Q be the inverse of σ
Q : C∞(M)[[~]]⊗A →WD
a0 7→ Q(a0) = a, (27)
then this isomorphism induces a noncommutative associative algebra structure on C∞(M)[[~]] ⊗ A, which
is a ∗ product. This is defined through ◦ product in WD as
a0 ∗ b0 = σ(Q(a0) ◦Q(b0)), a0, b0 ∈ C
∞(M)[[~]]⊗A. (28)
6 Note that for given Γij = Γijkθ
k any other symplectic connection is differ it by a completely symmetric tensor ∆Γijk.
The leading term in µ contains this degree of freedom. The other terms are analogue of this. In [13] effects of µ are discussed
in terms of a exponential map.
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This isomorphism will play fundamental role in later discussion in §3 and §4. Note that ◦ product is a
fiberwise product while ∗ product contains infinitely higher derivative with respect to x.
We give a simple example of ∗ product in Appendix A where the noncommutativity is characterized by
a constant ϑµν -parameter.
3 Isomorphism and Automorphism of Algebras
We observed in §2 that for each Abelian connectionD there exist corresponding algebrasWD and (C
∞(M)[[~]]⊗
A, ∗). In this section we consider two such connections D and D′, and investigate the corresponding isomor-
phism between (WD, ◦) and (WD′ , ◦), which also induces an isomorphism between (C
∞(M)[[~]]⊗A, ∗) and
(C∞(M)[[~]]⊗A, ∗′).
First, we begin with an automorphisms of the algebra W (L,A) ⊗
∧
. For this purpose, introduce the
algebra W+ as an extension of W (L,A) [1], whose elements are expressed as
U =
∞∑
l=0
∑
2k+p=l,finite sum
~
k 1
p!
Uk,i1,···ipy
i1 · · · yip , Uk,i1,···ip ∈ C
∞(M)⊗A, (29)
i.e., they may have negative powers of ~. We can further introduce a group, consisting of invertible elements
of W+ with leading term 1 having the form
U = exp◦
(
i
~
H3
)
:=
∞∑
k=0
1
k!
(
i
~
H3
)k
, H3 ∈W
′
3(L,A), (30)
whereW ′3(L,A) (⊂W3(L,A)) consists of the elements whose diagonal U(1) part are inW3(L,A) and SU(N)
part have at least one power of ~ in W3(L,A)
7 and the product between H3 is ◦ product. It is clear from
the Baker-Campbell-Hausdorff formula that such elements form a group. Now the following map
a 7→ U−1 ◦ a ◦ U =
∞∑
k=0
1
k!
(
−i
~
)k
[H3, [H3, · · · , [H3, a] · · · ]] (31)
is a fiberwise automorphism of W (L,A)⊗
∧
. 8 Note that this map preserve the filtration but not the degree,
namely it is a map of “higher degree corrections” a 7→ a+O(~, yi).
We can consider more general automorphisms of W (L,A)⊗
∧
which move the supports of sections. For
a diffeomorphism f :M →M , its symplectic lifting to L and its lifting to E , we define an automorphism A
of the form
A : a 7→ f∗(U
−1 ◦ a ◦ U), a ∈ W (L,A)⊗
∧
, (32)
7 This restriction is required to give an automorphism of W (L,A)⊗
∧
(not W+ ⊗
∧
).
8 This map is invariant under U 7→ C ◦ U = CU, C ∈ Z,∃C−1, or for a given such map U is determined up to center.
7
where the liftings, the pullback f∗ and pushforward f∗ on W (L,A) is defined by
9
σf (x) : Lx → Lf(x), (σf (x))
k
i
ωkl(f(x))(σf (x))
l
j
= ωij(x),
v(x) : Ex → Ef(x),
f∗a(x, y, ~) := v(x)−1a(f(x), σf (x)y, ~)v(x) = v(x)
−1f0∗a(x, y, ~)v(x),
f∗a(x, y, ~) := (f
∗)−1a = v(f−1(x))a(f−1(x), (σf (f
−1(x)))−1y, ~)v(f−1(x))−1
= f0∗ (v(x)a(x, y, ~)v(x)
−1),
f0∗a(x, y, ~) := a(f(x), σf (x)y, ~),
f0∗a(x, y, ~) := a(f
−1(x), (σf (f
−1(x)))−1y, ~). (33)
It is easily seen if f is an identity map, that v(x) is a usual U(N) gauge transformation and σf (x) is a local
Sp(n) transformation, which is an analog of the local Lorentz transformation in the gravity theory (Rie-
mannian geometry). Although a fiberwise automorphism A is a quantum correction of both transformation,
they play somewhat different role each other. Also in general, v(x) acts only on the fiber while σf (x) is a
necessary part of the pullback f0∗. Therefore, we will treat them differently as follows (the reason becomes
clearer below). Since v(x) acts on W (L,A)⊗
∧
as the same form as U does, we may include whole v(x)’s in
the space of U so that the automorphism is re-expressed as
A : a 7→ f0∗ (U
−1 ◦ a ◦ U), a ∈ W (L,A)⊗
∧
,
U = exp◦
(
i
~
H2
)
=
∞∑
k=0
1
k!
(
i
~
H2
)k
, H2 ∈ W
′
2(L,A), (34)
Here W ′2(L,A) consists of the sum of W
′
3(L,A) and ~H with H being a section of A. We call an automor-
phism A is a “gauge transformation” on W (L,A) if f is an identity map and its symplectic lifting is trivial
σf (x)
i
j
= δij , namely f
0
∗ = id. In fact W
′
2(L,A) forms an (infinite dimensional) Lie algebra as a linear space
which includes ordinary Lie algebra su(N).
For an Abelian connection D, an automorphism (34) defines a new connection, called an image of D, as
usual
D′a := AD(A−1a), (35)
which is also an Abelian connection: (D′)2a = AD2(A−1a) = 0. Restricting the domain of A fromW (L,A)⊗∧
to
∧
WD, any automorphism A defines an isomorphism A :
∧
WD →
∧
WD′ . In fact, if Da = 0 then
D′a′ = D′(Aa) = A(Da) = 0. Moreover, this isomorphism immediately induces an equivalence of two ∗
products. To see this, introduce a map T : C∞(M)[[~]]⊗A → C∞(M)[[~]]⊗A as follows 10:
T : a0 7→ Q
−1A−1Q′(a0). (36)
(WD, ◦)
A
−−−−→ (WD′ , ◦)
Q
x xQ′
(C∞(M)[[~]]⊗A, ∗) ←−−−−
T
(C∞(M)[[~]]⊗A, ∗′)
9 Here f0∗ acts on C∞(M) as the usual pullback and acts on each yi as the lifting. Since f is a diffeomorphism, f0∗ on
W (L,A) ⊗
∧
is also defined canonically.
10Note that σ = Q−1 on WD.
8
¿From the definition of ∗ products (28) we obtain 11
a0 ∗
′ b0 = T
−1(Ta0 ∗ Tb0), (38)
which shows that T : (C∞(M)[[~]] ⊗ A, ∗′) → (C∞(M)[[~]] ⊗ A, ∗) is isomorphic and is nothing but the
equivalence of two ∗ products 12.
Let us see the relation between D and D′ a little more in detail. We may rewrite an Abelian connection
D (19) in a slightly different form as
Da = ∇La+
i
~
[γT , a], a ∈W (L,A)⊗
∧
γT := −i~ΓE + ωijy
iθj + r
Ω =
1
2
Rijy
iyj +∇LγT +
i
~
γT ◦ γT . (39)
and in the same way for D′. Namely, ΓE and γ are treated together. We observe that γT is nothing but the
“gauge field” with respect to the “gauge transformations” U 13 in (34). In fact, (35) is expressed by this
variables as
∇′L : = f
0
∗∇Lf
0∗,
γ′T = f
0
∗
(
U−1 ◦ γT ◦ U − i~U
−1 ◦ ∇LU + ~Cγ
)
, (40)
where the first line is adopted canonically. Cγ ∈ Z ⊗
∧1 is an ambiguity of γT coming from its center 14 ,
which is harmless in the graded commutator. In the case of a “gauge transformation” (i.e., f0∗ =id. case of
A (34)), γT is mapped so as to be required for a “gauge field”. Further, it can be read following relations
from the second line in (40):
DU = U ◦
i
~
(
f0∗γ′T − γT − ~Cγ
)
f0∗Ω′ − Ω− ~dCγ = 0
f0∗Ω0 = Ω0, (41)
where the first line is given by simply rewriting (40), the second line is obtained by operating D to this first
equation using R′ijy
iyj = f0∗ (Rijy
iyj) and the third line is the leading term of the second equation in ~.
These equations mean the conditions to exist an automorphism of the form (34) when two arbitrary Abelian
connectionsD, D′ are given. The last equation in (41) means that the map f should be a symplectomorphism
(symplectic diffeomorphism) on M with respect to Ω0. The second equation in (41) states that Ω and f
0∗Ω′
should be in the same second cohomology class. The first equation in (41) is equivalent to
U = σ(U) + δ−1
(
(D + δ)U −
i
~
U ◦
(
f0∗γ′T − γT − ~Cγ
))
, (42)
11Use following relations
A−1a(x, y,~) = U ◦ f0∗a(x, y,~) ◦ U−1,
A−1(a ◦ b) = (A−1a) ◦ (A−1b),
T−1 = Q′
−1
AQ, (37)
12 For detail on the equivalence of ∗ products, see [12] for example.
13 Of course, γ is the gauge field of U in (30) and ΓE is that of v(x).
14 Note that from the construction of r, deg r ≥ 2, so its central part has at least one power in ~.
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which determines U uniquely by iteration for given σ(U), f0∗ , γT and γ
′
T . In fact, it is proved in [2] that there
exists a fiberwise automorphism of the form (34) if the curvatures Ω and Ω′ belong to the same cohomol-
ogy class and their leading terms in ~ coincide. This shows that any two equivalent ∗ products or algebras
(C∞(M)[[~]]⊗A, ∗) are related by the combination of a symplectomorphism and a “gauge transformation” 15.
Although we have seen that any automorphisms A of W (L,A)⊗
∧
induces an isomorphism A :
∧
WD →∧
WD′ , we are interested in a particular case that is also an automorphism of
∧
WD. Namely,
Da = ADA−1a, ∀a ∈W (L,A)⊗
∧
. (43)
In this case ∗ product is obviously invariant, i.e., (36)(38) become
T = Q−1A−1Q,
a0 ∗ b0 = T
−1(Ta0 ∗ Tb0). (44)
In terms of variables in (40), this condition (43) is satisfied if
∇L = f
0
∗∇Lf
0∗,
γ′T = γT + ~C
′
γ , C
′
γ ∈ Z ⊗
∧1. (45)
Of course, this is a sufficient condition but not necessary. However, we here concentrate on this case, which
is sufficient for our purpose. Under this restriction, possible automorphisms A of
∧
WD are characterized as
follows: the first equation of (45) is satisfied when the symplectic lifting σf is given as follows:
Γ(f(x))mlk(f
0∗θk) = Γ(x)mlkθ
k −
(
(dσf )σ
−1
f
)m
l
(46)
and the the relations (41) become
DU = U ◦
i
~
(
f0∗γT − γT + ~(f
0∗C′γ − Cγ)
)
,
Ω′ = Ω + ~dC′γ ,
f0∗Ω0 = Ω0. (47)
If we further restrict automorphisms A of W (L,A) ⊗
∧
to “gauge transformations”, resulting possible
automorphism of
∧
WD can be regarded as so-called noncommutative gauge transformations. We will explain
this statement. Consider a “gauge transformation” on W (L,A)⊗
∧
A : a 7→ U−1 ◦ a ◦ U. (48)
Since f0∗ =id. and the first line of (45) is automatically satisfied, the necessary condition is only the second
line: γT should be invariant under U up to central 1-form. Conversely such U is characterized by (47) with
f0∗ =id.:
DU = iU(C′γ − Cγ). (49)
Note that this is somewhat roundabout discussion because it is handled within general automorphisms.
If we consider only “gauge transformations” from the beginning, this condition is immediately derived as
15This fact is closely related the classification problem of star products. In [14] it is proved that [Ω] is in the Hochschild
cohomology of the Weyl bundle as well as in the second de-Rham cohomology of M .
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D′a = D(U−1 ◦ a ◦ U) = i
~
[U ◦DU−1, a] = 0 for Da = 0. At any rate (49) implies that (C′γ − Cγ) is closed
d(C′γ − Cγ) = 0 because D
2a = 0. So it is locally written as C′γ − Cγ = dϕγ with some central function
ϕγ ∈ Z, which is absorbed by the ambiguity of U : we may redefine V := U exp(−iϕγ). Then V is an element
of WD due to (49) and (48) is rewritten as
a 7→ U−1 ◦ a ◦ U = V −1 ◦ a ◦ V V ∈ WD. (50)
This means that an “gauge transformation” A (48) preserving an Abelian connection is locally inner. There-
fore, V has a corresponding element in (C∞(M)[[~]]⊗A, ∗) under the isomorphism σ for a ∈ WD and (50)
is equivalent to
a0 7→ V
−1
0 ∗ a0 ∗ V0, (51)
where a0 = σ(a), V0 = σ(V ). This formula is the same as a usual noncommutative gauge transformation
in the noncommutative Yang-Mills theory of the Moyal-Weyl type. Therefore, for an Abelian connection
D, we call it a noncommutative gauge transformation on
∧
WD (or on (C
∞(M)[[~]] ⊗ A, ∗) ) if a “gauge
transformation” A preserves D. We denote it as AD. Note that it is in fact local (fiberwise) transformation
on WD but it is not on (C
∞(M)[[~]]⊗A, ∗) because of infinitely higher derivatives in ∗ product in the same
way as the Moyal-Weyl type.
4 Noncommutative Gauge Theories
In the last section, we defined the notion of noncommutative gauge transformations on
∧
WD as locally inner
“gauge transformations” of W (L,A)⊗
∧
. In this section we introduce an associate gauge field and construct
its gauge theory.
4.1 Gauge Field in the Weyl Bundle
First we introduce a gauge field Aˆ for “gauge transformations” (48) on W (L,A)⊗
∧
.
It has paid attention to only an Abelian connection so far: in §2 we constructed Abelian connections
D of the form (19). In §3 we introduced automorphisms of the Weyl bundle A (34) as a thing to induce
isomorphisms amongWD’s, the spaces of flat sections with respect to D’s. However, in general D (16) do not
need to be Abelian as a connection in the Weyl bundle and A (34) itself is defined from the first regardless
of WD’s. In other words, if we consider the physical theory of the Weyl bundle, we should treat D (16)
as dynamical variables 16 and regard A (34) as a symmetry of the system. We here concentrate on “gauge
transformations” A (48), therefore, the dynamical variable is γT in D (39) in our case.
As a convention, we denote such a general connection as D only to distinguish it from an Abelian
connectionD. In the same way, denote a “gauge field” Aˆ associated to the covariant derivativeD :W (L,A)⊗
16Namely, Γ, ΓE and γ in (16) or Γ and γT in (39) should be done path integration.
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∧p →W (L,A)⊗ ∧p+1 as:
Da = ∇La− i[Aˆ, a], (52)
corresponding to γT in D. Aˆ is considered as a dynamical variable while ∇L is fixed. The following argument
is the rehash of the thing which was already done in §2.2. As usual
D2a = −i[FˆA, a], ∀a ∈ W (L,A)⊗
∧
, (53)
where the “field strength” FˆA for Aˆ is given by
FˆA = ∇LAˆ− iAˆ ◦ Aˆ−
1
2~
Rijy
iyj. (54)
Under a “gauge transformation” A (48), D is mapped to its image as
D′a = ADA−1a, ∀a ∈ W (L,A)⊗
∧
, (55)
This means that Aˆ should transform as follows:
Aˆ′ = U−1 ◦ Aˆ ◦ U + iU−1 ◦ ∇LU + CA, (56)
where CA ∈ Z ⊗
∧1 comes from an ambiguity of the definition of Aˆ. (56) also implies 17
Fˆ ′A = U
−1 ◦ FˆA ◦ U. (57)
In particular, when FˆA ∈ Z ⊗
∧2 all reduce to §2.2, i.e., Aˆ becomes an Abelian connection γT .
4.2 Noncommutative Gauge Field
For a fixed
∧
WD, its locally inner automorphims AD has been regarded as a noncommutative gauge trans-
formation (§3). Next, we would like to consider the corresponding gauge theory. Since a noncommutative
gauge transformation AD is a part of “gauge transformation” A, we should introduce a noncommutative
gauge filed on
∧
WD by restricting a “gauge field” Aˆ in §4.1 in a suitable way.
First, note that eq.(52) can be rewritten by a simple replacement Aˆ→ Aˆγ −
γT
~
as
Da = Da− i[Aˆγ , a], a ∈W (L,A)⊗
∧
,
Aˆγ := Aˆ+
γT
~
. (58)
This means that D is divided into the background γT , which gives Abelian connection D, and the fluctuation
Aˆγ around it. A choice of background D
18 corresponding to
∧
WD is changed by a “gauge transformation”
while a noncommutative gauge transformation of the present focus is a sort of background preserving one.
Note that under a “gauge transformation” (48), eqs.(40)(56) imply that Aˆγ transforms covariantly (up to
center):
Aˆ′γ = U
−1 ◦ Aˆγ ◦ U + C, C = CA + Cγ , dC = 0. (59)
17Because we demand that FˆA should be covariant under (48), a condition dCA = 0 is imposed in (56).
18 D is determined by ‘background’ ∇, µ and Ω (§2.2).
12
In the picture above, a fixed
∧
WD is interpreted as the space of fields in the corresponding noncommutative
gauge theory: for example, any matter field should haveWD-module structure. So it is meaningful to restrict
W (L,A)⊗
∧
to
∧
WD. For an element a ∈
∧
WD, D (58) acts on it as
Da = −i[Aˆγ , a], a ∈
∧
WD, (60)
because Da = 0. By the construction D is covariant under a noncommutative gauge transformation (50).
However, in general it is not a graded derivation of
∧
WD, namely Da is not necessarily an element of
∧
WD.
Therefore, in order to define a noncommutative gauge theory we should restrict “gauge fields” Aˆγ such that
D becomes a graded derivation of
∧
WD. This is the definition of a noncommutative gauge field.
Although it has not been mentioned until now, there is a problem in the relation between
∧
WD and
C∞(M)[[~]] ⊗ A: only WD =
∧0WD is isomorphic to C∞(M)[[~]] ⊗ A. In other words, ∗ product is not
defined for all the differential algebra Ω(C∞(M)[[~]]⊗A). There are at least two ways which we can take:
the first one is to define ∗ product for this differentioal algebra, and the second one is to treat all elements
of the algebra only componentwise with respect to some fixed frame. We here take the second way as an
example and construct the theory more explicitly in §4.3.
Before that we give a remark. In (60) γT , contained in Aˆγ , plays the role of usual differential operator
because it is written as ∇La = −
i
~
[γT , a] on
∧
WD. Aˆγ corresponds to a covariant coordinate discussed in
[15] (see eq.(59)).
4.3 A Construction of Noncommutative Gauge Theory
First, we fix closed 1-forms θ˜I ∈ Z ⊗
∧1, (I = 1, · · · , 2n), which give a basis of ∧1WD. Note that it may
include any power of ~. In this fixed frame θ˜I , we define the space of the fields WD ⊗
∧˜p
, a subalgebra of∧pWD, as follows:
WD ⊗
∧˜p
= {a ∈ W (L,A)⊗ ∧p | a =
1
p!
θ˜I1 ∧ · · · ∧ θ˜IpQ(aI1···Ip), aI1···Ip ∈ C
∞(M)[[~]]⊗A}
⊂
∧pWD, (61)
where the indices of aI1···Ip are antisymmetric. Namely, its coefficients Q(aI1···Ip) of any element a are in
WD. Therefore, we can naturally extend the isomorphism between WD and (C
∞(M)[[~]] ⊗ A, ∗) to an
isomorphism between WD ⊗
∧˜p
and the space of p-forms on (C∞(M)[[~]] ⊗ A, ∗) which is also given by σ
projection. We denote it as (C∞(M)[[~]] ⊗ A ⊗
∧˜p
, ∗). For example ‘wedge product’ ∧ between p-form a
and q-form b on (C∞(M)[[~]]⊗A, ∗) is naturally defined as follows:
a ∧ b :=
(
1
p!
θ˜I1 ∧ · · · ∧ θ˜Ip
)
∧
(
1
q!
θ˜J1 ∧ · · · ∧ θ˜Jq
)
σ
(
Q(aI1···Ip) ◦Q(bJ1···Jq)
)
=
(
1
p!
θ˜I1 ∧ · · · ∧ θ˜Ip
)
∧
(
1
q!
θ˜J1 ∧ · · · ∧ θ˜Jq
)
aI1···Ip ∗ bJ1···Jq , (62)
namely, we simply take ∗ product between coefficients of the fixed basis. These algebras WD ⊗
∧˜
or
(C∞(M)[[~]] ⊗A⊗
∧˜
, ∗) is regarded as the space of fields. Note that since the basis θ˜I may include ~, the
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algebra (C∞(M)[[~]]⊗A⊗
∧˜
, ∗) is not a differential algebra in the usual sense. However, (C∞(M)[[~]]⊗A, ∗)
itself has no more usual meaning as the function algebra on M , rather the ~ deformed one. It is a part of ~
deformation of the base manifold M .
Since WD ⊗
∧˜
⊂
∧
WD, stricter condition for D is required so that Aˆγ is a noncommutative gauge field.
In the basis θ˜I , D (60) on WD ⊗
∧˜
is written by
D = θ˜IDI , DIa = −i[AˆγI , a], a ∈ WD ⊗
∧˜
. (63)
D becomes a graded derivation of WD ⊗
∧˜
(i.e., D(WD ⊗
∧˜
) ⊂WD ⊗
∧˜
) if and only if DI is a derivation of
WD (i.e., DIWD ⊂ WD).
19 Therefore it can be used the procedure in Appendix B to obtain the condition
that DI becomes a derivation of WD: there should exist ΘI ∈ C
∞(M)[[~]]⊗
∧1, such that
D(~AˆγI) = ΘI ∈ C
∞(M)[[~]]⊗
∧1. (64)
Since there exists ΦI locally such that ΘI = dΦI , eq.(64) can be locally rewritten as
~AˆγI = Q(~Aˆγ0I − ΦI) + ΦI ,
Aˆγ0I := σ(AˆγI) = σ(AˆI ) +
1
~
σ(γTI), (65)
which implies that DI is a locally inner derivation:
DIa =
i
~
[Q(ΦI), a]− i[Q(Aˆγ0I), a], a ∈WD ⊗
∧˜
. (66)
This means that, under the condition above, the degrees of freedom of AˆγI are restricted to those of ΦI and
Aˆγ0I . Later ΦI together with θ˜
I becomes a sort of differential dˆ with respect to the fixed background γT
and Aˆγ0 = θ˜
IAˆγ0I is identified with a noncommutative gauge field on this background.
By σ projection, (66) is reduced for a0 = σ(a) ∈ C
∞(M)[[~]]⊗A⊗
∧˜
as
D∗a0 = θ˜
ID∗Ia0 := θ˜
Iσ(DIQ(a0)) = θ˜
I
(
i
~
[ΦI , a0]∗ − i[Aˆγ0I , a0]∗
)
, (67)
which implies that D is a graded derivation of (C∞(M)[[~]]⊗A⊗
∧˜
, ∗). By operating D twice
D2a = −
i
2
θ˜I ∧ θ˜J
[
−i
[
Q
(
ΦI
~
− Aˆγ0I
)
, Q
(
ΦJ
~
− Aˆγ0J
)]
, a
]
, (68)
which is valid not only for WD ⊗
∧˜p
but also for a ∈W (L,A)⊗
∧
. Therefore
Fˆγ =
1
2
θ˜I ∧ θ˜J FˆγIJ := −
i
2
θ˜I ∧ θ˜J
[
Q
(
ΦI
~
− Aˆγ0I
)
, Q
(
ΦJ
~
− Aˆγ0J
)]
(69)
is a field strength of Aˆγ . In fact, Fˆγ is related to FˆA (54) by the relation:
FˆA = Fˆγ −
1
~
Ω−
1
~
θ˜I ∧ΘI . (70)
19 In general, since DDa = −i[DAˆγ , a], a ∈
∧
WD, D becomes a graded derivation of
∧
WD if and only if DAˆγ ∈ Z ⊗
∧2.
Here a stricter condition is imposed.
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FˆA is a field strength of the Weyl bundle and has some universal meaning: it is background independent.
On the other hand, Fˆγ depends on the choice of a background D. By σ projection , we get from (68)(69)
similar expression for (C∞(M)[[~]]⊗A⊗
∧˜
, ∗):
D2a0 = −
i
2
θ˜I ∧ θ˜J [Fˆγ∗IJ , a0]∗
Fˆγ∗ :=
1
2
θ˜I ∧ θ˜J Fˆγ∗IJ =
1
2
θ˜I ∧ θ˜JσFˆγIJ
= −
i
2
θ˜I ∧ θ˜J
[
ΦI
~
− Aˆγ0I ,
ΦJ
~
− Aˆγ0J
]
∗
. (71)
Now we consider the degrees of freedom of θ˜I and ΦI(or ΘI). In the discussion above, they are fixed by
hand and are not chosen so far. We can naturally take them and interpret them as follows: There always
exists a set of central functions φ˜I ∈ Z ⊗
∧0 such that locally
i
~
[Q(φ˜I), Q(φ˜J )] = −JIJ0 ,
i
~
[φ˜I , φ˜J ]∗ = −J
IJ
0 , (72)
then we choose θ˜I and ΘI in terms of them as
ΦI = −J0IJ φ˜
J , θ˜I = dφ˜I = −JIJ0 ΘJ , (73)
where JIJ0 = −J
JI
0 is constant tensor and J0IJJ
JK
0 = δ
K
I . The second equation means that we regard φ˜
I
as (quantum) coordinate functions and θ˜I as their natural 1-form basis. One can also associate ΦI with the
dual basis ∂ˆI . In fact, from (72)(73) it immediately follows that
20
i
~
[Q(ΦI), Q(ΦJ )] = J0IJ ,
i
~
[ΦI ,ΦJ ]∗ = J0IJ ,
i
~
[Q(ΦI), Q(φ˜
J )] = δJI ,
i
~
[ΦI , φ˜
J ]∗ = δ
J
I . (74)
The second line means that the first term of (66) is the partial derivative with respect to φ˜I . Therefore we
denote it as ∂ˆI . If we further define
dˆ = θ˜I ∂ˆI := θ˜
I i
~
[Q(ΦI), ·], d∗ = θ˜
I∂∗I := θ˜
I i
~
[ΦI , ·]∗, (75)
then from (74) we obtain
dˆ2 = 0, d2∗ = 0,
dˆQ(φ˜I) = θ˜I = dφ˜I , d∗φ˜
I = θ˜I = dφ˜I . (76)
The first line says that dˆ and d∗ are differential. The second line means that the natural 1-form basis defined
with respect to d is consistently the natural 1-form basis defined with respect to dˆ and d∗. In ~ → 0 limit,
dˆ and d∗ reduce to usual d as expected. Now the meaning of coordinate functions φ˜
I becomes clearer from
the equation:
Ω0 = −
1
2
ωijθ
i ∧ θj =
1
2
J0IJdφ˜
I |~=0 ∧ dφ˜
J |~=0, (77)
namely, φ˜I are nothing but a ~ deformed (or quantum) Darboux coordinate, which means that φ˜I = xI+O(~)
for a local Darboux coordinate xI on M . And as seen from (76), θ˜I = dφ˜I are nothing but a ~ (or quantum)
20Note that all equations in (72)(73)(74) are invariant under global Sp(n) transformation.
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deformation of natural 1-form basis dxI of T ∗M and ∂ˆI are their deformed dual basis. These all are a
realization of the deformed geometry of M . 21
In this coordinate system, eqs.(66),(67) become
Da = dˆa− i[Q(Aˆγ0), a], D∗a0 = d∗a0 − i[Aˆγ0, a0]∗, (78)
¿From this expression, we may now naturally identify Q(Aˆγ0) := θ˜
IQ(Aˆγ0I) or Aˆγ0 := θ˜
IAˆγ0I as noncom-
mutative gauge fields. The field strengths Fˆγ (69) and Fˆγ∗ (71) are also written in this basis as follows:
Fˆγ =
1
2
θ˜I ∧ θ˜J
(
∂ˆIQ(Aˆγ0J)− ∂ˆJQ(Aˆγ0I)− i[Q(Aˆγ0I), Q(Aˆγ0J)]−
J0IJ
~
)
= Fγ −
1
2~
J0IJ θ˜
I ∧ θ˜J ,
Fˆγ∗ =
1
2
θ˜I ∧ θ˜J
(
∂∗IAˆγ0J − ∂∗JAˆγI − i[Aˆγ0I , Aˆγ0J ]∗ −
J0IJ
~
)
= Fγ∗ −
1
2~
J0IJ θ˜
I ∧ θ˜J . (79)
Here Fγ and Fγ∗ are the field strengths of noncommutative gauge field Q(Aˆγ0) and Aˆγ0, respectively and
the last constant terms come from the background. In this notation, eqs.(70)(77) imply
FˆA = Fγ −
1
~
(
Ω−
1
2
J0IJ θ˜
I ∧ θ˜J
)
= Fγ −
1
~
(
Ω1 −
1
2
J0IJ θ˜
I ∧ θ˜J |deg≥2
)
. (80)
This expression reminiscents F +B+g appeared in Dirac-Born-Infeld action, which is familiar in low energy
effective theories of strings, where F is a field strength on D-brane, B is NSNS 2-form field and g is an
induced metric on D-brane. In our case, Fγ is a noncommutative field strength. Ω is a background 2-form,
by which a ∗ product is determined. The last term corresponds to the choice of a coordinate system of ~
deformed geometry ofM . This combination has some universal meaning as the field strength FˆA of the Weyl
bundle.
Under a noncommutative gauge transformation V ∈WD in (59), Aˆγ transforms covariantly as
Aˆ′γ = V
−1 ◦ Aˆγ ◦ V + C, C = CA + Cγ , dC = 0. (81)
The central term C is further restricted by consistency: Operating D to the I component of (81) with respect
to the fixed basis θ˜I , we get using (64) that
~DAˆ′γI = ΘI + dCI . (82)
In order to choose the same basis θ˜I after the noncommutative gauge transformation, it is required that
dCI = 0 ∴ CI = CAI + CγI = constant. (83)
Therefore, in our coordinate system (81) is rewritten as follows:
Q(Aˆ′γ0I) = V
−1 ◦Q(Aˆγ0I) ◦ V + iV
−1 ◦ ∂ˆIV + CI
CI = CAI + CγI = constant, dCγ = 0, dCA = 0, (84)
which is an expected form of the noncommutative gauge transformation. It induces the transformation of
Aˆγ0I on (C
∞(M)[[~]]⊗A, ∗):
Aˆ′γ0I = V
−1
0 ∗ Aˆγ0I ∗ V0 + iV
−1
0 ∗ ∂∗IV0 + CI , CI = constant (85)
21Of course this choice directly depends on the local structure of background ∇L and γT . Since we are working with it locally,
the differential can be identified with ∇L.
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This is also the form of usual gauge transformation for noncommutative gauge theories up to C term. C
term is a residual symmetry. The gauge transformation for field strengths (79) is
Fˆ ′γIJ = V
−1 ◦ FˆγIJ ◦ V, Fˆ
′
γ∗IJ = V
−1
0 ∗ FˆγIJ ∗ V0. (86)
Then, gauge invariants on (C∞(M)[[~]]⊗A.∗) can be given by the trace of them, for example:
Tr
(
Fˆγ∗IJ ∗ Fˆγ∗I′J′J
II′
0 J
JJ′
0
)
, (87)
which is also global Sp(n) invariants, where we denote that Tr is the trace defined in [1][2] which contains
the integration over M and the usual N ×N matrix trace.
4.4 Gauge Equivalence in General
We here discuss a map from a noncommutative gauge field on (C∞(M)[[~]]⊗A, ∗) to the one on (C∞(M)[[~]]⊗
A, ∗′) which satisfies the (noncommutative) gauge equivalence relation. We call such a map as ‘Seiberg-
Witten’ map.22 In flat background (or constant ϑµν background23), it corresponds to the one proposed in [5]
in the form of the infinitesimal variation of ϑµν at finite ϑµν . In [16], we investigated the map required only
by the gauge equivalence relation in flat backgrounds and concluded that there are ambiguities to determine
a map, or some ‘physical input’ is required to get it uniquely. We also show the origin of these ambiguities.
A map between gauge fields on two different algebras (C∞(M)[[~]]⊗A, ∗) is induced by an isomorphism
between two different algebras (WD, ◦). A diagram of isomorphisms
WD
A
−−−−→ WD′
AD
x xAD′
WD −−−−→
A
WD′
is commutative if we take AD′ = AADA
−1. This is always possible because the diagram simply represent
a group law of automorphisms in the algebra W (L,A). This diagram means the (noncommutative) gauge
equivalence relation. In fact, if we take AD given by V ∈ WD (noncommutative gauge transformation) and
A given by U (“gauge transformation” for simplicity) as in §3, then for an element of WD′
AD′a := AADA
−1a = (U−1 ◦ V ◦ U)−1 ◦ a ◦ (U−1 ◦ V ◦ U), (88)
so that AD′ is a noncommutative gauge transformation on WD′ given by V
′ = U−1 ◦ V ◦ U ∈ WD′ . Here
the transformation by U corresponds to the change of ϑµν in [5][16] because ∗ product varies by U 24. The
automorphism AD′ is different from AD and the map from V to V
′ corresponds to a ‘Seiberg-Witten’ map of
noncommutative gauge parameters in [5][16].25 If we apply above isomorphisms twice (denote as U1 and U2),
then the noncommutativity U1 ◦ U2 6= U2 ◦ U1 of the “gauge transformation” (or simply that of ◦ product)
produces the “path dependence” investigated in [16].
22 Of course, it is not quite a usual Seiberg-Witten map from an ordinary gauge field to a noncommutative gauge field.
23 Here we define ϑµν as −i(xµ ∗ xν − xν ∗ xµ), which is usually called as a noncommutative parameter.
24 Infinitesimal transformation A corresponds to δθ in [16].
25 AD and AD′ correspond to δˆλˆ and δ˜λ˜ in [16].
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¿From the diagram we can read a ‘Seiberg-Witten’ map [5][16] between noncommutative gauge fields on
(C∞(M)[[~]]⊗A, ∗) and (C∞(M)[[~]]⊗A, ∗′) by using (59)(65):
θ˜
′I′Aˆ′γ0I′ = θ˜
Iσ
(
U−1 ◦Q(Aˆγ0I) ◦ U
)
−
1
~
θ˜Iσ
(
U−1 ◦Q(ΦI) ◦ U
)
+
1
~
θ˜IΦI + C,
dC = 0, (89)
where θ˜I and θ˜
′I′ are different frames because backgrounds are not the same.
In this case, a “gauge transformation” is nothing but a ‘Seiberg-Witten’ map which satisfies the (noncom-
mutative) gauge equivalence relation,26 and its ambiguities come from the noncommutativity of two “gauge
transformations.” In the same way, we can include f0∗ to the above A i.e., consider general automorphism
(34), but in that case the map between Aˆγ and Aˆ
′
γ becomes more complicated.
5 Conclusion and Discussion
We have constructed noncommutative gauge theories on an arbitrary symplectic manifold M in rather
general situation. To obtain a noncommutative associative algebra (C∞(M)[[~]]⊗A, ∗), Fedosov’s construc-
tion [2] of deformation quantization was used. In §2 we first introduced the notion of the Weyl bundle
W (L,A), an Abelian connections D, and an algebra of flat sections WD, which is isomorphic to the algebra
(C∞(M)[[~]]⊗A, ∗). Then in §3 we discussed automorphisms of the Weyl bundle and induced isomorphisms
among WD’s. In §4 we introduced a gauge field Aˆ associated with “gauge transformations” on the Weyl
bundle and obtained a noncommutative gauge filed Aˆγ by the suitable restriction on WD. This gives cor-
responding noncommutative gauge field Aˆγ0 on (C
∞(M)[[~]]⊗A, ∗) by σ projection. By the construction,
all resulting theories are regarded as some background gauge fixed theories of the universal “gauge theory”.
This suggests that the combination of a background field and a noncommutative field strength, which ap-
pears in Dirac-Born-Infeld action, has some universal meaning. As an application, we gave a geometrical
interpretation of a ‘Seiberg-Witten map’ in general backgrounds: It is regarded as a “gauge transformation”
and its gauge equivalence relation is a part of automorphisms of the Weyl bundle.
In §4.1 we did not write an action of the “gauge theory”, because we do not define the trace of the algebra.
By defining suitable trace, it may be written as Tr[(FˆA)
n] = Tr[PfFˆA]. Actions of noncommutative gauge
theories might be given by this action through the “gauge” fixing procedure.
In this paper, we mainly treated fiberwise automorphisms of W (L,A)⊗
∧
because we would like concen-
trate on gauge theories. In this case, the geometry of the original base manifold M is seen to be deformed
only by O(~). If we consider whole automorphisms, which include diffeomorphisms, we might obtain non-
commutative gauge and gravity theory. In fact, in eq.(85), we treated a central term in noncommutative
gauge transformation as rather trivial, but if a diffeomorphism is included, we cannot ignore it. Therefore
that central term may generate a diffeomorphism, or a local transformation of 1-form basis θ˜I . In that case,
our fixed basis θ˜I (or noncommutative forms) should be treated covariantly.
Optimistically, our noncommutative gauge theories may be applicable to N -coincident D(2n)-branes in
nonconstant B-field (NSNS 2-form) and curved backgrounds in string theory. In this case, the deformation
26 This interpretation is closely related to recent works [17][18][19][20].
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parameter ~may be taken as α′ so that the deformation is a sort of stringy correction. By construction, U(N)
adjoint matter, which corresponds to the Higgs field on N -coincident D-branes, are introduced naturally.
Fermion might also be included. If we include diffeomorphisms, our field strength (80) could be regarded as
that of noncommutative Dirac-Born-Infeld action (§4.3), and has universal meaning.
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A Example of ∗ Product
We give an example of Fedosov’s ∗ product explicitly. First, note that eq.(26) is solved as
a = Q(a0)
=
∑
l≥0,n≥0
n=n1+n2+···+nl+1
(δ−1∇)n1δ−1[
i
~
r, (δ−1∇)n2δ−1[
i
~
r, · · · , (δ−1∇)nlδ−1[
i
~
r, (δ−1∇)nl+1a0] · · · ]].
(90)
For simplicity, we consider a case that N = 1 (i.e. U(1) case), Γij = 0 and θ
i
µ, ωij , REij ,Ω1ij are constants.
Moreover we take µ as quadratic in y:
µ =
1
2
~µijy
iyj , µij = constant. (91)
Then r is determined as
rs = ~µijy
iθj ,
ra =
1
2
(
−i~RE − Ω1 + ~
2µω−1µ
)
ij
yiθj + δ−1
(
~µijω
ikθj ∧
∂
∂yk
ra +
1
2
∂
∂yi
ra ∧ ω
ij ∂
∂yj
ra
)
,
(92)
i.e.,
r =
1
2
(2~µ− i~RE − Ω1)ijy
iθj +W5 = r
(2)
ij y
iθj , (93)
where r
(2)
ij ∈ W2 is constant, i.e., r is linear in y
i. Because r has no xµ dependence in this case, (90) for
a0 = x
µ is given as follows:
Q(xµ) = xµ +
∞∑
l=0
(
i
~
)l
δ−1[r, δ−1[r, · · · , δ−1[r, yiXi
µ] · · · ]]
= xµ + yi
(
1
1 + (ω−1r(2))T
X
)
i
µ
. (94)
For a general function f(x), Q(f(x)) = f(Q(x)) in this case.
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∗ product between xµ and xν , which also defines the parameter ϑµν , is given as follows:
xµ ∗ xν = xµxν +
i
2
ϑµν
ϑµν := −i(xµ ∗ xν − xν ∗ xµ) = −iσ([Q(xµ), Q(xν)])
= −~
(
XT
1
1 + ω−1r(2)
ω−1
1
1 + (ω−1r(2))T
X
)µν
. (95)
Using this ϑµν , we can write ∗ product as follows:
f(x) ∗ g(x) = f(x) exp
(
i
2
ϑµν
←−
∂µ
−→
∂ν
)
g(x), f(x), g(x) ∈ C∞(M)[[~]]. (96)
This ∗ product coincides with the Moyal-Weyl product which is usually taken as ∗ product on M = R2n.
B Derivation of ∗ Algebra
In the case of the usual Moyal-Weyl product, partial derivative ∂µ =
∂
∂xµ
is a derivation with respect to it 27
because it has the form exp
(
i
2ϑ
µν←−∂µ
−→
∂ν
)
, where ϑµν is constant. However, in general, it is not a derivation
of (C∞(M)[[~]]⊗A, ∗) 28. We here construct derivations of WD from inner derivations of W (L,A)
29.
For any section K ∈W (L,A), an operator ∂ˆK :W (L,A)→W (L,A) defined by
∂ˆKa :=
i
~
[K, a], a ∈W (L,A) (97)
is a (inner) derivation of (W (L,A), ◦). Such ∂ˆK is also a derivation of (WD, ◦) if and only if
30
[DK, a] = 0, ∀a ∈WD, (98)
which is equivalent that DK is in center [2]:
DK = Θ, Θ ∈ Z ⊗
∧1. (99)
Because D is Abelian, dΘ = DΘ = D2K = 0, i.e., Θ is closed 1-form. Locally, we may write it as
Θ = dΦ, Φ ∈ Z and (99) can be rewritten D(K − Φ) = 0 i.e., K − Φ ∈ WD. Therefore, we can write (97)
as follows 31:
K = Q(σ(K)− Φ) + Φ,
∂ˆKa =
i
~
[Q(σ(K)− Φ), a], a ∈ WD. (100)
27 Here we call it a derivation of (A˜, ∗˜) if an operation ∂˜ : A˜→ A˜ satisfies ∂˜(a+b) = ∂˜a+∂˜b, ∂˜(a∗˜b) = (∂˜a)∗˜b+a∗˜∂˜b, for ∀a, b ∈
A˜.
28 Although ∇Lµ is a derivation of (WD, ◦), it is not derivation with respect to ∗ product.
29 On the construction here, see, for example, Appendix A of [21].
30 Note that D(∂ˆKa) = D
(
i
~
[K,a]
)
= i
~
[DK,a] + i
~
[K,Da] = i
~
[DK,a], ∀a ∈ WD
31 In [21], normalization condition σ(K) = 0 is adopted, but here we do not impose it.
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This means that ∂ˆK is locally a inner derivation. Therefore, it also induces a derivation of (C
∞(M)[[~]]⊗A, ∗):
Write a ∈WD as a = Q(a0), we define ∂∗K by
∂ˆKQ(a0) =
i
~
[Q(σ(K)− Φ), Q(a0)],
→ ∂∗Ka0 := σ(∂ˆKQ(a0)) =
i
~
[σ(K)− Φ, a0]∗, (101)
where we used the notation: [a0, b0]∗ := a0∗b0−b0∗a0. ∂∗K is obviously a derivation with respect to ∗ product.
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