We prove under mild conditions that the Fleming-Viot process selects the minimal quasi-stationary distribution for Markov processes with soft killing on non-compact state spaces. Our results are applied to multidimensional birth and death processes, continuous time Galton-Watson processes and diffusion processes with soft killing.
Introduction
Let Ω, (F t ) t ∈[0,+∞) , P, (X t ) t ∈[0,+∞] be a continuous time Markov process evolving in a Polish state space (E , E ). Let also κ : E → R + be a bounded measurable function and consider the killed Markov process (Y t ) t ∈[0,+∞) evolving in E ∪ {∂}, where ∂ ∉ E is a cemetery point, defined by
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E-mail: Nicolas.Champagnat@inria.fr, Denis.Villemonais@univ-lorraine.fr that lim t →+∞ P µ (Y t ∈ · | t < τ ∂ ) = ν QSD , for some probability measure µ on E , and where the convergence holds for the total variation distance (for example). The distribution ν QSD is called the minimal quasi-stationary distribution of Y if the above convergence holds true for all µ = δ x , where x runs over E [3, 2] . This paper is devoted to the study, in a general setting, of the ergodicity and the convergence of a Fleming-Viot type particle system in the long time/large particle limit toward the minimal quasi-stationary distribution of Y . In particular, we recover and sensibly improve the results of [2] and [23] , where adhoc probabilistic and spectral considerations were used to study this problem for continuous time Galton-Watson processes and birth and death processes respectively. The main difficulty in these examples is that the state space is neither compact nor the process comes back from infinity (see also [3] for a fine control of the right most particle position in a Fleming-Viot type model). In order to control the behaviour of the particle system despite the lack of compactness, we make use of the general results of [8] for the study of quasi-stationary distributions. Our main contributions compared to the previously cited references are the generality of our approach (our framework includes, for instance, the case of multi-dimensional birth and death processes, of multi-type Galton Watson processes and of diffusion processes on R d ), a new speed of convergence result and a stronger convergence. Let us describe informally the dynamics of the Fleming-Viot particle system with N ≥ 2 particles, which we denote by (X 1 -then the (unique) particle hitting ∂ at time τ 1 jumps instantaneously on the position of a particle chosen uniformly among the N − 1 remaining ones; this operation is called a rebirth;
-because of this rebirth, the N particles lie in E at time τ 1 ; then the N particles evolve as independent copies of Y and so on.
More formally, for a fixed number of particles N ≥ 2, we consider the Markov process in E N whose weak infinitesimal generator (in the sense of [19] , see also [9] for an even weaker version, which could also be used in this context) can be expressed as
where L is the weak infinitesimal generator of X and for all f of the form f (x 1 , . . . ,
, with ϕ belonging to the extended domain of L (in the sense of [19] ). We assume that an almost surely càdlàg strong Markov process with such an infinitesimal generator exists. In most cases, it is easy to build such a Markov process, but imposing general conditions on X and κ ensuring this is challenging. Let us simply mention that, if X is a regular non-explosive pure jump Markov process in E , then L N corresponds to the infinitesimal generator of a non-explosive pure jump Markov process in E N and the Fleming-Viot process is thus welldefined. Also, if X is the solution to a stochastic differential equation with smooth coefficients in E = R d , then L N corresponds to the infinitesimal generator of the solution on R d×N to a stochastic differential equation with jumps occuring at bounded jump rate, which also admits an almost sure càdlàg representation.
This Fleming-Viot type system has been introduced by Burdzy, Holyst, Ingermann and March in [5] and studied in [6] , [13] , [21] , [14] for multi-dimensional diffusion processes. The study of this system when the underlying Markov process X is a continuous time Markov chain in a countable state space has been initiated in [12] and followed by [1] , [2] , [16] , [3] and [10] . We also refer the reader to [15] , where general considerations on the link between the study of such systems and front propagation problems are considered and to [7, 11] where CLTs for this Fleming-Viot type process have been proved.
Note that our settings correspond to the soft killing case, so that, denoting by τ 1 < τ 2 < · · · < τ n < · · · the sequence of rebirths times and since the rate at which rebirths occur is uniformly bounded above by N κ ∞ , lim n→∞ τ n = +∞ almost surely.
Hence, contrarily to the hard killing case [4] , there is no risk for the particle sys-
to undergo an infinite number of jump in finite time. This guarantees that it is well defined for any time t ≥ 0 in an incremental way (rebirth after rebirth).
We emphasise that, because of the rebirth mechanism, the particle system (X 1 , X 2 , . . . , X N ) evolves in E N . For any t ≥ 0, we denote by µ N t the empirical distribution of (X 1 , X 2 , . . . , X N ) at time t , defined by
where M 1 (E ) is the set of probability measures on E . Our aim is to find a tractable condition ensuring: 1) that Y admits a minimal quasi-stationary distribution using the recent general results of [8] ; 2) that the law of µ N t converges toward the law of a (random) distribution X N on E using classical Foster-Lyapunov type criteria [19] ; and 3) that this sequence of random distributions converges to the (deterministic) minimal quasi-stationary distribution of Y using the general convergence results of [22] .
Our main results are stated in Section 2, illustrated by several examples in Section 3 and proved in Section 4.
Main results
We first present our main assumptions. Several examples satisfying this requirement are provided in the next section. For the definition of the extended domain of the generator, we refer the reader to Meyn & Tweedie [19] . We recall that a subset K ∈ E is called a small set for X if there exist a positive time t K > 0, a positive constant α K > 0 and a probability measure ν K on K such that, for all
We also refer the reader to [19] and references therein for general considerations on small sets and the related concept of petite sets.
Assumption H.
Assume that all compact sets are small sets for X . Assume also that there exists a locally bounded function V : E → [1, +∞) in the extended domain of the infinitesimal generator of X , with relatively compact level sets and such that
for some constant λ 1 > κ ∞ . Finally, assume that Y satisfies the following property: for all compact set K ⊂ E ,
Of course, the two first points of Assumption H imply that X satisfies a FosterLyapunov type criterion and hence that it is exponentially ergodic. However, this does not guarantee the long-time convergence of the conditional distribution of Y . For instance, if X is a birth and death process evolving in N = {1, 2, 3, . . .} and if κ(x) = ½ x=1 , the exponential ergodicity of X is not sufficient to deduce the longtime convergence of the conditional distribution of Y (as clearly appears in the reference work [20] ). The last point of Assumption H allows us to overcome this difficulty (using the recent results of [8] 
for any probability distribution µ on E such that µ(V ) < ∞.
Since V (x) < ∞ for all x ∈ E , ν QSD is the minimal quasi-stationary distribution of Y . Several other properties can be deduced from Assumption H and Theorem 2.1, as detailed in [8, Section 2] .
is the oscillation of κ. However, this generalisation does not transfer to the next results.
The next theorem states that the Fleming-Viot process defined in the introduction is exponentially ergodic for N large enough.
Theorem 2.2. Assume that Assumption H is satisfied. Then, for any N
is exponentially ergodic, which means that there exists a probability measure M N on E N such that
Note that, using the above theorem, one deduces that µ N t also converges in law, when t → +∞, to a (random) probability measure X N on E , defined as
The following last result concludes that, under Assumption H, the sequence of random variables (X N ) N valued in M 1 (E ) converges to the minimal quasistationary distribution of X . The constant γ and the measure ν QSD are obtained from Theorem 2.1. 
Examples
In this section, we apply our results to multi-dimensional birth and death processes, continuous time Galton-Watson processes, continuous time multi-dimensional Galton-Watson processes and multi-dimensional diffusion processes.
Multi-dimensional birth and death processes
Let Y be a continuous-time multitype birth and death process, taking values in 
The following result provides a general explicit criterion on the parameters of the process ensuring that the results of Section 2 hold true.
then Assumption H is satisfied.
2) is satisfied (see [8, Example 7] for the details) and the fact that the killing rate is bounded by
The rest of Assumption H is a simple consequence of the irreducibility of the process and the fact that the state space is discrete. Theorem 2.1 was already obtained in [8] , while, as far we know, the convergence of (X N ) N for multi-dimensional birth and death processes toward ν QSD is completely new. The existence of the Lyapunov function V is already proved in this reference, while the rest of Assumption H is a simple consequence of the irreducibility of birth and death processes with positive coefficients. While we do not improve the extent of the domain of attraction of the minimal quasi-stationary distribution, we emphasise that, when [23] relies on the spectral theoretical results derived in [20] and leads to weak convergence of measures, our approach is probabilistic and we prove a stronger exponential convergence toward the quasi-stationary distribution.
Theorem 2.2 and the convergence in law of (X N ) N toward ν QSD (in the weak topology) was already proved in the above reference, but the speed of convergence of Theorem 2.3 is new.
Continuous-time Galton Watson processes
A continuous time Galton-Watson process describes the evolution of a population where individuals reproduce independently at rate 1 and whose progeny follows a common law p on Z + (here, the progeny replaces the parent, who dies during the reproduction event). More formally, its dynamic is described by the following infinitesimal generator (with ∂ = 0 the unique absorbing point and f is any bounded function):
where the jump rates matrix q(·, ·) is given by q(0, ·) = 0 and
for all x ≥ 1 and n ≥ −1.
Our first result concerns the existence of a minimal quasi-stationary distribution for this process. 
for any probability distribution µ on E such that
A similar result was obtained in [2] using different methods with the requirement that α = 2. Our result provides a sharper result by allowing any reproduction law with a moment of order α > 1. Our result also provides the additional exponential convergence in total variation norm and all the consequences listed in [8] .
Before proving the above proposition, we state a criterion implying that the continuous time Galton-Watson process satisfies Assumption H. Note that, since m > 1−p(0), the assumption on α implies that α > 1. Thanks to Theorem 1.1 in [2] , the ergodicity of the Fleming-Viot process and its weak convergence toward the quasi-stationary distribution were already known with the condition that p admits an exponential moment. It is thus improved here by considering reproduction laws admitting a polynomial moment of explicit order and by providing convergence in a stronger sense. One major advantage of our approach is also its flexibility : we will show in the next section how this result easily generalises to continuous time multi-type Galton-Watson processes.
We first prove the second proposition, because its proof is straightforward. Setting V (x) = x α , one obtains for all x ≥ 1,
Since we assumed that α(m − 1) < −p(0) and since p(0) is the maximum of the absorption rate in this model, one deduces that the Lyapunov Assumption H is satisfied. As in the previous example, the rest of Assumption H is a simple consequence of the irreducibility of the process and the fact that the state space is discrete. Let us now prove the first proposition. This is a direct consequence of Theorem 5.1 in [8] . To apply this result, we only need to prove that the constant
is strictly smaller than α(1 − m). Note that, because of the irreducibility of the process and the discreteness of the state space, this constant does not depend on x ∈ N and we also have for all L ∈ N λ 0 = inf λ > 0, s.t. ∃L > 0, lim inf
We first observe that, setting ϕ(x) = x for all x ∈ N, we have Lϕ(x) = (m − 1)ϕ(x). Dynkin's formula implies that the process M defined by
is a local martingale. Now, using the fact that, for all t ≥ 0, E(V (Y s )) is uniformly bounded over s ∈ [0, t ] (because LV is uniformly bounded from above) and the fact that ϕ = o(V ), one deduces that M is uniformly integrable over [0, t ]. In particular it is a martingale and one deduces that
Now, using the fact that LV (x) ≤ α(m −1)V (x)+C ϕ(x) for some positive constant C > 0, one deduces, using Dynkin's formula that
Reminding that α > 1, we deduce that
From this inequality and (3.3), one obtains, for all L ∈ N and all t ≥ 0,
For a fixed x ∈ N, one can choose L large enough so that
which implies that λ 0 ≤ (1 − m) and concludes the proof.
Remark 3. Note that equation (3.3) also immediately implies that λ 0 ≥ (1−m) so that we in fact proved that λ 0 = 1−m. The approach employed here for the study of quasi-stationary distributions is of course a general strategy relying on [8] and on Dynkin's formula that may be useful for the study of several processes. The main point is to dispose of a super harmonic function ϕ and a Lyapunov-type norm-like function V that dominates ϕ at infinity.
Multi-type continuous time Galton-Watson processes
A multi-type continuous time Galton-Watson process describes the evolution of a population of typed individuals, with d ≥ 1 possible types denoted by 1, . . . , d . These individuals reproduce independently at rate λ i > 0 and their progeny has a law p i on Z d + (here again, the progeny replaces the parent, who dies during the reproduction event), depending on the type i ∈ {1, . . . , d } of the parent. Its dynamic is thus described by the following infinitesimal generator (where f is any bounded function): Since the state space is discrete and the process is assumed to be irreducible, the only difficulty is to prove the existence of a function V such that LV (x) ≤ −λ 1 V (x)+C for some constants λ 1 > max i p i (0) (note that max i p i (0) is the maximal rate of absorption for our process). In order to do so, one simply observes that, setting
so that V satisfies the Lyapunov-type inequality of Assumption H.
Diffusion processes with soft killing
In this section, we consider the case of a multi-dimensional diffusion process with soft killing and provide a sufficient criterion for Assumption H to apply. Let (X t ) t ∈[0,+∞) be the solution in E = R d to the stochastic differential equation
where B is a standard r -dimensional Brownian motion, σ : R d → R d×r and b : 
The fact that Assumption H is satisfied is in fact a consequence of the material included in Section 4.2, Example 3 of [8] : the property on small sets and absorption probabilities are both consequences of the Harnack inequalities proved therein (where they are used to prove the similar properties (F1) and (F3)). The computation of LV is only provided in a simpler case, so we give details below: fix ε > 0 such that ρ 2 γ/2 + κ ∞ < (β − 2ε)ρ. Then, for |x| large enough,
Therefore, LV (x) ≤ −( κ ∞ + ερ)V (x) for |x| large enough, so V satisfies the Lyapunov-type part of Assumption H.
Proofs

Proof of Theorem 2.1
Step 1. Quasi-stationary behaviour of (Y n ) n∈N . Let us first prove that the skeleton (Y n ) n∈N admits a minimal quasi-stationary distribution, by proving that Assumption E in [8] is satisfied and hence that Theorem 2.1 therein applies. Fix λ ∈ (λ 1 , κ ∞ ). One deduces from Assumption H, Dynkin's formula, classical upper bound techniques (see for instance Lemma 7 in [18] ) that, for all x ∈ E and all t ≥ 0,
We define the set K := {x ∈ E , V (x) ≤ (2 ∨ e λ )C /(λ 1 − λ)}, which is relatively compact by Assumption H. Our aim is to prove Assumption E in [8] with this set K ,
Let us first check that Assumption (E1) holds for any n 1 ≥ t K + ln2 λ (here t K > 0 is the positive time appearing in the small set property for K ). Note that Assumption (E1) is actually simply the small set property for K , but we will need this stronger version in the sequel. We deduce from the definition of K and from the above inequality that, for all x ∈ K ,
In particular, using Markov's property at time n 1 − t K and the fact that K is a small set for X , we obtain
and hence that
λ . We now prove that (E2) is satisfied. Using (4.1), we obtain, for all x ∈ E ,
Also, we have
Hence, since we set ϕ 1 = V , ϕ 2 = ½ E , θ 1 = e −λ and θ 2 = e − κ ∞ , one deduces that Assumption (E2) is satisfied. Since K is a relatively compact set, Assumption (E3) is an immediate consequence of the last part of Assumption H.
Finally, setting n 4 (x) = ⌈t K + ln 2 λ ⌉ for all x ∈ K , one deduces from (4.2) that Assumption (E4) holds true.
We deduce from [8, Theorem 2.1] that there exist a quasi-stationary distribution ν QSD for (Y n ) n∈N and two constants c ′ > 0 and γ > 0 such that, for all probability measure µ on E and all n ≥ 0,
Step 2. Conclusion. Our aim is now to prove that (Y t ) t ≥0 exhibits the same quasi-stationary behaviour as (Y n ) n∈N . Let µ be probability measure on E such that µ(V ) < ∞, fix t ≥ 0 and set s = t − ⌊t ⌋ ∈ [0, 1). The law µ s of Y s satisfies (we use the fact that the killing rate of Y is bounded by κ ∞ , the fact that LV ≤ C and Dynkin's formula)
From (4.3), we deduce that
Setting c = c ′ e κ ∞ +C +γ , one deduces from Markov property at time s and from the above inequality that, for all t ≥ 0,
This concludes the proof of Theorem 2.1.
Remark 4. One could have been tempted to use Theorem 3.5 in [8] which originally deals with continuous time Markov processes and allows bounded functions for the equivalent of V . However, this latitude comes with a far greater complexity and, in particular, one needs to check that the strong Markov property is satisfied at the entry time of K (or, in the present case, a superset of K which is also a small set), which can be quite challenging to prove in general (especially for discontinuous processes).
Since we only consider norm-like functions V in this paper, we can drop this technical requirement, which simplifies the verification of our assumptions. Note that the proofs of Theorems 2.2 and 2.3 also make use of the fact that V is a norm-like function.
Proof of Theorem 2.2
We define the function f : This concludes the proof of Theorem 2.2.
Proof of Theorem 2.3
Since the rebirth rate κ is uniformly bounded, it is well known (see for instance [22, 10, 7] ) that there exists a constant d 0 > 0 such that, for all N ≥ 2 and all bounded measurable functions f : E → R,
In particular, one deduces that, for all t ≥ 0 (we use the stationarity of M N for the first and second equality and the results of Theorem 2.1 for the second inequality),
where the last inequality follows from Theorem 2.2. In particular, choosing t = ln N 2( κ ∞ +γ) , one deduces that there exists a constant d > 0 such that
where α = γ 2( κ ∞ +γ) .
In order to conclude the proof of Theorem 2.3, fix f : E → R + such that f = o(V ). Then, since E(X N (V )) is uniformly bounded, one deduces that f is uniformly integrable with respect to this sequence of measures : for all δ > 0,
The first term in the right hand side goes to zero when N → +∞ (because of the above analysis), while the second and third terms converge to 0 when δ → +∞, uniformly in N . This implies that the left hand side converges to 0 when N → +∞. This concludes the proof of Theorem 2.3.
