ABSTRACT Person re-identification (re-ID) has been gaining in popularity in the research community owing to its numerous applications and growing importance in the surveillance industry. Recent methods often employ partial features for person re-ID and offer fine-grained information beneficial for person retrieval. In this paper, we focus on learning improved partial discriminative features using a deep convolutional neural architecture, which includes a pyramid spatial pooling module for efficient person feature representation. Furthermore, we propose a multi-task convolutional network that learns both personal attributes and identities in an end-to-end framework. Our approach incorporates partial features and global features for identity and attribute prediction, respectively. Experiments on several large-scale person re-ID benchmark data sets demonstrate the accuracy of our approach. For example, we report rank-1 accuracies of 85.37% (+3.47 %) and 92.81% (+0.51 %) on the DukeMTMC re-ID and Market-1501 data sets, respectively. The proposed method shows encouraging improvements compared with the state-of-the-art methods.
I. INTRODUCTION
Person re-identification (re-ID) is a challenging topic in computer vision with several applications, including multi-camera tracking [1] , [2] and multi-camera activity analysis [3] . It corresponds to the task of determining whether two pedestrian detections acquired at different times across non-overlapping camera views are the same person. The task is challenging owing to the dramatic changes in visual appearance from different camera views resulting from variations in human postures, view angles, illumination, and background clutter [4] . Several methods for this task employ either feature extraction approaches that are invariant to several sources of variation [5] , or supervised learning algorithms to learn the most useful information for image matching [6] . These approaches have considerable drawbacks, such as the design strategies used (i.e., the case of invariant feature extraction algorithms based on pure intuition [7] to handle variations). Handcrafted feature extraction algorithms rely on human judgement and are unable to capture most aspects of the data. Similarly, learning-based methods rely on pre-established features, and large sets of parameters may have to be learned, leading to overfitting caused by the small size of available data [8] . Furthermore, the performance of these algorithms is closely tied to the choice of features and is often difficult to reproduce with different datasets. Thus, the general applicability is reduced.
Currently, deep-learning-based methods dominate person re-ID tasks, owing to their high discriminative abilities. This is especially true when the representations learnt via deep learning are aggregated from partial features. The majority of recent state-of-the-art methods on re-ID benchmarks use deep-informed partial features [9] - [11] . A key aspect of partial feature methods is the different partitioning strategies used, which can be divided into two groups: those that leverage external cues, and those that abandon such cues from semantic parts. For example, the first group [12] , [13] uses recent progress in the task of human pose estimation, relying on pose estimation datasets and tools. The second group [9] , [10] requires no part-labeling information, but achieves accuracy at par with methods used in the first group. Semantic partitions may offer stable cues for aligning different parts; however, they may be prone to noisy pose detections. Thus, consistency within parts is vital for robust part-feature representation.
Person re-ID is intrinsically a multi-scale matching problem, because of how images are captured in open surveillance spaces with varied resolutions and uncontrolled distances between the objects and cameras. Therefore, we argue that a multi-scale solution, alongside a part-based feature extraction, is essential. A notable drawback of single-scale representations [14] - [16] is that they often blur the salient information at different scales useful for matching. Our approach is partially inspired by how the human visual system works, by considering joint multi-scale information in both the global context and local salient scales [17] . Multi-scale representations are a widely adopted approach in computer vision for general recognition tasks [18] . In particular, one approach constructs feature pyramids from image pyramid inputs [18] , [19] . The pyramid feature representation is considered scale-invariant from the perspective that scale changes are addressed by a scale shifts within the feature pyramids.
On the other hand, previous literature [20] used person attributes, such as race, gender, and clothing as extra supervisory signals to improve person re-ID tasks. These attributes are highly intuitive and understandable descriptors which have proved to be successful in several tasks, such as face recognition, face verification, and activity recognition. Surveillance systems may use attributes to identify subjects in cases where identification fails owing to low image quality; it also enables a quick search of persons in a database of images.
In this work, we propose a part level convolutional network (PCN) with a pyramid spatial pooling (PSP) [18] , [21] module. Consequently, the term used for the full network is PCNPSP. For improved performance, the multi-stream network learns pedestrian identity and discriminative representations using partial features and auxiliary-pyramid spatially pooled features. The use of the PSP module covers more global contextual information with the part-level features, which relate to the local information. The combination of global and local feature representation proves to be an effective strategy for person re-ID. Thus, we aim to address multiscale invariance problems in a multi-task setting.
Furthermore, we extend the proposed approach to investigate joint learning of person attributes and identities using a single end-to-end framework (i.e., learning partial features for identity and global features for attributes, wherein several similarities between this work and that of [20] can be noted). Consequently, several improvements can be seen, in terms of mean-average precision (mAP) and different query retrieval ranking accuracies, compared to baseline methods without the PSP module. For instance, mAP reflects the average precision across all queries achieved by the PCN base model on DukeMTMC re-ID dataset. The mAP is 69.91%, which is a 4.61% increase over the network [11] .
In addition, we consider learning attributes as an auxiliary task in which we assess the impact of including attribute prediction to improve identity prediction. In this study, we use several classifiers, which branch from the global backbone network to learn attributes. On the Market attributes dataset [20] , our multi-task network reports 84.84% mean accuracy, which is comparable to the current state-of-the-art methods.
The rest of the paper is organized as follows: we discuss the related work in Section II. Section III describes the proposed method and network architecture details. Section IV introduces the datasets, evaluation methods, and the experimental details. The paper is concluded in Section V.
II. RELATED WORK
Typical person re-ID is often modeled as a verification problem that involves determining whether images from disjoint cameras in a network depict the same subject. Over the past decade, many traditional handcrafted methods have been designed for this task, often extracting invariant features [5] , [22] , [23] or using metric learning [24] , [25] .
It is often desirable that features used for re-ID are invariant to common image transformations, while maintaining a high degree of inter-person variation with a low degree of intrapersonal variation. Color is a common choice, if it exhibits certain pose variations. However, color features tend to not be illumination invariant [23] or robust to camera set-ups. To address this problem, brightness transfer functions (BTF) have been used to transform color features between different cameras while a person moves [26] . However, a major drawback is that for each camera pair, the transfer function may need to be relearned if the illumination changes significantly. Thus, this approach is not viable for real-world applications. Color, texture, and shape features can also be used, such as with the symmetry-driven accumulation of local features approach [27] , which extracts robust color and texture features based on prior knowledge of the bi-lateral symmetry of human appearances. Furthermore, to reliably measure color and texture features, pictorial structures that isolate specific body parts are used to segment the person from the background.
However, given that hand-designed features are labor intensive to develop and may not fully take advantage of the information contained in training images, supervised learning algorithms have been developed to disentangle features and variations related to identity and those likely caused by unrelated factors. Such methods include the ensemble of localized features (ELF) approach [28] , which combines several simple classifiers via an Adaboost algorithm to select the most discriminative identity features. Bak et al. [29] used a similar approach that learned to represent different body regions using different features. The features from different regions were combined to provide identity discrimination among different subjects. Gheissari et al. [30] divided the person image into several triangles for partial feature extraction. Thereafter, a spatiotemporal segmentation algorithm was employed to generate salient edges robust to changes in appearance.
However, metric learning includes supervised techniques that use a Mahalanobis distance metric to compare features, while emphasizing interpersonal differences and de-emphasizing intrapersonal differences. Depending on the number of example images of each person, metric learning can be applied in a single-or multiple-shot setting [31] . Relaxed pairwise learning (RPLM) [25] demonstrated that high re-ID accuracy could be achieved using simple color and texture features alongside appropriate metric learning algorithms.
Owing to the powerful discriminative ability of the representations learnt using deep convolutional neural networks, deep learning-based approaches continue to dominate this research area. This can also be attributed to the overflow of open-source software tools, such as [32] - [34] , that make training, testing, and construction of deep CNNs relatively easier. Early works such as [35] and [36] employed Siamese neural network models to determine whether a pair of input images are of the same person. Both the approaches use Siamese models; however, they differ in parameter setting variations and the cost function used. The Deformable Parts Model (DPM) [37] model captures viewpoint and pose variations using a mixture of components with part and root filters. Deformable part descriptors [38] are introduced using DPM part boxes as the building block, to represent normalized pose for fine-grained tasks. Generic correspondence and spatial correlations are incorporated by spatial pyramid pooling [18] for improved scene classification and object recognition. Furthermore, Pose Alignment Networks for Deep Attributes (PANDA) [39] was proposed to augment deep CNNs to incorporate semantically aligned part patches in the input layer. PANDA learns the features specific to certain parts under certain poses, the features are aggregated to construct a pose-normalized deep representation.
A notable advantage of the deep learning approaches over handcrafted methods for learning part features is the powerful generic discriminative ability and the availability of better tools for parsing pedestrian parts such as landmark detection and human pose estimation [13] , [40] , [41] . However, the large gap between the datasets of these tools can be a problem if used directly. Recently, Sun et al. [11] proposed a part-based convolutional baseline (PCB) that learns partlevel features on uniform partitions of convolutional layers. The authors considered that the contents of each part should be part consistent; thus, an adaptive pooling method was proposed to refine the initial partition parts of a person to remove outliers in the convolutional layer parts. Our work has been largely inspired by this work. However, we note differences in architectural design choices. In particular, we use a multitask CNN that uses both part informed features and pyramid pooled features (PSP) at different scales to give the model a degree of scale invariance. The use of the PSP module is considered a key difference from prior works, and we report comparable accuracy across several benchmark datasets.
There are several re-ID models that use spatial pyramid pooling, such as [42] , which used joint spatial and temporal attention pooling for video-based re-ID with a recurrent CNN architecture. The spatial pooling layer was used to select regions from each frame, while the attention temporal pooling selected the most informative frame features over the sequence. Furthermore, the spatial pyramid-pooling layer was used as a component attentive to the spatial pooling method to enable the model to concentrate on important regions in the spatial dimension. A key difference of our work is that theirs largely focused on person re-ID in video settings, whereas ours focuses on image-based re-ID. Additionally, our work uses a pure CNN architecture without an attention mechanism, rather than a recurrent CNN architecture. The part level feature-representation is a type of attention mechanism, because our model uses each focused local part to gather informative features. Furthermore, attention mechanisms have gained interest for their improved performance. In [23] , attention selection and feature representation were jointly learned in a CNN by maximizing complementary information of different visual attention levels. Both soft pixel and hard regional attention and simultaneous optimization of features were achieved by the model.
The spatial pyramid layer uses multi-level spatial bins to generate multi-level spatial representations that can be combined to form single-image representations, as shown in our work. The final image representation involves pedestrian positions and multi-scale spatial information, which proves to be an effective person-feature representation (when aggregated from the partial features). Chen et al. [43] proposed a deep pyramid feature learning (DPFL) CNN architecture to jointly learn discriminative scale-specific features and maximize multi-scale feature fusion selections in image pyramid inputs. DPFL uses several feed-forward sub-network branches with identical structures, which each learn scalespecific features for given image pyramid scales of the person-bounding boxes. Scale-specific features are thereafter fused in the fusion branch via optimal integration of several scale representations. Concurrently, we learn correlations between different scale-feature combinations. However, in this work, instead of multiple scale-specific sub-networks, we use a single module in the form of pyramid spatial pooling, which learns to extract scale specific features at the feature representation level, rather than at the input pyramid level. Consequently, our design is much simpler compared to prior studies that addressed the multi-scale problem.
Lin et al. [20] offered a different view from the prior literature with an approach to analyze the impact of attributes on person re-ID in large-learning scenarios, without resorting to the use of image pairs. In this work, we aim to address this task by incorporating attributes in a multi-task setting and to show in our evaluations that the design considerations collectively contribute to the significant re-ID-matching performance over alternative methods. VOLUME 6, 2018
III. PROPOSED METHOD A. PART CONVOLUTIONAL NETWORK
We propose an improved part convolutional network with a PSP module for person re-ID. The illustration of the framework is shown in Fig. 1 . PCNPSP can use any network as a base model without fully connected layers as the backbone network. This study mainly employs ResNet50 [44] pre-trained on the ImageNet challenge due to its powerful performance and the well-structured architecture. The backbone network is reshaped to a PCN base model with slight modifications, i.e., the structure before the original global average pooling layer is maintained to be the same in the original backbone network. However, what follows is removed to consist of only the part-level features extracted from the convolutional layer feature maps after the backbone network. These features further undergo a dimensionality reduction across each part-level feature with a fully connected final layer, followed by the softmax function for identity classification.
FIGURE 1.
Architecture of the proposed part convolutional network with auxiliary layers for learning improved person features via pyramid spatial pooling. We adopt Resnet-50 [44] as the base model to extract features which are then used in different branches. Given the convolutional feature map, a fixed number of part-based features are extracted whilst maintain the feature map size of 2048 in one branch for local contextual learning, whereas PSP branch learns multi-scale invariant features which are finally aggregated for identity prediction with cross-entropy loss.
If a 3D tensor T , of activations obtained after an image passes through all the backbone layers is given, we can define a vector of activations viewed along the channel axis as column vectors. A PCN base model partitions the tensor T into p horizontal stripes using average pooling and then averages all the column vectors in a stripe into a separate part-level column vector g i , where i = 1, 2, . . . , p. PCN employs a convolutional layer to reduce the dimensions of each stripe, which is set to 256-dim. The final reduced features are passed to a classifier using a fully connected layer followed by a Softmax function for each stripe. During training, the PCN base model is optimized to minimize the sum of cross-entropy losses over the p stripes of ID predictions. At test time, pieces of p after dimensionality reduction are concatenated to form the final descriptor H, where H consists all the part-level features. To minimize computational cost, we use the dimensionality reduced features, as compared to the features of each part level after average pooling before the convolutional layer step that are very large.
This study maintains the spatial size of tensor T and the number of pooled column vectors, which are important for the performance of the PCN base model. In addition, the number of horizontal stripes is set to 6, as shown in previous literature [11] , because too many stripes compromise the discriminative ability of the learned features. The input images are resized to 384 × 128, which maintains a height to width ratio of 3:1 and the spatial size of T is set to 24 × 8.
B. PYRAMID POOLING MODULE
The PSP module is an effective global prior representation, as shown in [21] . The use of this module in the task of semantic segmentation has shown great success as an effective strategy for covering global contextual information along with sub-region context information, which has proven to be helpful in distinguishing various object categories at the pixel level. PSP is a hierarchical global prior that contains information with different scales, and varies among sub-regions. It is constructed upon the final layer of the backbone network feature map as a global scene prior construction.
In this study, PSP fuses features under four different pyramid scales, from coarse to fine-grained levels to generate a single bin output. Each pyramid level separates the feature map into different sub-regions and forms a pooled representation for different locations, where the output of these levels in the pyramid contains feature maps with varied sizes. The 1×1 convolution layer after each pyramid level is used to maintain the weight of the global feature and reduce the dimensionality of the context representation to 1/N of the original, given the level size N . The low-dimensional feature maps are then upsampled via bilinear interpolation to get a final feature map size of 1024-dim. We have used four pyramid levels with bin sizes of 1 × 1, 2 × 2, 3 × 3, and 6 × 6 with average pooling. The 1024-dim is further reduced to a 256-dim feature using a 1 × 1 convolution layer, which is then passed to a classifier implemented by a single fully connected (FC) layer with a Softmax function. This feature is concatenated to the PCN base model's fully connected layer, which now sums up to 7 fully connected layers to learn person identity. The addition of the module is what makes up the PCNPSP model proposed in this work. During training, all the fully connected layer outputs are optimized to minimize the sum of cross-entropy loss function across the FC layers. During the test phase, the PSP learned features after down sampling are concatenated with the PCN base model features to form a final feature vector of 1792-dim.
The PSP module is added as an extra learning stream after the backbone network generated feature maps of 2048-dim. Thus, PCNPSP consists of two streams, i.e., one learns part level features using a partition strategy on the convolution layer features and the other learns an effective global prior on the same feature map to improve the learnt features and can be trained in an end-to-end fashion.
C. MULTI-TASK NETWORK
We further propose an architecture for learning attributes and identity in a joint setting. The illustration of the framework is shown in Fig. 2 and Fig. 3 . The approach aims to exploit commonalities and differences across the tasks. Further, it improves generalization using the domain information contained in the training signals of each task as an inductive bias. We use hard parameter sharing in the framework; we share the ResNet50 feature across the tasks thus reducing the risk of overfitting. Rather than training separate models, the approach can improve efficiency of learning and prediction accuracy for the tasks. To learn attribute and identity, we use a similar architecture for the part level CNN, in which the part-level features are used for identification as before, however we take a new stream from the base ResNet50 [44] 2048 feature to extract semantic features from the images. Each attribute has a single classifier, e.g., the Market-1501 attributes dataset consists of 27 attributes, therefore we model each attribute using a single classifier. For every attribute, the fully connected layer is followed by a sigmoid function to compute the probabilities of attribute predictions. The use of sigmoid is very useful in this case, as it enables us to model the probability of each attribute class independent of the other attributes, such as a Bernoulli distribution.
Further, attributes are represented using a multi-hot encoding format, with the binary cross entropy used as a loss function.
IV. EXPERIMENTS V. DATASETS
In this study, we used three datasets for evaluation of re-ID, i.e., DukeMTMC-reID [45] , CUHK03 [36] , and Market-1501 [46] . The datasets are summarized in Table 1 . The CUHK03 dataset contains both hand-labeled and DPM-detected bounding boxes; in this study, we used the DPM-detected images. We used the evaluation protocols provided by [46] . In all the experiments, a single-query setting is used with an extra re-ranking [47] step for improved performance.
Further, we used the Market-1501 attributes [20] dataset annotated with 27 attributes. It contains annotated attributes at the identity level, in which training has 27 × 751 attributes and test set has 27 × 750 attributes, e.g., gender, hair length, age, carrying bag, sleeve length, and upper body color.
Moreover, PETA consists of 35 attributes that are considered to be the most meaningful in surveillance scenarios for evaluation. In our experiments, we selected 15,312 random samples for training and 3698 samples for testing.
A. IMPLEMENTATION DETAILS
The proposed architecture is implemented using the Pytorch [6] deep learning framework and a single NVIDIA Titan GPU, which consists of 3584 CUDA cores, 10 Gbps memory speed, and 12 GB GDDR5X of standard memory configuration. VOLUME 6, 2018 During the training and testing phase, input images are resized to 384 × 128 with normalization using the standard deviation and mean, based on ImageNet parameters given the backbone model. Initial weights of the backbone model are finetuned during the training phase with the learning rate for the pre-trained backbone layers set to 0.01 and those of the added layers set to 0.1, based on observations during experiments.
Furthermore, weights of each of the fully connected layers in the PCNPSP model are initialized from scratch. We used Stochastic Gradient Descent (SGD) [48] along with multistep learning rate decay after 20 and 40 epochs. The number of training epochs is set to 60 with a batch size of 64.
The network has a total of 55 million parameters and on a single NVIDIA GPU with 12 Gigabytes of memory; it takes approximately 4 h training time on the Market-1501 dataset.
B. PERFORMANCE EVALUATION
The following attributes are commonly used as evaluation criteria in the person attributes recognition task: precision, recall, and mean accuracy. Mean accuracy (mA) has often been adopted to evaluate attribute algorithms, it computes the classification accuracy of the positive and negative examples separately and then takes the average as the recognition result of the attributes. This can be represented mathematically as
where L is the number of attributes, P and TP are the number of positive examples and correctly predicted positive examples respectively, and N and TN are the negative and correctly predicted negative examples, respectively. Example-based evaluation metrics, such as precision and recall, capture better consistency of predictions on a given pedestrian image as opposed to mA that treats each label independently. Precision and recall are defined as
Cumulative Matching Characteristic (CMC) curve and the mean average precision (mAP) are used for the person re-ID task. CMC is presumed to reflect the retrieval precision, whereas mAP reflects the recall. For each query image, its average precision (AP) is computed from its precision-recall curve, where mAP is the mean value of precisions across all queries. Furthermore, we perform re-ranking with k-reciprocal encoding [47] to improve the person re-ID accuracy.
The k-reciprocal encoding is based on the hypothesis that if a gallery image is similar to the probe in the k-reciprocal nearest neighbors, it is more likely to be a true match to the query image. Given an image, the k-reciprocal feature is calculated by encoding the k-reciprocal of its nearest neighbors in a single vector, which is then used for re-ranking using the Jaccard distance. The final distance is obtained as a combination of the original distance and the Jaccard distance.
Given the gallery set of N images with a probe person p and G = {g i |i = 1, 2, . . . N }, the original distance between two persons p and g i are measured by the Mahalanobis distance as:
where x p and x g i represent the appearance of probe pand gallery g i , respectively, and M is the positive semidefinite matrix. The aim of the re-ranking method is to re-rank an initially obtained ranking list
The initial ranking list is obtained according to the pairwise distance between the original distance between the probe and the gallery set.
The final distance is obtained as a result of jointly aggregating the original distance and the Jaccard distance to revise the initial ranking list. Formally, the final distance d * is defined as
where λ [0, 1] denotes a penalty factor that penalizes galleries far away from the probe p.
C. QUANTITATIVE RESULTS
In this study, we evaluated our method with regard to three large benchmark datasets described in Section III.A with results shown in Table 3 . We tested both the PCN base model and PCNPSP model and reported the results with re-ranking. Furthermore, our method can be compared to the recent stateof-the-art methods. In Table 2 , * * denotes methods that use re-ranking and bold letters show the model with best performance in each section of the table. Comparing our method with the PCN-base model, we can clearly see the significant improvements of the PCN+PSP network across the three datasets. In addition, mAP for the three datasets increases from 69.91%, 78.33, and 54.00% to 71.23% (+1.32%), 78.80% (+0.47%), and 56.01% (+2.01%), respectively. This shows that the integration of the PSP module improves overall performance of the part level model. Moreover, given the reranking experiment results, it is easy to see the continued improvement in all the datasets except on the Market-1501 where we observe the PCN-base model has a better performance in retrieval; however, the re-ranked mAP increases by a large margin from 84.79% to 90.79% (+6%).
The performance of the proposed re-ID model was benchmarked with the recent literature that employs deep learning methods and deep-part features for re-ID. Comparisons on the Market-1501 dataset are shown in Table 3 , where PCN+PSP surpasses all the prior methods. With the addition of the PSP module, we observe encouraging performance over the baseline method.
Compared to the current best method, our method shows an increase from 77.4% to 78.80 (+1.4%). Further, in the case of re-ranked results, our method shows superior results over prior methods with considerable margins. This further shows the robust discriminative power of part level features and reiterates the fact that the base model based on part level features can be improved with the pyramid pooling module.
The comparisons on DukeMTMC-reID and CUHK03 are summarized in Table 4 , with * * denoting methods that use re-ranking and ''Extra'' for those that use extra data augmentation techniques. PCN+PSP surpasses [13] by +3.57% in rank-1 accuracy and +5.13% in mAP without re-ranking on the DukeMTMC dataset. Moreover, our method shows improved performance on the CUHK03 dataset with +1.81% in mAP compared to the best method. PCNPSP achieves a more improved accuracy than ''PCB'' and ''SVDNet+Era,'' which confirms the robust ability of the proposed approach.
In this study, we reported mAP at 78.80%, 71.23%, and 56.01% and rank-1 at 92.81%, 85.37%, and 60.71% for Market-1501, Duke and CUHK03, respectively, which shows comparable accuracy even without the re-ranking step against prior methods, thus improving the current state-of-the-art methods of person re-identification. It can be observed from the PCN+PSP validation mAP and loss that the network converges early during training. across all three datasets, the network converges early within 20 epochs. In addition, the mAP is observed to reach peak accuracy after 10 epochs and continues to improve onwards.
The comparison of the Market-1501 and PETA in Table 5 and 6 show the performance of the proposed multi-task framework for attributes recognition. Our approach (PCN+ATTS+PSP) yields 84.84% (−2.22%) on Market1501, second to the state-of-the-art method APR [20] . APR method performance is attributed to the optimization procedure at the loss level, where a weighting parameter is used to balance the contributions of the two losses. However, in this work we consider both losses (identity and attribute), which equally contribute to the loss. We can report competitive performance in re-ID compared to this method, as shown in Table 3 .
Moreover, when we report competitive mean accuracy on the PETA, we see an increase of 2.71%, surpassing the recent methods, such as DeepView [60] and CAN [59] . Improved accuracy on the PETA dataset can be attributed to the use of part-level features that produce powerful discriminative features from input images for recognition of attributes.
In Table 7 , we report the results of running the models with 384 × 128 × 3 images with a batch size of 16. ''Test'' shows the duration of a single forward pass, averaged over 20 passes, whereas ''Train'' reflects the duration of a pair of forward and backward passes, averaged over 20 runs. In both cases, we performed 20 runs as a warm-up, not included in the duration evaluation. Additionally, we report results in terms of precision, because recent GPU hardware (such as the Nvidia Volta architecture), allows performance boosts by utilizing half-or mixed-precision calculations.
The results of the complexity suggest half-precision calculations are relatively faster using our hardware. Further, the addition of the PSP module resulted in a considerable increase in the model size (i.e., more than +50 %). However, the inference performance was within considerable limits. It is important to consider model size vs. accuracy trade-off in a production size setting.
D. QUALITATIVE RESULTS
We present sample ranking results across the datasets to show the performance of the method in effective retrieval, as well as show the false positive retrieval results as presented in Fig. 7, 8 , and 9.
It can be seen from the ranking results that the proposed method has a good retrieval ability, with true positive matches having a higher retrieval rate than false positives. We can also see that if an input image of varied pose is given, the model can still retrieve persons with poses other than that of the input image, which shows the robust nature of the model and its competitive performance.
In addition, we present the qualitative results of attributes recognition performed on the attributes datasets in Fig. 10 . We can see that the model suffers when predicting attributes related to objects carried by the pedestrian, such as handbag, bag, and backpack, and are found to be challenging to infer correctly.
Similarly, in the case of Market-1501 attributes, we observe reasonable failure cases in terms of predicting color, which can be attributed to the quality of images, i.e., surveillance images are challenging for robust semantic feature representation. In some images, persons with different poses may pose a challenge in correctly inferring the gender, as illustrated in Fig. 10 . For most of the samples presented, we observe that the model correctly predicts most of the attributes.
VI. CONCLUSION
This paper contributed to solving the pedestrian reidentification problem. We proposed a part-level convolutional network with pyramid module (PCNPSP) for learning part informed features, along with an effective auxiliary module that learns hierarchical global prior representation across subregions showing improved accuracy. The network employs a uniform partition strategy that assembles part-level features into a convolutional descriptor alongside the pyramid pooled features that show improved performance as a strong context prior. The proposed method advances the state-ofthe-art methods across three datasets and the simplicity of end-to-end training makes a useful solution for the person retrieval task. Further, we show the discriminative ability of the multi-task CNN in the tasks of person re-identification and attributes. Despite the success of this approach, we aim to improve the performance to account for within-part consistency, which can improve the current performance in this task. Further, adapting this approach to video-based re-identification is another future avenue to invest more considerable research in.
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