One of the problems in the theory of overdetermined systems of linear partial differential equations is to prove the existence of local solutions. If 9 is a differential operator, we would like to determine when we can solve the inhomogeneous equation 9u =v. In general, it is necessary that v satisfy a compatibility condition 9'v =0 for some operator 9'. We would like to prove that this compatibility condition is not only necessary but also sufficient for the existence of local solutions. That is, if E, _F, and G are the sheaves of germs of differentiable sections of the vector bundles E, av, and G, where 9: E-+F and 9': _F-~_G, then the complex of sheaves,
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is exact, where 0 is the sheaf of solutions of the homogeneous equation.
D. C. Spencer [7] has shown that, granted certain reasonable assumptions about 9, there exists a complex 
of sheaves and of first order differential operators such that the cohomology of (2) at _C 1 is the same as the cohomology of (1) at _F. Thus, it is sufficient to consider the Spencer sequence of 9.
In general, the Spencer sequence is not exact, but we would like to show that it is when D satisfies some other conditions, such as ellipticity. Even in this ease, however, it has not been shown that the cohomology of the Spencer sequence is finite dimensional.
In this paper, we consider several properties of a homological condition on the ~-complex of 9, which we call the ~-estimate. It seems that this condition is a reasonable generalization to overdetermined systems of the notion of "diagonal" or "uncoupled"
operators. With ellipticity, it guarantees that the D-Neumann problem for 9 is solvable and that the Spencer sequence is exact.
If 9: E~F is a differential operator of order It, then the highest order part of 9 may be considered a map a(9): SkT*|
The kernel of this map we call gk. We may define the prolongation g~+z, /~>1, of g~ and obtain the complex Here gl ~ is the kernel of a(D~ where D O is the first operator of the Spencer sequence.
Since it is more convenient to work with the Spencer sequence than with (1), we shall take the second definition as the definition of the ~-estimate, keeping in mind that we shall prove that it is equivalent to the first in Theorem II.3.1. Here g~ is the kernel of a(D').
In the course of proving these estimates, we shall prove that if D satisfies the 5-estimate, then gk+l is involutive, where k is the order of 9.
The importance of these estimates is that they enable us, in Chapter III, to prove that the Kohn-Nirenberg estimate holds for the Spencer sequence, and therefore that the D-Neumann problem is solvable and the Spencer sequence is exact.
The 0-estimate was discovered by I. M. Singer, who recognized its role in the proof of the Kohn-Nirenberg estimate, which give a new proof of Guillemin's involutiveness theorem with a weaker hypothesis discussed in Section II.1, and which enable us to prove the Kohn-Nirenberg estimate and Sweeney's estimate for all 1 >~ l, which gives exactness of the Spencer sequence.
We state without proof the justification for considering the 0-estimate to be a reasonable generalization to over-determined systems of the notion of "diagonal" or "uncoupled"
operators. To see this, we must consider the Guillemin normal form of the operator D ~ Suppose that locally we have a foliation :~ of the manifold which is given in local coordinates by x~=const., i=1 ..... m, and suppose that the leaves of the foliation are non-characteristic; that is, U|176 g~ where U is the sub-bundle of T* which annihilates the tangent spaces of the leaves of the foliation (and is generated by dx 1 ..... dxm). Then Therefore, for ~6T*, the symbol maps a~(D~), l<~i<~m, are a commuting set of linear maps on the kernel of a~(D0). The 0-estimate implies that each a~(D~) restricted to the kernel of at(Do) is normal, and hence that the a~(D~)'s may be diagonalized simultaneously on the kernel of a~(Do). However, this condition does not in general imply the 0-estimate. If ~) is hyperbolic then the maps ~(D~), 1 ~<i <m, are symmetric on the kernel of a~(Do), so there is justification in asserting that hyperbolic overdetermined systems satisfying the 0-estimate are a generalization of symmetric hyperbolic systems. Details will appear in a subsequent paper.
The author would like to express his appreciation to Prof. D. C. Spencer for his advice and guidance in the preparation of this paper, which overlaps the author's Stanford doctoral thesis, and to Professors V. W. Guillemin and W. J. Sweeney for several helpful suggestions.
I. Preliminaries 0. Introduction
In Sections 1 through 4 we define the 0-cohomology and the Spencer sequence. For proofs of the theorems in these sections, the reader should consult Goldsehmidt [1] . Another introduction to the formal theory of linear overdetermined systems of partial differential equations, as well as motivation for the Spencer sequence, appears in the survey article by Spencer [7] , on which portions of this chapter are based.
In Section 5 we define elliptic operators and complexes, and state Quillen's theorem, which guarantees that the Spencer sequence of an elliptic operator is an elliptic complex.
In Section 6 we define inner products on the fibers of various bundles. In Section 7 we calculate the eigenvalues of the formal Laplacian operator, which we must know for several of the proofs in Chapters II and III.
Jets
Let X be a differentiable manifold of dimension n. Since we shall confine ourselves to the C ~ differentiable category, "differentiable" here means "differentiable of class C ~''.
If E is a complex (differentiable) vector bundle over X, we denote, for each non-negative integer k, by Jk(E) the vector bundle over X of k-jets of E. The fiber of Jk(E) over a point x of X is the quotient of the space of germs of sections of E at x by the subspace of germs which vanish to order k+l. We identify Jo(E) with E, and denote by ~: Jk(E).-->X and ~k-l: Jk(E)~Jk_l(E) the natural projections. The sheaf of germs of (differentiable) sections of E we call _E. We denote by ?'~: E_-~Jk(E) the map which takes germs of sections of E into their k-jets.
We denote by T* the complexified cotangent bundle of X, and by SkT *, AZT *, and | the k-tuple symmetric product of T*, the /-tuple exterior product of T*, and the m-tuple tensor product of T*, respectively. There is a natural vector bundle morphism i: S~T*| and the sequence
Differential operators and their prolongations
Let E and F be vector bundles over X, and let ~: Jk(E)-+F be a morphism of vector bundles. Then ~0 induces a sheaf morphism ~: Jk(E)-+_F. 
The Spencer science
We wish to construct the Spencer sequence of Rk which is a complex where DZ: _Cz-~_C ~+1 is a first order differential operator. The operators D ~ are essentially the difference of exterior differentiation and formal exterior differentiation (see Spencer [7] ).
Let
It is easy to show that the sequence
is exact, so we see that the solutions of the homogeneous equation Ou = 0 are the same as solutions of D~ =0.
Elliptic complexes
Since T* is the complexifieation of the real cotangent bundle, we can identify the (ii) The sequence is exav2.
.....
~ , C"
)0
Proo/. See Quillen [5] , Goldschmidt [1] , or Sweeney [8] .
Extension of metrics
We assume that we are given inner products on the fibers of T* and E. We shall extend This induces an inner product on ArT *.
We now extend the metrics to Jk(E). This cannot be done canonically; we must choose a splitting p of the following exact sequence for each k >~ 1:
For k = 1, the choice of such a splitting is equivalent to the choice of a connection on E.
Furthermore, given connections on E and on T* (say the Riemannian connection) we can define canonically a splitting of the above sequence for every k, and therefore a canon. 
~ --foa (e,/) da,
where da is the induced volume element on ~.
The eigenvalues of the formal Laplacian
Consider the exact sequence
Since we have inner products on all spaces, we may define the adjoint 6" of 6, and the map 6" ~ + ~*: S m-zT* | AZT *-~ S~-ZT * | AZT *.
Since ~ is the formal analogue of exterior differentiation, we call 6*6 + ~* the formal Laplacian.
The proofs in Chapters II and III require that we know the eigenvalues of this map, 
m(m + l) (m + l ) (m + l)
The corollary is an obvious consequence of the theorem. To prove the theorem, we need a series of computational lemmas which we give without proof. (ii) There exists an operator 0': F~G such that the sequence is exact.
The only difficult part of the proof is to show that on small, suitably convex domains the D-Neumann problem is solvable. In order to solve the D-Neumann problem on a domain ~, it is sufficient to prove the Kohn-Nirenberg estimate:
There exists a constant c such that for all uEF(~, C z) in the domain of (DZ-1) *
0~11~11~ < e(~llfD'-')*~ll* +~IID'~II~ +~11~11'}.
This is sufficient to prove that the cohomology
is isomorphic to the harmonic space H =ZH Z on ~, and that the harmonic space is finite dimensional. To prove that the harmonic space is zero, we need the following estimate, due to Sweeney [10] : There exists a constant c such that ~11~11] < ~{~ll(D'-h*~ll ~, + ~IID'~II~} for all ueF(~, C t) in the domain of (DZ-l) *.
When we attempt to prove these estimates, we find that the only obstacle is the possibility that the integral of a certain bilinear form may be negative. The role of the ~-estimate is that it guarantees that this bilinear form and, a/ortiorl, its integral are non-negative. Thus the estimates hold.
Here is a brief outline of the argument and results of Chapter II. We start with the following definition. Here g~176
This definition is equivalent to the following statement, which shows that to verify the 0-estimate, we need not construct the Spencer sequence. 
O-~ gm-~ T | -~ ... Am-IT* |176 ~ A"T* |
are exact. Hence gl ~ is involutive and, equivalently, g~+l is involutive, which is the conclusion of Theorem 1.7.
In Section II.2, using the estimates of Theorem 1.6, we extend the 0-estimate to all operators in the Spencer sequence.
T H E O R E M 2.1. I/ 0 satisfies the O-estimate, then HOxH2 >~ 89 I[ xH s/or all x E T* | N ker 6*.
Thus, by assuming the &estimate on the symbol of D ~ we obtain the same estimate on the symbol of Dk This is exactly what we shall need in Chapter III to prove the KohnNirenberg estimate for each l ~> 1.
The 5-estimate and involutiveness
The Remark. These estimates are the best possible, since there exist operators such that the above inequality actually becomes an equality for some x. The ~ operator in several complex variables is such an operator. Remark. The hypothesis of Theorem 1.7 is stronger than necessary. Recall that the metrics on T* and E have been given, and that all other metrics have been induced by these. Suppose that for every positive e it is possible to find metrics on T* and E such that with these metrics 1lSxll ~ >~ ( 89 for all xe T*|176 ker 8*.
Then g~l is involutive.
To see that for all xET*|176 * we can make ker ~* N ker 8 =0, so that the sequence is exact. Since this can be done for all 1 and k, gl ~ is involutive, so gk+l is involutive.
AZ-kT|176 ~ ~A~T*|
Thus we are led to conjecture that the converse is true; i.e., if gk+l is involutive, then for any e >0 there exist metrics on T* a~d E such that Recall that the metrics on the spaces C z were defined so that the ~ maps are projections (i.e., ~* is the identity). Recall also that e* from the bottom row to the middle is an isomerry because ee*= I on the bottom row. We shall denote all of the ~ maps by a. The context will always make clear which one is meant. Now we proceed with the proof.
Suppose that xe~ +1 (i.e., xE T*| z+l and ~x=0) and that ~osx=2x. Then by exactness of the last column, ~t>0. Let x4=a*xl,~. Then ax4=x and II~,ll*=(l/x)ll~ll ~. 
which was established at the begi~nlng of the proof. Q.e.d.
The S-estlmate on g~+l
We have defined the 0-estimate for ~ on the sequence
O -+ g~ ~ T* | g~ ~ A 2 T* | C~
This was convenient for obtaining the estimates on the sequences
O~g~ ~ T* | ~ A2T* | z
which we shall use in the next chapter, but it has the fault that it requires that we construct the Spencer sequence in order to see whether ~ satisfies the 0-estimate. In this section we shall prove that the 0-estimate is equivalent to an estimate on 0 -~ g~+~ -~ T* | g~+l -* AS T* | gk so that whether ~O satisfies the 0-estimate or not can be verified without constructing the Spencer sequence.
THEOREM 3.1. The ]ollowing estimates are equivalent:
and
(ii) IIS~ll~cll~ll ~ lor all xET*|176 *. for all v E g~, however, is sufficient to guarantee that this will not happen.
In particular, an operator ~) of order k satisfies the O-estimate if and only i]
In Section 1 we discuss the D-Neumann problem. In Section 2, we state the theorem which says that the Kohn-Nirenberg estimate and Sweeney's estimate hold on certain domains for elliptic operators which satisfy the h-estimate, and we prove the theorem in the special case of constant coefficients. Finally, in Section 3 we prove the main proposition, Theorem III.3.1, which asserts that the Spencer sequence is exact.
The D-Neumann problem (see Sweeney [8])
For notational convenience we shall consider the graded bundle C= | To show that the inclusion B-+L2(~, C') is compact, it is sufficient to prove the KohnNirenberg estimate [3] , which we shall do in the next section.
Integration by parts
Let r be a smooth function on X such that Pro@ This theorem is proved by Sweeney [10] . Since our eoncern is the function served by the &estimate, we shall prove only (i) under some restrictive conditions; the role of the &estimate in the more general case is the same. We assume that in some local coordinates ~ has constant coefficients, but we do not need to assume that f2 is small or that/9 is elliptic. In the general case, ellipticity is used to bound the derivatives of the coefficients of D*.
Clearly we can assume that u is concentrated in P(f~, C ~) for 1 >~ 1, so that Du = DZu and we obtain the Ko~-Nirenberg estimate ~ < ~{"ll(z~-~)*ll' + nlID'~II' +"11~11~}. In general, with variable coefficients, the Levi convexity condition is more complicated, as in the example of the Cauchy-Riemann operator where the required convexity is strong pseudo-convexity. Sweeney's proof of the above theorem, however, shows that in any coordinate system a sufficiently small sphere satisfies the necessary convexity conditions. is isomorphic to H I. See Sweeney [8] . Q.e.d.
