Let P be a closed convex cone in R n . Assume that P is spanning i.e. P −P = R n and pointed i.e. P ∩ −P = {0}. Let α := {α x : x ∈ P } be a σ-weakly continuous family of unital normal endomorphisms on B(H). Denote the "product system" associated to α by E α . We show that E α is a concrete product system and α, up to cocycle conjugacy, can be recovered completely from E α .
Introduction
The theory of E 0 -semigroups, invented by Powers and further developed extensively by Arveson, is now more than 30 years old. We refer the reader to the monograph [2] for a comprehensive view of the subject. In short, in Arveson's programme of E 0 -semigroups, one attempts to study and possibly classify actions of the semigroup of non-negative reals, R + , on the algebra of bounded operators on a separable Hilbert space or more generally on von-Neumann algebras. Arveson proposes a classification of E 0 -semigroups into three broad types namely Type I, II and III of which only Type I E 0 -semigroups are completely classified. We should mention here that the classification problem in the Type II and Type III cases are far from over.
This paper, along with the paper [1] , attempts to enlarge Arveson's programme to more general semigroups i.e. attempts to study unital actions of more general semigroups on B(H), where H is an infinite dimensional separable Hilbert space. The motivation for enlarging Arveson's programme stems from the fact that most of the concrete examples in the theory of E 0 -semigroups arise from isometric representations of R + or perturbations of them. But isometric representations of more general semigroups and in particular the C * -algebras associated to them have been studied extensively for more than three decades now. We refer the reader to [7] and the references therein for discrete semigroup C * -algebras and to [11] and the references therein for topological semigroup C * -algebras.
We believe that extending Arveson's programme to more general semigroups requires borrowing of ideas from semigroup C * -algebras. It is this interaction that interests us and it is the raison d'être of this paper. This paper is technical in nature and discussion of concrete examples are taken up in [1] . Now let us briefly discuss the contents of this paper. One of the main tools in the theory of E 0 -semigroups is the notion of a product system. Arveson associates to each E 0 -semigroup a measurable field of Hilbert spaces having an associative product structure. The associated field of Hilbert spaces is called the product system associated to the given E 0 -semigroup. It turns out that the associated product system is in fact a complete invariant. We extend this result in the context of E P 0 -semigroups (Defn. 2.1) where P is a closed convex cone of R n which is spanning and pointed. This is achieved in Thm.2.9. The major technical hurdle that needs overcoming is to prove that there is no distinction between measurable E P 0 -semigroups and continuous E P 0 -semigroups. This is proved in Prop.4.2. The proof of Prop.4.2 utilises ideas from convex analysis, the notion of a dual cone and the Laplace transform of a function over a cone. We should mention here that the proof of Prop.4.2 is heavily inspired by the ideas proposed in [4] , [8] , [9] and in [6] .
Preliminaries
Here we collect the basic definitions that are needed to read this paper. Throughout this paper, the letter P stands for a closed convex cone in R n . We assume that P is spanning i.e. P − P = R n and pointed i.e. P ∩ −P = {0}. We denote the interior of P by Ω.
Note that Ω is an ideal in P in the sense that P + Ω ⊂ Ω. For x, y ∈ R n , we write x ≤ y and x < y if y − x ∈ P and y − x ∈ Ω respectively. We need the fact that Ω is dense in P . This is standard in convex analysis. Nevertheless we include the proof but postpone it till next section. The letter H stands for an infinite dimensional separable Hilbert space. We denote the von-Neumann algebra of bounded operators on H by B(H) and we denote its predual, the trace class operators by L 1 (H). For a von-Neumann algebra M, its predual will be denoted by M * . For ρ ∈ M * and A ∈ M, we write ρ(A) as ρ|A . We consider only von-Neumann algebras with separable predual. Cocycle conjugacy: Let α := {α x : x ∈ P } be an E P -semigroup on a von-Neumann algebra M. A σ-weakly continuous family of unitaries in M, {u x : x ∈ P }, is called an α-cocycle if u x α x (u y ) = u x+y . Let u := {u x : x ∈ P } be an α-cocycle. For x ∈ P , set β x = Ad(u x ) • α x . Then β := {β x : x ∈ P } is an E P -semigroup on M and is called a cocycle perturbation of α. Note that β is an E P 0 -semigroup on M if and only if α is an E P 0 -semigroup on M. Let α := {α x : x ∈ P } and β := {β x : x ∈ P } be E P -semigroups on M and N respectively. We say that α and β are cocycle conjugate if there exists a normal isomorphism θ : M → N such that {θ •α x •θ −1 : x ∈ P } is a cocycle perturbation of β.
One of the important tools in Arveson's classification programme of E 0 -semigroups is the notion of a product system. Arveson associates to each E 0 -semigroup a "product system" which turns out to be a complete invariant [See [2] ]. The goal of this paper is to enlarge the aforementioned invariant to E P 0 -semigroups.
The vector subspace E x is called the intertwining space of α x . Let T, S ∈ E x be given. Note that T * S commutes with every bounded operator on H. Hence T * S is a scalar.
We denote this scalar by < T, S >. With respect to the inner product <, >, E x is a Hilbert space. Also the Hilbert space norm on E x coincides with the operator norm. Moreover observe that if T ∈ E x , S ∈ E y then T S ∈ E x+y . Note that the linear span of {T S : T ∈ E x , S ∈ E y } is dense in E x+y . The proof of this fact follows exactly as in the 1-dimensional case i.e. when P = [0, ∞). Thus we omit the proof.
Observe that for x ∈ P , the intertwining space E x is either 1-dimensional or of infinite dimension. For, {α tx : t ≥ 0} is an E 0 -semigroup and an application of Theorem 2.4.7 in [2] yields the desired conclusion.
There exists x ∈ Ω such that α x is an automorphism.
(4) For every x ∈ P , α x is an automorphism.
Proof: The structure theorem for a single endomorphism (Prop. 2.1.1, [2] ) implies that (1) is equivalent to (3) and (2) is equivalent to (4) . Thus, it is enough to prove that (3) implies (4). Let s ∈ Ω be such that α s is an automorphism. For x ∈ P , let In this paper, by an E P 0 -semigroup, we mean a family α := {α x } x∈P of endomorphisms on B(H) as in Defn. 2.1 such that for every x ∈ Ω, α x is not onto.
The following definition of a concrete product system is inspired by Defn.2.4.2 of [2] . We simply replace the open interval (0, ∞) by Ω, the interior of P . We recall the definition in full for the reader's sake. We treat B(H) as a measurable space where the measurable structure on B(H) is given by the σ-algebra generated by σ-weakly closed subsets of B(H). Let p : Ω × B(H) → Ω be the projection onto the first co-ordinate.
We say that E is a concrete product system over Ω if the following conditions are satisfied:
is a scalar which we denote by < T, S >. With respect to the inner product <, >, E(x) is a Hilbert space.
(3) For x, y ∈ Ω, the linear span of {T S : T ∈ E(x), S ∈ E(y)} is dense in E(x + y).
Remark 2.8 Two remarks are in order.
• Condition (4) of Defn. 2.7 is equivalent to the fact that for every x ∈ Ω, E(x) is infinite dimensional and there exists a sequence
For a proof of this equivalence, we refer the reader to Prop.7.27 of [5] .
• Let E ⊂ Ω × B(H) and F ⊂ Ω × B(K) be concrete product systems. We say that E is isomorphic to F if for every x ∈ Ω, there exists an unitary operator
are measurable and
for x, y ∈ Ω, T ∈ E(x) and S ∈ E(y).
The goal of this paper is to prove the following theorem.
Theorem 2.9 With the foregoing notations, we have the following.
(1) Let α := {α x } x∈P be an E P 0 -semigroup on B(H). Then E α is a concrete product system. We call E α the product system associated to α. 
Convex analysis
In this section, we collect the necessary technical tools from convex analysis that we need to prove Theorem 2.9. We refer the reader to Chapter 1 of [4] for proofs. Let us first recall the notion of a dual cone. The dual cone of P , denoted P * , is defined as
Then P * is also a closed, convex, spanning and a pointed cone. It is well known that, the second dual of P , i.e. (P * ) * is P itself. We denote the interior of P * by Ω * . The interior of P * is given by
The facts that we need about closed convex cones are summarised below. (1) The interior of P , Ω is dense in P .
(2) The boundary of P , i.e. P \Ω has Lebesgue measure zero.
Proof. We leave it to the reader to convince himself that to prove (1), it is enough to show that Ω is non-empty. The fact that Ω is non-empty is a direct consequence of Prop. I.1.4 of [4] . For a proof of (2), we refer the reader to Lemma 4.1. of [10] . Note that if a k → a then 1 P +a k converges pointwise to 1 P +a on the complement of the boundary of P + a. The almost convergence of 1 Ω+a k to 1 Ω+a follows from the fact that the boundary of P has Lebesgue measure zero. This completes the proof. ✷ We now come to the main technical ingredient i.e. the Laplace transform over a cone. Note that the Laplace transform is well-defined. To see this, use Lemma I.1.5 of [4] to observe that for a ∈ Ω * , there exists M > 0 and k large such that for x ∈ P ,
Another application of Lemma I.1.5 of [4] implies that the Laplace transform is continuous. Proof: First assume that f ∈ L 1 (Ω). We consider f as a function on L 1 (P ) by declaring its value outside Ω to be zero. A simple application of Lemma I.1.5. of [4] and StoneWeierstrass theorem implies that the linear span of {e − a|x : a ∈ Ω * } is dense in C 0 (P ).
As a consequence, it follows that P φ(x)f (x)dx = 0 for every φ ∈ C 0 (P ). But f ∈ L 1 (P ).
Consequently, f = 0 a.e. Now fix a 0 ∈ Ω be given. Define g : Ω → C by g(x) := e − a 0 |x f (x). Clearly g ∈ L 1 (Ω). The given hypothesis implies that L(g) = 0. By what we have proved so far, it follows that g = 0 a.e. which is equivalent to saying that f = 0 a.e. This completes the proof. ✷ Remark 3.5 We should remark that P is pointed is needed to show that the exponentials {e − a|x : a ∈ Ω * } separate points of P .
Measurability versus continuity
This section forms the soul of this paper. Let M be a von-Neumann algebra with separable predual M * . In what follows, we treat M and M * as measurable spaces where the measurable structures are given by the σ-algebra generated by the weak * -closed subsets of M and weakly closed subsets of M * respectively. We also consider M and M * as topological spaces where the topologies considered are the σ-weak topology on M and the weak topology on M * . Let α be a normal endomorphism on M. By duality, there exists a linear map
for T ∈ M * and A ∈ M. We say that α and β are dual to each other. The main technical hurdle that needs overcoming is Proposition 4.2. When P = R + , this is exactly Proposition 2.3.1 of [2] . We start with a little lemma.
Lemma 4.1 Let α := {α x : x ∈ P } be a semigroup of normal, unital, * -endomorphisms on M. Assume that α is faithful in the sense that x∈Ω ker(α x ) = {0}. Suppose that α restricted to Ω i.e.
Proof. The faithfulness of α implies that α 0 is the identity map. Now the only thing that demands verification is the σ-weak continuity of α. Let A ∈ M and (x k ) be a sequence in P converging to x ∈ P . We claim that α x k (A) converges σ-weakly to α x (A). The σ-weak compactness of {T ∈ M : ||T || ≤ ||A||} allows us to assume that α x k (A) → B for some B ∈ M. We claim that B = α x (A).
Let s ∈ Ω be given. Note that x k + s is a sequence in Ω that converges to x + s. The given hypothesis implies that α x k +s (A) → α s+x (A) = α s (α x (A)). On the other hand, α x k +s (A) = α s (α x k (A)) → α s (B). Thus α s (B) = α s (α x (A)) for every s ∈ Ω. The fact that α is faithful implies that implies that B = α x (A). This completes the proof. ✷ Proposition 4.2 Let α := {α x : x ∈ Ω} be a σ-weakly measurable E Ω -semigroup on M.
Assume that α is faithful i.e. x∈Ω Ker(α x ) = {0}.
Proof: Let {β x : x ∈ Ω} be the dual semigroup of linear maps on M * . Note that {β x : x ∈ Ω} is norm bounded. For a ∈ Ω * and T ∈ M * , let
We claim the following.
(a) For T ∈ M * and a ∈ Ω * , the map Ω ∋ x → β x (T (a)) ∈ M * is weakly continuous.
(b) The linear span of {T (a) : T ∈ M * , a ∈ Ω * } is norm dense in M * .
(c) Let (x k ) be a sequence in Ω such that x k → x where x ∈ P . Then for every T ∈ M * , β x k (T ) converges weakly. Moreover lim n→∞ β x k (T ) is independent of the chosen sequence (x k ).
Since {β x : x ∈ P } is norm bounded, we see that once (a) and (b) are established, it is immediate that (i) holds. Let T ∈ M * and a ∈ Ω * be given. Consider a sequence (x k ) in Ω such that x k → x ∈ Ω. Calculate as follows to observe that
A simple application of dominated convergence theorem, together with Lemma 3.1 and Lemma I.1.5 of [4] , implies that β x k (T (a)) converges weakly to β x (T (a)). Suppose (b) is not true. Then there exists a non-zero A ∈ M such that for T ∈ M * and a ∈ Ω * ,
Now Prop. 3.4 and the fact that M * is separable implies that there exists a subset E ⊂ Ω of measure zero such that if x / ∈ E then β x (T ), A = T, α x (A) = 0 for every T ∈ M * . Thus for x ∈ Ω\E, α x (A) = 0. Let y ∈ Ω be given. Observe that y − Ω is an open subset of R n containing 0. Since Ω is dense in P , it follows that (y − Ω) ∩ Ω is a non-empty open subset of Ω. Since E has measure zero, there exists x ∈ Ω ∩ (y − Ω) ∩ E c . Write y = x + z with z ∈ Ω. Since α x (A) = 0, it follows that α y (A) = 0. But α is faithful. Hence A = 0 which is a contradiction. This completes the proof of (b). Now (i) is immediate. To prove (c), since {β x } x∈Ω is norm bounded, it is enough to show that for T ∈ M * and a ∈ Ω * , β x k (T (a)) converges weakly. This follows immediately by the integral expression of T (a) and (3) of Lemma 3.1. In fact, the limit of β x k (T (a)) as n approches ∞ is
Now (c) is immediate. For x ∈ P and T ∈ M * , define β x (T ) := lim n→∞ β x k (T ) where (x k ) is any sequence in Ω converging to x. Here the limit is taken in the weak sense.
Clearly β x = β x for x ∈ Ω. Let us turn our attention to (ii). Fix x ∈ P and A ∈ M. Claim: Suppose (x k ), (y k ) are sequences in Ω and B, C ∈ M are such that x k → x, y k → x, α x k (A) → B and α y k (A) → C. Then B = C. Let s ∈ Ω be given. Note that x k + s → x + s and y k + s → x + s. But x + s ∈ Ω. Observe that
Taking limits, we obtain α s+x (A) = α s (B). Similarly we obtain α s+x (A) = α s (C). Thus α s (B − C) = 0 for every s ∈ Ω. The faithfulness of α implies that B = C. This proves our claim. Now consider a sequence (x k ) in Ω such that (x k ) → x. We claim that α x k (A) converges σ-weakly. Note that {T ∈ M : ||T || ≤ ||A||} is σ-weak compact. Hence it suffices to show that any convergent subsequence of (α x k (A)) converges to the same limit which follows from what is proved in the preceeding paragraph. Moreover the argument in the preceeding paragraph implies that the limit of (α x k (A)) is independent of the chosen sequence (x k ). Let α x (A) := lim n→∞ α x k (A). Clearly α x = α x if x ∈ Ω.
Let x ∈ P be given. We claim that α x (U) is a unitary if U is a unitary. Let U ∈ M be a unitary and set V := α x (U). Choose a sequence (x k ) in Ω such that x k → x and let s ∈ Ω be given. Now note that α x k +s (U) → α x+s (U) which is a unitary. But α x k +s (U) = α s (α x k (U)) converges, by definition, to α s ( α x (U)) = α s (V ).
Consequently it follows that α x (U) is a unitary. We leave it to the reader to verify that α x is a unital * -endomorphism of M. We only indicate that this uses the fact that the linear span of unitaries of M is M. To see, that α x is normal, observe that for T ∈ M * and A ∈ M, β x (T )|A = T | α x (A) . Now it is immediate that α x is normal. To see that { α x } x∈P is a semigroup, fix x, y ∈ P and choose sequences (x k ) and (y k ) in Ω such that x k → x and y k → y. Fix A ∈ M. Fix m and let n tends to infinity in the equation α x k +ym (A) = α x k • α ym (A) to obtain the equation α x+ym (A) = α x • α ym (A). Now let m → ∞ to obtain the equation α x+y (A) = α x • α y (A). Hence { α x : x ∈ P } is a semigroup of endomorphisms. The faithfulness of α implies that α 0 is the identity map.
The σ-weak continuity of { α x : x ∈ P } is an immediate consequence of Lemma 4.1. This completes the proof. We also need the following extension of Prop. 2.3.1 of [2] . Proposition 4.4 Let α := {α x : x ∈ P } be an E P 0 -semigroup on M. Assume that α is faithful. Suppose {U x : x ∈ Ω} is a σ-weakly measurable family of isometries in M such that U x α x (U y ) = U x+y for every x, y ∈ Ω. Then there exists a unique σ-weakly continuous family of isometries { U x : x ∈ P } in M such that U x α x ( U y ) = U x+y and U x = U x for x ∈ Ω. Moreover if {U x : x ∈ Ω} is a family of unitaries then { U x : x ∈ P } is a family of unitaries.
Proof. The proof is similar to that of Lemma 4.1 and Prop. 4.2. Arveson's use of Connes' 2 × 2 matrix trick in Prop. 2.3.1 of [2] can be adapted to obtain that {U x : x ∈ Ω} is σ-weakly continuous.
Fix x ∈ P . Let (x k ) and (y k ) be sequences in Ω such that (x k ) → x, (y k ) → x, U x k → U and U y k → V where the convergence is in the σ-weak topology. We claim that U = V and U is an isometry. Consider a point s ∈ Ω. Let n tends to ∞ in the equation U s α s (U x k ) = U x k +s to obtain that U s α s (U) = U x+s . Similarly we obtain U s α s (V ) = U x+s .
Calculate as follows to observe that
Since α is faithful, it follows that U * U = 1. Now the equation
and the fact that U s is an isometry implies that α s (U) = α s (V ). But α is faithful. Consequently, it follows that U = V . Also the equation U s α s (U) = U x+s implies that if {U y : y ∈ Ω} is a family of unitaries then α s (UU * ) = 1 = α s (1) for every s ∈ Ω. The faithfulness of α implies that if {U y : y ∈ Ω} is a unitary family then UU * = 1. Thus U is a unitary if U y is a unitary for every y ∈ Ω. For x ∈ P , let U x := lim n→∞ U x k where (x k ) is any sequence in Ω converging to x. By what we have shown in the proceeding paragraph and by making use of the fact that bounded sets are σ-weak compact, it follows that U x is well-defined. We invite the reader to work out the details along the lines of Lemma 4.1 and Prop. 4.2 to see that { U x : x ∈ P } is the desired family of isometries/unitaries. The proof is now complete. One more technical lemma that we need is the following. This is quite standard in the theory of measurable field of Hilbert spaces. However we recall the proof for the reader's convenience.
Lemma 5.1 Let (X, B) be a measurable space and {p(x) : x ∈ X} be a σ-weakly measurable family of infinite projections in B(H).
(1) Then there exists a σ-weakly measurable family of isometries {w(x) : x ∈ X} in B(H) such that w(x)w(x) * = p(x).
(2) Suppose q is an infinite projection in B(H). Then there exists a σ-weakly measurable family of partial isometries {w(x) : x ∈ X} in B(H) such that w(x) * w(x) = q and w(x)w(x) * = p(x).
Proof: For x ∈ X, let H x := {ξ ∈ H : p(x)ξ = ξ}. Then H x is an infinite dimensional Hilbert space for every x ∈ X. Let Γ := {f : X → H : f is weakly measurable such that p(x)f (x) = f (x)}.
Let {e 1 , e 2 , · · · , } be an orthonormal basis for H. Observe that {p(.)e i : i = 1, 2, · · · } ⊂ Γ and for every x ∈ X, {p(x)e i : x ∈ X} is total in H x . By Prop. 7.27 of [5] , it follows that there exists u 1 , u 2 , · · · ∈ Γ such that for every x ∈ X, {u 1 (x), u 2 (x), · · · } is an orthonormal basis for H x . Let x ∈ X be given. Let w(x) be the isometry sending e k → u k (x). It is now clear that {w(x) : x ∈ X} is a σ-weakly-measurable family of isometries such that for x ∈ X, w(x)w(x) * = p(x). This proves (1).
Suppose q is an infinite projection in B(H). Let {w(x) : x ∈ X} be a family of isometries as in (1) . Choose an isometry v ∈ B(H) such that vv * = q. It is immediate that {w(x)v * : x ∈ X} is the desired family of partial isometries. This proves (2) and the proof is now complete. ✷. The rest of the proof is completed as in Section 2.4 of [2] . In particular, Theorem 2.4.7, Lemma 2.4.8, Prop. 2.4.9 and Theorem 2.4.10 of [2] hold true for the case of a closed convex cone which is spanning and pointed. The proofs in [2] carry over to our context. However there are minor differences and a few remarks are in order.
• The proof of Theorem 2.4.7 in [2] carries over with [0, ∞) replaced by P and (0, ∞) replaced by Ω.
• Lemma 2.4.8 of [2] with "strongly continuous" replaced by "strongly measurable" continues to hold for the case of a closed convex cone which is pointed and spanning. Instead of Lemma 10.8.7 of [3] , one uses Lemma 5.1.
• Proposition 2.4.9 of [2] for the case of a closed convex cone is proved as in [2] by appealing to Prop. 4.2.
The proof of Thm. 2.9 is now completed in exactly the same way as Theorem 2.4.10 of [2] by repeatedly making use of Lemma 4.1, Prop. 4.2 and Prop. 4.4. ✷ Remark 5.2 One application of Theorem 2.9 is as follows. Let α := {α x : x ∈ P } be an E P 0 -semigroup on B(H) and let K be a separable Hilbert space. Consider the E P 0 -semigroup β := {α x ⊗ 1 : x ∈ P } on B(H ⊗ K). It is clear that the product systems E α and E β are isomorphic. For the fibre of E β at the point x ∈ Ω is given by E β (x) = {T ⊗ 1 : T ∈ E α (x)}.
Thus, by Thm. 2.9, it follows that α and β are cocycle conjugate.
