Wind energy has increasingly played a vital role in mitigating conventional resource shortages. Nevertheless, the stochastic nature of wind poses a great challenge when attempting to find an accurate forecasting model for wind power. Therefore, precise wind power forecasts are of primary importance to solve operational, planning and economic problems in the growing wind power scenario. Previous research has focused efforts on the deterministic forecast of wind power values, but less attention has been paid to providing information about wind energy. Based on an optimal Adaptive-Network-Based Fuzzy Inference System (ANFIS) and Singular Spectrum Analysis (SSA), this paper develops a hybrid uncertainty forecasting model, IFASF (Interval Forecast-ANFIS-SSA-Firefly Alogorithm), to obtain the upper and lower bounds of daily average wind power, which is beneficial for the practical operation of both the grid company and independent power producers. To strengthen the practical ability of this developed model, this paper presents a comparison between IFASF and other benchmarks, which provides a general reference for this aspect for statistical or artificially intelligent interval forecast methods. The comparison results show that the developed model outperforms eight benchmarks and has a satisfactory forecasting effectiveness in three different wind farms with two time horizons.
Introduction

Motivation
Given the important environmental advantages of renewable energy sources, the installation of wind power plants has significantly increased in most industrialized countries to comply with international environmental agreements [1] . The total installed capacity of wind power in China has reached 96.37 GW, a share of approximately 27% of the global capacity, due to the historically high installation of the new wind power capacity of 19.81 GW in 2014 [2] . Moreover, a renewable-energy-oriented power system was proposed as the fundamental aim of China's energy transformation during the APEC (Asia-Pacific Economic Cooperation) Conferences [3] . The current policy trend to move China toward having a larger fraction of its energy portfolio devoted to renewable
Aim and Contributions
To forecast the uncertainty information of future wind power values, this paper develops a hybrid model, IFASF, based on singular spectrum analysis (SSA), an adaptive-network-based fuzzy inference system (ANFIS), subtractive clustering, the firefly algorithm and a simple interval forecast method. Compared to the traditional interval forecast model, which usually involves a deterministic estimation before the interval forecasts, the proposed model can directly predict the upper or lower limits of daily average wind power values, thus avoiding the accumulated error of point prediction or distribution simulation. Moreover, the forecast accuracy of 25 weeks of wind power prediction values in Gansu, China, has been validated as satisfactory via comprehensive comparisons between methods. Therefore, IFASF is suggested as an effective model to provide the basic uncertainty information of the average interval for tomorrow's wind power. Our main contributions are as follows.
(1) SSA is applied for de-noising daily average wind power; (2) The neighborhood radius of the subtractive clustering algorithm is optimized by the firefly algorithm; (3) Based on the optimal neighborhood radius, SSA and ANFIS, we develop a hybrid interval forecasting method, IFASF, for daily average wind power; (4) An extensive comparison of the Autoregressive Integrated Moving Average Model (ARIMA), Back Propagation Neural Network (BPNN), Extreme Learning Machine (ELM), ANFIS, ARIMA-SSA, BPNN-SSA, ELM-SSA, ANFIS-SSA and IFASF lays a strong foundation for future research regarding interval forecasts of average wind power; (5) IFASF outperforms other benchmarks when forecasting 70% and 80% intervals of the mean wind power.
This paper is organized as follows: Section 2 will introduce the main methodology used in this article; Section 3 gives the proposed model's detailed procedures and its mathematical expression; Section 4 utilizes IFASF to forecast 70%, 80% and 90% intervals of the average wind power and analyzes the forecasting effectiveness of the developed model and other benchmarks; and Section 5 summarizes the main results of this paper.
Methodology
This paper directly outputs interval limits by training upper or lower limits of historic wind power values by a hybrid model of SSA [27] , ANFIS [28] , FA [29] and an Interval Forecast (IF) [20] . All of these four models will be summarized in this section, and the detailed information of the hybrid model is presented in Section 3. To avoid symbol confusion in these four methods, the parameters are listed in Table 1 . 
Interval Forecasts
A simple but efficient interval forecasting method in [20] is introduced in this paper, in which the upper and lower limits are trained by two parallel sets. Let x(t) be a wind power series, and then the basic principles are as follows:
Definition 2.1.1: For a specified C P R and wp i P r0, Cs, L pwp, i, αq is its lower limit at the confidence level of α, while U pwp, i, αq is the upper limit.
#
L pwp, i, αq " wp i`αˆC U pwp, i, αq " wp i`αˆC α P p0, 1q
Definition 2.1.2: The evaluation of L pwp, i, αq or U pwp, i, αq at a target point t 0 is defined as:
#L pwp, t 0 , αq "F L pL pwp, t 0´1 , αq , L pwp, t 0´2 , αq , . . . , L pwp, t 0´τ , αqq U pwp, t 0 , αq "F U pU pwp, t 0´1 , αq , U pwp, t 0´2 , αq , . . . , U pwp, t 0´τ , αqq
where τ represents the time lag, andF L orF U is a mapping of evaluations from the historic series.
Singular Spectrum Analysis
Based on principal component analysis (PCA), SSA, since first introduced into nonlinear dynamics [27] , has been broadly used as a data-analysis method in digital signal processing [30] . Applications of SSA in the wind area are rare and mainly focus on large gap-filling in solar wind [31] and pre-filters for further meteorology studies [32] . In this paper, SSA is suggested as a filtering technique for wind power values before forecasts. The steps are as follows:
Build the trajectory matrix: Based on Takens's theorem [33] , wind power time series twp i u , i " 1, 2, . . . N can be embedded into a phase space X MˆpN´M`1q . Its trajectory matrix X at lag 1 with an embedding dimension M can be written as follows:
wp 2¨¨¨w p N´M`1 wp 2 wp 3¨¨¨w p N´M`2 . . .¨¨¨. . . The lagged-covariance matrix [30] Cov of X is defined as Equation (4). 
where c pτq is the covariance of X at lag τ.
c pτq " 1 N´τ 
The eigenvalues of Cov, λ 1 ě λ 2 ě¨¨¨ě λ k ě 0 which are obviously non-negative, are sorted in descending order and the corresponding eigenvectors are denoted by E k j which is also called the empirical orthogonal functions. Based on that, the principal component a k i is defined as follows:
The sorted square-root of λ i , ? λ iˇ? λ i ě a λ i`1 ( . which is also called the singular values, forms the singular spectrum for the system [34] . Generally, noisy signals are considered to have smaller singular values.
Restructure: For known principal components a k i and empirical orthogonal functions E k j [30, 34] , the original time series can be restructured as Definition 2.2.2. Definition 2.2.2: Given the original time series wp i , its de-noised series SSA`wp i , M, M 1˘i s defined as follows:
where M denotes the embedding dimension, and M 1 denotes the assumed upper limit of the noisy part. Then a k i´j`1`w p i , M, M 1˘a re principle components, and E k j`w p i , M, M 1˘a re empirical orthogonal functions in Equation (7).
Adaptive-Network-Based Fuzzy Inference System with Subtractive Clustering
This paper introduces a subtractive clustering technique when applying the ANFIS to estimate the lower and upper limits of wind power. In this section, a brief overview of ANFIS is discussed and is followed by a description of the principle of the subtractive clustering algorithm.
2.3.1. Adaptive-Network-Based Fuzzy Inference System ANFIS is introduced to compensate for the disability of conventional mathematical tools to address uncertain systems, such as human knowledge and reasoning processes. Jang [28] restructured FISs with two contributions: proposing a standard method for transforming ill-defined factors into identifiable rules of FIS and using an adaptive network to tune the membership functions. This restructuring yields the ANFIS, which has been validated for its availability in the wind energy area [35, 36] . We assume the system contains two fuzzy if-then rules [37] , two inputs (x and y) and one output (z), and the processes of ANFIS are described in Figure 1 .
To clearly describe the computational process of ANFIS, an example is introduced as follows: in a well-trained ANFIS with two fuzzy if-then rules and a bell-shaped member function, given a x Figure 1 . There are five processes, or layers, in an ANFIS architecture, where circles are fixed nodes without parameters and squares represent adaptive nodes whose parameters are determined by training data and a gradient-based learning procedure [28] .
Layer I: A certain input x is mapped to a fuzzy set O 1 i for every node i by the member functions µ A i , which is usually bell-shaped with a parameter set ta i , b i , c i u, as is y.
Layer II: In this layer, each circle node performs the connection "AND" and multiplies inputs as well as sends the product out:
Layer III: Every circle node in this layer calculates a normalized firing strength, namely a ratio of the i th rule's firing strength to the sum of all the rules' firing strengths:
Layer IV: Assume the rules of this system are as follows [37] : Rule 1: If x is A 1 and y is B 1 , then f 1 " p 1 x`q 1 y`r 1 Rule 2: If x is A 2 and y is B 2 , then f 2 " p 2 x`q 2 y`r 2 Then, the outputs of the adaptive nodes in this layer are computed by:
Layer V: The overall output is the weighted average of all incoming signals:
Particularly, in this case,
To clearly describe the computational process of ANFIS, an example is introduced as follows: in a well-trained ANFIS with two fuzzy if-then rules and a bell-shaped member function, given a specified input pL pwp, t´2, αq , L pwp, t´1, αqq, each of them can be mapped into two values in Layer I. For the condition of x " L pwp, t´2, αq, these two values are be computed such that ω 1 " A 1ˆB1 and ω 2 " A 2ˆB2 . In Layer III, ω i can be computed easily by Equation (10) . In Layer IV, based on the two if-then rules, f 1 " p 1 x`q 1 y`r 1 and f 2 " p 2 x`q 2 y`r 2 and the output of Layer IV is ω i f i . The output of Layer V, which is the output of the ANFIS, is a simple sum of the output of Layer IV, namelyL pwp, t, αq " ω 1 f 1`ω2 f 2 . To achieve a desired input-output mapping, the parameters are updated according to given training samples and a gradient-based learning procedure is described in [28] .
Subtractive Clustering Algorithm
Layer I of ANFIS involves determining the membership functions (MFs), and, generally, it is hard for a visualization technique to reach the necessary precision, especially when the number of rules exceeds three [38] . Therefore, it is highly desirable that an automatic model identification method be realized by a data set rather than an expert's experience. Clustering skills are often introduced here, and this paper applies the subtractive clustering algorithm.
For the subtractive clustering method, each data point x i is considered a potential cluster center; then, based on the density of its neighbor points, final clusters are determined by the likelihood of each cluster center [39] .
For data points tx i u in the M-Dimension space, the likelihood P i of each potential cluster center x i is defined as below:
where ||x i´xj || denotes the Euclidean distance between x i and its neighbors x j , and r is a positive constant defining a neighborhood radius. The first cluster center Pc 1 is chosen as the point c 1 which has the highest likelihood value. For the next center, the likelihood value is computed after subtracting the effect of the former cluster center, as follows:
where r 1 " η˚r and η˚is a constant larger than one to avoid cluster centers being in too-close proximity [40] . Similarly, the second cluster center c 2 has a larger likelihood value than the other points. Generally, cluster centers are iteratively selected by Equation (16) until the stopping criteria are achieved.
Definition 2.3.1. Given an initial neighborhood radius r~U(a, b), a and b are fixed, and the estimation y i of x i by ANFIS with the subtractive clustering method can be defined as below [28] :
This map's Model is defined as
where TrainSet = {x i , Y i }, and Y i is the actual value of x i . Remark: In Definition 2.3.1, Model(x i ;r) is a map from x i to y i and is relative to r, which is a random variable. When r is a constant, we can express this model simply using Model(x i ).
Firefly Algorithm
The firefly algorithm (FA), developed by Xin-she Tang [29] , is enlightened by the natural behaviors of the firefly. A firefly moves together with other partners because of its tendency to move toward a brighter flash, which is determined by the light intensity of the other fireflies and the distance between them. Assuming three idealized rules are established [29] , FA can be summarized as follows.
Definition 2.4.1: I pγq of a firefly is the visible light intensity with γ distance from other fireflies:
I pγq " I 0 e´a γ 2 (19) where I 0 is the light intensity of the firefly itself and a the light absorption coefficient.
Definition 2.4.2: β pγq is the attractiveness of a firefly with r distance from other fireflies:
where β pγq represents the maximum attractiveness. Definition 2.4.3: Firefly i will be attracted by a brighter firefly j with movement determined by
where δ is the randomization parameter. Based on the rules and definitions above, FA can be summarized in Algorithm 1.
Algorithm 1. Firefly Algorithm.
Input:
Generate initial population of fireflies x i pi " 1, 2, . . . , nq distance between them. Assuming three idealized rules are established [29] , FA can be summarized as follows. Definition 2.4.3: Firefly i will be attracted by a brighter firefly j with movement determined by
End If End For End While
Introduction to the Proposed Model
Let N be a set of positive integers, and suppose that W = (wp 1 , wp 2 , . . . , wp n ) , which is the mean wind power series, and wp i P [0, C], where n P N and C denotes the installed capacity of the wind farm (it should be clarified that this paper only collects wind power data and there is no other additional data used, which indicates that the input data of the models is only wind power data). The main steps of the proposed model are as demonstrated below.
Step 
Step 2. According to Definition 2.2.2, let
Ws train " SSApW train , 10, 4q
Step 3. Let d, nt P N, X Ď R d be the input space constructed by elements in W train and Y Ď R be the output space constructed by elements in Ws train . Let
where TA is a family of random samples in which x i P X and y i P Y. Step 4. Let ntr, nvd P [1, nt)Ă N, and generate nvd random numbers r i (i = 1, 2, . . . , nvd) that obey a normalized Gaussian distribution
Step 3. Let d, nt ∈ N, X ⊆ R be the input space constructed by elements in Wtrain and Y ⊆ R be the output space constructed by elements in Wstrain. Let
where TA is a family of random samples in which xi ∈ X and yi ∈ Y.
Step 4. Let ntr, nvd ∈ [1, nt)⊂ N, and generate nvd random numbers ri (i = 1, 2, …, nvd) that obey a normalized Gaussian distribution Ɲ(0,1 (27) Step 5. Let α ∈ (0, 1] be a parameter to calculate the upper and lower bounds of interval forecasts, and we have
and
Step 6. Adjust yi of Vd_U, Vd_L, TRN_U and TRN_L using the following equation:
Vd_U,Vd_L,TRN_U 0, 0 1 and TR , N_L ,
Thus, we have
Vd " px i , y i q iPI vd (26) and TRN " tpx i , y i q P TA |i P r1, nts and i R I vd u
Step 5. Let α P (0, 1] be a parameter to calculate the upper and lower bounds of interval forecasts, and we have Vd_Upαq " tpx i , αˆC`y i q |px i , y i q P Vd u
Vd_Lpαq " tpx i ,´αˆC`y i q |px i , y i q P Vd u
TRN_Lpαq " tpx i ,´αˆC`y i q |px i , y i q P TRN u
Step 6. Adjust y i of Vd_U, Vd_L, TRN_U and TRN_L using the following equation:
, y i P Vd_U, Vd_L, TRN_U and TRN _L (32)
Step 7. According to Definition 2.3.1, build and train two basic ANFISs with TRN_U, TRN_L and r~U(0.03,0.3), which is a neighborhood radius of the subtractive clustering method, and we express both of them by
where Model_U and Model_L are maps from X to Y, and their parameters are relative with r.
Step 8. Generate a loss function:
where 
where r~U(0.03, 0.3), and denote the best r obtained by this objective function by r best P [0.03,0.3].
Step 10. Obtain the IFASF model and express it by
Remark:
Step 1 to Step 10 specifically demonstrate IFASF using a mathematical process, and they show how to utilize one wind power time series to train the IFASF and obtain an upper bound and lower bound. Figure 2 shows the flowchart of IFASF with a specific sample. 
Numerical Results and Analysis
In this section, detailed forecasting results and corresponding analyses will be demonstrated by tables and figures, and comparisons between other models will also be specifically illustrated.
Data Collections, Forecasting Principles and Parameter Settings
We collected wind power data from three different wind farms (denoted by W1, W2 and W3) in Gansu Province in 2013 and randomly selected 25 weeks of data (175 days from each wind farm) to validate the effectiveness of the developed model. The main forecasting principles are demonstrated as follows.
 Two previous wind power points of the forecasting point were used to construct input spaces of a basic ANFIS.  Training samples of the IFASF were constructed for the week to be validated using the previous 60 days of wind power data.  The proposed model was re-trained after it had provided seven days of forecasting results.
Parameters were set as follows: η and μ of CWC (the definition of CWC and its parameters are listed in the Appendix) of 0.5 and 75%, respectively. 
Numerical Results and Analysis
Data Collections, Forecasting Principles and Parameter Settings
‚
Two previous wind power points of the forecasting point were used to construct input spaces of a basic ANFIS.
Training samples of the IFASF were constructed for the week to be validated using the previous 60 days of wind power data.
The proposed model was re-trained after it had provided seven days of forecasting results.
Parameters were set as follows: η and µ of CWC (the definition of CWC and its parameters are listed in the Appendix) of 0.5 and 75%, respectively.
Interval Forecasting Results
For the purpose of testing the forecasting effectiveness of each model, this paper prepares five experiments with data from three different wind farms to illustrate each model's forecasting consequence and the priority of the developed model.
Experiment I
This experiment shows W1's interval forecasting effectiveness of ANFIS, ANFIS-SSA and IFASF, which is evaluated by IFCP and IFNAW (the definition of IFCP, IFNAW and its parameters are listed in the Appendix) in Table 2 . A 70% interval forecast is more meaningful than other interval forecasts because IFCP of the 70% interval forecast is higher than that of the 80% and 90% interval forecasts, indicating that the mean wind power is unstable data and it is difficult to forecast its interval which covers the actual values. Although the interval of average wind power data is hard to forecast, ANFIS-SSA and IFASF still give satisfactory results because their IFCPs are more than 70% when used to forecast a 70% interval of wind power. Alternately, ANFIS only has a 65.14% successful coverage percentage in the same situation, which suggests that the method developed by SSA and FA indeed improves the coverage percentage. From the average values of each column, IFCPs of IFASF are 40%, 62.29% and 76%, which are higher than the 37.14%, 56.57% and 72% obtained with ANFIS-SSA and the 30.29%, 52% and 65.14% obtained with ANFIS. For the IFNAW criteria, IFASF also outperforms other models when forecasting the 70% wind power interval. From the perspective of the number of time that each method reaches a 100% coverage percentage, ANFIS has one week in which the IFCP is 100%, the IFCP of ANFIS-SSA peaks at 100% five times, and the developed model, IFASF, has eight weeks in which the forecasting interval covers all of the actual mean wind power points, which shows that IFASF is a better model to calculate wind power points' upper bounds and lower bounds. Specifically, the ANFIS model obtains the highest IFCP when forecasting the 70% interval in week 11 and the lowest IFCP in week 2 for the 90% interval forecast. Similarly, the forecasting results in week 2 of ANFIS-SSA are also invalidated when they are used to calculate the 90% upper and lower bounds for wind power points. The IFCP of the model developed by SSA peaks at 100% five times when forecasting the 80% interval in week 25 and the 70% interval in weeks 13, 17, 24 and 25. For the IFASF model, its IFCP peaks at 100% eight times: in week 9 for the 70% interval forecast, week 11 for the 70% interval forecast, week 13 for the 80% and 70% interval forecasts, week 17 for the 70% interval forecast, week 24 for the 70% interval forecast and week 25 for the 80% and 70% interval forecasts. Additionally, the developed model obtains the worst IFCP when forecasting the 90% interval of week 2. To illustrate the information in this table, Figure 3 is constructed to show the merits of the developed model. In Figure 3a , the IFCPs are divided into three categories, which are ranges from 0% to 50%, 50% to 80% and 80% to 100%, and it is obvious that the IFCPs of IFASF belong to (80%~100%) 12 times, which are the highest among these three models, and they belong to (50%~80%) and (0%~50%) 10 times and three times, respectively, which are the lowest among ANFIS, ANFIS-SSA and IFASF (see the table in the sub-figure of Figure 3 ). Figure 3b -d are histograms of the IFCPs of the three models, and the right portion of the IFCP axis indicates a higher IFCP. Thus, the IFASF model's IFCPs are higher than those of the other models, indicating that SSA and FA actually improve the interval forecasting ability of ANFIS and show a good pre-process and optimal effectiveness for randomly selected weeks. Figure 3e ,f illustrate the context of Table 2 and they also show that the proposed model has a good performance for 70%, 80% and 90% interval forecasts. [41] . ELM is a single hidden-layer feedforward neural network, which randomly chooses the input weights and analytically determines the output weights [42] . As one of the famous machine learning algorithms, BPNN is also employed as a benchmarking comparison model [43] . The ARIMA-SSA, BPNN-SSA and ELM-SSA models all use SSA pre-processed data to train ARIMA, BPNN and ELM, respectively (when testing the effectiveness of BPNN and ELM, they both use actual data to construct the input space). Table 3 shows the main interval forecasting results of nine models by three criteria, and CWC's parameters are mentioned in Section 4.1. From this table, IFASF obviously has a higher mean IFCP than the other models, and only the developed model meets the 75% standard set in the CWC criteria, which is a combined index to evaluate the effectiveness of interval forecasts. Additionally, for the CWC criteria, IFASF has the lowest values for 70% and 80% interval forecasts. From the perspective of the interval forecasts' utility, 90% interval forecasts are invalidated for the reason that the highest IFCP of these models is 40%, which is far from the standard 75% (possibly because of the stochastic nature of wind and wind power). Thus, we will mainly discuss each model's effectiveness when forecasting 70% and 80% intervals in this section. For ARIMA and ARIMA-SSA models, the highest IFCP peaks at 61.14% using ARIMA pre-processed by SSA for 70% interval forecasts, and the lowest CWC is 860.18, which appears when forecasting an 80% interval using ARIMA-SSA. From the boxplot of ARIMA and ARIMA-SSA's interval forecasts shown in Figure 4 , the SSA method develops the original ARIMA to obtain a better forecasting performance than the original one (CWC provides the main criteria to evaluate the model's effectiveness). The BPNN model is a classical artificial neuron network (ANN) and has been used to solve many forecasting problems. In this paper, BPNN utilizes historical data to train its parameters and directly obtains the upper bounds and lower bounds. [41] . ELM is a single hidden-layer feedforward neural network, which randomly chooses the input weights and analytically determines the output weights [42] . As one of the famous machine learning algorithms, BPNN is also employed as a benchmarking comparison model [43] . The ARIMA-SSA, BPNN-SSA and ELM-SSA models all use SSA pre-processed data to train ARIMA, BPNN and ELM, respectively (when testing the effectiveness of BPNN and ELM, they both use actual data to construct the input space). Table 3 shows the main interval forecasting results of nine models by three criteria, and CWC's parameters are mentioned in Section 4.1. From this table, IFASF obviously has a higher mean IFCP than the other models, and only the developed model meets the 75% standard set in the CWC criteria, which is a combined index to evaluate the effectiveness of interval forecasts. Additionally, for the CWC criteria, IFASF has the lowest values for 70% and 80% interval forecasts. From the perspective of the interval forecasts' utility, 90% interval forecasts are invalidated for the reason that the highest IFCP of these models is 40%, which is far from the standard 75% (possibly because of the stochastic nature of wind and wind power). Thus, we will mainly discuss each model's effectiveness when forecasting 70% and 80% intervals in this section. For ARIMA and ARIMA-SSA models, the highest IFCP peaks at 61.14% using ARIMA pre-processed by SSA for 70% interval forecasts, and the lowest CWC is 860.18, which appears when forecasting an 80% interval using ARIMA-SSA. From the boxplot of ARIMA and ARIMA-SSA's interval forecasts shown in Figure 4 , the SSA method develops the original ARIMA to obtain a better forecasting performance than the original one (CWC provides the main criteria to evaluate the model's effectiveness). The BPNN model is a classical artificial neuron network (ANN) and has been used to solve many forecasting problems. In this paper, BPNN utilizes historical data to train its parameters and directly obtains the upper bounds and lower bounds. Figure 5 shows boxplots of the results of BPNN and BPNN-SSA by IFCP, IFNAW and CWC. Similarly, SSA can improve the 70% interval forecasting abilities of BPNN from this figure. For the contents in Figure 6 , the forecasting abilities of ELM are also improved using SSA. Thus, for the benchmark models, SSA can always improve the original models' forecasting effectiveness, especially for the 70% interval forecasts. Then, comparisons among these nine methods will be demonstrated by two categories: the original models and models pre-processed by SSA. Table 3 shows that ELM, a new ANN which was recently developed, outperforms BPNN, a classical ANN, when forecasting 80% and 70% intervals and that ANFIS has the best performance among BPNN, ELM, ANFIS and ARIMA when forecasting 70% and 80% intervals, suggesting that ANFIS is the best model among these basic models. Each model's forecasting ability changes when utilizing SSA to pre-process original data. In particular, ANFIS-SSA is not the best method when forecasting the 80% interval, and ELM-SSA does not outperform BPNN-SSA for 70% interval forecasts, thus indicating that SSA has a different effect on different models and cannot guarantee that model M-SSA will outperform model N-SSA if model M outperforms model N (M or N is ARIMA, BPNN, ELM or ANFIS in this paper). Figure 5 shows boxplots of the results of BPNN and BPNN-SSA by IFCP, IFNAW and CWC. Similarly, SSA can improve the 70% interval forecasting abilities of BPNN from this figure. For the contents in Figure 6 , the forecasting abilities of ELM are also improved using SSA. Thus, for the benchmark models, SSA can always improve the original models' forecasting effectiveness, especially for the 70% interval forecasts. Then, comparisons among these nine methods will be demonstrated by two categories: the original models and models pre-processed by SSA. Table 3 shows that ELM, a new ANN which was recently developed, outperforms BPNN, a classical ANN, when forecasting 80% and 70% intervals and that ANFIS has the best performance among BPNN, ELM, ANFIS and ARIMA when forecasting 70% and 80% intervals, suggesting that ANFIS is the best model among these basic models. Each model's forecasting ability changes when utilizing SSA to pre-process original data. In particular, ANFIS-SSA is not the best method when forecasting the 80% interval, and ELM-SSA does not outperform BPNN-SSA for 70% interval forecasts, thus indicating that SSA has a different effect on different models and cannot guarantee that model M-SSA will outperform model N-SSA if model M outperforms model N (M or N is ARIMA, BPNN, ELM or ANFIS in this paper). However, no matter which model (basic models or models pre-processed by SSA) is considered, the IFASF model is still the best interval forecasting model because its IFCP is closer to the standard IFCP of 75% than the IFCPs of the other models. In Figure 7 , which presents the boxplot of each model when forecasting 70% and 80% intervals, the blue line represents the 75th percentile of CWC of 80% interval forecasts and the red line represents the 75th percentile of CWC of 70% interval forecasts. It is obvious that the red line's points are almost lower than those of the blue line, suggesting that 70% interval forecasts have better performance than 80% interval forecasts. From the perspective of the models' forecasting effectiveness, IFASF apparently outperforms other models no matter which criteria are considered to evaluate interval forecasts (such as the median of CWC, the 75th percentile of CWC or the average value of CWC). Thus, from the above analysis of forecasting results, the developed model, IFASF, is the best interval forecasting model for mean wind power points. However, no matter which model (basic models or models pre-processed by SSA) is considered, the IFASF model is still the best interval forecasting model because its IFCP is closer to the standard IFCP of 75% than the IFCPs of the other models. In Figure 7 , which presents the boxplot of each model when forecasting 70% and 80% intervals, the blue line represents the 75th percentile of CWC of 80% interval forecasts and the red line represents the 75th percentile of CWC of 70% interval forecasts. It is obvious that the red line's points are almost lower than those of the blue line, suggesting that 70% interval forecasts have better performance than 80% interval forecasts. From the perspective of the models' forecasting effectiveness, IFASF apparently outperforms other models no matter which criteria are considered to evaluate interval forecasts (such as the median of CWC, the 75th percentile of CWC or the average value of CWC). Thus, from the above analysis of forecasting results, the developed model, IFASF, is the best interval forecasting model for mean wind power points. However, no matter which model (basic models or models pre-processed by SSA) is considered, the IFASF model is still the best interval forecasting model because its IFCP is closer to the standard IFCP of 75% than the IFCPs of the other models. In Figure 7 , which presents the boxplot of each model when forecasting 70% and 80% intervals, the blue line represents the 75th percentile of CWC of 80% interval forecasts and the red line represents the 75th percentile of CWC of 70% interval forecasts. It is obvious that the red line's points are almost lower than those of the blue line, suggesting that 70% interval forecasts have better performance than 80% interval forecasts. From the perspective of the models' forecasting effectiveness, IFASF apparently outperforms other models no matter which criteria are considered to evaluate interval forecasts (such as the median of CWC, the 75th percentile of CWC or the average value of CWC). Thus, from the above analysis of forecasting results, the developed model, IFASF, is the best interval forecasting model for mean wind power points. 
Experiment III
Initially, this experiment will show the interval forecasting effectiveness of ANFIS, ANFIS-SSA and IFASF in W2, which are evaluated by IFCP and IFNAW in Table 4 . It is apparent that the 70% interval forecast is more meaningful than the other interval forecasts because the IFCP of the 70% interval forecast is higher than that of the 80% and 90% interval forecasts, which are similar to the results obtained in W1. ANFIS-SSA and IFASF provide satisfactory results because their IFCPs are more than 70% when they are used to forecast 70% intervals of wind power. However, ANFIS has only a 63.43% successful coverage percentage in the same situation, which means that SSA and FA play important roles in improving the coverage percentage. From the average values of each column, the IFCPs of IFASF are higher than those of ANFIS-SSA and ANFIS when forecasting 70% and 80% intervals. For the IFNAW criteria, IFASF also outperforms other models when forecasting 70% and 80% wind power intervals. From the perspective of high coverage percentage, ANFIS has nine weeks whose IFCPs are over 80%, the IFCP of ANFIS-SSA is more than 80% 22 times and the developed model, IFASF, also has 22 weeks in which the forecasting interval covers 80% of the actual mean wind power points, which shows that ANFIS-SSA and IFASF are better models to calculate the wind power points' upper bounds and lower bounds. Specifically, if IFCPs are divided into three categories that range from 0% to 50%, 50% to 80% and 80% to 100%, then it will be obvious that the IFCPs of IFASF belong to (80%~100%) 22 times, which is higher than those of ANFIS, and to (50%~80%) and (0%~50%) 31 and 22 times, respectively. In Figure 8a , the red and blue lines divide this figure into three parts, which represent the intervals (80%-100%), (50%-80%) and (0%-50%) of IFCP. Figure 8b ,c illustrate the context of Table 4 and they indicate that the proposed model has higher FICPs than ANFIS and ANFIS-SSA have. From this figure and Table 4 , it can be observed that IFASF outperforms ANFIS-SSA mainly because when their IFCPs belong to (0%-50%), the IFCPs of the developed model are higher than those of ANFIS-SSA, and IFASF outperforms ANFIS because IFASF has more points whose IFCPs are over 80% than ANFIS does. Table 4 . It is apparent that the 70% interval forecast is more meaningful than the other interval forecasts because the IFCP of the 70% interval forecast is higher than that of the 80% and 90% interval forecasts, which are similar to the results obtained in W1. ANFIS-SSA and IFASF provide satisfactory results because their IFCPs are more than 70% when they are used to forecast 70% intervals of wind power. However, ANFIS has only a 63.43% successful coverage percentage in the same situation, which means that SSA and FA play important roles in improving the coverage percentage. From the average values of each column, the IFCPs of IFASF are higher than those of ANFIS-SSA and ANFIS when forecasting 70% and 80% intervals. For the IFNAW criteria, IFASF also outperforms other models when forecasting 70% and 80% wind power intervals. From the perspective of high coverage percentage, ANFIS has nine weeks whose IFCPs are over 80%, the IFCP of ANFIS-SSA is more than 80% 22 times and the developed model, IFASF, also has 22 weeks in which the forecasting interval covers 80% of the actual mean wind power points, which shows that ANFIS-SSA and IFASF are better models to calculate the wind power points' upper bounds and lower bounds. Specifically, if IFCPs are divided into three categories that range from 0% to 50%, 50% to 80% and 80% to 100%, then it will be obvious that the IFCPs of IFASF belong to (80%~100%) 22 times, which is higher than those of ANFIS, and to (50%~80%) and (0%~50%) 31 and 22 times, respectively. In Figure 8a , the red and blue lines divide this figure into three parts, which represent the intervals (80%-100%), (50%-80%) and (0%-50%) of IFCP. Figure 8b ,c illustrate the context of Table 4 and they indicate that the proposed model has higher FICPs than ANFIS and ANFIS-SSA have. From this figure and Table 4 , it can be observed that IFASF outperforms ANFIS-SSA mainly because when their IFCPs belong to (0%-50%), the IFCPs of the developed model are higher than those of ANFIS-SSA, and IFASF outperforms ANFIS because IFASF has more points whose IFCPs are over 80% than ANFIS does. In the second part of Experiment III, the interval forecasting results of ARIMA, BPNN, ELM, ARIMA-SSA, BPNN-SSA, ELM-SSA, ANFIS, ANFIS-SSA and IFASF will be demonstrated and compared (these models have already been briefly introduced in Experiment 2). Table 5 shows the main interval forecasting results of the nine models by three criteria. IFASF has higher mean IFCPs than the other models, and only the developed model and ANFIS-SSA meet the 75% standard set in the CWC criteria, which is a combined index to evaluate the effectiveness of interval forecasts. Similar to the results of Experiment 2, for the CWC criteria, IFASF has the lowest values for 70% and 80% interval forecasts. From the perspective of the interval forecasts' utility, 90% interval forecasts are invalid because the highest IFCP of these models is 40%, which is far from the standard 75%. Thus, we will mainly discuss each models' effectiveness when forecasting 70% and 80% intervals in this section. For ARIMA and ARIMA-SSA models, the highest IFCP peak is 72.57% using ARIMA pre-processed by SSA for 70% interval forecasts, and the lowest CWC is 664.39, which appears when forecasting the 80% interval using ARIMA-SSA (this result is the same as the results in Experiment 2). From the boxplot of ARIMA and ARIMA-SSA's interval forecasts shown in Figure 9b , the SSA method develops the original ARIMA to obtain better forecasting performance than the original one (CWC is the main criteria to evaluate the model's effectiveness). Comparing BPNN and BPNN-SSA, BPNN-SSA's CWCs are 1031.07 and 1609.85, which are lower than the 1382.57 and 2488.25 obtained by BPNN when forecasting 70% and 80% wind power intervals, respectively, indicating that SSA lays a strong foundation to improve the interval forecasting effectiveness. Notably, the CWC criteria decrease by nearly 30% from the original model to the model pre-processed by SSA. Figure 9c shows boxplots of the results of BPNN and BPNN-SSA by IFCP, IFNAW and CWC. Similarly, SSA can improve the 70% interval forecasting abilities of BPNN from this figure. For the contents in Figure 9f , the forecasting abilities of ELM are also improved using SSA. Thus, for the benchmark models, SSA can always improve their original models' forecasting effectiveness, especially for the 70% interval forecasts. Comparisons among these nine methods will be demonstrated by two categories: the original models and the models pre-processed by SSA. Table 5 shows that ELM only outperforms BPNN when forecasting the 70% interval and that there is not a single model that outperforms the other models for 70%, 80% and 90% interval forecasts among basic models. For models pre-processed by SSA, each model's forecasting abilities change when utilizing SSA to pre-process the original data. Specifically, ANFIS-SSA is the best method when forecasting 90% intervals and ARIMA-SSA is the best approach for 80% interval forecasts. This result also reflects the results obtained in Experiment 2 (SSA has a different effect on different models and cannot guarantee that model M-SSA will outperform model N-SSA if model M outperforms model N). However, no matter which model (basic models or models pre-processed by SSA) is considered, the IFASF model is still the best interval forecasting model when forecasting 70% and 80% wind power intervals (see Figure 9a,d,e) . In Figure 10 , which presents a boxplot of each model when forecasting 70% and 80% intervals, the blue line represents the mean CWC of 80% interval forecasts, and the red line represents the mean CWC of 70% interval forecasts. From the perspective of models' forecasting effectiveness, IFASF apparently outperforms other models no matter which criteria are However, no matter which model (basic models or models pre-processed by SSA) is considered, the IFASF model is still the best interval forecasting model when forecasting 70% and 80% wind power intervals (see Figure 9a,d,e) . In Figure 10 , which presents a boxplot of each model when forecasting 70% and 80% intervals, the blue line represents the mean CWC of 80% interval forecasts, and the red line represents the mean CWC of 70% interval forecasts. From the perspective of models' forecasting effectiveness, IFASF apparently outperforms other models no matter which criteria are considered to evaluate interval forecasts (such as the median of CWC, the 75th percentile of CWC or the average value of CWC). Thus, from the above analysis of the forecasting results, the developed model, IFASF, is the best interval forecasting model for mean wind power points in the W2 wind farm. considered to evaluate interval forecasts (such as the median of CWC, the 75th percentile of CWC or the average value of CWC). Thus, from the above analysis of the forecasting results, the developed model, IFASF, is the best interval forecasting model for mean wind power points in the W2 wind farm. 
Experiment IV
W3's interval forecasting effectiveness of ANFIS, ANFIS-SSA and IFASF, which are evaluated by IFCP and IFNAW in Table 6 , will be first shown in this experiment. From Table 6 , the 70% interval forecast is still more meaningful than other interval forecasts because the IFCP of the 70% forecast is higher than that of the 80% and 90% interval forecast, indicating that the mean wind power is unstable data and that it is difficult to forecast its interval to cover its actual values again. Different from other wind farms, IFCPs of ANFIS, ANFIS-SSA and IFASF are more than 70% when forecasting 70% mean wind power intervals. Specifically, ANFIS has a 71.43% successful coverage percentage, ANFIS-SSA has a 78.29% successful coverage percentage and the IFCP of IFASF peaks at 85.14%. These results indicate that the SSA and FA play significant roles in improving the coverage percentage of the mean wind power. From the average values of each column, the IFCPs of IFASF for the 70%, 80%, and 90% interval forecasts are 44.57%, 66.86% and 85.14%, respectively, which are more than or equal to the 44.57%, 62.29% and 78.29% obtained by ANFIS-SSA and the 41.14%, 61.14% and 71.43% obtained by ANFIS. From the perspective of the highest coverage percentage, ANFIS has five weeks where IFCPs are 100%, the IFCP of ANFIS-SSA peaks at 100% 13 times, and the developed model, IFASF, has 18 weeks in which the forecasting interval covers all of the actual mean wind power points, illustrating that IFASF is a better model to calculate wind power points' upper bounds and lower bounds. Specifically, the ANFIS model obtains the highest IFCP when forecasting the 70% interval in weeks 11, 12, 21 and 25 and forecasting the 80% interval in week 11. The IFCP of the model developed by SSA peaks at 100% three times when forecasting the 80% interval in weeks 7, 10 and 24 and when forecasting the 70% interval in weeks 2, 7, 9, 12, 17, 19, 24 and 25. For the IFASF model, its IFCP peaks at 100% 18 times in week 2 for the 70% interval forecast, week 7 for the 70% and 80% interval forecasts, week 8 for the 70% interval forecast, week 9 for the 70% interval forecast, week 10 for the 70% and 80% interval forecasts, week 11 for the 70% and 80% interval forecasts, week 12 for the 70% interval, week 17th for 70% interval, week 18 for the 70% interval, week 19 for the 70%, 80% and 90% intervals, week 24 for the 70% and 80% intervals and week 25 for the 70% interval. For the purpose of illustrating information in this table, Figure 11 is constructed to show the merits of the developed model. In Figure 11a , the IFCPs are divided into three categories, which have ranges from 0% to 50%, 50% to 80% and 80% to 100%, and it is obvious that the IFCPs of IFASF or ANFIS-SSA belong to (80%~100%) 17 times, which is higher than those of ANFIS, indicating that SSA and FA are helpful for improving forecasting effectiveness. Figure 11b-d, are histograms of the IFCPs of the three Table 6 , will be first shown in this experiment. From Table 6 , the 70% interval forecast is still more meaningful than other interval forecasts because the IFCP of the 70% forecast is higher than that of the 80% and 90% interval forecast, indicating that the mean wind power is unstable data and that it is difficult to forecast its interval to cover its actual values again. Different from other wind farms, IFCPs of ANFIS, ANFIS-SSA and IFASF are more than 70% when forecasting 70% mean wind power intervals. Specifically, ANFIS has a 71.43% successful coverage percentage, ANFIS-SSA has a 78.29% successful coverage percentage and the IFCP of IFASF peaks at 85.14%. These results indicate that the SSA and FA play significant roles in improving the coverage percentage of the mean wind power. From the average values of each column, the IFCPs of IFASF for the 70%, 80%, and 90% interval forecasts are 44.57%, 66.86% and 85.14%, respectively, which are more than or equal to the 44.57%, 62.29% and 78.29% obtained by ANFIS-SSA and the 41.14%, 61.14% and 71.43% obtained by ANFIS. From the perspective of the highest coverage percentage, ANFIS has five weeks where IFCPs are 100%, the IFCP of ANFIS-SSA peaks at 100% 13 times, and the developed model, IFASF, has 18 weeks in which the forecasting interval covers all of the actual mean wind power points, illustrating that IFASF is a better model to calculate wind power points' upper bounds and lower bounds. Specifically, the ANFIS model obtains the highest IFCP when forecasting the 70% interval in weeks 11, 12, 21 and 25 and forecasting the 80% interval in week 11. The IFCP of the model developed by SSA peaks at 100% three times when forecasting the 80% interval in weeks 7, 10 and 24 and when forecasting the 70% interval in weeks 2, 7, 9, 12, 17, 19, 24 and 25 . For the IFASF model, its IFCP peaks at 100% 18 times in week 2 for the 70% interval forecast, week 7 for the 70% and 80% interval forecasts, week 8 for the 70% interval forecast, week 9 for the 70% interval forecast, week 10 for the 70% and 80% interval forecasts, week 11 for the 70% and 80% interval forecasts, week 12 for the 70% interval, week 17th for 70% interval, week 18 for the 70% interval, week 19 for the 70%, 80% and 90% intervals, week 24 for the 70% and 80% intervals and week 25 for the 70% interval. For the purpose of illustrating information in this table, Figure 11 is constructed to show the merits of the developed model. In Figure 11a , the IFCPs are divided into three categories, which have ranges from 0% to 50%, 50% to 80% and 80% to 100%, and it is obvious that the IFCPs of IFASF or ANFIS-SSA belong to (80%~100%) 17 times, which is higher than those of ANFIS, indicating that SSA and FA are helpful for improving forecasting effectiveness. Figure 11b -d, are histograms of the IFCPs of the three models, and being more to the right on the IFCP axis indicates a higher IFCP. Thus, the IFASF model's IFCPs are higher than other models' IFCPs, demonstrating that SSA and FA actually improve the interval forecasting ability of ANFIS and show a good pre-processing and optimal effectiveness for randomly selected weeks. Figure 11e ,f illustrate the context of Table 6 and they also show that the proposed model is better than ANFIS and ANFIS-SSA for 70%, 80% and 90% interval forecasts.
Sustainability 2016, 8, 125 22 of 31 models, and being more to the right on the IFCP axis indicates a higher IFCP. Thus, the IFASF model's IFCPs are higher than other models' IFCPs, demonstrating that SSA and FA actually improve the interval forecasting ability of ANFIS and show a good pre-processing and optimal effectiveness for randomly selected weeks. Figure 11e ,f illustrate the context of Table 6 and they also show that the proposed model is better than ANFIS and ANFIS-SSA for 70%, 80% and 90% interval forecasts. Next, this experiment will show the comparison results among ARIMA, BPNN, ELM, ARIMA-SSA, BPNN-SSA, ELM-SSA, ANFIS, ANFIS-SSA and IFASF in W3. Table 7 shows the main interval forecasting results of the nine models by three criteria. From this table, IFASF obviously has a higher mean IFCP than other models and has the lowest CWC among these nine models when forecasting the wind power interval. From the perspective of the interval forecasts' utility, 90% interval forecasts are still invalid because the highest IFCP of these models is 47.43%, which is far from the standard 75%. Thus, we still mainly discuss each model's effectiveness when forecasting 70% and 80% intervals in this experiment. For the ARIMA and ARIMA-SSA models, the highest IFCP peaks at 84% by using ARIMA pre-processed by SSA for 70% interval forecasts, and the lowest CWC is 379.94, which appears when forecasting the 70% interval using ARIMA-SSA. From the perspective of comparisons between BPNN and BPNN-SSA, BPNN-SSA's CWCs are 424.26 and 324.41, which are lower than the 725.17 and 1191.36 obtained by BPNN when forecasting 70% and 80% intervals, respectively, indicating that SSA lays a strong foundation to improve the interval forecasting effectiveness. Notably, the CWC criteria decrease by nearly 57% from the original model to the model pre-progressed by SSA. For other models, SSA can improve their original models' forecasting effectiveness for 70% and 80% interval forecasts. Thus, for the benchmark models, their original models' forecasting effectiveness can always be improved, especially for the 70% interval forecasts. Detailed 70% interval forecast results of each week are listed in Table 8 and the 80% interval forecast results are in Table 9 . Specifically, based on Table 8 , the ARIMA model has the highest CWC, 18990.21, in the 19th week, and the lowest CWC this model obtains is 90.63, which appears in the first week when forecasting the 70% interval. For the 80% interval forecasts which is listed in Table 9 , the CWC of ARIMA peaks at 7312.76 in the sixth week and arrives at 65.17 in the 16th. In Table 8 , it can be seen that for the BPNN model, its CWC has the maximum value, 15334.56, in week 11 when forecasting the 70% mean wind power interval. Alternately, this model provides the best forecast results in week 16 for the 70% interval forecasts. ELM has the best forecasting performance in week 16 when forecasting the 80% interval and has the worst performance in week 6 for the 70% interval forecasts. In week 16, ANFIS obtains the best forecasting effectiveness for the 70% interval forecasts, and the CWC of this model peaks at 6082.28 in week 6 when forecasting the 70% mean wind power interval. For the ARIMA-SSA model, 44.94 is the lowest CWC, obtained in week 20 when forecasting the 80% interval, and 2687.22 is the highest CWC calculated by this model in week 6 for the 80% interval. BPNN-SSA has the best forecasting performance in week 4 for the 70% interval forecasting and has the worst performance in week 6 for the 80% interval forecasts. In Table 9 , The lowest CWC obtained by ELM-SSA is 45.38 when forecasting the 80% interval of the mean wind power in the first week. In the contrast, 1265.31 is the highest CWC calculated by this model in the 6th week for the 80% interval forecasts. For the ANFIS-SSA model, its CWC peaks at 3011.94 in week 6 when forecasting the 70% interval and arrives at 59.52 in week 13 when forecasting the 80% interval. IFASF, the model developed by SSA and FA, has the best performance in week 20 for the 80% interval forecasts and has the worst performance in week 6 for the 70% interval forecasts. Regarding the effectiveness of SSA, it is obvious that each model's forecasting ability is improved when utilizing SSA to pre-process the original data: the ARIMA model is improved by 22.90%, 10.00% and 15.75%; the BPNN model is improved by 3.00%, 7.22% and 16.37%, respectively; the ELM model is improved by 19.57%, 9.01% and 15.31%, respectively; and ANFIS is improved by 7.7%, 1.88% and 9.60%, respectively. These results indicate that SSA always improves models' forecasting effectiveness, although SSA has different effects on different models. Nevertheless, no matter which model (basic models or models pre-progressed by SSA) is considered, the IFASF model still is the best interval forecasting model when forecasting the 70% and 80% wind power intervals. In Figure 12a , which presents a boxplot of each model when forecasting the 70% and 80% intervals, the blue line represents the mean CWC of the 80% interval forecasts, and the red line represents the mean CWC of the 70% interval forecasts. From the perspective of the models' forecasting effectiveness, IFASF apparently outperforms the other models. Thus, from the above analysis of forecasting results, the developed model, IFASF, is the best interval forecasting model for the mean wind power points in the W3 wind farm.
Nevertheless, no matter which model (basic models or models pre-progressed by SSA) is considered, the IFASF model still is the best interval forecasting model when forecasting the 70% and 80% wind power intervals. In Figure 12a , which presents a boxplot of each model when forecasting the 70% and 80% intervals, the blue line represents the mean CWC of the 80% interval forecasts, and the red line represents the mean CWC of the 70% interval forecasts. From the perspective of the models' forecasting effectiveness, IFASF apparently outperforms the other models. Thus, from the above analysis of forecasting results, the developed model, IFASF, is the best interval forecasting model for the mean wind power points in the W3 wind farm. Figure 12 . Boxplot of each model when forecasting the 70% and 80% intervals and illustration of Table 8 .
From the results of these four experiments, it is apparent that IFASF is a good model to calculate the upper and lower bounds for these different wind farms, which means that the developed model has a good forecasting capability and good adaptability for mean wind power curves of different wind farms.
Experiment V
In this experiment, we will test the forecasting effectiveness of the proposed model for six-hour average wind power in three wind farms (W1, W2 and W3). The CWC results of nine models are listed in Table 10 . Figure 12 . Boxplot of each model when forecasting the 70% and 80% intervals and illustration of Table 8 .
In this experiment, we will test the forecasting effectiveness of the proposed model for six-hour average wind power in three wind farms (W1, W2 and W3). The CWC results of nine models are listed in Table 10 . From Table 10 , it can be seen that IFASF still outperforms other benchmarks by comparing CWC and the 90% interval forecasts have better performance than 80% and 70% interval forecasts in W2 and W3. The results show that the proposed model not only has a good performance of interval forecasts of daily average wind powers but also is suitable for six-hour average wind power, indicating that FA and SSA are effective for improving forecasting accuracy and can be used to optimize ANFIS to forecast the wind power's interval for different time horizons.
Conclusions
As wind energy has become increasingly important for the electrical market, effective forecast techniques are of great necessity for grid integration due to the unstable nature of wind. Based on a brief review of wind power forecast skills, this paper develops a hybrid model, IFASF, to provide intervals for future wind power points. Compared to the conventional prediction methods, the proposed model directly yields forecast intervals to avoid the accumulated error of deterministic prediction. Moreover, due to the inadequate research focusing on the daily average interval, the average value of wind power is emphasized in this paper to provide basic awareness of the potential wind energy in advance for both TSOs (Transmission System Operators) and IPPs (Independent Power Producers). This basic awareness is essential to increase profits for wind energy producers and maintain stability in electrical systems because the uncertainty forecast improves the capability of trouble prevention before electricity deficit (or redundancy).
Comprehensive comparisons are included here to validate the availability and stability of IFASF from 25 weeks of wind power data in Gansu, China. The superiority of IFCP, IFNAW and CWC highlight two improved aspects of this hybrid model, one demonstrating that SSA is an effective de-noising method for wind power series and the other demonstrating the favorable optimization ability of the FA. Furthermore, although 90% interval (when the confidence level α = 10%) forecasts have smaller interval widths, their coverage probability is very low. Therefore, to avoid unacceptable loss, a confidence level smaller than 10% is not suggested to be applied to wind power data, considering its sharp fluctuation. Because uncertainty forecasts of daily average wind power values have rarely been studied in the past, comparisons among methods in this paper provide a general reference for this aspect of statistical or artificially intelligent interval forecast methods. The comparison results are supported by the data validation from three wind farms, showing that the developed model improves on the original ARIMA, BPNN and ELM models by the average extents of approximately 63%, 61%, 56% for each method of 80% intervals and 67%, 69%, 49% for each method of 70% intervals. Thus, the hybrid model IFASF is suggested as an appropriate forecast model for daily wind power intervals in applications due to its satisfactory accuracy and the necessity of its application. 
