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Abstract
Ground-based magnetic observatory series are the main source of information for constructing time-dependent
spherical harmonic geomagnetic field models from sub-annual to pluri-decadal time scales. Assessing the reliability of
such models requires accurate estimation of the data errors. We propose an analysis of observatory monthly means
over the period 1930 to 2010, where we sequentially isolate (i) a stochastic regression for the main field at every site,
performed in the framework of Gaussian processes, (ii) a local fit to annual and semiannual signals, (iii) a month by
month estimate of global, large length-scale external and induced fields. We then estimate the unmodeled signal
level (UMSL, which refers to the instrumental noise plus extra signals not captured by the above data treatment) from
the standard deviation of the residuals to the sequential analysis. This may be used to estimate data error covariances
in future field modeling studies. Mainly a function of the geomagnetic latitude, the UMSL is larger towards auroral
regions and carries the temporal signature of solar activity. While the UMSL shows rather similar magnitudes in all
three components in recent epochs (typically a few nT), a significant decrease is found in the downward component
of the field around 1960, which correlates with the introduction of proton magnetometers. We detail the geographic
distribution of the periodic signals and confirm the variation of their amplitude at pluri-decadal time scales. From the
spherical harmonic description of horizontal and vertical fields, we isolate the main patterns of the inducing field in Z .
These are dominated by a zonal structure of degree 1 (and to a lesser extent, of degree 3) in dipole coordinates. We
nevertheless isolate secondary, non-zonal sources that are most active during the 1960s and around 1990, periods of
particularly large solar activity, denoting an unusual morphology of the inducing field.
Keywords: Geomagnetic field modeling; Observatory data; Error estimates
Background
Dissociating external (ionospheric, magnetospheric) and
internal (induced, crustal, core dynamo) magnetic sources
is a major limitation to the spherical harmonic global
modeling of geomagnetic records (e.g. Olsen et al. 2010a).
This has repercussions on studies concerning both core
physics and external fields. Indeed, the recovery of core
motions at periods shorter than a few years is hindered
by the domination of external sources towards high fre-
quencies, and the reconstruction of changes in the mag-
netospheric ring current over decadal periods (e.g. Gillet
et al. 2013; McLeod 1996; Sabaka et al. 1997) is made
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ambiguous because of non-global coverage of observatory
sites.
Observatory series are the only records that permit the
analysis of the geomagnetic field from sub-annual to pluri-
decadal periods. Several global modeling avenues may be
employed using such data. In a comprehensive approach,
Sabaka et al. (2002, 2004) simultaneously inverted all
sources from hourly values spanning 1962 onward. Alter-
natively, the complex signature from external fields is
considered as contributing to the data error budget when
recovering main field changes from the annual means
series starting in 1840 (Jackson et al. 2000). Intermediate
strategies considering a simple external field parameteri-
zation (Gillet et al. 2013), or a sequential elimination of
the sources, may also be used.
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However, assessing the robustness of the output models
is made difficult by the crude estimates of the observation
errors. Accurate magnitudes of the data error covariances
are required in order to provide realistic a posteriori con-
fidence levels for the field models. For instance, by allo-
cating constant error bars on observatory annual means
series, Jackson et al. (2000) and Gillet et al. (2013) have
relatively underweighted the information contained in the
most accurate data when building, respectively, the gufm1
and COV-OBS field models. With such an approach, a
posteriori uncertainties tend to be overestimated towards
recent epochs (when the data are of better quality), and
time changes in the variance of some unmodeled signals
are ignored (when they should be accounted for through
the data error covariance matrix).
One could, in principle, consider the best documented
period (the satellite era) to characterize unmodeled
sources at ancient epochs. However, this approach is lim-
ited by the existence of external field variations for periods
longer than a decade. Furthermore, there is no consensus
on the variance one should consider to characterize satel-
lite data errors (Finlay et al. 2012; Lesur et al. 2010; Olsen
et al. 2010b). In a situation where there exists a frequency
overlap within the different sources (given the recent
estimates of the mantle conductivity, there is possibly a
signature in magnetic series of core processes at peri-
ods shorter than a year, see Velímski and Finlaý (2011)),
it is tempting to analyze the observatory monthly mean
(OMM) series to try to better isolate the several contri-
butions at periods ranging from a few months to a few
decades.
When allocating error variances to observatory series,
residuals from smooth fits to individual series, or from
an initial time-dependent global field model prediction,
have sometimes been considered. As an example, the
generalized cross-validation method was applied to indi-
vidual observatory annual mean series (see Bloxham and
Jackson 1992) for the construction of the gufm1 and
COV-OBS models, and Wardinski and Holme (2006)
and Wardinski and Lesur (2012) calculated error cross-
covariances between residuals from three-component
OMM series in constructing the C3FM models from 1957
onward. This pragmatic avenue nevertheless implicitly
relies on the modeling assumptions, through a regular-
ization process involving free damping parameters and
specific choices of temporal basis functions. Those govern
the temporal smoothness through their differentiability
properties and density and thus implicitly state the cutoff
between the noise and the signal.
Using principal component analysis, Wardinski and
Holme (2011) found large correlations between the resid-
uals from a main field model and the Dst magnetic index.
This led them to remove from the data series a statisti-
cal proxy for unmodeled signals of external origin. Such
an approach is promising in the quest for detailed secular
variation patterns at observatories. However, indices such
asDst do not necessarily represent well the external activ-
ity worldwide (especially at high latitudes). Furthermore,
it may be biased at periods longer than a year because of
the time changes of theDst baseline (see for instance Lühr
and Maus 2010; Olsen et al. 2005b). The alternative RC-
index (Olsen et al. 2014) has recently been introduced to
avoid this specific issue.
In an ideal situation, in the context of global spherical
harmonic modeling, one should follow a comprehen-
sive approach where all signal sources are simultaneously
inverted for, in order to see the unmodeled signals van-
ish as much as possible. This is unfortunately not pos-
sible when looking back to the early observatory era
before 1960, as common measurement protocols had not
yet been adopted via the INTERMAGNET global net-
work of magnetic observatories (e.g., Love and Chulliat
2013), and the measurement quality was poorer (e.g.,
Matzka et al. 2010). In this configuration, modeling
errors have to be considered along with measurement
uncertainties.
The purpose of the present work is to present an empir-
ical analysis of OMM series, by which we provide an
estimate of the unmodeled signal level (UMSL). It relies
on a sequential cleaning of the contributions from several
magnetic sources in the monthly series of the northward
(X), eastward (Y ), and downward (Z) components of the
geomagnetic field. These compose the magnetic field vec-
tor B in geographic coordinates. We isolate three main
contributions as follows:
1) First, a stochastic fit for the main field signal is
obtained separately for each observatory using a
Gaussian process regression that includes our prior
knowledge of the core field temporal
cross-covariances.
2) Next, signals with annual and semiannual periods are
fit to the residuals between the OMM series and the
main field regression, performed separately for each
observatory.
3) Finally, we perform a month-by-month large
length-scale global inversion of the remaining
residuals. This approximates the main external
source together with its associated induced fields.
Using a monthly sampling rate, we have to consider
the large signals of periods of 1 year and half a year. If
these have been isolated in observatory series for more
than a century (e.g., Chapman and Bartels 1940), their
mechanisms are still under debate. For this reason and
because of their complex geographic distribution, wemust
fit them separately from the global, large length-scale
external fields.
Ou et al. Earth, Planets and Space  (2015) 67:13 Page 3 of 20
After presenting the OMM series used throughout this
study (Section ‘Data’), we detail in Section ‘Methods’
the three steps of our sequential analysis. The sev-
eral contributions to the OMM series are presented
in Section ‘Results and discussion’, together with the
variations of the UMSL in space and time. Finally, we
summarize our analysis in Section ‘Conclusions’.
Data
We present in this section the OMM database employed
throughout this study. We refer for instance to Matzka
et al. (2010) for a more complete description of observa-
tory data and the several signals they contain. We benefit
from the strategy of Chulliat and Telali (2007), who built
the worldwide OMM archive from hourly mean values
provided by the world data center (WDC), checking for
discontinuities (baseline jumps) in magnetic series. We
build our own OMM series from hourly means provided
by the Edinburgh WDC Catalog, for two main reasons:
1) Some series for which hourly means are available
are not included in the Chulliat and Telali (2007)
database (either because of lack of continuity, too
low quality, or the presence of incompatibilities with
the annual means provided by the WDC). Instead,
we consider that those data may be helpful to infer
some information on the core signal at ancient epochs
and find it interesting to estimate their associated
UMSL.
2) We recalculate the OMM in a slightly different
way. In anticipation of a future purpose of main
field modeling, we use only the midnight 3-h data in
order to avoid the diurnal variation from the
ionospheric Sq current system, which is large (weak)
in the local daytime (midnight). We are aware that
induced fields, with amplitudes of a few nT, are
associated with Sq variations (Olsen et al. 2005a),
but these essentially consist of large length-scale
patterns that should be accounted for through the
global large length-scale fit. To retrieve the UMSL
of the OMM, we thus do not consider the impact
from Sq variations.
We paid much attention to the correction for discon-
tinuities in the monthly series. Since a large number of
these ‘jumps’ are neither documented nor integrated in
the WDC archives, we follow the strategy of Chulliat and
Telali (2007) to diagnose and fix the baseline change issues
in the series of daily values of midnight to 3-h means. It
is unfortunately not possible to recognize all these offsets,
especially the small ones, which will be hidden by the sig-
nature of natural rapid variations from external or induced
origin. We thus consider that this type of undiscovered
discontinuities contribute to the unmodeled signals.
Figure 1 Number of observatories as a function of time for
horizontal and vertical components.
We finally end up with a total of 197 OMM series. The
total number of sites changes with time (see Figure 1).
Additionally, we introduce some monthly data from
Chinese observatories for the period 1995 to 2008 that are
not published in the WDC and are not part of INTER-
MAGNET. These data are also calculated from daily val-
ues and are collected and administrated by the Institute of
Geology and Geophysics, Chinese Academy of Sciences.
All observatories used throughout this study are listed in
Table 1.
Methods
Local stochastic regression of the main field
We wish to avoid the use of a previously built time-
dependent geomagnetic field model when removing the
internal contribution to the observed series, because most
spherical harmonic internal models rely on temporal basis
functions presenting specific properties that are not jus-
tified in a physical or statistical manner. Along the same
lines, we wish to avoid the use of global (e.g., polynomial)
or local (e.g., splines) functions to directly fit the series.
We thus employ the Gaussian processes modeling frame-
work (e.g., Rasmussen and William 2006), where the a
posteriori expected value p of the process, calculated at
epochs stored in a vector tp (of size Np), is entirely deter-
mined by the knowledge of (i) an observation vector d
recorded at epochs stored in a vector td (of size Nd), (ii)
the covariance matrix Cee that describes the statistics of
the observation errors (of size Nd × Nd), and (iii) the a
priori covariance function C(τ ) = E (ϕ(t)ϕ(t + τ)) for the
series ϕ(t) of time t (where E stands for ‘expectation’).
It comes down to calculating the best linear unbiased
estimate (BLUE):









Table 1 List of the observatories used throughout this study
Observatory Code λ φ Period Observatory Code λ φ Period
Abinger ABN 51.2 359.6 1925-1965 La Quiaca LQA -22.1 294.4 1963-1981
Abisko ABK 68.4 18.8 1950-2010 Lanzhou LZH 36.1 103.9 1980-2006
Addis Ababa AAE 9.0 38.8 1959-1995 Las Mesas TEN 28.5 343.7 1961-1992
Agincourt AGN 43.8 280.7 1931-1970 Learmonth LRM -22.2 114.1 1990-2010
Alert ALE 82.5 297.6 1962-2005 Leirvogur LRV 64.2 338.3 1962-2010
Alibag ABG 18.6 72.9 1922-2010 Lerwick LER 60.1 358.8 1925-2010
Alice Springs ASP -23.8 133.9 1991-2010 Livingston Island LIV -62.7 299.6 1996-2010
Alma Ata AAA 43.2 76.9 1962-2010 Loparskaya MMK 68.2 33.1 1960-1990
Annamalainagar ANN 11.4 79.7 1967-1994 Lovo LOV 59.3 17.8 1930-2004
Apia API -13.8 188.2 1933-2010 Lunping LNP 25.0 121.2 1980-2000
Arctowski ARC -62.2 301.5 1978-1995 Lvov LVV 49.9 23.7 1957-2010
Arti ARS 56.4 58.6 1972-2010 MBour MBO 14.4 343.0 1952-2010
Ascension Island ASC -7.9 345.6 1993-2010 Macquarie Island MCQ -54.5 158.9 1957-2010
Ashkhabad ASH 37.9 58.1 1960-1990 Manhay MAB 50.3 5.7 1995-2010
Baker Lake BLC 64.3 264.0 1951-2010 Manzhouli MZL 49.6 117.4 1995-2007
Bangui BNG 4.3 18.6 1955-2010 Martin de Vivies AMS -37.8 77.6 1981-2010
Bar Gyora BGY 31.7 35.1 1990-2010 Mawson MAW -67.6 62.9 1963-2010
Barrow BRW 71.3 203.4 1964-2010 Meanook MEA 54.6 246.7 1931-2010
Bear Island BJN 74.5 19.2 1987-2006 Memambetsu MMB 43.9 144.2 1958-2010
Beijing BJI 40.0 116.2 1957-2005 Mirny MIR -66.6 93.0 1956-1997
Beijing Ming Tombs BMT 40.3 116.2 1996-2007 Mizusawa MIZ 39.1 141.2 1980-2010
Belsk BEL 51.8 20.8 1966-2010 Molodezhnaya MOL -67.7 45.8 1967-1977
Bereznyaki KGD 49.8 73.1 1965-1976 Mould Bay MBC 76.3 240.6 1962-1996
Borok BOX 58.1 38.2 1980-2010 Muntinlupa MUT 14.4 121.0 1963-1972
Boulder BOU 40.1 254.8 1972-2010 Nagpur NGP 21.1 79.0 1995-2009
Brorfelde BFE 55.6 11.7 1981-2009 Nagycenk NCK 47.6 16.7 1992-2010
Budkov BDV 49.1 14.0 1994-2010 Narsarsuaq NAQ 61.2 314.6 1968-2009
Cambridge Bay CBB 69.1 255.0 1972-2010 Newport NEW 48.3 242.9 1966-2010
Canberra CNB -35.3 149.4 1981-2010 Niemegk NGK 52.1 12.7 1901-2010
Cape Chelyuskin CCS 77.7 104.3 1956-1985 Novolazarevskaya NVL -70.8 11.8 1961-1978
Cape Wellen CWE 66.2 190.2 1956-1987 Novosibirsk NVS 54.8 83.2 1967-2010
Casey CSY -66.3 110.5 1989-2005 Nurmijarvi NUR 60.5 24.7 1953-2009









Table 1 List of the observatories used throughout this study (Continued)
Observatory Code λ φ Period Observatory Code λ φ Period
Changchun CNH 43.8 125.3 1995-2007 Pamatai PPT -17.6 210.4 1967-2010
Changli CHL 39.7 119.0 1995-2007 Panagjurishte PAG 42.5 24.2 1963-2010
Charters Towers CTA -20.1 146.3 1990-2010 Paratunka PET 53.0 158.2 1969-1995
Cheltenham CLH 8.7 283.2 1901-1956 Phuthuy PHU 21.0 105.9 1996-2010
Chengdu CDP 31.0 103.7 1995-2007 Pilar PIL -31.7 296.1 1941-1980
Chongqing COQ 29.4 106.6 1999-2006 Pleshenitzi MNK 54.5 27.9 1961-1995
Chichijima CBI 27.1 142.2 1991-2010 Pondicherry PND 11.9 79.9 1995-2008
College CMO 64.9 212.1 1948-2010 Port Alfred CZT -46.4 51.9 1974-2009
Dalian DLG 39.0 121.5 2000-2007 Port Moresby PMG -9.4 147.2 1957-1993
Dallas DAL 33.0 263.2 1964-1974 Port Stanley PST -51.7 302.1 1994-2009
De Bilt DBN 52.1 5.2 1906-1938 Port-aux-Francais PAF -49.4 70.3 1957-2009
Dedu DED 48.6 126.1 1995-2005 Poste-de-la-Baleine PBQ 55.3 282.3 1984-2007
Del Rio DLR 29.5 259.1 1982-2009 Qaanaaq THL 77.5 290.8 1947-2010
Dikson DIK 73.5 80.6 1957-1986 Qeqertarsuaq GDH 69.3 306.5 1946-2009
Dombas DOB 62.1 9.1 1957-2009 Qianling QIX 34.6 108.2 1995-2006
Dourbes DOU 50.1 4.6 1957-2010 Resolute Bay RES 74.7 265.1 1956-2010
Dumont d’Urville DRV -66.7 140.0 1957-2010 Rude Skov RSV 55.8 12.4 1927-1981
Dusheti TFS 42.1 44.7 1956-2001 Sable Island SBL 43.9 300.0 1999-2010
Dymer KIV 50.7 30.3 1958-1991 St. Johns STJ 47.6 307.3 1969-2010
Ebro EBR 40.8 0.5 1995-2010 San Fernando SFS 36.7 354.1 1996-2010
Eilat ELT 29.7 34.9 1998-2010 San Juan SJG 18.1 293.8 1921-2010
Ekaterinburg EKT 56.8 60.6 1901-1925 San Pablo-Toledo SPT 39.5 355.6 1996-2010
Esashi ESA 39.2 141.4 1997-2010 Sanae III SNA -70.3 357.6 1961-1990
Eskdalemuir ESK 55.3 356.8 1911-2010 Scott Base SBA -77.8 166.8 1957-2010
Eyrewell EYR -43.4 172.4 1980-2010 Sheshan SSH 31.1 121.2 1932-2010
Faraday Islands AIA -65.2 295.7 1957-2010 Simosato SSO 33.6 135.9 1957-1975
Fort Churchill FCC 58.8 265.9 1957-2010 Sitka SIT 57.1 224.7 1904-2010
Fredericksburg FRD 38.2 282.6 1956-2010 Sodankyla SOD 67.7 26.6 1913-2009
Fresno FRN 37.1 240.3 1982-2010 Stekolnyy MGD 60.1 151.0 1966-1990
Fuquene FUQ 5.5 286.3 1955-2010 Stennis Space Centre BSL 30.3 270.4 1986-2010
Furstenfeldbruck FUR 48.2 11.3 1940-2010 Stepanovka ODE 46.8 30.9 1957-1991
Glenlea GLN 49.6 262.9 1984-1997 Surlari SUA 44.7 26.3 1957-2009









Table 1 List of the observatories used throughout this study (Continued)
Observatory Code λ φ Period Observatory Code λ φ Period
Golmud GLM 36.4 94.9 1995-2007 Tianshui TSY 34.6 105.9 1995-2007
Gornotayezhnaya VLA 43.7 132.2 1957-1990 Tihany THY 46.9 17.9 1957-2009
Great Whale River GWC 55.3 282.2 1965-1981 Tirunelveli TIR 8.7 77.8 1999-2008
Guam GUA 13.6 144.9 1957-2010 Tonghai THJ 24.0 102.7 1995-2007
Guangzhou GZH 23.1 113.3 1960-2009 Trelew TRW -43.3 294.6 1957-2010
Guimar GUI 28.3 343.6 1993-2010 Trivandrum 2 TRD 8.5 76.9 1957-1999
Guiyang GYX 26.6 106.8 1995-2005 Tromso TRO 69.7 18.9 1957-2009
Halley Bay HBA -75.5 333.4 1957-1967 Tsumeb TSU -19.2 17.6 1964-2009
Hangzhou HZC 30.2 120.1 1995-2007 Tucson TUC 32.2 249.3 1910-2010
Hartebeesthoek HBK -25.9 7.7 1972-2009 Ujjain UJJ 23.2 75.8 1980-2003
Hartland HAD 51.0 355.5 1957-2010 Urumqi WMQ 43.8 87.7 1995-2007
Hatizyo HTY 33.1 139.8 1986-2009 Val Joyeux VLJ 48.8 2.0 1901-1936
Heiss Island HIS 80.6 58.0 1960-1970 Valentia VAL 51.9 349.7 1957-2010
Hel HLP 54.6 18.8 1966-2010 Vassouras VSS -22.4 316.3 1915-2010
Hermanus HER -34.4 19.2 1941-2010 Victoria VIC 48.5 236.6 1964-2010
Honolulu HON 21.3 202.0 1905-2010 Vieques VQS 18.1 294.5 1905-1924
Hornsund HRN 77.0 15.5 1978-2010 Visakhapatnam VSK 17.7 83.3 1995-2009
Huancayo HUA -12.0 284.7 1921-2010 Voeikovo LNN 59.9 30.7 1947-1988
Hurbanovo HRB 47.9 18.2 1906-2010 Vostok VOS -78.4 106.9 1958-1979
Iqaluit IQA 63.8 291.5 1995-2010 Vysokaya Dubrava SVD 56.7 61.1 1930-1974
Irkutsk IRT 52.2 104.4 1957-2010 Watheroo WAT -30.3 115.9 1919-1959
Istanbul-Kandilli ISK 41.1 29.1 1950-2000 Wien Kobenzl WIK 48.3 16.3 1957-2005
Jaipur JAI 26.9 75.8 1980-209 Wingst WNG 53.7 9.1 1942-2010
Jinghai JIH 38.9 116.9 1995-2007 Witteveen WIT 52.8 6.7 1938-1987
Juyongguan JYG 39.8 98.2 1998-2007 Wuhan WHN 30.5 114.6 1995-2007
Kakadu KDU -12.7 132.5 1995-2010 Yakutsk YAK 62.0 129.7 1957-2009
Kakioka KAK 36.2 140.2 1913-2010 Yangi Bazar TKT 41.3 69.6 1957-1981
Kanoya KNY 31.4 130.9 1958-2010 Yellowknife YKC 62.5 245.5 1977-2010
Kanozan KNZ 35.3 140.0 1961-2010 Yinchuan YCB 38.5 106.3 1995-2007
Kiruna KIR 67.8 20.4 2001-2010 Yongning YON 22.8 108.5 1996-2006
Kourou KOU 5.2 307.3 1996-2010 Yuzhno Sakhalinsk YSS 46.9 142.7 1957-1988
Krasnaya Pakhra MOS 55.5 37.3 1957-2005 Zaymishche KZN 55.8 48.8 1964-1989
L’Aquila AQU 42.4 13.3 1960-2010
Together with their code, position (latitude λ and longitude φ, in degrees), and period over which their data were employed.
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Here, the element in the ith row and jth column of




, of size Np × Nd, is Cpdij =
C (tpi − tdj); and similarly for Cdd = E (ddT), of size
Nd × Nd, we have Cddij = C(tdi − tdj).
Our choice for C(τ ) is motivated by the analysis of
observatory series. The auto-covariance function of a
series defines its power spectrum S( f ), where f is the
frequency. As illustrated in Figure 2, that of observatory
records evolves approximately as S( f ) ∝ f −4 at periods
longer than 5 years (Currie 1968; De Santis et al. 2003).
As highlighted by Gillet et al. (2013), it is convenient to
model such series in the framework of stochastic differ-
ential equations (SDEs), for which a −4 slope spectrum
at high frequencies corresponds to an SDE of order 2.
If there is no evidence for the continuation of the −4
spectrum at periods as short as 1 month, Gillet et al.
(2013) nevertheless show that there is no need for a higher
order process (and thus a steeper spectrum slope) at such
short periods. It is indeed difficult to define the a priori
information about the core field for interannual to
monthly periods, due to the ambiguity between internal
and external magnetic sources.
We choose the particular a priori auto-covariance
function











Figure 2 Power spectral density (log10, in nT
2/yr−1) obtained
fromOMM series. For the three components of the magnetic field at
the Kakioka observatory, superimposed with −4 and −1 slopes
(black). The series have been corrected for referenced jumps (Chulliat
and Telali 2007). A multitaper analysis has been performed. For each
sub-series, we removed the end-to-end linear trend before applying a
Hanning window (see De Santis et al. 2003). Generating many
realizations of 100-year synthetic AR-2 series (for which we know the
theoretical −4 slope of the spectrum), we retrieve with the above
method a slope of −4.2 ± 0.3 (i.e., a typical error of about 5% to 10%)
in the period band from 2 to 25 years.
within the Matérn family of functions. It is characteristic
of the second-order statistics for the stationary, auto-









= (t) , (3)
where (t) is a white noise processa. We use the cor-
relation time τc = 1, 730 years and a typical standard
deviation of σ = 40, 000 nT. This corresponds to the a
priori function used for the dipole only series by Gillet
et al. (2013) - see their Equations 14 to 16. Of course,
observatory records contain more than the dipole sig-
nal. However, we wish here to keep the definition of C(τ )
as simple as possible, still allowing the predicted series
to potentially display the same continuity properties at
monthly periods as they do at interannual periods. We
performed a test using a more complex a priori func-
tion (such as a sum of AR-2 processes, to account for
higher order spherical harmonic coefficients), and found
that it did not significantly change the local estimate of
residuals to the AR-2 fit (this is because we consider all
observatories separately, and not all together through a
global model). We estimate, at all sites, the BLUE (1)
separately for all three components of B. We note BAR2
the stochastic regression of the observed series B. We
discuss in Section ‘On the sensitivity of the residuals to
the Gaussian process regression’ the sensitivity of the vari-
ances of the residuals (B − BAR2) to the a priori error
variances entering Cee.
Local analysis of annual and semiannual signals
Annual and semiannual signals clearly appear in the
OMM series and indices (e.g., Lyatsky and Tan 2003).
This is illustrated by the peaks in the power spectral
density shown in Figure 2. They essentially result from
ionospheric andmagnetospheric fields (plus their induced
counterparts) and exist worldwide in observatory records
(see for instance Wardinski and Mandea 2006). Their
short latitudinal extent at high latitude nevertheless pre-
vents them from projecting entirely onto the large length-
scale model estimated in Section ‘Spherical harmonic
modeling of remaining large length-scale fields’, which is
why we treat them separately at this stage of our empirical
analysis.
In the construction of comprehensive field models,
periodic signals originating from ionospheric fields are
accounted for through a fit of global functions in quasi-
dipole coordinates, calibrated a priori in time on the solar
radiation flux index F10.7 (see Sabaka et al. 2002). How-
ever, this index does not account for the wholemodulation
of periodic signals. Indeed, the underlying mechanisms
responsible for annual variations are subject to discussion
and may vary depending on the geographical site (Malin
andWinch 1996). Malin and Isikara (1976) suggested that
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they are generated by seasonal changes in the morphology
of the auroral electrojet and the ring current system and
imply variations of conductivity in the ionosphere (see for
instance Liu et al. 2009).
Variations with a period of half a year are related to
a larger occurrence and intensity of geomagnetic storms
and substorms at equinoxes than at solstices (e.g., Cliver
et al. 2000). For a long time, semiannual variations have
been linked to the largest geomagnetic activity, occurring
when the southward component of interplanetary mag-
netic activity is at a maximum in geocentric solar mag-
netospheric coordinates (Russell and McPherron 1973). A
more complex picture has emerged since then. The lat-
ter mechanism is now believed to explain only part of the
observed signal, and a more important role is given to the
equinoxial hypothesis (see for instance Cliver et al. 2000;
Lyatsky et al. 2001), by which the angle between the Earth
dipole axis and the solar wind direction governs the effi-
ciency in the response of the magnetosphere to solar wind
flow.
Given the complex origin of periodic signals, we favor
an empirical approach where the amplitude and phase of
the periodic signal are kept completely free, along the lines
of the studies by Le Mouël et al. (2004a,b). These authors
calculated the Fourier coefficients of annual and semi-
annual periodic signals from band-pass filtered observa-
tory hourly means. Their analysis indicates that both the
amplitude and phase of these signals are changing with
time. A similar result was found from wavelet analysis of
the semiannual signal in the aamagnetic index (Elias et al.
2011).
Here, we fit simple sine/cosine functions with periods
of 6 and 12 months to the remaining residuals δB =
B − BAR2. Since neither the amplitude nor the phase are
constant, these periodic signals are fitted using a sliding
window with a restricted length δt = 5 years. Minimizing∑
|tj−tm|≤ δt2
[








we obtain the slowly varying functions φ1(t), φ2(t), Xˆ1(t),
and Xˆ2(t), with ω1 = ω2/2 = 2π rad/year (we use
similar notations for the Y and Z components). This
defines the annual and semiannual signals B1(t) and
B2(t), whose characteristics are presented in Section
‘Worldwide description of annual and semiannual signals’.
Spherical harmonic modeling of remaining large
length-scale fields
Some of the remaining residuals are due to resolvable
external and induced magnetic fields at large length-
scales. We approximate them by means of global model-
ing, constructing a discrete set of monthly models. These
are considered independent from one epoch to another.
Indeed, the power spectrum observed for external contri-
butions, excluding annual and semiannual peaks, is only
slightly red (with a slope about −1, see Figure 2).
In principle, external and internal sources can be sepa-
rated from vector observations on a sphere. However, this
separation is ambiguous because of the non-global cov-
erage of observatory sites. Nevertheless, horizontal and
vertical components of the field do probe complementary
combinations of internal and external sources. Indeed, let
us assume that the remaining large length-scale magnetic
field BLLS derives from a potential,














× Pmn (θ)eimφ + c. c. ,
(5)
where gmn and qmn are the complex internal and exter-
nal Gauss coefficients, N is the truncation level, Pmn is
the Schmidt semi-normalized Legendre polynomials of
degree n and orderm, and ‘c. c.’ stands for complex conju-
gate. Then at the Earth’s surface, of radius r = a, one has






dθ eimφ + c. c.
YLLS = ∑
n,m
hmn (t) imsin θ Pmn eimφ + c. c.
ZLLS = ∑
n,m
vmn (t)Pmn eimφ + c. c.
, (6)
with the complex coefficients{
hmn (t) = gmn (t) + qmn (t)
vmn (t) = (n + 1)gmn (t) − nqmn (t)
. (7)
Below, hmcn and hmsn stand for the real and imaginary part
of the complex coefficient hmn (with similar notation for
vmcn and vmsn ). We will thus model X and Y data on the
one hand, and Z data on the other, resorting to a least-
squares fit. We emphasize that in this context, what will
be isolated is a combination of global-scale fields that may
arise from sources both external (e.g., magnetospheric)
and internal (e.g., induced or remaining core signals) to
the observation sites.
At each epoch t spanning 1930 to 2010 every month,
we store residuals B − (BAR2 + B1 + B2) at all available
observatories in two data vectors yh(t) = {X(t),Y (t)} and
yv(t) = {Z(t)}. The number of available observatories
(Nx,Ny,Nz) for the three components are a function of
time (cf. Figure 1). Then, from Equations 5 and 6, we write
at every epoch t:{
yh = Ahh + eh
yv = Avv + ev
. (8)
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The unknown vectors h(t) and v(t), of size P=N(N+2),
contain, respectively, the coefficients hmn (t) and vmn (t),
whose statistics are defined by the a priori model covari-




and Rv = E
(vvT). Matrices
Ah and Av, of size, respectively, (Nx +Ny) × P and Nz × P,
translate into matrix form the linear relation (Equation 6)
between the data vectors (yh and yv) and the vectors of
model coefficients (h and v). Vectors eh and ev stand
for the errors in the horizontal and vertical components,
whose statistics are given by the covariance matrices
Ch = E
(eheTh ) and Cv = E (eveTv ). The Bayesian average
solution is then





h Ah + R−1h
]−1
the covariance matrix
defining the a posteriori error statistics of the model h
(with similar definitions for v). From hˆ and vˆ, we build the
large length-scale field vector BLLS.
The quantities entering the a priori data error and
model error covariance matrices are a priori unknown.
For the sake of simplicity, we consider uncorrelated errors
with stationary statistics, i.e., Ch = e2hIh at every epoch
(Ih stands for the identity matrix of rank Nx + Ny), with
similar notation for Cv. Of course, errors are probably
increasing towards the past, when records were less accu-
rate. However, we tested several values for e2h and e2v and
found that within a reasonable range, the final estimate
of BLLS, and then of the UMSL, was not significantly
affected. The results presented in Sections ‘Main patterns
of remaining external and induced fields’ to ‘The UMSL
throughout 1930 to 2010’ are obtained using eh = ev = 6
nT. In practice, we fix the truncation level to N = 3,
which results in 15 unknowns per epoch. This is much
smaller than the number of observatories after 1960 but
not necessarily in the first half of the twentieth century.
If we were retrieving BLLS from Equation 8 in geo-
graphic coordinates, the model cross-covariances would
vary with time depending on the dipole orientation. Thus,
in order to solve Equation 8 using stationary variance
properties, we rotate at each epoch the forward equations
in dipole coordinates (for which we use the COV-OBS
internal dipole field). Thus, we build matrices Rh and Rv
from the variances of the coefficient series hmn (t) and vmn (t)
in dipole coordinates, first obtained over the period 1960
to 2010 for which the model is weakly sensitive to the a
priori matrices (we would underestimate the variances of
the model parameters by considering the era before 1960,
where fewer, less accurate data are available). Coefficients
are then rotated back into geographic coordinates.
To finally obtain the UMSL presented in Section ‘The
UMSL throughout 1930 to 2010’, we consider (i) the resid-
uals δyh = yh − Ahhˆ and δyv = yh − Avvˆ, i.e., the final
residual series B − (BAR2 + BLLS + B1 + B2), and (ii) the
modeling errors arising from the uncertainties of the large
length-scale field parameters. We thus estimate, for each
epoch t, the UMSL at all observatories as the square root
of the diagonal elements of the covariance matrices
Kh(t) = Ah(t)Hh(t)Ah(t)T + δyh(t)δyh(t)T (10)
and Kv(t) (with similar notation).
Results and discussion
On the sensitivity of the residuals to the Gaussian process
regression
In this section, we test the sensitivity of the variance of
the residuals δB = B − BAR2, obtained using the BLUE
(Section ‘Local stochastic regression of the main field’),
to the a priori noise amplitude that enters the covari-
ance matrix Cee in Equation 1. We first study the case of
synthetic data, before we analyze the geophysical series.
We generate monthly values of a noisy AR-2 process
over a time window T = 50 years. We consider first the
case of stationary white noise, varying the a priori noise
variance that enters Cee from 1/100 to 100 times the true
noise variance. We tested two values for the dimensional
r.m.s. of the true noise, 10 and 100 nT, corresponding
to a noise over signal ratio of 0.33% and 0.033%, respec-
tively. The ratio between the magnitudes of the residuals
to the BLUE and of the true noise, summarized in Table 2,
remains close to unity in all cases. Given the range of a
priori values, we conclude that we are able to retrieve
well the true noise amplitude in this synthetic case. We
checked that this result is not sensitive to the window
length T . We also consider a situation that mimics a
quality jump (such as the advent of proton magnetome-
ters), where the noise magnitude is ten times larger over
the first half of the window (case C in Table 2). Again, we
correctly retrieve the magnitude of the true noise, over
both halves of the time window.
Table 2 Ratio between the true and retrieved noise
magnitude when varying the prior noise variance
Prior / true noise variance ratio
Case 1/100 1/10 1 10 100
A 0.91 0.95 0.98 1.01 1.16
B 0.97 0.98 0.99 1.00 1.04
Ca 0.94 0.97 0.99 1.00 1.00
Cb 0.94 0.97 0.99 1.01 1.11
From 1/100 to 100 times the true noise variance, for 50 years of synthetic, noisy
AR-2 series with magnitude 30,000 nT (result obtained after averaging over 20
realizations). In cases A and B, the magnitudes of the true noise are 10 and 100
nT, respectively. In case C, it is 100 nT over the first half of the time window, then
10 nT (there, the a priori over true ratio are that of the second half, i.e., the noise
has a priori the same magnitude over the whole window); the a posteriori ratios
are calculated separately over the two halves, labeled Ca and Cb , respectively.
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We now apply the same type of fit to the geophysical
series. Examples of residual magnitudes obtained for the
X, Y , and Z components for several observatories are dis-
played in Table 3. We used values for the a priori error
variance η (the diagonal elements of the matrix Cee) of
10, 100, and 1,000 nT2. Given the standard error bars
generally associated with observatory series, by using the
smaller (larger) values of η, we supposedly under- (over-)
estimate the signal that cannot enter the AR-2 fit. We
observe that the a posteriori standard deviation of the
residuals is only weakly sensitive to the a priori choice for
η in the range of 10 to 1,000 nT2. In comparison, when
using a polynomial fit instead of the BLUE, we obtain (not
shown) residual variances that are much more sensitive
to the cutoff frequency (the number of polynomials) for
both synthetic and geophysical series. We conclude that
the method presented in Section ‘Local stochastic regres-
sion of themain field’ is relatively robust for estimating the
variance of the residuals of the main field regression.
As expected, the amplitude of the residuals is weaker for
the Y component, which is less affected by the magneto-
spheric ring current. It is also larger for X in the equatorial
area (see for instance Alibag or Guam in Table 3). We
observe larger values towards higher geomagnetic colati-
tudes (for instance at Sitka), where the magnetic fields of
ionospheric origin associated with the auroral ring cur-
rents are known to produce signals of particularly large
amplitude. From now on, we use an a priori noise vari-
ance η = 36 nT2. Examples of series of the residuals
between the observed field and the AR2 fit are presented
in Figures 3, 4, and 5 for all three components at equato-
rial, mid-, and high latitude sites.
Worldwide description of annual and semiannual signals
We concentrate first on the time evolution of the ampli-
tude and phase of the periodic signals. These are displayed
in Figure 6, where we filter out the effect of the solar cycle
Table 3 Dimensional r.m.s. of the residuals to an AR-2 fit at
several observatory sites
√
η (nT) 3.3 10.0 33.3
√
η (nT) 3.3 10.0 33.3
X 9.3 10.1 11.9 X 8.1 8.6 9.6
KAK Y 2.5 2.9 4.3 HER Y 1.8 2.6 4.5
Z 7.3 8.2 10.4 Z 3.2 3.4 6.6
X 8.1 8.4 9.1 X 13.7 14.3 15.0
ESK Y 4.1 4.5 5.3 SIT Y 6.1 6.4 7.4
Z 9.4 11.0 13.1 Z 13.5 14.9 16.4
X 11.0 12.5 15.2 X 10.6 11.2 12.7
ABG Y 4.4 4.9 6.4 GUA Y 1.9 2.2 3.5
Z 8.7 9.7 13.0 Z 3.4 4.3 8.4
To the X, Y, and Z components (in nT), for several values η of the a priori noise
variance.
using an 11-year running mean. We find trends similar to
those computed from a Fourier analysis of filtered hourly
means (see Figures four to five and eight to nine in Le
Mouël et al. 2004a). In particular, we retrieve the two large
variations, at pluri-decadal time scales, in the amplitude of
the semiannual signal. The epochs at which these extrema
occur are similar to those found from the analysis of the aa
index by Elias et al. (2011). These variations are in phase at
all observatories. The phase of the semiannual signal also
shows decadal changes, in agreement with those found
from aa (see Figure seven in Elias et al. 2011), with small
delays from one site to another.
We also see decadal changes in the phase and ampli-
tude of the annual signal. These variations vary depending
on the location, the phase showing, for instance, shifts
as large as a couple of months. Several origins have
been proposed for annual changes, including local effects
of induction in the ocean, temperature dependency of
the soil magnetization around sensors (Mishima et al.
2013), or spurious temperature effects in the Z compo-
nent before the introduction of fluxgate sensors (LeMouël
et al. 2004b). Some effects related to measurement issues
cannot be discarded from early epochs. Indeed, Figure 6
indicates that annual signals display less dispersion among
observatories towards more recent periods.
We also observe differences when comparing our results
to those of LeMouël et al. (2004a), which can be attributed
to several factors. We present in Figure 7 the impact of
data selection (night only versus all-hours values) and of
the window length δt, for the Sitka and Tucson observato-
ries (some differences may also be related to the filtering
strategy used by Le Mouël et al. 2004a). At high geomag-
netic latitudes, the amplitude of semiannual oscillations
(and to a lesser extent, of annual ones) is much increased
by the use of a shorter window length δt (with weak
impact on the phase), whereas this parameter has a minor
impact at low to mid-latitude sites. Selecting nighttime
data generates a downward (upward), almost constant
bias of about 2 nT for the 6 (12) months signal amplitude
at mid-latitudes, and a positive phase delay of about 15
days for the annual signal, when the phase of the semian-
nual signal is not much affected. Compared to all-hours
data, using nighttime data also enhances the amplitude of
the peaks in the 6-month variation at high latitudes and
generates a time-dependent phase shift between zero and
about ten days. It also shifts the amplitude of the annual
signal by a few nT, due to aliasing, while its phase is not
significantly affected.
The geographical dependence of the amplitude of
annual and semiannual periodic signals can essentially be
summarized as a function of geomagnetic colatitude, as
shown in Figure 8. The amplitude of semiannual changes
shows a large maximum at geomagnetic latitudes between
60° and 70° in all three components. It is particularly
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Figure 3 Residuals to OMM series and the UMSL: example of a low-latitude site. Top to bottom: OMM series superimposed with AR-2 fit at the
Alibag observatory; residuals between OMM series and the AR-2 proxy, superimposed with the LLS field model with and without periodic signals;
final residuals after removing the LLS field; our estimate of the UMSL. Left to right: X , Y , and Z components.
strong in X, which also displays a secondary maximum
towards the geomagnetic equator. In the polar regions, the
semiannual signal is larger in Z and weaker in X (note
that the amplitude in Y can be significantly larger than
that found in X at some sites). Such features could be
associated with an increase of the ring currents and the
westward auroral electrojet at equinoxes (see Lyatsky and
Tan 2003). The latitudinal distributions observed in the X
and Z components recall those found by Fujii and Schultz
(2002) for the residuals between observatory data and the
induction response to a P01 source at periods ranging from
a few days to a few months (see their Figure nine). These
authors associate such features mainly with the comple-
mentary effect of auroral ring currents (cf. their Figure
fourteen).
The annual signal is generally larger in X, and its ampli-
tude strongly increases at latitudes above 60°. A secondary
maximum clearly appears in X at mid-latitudes. Also at
mid-latitudes, non-zonal contributions are observed in
the X and Y components, which may be associated with
regional induction effects, as suggested by Wardinski and
Mandea (2006). We note some discrepancies between the
latitudinal dependence of annual and semiannual signals
(see for instance in X). This may indicate that the source
fields responsible for annual changes are different from
those proposed by Fujii and Schultz (2002).
Main patterns of remaining external and induced fields
Examples of the contributions from periodic and large
length-scale fields to the three components of observatory
series are shown, from low to high latitudes, in Figures 3,4
and 5. In the horizontal components, modulations with
the solar cycle are observed for the large length-scale
field at mid- to low latitudes (more obvious in the X
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Figure 4 Residuals to OMM series and the UMSL: example of a mid-latitude site. Same as Figure 3, at Chambon-la-forêt observatory.
direction), and for periodic signals, in horizontal compo-
nents at high latitudes. Themodulation of periodic signals
at longer time scales, highlighted in the previous section,
also clearly appears.
We use below the notations h˜mn and v˜mn for the coeffi-
cients in dipole coordinates. We present in Figure 9 their
associated (normalized) series, together with the standard
deviation obtained for each of the coefficients. In associa-
tion with the magnetospheric ring current and its induced
counterpart, the largest contribution to the X and Y com-
ponents comes from h˜01, while to Z, it is shared between
v˜01 and v˜03. The important contribution of v˜03 to the verti-
cal component is associated with the well-known larger
impact of externally induced fields on Z (see for instance
the discussion of Figure ten in Hulot et al. 2007). Zonal
coefficients are generally better resolved than the non-
zonal ones, and sectorial coefficients are associated with
relatively larger error bars (see the h˜22 and v˜33 series). We
also notice weaker uncertainties from 1960 onward (for
instance h˜1c2 , v˜1s1 , v˜1s2 , and v˜2s3 ). The a posteriori errors we
obtain exclude the occurrence of large variations for some
coefficients at particular epochs (see the h˜0n, h˜11, or h˜13 coef-
ficients in the early 1930s, a period of relatively weak solar
activity).
The signature of the solar activity is clear for most coef-
ficients (see the Kp index in Figure 10). In the 1960s and
around 1990, periods of particularly intense solar cycles,
we see unusually large fluctuations of coefficients, show-
ing at other epochs a relatively modest dynamics (see the
v˜11 and v˜12 coefficients after 1960). This suggests a partic-
ular response of the external (and then induced) fields to
the solar flux at those epochs. We note that many obser-
vatories started with the International Geophysical Year
1957 to 1958 (cf. Figure 1), some of them having dis-
played unstable magnetic series. We corrected as much
as possible for anomalous data during this period as well
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Figure 5 Residuals to OMM series and the UMSL: example of a high-latitude site. Same as Figure 3, at Qeqertarsuaq (Godhavn) observatory.
(see Section ‘Data’). However, if the remaining outliers
partly enter the UMSL, they may also induce biases in the
global model coefficients of the least-squares fit (a draw-
back whichmay be reduced by using a Huber norm for the
measure of residuals, see e.g., Olsen 2002).
The combination of h˜mn and v˜mn series is used to sepa-
rate internal and external contributions; we obtain from












(here in dipole coordinates). Their analysis as a func-
tion of frequency may be used to constrain C responses
and the mantle conductivity profile (see e.g., Olsen 1999),
which is out of the scope of the present study. We
concentrate below on the description of the inducing
field. From Equations 6 and 7, we obtain the coefficients
describing the vertical component Z from external origin,
z˜mn = −nq˜mn , which compose the time-dependent vec-
tor z(t). From S = [z(1930.0) . . . z(2010.0)], we build the
matrixM = SST and perform on it a principal component
analysis. We show in Figure 11 the vertical component
obtained at the Earth’s surface for the first four eigen
modes Z1 to Z4. These account for, respectively, 70.6%,
9.4%, 5.2%, and 4.5% of the variance of z. Most of the
variability is carried by Z1, which is associated with the
axial dipole field (in dipole coordinates), although it is
also composed of some non-axisymmetric features. Z2
essentially summarizes the role played by the zonal coef-
ficient of degree 3. We present in Figure 10 the projection
of the z˜mn coefficients onto the first four eigen modes.
Z3 (with large contributions from z˜1s1 , z˜0c2 , and z˜1s2 coef-
ficients) and Z4 (dominated by a sectorial structure of
degree 2) present unusual time changes in the 1960s and
around 1990, in connection with the above observation
made about the original v˜mn and h˜mn series. This illustrates
that the structure of the inducing field is more complex
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Figure 6 Time changes of the amplitude and phase of periodic
signals at various sites. Amplitude (top) and phase (bottom)
obtained for the annual (right) and semiannual (left) periodic signals
for the X component at several observatories, for a window length of
δt = 5 years, after filtering with an 11-year running mean. The phase
of the periodic signal (originally in radians) is translated into the date
at which occurs the first maximum of the annual (or semiannual) fit to
the data (for each epoch, a phase of zero would correspond to
January 1).
than the ring current, as discussed for instance by Olsen
(1998) for periods shorter than 30 days, or by Fujii and
Schultz (2002) for periods ranging from 5 to 106.7 days.
The UMSL throughout 1930 to 2010
We finally focus on the evolution, in space and time, of
the UMSL as defined by Equation 10. Two main sources
contribute to the UMSL: instrumental noise and unmod-
eled regional signals. Since the number of available obser-
vatories becomes limited for retrieving large-scale
external coefficients from the very early twentieth cen-
tury, we present our UMSL estimate from 1930 onward.
Examples of the final residuals and of the obtained UMSL
series are presented in Figures 3,4 and 5.
In several observatories (see for instance the series for
Alibag or Chambon-la-Forêt in Figures 3 and 4), peri-
odic signals in the Z component tend to decrease towards
recent epochs, which coincides with a decrease of the
UMSL in Z. A link to instrumental effects is suspected,
such as the introduction of proton magnetometers for
absolute measurements after 1960 (Turner et al. 2007)
and of fluxgate sensors for vector variometry, as sug-
gested by Le Mouël et al. (2004b). Indeed, measurement
improvements have been recorded by Chulliat and Telali
(2007) at this particular time at Alibag and Chambon-la-
Forêt. This is also illustrated by Figure four in Gillet et al.
(2010) and Figure fourteen in Gillet et al. (2009), where an
important decrease is observed for the scatter in the dif-
ference between two Z series at nearby observatories (the
difference removing the effect of external fields that are
coherent at the two sites).
The three components of the UMSL are presented in
Figure 12 as a function of geomagnetic colatitude in 1996
(low solar activity) and 2001 (high solar activity). The
most important pattern is the higher UMSL values found
in (geomagnetic) polar regions, with a sharp transition
between moderate and large values around 55° geomag-
netic latitude. We notice only a weak dependence with
longitude. The global maps of the UMSL in 1996 and
Figure 7 Sensitivity to the data treatment of the amplitude and phase of periodic signals. Amplitude and phase obtained for annual (right)
and semiannual (left) periodic signals for the X component at Sitka (57◦N, 225◦E, four top panels) and Tucson (32◦N, 249◦E, four bottom panels), for
different data selection (OMM constructed from night only data or from all-hours values) and window lengths δt. The phase of the periodic signal
(originally in radians) is translated into the date at which occurs the first maximum of the annual (or semiannual) fit to the data (for each epoch, a
phase of zero would correspond to January 1).
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Figure 8 Latitudinal variation of the annual and semiannual
periodic signals amplitude. Amplitude of the annual (bottom) and
semiannual (top) periodic signals for all three components of the
magnetic field as a function of the geomagnetic latitude, averaged
over the period 1960 to 2010, obtained for a window length of δt = 5
years.
2001, presented in Figure 13, illustrate with more detail
the geographical distribution of the final residual level.
We encapsulate in Figure 14 the UMSL obtained for
the three components at all observatories throughout the
selected time span, separately for sites with geomagnetic
latitudes lower and higher than 60°. We see in the general
trend a clear signature of the solar cycle at high latitudes.
It is also there, to a lesser extent, at lower latitudes. On
average, the UMSL from the low to mid-latitude sites is
similar for all three geomagnetic components (a couple of
nT towards the most recent epochs), even though pertur-
bations may be larger at some periods and locations for Z.
Depending on the observatory, it ranges between 1 and 10
(6) nT for Z (X and Y ) data. We notice a slight decrease of
the median UMSL in Z after 1960, while the UMSL in X
and Y is rather stationary.
At latitudes higher than 60°, a significant reduction in
the UMSL after 1960 is found for Z data (on average, from
Figure 9 Series of the LLS field coefficients. Normalized times
series of the coefficients h˜mn (top) and v˜
m
n (t) (bottom). Error bars
(grey-shaded area) are the square root of the diagonal elements of
the posterior covariance matrices H−1h and H
−1
v . Series are normalized
by the standard deviation of the mean model coefficients (in black)
calculated over 1960 to 2010, whose value (in nT) is given to the right
of each series.
10 to 6 nT). In the series of the horizontal components,
the median UMSL is more stationary (around 7 and 4 nT
for X and Y , respectively). The decrease observed on aver-
age before 1950 is essentially due to the fact that we only
have access to a restricted group of sites from this period,
which does not include the observatories that display the
higher UMSL values later on. Note that some sites display
a UMSL as large as 20 nT in X at periods of maximum
solar activity, a value much larger than found for Y and Z
at recent epochs.
Conclusions
We present in this study a sequential analysis of OMM
series, where we isolated three contributions:
1. A local, stochastic regression for the main field,
constructed in the framework of Gaussian processes.
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Figure 10 Projection of the coefficients z(t) on the first eigenmodes, and comparison with the Kp index. Top: monthly averages of the Kp
index (see e.g., Menvielle and Berthelier 1991). Bottom: normalized projection of the coefficient vectors z˜mn on the first four eigen modes Z1 to Z4,
which represent 70.6% (top left), 9.4% (top right), 5.2% (bottom left), and 4.5% (bottom right) of the z˜mn variances.
Figure 11Maps of the Z component at the Earth’s surface for the first eigenmodes.Maps (centered on the Greenwich meridian) of the Z
component at the Earth’s surface for the first four normalized eigen modes, Z1 to Z4, obtained from the z˜mn coefficient series in dipole coordinates.
They represent 70.6% (top left), 9.4% (top right), 5.2% (bottom left), and 4.5% (bottom right) of the z˜mn variances. For each mode, the color scale is
saturated at the maximum value of the mode.
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Figure 12 Latitudinal dependence of the UMSL. Amplitude of the UMSL in 1996 (a, solar minimum) and 2001 (b, solar maximum) for all three
components of the magnetic field, as a function of geomagnetic latitude.
We use an a priori function based on a −4 slope
temporal power spectral density, observed at periods
longer than 5 years and extrapolated for shorter
periods. This method appears robust, in the sense
that it is only weakly sensitive to the a priori data
errors that enter the definition of the BLUE in
Equation 1.
2. A local analysis of annual and semiannual signals. We
retrieve their modulation over long time scales,
previously put forward by Le Mouël et al. (2004a,b).
We suspect that part of these slow variations in
amplitude is instrumental in origin, especially in the
Z component. The geographic distribution of the
amplitude of periodic signals is essentially zonal in
geomagnetic coordinates, presenting a sharp gradient
in the auroral zone. We see only a little longitudinal
dependence, possibly due to regional induction
effects.
3. A global spherical harmonic analysis of the
remaining large length-scale fields originating from
external and induced sources. In order to avoid the
ambiguity between internal and external sources, we
fit horizontal and vertical components separately,
before reconstructing the internal and external
coefficients. We then describe the main patterns of
the inducing field in Z, showing a non-negligible role
Figure 13 Global distribution of the UMSL at observatories. From left to right: X , Y and Z components, in geographic frame; at solar minimum
(1996, top) and at solar maximum (2001, bottom).
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Figure 14 Time evolution of the UMSL for all observatories. From left to right: X , Y , and Z components for all observatories (grey dots), with
median values over all observatories (black), and 11-year running means of the median (red); (top) low to mid and (bottom) high geomagnetic
latitudes.
of components that are not carried by P01 . We
observe an unusual morphology of this field in the
1960s and around 1990, periods of particularly
intense solar activity.
We end up with the final residual series, from which we
define the UMSL. At recent epochs, it is mainly a func-
tion of the geomagnetic colatitude, and its magnitude is
rather similar for all three components (at least at mid-
to low latitudes). This reflects the standards required to
enter the INTERMAGNET network. If someUMSL varia-
tions denote changes in the quality of the instrumentation,
as clearly seen in the Z component around 1960, part
of the UMSL fluctuations is related to the solar activ-
ity. This highlights the difficulty of modeling globally the
complex magnetic fields at high latitudes from monthly
values. A strategy similar to that presented here could
be followed for hourly values if one were to also model
Sq variations (see Stening and Winch 2013). This would
not only have implications for the analysis of annual and
semiannual signals; indeed, it would also require account-
ing for periodic fields at higher frequencies (see Love and
Rigler 2014).
The UMSL could enter the data error covariance matrix
in future field modeling studies if one wishes to invert
jointly the internal, induced, and external signals at peri-
ods shorter than a few years. Indeed, modeling internal
and external coefficients through the h˜mn and v˜mn associ-
ated, respectively, with horizontal and vertical data, it is
possible to constrain the mantle conductivity through C
responses (Olsen 1999). Furthermore, it seems possible
that some core signals may reach the Earth’s surface at
short periods (Velímský and Finlay 2011), making the joint
inversion of core and induced signals relevant. Since the
signature of core flows are relatively weak at short periods,
accurate estimates of error covariances are required to
assess the reliability of the reconstructed motions. In this
situation, it may be of importance to consider the UMSL
time changes at every site, since accurate error statistics
are required to best extract the information contained in
OMM series. For this purpose, onemay consider the strat-
egy put forward byHaines (1993) when building data error
covariance matrices for differentiated series.
Endnote
aNote that the SDE (3) differs from that defined by
Equation (12) in (Gillet et al. 2013). Both SDEs define
processes with the same auto-covariance function (2),
but their Equation (12), contrary to our Equation (3),
corresponds to a non-stationary process. This does not
affect their results that have been computed from the
covariance function and not the SDE.
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