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Abstract 
An important metric for CO2 storage is the CO2 fate plot, which displays the partitioning of mobile/capillary 
trapped/dissolved/mineralised CO2 as a function of time. The archetype version of this plot (Fig. 1, from the IPCC 
2005 report [1]) is idealised. While a simplification is a good way to illustrate physical mechanisms, the problem 
with this plot is that due to its popularity it is now easily misinterpreted to be a universal plot. However, for actual 
case studies the curves behave quantitatively and sometimes qualitatively differently from the archetype plot. The 
reason for this is that reservoir settings are different from case to case, having a profound impact on the 
characteristic times, shapes, and magnitudes of the CO2 fate curves. 
The objective of this work is to generate a realistic range of CO2 fate plots, derived from reservoir simulations on 
simple geometries but with realistic input parameters, expressing the impact of key control parameters. This new 
range of plots can be used for communication purposes to a wider audience, and also as a Quality Control tool for 
future modelling studies. 
Our results bring out major differences between a depleted gas field setting (more generally: structurally closed 
setting) and a dipping saline aquifer setting (more generally: structurally open setting). In a structurally closed 
setting the CO2 dissolution and/or mineralisation takes orders of magnitude longer than in a structurally open 
setting. This result is quite robust under variation of other parameters such as vertical to horizontal permeability, 
reservoir thickness, reservoir dip angle, relative permeabilities and geochemical variations. Moreover, only a small 
subset of structurally open cases, and none of the structurally closed cases, leads to CO2 fate plots that are similar to 
the one in the IPCC 2005 report. Therefore the CO2 fate plot from the IPCC 2005 report should not be used for 
quantitative statements regarding the relative size and timing of the various CO2 fate categories; for most potential 
CO2 storage sites such statements are likely to be invalid. 
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Another implication is that for a structurally closed setting the CO2 tends to be relatively static: slow transitions 
between CO2 fate categories, and (due to structural closure) limited lateral migration of mobile gas. For a 
structurally open setting, however, the CO2 fate (spatial distribution and trapping category) is much more likely to 
vary significantly over time due to relatively quick CO2 plume migration laterally and relatively quick conversion of 
CO2 into the less mobile (capillary trapped/dissolved/mineralised) CO2 fate categories. For structurally open cases, 
the balance between, on the one hand, the lateral CO2 plume migration speed and, on the other hand, the capillary 
trapping/dissolution/mineralisation rate, determines the spatial distribution of the mobile CO2 in relation to potential 
leak paths. Therefore for CCS project screening/design in structurally open cases it is more critical to investigate this 
balance than for CCS in structurally closed reservoirs. 
 
© 2013 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
The CO2 fate plot (Fig. 1) from the IPCC 2005 report [1] displays a smooth decrease over time of mobile CO2; a 
smooth increase of capillary trapped (also known as residual trapped) CO2 (starting at early times) followed by a 
smooth decrease later on; a smooth increase of dissolved CO2 (somewhat lagging behind capillary trapped CO2), 
followed by a smooth decrease later on; and a smooth increase of mineralised CO2 (starting at late times). The plot 
shows a gradual transition of CO2 from mobile to capillary trapped/dissolved to mineralised, i.e. a gradual transition 
of CO2 from one category to the next (where each subsequent category is presumed to have a higher level of storage 
security (stability) than the previous one). This representation is idealised, and it is relevant to investigate what the 
variability of the CO2 fate plot is using case examples. 
Previous work on this topic has been done in the context of site specific modelling studies (e.g. [2, 3, 4]) or 
focuses the impact of a restricted domain of subsurface parameters (e.g. [5, 6, 7, 8]). In this paper the influence of a 
broad range of parameters (structural setting, reservoir properties, saturation functions, geochemical parameters) is 
investigated within the context of a single model setup. This allows a like-to-like evaluation of their relative impact 
on the CO2 fate plot. 
Note on terminology: in this paper the wordings ‘gas phase’, ‘oil phase’, and ‘water phase’ are used to 
distinguish the three fluid phases that may be present in the reservoir. After CO2 injection, the gas phase consists 
mainly of CO2. Under the pressure and temperature conditions prevailing in all models investigated in this paper, 
this CO2-rich phase is in its so-called supercritical state; however to distinguish it from the other two phases (water 
and oil) it will be referred to as the gas phase. 
 
 
Fig. 1. Schematic of CO2 trapping mechanisms through time (from [1]) 
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2. Model Assumptions 
2.1. Structurally closed case 
The model used in this paper is based on a Full Field Model for a depleted gas field from an actual CCS project 
study. In order to make the analysis of the results more insightful, as well as for numerical performance reasons, the 
reservoir geometry is simplified to a two dimensional dipping shoebox. This is an approximate representation of a 
representative cross section of the actual reservoir geometry (dipping structure offset to a sealing fault). Another 
simplification is the homogeneous porosity and permeability (24% and 500 mD). This is defendable because the 
actual reservoir consists largely of a high quality sandstone package with high net to gross. However there are some 
thin internal shales that could affect vertical flow behaviour, therefore vertical connectedness will be studied as 
sensitivity parameter. All other model input is the same or similar to the Full Field Model. The simplified model is 
able to capture the main displacement characteristics of the gas production as well as the CO2 injection (Fig. 2). 
The reservoir depth is 2500 m; reservoir thickness is 90 m equally divided in 40 gridblocks; and lateral model 
extent is 5.5 km equally divided in 120 gridblocks with dipping angle of 2.25 degree. The initial gas reservoir 
extended to 2.5 km in the dip direction at the top of the reservoir. There is also an initial thin oil rim (7 m thickness). 
Furthermore an analytical aquifer model is attached to the downdip edge of the model in order to honour the aquifer 
support observed in the field during gas production.  
A compositional fluid description is used for the gas and the oil (cubic equation of state), and the aqueous phase 
as well as water-rock interactions are described using a coupling to the geochemical software PHREEQC [9, 
10].The hydrocarbon gas composition consists mainly of CH4 (81%) but CO2, C2H6 and some heavier hydrocarbon 
components are included in the fluid description in order to have accurate gas-oil phase behaviour (both for the 
initial gas-oil, and after mixing with CO2). The injection gas composition is assumed to be pure CO2. The initial 
formation brine is NaCl dominated brine (total salinity of 56,000 mg/l). CO2 solubility in brine is calculated 
according to [11] and the effect of CO2 on the aqueous density is calculated from [12]. The primary mineral 
assemblage is provided in Table 1. Based on standalone PHREEQC models, it has been simplified to six minerals in 
order to achieve better runtimes while still capturing the main CO2 mineralisation reaction paths. Additionally, three 
potential secondary minerals, i.e., ankerite, dolomite and dawsonite, are considered in the models. Mineral 
dissolution rates are based on [13] with (high case) surface areas derived from SEM. The use of geometric surface 
areas leads to relatively fast reactions, and can be considered as a fast-reactivity end member. Also the inclusion of 
dawsonite as a mineralisation pathway is debatable [14]. Therefore variations on these assumptions were run as 
sensitivities (see section 2.3). 
The relative permeability model includes relative permeability hysteresis of the gas phase (Fig. 3 (a)), as this is 
essential for realistic modeling of capillary trapped gas saturation. The corresponding gas trapping curve by 
capillarity is shown in Fig. 3 (b), from which it can be seen that the maximum capillary trapped gas saturation is 
30%. However the true capillary trapped gas saturation for a given gridblock at a given point in time depends on its 
saturation history: 
• The maximum achievable capillary trapped gas saturation that a gridblock can achieve depends on the highest 
gas saturation that occurred in the gridblock, according to the trapping curve. For example, if the highest gas 
saturation that occurred is 0.53 then the maximum achievable capillary trapped gas saturation is 0.2. In Fig. 3(a) 
this example corresponds to (the endpoint of) the red striped curve (so-called scanning curve).  
• During drainage (i.e. while gas saturation increases) all gas in the pore space is connected and the capillary 
trapped gas saturation is zero. Capillary trapping only occurs as clusters of gas become physically snapped off at 
the pore scale level, and this gradually happens as the gas saturation decreases (i.e. during imbibition). Therefore 
while the gas saturation is still at its historical maximum, the capillary trapped gas saturation is zero, and the 
maximum achievable capillary trapped gas saturation (0.2 in the above example) is only achieved at the 
completion of the imbibition (i.e. when the gas relative permeability, from the scanning curve, is zero). At 
intermediate points only an intermediate fraction (between 0 and 0.2 in the above example) of the gas is already 
physically snapped off. The construct to calculate this fraction from the relative permeability curves is indicated 
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by the vertical stripe-dashed line and horizontal black arrow in Fig. 3 (a). The length of the black arrow is the 
actual capillary trapped gas saturation at this point in the imbibition process, given the saturation history. 
The oil relative permeability only plays a minor role in this model because of small volume of oil initially in 
place. 
Capillary pressure data is shown in Fig. 3(c). The same curve is used for drainage and imbibition. The capillary 
pressures are moderately low due to the high permeability. Also the vertical grid size is slightly coarse (gas-water 
transition zone height from this capillary pressure curve (assuming local gravity-capillary equilibrium) is 
approximately 5 m and therefore only spans a couple of gridblocks). Higher capillary pressures as well as finer 
vertical grid size are included in the sensitivity runs. 
Initial reservoir pressure (prior to gas production) is hydrostatic (260 bar) but at the start of the CO2 injection the 
pressure is 140 bar due to the combined effect of gas production and aquifer support. Reservoir temperature is 83 °C 
and is assumed to be constant. CO2 injection volumes and rates are scaled from the full field model; the total 
injected CO2 mass is of the order of, but somewhat less than, the capacity available in the initial hydrocarbon gas 
cap. CO2 injection occurs over a period of 10 years, at the end of which the reservoir pressure has risen to about 200 
bar. After the end of the injection period, another 10,000 years is simulated in order to extract the long term CO2 fate 
plots. 
 
 
 
Fig. 2. Saturation changes through time in the simplified geometry model (ternary colour scale with green for gas, red for oil, blue for water). 
There was initially a thin oil rim in the gas reservoir. From twenty years post injection onwards the saturation changes are relatively slow. Note 
that prior to injection (upper three cross sections) all the gas is initial hydrocarbon gas (81% CH4, <1% CO2), while at the end of injection the 
main gas component is CO2. 
 
Table 1. Basecase mineral assemblage for the reservoir used in the geochemical modelling 
 
 
Mineral Name Chemical Formula specific gravity Volume %
Quartz SiO2 2.65 65.41
Albite_low NaAlSi3O8 2.62 5.81
K-Feldspar KAlSi3O8 2.56 5.81
Kaolinite Al2Si2O5(OH)4 2.60 2.08
Illite K0.6Mg0.25Al1.8Al0.5Si3.5O10(OH)2 2.90 5.33
Smectite-high-Fe-Mg  Ca.025Na.1K.2Fe.5Fe.2Mg1.15Al1.25Si3.5H2O12 2.41 0.56
Montmor-Ca Ca.165Mg.33Al1.67Si4O10(OH)2 2.15 0.56
Muscovite KAl3Si3O10(OH)2 2.88 0.63
Phlogopite (for Biotite) KAlMg3Si3O10(OH)2 2.90 1.50
Glauconite-2 Mg0.5K1.5Fe3AlSi7.5O20(OH)4 2.68 0.63
Chamosite-7A Fe2Al2SiO5(OH)4 3.13 2.91
Calcite CaCO3 2.71 2.96
Siderite FeCO3 3.80 0.97
Barite BaSO4 4.65 0.19
Pyrite FeS2 5.00 0.44
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Fig. 3. (a) Gas-water relative permeability curves and definition of capillary trapped gas saturation (for discussion see main text); (b) gas trapping 
curve; (c) gas-water capillary pressure curve 
2.2. Structurally open case 
The model is the same as the structurally closed case above, except for the following adaptations: 
• Extension of the model updip to the left of the injector. As a consequence the lateral model dimension is three 
times larger (16.5 km, of which 11 km updip of the injector). This turned out to be sufficient to keep the updip 
migrating CO2 plume within the model for the simulation period of 10 years injection followed by 10,000 years 
shut-in. The grid resolution is the same as in the depleted gas field case (therefore total number of gridblocks is 
three times as large). 
• Removal of the initial hydrocarbon phases (i.e. initialisation with 100% brine saturation for the entire model); 
CO2 injection commences immediately at the start of the simulation (i.e. no preceding production period). 
CO2 injection volume and duration is the same as in the structurally closed case. Due to the absence of a 
hydrocarbon production period (prior to CO2 injection), the pressure during CO2 injection and during the 10,000 
year relaxation period is higher than in the structurally closed case. As a consequence the gas:brine density ratio is 
higher (approximately 0.75 vs. 0.5 for a pure CO2 gas phase) and the CO2 solubility in water is somewhat higher 
(approximately 15% higher). A sensitivity run with initial hydrostatic pressure 140 bar at the injector (corresponding 
to shallower depth aquifer) has been run, which results in a larger CO2 plume size (factor 1.5 larger) and faster updip 
migration of the CO2 (factor 2 faster). In this case the gas plume reaches the updip boundary of the model, therefore 
this model is not included in the quantitative analysis below. 
2.3. Sensitivity parameters 
In total 41 simulations were run, investigating subsurface parameter space. They fall into four main categories. It 
is not attempted to attach probabilities to the various cases; the objective is to screen the impact of a reasonably wide 
(but realistic) range of subsurface parameters on the CO2 fate plots. Note that some of these parameters (e.g. 
reservoir setting) will be accurately known in an actual field application. The merit of investigating these parameters 
is to gain insight how CO2 fate plots can vary between field applications. Other parameters (typically reservoir 
property parameters and some geochemical parameters) will carry a level of uncertainty within an actual field 
application. The merit of investigating these parameters is to gain insight in the possible range of outcomes of a 
modeling study on a specific project. 
 
Reservoir setting parameters: 
• Structurally closed vs. structurally open (see previous sections) 
• Structurally closed with hydrocarbons vs. structurally closed without hydrocarbons (i.e. structurally closed setting 
as depleted gas field vs. structurally closed setting as saline aquifer) 
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• No reservoir dip (for structurally open case) 
Reservoir property parameters: 
• Parameters investigating the internal vertical connectivity: 1) vertical to horizontal permeability ratio (1 in base 
case; 0.1 and 0.001 in sensitivities); 2) internal laterally extensive flow barriers; 3) half reservoir thickness (with 
half injection volume). This can be viewed as having 1 internal flow barrier in the middle of the reservoir (with 
well perforations on both sides of this barrier) 
• Permeability (50mD instead of 500 mD) 
• Capillary pressure. Since the capillary pressure in the base case is already relatively low, the capillary pressure 
curve was multiplied by a factor of four. 
• Residual gas saturation  (0.15 instead of 0.3) 
Geochemical parameters. As discussed in section 2.1 the base case runs assume fast reaction rates. As a 
consequence, equilibrium with CO2-rich brine (and resulting CO2 mineralisation) is achieved relatively quickly, 
namely within 2000 years (see Fig. 2 (b)). Indications from natural analogue studies (e.g. [15]) are that mineral 
reactions in the subsurface proceed much more slowly, and therefore in modeling studies usually some of the 
reactive mineral surface areas are lowered by 1-3 orders of magnitude (e.g. [6]). 
• Runs without geochemical reactivity, or with only aqueous geochemistry included (i.e. no minerals). These 
should be viewed as slow reactivity end member cases. 
• Incorporating only calcite as reactive mineral (it is well known that calcite equilibrates quickly, within days, so 
this is a more realistic end member than the no-reactivity case) 
• No dawsonite precipitation allowed. This removes approximately half of the CO2 mineralisation capacity (see 
Fig. 4 (b)). Irrespective of a discussion on whether dawsonite is likely to form, this case can also be viewed as a 
sensitivity to mineralisation capacity from other, less debated, mineralisation pathways due to variation in 
relevant primary mineral abundances such as chlorite. 
• Slower mineral kinetic rates, obtained from using common literature assumptions on reactive surface areas [6]. 
This slows down the mineralisation process by approximately 1.5 orders of magnitude, Fig. 4(c). 
Model setup sensitivities. This is to assess the impact of runtime related modeling choices on the CO2 fate plots. 
• Fine grid simulation (twice resolution laterally and four times resolution vertically). All other cases were run on 
the base case resolution. 
• Inclusion of diffusivity in the model (1.6x10-9 m2/s in the gas phase and 4x10-9 m2/s in the water phase). All other 
cases were run without diffusion. Note that this sensitivity can also be viewed as quantifying the impact of 
subsurface uncertainty (the diffusion constant depends on porosity and pore geometry, and are likely to be 
somewhat lower than the selected values). 
 (a)    (b)    (c) 
 
Fig. 4 Impact of geochemical variations in standalone (i.e. no transport) PHREEQC simulations. (a) base case (fast reactions); (b) base case 
without allowing dawsonite precipitation (c) base case with common literature values for reaction rates. 
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3. Results 
The 41 cases result in a large variation of CO2 fate plots. An overview (focusing on the mobile gaseous CO2 
category) is provided in Table 2. In the following a selection of these results are structured in a series of figures, in 
order to bring out the input parameters with the largest impact. 
Fig. 5 shows the impact of structural setting (top to bottom), also taking into account the wide range of 
geochemical uncertainty (left to right). Note that in the plots for the depleted gas field (top row) an additional 
category is included, namely dissolution of CO2 in oil (rather than brine). However, due to the small volume of the 
oil rim, this trapping category only plays a minor role. Also the capillary trapping plays a relatively minor role (in 
nearly all cases); the most important trapping categories are structural trapping (i.e. ‘mobile gas’), water solubility 
trapping and/or (depending on geochemical parameters) mineral trapping. 
A key observation from Fig. 5 is that, at least for the low-reactivity end member (left column),  the reservoir 
setting impacts solubility trapping rate by a large factor (approximately 200 from top row (depleted gas field) to 
bottom row (dipping saline aquifer)). The structurally closed saline aquifer (second row) and flat saline aquifer cases 
are intermediate cases, however with the former being similar to the depleted gas field case and the latter being more 
similar to the dipping saline aquifer case. 
Switching from the no-reactivity end member (plots on the left hand side of Fig.5) to the fast-reactivity end 
member has a profound effect on the structurally closed cases, however the effect on the structurally open cases 
(especially the dipping one) is much smaller (in terms of rate at which the mobile gas fraction reduces). This is 
quantified in Table 2: the time required to reduce the mobile gas fraction to 15% reduces ‘only’ by a factor of 4.5, 
from 450 years to 100 years. The main effect between the two cases is that the water dissolution category in the no-
reactivity cases is more or less replaced by the mineral trapping category in the fast-reactivity cases. 
Above observations are explained by the differences in flow behaviour between the reservoir settings, as 
illustrated in Fig. 6. From top to bottom the figure compares the three reservoir settings (omitting the structurally 
closed saline aquifer case, because it behaves very similar to the depleted gas field case; but adding the depleted gas 
case with diffusion, because for the depleted gas case this has a noticeable effect worth highlighting). From left to 
right it shows snapshots in time. Rather than choosing the same time in every column (which would be of limited 
use due to the order of magnitude difference in the rate of the dissolution process), for every case timings are 
selected that correspond to 85%/50%/15% mobile gas remaining (the timings are given in Table 2). 
What is shown is the amount of CO2 dissolved in the brine (as a mass fraction relative to total mass of brine). 
Although this does not show the gas saturation explicitly, the gas saturation can be more or less inferred from these 
plots: initially (at early times) the locations with CO2 dissolved in the brine coincide with the locations containing 
(CO2-rich) gas; only at later times the CO2-rich brine starts to sink down (because of it being somewhat denser than 
brine without CO2), initially as a random fingering pattern, which merge into each other at later times and (after 
reaching base reservoir) slide down base reservoir in a stable (no fingering) way. 
The main difference between the structurally closed case and the (dipping) structurally open case is that the latter 
leads to an upwards migrating mobile gas tongue. As a consequence the same amount of injected gas has contacted 
far greater volume of aquifer water, and significant CO2 dissolution already occurs even before the onset of the 
gravitational fingering. Moreover due to the larger lateral size of the CO2 plume at this stage, the relative amount of 
CO2 mixing during the gravitational fingering is also much larger than in the structurally closed case. Note that in 
the dipping structurally open case with lower initial pressure, discussed at the end of section 2.1 (140 bar initial 
pressure at injector, as in the structurally closed case), these effects are even stronger, but quantitative results for this 
case are not included in this paper due to the CO2 plume running into the updip model boundary for this case. 
In the flat structurally open case there is also significant spreading along top surface leading to initial fast 
dissolution, however once the convective fingers reach base reservoir the lateral transport away from the mobile gas 
is slower than in the dipping case, which limits the rate of additional CO2 dissolution from the mobile phase into the 
brine. For the structurally closed case without hydrocarbons (not shown in the figure) the pattern is similar to the 
structurally closed case with hydrocarbons (depleted gas field case); dissolution proceeds somewhat faster due to the 
absence of an oil rim (which acts as a baffle to water flow due to the relative permeability effect), but this is only a 
relatively small effect. 
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     Table 2. Summary table (all model runs). The last three columns give the time (after CO2 injection stops) at which the 
mobile gaseous CO2 reaches 85%; 50%; 15%. A blank entry indicates that the fraction is not reached within 10,000 years. 
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ϭϱ ĐůŽƐĞĚ ƐĂůŝŶĞĂƋƵŝĨĞƌ Ǉ ŶŽŚǇĚƌŽĐĂƌďŽŶƐ ϳй ϭϬ ϲϱϬ ϱ͕ϭϵϳ
ϭϲ ĐůŽƐĞĚ ĚĞƉůĞƚĞĚŐĂƐ Ǉ ŬǀͬŬŚсϬ͘ϭ ϭϰй ϰ ϮϬϬ ϲ͕ϵϵϳ
ϭϳ ĐůŽƐĞĚ ĚĞƉůĞƚĞĚŐĂƐ Ǉ ŚĂůĨƌĞƐĞƌǀŽŝƌƚŚŝĐŬŶĞƐƐ;ϭϱϬĨƚͿ ϮϬй ϭϬ ϯϬϬ
ϭϴ ĐůŽƐĞĚ ĚĞƉůĞƚĞĚŐĂƐ Ǉ ŽŶůǇĐĂůĐŝƚĞĂƐƌĞĂĐƚŝǀĞŵŝŶĞƌĂů ϳϲй ϭ͕ϴϵϳ
ϭϵ ĐůŽƐĞĚ
ĚĞƉůĞƚĞĚŐĂƐ
Ǉ
ŽŶůǇĐĂůĐŝƚĞĂƐƌĞĂĐƚŝǀĞŵŝŶĞƌĂů͕ǁŝƚŚ
ĚŝĨĨƵƐŝŽŶ ϲϱй ϮϬ
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ϮϮ ĐůŽƐĞĚ ĚĞƉůĞƚĞĚŐĂƐ Ǉ ƐůŽǁĞƌŵŝŶĞƌĂůŬŝŶĞƚŝĐƌĂƚĞƐ ϰϭй ϯϱϬ ϲ͕Ϭϵϳ
Ϯϯ ŽƉĞŶ ƐĂůŝŶĞĂƋƵŝĨĞƌ Ŷ ĨŝŶĞŐƌŝĚ Ϭй ϵ ϴϬ ϯϬϬ
Ϯϰ ŽƉĞŶ ƐĂůŝŶĞĂƋƵŝĨĞƌ Ŷ ďĂƐĞĐĂƐĞ;ǁŝƚŚŽƵƚŐĞŽĐŚĞŵŝƐƚƌǇͿ Ϭй ϵ ϵϬ ϰϱϬ
Ϯϱ ŽƉĞŶ ƐĂůŝŶĞĂƋƵŝĨĞƌ Ŷ ǁŝƚŚĚŝĨĨƵƐŝŽŶ Ϭй ϵ ϴϬ ϯϱϬ
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ϯϭ ŽƉĞŶ ƐĂůŝŶĞĂƋƵŝĨĞƌ Ŷ ŚĂůĨƌĞƐĞƌǀŽŝƌƚŚŝĐŬŶĞƐƐ;ϭϱϬĨƚͿ Ϯй ϭϬ ϴϬ ϱϬϬ
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ŽŶůǇĐĂůĐŝƚĞĂƐƌĞĂĐƚŝǀĞŵŝŶĞƌĂů͕ǁŝƚŚ
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Fig. 5. CO2 fate plots for selected cases: (a-d) are structurally closed cases; (e-h) are structurally open cases. (a) Depleted gas field without 
geochemical reactivity (case 3); (b) Depleted gas field with fast reactivity (case 13); (c) Structurally closed saline aquifer without geochemical 
reactivity (case 5); (d) Structurally closed saline aquifer with fast geochemical reactivity (case 15); (e) Flat saline aquifer without geochemical 
reactivity (case 28); (f) Flat saline aquifer with fast geochemical reactivity (case 39); (g) Dipping saline aquifer without geochemical reactivity 
(case 24); (h) Dipping saline aquifer with fast geochemical reactivity (case 33); 
Diffusion in the gascap does have some effect on the simulation results for the depleted gas field case, while the 
effect on the saline aquifer case is small. This is due to the relatively fast diffusion in the gas phase. This leads to 
complete mixing between CO2 and remaining hydrocarbon gas on the order of 10 to 100 years, therefore larger 
contact area between CO2 and water relatively early, and therefore less time required to bring the mobile gas 
fraction down to 85% (20 versus 1648 years). This explains the difference between Fig. 6(a) and Fig. 6(c) (note that 
the absence of convective fingers in the latter case is not due to the introduction of the diffusion, but due to the 
earlier time of the screenshot (20 years)). However, once this relatively early time effect is over, convection 
proceeds at similar rates (Fig. 6(b) and Fig. 6(d)), and consequently the difference between these cases after 10,000 
years is rather small (75% vs. 65% mobile gaseous CO2 remaining). In combination with the much stronger impact 
of other parameters, this supports the modeling choice to ignore diffusion in the other cases. Similarly, there is some 
effect of grid size (in this case mainly for the structurally open case, due to better resolution of the plume tip  leading 
to somewhat faster updip migration of the gaseous CO2), but the effect is small compared to the effect of other 
parameters. 
Fig.7 shows the locations of mineralised CO2 for the fast-reactivity end members (for structurally closed case and 
dipping structurally open case). The area in which mineralisation occurs is the same as the largest area (over the full 
simulation time) with elevated dissolved CO2 concentration (plot not shown in this paper); the reason is that CO2 
mineralisation can only occur if there is a sufficiently elevated level of CO2 in the brine. By comparing to Fig. 6 it is 
clear that on longer timescales the high reactivity end member leads to a much smaller ‘footprint’ of CO2 than the 
no-reactivity end member. Whether or not this has a bearing on storage security depends on the pH of the downdip 
moving tongue and the proximity of potential leak paths such as (abandoned) wells. For reservoirs containing some 
calcite (a common reservoir mineral even in many sandstone reservoirs), the brine would be in equilibrium with 
calcite. Even a small amount of calcite (approximately 0.1% on mineral volume basis) would be sufficient. In that 
case the pH would be buffered to approximately 5, so that even if ultimately the CO2-rich tongue would reach a 
well, the fluid would have little or no detrimental corrosive impact. 
It is useful to plot all gaseous mobile CO2 curves in one plot (Fig. 8, Fig. 9). The colouring is according to 
reservoir setting (2nd column of Table 2). The following observations can be made: 
• There is a clear separation between the structurally open cases (including the structurally flat case) and the 
structurally closed cases (irrespective of initial hydrocarbon content). 
• All structurally open cases drop below 50% mobile gaseous CO2 within 10,000 years, and all but three 
structurally open cases drop below 15% mobile gaseous CO2 within 1000 years. The three relatively slow cases 
are: kv/kh=0.001 case; 50 mD case; flat case (all with no geochemistry). Also note (from Table 2) that 12 out of 
the 19 structurally open cases predict 0% mobile gaseous CO2 within 10,000 years. 
• The majority of structurally closed cases (including the structurally closed saline aquifer case) have more than 
50% mobile gaseous CO2 after 10,000 years, and only three cases drop below 15% mobile gaseous CO2 within 
10,000 years. In all cases some (>5%) mobile gaseous CO2 is still present after 10,000 years. These three cases 
are with fast geochemical alterations. The more intermediate geochemical cases (the one without dawsonite as 
secondary mineral, but still fast reactions; and the one with dawsonite pathway included, but lower kinetic rates) 
also predict significant mineralisation after 10,000 years, however with a much larger amount of mobile gaseous 
CO2 remaining (26% and 41%, respectively) compared to the fast-reactivity cases. 
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 (c)         (d) 
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 (i)   (j)   (k)   (l) 
  
Fig. 6. Time evolution of dissolved CO2 (cross sections), colour scale from 0 to 5 mass %. Selected cases without geochemical reactivity. View 
size is the same for all plots: 16.5 km (horizontal) x 750m (vertical). (a) Depleted gas field (case 3), 85% CO2 mobile gaseous (1648 years); (b) 
Depleted gas field (case 3), 10,000 years (75% CO2 mobile gaseous);   (c) Depleted gas field with diffusion (case 4), 85% CO2 mobile gaseous 
(20 years);  (d) Depleted gas field with diffusion (case 4), 10,000 years (65% CO2 mobile gaseous); (e) Dipping saline aquifer (case 24), 85% 
CO2 mobile gaseous (9 years); (f) Dipping saline aquifer (case 24), 50% CO2 mobile gaseous (90 years); (g) Dipping saline aquifer (case 24), 
15% CO2 mobile gaseous (450 years); (h) Dipping saline aquifer (case 24), 10,000 years (0% CO2 mobile gaseous); (i) Flat saline aquifer (case 
28), 85% CO2 mobile gaseous (10 years); (j) Flat saline aquifer (case 28), 50% CO2 mobile gaseous (700 years); (k) Flat saline aquifer (case 28), 
15% CO2 mobile gaseous (6148 years); (l) Flat saline aquifer (case 28), 10,000 years (12% CO2 mobile gaseous) 
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 (a)   (b)      (c) 
    
 (d)   (e)   (f)   (g) 
    
Fig. 7. Time evolution of mineralised CO2 (cross sections). Colour scale from 0 to 60 kg CO2 per m3 of rock. Selected cases with fast 
geochemical reactivity (a) Depleted gas field (case 13), 85% CO2 mobile gaseous (10 years); (b) Depleted gas field (case 13), 50% CO2 mobile 
gaseous (250 years); (c) Depleted gas field (case 13), 10,000 years (16% CO2 mobile gaseous); (d) Dipping saline aquifer (case 33), 85% CO2 
mobile gaseous (2 years); (e) Dipping saline aquifer (case 33), 50% CO2 mobile gaseous (40 years); (f) Dipping saline aquifer (case 33), 15% 
CO2 mobile gaseous (40 years); (g) Dipping saline aquifer (case 33), 10,000 years (0% CO2 mobile gaseous) 
 
Fig. 8. (a) Mobile gaseous CO2 versus time, all cases; (b) Same picture with logarithmic time axis 
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Fig. 9. (a) Time at which mobile gaseous CO2 reaches selected fractions (85%; 50%; 15%), all cases. Note that not every model reaches a 
selected percentage within the 10,000 year timeframe, see Table 2 (e.g. only 3 out of 22 depleted structurally closed models reach 15%); (b) 
Same picture with logarithmic time axis 
For sensitivity runs with the reservoir properties, the parameters with the largest impact on mobile gaseous CO2 
are different for the structurally open and structurally closed cases cases. For the structurally open case it is those 
parameters that reduce the migration speed of the CO2 plume, since this migration speed is what is driving the 
amount of CO2 dissolution. For the structurally closed case, the parameters that reduce the amount of mobile 
gaseous CO2 significantly are the geochemical parameters (speed of mineralisation). 
For the structurally open cases, the parameters with largest impact on the CO2 plume migration speed are vertical 
connectivity (kv/kh) and absolute permeability, with the former having a larger impact than the latter within the 
parameter ranges studied. The behaviour of the low kv/kh case (kv/kh = 0.001) is presented in Fig. 10. The vertical 
migration of the CO2 plume is slowed down, with the lateral movement (along bedding planes) being dominant 
(although also slow). This has the knock-on effect that the maximum gas concentrations are lower (since post 
injection these are governed by the capillary-gravity equilibrium) and therefore the gas mobility is lower. As a 
consequence, development of a gas tongue along top reservoir only occurs late in the simulation and does not 
proceed very far laterally (the footprint of the CO2 plume is barely visible in Fig. 10(c)). The downward tongue 
(driven by the gravitational fingering) still develops, although its onset time is later. Once gravitational fingers have 
developed and have reached base reservoir the effect of the low kv/kh on the lateral migration speed of this tongue is 
relatively small. This is because the reservoir dimension is very elongated, so even at low kv/kh the flow streamlines 
experience significant resistance on the lateral stretch compared to the resistance on the vertical stretch. As a final 
observation, the resulting CO2 fate plot (Fig. 10(d)) also exhibits a large capillary trapping area (the largest one of 
all 41 cases simulated). This is due to the fact that (compared to the kv/kh=1 case) the CO2 plume migrates updip 
along a wide pathway (sweeping most of reservoir thickness instead of sweeping predominantly along top 
reservoir). 
The impact of geochemical assumptions on the CO2 fate plot is shown in Fig. 11, for the structurally closed 
(depleted gas) case (top row) and the (dipping) structurally open case (bottom row). These plots should be compared 
to the extreme variations (no geochemistry/fast geochemistry) for the respective cases in Fig. 5 (top row for 
structurally closed (depleted gas) case; bottom row for (dipping) structurally open case; left column plots for no 
reactivity; right column plots for fast reactivity). 
For the structurally closed case the impact of allowing dawsonite is similar to the impact in the standalone 
PHREEQC runs (i.e. batch system), Fig.4. The reason is that the structurally closed case behaves like a closed 
system in the gascap (into which the CO2 plume migrated), with only relatively limited transport effects in the 
gravitationally driven convective cell below the gascap. For the impact of the mineralisation speed, the observation 
is similar: the slowdown from the lower surface areas is approximately 1.5 orders of magnitude, which is roughly 
the same as in the standalone PHREEQC runs. Also by comparing Figs. 11(a) and 11(b) it is clear that the 
mineralisation rate has a larger impact on the CO2 fate plot than the additional mineralisation capacity of dawsonite. 
 
 
 Jeroen Snippe and Owain Tucker /  Energy Procedia  63 ( 2014 )  5586 – 5601 5599
 (a)   (b)   (c)   (d) 
 
Fig. 10. Low kv/kh (0.001) dipping structurally open case without geochemistry (case 27) (a)-(c) time evolution of dissolved CO2; (a) 85% CO2 
mobile gaseous (10 years); (b) 50% CO2 mobile gaseous (100 years); (c) 10,000 years (20% CO2 mobile gaseous); (d) CO2 fate plot. 
For the structurally open case the slowdown of mineralisation due to the lower kinetic rates is much less 
significant, namely only approximately half an order of magnitude. Moreover part of the mineralisation category is 
replaced by the dissolution category, and as a consequence the slowdown of reducing mobile gaseous CO2 category 
is only 0.3 orders of magnitude. The reason for the speedup of mineralisation (compared to a standalone PHREEQC 
run), and therefore the reduced impact of mineralisation rate assumptions, is that, although (while the system is still 
far from chemical equilibrium) the mineralised amount in a gridblock contacted by CO2 grows linear with time, the 
number of gridblocks contacted by CO2 also grow with time, due to lateral movement of the CO2 plume and (at 
somewhat later times) onset of gravitationally driven convective flow. 
 (a)      (b) 
   
 (c)      (d) 
  
Fig. 11. CO2 fate plots for geochemical variations (a) Depleted gas field without dawsonite (case 21); (b) Depleted gas field slow kinetics 
including dawsonite (case 22); (c) Dipping saline aquifer without dawsonite (case 36);  (d) Dipping saline aquifer slow kinetics including 
dawsonite (case 35). 
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4. Conclusions 
The main conclusions from this work are: 
• A wide variation of CO2 fate plots emerges, driven by reservoir settings (structurally open or closed) and 
reservoir properties. 
• Structurally open versus structurally closed is a key driver on the timescale required to move mobile gaseous CO2 
into other storage categories. For the variations investigated in this paper, the majority of structurally open cases 
lead to reduction of mobile gaseous CO2 below 15% within 1000 years. It requires severely constrained plume 
mobility (e.g. low permeability or low vertical to horizontal permeability ratio) to significantly slow down this 
process.  On the other hand, for most structurally closed cases after 10,000 years still more than 50% of CO2 is 
mobile gaseous. For the structurally closed case it requires fast mineral reactivity to speed up the reduction of the 
mobile gaseous CO2 fraction. 
• In the cases studied in this work, the main CO2 fate categories are mobile gaseous CO2, dissolved CO2 and 
mineralised CO2, with capillary trapping playing a less important role. 
• Lateral migration of mobile gaseous CO2 varies significantly between the structurally open cases, depending on 
reservoir property assumptions such as absolute permeability, residual gas saturation and mineral surface areas. 
On the other hand, for the structurally closed cases, lateral migration of mobile gaseous CO2 is always 
constrained. 
• The higher speed at which the fraction of mobile gaseous CO2 tends to be reduced in the structurally open case, 
does not necessarily lead to a better storage security. The reason is that the lateral migration of mobile gaseous 
CO2 is a necessary precursor to the quick dissolution. Therefore the risk of CO2 leakage grows significantly (due 
to lateral migration) before it reduces (due to dissolution and/or mineral trapping and/or capillary trapping). On 
the other hand, for structurally closed cases, this risk profile is rather constant. Consequently, for CCS project 
screening/design in structurally open cases it is more critical to investigate the balance between rates of 
dissolution/mineralisation versus plume migration speed than for CCS in structurally closed reservoirs. 
• For nearly all cases studied in this paper, the CO2 fate plot is dissimilar from the ‘archetype’ CO2 fate plot 
(Fig. 1) from the IPCC 2005 report [1]. In our study only cases with the following characteristics lead to a similar 
CO2 fate plot as the one in Fig. 1: a) structurally open (in order to have sufficient reduction of free gas at later 
times); b) poor vertical migration of the CO2 plume (in order to have a large capillary trapping category); c) 
relatively slow mineral reactivity (in order for the mineralisation category to be significantly delayed with respect 
to the dissolution category). The CO2 plot from the IPCC 2005 report may be useful to introduce the various CO2 
trapping mechanisms; however, with the exception of a small subset of potential CO2 storage sites, it is 
inappropriate to draw conclusions from it about the relative size and timing of these mechanisms. 
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