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There is a growing interest in psychotherapy and counseling among practitioners, 
researchers, and policy makers. Given limited resources, an important question is whether 
therapies used in practice are beneficial to patients. This question does not only apply to 
newly developed therapies, but also to those already used in daily clinical practice. Many new 
clinical interventions are developed, but their contribution to effective mental health care is 
not always evident. Furthermore, clinicians have to ascertain that the therapies they use in 
their daily practice have the desired effects on patients and are therefore advised to 
continuously monitor their mental well-being. This information is crucial for deciding on the 
further course of a treatment.  
The effectiveness of a therapy is often inferred from within-person change with 
respect to the intended treatment outcomes across at least two repeated measurements, 
one measurement before the treatment and one after its completion. A distinction should be 
made between the mean effectiveness of a treatment at the group and individual levels. At 
the group level, change assessment entails the comparison of group means before and after 
treatment. The problem with this approach is that group means may hide important 
information about the variability of treatment effects on individual patients in these groups. 
For example, if the mean anxiety level is significantly lower in the treated group than in the 
untreated group, it is unlikely that each treated individual is feeling significantly less anxious 
than untreated individuals. Hence, a clinical intervention that works well on average in the 
population may be ineffective for some individual patients. The reverse may also be true; 
that is, clinical interventions showing modest average effects may be highly beneficial to 
some individual patients. Therefore, Jacobson and Truax (1991) argued that the effectiveness 
of therapies should also be evaluated at the individual level; that is, the percentage of the 
patients that show a convincing and clinically relevant change should be taken into account. 
Such individual-level change assessment is also useful to monitor how patients respond to 




improves its effectiveness (e.g., Shimokawa, Lambert, & Smart, 2010; see also, Boswell, 
Kraus, Miller, & Lambert, 2013). 
This thesis reports the outcomes of four psychometric studies on various aspects of 
change assessment in individual patients. For the most part of this dissertation, we adopted 
Jacobson and Truax’s (1991; denoted JT hereafter) methodology to assess change within 
individuals. The JT method consists of two steps. First, the clinician has to ensure that change 
between a pretest and a posttest score is real and does not result from random fluctuations 
caused by measurement errors in a test. This is the test of statistical significance of change. 
The second part of the JT method consists of testing whether a patient’s pretest score has 
moved from the dysfunctional range at pretest into the functional range at posttest, where 
the functional and dysfunctional populations are defined by clinical cutoff scores. This is JT’s 
test of clinical significance of change, which is related to the patient’s experience of the 
meaningfulness of change with respect to the condition from which he or she is suffering. In 
addition to JT’s approach, other approaches to operationalize clinical significance of change 
have been proposed. One popular approach is to define the minimal change a patient must 
show before change can be considered clinically meaningful; this is the minimum clinically 
important difference (MCID) method (e.g., Copay, Subach, Glassman, Polly, & Schuler, 2007; 
Norman, Sloan, & Wyrwich, 2003). For example, as a rule of thumb many clinicians and 
researchers consider half a standard deviation to be the MCID for judging change scores to 
be clinically significant. In this thesis, we also assess clinical significance of change by means 
of the MCID method. 
The JT method was originally defined and used within the framework of classical test 
theory (CTT; e.g., Lord & Novick, 1968). An alternative framework for test scoring and change 
assessment is item response theory (IRT; e.g., Embretson & Reise, 2000; Reise & Haviland, 
2005; Thomas, 2011). There are several important differences between CTT and IRT, which 
has led some researchers to criticize using CTT for individual change assessment (e.g., Prieler, 
2007). First, in CTT change is assessed based on total scores giving equal weight to all items, 
whereas in IRT the items are weighted differently when scoring individuals. Second, CTT and 
IRT treat measurement error differently. In the CTT context, one uses the standard error of 
measurement to assess the precision of measurement for all individuals, whereas in IRT the 
conditional error of measurement is used which varies across persons, thus acknowledging 





Because JT’s test of statistical significance uses the estimated measurement error variance, 
depending on whether one uses CTT or IRT, inferences about change in individuals can also 
differ. 
Despite the optimism about IRT over CTT (e.g., Prieler, 2007; Reise & Haviland, 2005), 
the following issues need to be taken into account before deciding which method is better in 
change assessment. First, there are different methods for estimating person parameters 
(e.g., maximum likelihood, weighted maximum likelihood, Bayesian methods; see Baker & 
Kim, 2004, for an overview) which may produce different test-scoring results. These person-
parameter estimation methods have been evaluated with respect to the bias in the 
estimates, but for change assessment it is equally important to know whether the methods 
also provide accurate and consistent estimates of the standard errors of person parameter 
estimates. This issue is particularly important when measurements are obtained using a 
limited number of items (e.g., Magis, 2014).   
Second, IRT applications to change assessment require specific psychometric 
expertise and the use of specialized software. This can be daunting for those lacking the 
necessary background to apply IRT in practice. In addition, there is a gap between theoretical 
IRT expositions, however useful, and practical data analysis, although some exceptions are 
noteworthy (e.g., Brouwer, 2013; Sijtsma, Emons, Bouwmeester, & Nykliček, Roorda, 2008). 
This gap may explain why IRT methods are still not mainstream despite their promising 
features. On the other hand, from a practical point of view, given its simplicity one may also 
argue in favor of the CTT compared to the more technical IRT. Even though based on 
theoretical considerations (e.g., Lord, 1980) IRT can be argued to outperform CTT, given that 
many decisions in psychological practice require only a dichotomous rather than a fine-
grained choices along the whole latent attribute scale, measurement precision is not always 
required to be high throughout the whole scale. This may be one of the advantages of simple 
CTT methods. Nevertheless, deciding which method to use for test-scoring and change 
assessment can be overwhelming for practitioners and a considerable part of this thesis is 
dedicated to studying the differences between IRT and CTT with respect to change 
assessment.  
Another important issue one needs to consider when assessing change based on 
pretest and posttest scores is whether the measurement instrument has invariant 




may involve conceptual changes (gamma change) or a change of the scale metric (beta 
change). When measurement invariance is violated, making decisions about change based on 
pretest and posttest scores can be misleading, because the test might be measuring different 
attributes at different time points, or measurements may be performed on different scales 
rendering their interpretation problematic. An analogy from physics is a weight scale which 
provides measurements in kilograms at one time and in pounds at another. One cannot take 
the difference between the two measurements to assess possible change in weight between 
the two time points. Lack of measurement invariance has been explained as an important 
threat to the validity of change scores (e.g., Millsap, 2010; Schmitt, 1982). 
This thesis reports on both simulation studies and empirical studies with respect to 
the applicability and the efficiency of CTT and IRT approaches to assessing statistical and 
clinical change in individual patients. In particular, the following research questions are 
addressed: 
1. Which estimation method based on IRT is the most accurate for detecting 
individual change as defined by the JT method? (Chapter 2) 
2. Are there differences between CTT and IRT with respect to detecting individual 
change? We answer this question with a simulation study. (Chapter 3) 
3. How to apply IRT methods to individual change assessment with real clinical data 
and to what extent do theoretical differences obtained in Chapter 3 replicate in 
real data? (Chapter 4) 
4. Is there evidence of temporal (i.e., longitudinal) measurement invariance in the 
Dutch OQ-45? If so, what are its consequences for practical change assessment? 
(Chapter 5) 
Answers to these questions can be informative regarding the conditions under which 
IRT outperforms CTT and vice versa. Knowledge of strengths and weaknesses of each theory 
can help practitioners make informed choices when applying them in practice. In addition, 
investigating issues related to parameter estimation and the operationalization of individual 
change assessment, in particular of clinical significance, within the context of IRT are also 
important for implementing IRT-based change assessment in practice. Ultimately, this is a 






Overview of the thesis 
 In chapter 2, we defined and operationalized JT’s statistical significance of change 
within an IRT framework. Using simulated data, we compared three widely-used IRT 
estimation methods, which are maximum likelihood (ML), weighted maximum likelihood 
(WML) and the expected a posteriori (EAP) estimation with respect to (1) bias in estimating 
change scores and their standard errors; and (2) their ability to correctly detect or reject 
change as defined by the JT method. The three estimation methods were compared for 
different conditions of test length (i.e., short, long, et cetera) and the magnitude of true 
change (i.e., small change, large change, et cetera). 
Chapters 3 and 4 are dedicated to comparing CTT and IRT with respect to individual 
change assessment. In Chapter 3, we used a simulation study to compare CTT and IRT with 
respect to correct (i.e., power) and incorrect (i.e., Type I errors) detection of individual 
change obtained by means of the JT method. Similar to the previous study discussed in 
Chapter 2, in this study design factors such as test length and magnitude of true change were 
manipulated. In Chapter 4, we used real data to present the results of a comparison of CTT 
and IRT with respect to individual change assessment. In addition to the JT method, we used 
another change assessment method based on the concept of minimal clinically important 
difference (MCID). For this study, in a secondary data analysis we used data collected using 
the Dutch OQ-45 at three mental care institutions in the Netherlands. 
In Chapter 5, we examined both the extent to which the assumption of measurement 
invariance over time is tenable in the Dutch OQ-45 and the consequences of possible 
violations of measurement invariance for practical change assessment. We examined the 
stability of the factorial structure from pretest to posttest as well as the possible changes in 
the way response options are interpreted at these time points. In this study, we used both 










Comparison of Three Latent Variable Estimation Methods in 
Reliable Change Assessment 
 
Abstract 
In clinical psychology, it is a common practice to assess the effectiveness of psychotherapy 
for individual patients. Jacobson and Truax (1991) considered a significance test for individual 
change scores as an essential part of this assessment and proposed the reliable change index 
for this purpose. Effective use of the reliable change index requires accurate estimates of the 
change score and standard error. In this study, we examined three versions of the reliable 
change index in an IRT context, each version using a different estimate of the latent variable: 
maximum likelihood, weighted maximum likelihood and expected a posteriori. Using 
simulated data, for each estimation method we computed the bias and its impact on Type I 
error rate and sensitivity for detecting reliable change. Results showed that for shorter tests 
(at most 10 items) reliable change assessment using weighted maximum likelihood produced 
the smallest bias, but the differences with the other methods were small. For longer tests (at 
least 20 items), all three reliability change indices performed equally well. We recommend 
weighted maximum likelihood estimation for short tests and expected a posteriori estimation 
for long tests.




Clinical psychologists are often interested in the effectiveness of therapy at the level 
of an individual patient. In clinical practice, clinicians are advised to regularly assess change in 
individual patients’ mental health to evaluate the outcomes of the treatment they receive. 
Monitoring of patients provides valuable feedback to both the patient and the therapist, 
which allows a better fit between an individual’s demand for care and the treatment. 
Research has shown that this approach improves treatment outcomes considerably (Kluger & 
DeNisi, 1996). Individual-change assessment is also important in experimental studies on the 
effectiveness of psychotherapy. These studies have traditionally focused on group-mean 
comparisons (e.g., Kazdin & Wilson, 1978; Meltzoff & Cornreich, 1970). However, according 
to Jacobson, Follette, and Revenstorf (1984), outcome assessment based on group mean 
comparisons reveal little or no information about the variability of possible change brought 
about by a therapy at the individual level (Jacobson et al., 1984).  
In order to assess individual change, two questions are in order. The first question is 
whether observed change reflects real change or mere measurement error. It is well-known 
that psychological scales are prone to measurement error that can induce random 
fluctuations in scores over time. When observed change is larger than expected based on 
random error fluctuations alone, statistically significant change is inferred. The second part 
of individual-change assessment reflects a more substantive issue, which concerns the clinical 
significance of change scores. Small change, even if statistically significant, may reflect 
change that has little or no practical relevance with respect to the problem from which a 
patient is suffering. Different methodologies have been proposed to quantify clinical 
significance. For example, Jacobson and Truax (1991) consider change clinically significant 
when a patient’s score moves from the dysfunctional range at pretest into the functional 
range at posttest.  
The foregoing discussion emphasizes the importance of statistical significance of 
change as a prerequisite for the assessment of individual change. Without statistical 
significance, one cannot establish whether change, if any, is real or simply caused by 
measurement error. In the Jacobson and Truax (JT) model, statistical significance of individual 
change scores is evaluated using the reliable change index (RCI; Jacobson & Truax, 1991, p. 
14). The RCI statistic is defined in the context of classical test theory (CTT; Lord & Novick, 
1968) and is computed as follows: 







where 𝑥1 and 𝑥2 represent a patients’ observed total scores before and after therapy, 
respectively. 𝑆diff is the standard error (SE) of the difference between the two test scores. 
Thus, RCI expresses the standardized change score. It is assumed to be standard normally 
distributed in the absence of change. 
Using a simple adaptation, the RCI can also be used in the context of item response 
theory (IRT; e.g., Embretson & Reise, 2000). An IRT approach to assessing reliable change 
may have some important advantages over CTT methods (e.g., Prieler, 2007). One important 
advantage is that IRT allows one to use a different SE for each individual depending on his or 
her location on the latent variable scale. The CTT approach uses a common SE for all 
individuals, probably underestimating the standard error in the tails of the test-score 
distribution and overestimating them in the middle. This results in over- or underestimated 
standardized change. Another important advantage of IRT over CTT is that IRT models 
describe item characteristics independent of a person population and provide comparable 
person measurements using different sets of items (Embretson & Reise, 2000). This property 
is particularly useful, for example, for detecting item bias, adaptive testing, and deriving 
comparable scores from different clinical scales measuring the same attribute (e.g., Reise, 
2005; Reise & Waller, 2009). Other reasons for preferring IRT to CTT are beyond the scope of 
this paper (for a discussion, see Prieler, 2007).   
Assessing reliable change in the context of IRT for each individual requires estimates 
of the latent variable values at pretest and posttest and their SEs under the postulated IRT 
model. Hence, it is important that both the latent variable value and the SE are accurately 
estimated. In practice, three estimation methods are commonly used: maximum likelihood 
(ML), weighted maximum likelihood (WML), and expected a posteriori (EAP). WML is a 
modified version of ML, and was designed to reduce bias in the latent variable estimates. EAP 
is a Bayesian estimation method, which has favorable features compared to other methods 
within the Bayesian framework (e.g., maximum a posteriori, abbreviated MAP; Embretson & 
Reise, 2000). For example, compared to MAP, EAP is non-iterative and therefore 
computationally faster. However, ML, WML and EAP methods can produce biased estimates 
of either the latent variable, their SEs, or both (Embretson & Reise, 2000; Lord, 1983a; Wang 
& Wang, 2001). Consequently, since RCI is based on the estimated latent variable values 
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before and after therapy and the SE of the difference of these values, the potential bias in 
these estimates may affect the RCI and, as a consequence, deteriorate detection or rejection 
of reliable change. 
The aim of this study was to investigate possible effects of bias in IRT-based RCI 
indices on the assessment of reliable change using ML, WML and EAP estimation methods. 
More specifically, we aimed at answering the following two questions:  
(1) Which of the three estimation methods (i.e., ML, WML and EAP) produces the smallest 
bias and is the most efficient (i.e., produces the smallest SE) in estimating change scores and 
their SEs?  
(2) Do ML, WML and EAP produce different Type I error rates and sensitivity in detecting 
reliable change? Type I error rate is the proportion of patients who are incorrectly classified 
as having shown a reliable change. Sensitivity is the proportion of patients who are correctly 
classified as having shown reliable change.  
We did a simulation study to answer the research questions. In a simulation study, 
true latent variable values are known and allow the researcher to assess the discrepancy that 
bias produces in estimated change scores and their SEs. This article is organized as follows. 
First, we explain the concept of reliable change in the context of IRT. Second, we discuss the 
details of the methods used and the results. Third, we discuss the implications for IRT-based 
assessment of reliable change. 
 
2.1.1 IRT-Based Assessment of Reliable Change 
Let 𝜃pre be the true latent variable value of an individual at pretest and let 𝜃post be 
the true value at posttest. The estimated values are denoted by 𝜃pre and 𝜃post, respectively. 
Likewise, let 𝜎?̂?pre  be the true standard errors for pretest measurements and 𝜎?̂?post  for 
posttest measurements, and let ?̂??̂?pre  and ?̂??̂?post  their estimated values, respectively. The 
true standard errors can only be obtained if we actually would retest a person infinitely many 








The RCI is assumed to be standard normally distributed. Therefore, absolute values of 
RCI in excess of a critical z-score corresponding to a desired significance level are considered 
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reliable. For example, using a two-tailed 10% significance level, |𝑅𝐶𝐼|  ≥  1.645 indicates 
reliable change, which can either reflect an improvement or a deterioration of the patient’s 




Item-score vectors were simulated using the graded response model (GRM; 
Embretson & Reise, 2000, pp. 97-102; Samejima, 1969). Let 𝐽 be the number of items (𝑗 =
1, … , 𝐽). Without loss of generality, the number of item scores is assumed to be the same for 
each item and equals 𝑀 + 1. Furthermore, let 𝑋𝑗 be the random item-score variable with 
realization 𝑥𝑗 (𝑥𝑗 = 0, … , 𝑀). The GRM defines the response probabilities for each item j by 
means of M cumulative response functions, which are defined as 
  𝑃𝑗𝑥𝑗





     (𝑥𝑗 = 1, … , 𝑀)  (1) 
[𝑃𝑗0
∗  (𝜃) = 1 by definition]. In Equation 1, parameter 𝑎𝑗 (𝑎𝑗 > 0) is the slope parameter and 
parameter 𝑏𝑗𝑥𝑗 is the threshold parameter indicating the value of 𝜃 where  𝑃𝑗𝑥𝑗
∗ (𝜃) = .50. 
Hence, each item is modeled by 𝑀 threshold parameters 𝑏𝑗𝑥𝑗  (𝑥𝑗 = 1, … , 𝑀). Furthermore, 
for each item the 𝑀 threshold parameters have a fixed ordering, 𝑏𝑗𝑥𝑗 ≤ ⋯ ≤  𝑏𝑗𝑀. The 
probability of scoring 𝑥𝑗 on item j can be obtained from Equation 1 using  
𝑃(𝑋𝑗 = 𝑥𝑗|𝜃) = 𝑃𝑗𝑥𝑗
∗  (𝜃)– 𝑃𝑗(𝑥𝑗+1)
∗  (𝜃) 
We assumed a standard normal distribution for 𝜃 (Embretson & Reise, 2000). 
Independent Variables 
 Estimation methods. The three methods are discussed next in greater detail.  
1.  Maximum Likelihood. Let 𝐿(𝜃; 𝐱, 𝛏) be the likelihood function given an observed item-
score vector x under the GRM that is defined by the item parameters collected in matrix 𝛏. 
The ML estimate, denoted 𝜃ML, is the 𝜃 value for which the observed item-score vectors is 
most likely, given the postulated IRT model; that is, the 𝜃 value for which 𝐿(𝜃; 𝐱, 𝛏) reaches 
its maximum. For item-score vectors that contain only minimum scores 0 or maximum scores 
𝑀, no finite estimate of 𝜃 exists because the likelihood function is either monotonically 
increasing or decreasing and thus has no maximum. Let 𝜎?̂?
2 be the true SE of the estimate, 
which is the variance of the 𝜃s would the same person be measured infinitely many times 
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under identical conditions. In practice, 𝜎?̂?
2 is unknown and has to be estimated under the 
postulated IRT model. The estimated SE of  𝜃𝑀𝐿  is obtained from the information function, 




      (2) 
(Embretson & Haviland, 2005). Because in practice the true value 𝜃 is unknown, SE is 
obtained using the information value at 𝜃ML from the observed likelihood function. Equation 
2 is asymptotically true when the number of items goes to infinity.  
2. Weighted Maximum Likelihood. ML estimates are biased to a certain degree, 
particularly in the tails of the distribution (Lord, 1983; Samejima, 1998). To reduce bias in 
latent variable estimates under the GRM, Samejima (1998) proposed WML based on Warm’s 
(1989) weighted maximum likelihood method for dichotomous items. WML takes the 
expected first order bias in ML estimates, denoted 𝐵(𝜃), into account when estimating 𝜃. In 
particular, the WML trait estimate, denoted 𝜃WML, is the 𝜃 value that maximizes the 
likelihood function  
𝐿∗(𝜃; 𝒙, 𝝃) = 𝐿(𝜃; 𝒙, 𝝃) − 𝐼(𝜃) 𝐵(𝜃). 
Simulation studies investigating the properties of 𝜃WML suggested good statistical properties 
for WML (Wang & Wang, 2001). WML estimates exist also for item-score vectors containing 
only 0s or maximum scores M.  Standard errors of WML estimates are obtained using the 




.     (3) 
3. Expected a Posteriori Estimation. EAP is a Bayesian estimation method that combines 
the likelihood function for the observed item-score vector with a prior distribution of 𝜃 
representing the assumed population distribution. Let 𝑔(𝜃) be the prior distribution, which 
usually is the standard normal (Embretson & Reise, 2000, p. 172). The EAP estimate (𝜃𝐸𝐴𝑃) is 








.     (4) 










.    (5) 
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The integrals in equations 4 and 5 can be approximated by means of numerical integration 
using a limited number of quadrature points. EAP estimates also exist for item-score vectors 
containing only minimum scores 0 or maximum scores 𝑀. Another advantage of EAP is that it 
is non-iterative and therefore computationally faster than ML and WML. However, for short 
tests 𝜃EAP values are pulled towards the mean of the prior distribution, a bias phenomenon 
known as shrinkage. Moreover, the shorter the test and the lower the item discriminations 
are, the larger the effect of shrinkage is on the 𝜃EAPs.   
Item parameters. Consistent with the literature on scale properties of clinical and 
psychological tests (for a review, see Reise & Waller, 2009), we included two conditions for 
the item parameters in the simulation design. The first condition mimics tests typically 
employed in clinical settings that measure narrow, unidimensional attributes such as, for 
example, depression. Because the scales often involve items referring to specific 
symptomatology (e.g., “I can’t sleep well”), these tests typically consist of items with high 
discrimination power and threshold parameters concentrated at the higher end of the 𝜃 
scale, the range where pathological patients are located. Therefore, threshold parameters for 
the first condition were concentrated at the upper half of the 𝜃 scale. More specifically, 𝑏s 
were chosen as follows. For each item j, the first location parameter 𝑏𝑗1 was randomly 
sampled from a uniform distribution defined on [0; 1].  Each subsequent location parameter 
𝑏𝑗𝑚  (𝑚 =  2, … , 𝑀) was obtained by adding to the value of 𝑏𝑗(𝑚−1) a number sampled from 
the uniform distribution defined on [.75;  1.25]. The discrimination parameters (i.e., the 𝑎 
parameters) were sampled from a uniform distribution defined on [2; 3.5]. These are typical 
values for clinical scales (Reise & Waller, 2009). 
In the second condition, we simulated data under conditions that mimic tests 
measuring broader attributes by means of items which have weaker discrimination power 
(Reise & Waller, 2009). Item parameters were chosen as follows. The 𝑏s were spread evenly 
along the whole 𝜃 scale. More specifically, 𝑏𝑗1s (𝑗 =  1, … , 𝐽) were sampled from a uniform 
distribution defined on [−3; −1] and each subsequent 𝑏𝑗𝑚 (𝑚 =  2, … , 𝑀) was obtained by 
adding to the value of 𝑏𝑗(𝑚−1) a number sampled from a uniform distribution defined on 
[1; 1.5]. The discrimination parameters in this condition were sampled from a uniform 
distribution defined on [1; 2.5]. 
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Test length. Based on a preliminary literature review (Arthur & Day, 1994; Crowder & 
Michael, 1991; Gosling, Rentfrow, & Swann, 2003), we used three different test lengths in 
our study: 5, 10 or 20 items, reflecting typical test lengths used in practice.    
Magnitude of change. Following Finkelman, Weiss, and Kim-Kang (2010), true change 
(denoted 𝛿) was chosen to be either 0 (no change), 0.5 (small change), 1 (medium change) or 
1.5 (large change). 
The result is a crossed factorial design with 3 (𝜃 estimation method) × 2 (configuration 
of item parameters) × 3 (test length) × 3 (magnitude of change) cells. In each design cell, we 
simulated change scores at seven equidistant values of 𝜃pre within the interval between –3 
and 3. Change scores were obtained by simulating 1,000 pairs of item-score vectors, each 
pair containing one item-score vector for 𝜃pre and one for 𝜃post = 𝜃pre + 𝛿. For each 
generated item-score vector, we obtained estimates of θ and their SEs and computed the 
change scores and their SEs. For each cell, the result is 1,000 change-score estimates and 
corresponding SEs. The complete design was replicated 50 times. 
Dependent Variables  
Bias in IRT change scores and bias in SEs. For each condition, we computed bias in the 
change scores and bias in the estimated SEs. Let 𝑑(𝜃pre, 𝜃post) be the true change defined by 
the difference 𝜃post − 𝜃pre and let 𝑑(𝜃pre, 𝜃post) be the estimated change that equals 𝜃pre −
𝜃post. Bias in IRT change scores is defined as: 
Bias[𝑑(𝜃pre, 𝜃post)] =  𝑑(𝜃pre, 𝜃post)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝛿(𝜃pre, 𝜃post), 
 in which 𝑑(𝜃pre, 𝜃post)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the average of the 1,000 simulated change scores. 
 To compute the bias of the estimated SEs, we first computed the standard deviation 
of 1,000 replications of 𝑑(𝜃pre, 𝜃post), which is referred to as empirical SE given true change 
𝛿(𝜃pre, 𝜃post) and denoted by 𝜎[𝑑(𝜃pre, 𝜃post)| 𝛿(𝜃pre, 𝜃post)]. The empirical SE gives the 
true amount of sampling variation of the estimated change scores if a person would be 
retested under similar conditions. Bias in the SEs was obtained by taking the differences 
between the mean of the empirical SEs and the estimated SEs for each of the ML (Equation 
2), WML (Equation 3) or EAP (Equation 5) estimation methods; that is,  
Bias[𝑆𝐸(𝑑(𝜃pre, 𝜃post))] = ?̂?[𝑑(𝜃pre, 𝜃post)]
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝜎[𝑑(𝜃pre, 𝜃post)| 𝛿(𝜃pre, 𝜃post)]. 
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  Type I error rates and sensitivity. In each design cell, and for each of the seven 
equidistant levels of 𝜃pre within each cell, we computed for each 𝜃 estimation method the 
Type I error rate or the sensitivity. The Type 1 error rate is the proportion of persons with 𝛿 = 
0 showing reliable change due to measurement error. Sensitivity is the proportion of persons 
with 𝛿 > 0 who were correctly identified by RCI as showing true change. Type I error rate and 
sensitivity were obtained using a two-tailed nominal 𝛼 level of . 10; that is, the |RCI| had to 
exceed 1.645. The choice of 𝛼  is based on Emons, Sijtsma, and Meijer (2007), who argued 
that certainty levels of at least .90 are sufficient for making important decisions about 
individuals.  
All computations were done by means of R (R development core team, 2013). To 
simulate data we used our own code (to be available upon request from the first author). For 
the estimation of 𝜃s and the SEs we used the R-package catIrt (Nydick, 2013).  
 
2.3 Results 
For the condition representing clinical scales, data simulation for 𝜃pre values equal to 
−3 and −2 resulted in item-score vectors containing only 0s, rendering ML estimation 
impossible. Therefore, we present results for this condition only for 𝜃𝑝𝑟𝑒 = −1, 0, 1, 2, 3. 
Bias in change scores. Figures 1 and 2 show bias in estimated change scores. In 
general, in all conditions of positive change (𝛿 > 0; graphs b, c and d) WML produced the 
least biased change scores followed by ML and EAP. The difference between WML and ML 
was noticeable mainly for the extreme values of 𝜃pre when WML was less biased than ML. 
WML and ML hardly differed from each other in the middle range of the 𝜃 scale. EAP was 
generally the most biased estimation method. However, in the condition representing clinical 
scales (Figure 2), the difference between EAP and WML and ML was smaller due to a general 
decrease of bias in EAP. Moreover, contrary to the condition representing general 
psychological scales, in the clinical-scale condition EAP produced smaller bias than ML and 
WML at the lower end of the 𝜃 scale (𝜃𝑝𝑟𝑒 = 0, −1). In general, all methods produced 
negative bias and bias was greater for the extreme values of 𝜃𝑝𝑟𝑒 where test information was 
the lowest. All other conditions being equal, bias in change scores decreased as the number 
of items increased. Moreover, increasing the number of items decreased the differences 
between the bias the three estimation methods produced. 




Figure 1. Bias in estimated change scores for large-range thresholds for four levels of change 
(𝛿) and three levels of test length (J). The horizontal axis represents the level of θ at pretest. 
 
In conditions of no change (𝛿 = 0; figures 1 and 2, graph a), bias in change scores was 
negligible because both  𝜃pre and 𝜃post hardly differed from one another. 
Bias in the standard errors. Bias in SE was close to 0 in the middle range of the 𝜃 scale 
for all three methods with EAP being slightly more biased than ML and WML (figures 3 and 
4). However, in general for extreme 𝜃𝑝𝑟𝑒 values EAP was less biased than the other two 
methods. ML and WML differed from each other only at the extremes of the 𝜃 scale where 
ML was less biased than WML. 
 




Figure 2. Bias in estimated change scores for small-range thresholds for four levels of change 
(𝛿) and three levels of test length (J). The horizontal axis represents the level of θ at pretest.  
 
The two methods hardly differed from each other in the middle range of the scale. In general, 
all methods produced positive bias and bias was greater for the extreme values of 𝜃𝑝𝑟𝑒 
where test information was the lowest. Similar to bias in change scores, bias in SE decreased 
as the number of items increased. Also, increase of the number of items decreased the 
differences between the bias the methods ML, WML and EAP produced. 
Type I error rates. Table 1 shows Type I error rates for conditions representing 
psychological (upper panel) and clinical scales (lower panel). Overall, ML and WML produced 
similar Type I error rates in the middle range of the 𝜃 scale. For extreme 𝜃𝑝𝑟𝑒s, with ML was  




Figure 3. Bias in estimated SE for large-range thresholds for four levels of change (𝛿) and 
three levels of test length (J). The horizontal axis in each figure represents the level of θ at 
pretest. 
 
slightly closer to the nominal 𝛼 = .10 level than WML. EAP produced Type I error rates that 
deviated from the nominal 𝛼 level more than the other two methods. In general, except for 
those parts of the 𝜃 scale where information was the lowest, Type I error rates for all three 
estimation methods were generally close to the nominal α level. These results show that 
under the null hypothesis of no change, methods ML, WML and EAP performed adequately 
when testing for reliable change in the middle range of the 𝜃 scale. For 𝜃pres where test  




Figure 4. Bias in estimated SE for small-range thresholds for four levels of change (𝛿) and 
three levels of test length (J). The horizontal axis in each figure represents the level of θ at 
pretest. 
 
information was the lowest, the empirical Type I error rates the three methods produced 
were considerably lower than the nominal 𝛼 level of .10. This means that the RCI is more 
conservative for detecting reliable change when information is low. Overall, increasing the 
test length decreased the differences between the Type I error rates and the nominal 𝛼. 
Sensitivity. In conditions reflecting positive change (𝛿 > 0), in general sensitivity was a 
little higher for ML and WML than EAP in the middle range of the 𝜃 scale (Figure 5, graphs b, 
c and d). 
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Table 1. Empirical Type I Error Rates (Nominal Significance level (α) = .10) for Seven Latent 
Variable Values at Pretest, Three Estimation Methods, and Three Test Lengths. 
  Estimation Method 
       ML  WML  EAP 
 𝐽 = 5 10 20  5 10 20  5 10 20 
𝜃𝑝𝑟𝑒             
Large-Range Thresholds (𝑏) and Low Discrimination (𝑎) 
-3  .01 .03 .07  .00 .01 .05  .01 .03 .05 
-2  .07 .10 .10  .05 .08 .10  .05 .07 .09 
-1  .11 .10 .10  .10 .10 .10  .07 .08 .09 
0  .11 .11 .10  .11 .11 .10  .07 .09 .09 
1  .11 .10 .10  .10 .10 .10  .07 .08 .09 
2  .07 .09 .10  .05 .07 .09  .05 .07 .08 
3  .01 .02 .05  .01 .01 .03  .01 .02 .04 
Small-Range Thresholds (𝑏) and High Discrimination (𝑎) 
-1   .00a .00 .00  .00 .00 .00  .00 .00 .01 
0  .02 .04 .08  .01 .02 .06  .07 .09 .10 
1  .10 .10 .10  .09 .10 .10  .09 .10 .14 
2  .11 .10 .10  .11 .10 .10  .08 .09 .12 
3  .10 .10 .10   .09 .10 .10   .08 .09 .11 
Note. ML: Maximum Likelihood; WML: Weighted Maximum Likelihood; EAP: Expected a 
posteriori; J = Number of items. All values are mean Type I error rate across 50 replications, 
and each replication used data of 1000 simulations. For ML, the number of valid item-score 
vectors for 𝜃=-3 and 3 ranged between 7 and 764 for large-range and for 𝜃=-1 and 0 
between 3 and 532 for small-range threshold parameter conditions. 
 
However, in the condition representing clinical scales, the difference between EAP and the 
WML and ML methods decreased due to a general increase of EAP’s sensitivity (Figure 6, 
graphs b, c and d). Moreover, contrary to the previous condition representing general 
psychological scales, when clinical scales were used, for 𝜃pre = −1 EAP was more sensitive 
than ML and WML. In general, all three methods were more sensitive in the range of the 𝜃 
values where test information was the highest. Sensitivity increased as the number of items  
 




Figure 5. Detection rates for large-range thresholds for four levels of change (𝛿) and three 
levels of test length (J). The horizontal axis represents the level of θ at pretest. 
 
and the magnitude of change increased. Increasing the number of items also decreased the 
differences between the sensitivity the three estimation methods produced. 
 
2.4 Discussion 
The current study compared ML, WML and EAP estimation methods with respect to 
reliable change assessment on the 𝜃 scale of IRT. Based on our findings we were unable to 
single out one method that is superior in all aspects, that is, magnitude of bias in change  




Figure 6. Detection rates for small-range thresholds for four levels of change (𝛿) and three 
levels of test length (J). The horizontal axis represents the level of θ at pretest. 
 
scores and SEs, Type I error rates and sensitivity for detecting reliable change. Moreover, 
which reliable change index performs best depends on the combination of multiple factors 
such as test length and the available local information rather than on the estimation method 
alone. For example, with respect to sensitivity for reliable change assessment, WML 
performed better when tests were short and items had low discrimination, whereas EAP and 
ML performed better when tests were long and items had high discrimination. One of the 
recommendations for test practitioners is to avoid using short tests with low discrimination 
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because these tests may produce more biased estimates of change scores and SEs, higher 
Type I error rates and lower sensitivity for detecting reliable change. Short tests had a higher 
negative impact on EAP than ML and WML but the difference was small. This result was due 
to the fact that the smaller the number of items is in a test, the greater the influence of the 
prior distribution is on the EAP estimates which results in more shrinkage of these estimates 
towards the mean of the prior. 
More shrinkage toward the mean was also found for tests with low item discrimination. 
However, in the condition representing clinical scales the differences between the methods 
were negligible irrespective of the number of items. These items had high discrimination, 
which reduced the effect of the prior on the EAP estimates, which in turn reduced bias of 
estimated change scores and SEs due to shrinkage.  
Our results also show that increasing test length and item discrimination decreased 
the difference between the sensitivity of the three estimation methods. For tests containing 
20 highly-discriminating items (i.e., clinical scales), sensitivity was equal for methods ML, 
WML and EAP. However, for larger number of items, the estimation process takes more time, 
and since EAP is characterized by lowest computational burden, it can speed up the 
estimation process for longer tests. Therefore, when longer tests are used for assessing 
reliable change we think it is most efficient to use EAP rather than ML and WML. Researchers 
and practitioners who use short tests containing items with low discrimination are advised to 
use ML or WML when assessing reliable change because these two methods were less biased 
and slightly more sensitive than EAP.  
Increasing test length and item discrimination improved sensitivity but only for 
situations that are rare in practice. That is, sensitivity was generally low unless true change 
was equal to 1 or higher (𝛿 ≥ 1). In clinical practice, a true change of such magnitude may be 
difficult to attain. Clinical practitioners generally accept a true change of 0.5 as the minimal 
change that bears clinical importance. In this study, maximum sensitivity on average ranged 
from 0.2 and 0.7 in the conditions where true change equaled 0.5. Similar results were found 
in the context of CTT (Kruyen, Emons, Sijtsma, 2012) and IRT (Kruyen, Emons, Sijtsma, 2012, 
2014). This means that despite the advantages of IRT-based RCIs, simulation studies suggest 
that IRT methods still have low power to find the minimum change of substantive clinical 
interest. Future studies may further explore the usefulness of IRT-based methods relative to 
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Comparison of Classical Test Theory and Item Response Theory 
in Individual Change Assessment 
 
Abstract 
Clinical psychologists are advised to assess clinical and statistical significance when assessing 
change in individual patients. Individual-change assessment can be conducted using either 
the methodologies of classical test theory (CTT) or item response theory (IRT). Researchers 
have been optimistic about the possible advantages of using IRT rather than CTT. However, 
little empirical evidence is available to support the alleged superiority of IRT for individual-
change assessment. In this study, we compared CTT and IRT with respect to their Type I error 
and detection rate. IRT was found to be superior to CTT in individual-change detection for 
tests consisting of at least 20 items. For shorter tests, compared to IRT, CTT detected change 





Individual-change assessment plays an important role in clinical practice where 
clinicians are interested in the effectiveness of treatments for individual patients rather than 
the average improvement of groups of patients as a whole. The assessment of individual 
change in clinical contexts can be done using either the methodologies of classical test theory 
(CTT; e.g., Jacobson & Truax, 1991; Lord & Novick, 1968) or item response theory (IRT; e.g., 
Embretson & Reise, 2000; Prieler, 2007; Reise & Haviland, 2005). CTT approaches are familiar 
to most clinicians and therefore widely used, but IRT methods are also gaining popularity. 
Several authors have argued that IRT is superior to CTT (e.g., Prieler, 2007; Reise & 
Haviland, 2005). The most important difference between CTT and IRT is that in CTT one uses 
one common estimate of measurement precision, which is assumed to be equal for all 
individuals irrespective of their attribute levels. However, in IRT measurement precision 
depends on the latent attribute value. As a result, CTT and IRT may differ with respect to 
their conclusions about statistical significance of change. 
There are arguments favoring IRT that are worth mentioning. IRT models, including 
the popular two-parameter logistic model and the graded response model (Embretson & 
Reise, 2000), take the pattern of the item scores into account when inferring latent attribute 
scores, which means that the latent attribute values at pretest and posttest may differ even 
when the classical pretest sum score and the classical posttest sum score are equal. As a 
result, IRT may reveal subtle changes in individuals’ mental health that would go unnoticed 
when using the sum scores which ignore the pattern of the scores typical of CTT. Finally, IRT 
facilitates adaptive testing, which allows researchers to use different questions at pretest and 
posttest provided that the items are all calibrated on the same scale. A major drawback of IRT 
approaches to change assessment is their reliance on the availability of accurate estimates of 
the item parameters and model fit, which may be costly and difficult to realize. 
Empirical studies comparing CTT and IRT have shown ambiguous results (e.g., 
Brouwer, 2013; Sébille et al., 2010), suggesting that the CTT approach may be as effective as 
IRT for assessing individual change. However, so far a systematic head-to-head comparison of 
the two approaches in the context of individual-change assessment has not been done. Given 
the importance of individual-change assessment in clinical settings, the optimism about IRT 
methods, and the ambiguous empirical comparison results for CTT and IRT, we investigated 
to what extent CTT and IRT differ with respect to classifying patients into different categories 




of individual change based on the combination of clinical and statistical significance. The 
results of the comparison can help clinicians and researchers make more informed decisions 
about scoring tests and assessing change.  
This article is organized as follows. First, we explain Jacobson and Truax’s (Jacobson & 
Truax, 1991; henceforth JT) operationalization of clinically and statistically significant change 
in the CTT context and we extend their approach to IRT. Then we discuss the design and the 
results of a simulation study which compares CTT and IRT with respect to Type I error rate 
and individual change detection. Finally, we discuss the implications of the results and 
provide recommendations for researchers and clinicians working in clinical settings.     
 
3.1.1 Operationalization of Individual Change in CTT and IRT 
CTT Approach of Jacobson and Truax 
Reliable change. Let 𝑋 be the sum score based on the 𝐽 items in the test, with item 
scores denoted by 𝑋𝑗  (𝑗 = 1, … , 𝐽), so that 𝑋 = ∑ 𝑋𝑗
𝐽
𝑗=1 . Let 𝑋pre and 𝑋post be the sum 
scores on the pretest and the posttest, respectively, briefly called pretest and posttest 
scores. In what follows, we assume that pretest and posttest scores are obtained on identical 
tests or questionnaires. Statistical significance of change is assessed by means of the reliable 
change index (RCI), which JT (1991) defined as follows. Let 𝑑 = 𝑋post − 𝑋pre be the change 
score for an individual patient. Assuming that higher scores reflect worse health conditions, 
𝑑 < 0 suggests improvement and 𝑑 > 0 suggests deterioration. Furthermore, let 𝑆𝐸𝑀𝑑   be 
the standard error of measurement (SEM) of change score 𝑑. To assess individual change, the 
following assumptions are made: (a) equal measurement precision at pretest and posttest, 
that is, 𝑆𝐸𝑀𝑋pre =  𝑆𝐸𝑀𝑋post = 𝑆𝐸𝑀𝑋; (b) uncorrelated measurement errors between 
pretest and posttest; and (c) measurement invariance, that is, the test is measuring the same 
latent attribute at pretest and posttest and the answer categories are interpreted in the 
same way at pretest and posttest. Using these assumptions, we obtain 𝑆𝐸𝑀𝑑  =  √2 ×




.                                                                  (1) 
The RCI is assumed to be standard normally distributed in the absence of change. An RCI with 




level is considered to represent reliable change. For example, at two-tailed significance level 
of . 10, |𝑅𝐶𝐼𝐶𝑇𝑇|  ≥  1.645 indicates reliable change, which can either mean improvement or 
deterioration. 
Clinical significance assessment. JT assessed clinical significance by evaluating whether 
a patient’s pretest score moved from the dysfunctional score range to the functional score 
range at posttest; JT defined these ranges in three ways. Let 𝑋cut  denote the clinical cutoff 
separating functional and dysfunctional score ranges. Because we assume that higher scores 
reflect worse clinical conditions, clinical significance is inferred if 𝑋pre > 𝑋cut and 𝑋post < 
𝑋cut. JT defined functional and dysfunctional score ranges based on cut scores from either 
the distributions of the scores in the functional or healthy population, the dysfunctional or 
clinical population, or both. They proposed to use one of the following cutoffs: (𝑎) the 90𝑡ℎ  
percentile of the score distribution in the functional population; (𝑏) the 10𝑡ℎ  percentile of the 
score distribution in the dysfunctional population; or (𝑐) the average of the means of the 
score distributions in the functional and the dysfunctional populations. JT advocated the use 
of cutoff (𝑐), but this cutoff requires data sampled from both a functional and dysfunctional 
populations, and such datasets are often unavailable. For a more elaborate discussion of the 
pros and cons of different cutoffs, see JT (1991; also, Jacobson, Roberts, Berns, & 
McGlinchey, 1999; and the explanation and Figure 𝐴1 in the appendix to this chapter). 
Based on the combination of clinical and statistical significance of change scores, and 
the direction of the observed change, patients can be classified into one of five exhaustive 
and mutually exclusive change categories (e.g., Bauer, Lambert, & Nielsen, 2004), labeled (𝑖) 
no change; that is, change is neither statistically nor clinically significant; (𝑖𝑖) improvement; 
that is, change indicates better functioning and is statistically but not clinically significant; 
(𝑖𝑖𝑖) recovery; that is, change indicates better functioning which is both statistically and 
clinically significant; (𝑖𝑣) deterioration; that is, change indicates worse functioning which is 
statistically but not clinically significant; and (𝑣) clinically significant deterioration; that is, 
change indicates worse functioning which is both statistically and clinically significant. Two 
remarks are in order. First, for persons to be classified as having deteriorated to a clinically 
significant degree, change has to be statistically significant and the pretest and posttest 
scores have to belong to the functional and dysfunctional ranges, respectively. Second, no 
change means that the observed change is too small to be statistically significant. In practice, 
non-significant change means that more information is needed before reliable conclusions 




about individual change are made. Thus, one should not conclude that no change has 
occurred.   
IRT Perspective 
Reliable change. The assessment of statistical and clinical significance of individual 
change in the context of CTT can be readily extended to IRT. Let 𝜃pre and 𝜃post be the 
estimated latent attribute values at pretest and posttest under the postulated IRT model, 
respectively. Furthermore, let 𝑆𝐸(𝜃𝑝𝑟𝑒) and 𝑆𝐸(𝜃𝑝𝑜𝑠𝑡) be the standard errors for the 
estimated pretest and posttest scores, respectively. Assuming independent observations at 







.                                            (2) 
Equation (2) requires estimates of the latent attribute values, 𝜃pre and 𝜃post. Research 
showed that weighted maximum likelihood (WML) produces estimates having the smallest 
bias and the greatest precision (e.g., Jabrayilov, Emons, & Sijtsma, 2014; Wang & Wang, 
2001). Standard errors are obtained by means of the information function (e.g., Reise & 
Haviland, 2005). IRT-based individual-change assessment requires the availability of accurate 
estimates of all item parameters, for example, by means of multiple-group IRT models when 
data are obtained from both general and clinical populations (e.g., Jabrayilov, Emons, De 
Jong, & Sijtsma, 2015). Henceforth, we assume that this requirement is met and use the true 
parameters for estimating the person parameters. In addition, unlike CTT, IRT methods do 
not require pretest and posttest measurements to be based on the same items as long as all 
items are calibrated on the same scale. However, to fairly compare CTT and IRT, we used the 
same items at pretest and posttest.  
Clinical-significance assessment. In an IRT context, clinical significance can be assessed 
by examining whether the posttest score has passed a clinical cutoff. The crucial difference 
between CTT and IRT is that in CTT the cutoffs are based on the distribution of the sum 
scores 𝑋, whereas in IRT they are based on the latent 𝜃 distribution. For example, in the IRT 
context JTs cutoff (𝑎) would be the 90𝑡ℎ  percentile of the 𝜃 distribution in the functional 





3.1.2 Comparing Measurement Precision in CTT and IRT  
One of the main arguments for favoring IRT methods is that they allow using the local 
precision of the estimated scores, 𝑆𝐸(𝜃), to test change for significance, whereas in CTT one 
common population-level SEM is used for all persons. Because the population-level SEM used 
in CTT is the average of the individual SEMs (Mellenbergh, 2011, p. 119) which vary across 
individuals, using the SEM results in overestimating measurement precision of the scores in 
the tails of the distribution and underestimating it in the middle of the distribution (e.g., 
Mollenkopf, 1949); see Figure 1 (upper graph) for population-level constant SEM and the 
empirical standard error for observed scores. Therefore, using SEM may bias decisions based 
on RCI. 
The standard errors in Equation (2) are usually obtained using the Fisher information 
function evaluated at 𝜃, but are only accurate if the number of items is sufficiently large, say, 
more than 20 (Magis, 2014). Clinical practice shows a tendency for using short scales in order 
to minimize the burden on patients (Emons, Sijtsma, & Meijer, 2007; Kruyen, Emons, & 
Sijtsma, 2013a, b; 2014). When 𝜃 is estimated from a limited number of discrete item scores, 
asymptotic results no longer apply and the corresponding estimated standard errors may be 
inaccurate (Jabrayilov et al., 2014). To illustrate this point, suppose that one repeatedly tests 
the same patient having an extremely high 𝜃 value under identical conditions. Hypothetically, 
one expects the same pattern of 𝐽 maximum item scores at each replication; hence, the 
patient obtains the same 𝜃 each time and the empirical standard error is small. For high 𝜃 
values, however, test information is low and thus the asymptotic standard error is large. 
Hence, for extreme 𝜃 values IRT methods tend to overestimate the empirical standard errors 
when scales are short. For a 10-item test with varying difficulties, Figure 1 (lower graph) 
shows the relationship between estimated asymptotic standard errors and empirical 
standard errors.  
Given the differences between CTT and IRT with respect to change assessment, 
depending on which method one uses, we expect that different conclusions may be drawn 
about change in individual patients. Because of the high expectations regarding IRT as a 
refinement and an improvement relative to CTT, we were particularly interested in finding 
out whether, compared to CTT, IRT produces more precise Type I error and higher detection 
rates of clinically significant change. We used a simulation study to this end.  







Figure 1. Comparison of standard errors of estimated person scores in CTT (upper graph) and 
IRT (lower graph). Note. Upper panel: solid line represents empirical standard error of X as a 
function of latent attribute 𝜃, dashed line represents SEM. Lower panel: solid line represents 
empirical standard error of WML estimates 𝜃 as a function of 𝜃, dashed line represents the 








Person characteristics. In both the healthy and clinical populations, we assumed 
normal distributions for latent attribute 𝜃 with variance of 1 and means of 0 and 0.5, 
respectively. Because within-population variances equaled 1, using Cohen’s 𝑑 (Cohen, 1988, 
p. 26) the difference between the means corresponded to a medium effect size between the 
healthy and clinical populations. Standard normality of 𝜃 in the healthy population was an 
arbitrary choice that serves to identify the 𝜃 scale (e.g., Embretson, 2006).  
Test and item characteristics. Pretest and posttest item scores were modeled using 
the graded response model (GRM; Embretson & Reise, 2000, pp. 97-102; Samejima, 1969). 
We assumed invariant item parameters between pretest and posttest (i.e., measurement 
invariance). Let 𝑀 + 1 denote the number of ordered item scores for an item, and let item 
score 𝑋𝑗 have realizations 𝑥𝑗 (𝑥𝑗 = 0, … , 𝑀). The GRM models the probabilities of obtaining a 
particular item score 𝑥𝑗 or a higher score by means of 𝑀 cumulative response functions, each 
defined by a two-parameter logistic function,  
   𝑃𝑗𝑥𝑗





,     𝑥𝑗 = 1, … , 𝑀.  (3) 
By definition, 𝑃𝑗0
∗  (𝜃) = 1 and 𝑃𝑗,𝑀+1
∗  (𝜃) = 0. The probabilities of obtaining score 𝑥𝑗 can be 
obtained by subtracting the cumulative response probabilities, for 𝑋𝑗 ≥ 𝑥𝑗 and 𝑋𝑗 ≥ 𝑥𝑗 + 1 
(Embretson & Reise, 2000, p. 99). In Equation (3), 𝑎 (𝑎𝑗 > 0) represents the slope parameter 
for item 𝑗 indicating how well the items discriminates between respondents with different 
levels of 𝜃, and 𝑏𝑗𝑥𝑗  is the threshold parameter indicating the value of 𝜃 where  𝑃𝑗𝑥𝑗
∗ (𝜃) = .50 
and the location on the 𝜃 scale where the response function has its maximum slope 
discriminating different s best. Hence, each item was modeled by 𝑀 threshold parameters 
𝑏𝑗𝑥𝑗  (𝑥𝑗 = 1, … , 𝑀), which had a fixed ordering 𝑏𝑗1 ≤ ⋯ ≤  𝑏𝑗𝑀. In our study, items were 
scored from 0 to 4, higher scores indicating more distress. Hence, each item had four 𝑏 
parameters (𝑀 = 4).  
 Item parameters were chosen in two conditions. To guarantee a fair comparison 
between CTT and IRT, we chose the item parameters such that adequate psychometric 
properties were obtained both in terms of CTT and IRT. In the first condition, scale items 
were similar with respect to difficulty representing narrow attributes such as depression and 




anxiety (Reise & Waller, 2009). We sampled discrimination parameters (𝑎) from 𝑈(1.5;  2.5). 
Following Emons et al. (2007), the threshold bs were sampled as follows. Let ?̅?𝑗 represent the 
average threshold of item 𝑗. For each item, we first sampled ?̅? from 𝑈(0;  1.25) and then the 
four individual bs were obtained as follows: 𝑏𝑗1 = ?̅?𝑗 − 1, 𝑏𝑗2 = ?̅?𝑗 − 0.5, 𝑏𝑗3 = ?̅?𝑗 + 0.5, 
𝑏𝑗4 = ?̅?𝑗 + 1; hence, item mean variation was small. The name of homogeneous item-
difficulty condition suggested that the mean item-level difficulties were concentrated on a 
limited range of the θ scale.  
 The second condition represented the characteristics of tests that typically measure 
potentially broader attributes such as personality traits and quality of life. Reise and Waller 
(2009) argued that the item difficulties in broad-attribute tests are usually spread across the 
entire latent attribute scale and on average have somewhat lower discrimination than items 
in narrow-attribute tests. Therefore, compared to the previous condition we sampled the 
discrimination parameters (𝑎s) and the mean thresholds ?̅?𝑗s from a wider interval, the 𝑎s 
from 𝑈(1;  2.5) and ?̅?𝑗s from 𝑈(−1.5;  2.5). The 𝑏s were selected such that the expected 
mean item scores also varied from low to high. This resulted in 𝑏s that were located closer to 
the ?̅?𝑗s than in the homogeneous item-difficulty condition. The 𝑏s equaled 𝑏𝑗1 = ?̅?𝑗 −
0.5, 𝑏𝑗2 = ?̅?𝑗 − 0.2, 𝑏𝑗3 = ?̅?𝑗 + 0.2, 𝑏𝑗4 = ?̅?𝑗 + 0.5. The second condition’s name is 
heterogeneous item-difficulty condition, expressing spread of item-level difficulties along the 
entire latent attribute scale. The healthy and clinical populations had mean coefficient 
alpha’s at least equal to . 7, and item-rest score correlations which exceeded .3. In the 
homogeneous item-difficulty condition, mean item scores ranged from 0.81 to 2.52 (on a 
scale running from 0 to 4) and in the heterogeneous item-difficulty condition from 0.11 to 
3.75. Hence, the simulation set-up generated data that are realistic both in terms of CTT and 
IRT characteristics.  
Determination of Cutoffs for Assessing Clinical Significance 
Clinical cutoffs in IRT.  Following JT (1991), we defined three different cutoffs: that is, 
for cutoff 𝑎 we placed the cutoff at the 90𝑡ℎ  percentile of the 𝜃-distribution in the healthy 
population (i.e., 𝜃cut = 1.28), for cutoff 𝑏 at the 10
𝑡ℎ  percentile of the 𝜃-distribution in the 
clinical population (i.e., 𝜃cut = −0.78), and for cutoff 𝑐 we chose the average of the two 




Clinical cutoffs in CTT. Because in CTT the clinical cutoffs are derived from the sum-
score (𝑋) distribution, which depends on both the item characteristics and the latent 
attribute (𝜃) distribution, we first obtained the population-level X distributions given the IRT 
item and person parameters and then we determined the JT cutoffs 𝑎, 𝑏 and 𝑐 from these 
distributions. In particular, let the item parameters of the GRM be collected in matrix 𝝃 of 
order 𝐽 by 5 (1 slope and 4 threshold parameters). Furthermore, for the healthy (indexed by 
𝐻) and clinical populations (indexed by 𝐶), let 𝑓𝐻(𝑋|𝝃) and 𝑓𝑐(𝑋|𝝃) be the discrete marginal 
distributions of 𝑋 given item parameters 𝝃. To obtain the marginal sum-score distributions, in 
each population the 𝜃-distribution was approximated using 500 quadrature points. For cutoff 
𝑎, we selected the value of 𝑋 that was closest to the 90𝑡ℎ   percentile of 𝑓𝐻(𝑋|𝝃); for cutoff 𝑏, 
we selected the X-value closest to the 10th percentile of 𝑓𝐶(𝑋|𝝃); and for cutoff 𝑐, we used 
the average of the two means of the two marginal 𝑋-distributions. See the online supplement 
for details. 
Simulation Design  
The following four design factors were used: 
1. Change-assessment method. CTT and IRT. 
2. Test length. In order to mimic scales used in practical clinical contexts, test length was 
either 5, 10 or 20 items. Examples of tests with similar test lengths are Outcome 
Questionnaire OQ-45 (Lambert et al., 1996; Social Role subscale: 9 items; 
Interpersonal Relations subscale: 11 items; and Symptom Distress subscale: 25 
items), Montgomery-Asberg Depression Rating Scale (Montgomery & Ashberg, 1979; 
10 items), and Beck Depression Inventory (Beck, Ward, Mendelson, Mock, & Erbaugh, 
1961; 21 items). 
3. Magnitude of true change. True change had four levels: 𝛿 = 0 (no change), 𝛿 = −0.5 
(small change), 𝛿 = −1 (medium change), and 𝛿 = −1.5 (large change). Because 
clinical treatment focuses on improvement, we concentrated on change reflecting 
improvement (i.e., 𝛿 ≤ 0). Also, since in our simulation study the direction of the 
change does not have an intrinsic meaning, we considered the results also 
representative of detecting deterioration (also, see Kruyen et al., 2014).   
4. Item characteristics. Homogeneous and heterogeneous mean item difficulties. 
The design was a fully crossed factorial, with 2 (CTT, IRT) × 3 (Test Length) × 4 (True 
Change) × 2 (Item Characteristics) = 48 cells. In each cell, change scores were simulated as 




follows. We chose 500 equally spaced pretest 𝜃 values (i.e., 𝜃pre) between −2.5 and 3.5. For 
each 𝜃pre value, we simulated 5,000 pairs of item-score vectors, one for the pretest and one 
for the posttest. The 𝜃 value used for generating posttest data depended on the pretest 
value 𝜃pre and true change 𝛿; that is, 𝜃post = 𝜃pre + 𝛿. For each pair of item-score vectors, 
we estimated pre- and posttest latent attribute values (𝜃) using WML estimation and 
computed the observed change and the RCIIRT (Equation 2). For each pair, we also computed 
the sum scores at pretest and posttest, the observed change (𝑑) and the RCICTT (Equation 1) 
using the population-based value of the SEM in the clinical population (see online 
supplement, Table 𝐴1, for details). This resulted in 5,000 replications of CTT and IRT-based 
individual-change assessment at each value of 𝜃pre. The complete design was replicated 100 
times, each time using newly sampled 𝛼𝑗 and b̅𝑗 parameters.  
Dependent Variable 
The dependent variable was the individual classification with respect to individual 
change in the following three exhaustive and mutually exclusive categories of individual 
change: (𝑖) no change; (𝑖𝑖) improvement; and (𝑖𝑖𝑖) recovery. Based on Emons et al. (2007), 
we used a . 10 significance level for testing statistical significance. Emons et al. (2007) argued 
that for high-stakes decisions certainty levels of .90 or higher are acceptable. 
To present the results, we made a distinction between classifications under the zero 
true-change condition (𝛿 = 0) and the other conditions (i.e., 𝛿 < 0). In the zero true-change 
condition, patients whose observed scores showed recovery or improvement did not really 
change, and hence constituted Type I errors. Thus, the percentage of classifications in either 
the recovery or improvement condition (i.e., patients showing reliable change irrespective of 
whether the change is clinically significant) were reported as Type I error rates. For all other 
conditions (𝛿 < 0), we reported population-level percentages of correct classifications into 
either improvement or recovery categories. The population-level percentage is a weighted 
average of the percentages at all 𝜃 levels, where the weights are based on the 𝜃-distributions 
(see Appendix). Overall percentages were referred to as detection rates.  
For the simulations, we developed dedicated software in C++. All other computations 
were done in R (R development core team, 2014). Source code for C++ and R are available 






Zero Change. Table 1 shows the population-level Type I error rates in the zero-change 
(i.e., 𝛿 = 0) condition. 
 
Table 1. Population-Level Type I Error Rates (Entries are Means Across 100 Replications) for 
Detecting Reliable Change at Nominal Significance Level of .10, for Varying Test Length and 





 5 10 20 
  CTT  IRT CTT  IRT CTT  IRT 
Homogeneous  .10 .07 .10 .08 .10 .09 
Heterogeneous  .09 .05 .09 .08 .09 .09 
Note. Values are means across 100 replications. Standard errors of the means ranged from 0.0005 to 
0.001. 
In general, CTT Type I error rates were closer to the nominal 𝛼 = .10 than those of IRT. Both 
in the homogeneous and heterogeneous item-difficulty conditions, CTT had equal Type I 
error rates irrespective of test length. In contrast, for IRT increasing the test length pulled the 
Type I error rates closer to the nominal Type I error.  
To better understand how the two methods differ with respect to their Type I error 
rates, we plotted the Type I error rate as a function of latent attribute 𝜃 (Figure 2). For CTT, 
for homogeneous tests Type I error rates were above nominal level 𝛼 in the middle range of 
the clinical population distribution and below nominal level 𝛼 at the tails. However, for 
heterogeneous tests, Type I error rates were at or below nominal 𝛼. For IRT, both in the 
homogeneous and heterogeneous item-difficulty conditions the Type I error rates were at or 
below the nominal level across the entire scale range, with larger differences at the 
extremes.  These results are consistent with standard errors being underestimated by the 
group-based SEM from CTT in the middle range of the distribution and overestimated in its 
tails. 
 






Figure 2. Type I error rates in the homogeneous (upper panel) and heterogeneous (lower 
panel) item-difficulty conditions.   
 
Moreover, the asymptotically derived standard errors in IRT tend to overestimate the SE, 
particularly in the tails of the 𝜃 scale. This effect diminishes as the number of items increases. 
That is why increasing test length in IRT pushed the Type I error rates closer to the nominal 
Type I error rate across a wider range of the 𝜃 scale. 
Detecting Improvement. For the population of truly improved persons, Table 2 shows 
the mean percentage of improved persons (i.e., 𝛿 < 0, but change is not clinically significant) 
that both CTT and IRT detected. In general, differences between CTT and IRT were the largest 
for short tests (𝐽 = 5), large change (𝛿 = −1.5), and homogeneous item difficulties, where 




Table 2. Population-Level Classification Rates (Percentages Averaged Across 100 Replications) 
for Detecting Improvement in the Clinical Population, for Varying Item-Location Spread, Test 
Length and Test Model, and Three Cutoff Models. 
Cutoff  Homogeneous item difficulty  Heterogeneous item difficulty 
  5 10 20  5 10 20 
  CTT IRT CTT IRT CTT IRT  CTT IRT CTT IRT CTT IRT 
Small change  (𝛿 = −.5) 
a  13 8 24 22 40 41  7 4 13 13 22 26 
b  18 13 28 25 44 43  11 6 15 15 24 27 
c  8 6 18 18 34 37  4 3 9 10 18 23 
Medium change  (𝛿 = −1.0) 
a  29 20 54 51 75 78  17 10 33 35 56 64 
b  41 32 63 60 80 79  23 15 37 37 58 64 
c  18 11 40 39 64 69  9 6 23 24 45 55 
Large change  (𝛿 = −1.5) 
a  45 27 69 58 82 77  30 17 54 52 77 80 
b  61 51 75 71 77 76  37 26 56 55 74 75 
c  24 12 49 36 68 61  15 7.5 36 32 62 66 
Note. Reliable change was tested at a nominal significance level of .10. Standard errors for differences between 
percentages ranged from 0.1% to 0.8%. 
 
found for the three cutoff points. CTT had higher detection rates than IRT for 5 item-tests in 
all conditions and 10-item tests in the majority of the conditions; mean differences ranged 
from 1% to 18%. For the 20-item tests, IRT had higher detection rates than CTT in most 
conditions; mean differences ranged from 1% to 10%. For heterogeneous item-difficulty 
tests, on average CTT had higher detection rates for 5-item tests (mean difference ranged 
from 2% to 12%) and IRT for 20-item tests (mean difference ranged from 1% to 9%). 
Results were ambiguous for the 10-item condition. Increasing test length and the true 
change increased detection rates both for CTT and IRT. 
Detecting Recovery. With respect to detecting recovery (i.e., clinical and statistical 
change) the largest differences between CTT and IRT with respect to mean detection rate 
were approximately equal to 12% (Table 3). For 5-item tests, CTT had higher detection of 




Table 3. Population-Level Classification Rates (Percentages Averaged Across 100 Replications) 
for Detecting Recovery in the Clinical Population, for Varying Item-Location Spread, Test 
Length and Test Model, and Three Cutoff Models. 
Cutoff  Homogeneous Tests  Heterogeneous Tests 
  5 10 20  5 10 20 
  CTT IRT CTT IRT CTT IRT  CTT IRT CTT IRT CTT IRT 
Small change  (𝛿 = −.5) 
a  22 17 33 29 49 47  13 9 18 18 28 31 
b  6 3 12 15 23 35  8 4 12 14 19 26 
c  23 18 34 31 49 48  14 10 19 20 28 31 
Medium change  (𝛿 = −1.0) 
a  47 42 68 67 82 82  27 21 41 44 63 68 
b  16 9 34 38 59 70  16 11 29 33 47 59 
c  48 40 68 68 81 83  29 22 44 47 63 69 
Large change  (𝛿 = −1.5) 
a  69 65 83 83 89 89  44 36 64 67 80 83 
b  28 16 55 50 78 76  26 18 47 51 69 77 
c  68 57 82 82 87 90  47 35 67 70 81 85 
Note. Reliable change was tested at a nominal significance level of .10. Standard errors for differences between 
percentages ranged from 0% to 0.8%. 
 
recovery than IRT across all levels of true change; differences varied between 2% and 13%. 
For 20-item tests, for the majority of the conditions IRT had higher detection rates than CTT; 
mean differences ranged from 2% and 13%. Results were consistent across homogeneous 
and heterogeneous item-difficulty tests and the three cutoff points (𝑎, 𝑏, and 𝑐). For 10-item 
tests, results were ambiguous. In some conditions, CTT produced better detection rates than 
IRT and vice versa in other conditions. Again, increasing test length and true change 
increased detection rates for both CTT and IRT. 
 
3.4 Discussion 
A thorough methodological comparison of CTT and IRT with respect to individual-




that tests contain, say, at least 20 items, but in general the differences between the two 
methods are small. For shorter tests, results are ambiguous and using CTT seems to be a 
good choice. Instead of recommending the exclusive use of IRT for individual-change 
assessment (e.g., Prieler, 2007), we safely conclude that CTT and IRT each have their own 
advantages and disadvantages in different testing situations.  
In order to minimize the burden on patients, shorter tests containing, say, 
approximately 5 items, may be preferred in clinical settings (e.g., Kruyen, et al., 2014). Here, 
CTT seems to better detect change than IRT, but one may notice that detection rates in the 
change conditions (i.e., 𝛿 < 0) should be interpreted taking into account the empirical Type I 
error rates in the no change conditions (i.e., 𝛿 = 0). For short tests, for homogeneous item-
difficulty tests the (unknown) empirical Type I error rates generally were higher for CTT than 
for IRT, and in the middle of the 𝜃 scale Type I error rates were just above the nominal 𝛼 
level. Thus, for short tests IRT suggests individual change less frequently than CTT. This may 
partly explain why CTT more readily identifies improvement or recovery. On the other hand, 
since psychotherapies are meant to bring about positive change, the occurrence of zero true 
change in patients is rare in practice, thus causing Type II errors (i.e., concluding a patient did 
not change when in fact they did) to be more of a concern than Type I errors.  
In general, because for short tests both in CTT and IRT the detection rates were 
generally low (below 50%) when true change was small (𝛿 = −0.5) or medium (𝛿 = −1), we 
do not recommend using short tests if such small changes are deemed clinically important. 
For large true change, detection rates were higher but a true change of this magnitude may 
be rare in practice. Future research may focus on empirical applications of IRT-based change 
assessment to gain more insight in the typical effect sizes. To summarize, we recommend 
using (1) tests containing at least 20 items and (2) IRT for scoring the tests. However, if the 
time and resources for administering longer tests are unavailable, we recommend using CTT 
which has more power when using short tests for detecting change in individuals. Another 
alternative based on IRT methodology is to use adaptive testing (Finkelman, Weiss, & 
Gyenam, 2010). In adaptive testing, the questionnaire is tailored to the current level of 
functioning whereby extreme scores due to floor or ceiling effects can be avoided.  
 An underexposed aspect of IRT-based individual-change assessment is its dependence 
on the fit of the model to the data. The greater the misfit between IRT model and data, the 
less accurate individual-change assessment is. Empirical evidence (Meijer & Baneke, 2004; 




Sijtsma, Emons, Bouwmeester, Nykliček, & Roorda, 2008; Waller & Reise, 2010; Woods, 
2006) suggests that traditional parametric models such as the GRM may be too restrictive to 
accurately describe clinical questionnaire data. Little is known about the robustness of 
individual-change assessment against model violations. CTT methods may be less sensitive to 
misfit and thus be a safer choice when IRT model-fit is questionable or inadequately 
demonstrated. Moreover, IRT methods require substantial samples sizes to obtain accurate 
parameter estimates, rendering CTT a justifiable alternative when samples are smaller. 
Second, most clinicians are familiar with basic CTT concepts such as reliability and SEM, but 
they lack sufficient knowledge of IRT. Because individual-change assessment also serves as a 
way to communicate between the clinician and the patient (Carlier & Roubertoux, 2010), it is 
important that the measurements used have a clear meaning to all parties involved. 
The RCI, whether defined under CTT or IRT, assumes uncorrelated measurement 
errors within individuals. However, when errors are positively correlated, RCI values are too 
low. Such conservative RCI estimates are not necessarily problematic, because researchers 
maintain control over the Type I error rates and power which may remain sufficient to detect 
clinically relevant change. Furthermore, for low-stakes decisions (e.g., monitoring individuals 
throughout treatment), loss of power can be partly compensated by using a higher 𝛼 level 
(e.g., . 10 instead of . 05). When measurement errors are negatively correlated, RCIs are 
overestimated. Such liberal RCIs are problematic, because they may overestimate treatment 
effects. Hypotheses about measurement errors across time can be tested using covariance 
structure analysis (e.g., Singer & Willet, 2003, p. 285). In case of anticipated negatively 
correlated errors, one should avoid using the RCI. More importantly, when measurement 
errors correlate positively across time, it is questionable whether individual-change scores 
can be interpreted meaningfully at all, because they may suggest lack of measurement 
invariance or undesirable idiosyncratic responding.  
We used clinical cutoffs based on a fixed standardized difference of 0.5 between the 
functional and the dysfunctional populations. This resulted in cutoffs that were located either 
at the lower end, the middle, or the higher end of the latent-attribute scale. Consequently, 
the three cutoffs in our study represent clinical decisions at very different ranges of the 
latent-attribute scale rendering the results generalizable to many practical situations. In 
practice, populations may be further apart resulting in an increase of the standardized mean 




For detecting clinical change, we used the JT’s approach which uses clinical cutoffs 
representing different levels of functioning. The use of clinical cutoffs for interpreting the 
clinical meaning of outcome measures is common. For example, clinical cutoffs are available 
for popular outcome measures such as the Hospital Anxiety and Depression Scale (Zigmond & 
Snaith, 1983), the Spielberger’s State-Trait Anxiety Inventory (Spielberger et al., 1983), and 
the Qutcome Questionnaire-45 (Lambert et al, 1996; 2004).  However, JT’s method ignores 
the clinical relevance of change within either the clinical or functional ranges. Moreover, the 
cutoffs are based on sample data and thus are susceptible to sampling error. Therefore, 
another popular approach for operationalizing clinical significance is to define what 
constitutes minimum clinically important differences (MCIDs; e.g., Copay, Subach, Glassman, 
Polly, & Schuler, 2007; Wright, Hannon, Hegedus, & Kavchak, 2012). Observed change that 
exceeds this predetermined value is considered clinically relevant. A common choice for the 
MCID is a half standard deviation of pretest scores. However, research (Jabrayilov et al., 
2015; Norman, Sloan, & Wyrwich, 2003) showed that change that is reliable also is clinically 
meaningful using an MCID based on the half standard deviation rule. Hence, results for 
detecting reliable change when true change is 0.5 in general also apply to detecting minimally 
clinical significant change of a half standard deviation. 
To summarize, under ideal conditions (i.e., using simulated data) IRT produced better 
results than CTT with respect to individual-change detection, but differences generally were 
not as large as one would expect given the optimism the literature expresses (e.g., Prieler, 
2007; Reise & Waller, 2009). Future research might compare CTT and IRT using real data, and 











Computational Details for Deriving Clinical Cutoffs and Standard Error of Measurement  
Let 𝐽 be the number of items and 𝑀 + 1 be the number of ordered answer categories. 
Furthermore, for the graded response model (GRM; Samejima, 1969) let 𝝃 be the 𝐽 × (𝑀 +
1) matrix of item parameters, for each item one slope parameter 𝑎 and 𝑀 thresholds 𝑏, and 
let X be the total score on the 𝐽 items. Finally, we have Q latent attribute values 𝜃𝑞 (𝑞 =
1, . . . , 𝑄), where 𝑄 = 500, that are equidistant between −4 and 4. The conditional 
distribution of 𝑋 given latent attribute value 𝜃𝑞, denoted 𝑓(𝑋+|𝝃, 𝜃𝑞), is a multinomial 
compound distribution (e.g., Kolen & Brennan, 1995). Because a closed form does not exist, 
the distribution is generated using a recursive algorithm (e.g., Emons et al., 2007; Thissen, 
Pommerich, Billeaud, & Williams, 1995). The marginal distribution of X is obtained as follows: 
𝑓(𝑋|𝝃, 𝜇, 𝜎2) =  ∑ [𝑓(X|𝝃, 𝜃𝑞) × 𝑊𝑞(𝜇, 𝜎
2)]𝑄𝑞=1 ,             (A1) 
where 𝑊𝑞(∙) are rectangular quadrature weights approximating the normal distribution with 
mean 𝜇 and variance 𝜎2 (e.g., Baker & Kim, 2004, p. 264). The mean of X in the population is 
defined by 𝐸(𝑋|𝝃, 𝜇, 𝜎2) = 𝑋 ∙ 𝑓(𝑋|𝝃, 𝜇, 𝜎2).  
Clinical Cutoffs for Classical Test Theory (CTT)  
For cutoff (a), we computed the marginal distribution of X (Equation 𝐴1) using 
quadrature weights from the standard normal distribution and as cutoff we selected the X-
value closest to the 90th percentile; that is,  𝑓(𝑋 ≥  𝑋cut|𝝃, 𝜇 = 0, 𝜎
2 = 1) ≈ .90. For cutoff 
(b), we computed the marginal distribution of X using quadrature weights from the normal 
distribution with mean 0.5 and variance of 1 and as cutoff we selected the 𝑋 value closest to 
the 10th percentile of  𝑓(𝑋|𝝃); that is, 𝑓(𝑋 ≤  𝑋cut|𝝃, 𝜇 = 0.5, 𝜎
2 = 1) ≈  .10. For cutoff (c), 
we took the mean of the expected scores in both populations. Figure 1𝐴 of this supplement 
provides a graphical representation of the three cutoffs. 
 
Standard Error of Measurement 
Using quadrature weights based on the distribution in the clinical population, we computed 
the marginal item-score variances (𝜎𝑋𝑗
2 ; 𝑗 = 1, … 𝐽) and total-score variance (𝜎𝑋
2), and 













The standard error of measurement (SEM) equals 𝜎𝑋√1 − alpha. 
 
Computation of the Population-Level Type I Error Rates and Detection Rates 
Let 𝑆(𝜃𝑞) be an outcome of interest conditional on 𝜃𝑞. For example, 𝑆(𝜃𝑞) can be the 
detection rate for detecting a change of 0.5 for persons with 𝜃𝑞 at pretest. The population-
level result for the clinical population is the weighted mean of the conditional results, 𝑆(𝜃𝑞), 
where the weights are the quadrature weights from the 𝜃 –distribution clinical population; 
that is, 
𝑆 = ∑ [𝑆(𝜃𝑞) × 𝑊𝑞(𝜇 = 0.5, 𝜎
2 = 1)]𝑄𝑞=1 . 
Population-level results for the healthy population are obtained in same way, but with 
quadrature weights from the 𝜃-distribution in the healthy population. 
  




Descriptive CTT Statistics for the Items and Tests used in the Simulation Study 
Table A1: Reliability, Item Means, and Item-Rest Score Correlations for the Items and Tests 
used in the Simulation Study. 
 Descriptive Statistic Clinical population   Healthy population 
  Mean SD Min  Max IQR   Mean SD Min  Max IQR 
                                                  Homogenous item difficulties / 5 items 
Cronbach's alpha .83 .02  .78  .87  .02  .82 .02  .77 .86 .02 
Item means 1.90 0.37 1.24 2.52 0.66  1.42 0.34 0.81 2.00 0.61 
Item-rest correlations  .63  .04  .53  .71  .07   .62  .04  .52  .71  .07 
                                                Homogenous item difficulties / 10 items 
Cronbach's alpha  .91   .01  .89  .92  .01   .90  .01  .88  .92  .01 
Item means 1.88 0.36 1.24 2.52 0.62  1.40 0.33 0.81 2.00 0.58 
Item-rest correlations  .66  .05  .57  .74  .08   .66  .05  .55  .74  .08 
                                               Homogenous item difficulties / 20 items 
Cronbach's alpha  .95  .00  .95  .96  .00  0.95  .00  .94  .96  .00 
Item means 1.86 0.37 1.24 2.52 0.64  1.38 0.34 0.81 2.00 0.59 
Item-rest correlations  .69  .05  .59  .76  .08   .68  .05  .57  .76  .08 
                                                    Heterogeneous item difficulties / 5 items 
Cronbach's alpha  .68  .05  .58  .80  .07   .67  .05  .53  .80  .07 
Item means 1.99 1.06 0.27 3.75 1.97  1.59 1.02 0.13 3.50 1.91 
Item-rest correlations  .44  .08  .23  .63  .12   .43  .08  .22  .64  .13 
                                                  Heterogeneous item difficulties / 10 items 
Cronbach's alpha  .81  .02  .76  .86  .03   .80  .03  .73  .87  .04 
Item means 2.00 1.07 0.27 3.74 2.02  1.60 1.03 0.13 3.49 1.90 
Item-rest correlations  .49  .09  .29  .68  .14   .48  .09  .26  .69  .15 
                                                  Heterogeneous item difficulties / 20 items 
Cronbach's alpha  .90  .01  .88  .92  .02   .89  .01  .87  .92  .02 
Item means 2.02 1.06 0.25 3.74 1.97  1.61 1.02 0.11 3.48 1.88 
Item-rest correlations  .52  .09  .33  .71  .15   .52  .10  .31  .71  .17 




Graphical Display of Clinical Cutoffs in the Jacobson and Truax’ (JT) Approach 
 
Figure A1. Cutoff points using hypothetical healthy and clinical population distributions. 
Distribution means equal 0 and 0.5, respectively, and the variances equal 1. Cutoff 𝑎 is at the 
90th percentile of the healthy population, cutoff 𝑏 is at the 10th percentile of the clinical 





Change Assessment Using IRT: An Illustration and Comparison 




Despite its popularity in the psychometric literature, in the practice of psychological testing 
item response theory (IRT) is rarely the preferred method of test-scoring and change 
assessment. Based on empirical data collected with the Outcome Questionnaire-45 in a 
Dutch outpatient sample, we demonstrate individual-change assessment using IRT and 
compare the results to the results obtained by means of classical test theory (CTT) 
methodology. In our study, compared to CTT, IRT was generally more likely to classify 
patients as having changed, that is, having improved or deteriorated. Moreover, results also 
show that test-scoring based on CTT and IRT is not the only factor affecting how and when 
patients are classified as having changed. Rather, test length and the method used for 





Assessing change at the individual level is an essential part of clinical research and 
psychotherapy. Treatments having a modest mean effect at the population level may have a 
substantial positive or negative effect on individual patients (Hiller, Schindler, & Lambert, 
2011; Jacobson & Truax, 1991). More importantly, assessment of patients on psychological 
outcomes such as anxiety, social well-being and general distress is becoming more and more 
popular in clinical practice. These so-called routine outcome measurements (ROMs) are 
assumed to provide clinicians and patients with important feedback on how they responded 
to the treatment. Research (e.g., Shimokawa, Lambert, & Smart, 2010; see also Boswell, 
Kraus, Miller, & Lambert, 2013) showed that such individual-level feedback increases 
treatment effectiveness and allows timely detection of deterioration.   
We address two questions when assessing individual change, thus acknowledging that 
additional issues exist that we do not address here. An example is the validity of the 
measurement and possible shifts in the interpretation of test scores between two different 
measurement points. This is an important issue that we address elsewhere (Jabrayilov, 
Emons, & Sijtsma, 2015). The first question we address here is whether observed change 
reflects real change or whether it is also caused by measurement error? The answer to this 
question establishes whether observed change is statistically significant. Psychological 
outcome measurements are typically obtained by means of (self-report) questionnaires, 
which usually comprise only a limited number of items to minimize the burden on 
respondents (Boswell et al., 2013; Meier, 2008). Because these measurements are distorted 
by random measurement error, conclusions about patients derived from observed change 
scores are uncertain. Uncertainty can be substantial for many patients when short scales 
containing fewer than, say, ten items are used (Emons, Sijtsma, & Meijer, 2007; Kruyen, 
Emons, & Sijtsma, 2014). Therefore, clinicians should take the precision with which individual 
change has been measured into account when drawing conclusions about it. The second 
question is whether the observed change is clinically important or perceived as worthwhile 
by the patient. Low change scores may be statistically significant when reliably measured, but 
irrelevant for the person’s functioning in daily life. To facilitate the assessment of clinical 
importance of change, clinicians need a frame of reference, such as cut-off scores that 
distinguish different levels of functioning. 




So far, individual-change assessment has been predominantly based on psychometric 
methods from classical test theory (CTT; Lord & Novick, 1968). The best example from CTT is 
the widely-used reliable change index (RCI; Jacobson & Truax, 1991). Change assessment 
based on item response theory (IRT; Van der Linden & Hambleton, 1997; Reise & Revicki, 
2015; Thomas, 2011) has been advocated as being superior to CTT approaches, because it 
uses finer-grained estimates of individual-level change resulting in higher precision (e.g., 
Prieler, 2007; Reise & Waller, 2009; Wise, 2004; Thomas, 2011). However, application of IRT 
to real data is complex and far from straightforward. Issues having received only little 
attention are parameter estimation, model-fit assessment, and assessment of clinical 
significance compared to statistical significance. The gap between the complexity of 
theoretical expositions of IRT (see also Brouwer, 2013; Sijtsma, Emons, Bouwmeester, & 
Nykliček, Roorda, 2008), however useful, and practical applications may explain why IRT 
methods are still not the mainstream methodology despite their promising features. To 
bridge this gap, we believe that there is a need for comprehensive, illustrative empirical 
studies addressing IRT-based change assessment that focus on various data-analytic aspects.  
From a practical point of view, given its simplicity one may also make a case for CTT-
based methods and study the degree to which these methods underperform in change 
assessment compared to the more elaborate IRT methods. A useful question is whether one 
can profit from the subtleties of IRT in psychological testing which is often geared toward 
coarse classification of individuals into two or only a few categories, without the need for 
high precision between the cutoff scores. A simpler and albeit less precise statistical 
framework such as CTT may function quite well when coarse categorizations are required. 
Simulation studies comparing IRT and CTT in change assessment performance report 
ambiguous results (e.g., Brouwer, 2013; Jabrayilov, Emons, & Sijtsma, 2015; Sebille et al., 
2010), suggesting that the advantages of using sophisticated IRT methods instead of the 
simpler CTT methods are not self-evident (Lance & Vandenberg, 2008, chap. 2). Moreover, 
there is a lack of empirical research providing head-to-head comparisons of the performance 
of the two approaches when assessing individual change.  
In this study, we used IRT-methods to assess real persons’ change on the Outcome 
Questionnaire-45 (OQ-45; Lambert et al., 1996). The OQ-45 is a widely-used ROM 
questionnaire, which has been translated into several languages. The OQ-45 covers three 




Several studies (e.g., Lambert et al., 1996; Vermeersch, Lambert, & Burlingame, 2000; 
Vermeersch, et al., 2004) have suggested that the OQ-45 is well suited for measuring change. 
For example, Vermeersch et al. (2004) found that, compared to controls, the OQ-45 detected 
significantly more improvement in people receiving psychotherapy. Using the OQ-45 and its 
subscales, we illustrated how IRT facilitates change assessment at the individual level and 
discuss important issues regarding practical implementation of IRT methods. In addition, 
using the same data we examined the extent to which CTT and IRT lead to different 
conclusions about individual change. We discuss the future use of CTT- and IRT-based 






We conducted secondary data analysis using observations from 𝑛 = 540 outpatients 
and 𝑛 = 1,807 members of the general population (De Jong et al., 2007; Timman, De Jong, & 
De Neve-Enthoven, 2016). Clinical data from the outpatients came from three treatment 
departments within two medium-sized mental healthcare institutions in the Netherlands. 
These institutions treat members from an outpatient population with respect to a wide range 
of psychiatric disorders, including mood, anxiety, adjustment and personality disorders. The 
patients underwent therapy and completed the OQ-45 3.78 times on average (Minimum = 1 
session, Maximum = 13 sessions, Mdn = 3 sessions). In total 81 patients completed the OQ-
45 just once. Data from the general population were collected 1) in various businesses, 2) by 
contacting respondents through a phone book and 3) by private research institution TNS-
NIPO. It constitutes a representative sample of the Dutch population with respect to sex, age, 
social economic status and education (De Jong et al., 2007). The sample from the general 
population is also referred to as the non-clinical sample.  
Throughout this study, a distinction is made between the calibration sample, which is 
used to estimate the IRT models, and the study sample, which is used to empirically compare 
CTT and IRT approaches to change assessment. The calibration sample included data from 
the general population and the pretest data in the clinical sample (i.e., 𝑛calib = 540 +
1807 = 2347). The study sample included the patients who completed OQ-45 at least twice 




during therapy, resulting in a sample of 𝑛 = 540 − 81 = 459 cases. In particular, we used as 
pretest data the OQ-45 scores at the very first session and as posttest data the OQ-45 scores 
at the very last session. Across the different subscales, 22, 28 and 25 patients had one or 
more missing scores in the SD, IR and SR subscales respectively. IRT approaches can handle 
missing data but CTT approaches to assessing individual change require complete data to 
obtain interpretable change scores because pretest and posttest total scores based on 
different number of items cannot be directly compared. Therefore, patients with missing 
observations were excluded from the analyses.   
The Outcome Questionnaire-45 (OQ-45) 
The OQ-45 (Lambert et al., 1996; see also De Jong et al., 2007) comprises 45 
questions divided among three subscales, where each subscale covers a different functional 
domain. The Symptom Distress (SD) subscale consists of 25 questions that tap into symptoms 
of the most common types of psychological distress, in particular anxiety and depression. 
Examples of SD questions include “I fear fearful” and “I feel worthless”. The Interpersonal 
Relations (IR) subscale consists of 11 items and measures to what extent respondents 
perceive difficulties in their relationships with family, friends and significant others. Example 
questions include “I am concerned about my family troubles” and “I have an unfulfilling sex 
life”. Finally, the Social Role (SR) subscale consists of nine items that tap into dissatisfaction, 
distress, and conflict with one’s employment, education and leisure activities. Example 
questions include “I feel stressed at work/school” and “I enjoy my spare time”. Respondents 
answer the questions with respect to the past week using a 5-point rating scale ranging from 
0 (never) to 4 (almost always). Positively worded items were reverse scored such that higher 
OQ-45 scores reflect worse functioning.  
Two remarks are in order. First, we used data from the Dutch version of the OQ-45 
(De Jong, Lambert, Nugter, & Burlingame, 2009). Psychometric structure, such as reliability 
and factorial structure, of the Dutch version were extensively studied (De Jong et al., 2007). 
Low loadings obtained from an exploratory factor analysis suggested that item 11 (i.e., “After 
heavy drinking, I need a drink the next morning to get going”), item 26 (i.e., “I feel annoyed 
by people who criticize my drinking or drug use”), and item 32 (i.e., “I have trouble at 
work/school because of my drinking or drug use”) did not fit well into their subscales. In 




(Conijn, Emons, De Jong, & Sijtsma, 2015). Hence, we excluded items 11, 26 and 32 from the 
analyses.  
Second, the 25-item SD scale contains a 12-item subset known as the Anxiety and 
Somatic Distress (ASD) scale, reflecting that several SD items measure different dimensions of 
functioning.  De Jong et al. (2007) suggested using the ASD scale as an additional clinically 
relevant subscale. However, the ASD scores explain 86% of the SD-score variance, suggesting 
high substantive overlap but lower reliability due to smaller test length. Because clinicians 
consider the ASD meaningful, we decided including the ASD scale in the study.  
IRT Modeling of OQ-45  
For the IRT analyses, we used the graded response model (GRM; Samejima, 1969). Let 
𝜃 denote the latent variable of interest (e.g., social distress). The GRM assumes that 𝜃 is 
unidimensional and that variation in 𝜃 fully explains the association between the items; this 
property is technically known as the local independence assumption. Furthermore, let the 
OQ-45 items be indexed by j, such that 𝑗 = 1, … ,45. The GRM describes each item by means 
of four cumulative logistic response functions, which are defined by a slope parameter (𝑎𝑗) 
common to all functions, and four threshold parameters (𝑏𝑗𝑚) one for each function; that is, 
𝑏𝑚 (𝑚 = 1, . . . ,4). The slope (𝑎𝑗) expresses how well the item distinguishes low and high 𝜃 
values. The threshold (𝑏𝑗𝑚) is the 𝜃-value where the probability of scoring 𝑚 or higher passes 
.50. For example, 𝑏𝑗2 = 1.2 means that for item 𝑗 persons with 𝜃 ≥ 1.2 are more likely to 
score at least 2 than below 2.  
Ideally, the GRM parameters are estimated in a sample from the target population. 
However, for some items the extreme answer categories (i.e., 0 = never, or 4 = almost 
always) are rarely chosen. Consider an item on depressive thoughts for example. In a sample 
from the clinical population, respondents are unlikely to respond in the lowest categories 
which reflect near absence of depressive thoughts. As a consequence, the estimation of the 
threshold parameters for these extreme categories proves to be difficult because the 
parameters have to be estimated on the basis of highly sparse data (e.g., Hill et al., 2007). 
Estimating IRT parameters by collapsing answer categories to obtain a higher compound 
category score-frequency is technically possible but undesirable. This is due to the fact that 
using ad hoc collapsed item scales may reduce the scales’ sensitivity to detect change at the 
extremes of the 𝜃 scales for future patients. Therefore, to avoid collapsing answer categories, 




we constructed a calibration sample by combining the clinical sample and the non-clinical 
sample to obtain adequate item-score frequencies. Next, we used multiple-group IRT 
estimation (Bock & Zimowski, 1997) to estimate the GRM; multiple-group IRT corrects item 
parameter estimates for the heterogeneous composition of the sample.  
Another important concern in IRT applications is model fit, especially when individual 
decisions are high-stakes. Conclusions derived from the estimated GRM can be trusted only 
when the IRT model fits the data. Trustworthiness of conclusions when the GRM does not fit 
is difficult to assess, because robustness results are often unknown; hence, we address GRM 
model-fit. Causes of misfit include (1) multidimensionality and/or local dependencies; and (2) 
misspecification of the functional shape between the latent variable 𝜃 and the cumulative 
item response probabilities. Comprehensive statistical tests for the GRM do not exist; 
instead, model fit has to be inferred from a combination of different goodness-of-fit tests, 
each focusing on different model assumptions. We evaluated model fit as follows. First, we 
compared the pair-wise observed inter-item correlations with those implied by the GRM. 
Discrepancies in excess of .15 (Morizot, Ainsworth, & Reise, 2007) indicate local 
dependencies. Second, we graphically inspected the observed response functions so as to 
check whether they exhibited the logistic S-shape typical of GRM cumulative response 
functions (Drasgow, Levine, Tsien, Williams, & Mead, 1995).  
IRT and CTT Approaches to Individual-Level Change Assessment using QO-45 
Testing change for statistical significance. Jacobson and Truax (1991; henceforth 
denoted JT) used CTT to formalize statistical and clinical significance of individual change. JT 
proposed the RCI to assess whether observed change is statistically significant. Let 𝑋pre and 
𝑋post be the total score (i.e., the sum of the item scores) at pretest and posttest, respectively; 
and let 𝑑 =  𝑋post – 𝑋pre be the change score. Because higher OQ-45 scores reflect worse 




,       (1) 
where 𝑆𝐸𝑀𝑑 is the standard error of measurement of the difference score 𝑑. Statistic 𝑆𝐸𝑀𝑑 
describes random variation of the change scores 𝑑 when true change is absent. In practice, 
𝑆𝐸𝑀𝑑 is often computed as √2𝑆𝐸𝑀pre (Jacobson & Truax, 1991), where 𝑆𝐸𝑀pre is the 
standard error of measurent for pretest scores. The RCI is assumed to be standard normally 




one may test whether change is significant. For example, |𝑅𝐶𝐼| > 1.96 means change is 
significant at the 5% level (two-tailed). Significant change is also known as reliable change.  
In practice, the RCI is often defined differently as the minimum number of raw score 
points to be gained or lost to be qualified as a reliable change. For example, the RCIs for the 
Dutch OQ-45 are defined as 55 score points on the total scale, and 14, 10, 8 and 9 score 
points for the SD, IR, SR and ASD subscales, respectively (De Jong et al., 2007). These RCI 
criteria were based on the complete set of 45 items; however, due to the fact that we 
discarded three items these proposed RCIs were not applicable in our study. Therefore, we 
computed the RCIs (Equation 1) using the sample estimates of 𝑆𝐸𝑀𝑑 for the scales from 
which the poor fitting items were removed. 
Generalization of the RCI to an IRT context is straightforward (e.g., Reise & Haviland, 
2005). In IRT, persons are measured on the latent variable 𝜃-scale by means of the estimated 
𝜃pre and 𝜃post scores, so that the estimated change score equals 𝛿 = 𝜃post − 𝜃pre. The 
standard error of 𝛿 is obtained using Fisher information (e.g., Embretson & Reise, 2000; 
Kruyen et al. 2014). Let 𝐼( 𝜃pre) and 𝐼( 𝜃post) be the information at 𝜃pre and 𝜃post. The 










The 𝑅𝐶𝐼𝐼𝑅𝑇 is assumed to be standard normally distributed given absence of change. 
The standard error of the change, 𝑆𝐸(𝛿), reflects the precision with which change is 
assessed and depends on the location on the 𝜃-scale where the change has occurred. 
Consequently, persons located at different 𝜃 values and showing the same absolute observed 
change 𝛿 may produce different RCIs, which can lead to different conclusions about reliable 
change. For example, in IRT a change from 0.5 to 0.2 (𝛿 = −0.3) may be significant, but a 
change from 1.5 to 1.2 (i.e., 𝛿 = −0.3) may not. In contrast, CTT uses the same standard 
error of measurement for all persons, so that, without exception, all equal change scores are 
either significant or insignificant. As a result, several authors (Embretson and Reise, 2000; 
Prieler, 2007; Reise & Haviland, 2005) argued that CTT is unrealistic and that IRT methods 
should be preferred.  




Clinical significance: JT approach. To assess whether change is clinically significant, JT 
proposed dividing the total-score scale into a functional range and a dysfunctional range. 
Patients showing reliable change, whose OQ-45 score moves from the dysfunctional into the 
functional range, are considered to be recovered. When patients showing reliable change, 
move from the functional into the dysfunctional range, JT speak of clinical deterioration. 
Patients showing reliable change but who not pass the cutoff value, are said to have 
improved when change is positive, and deteriorated when change is negative. JT proposed 
three methods to determine clinical cutoff values for distinguishing functional from 
dysfunctional ranges, all based on a normative sample from a functional population, a 
dysfunctional population, or both. A detailed explanation of the JT methods and alternative 
methods is beyond the scope of this paper. 
JT-based clinical cutoff values also exist for the Dutch OQ-45. In particular, clinical 
cutoffs (denotes as 𝑋cut) equal 55, 33, 12, 10, and 19 for the total scale, and the SD, IR, SR, 
and ASD subscales, respectively (De Jong et al., 2007). The original clinical cutoff values were 
converted to clinical cutoff values on the shortened scales. The new cutoff value is the total 
score on the shortened test that has the same percentile rank as the original cutoff value for 
the full-length test. The newly derived cutoff values were 33, 12, 9, and 19, for the subscales 
SD, IR, SR and ASD, respectively.  
We implemented JT’s approach to clinical significance in the context of IRT, by finding 
a cutoff value on the 𝜃 scale (𝜃cut) which distinguishes the dysfunctional and functional 
ranges, comparable to the CTT value. JT’s methods for deriving clinical cutoff values can also 
be applied to IRT scores 𝜃, but to ensure that cutoffs 𝜃cut correspond to the Dutch clinical 
OQ-45 cutoff values for total scores (denoted by 𝑋cut) we obtained the 𝜃cut values as follows. 
Let 𝐸(𝑋|𝜃, 𝝃) be the expected total score under the postulated IRT model with item 
parameters 𝝃 and person parameter 𝜃. For 𝜃cut, we chose the value of 𝜃 for which the 
equality 𝐸(𝑋|𝜃, 𝝃) = 𝑋cut holds. Figure 1 illustrates the transformation of the cut scores on 
the 𝑋 scale (𝑦-axis) into cut scores on the 𝜃 scale (𝑥-axis) for the Social Distress scale 
(detailed discussion follows). In this example, the clinical cutoff value of 33 corresponds to 
cutoff value −0.99 on the 𝜃-scale.  
Clinical significance: Minimum clinically important difference. Sometimes clinicians also 
use rules of thumbs for the minimum change that is considered clinically significant; this is 




MCID is the “half standard deviation rule” (Norman, Sloan, & Wyrwich, 2003). This rule 
defines change to be clinically significant if the change exceeds half the standard deviation of 
the pretest scores in the clinical population. The “half standard deviation rule” seems to be in 
a widespread use, thus ignoring the specific clinical context envisaged, where different 
contexts could require different MCIDs (Wright, Hannon, Hegedus, & Kavchak, 2012). For 
example, using MCIDs based on this rule can underestimate the practical importance of 
change in contexts where even small change on the attribute has a meaningful impact on a 
patient’s daily functioning, or it can overestimate the clinical significance of change when 
only larger differences are meaningful. Therefore, we compared CTT to IRT for three levels of 
the MCID to study the sensitivity of the results to different MCIDs. We studied the following 
three rules: Let 𝑆𝑋pre  be the standard deviation of the pretest scores in the clinical 
population, then MCID = 0.2 × 𝑆𝑋pre  (small effect), MCID = 0.5 × 𝑆𝑋pre  (medium effect), and 
MCID = 1 × 𝑆𝑋pre  (large effect). 
Statistical Analysis and Software Used 
 We compared IRT and CTT with respect to classification of individual patients into 
different categories of individual change. A distinction was made between classifications 
following the JT approach and those obtained using the MCID criteria. For the JT approach, 
each patient was classified into one of the following five exhaustive and mutually exclusive 
categories: (i) Reliable and clinically significant deterioration (RC Det); (ii) Reliable 
deterioration (R Det); (iii) No reliable change (NC); (iv) Reliable improvement (R Imp); and (v) 
Reliable and clinically significant improvement (RC Imp). Following Emons et al. (2007), who 
argued that for high-stakes decisions certainty levels of .90 or higher are deemed acceptable, 
we used a 10% significance level (two-tailed) for testing the null hypotheses of no reliable 
change. For clinical change using MCID criteria we classified patients as having changed (i.e., 
change score exceeds the MCID) or clinically unchanged (i.e., change score is less than the 
MCID), irrespective of whether change was reliable. 
GRM item parameters were estimated using multiple group MML estimation in 
FlexMIRT (Edwards & Cai, 2013; syntax available upon request). The 𝜃 distribution in the 
clinical population was restricted to be standard normal so as to statistically identify the 
latent variable scale. The mean and variance of the 𝜃 distribution were estimated 
simultaneously with the item parameters. Individual person parameters were estimated 




using weighted maximum likelihood (WML; Warm, 1989). Because WML estimates are not 
available in FlexMIRT, we developed our own software in C++ (available upon request from 
the second author), which utilizes Newton-Raphson optimization. 
 
4.3 Results 
Sample Statistics and Mean Treatment Outcomes 
For each of the subscales, Table 1 shows the descriptive statistics and CTT statistics in 
the non-clinical and the clinical samples (pretest and posttest data).  
 
Table 1. Summary Statistics of Subscale Total Scores in the General Population and the Clinical 
Sample.  
 Population 
 Non-Clinical        Clinical Pretest  Clinical Posttest 
 Symptom Distress (SD) Subscale (24 items) 
𝑛 1767 437  437 
mean 𝑋+ 23.63 47.63  41.11 
SD 𝑋+ 11.45 14.98  16.49 
Alpha .90 .91  .94 
SEM 3.54 4.37  4.02 
       Interpersonal Relations (IR) Subscale (10 items) 
𝑛 1773 431  431 
Mean 8.83 15.44  14.43 
Std. 4.87 6.06  6.58 
Alpha .72 .76  .83 
SEM 2.57 2.98  2.71 
 Social Relations (SR) Subscale (7 items) 
𝑛 1779 434  434 
Mean 7.13 10.70  9.62 
Std. 3.57 4.84  4.66 
Alpha .63 .70  .73 
SEM 2.16 2.64  2.42 
 Anxiety and Somatic Distress (ASD) Subscale (12 items) 
𝑛 1786 444  444 
Mean 12.82 23.56  20.34 
Std. 6.43 8.20  8.87 
Alpha .83 .84  .89 
SEM 2.64 3.26  3.00 
Note. Std. = standard deviation; Alpha = coefficient alpha; SEM = standard error of measurement. Item 11 (SD), 





Except for the SR scale in the non-clinical sample, for all subscales coefficient alpha exceeded 
.70. Interestingly, even though alphas were lower in the non-clinical samples, most standard 
errors of measurement (SEMs) were smaller in the non-clinical sample. Smaller SEMs may be 
caused by restriction of range of OQ-45-scores in the non-clinical sample due to floor effects, 
which reduces the error variance and thus the SEM (Lord & Novick, 1968, p. 233). Results 
further show that reliability was higher at posttest than at pretest. This may be have been 
caused by increased sample heterogeneity at posttest (Lord & Novick, 1968, pp. 198-199); 
i.e., some patients may have changed more than others resulting in more variation in OQ-45 
scores after the treatment than before it.  
For each subscale, standardized mean differences between the non-clinical and 
pretest clinical samples were significant at the 1% significance level (independent samples t-
test, two-tailed) and large (Cohen’s 𝑑 values > 1). Mean differences showed that the clinical 
conditions of patients tended to improve between pretest and posttest. They were significant 
at the 1% significance level (paired samples t-test, one-tailed test). Standardized treatment 
outcomes were estimated to be small for IR (𝑑 = −0.16) and SR (𝑑 = −0.16), and 
moderate for SD (𝑑 =  −0.41) and ASD (𝑑 = −0.38). In the absence of control-group 
information, conclusions about causality with respect to the effect of the treatment may be 
imprudent. For example, individual improvement may also reflect a statistical artifact known 
as regression to the mean. For this design, it is impossible to distinguish real effects from 
artifacts for individuals.   
IRT Modeling of the OQ-45 
SD scale. For each subscale, Table 2 shows mean estimated item parameters and their 
ranges. Figure 1a shows the expected total-score and the test-information functions. The 
vertical dashed line in Figure 1a denotes the clinical cutoff; respondents whose 𝜃 value 
reliably moved from the dysfunctional into the functional range clinically improved. Results 
show that the SD scale is most informative at clinical ranges of the 𝜃 scales. Residual inter-
item correlations ranged from −.08 to . 09, which were below the critical threshold of .15. 
For the SD scale, we additionally employed confirmatory bifactor modeling (Reise, Morizot, & 
Hays, 2005) to evaluate whether unidimensional IRT modeling is justified even though a 
subset of items may  
 




Table 2. Mean 𝛼 and 𝑏 Parameter Estimates for the SD, IR, SR and ASD Subscales. 
OQ-
Scale 
𝛼 𝑏1 𝑏2 𝑏3 𝑏4 
SD 1.62  -2.19  -0.66  0.77  2.80  
 (0.67; 2.82) (-4.18; -0.01) (-1.91; 1.18) (-0.45; 2.39) (1.15; 4.14) 
IR 1.42 -1.85 0.08 1.80 3.36 
 (0.55; 2.57)  (-4.54; -0.48)  (-1.61; 1.53)  (0.73; 3.36) (2.03; 5.29)  
SR 1.71 -1.09 0.35 1.49 2.65 
 (0.90; 3.04) (-1.71; 0.00) (-0.76; 1.19) (0.47; 2.25) (1.55; 3.73) 
ASD 1.68 -1.47 -0.18 1.03 2.38 
 (0.91; 2.43) (-3.07; -0.02) (-0.93; 0.91)   (0.28; 1.85) (1.60; 3.33) 
Note. SD: Symptom Distress; IR: Interpersonal Relations; SR: Social Role; ASD: Anxiety and Somatic Distress. 
Minimum and maximum parameter values are shown in parentheses. Latent variable 𝜃 is assumed to be 
normally distributed in the clinical population. 
 
also load on a second ASD dimension (De Jong et al., 2007). Given the bifactor model, all SD 
items loaded on a general factor, whereas the subset of ASD items also loaded on a second 
factor that is independent of the general factor (i.e., the factors are orthogonal). The GRM 
item slopes were 0.86 to 1.17 times higher than the corresponding slopes for the general 
factor in the bifactor model. Hence, local dependencies had little effect on the estimated 
GRM slopes which, following Reise at al. (2007), justifies the use of the unidimensional GRM 
for the SD scale. Graphical item-fit analysis showed misfit with respect to the GRM logistic 
shape, but only for extreme 𝜃 values. We conclude that the GRM did not fit perfectly but well 
enough to consider its fit to the SD scale data adequate for the current application.  
IR scale. Graphs of the expected total-score and the information functions (Figure 1) 
showed that the IR-scale is most informative in the clinical range. The residual correlation 
between the items 7 and 17 equaled .23, suggesting that local dependence was 
problematic. To evaluate the practical importance of local dependence, we followed De 
Cock et al. (2011; also, see Edwards & Cai, 2011) and estimated the slope of item 7 while 
excluding item 17, and vice versa. Estimated slopes decreased by 0.05 (item 7) and 0.04 
(item 17), a difference small enough to suggest that local dependence had little negative 




Figure 1. Expected total-score functions and test-information functions. Dashed lines indicate 
Dutch clinical cutoffs. 











.10. Graphical item-fit analysis showed that GRM expected item-response functions differed 
little from the observed curves nearly everywhere on the 𝜃-scale, except for high 𝜃 values. 
We concluded that the items showed satisfactory fit for the current application. 
SR scale. The fit of the GRM to the SR scale was questionable. First, graphical fit 
analysis suggested that item 12 had the largest misfit. Removal of this item produced better 
model fit but model fit was still questionable for the remaining items. Removal of additional 
items did not further improve the fit. In general, we conclude that SR may not be a 
psychometrically sound standalone test. 
 ASD scale. We recalibrated the item parameters for the ASD scale (Table 2). The ASD 
scale is most informative in the clinical range, but information was less than that of the SD 
scale. Because the GRM fitted well to the ASD items when these items were included in the 
SD scale, we concluded that the GRM fitted satisfactorily to the ASD items. 
Comparing CTT and IRT Approaches 
JT-approach to individual change assessment. Table 3 shows the cross tabulation of patient 
classifications for CTT and IRT based on the JT criteria of statistical and clinical significance. 
Diagonal boldfaced frequencies indicate classification agreement between CTT and IRT. For 
all four subscales, compared to the CTT approach, the IRT approach had more power to 
detect reliable change in patients. For example, for the SD subscale IRT classified 208 (i.e., 
437- 229; 47.5%) and CTT classified 162 (i.e., 437-275; 37%) patients as having changed 
reliably in either direction. Inspection of the off-diagonal elements in Table 3 showed that IRT 
and CTT disagreed in decisions about reliable and/or clinical significance of change for 15% of 
the patients in the SD subscale, 11% in the IR subscale, 17% in the SR subscale, and 16% in 
the ASD subscales. Hence, CTT and IRT agreed in 85% of cases for the SD, 89% for the IR, 83% 
for the SR and 84% for the ASD subscales.  
For each scale, IRT and CTT suggested drastically different classifications for a few 
patients, such as recovery (RC Imp or RC Det) versus no change (NC), but upon closer 
inspection we found that these patients showed change scores equal to 9 or 10, yielding CTT-
based RCIs in the range [−1.46; −1.62], which are just below the critical value of the RCI, 
and IRT-based RCIs in the range [−2.25; −1.77], which are just above the RCI critical value. 
These results suggest that IRT more often detected subtle changes. Similar results were 
found for the other scales. Greater suitability of IRT for subtleties is what we expected.  
  




Table 3. Cross Classification of Patients Based on Jacobson and Truax’s Criteria for Statistical 
and Clinical Significance of Change.  
  IRT-based  
  RC Det R Det NC R Imp RC Imp Total 
Symptom Distress (SD) Scale 
CTT-based:       
 RC Det 5 0 0 0 0 5 
 R Det 2 16 2 0 0 20 
 NC 3 5 227 35 5 275 
 R Imp 0 0 0 69 8 77 
 RC Imp 0 0 0 6 54 60 
 Total 10 21 229 110 67 437 
Interpersonal Relations (IR) Scale 
CTT-based:       
 RC Det 8 0 0 0 0 8 
 R Det 1 11 3 0 0 15 
 NC 4 8 326 9 9 356 
 R Imp 0 0 6 17 2 25 
 RC Imp 0 0 2 5 20 27 
 Total 13 19 337 31 31 431 
Social Role (SR) Scale 
CTT-based:       
 RC Det 3 0 1 0 0 4 
 R Det 4 4 0 0 0 8 
 NC 13 5 337 17 15 387 
 R Imp 0 0 3 16 5 24 
 RC Imp 0 0 0 0 16 16 
 Total 20 9 341 33 36 439 
Anxiety and Somatic Distress (ASD) Scale 
CTT-based:       
 RC Det 6 1 0 0 0 7 
 R Det 2 8 2 0 0 12 
 NC 3 5 278 30 12 328 
 R Imp 0 0 1 29 6 36 
 RC Imp 0 0 0 2 59 61 
 Total 11 14 281 61 77 444 
Note. RC Det = Reliable and clinically significant deterioration; R Det = Reliable but not clinically significant 
deterioration; NC= No reliable change; R Imp = Reliable but not clinically significant improvement; and RC Imp = 
Reliable and clinically significant improvement. Classifications in the same categories by CTT and IRT (diagonals) 
are shown in boldface.  
 
MCID approach to change assessment. Table 4 shows the detection rates for clinically 




Table 4. Detection of Clinically Significant Change Using Three Different Operationalizations of 
the Minimal Clinically Important Difference (MCID). Table Entries are Percentages. 
OQ-Scale  Detection Rate Cross-Classification Detection MICD 
  CTT IRT CTT−/IRT− CTT+/IRT− CTT−/IRT+ CTT+/IRT+ 
Small MCID 
SD scale:  85.1 77.8 13.3 8.9 8.9 76.2 
IR scale:  69.6 75.6 16.2 8.1 14.2 61.5 
SR scale:  89.2 76.6 7.6 15.7 3.2 73.5 
ASD scale:  79.7 78.2 15.1 6.8 5.2 73.0 
Medium MCID 
SD scale:  52.9 50.8 43.5 5.7 3.7 47.1 
IR scale:  40.4 43.6 47.1 9.3 12.5 31.1 
SR scale:  50.5 49.5 39.2 11.3 10.4 39.2 
ASD scale:  49.8 56.1 41.2 2.7 9.0 47.1 
Large MCID 
SD scale:  24.3 227 73.5 3.9 2.3 20.4 
IR scale:  17.4 16.7 77.5 5.8 5.1 11.6 
SR scale:  24.2 22.8 69.9 7.6 6.2 16.6 
ASD scale:  20.9 25.7 72.7 1.6 6.3 19.4 
Note.  CTT− = No clinical change using CTT; IRT− = No clinical change using IRT; CTT+ = clinically significant 
change using CTT; IRT+ = clinically significant change using IRT. SD: Symptom Distress; IR: Interpersonal 
Relations; SR: Social Role; ASD: Anxiety and Somatic Distress.  
In general, detection rates decreased as effect sizes increased. CTT showed higher detection 
rates when change was small (upper panel) and ambiguous results when change was medium 
or large. For the latter two MCID levels, absolute differences ranged between 1% (SR 
subscale) and 6.3% (ASD subscale), with CTT most often performing better than IRT. For the 
ASD scale, IRT performed better. 
 
4.4 Discussion 
In general, compared to CTT, for the OQ-45 scales the GRM was more effective in 
detecting reliable change, but results were ambiguous for detecting MCIDs. Because in a real-




settings the true status with respect to change is unknown and because psychometric models 
such as CTT and the GRM rest on assumptions that are approximations of the data structure 
at best, conclusions should be considered with caution. Based on the characteristics of the 
OQ-45 data, the authors did some simulations to investigate the extent to which results were 
replicable under known and ideal circumstances (details can be found in the Appendix). 
Results of the simulations supported the main findings with respect to differences between 
IRT and CTT to detect reliable change, but as one would expect absolute detection rates were 
higher in the simulations than in the empirical-data analysis.    
Jabrayilov, Emons, and Sijtsma (2015) did an elaborate simulation study, and found 
smaller differences between IRT and CTT results with respect to change assessment 
compared to the differences found in this study. Differences depend on item and population 
characteristics. The item parameters of OQ-45 are well-spread across the 𝜃 scale. For large 
item spread, Jabrayilov et al. (2015) found that IRT performs better than CTT when tests 
contain at least 20 items. Results of the present study may have also been affected by the 
various choices we made. For example, following standard practice we computed the 𝑆𝐸𝑀𝑑 
using the estimated SEM from the pretest. Alternatively, 𝑆𝐸𝑀𝑑 can be computed as a pooled 
SEM from pretest and posttest; that is, as √𝑆𝐸𝑀pre2 + 𝑆𝐸𝑀post
2   (e.g., Maassen, 2009). Like 
𝑆𝐸𝑀𝑑, pooled SEM assumes equal SEMs at pretest and posttest, but it is less prone to 
sampling error (cf. the pooled variance used in the independent samples t-test). The results 
for both SEMs showed minor differences. 
  We used the unidimensional GRM, but many outcome questionnaires are inherently 
multidimensional because they address different facets of functioning (Reise & Revicki, 
2015). Hence, more complex multidimensional IRT models (Reckase, 2009) or bifactor models 
(e.g., Reise, Morizot, & Hays et al., 2005) may be used. The use of more complex models 
comes at a price, however, because defining change in a multidimensional context is less 
straightforward due to the multitude of combinations of directions in which change might 
happen. In addition, more-complex models require larger samples for obtaining accurate 
parameter estimates. Finally, several authors have noticed that multidimensional IRT models 
involve conceptual peculiarities thus questioning their usefulness (Hooker, Finkelman, & 





Two suggestions for future research are the following. First, lack of measurement 
invariance (e.g., Millsap, 2010; Golembiewski, Billingsley, & Yeager, 1976) is a serious topic 
for change assessment. For instance, after treatment patients may perceive items differently 
than before, and similar responses before and after treatment may have a different meaning. 
Different meanings violate measurement invariance across time and invalidates change 
based on pretest and posttest scores. Therefore, future studies should investigate 
measurement invariance in the OQ-45. Second, because no IRT model fits data perfectly, 
there is always some degree of misfit and researchers often do not know what to do when it 
is present in large samples (e.g., Sijtsma, 2012). Researchers would benefit from a clearer set 
of guidelines to evaluate the size of misfit and possible solutions given the desired 
application. 
 To conclude, both CTT and IRT methods have their benefits. CTT is well-known, 
providing easy to use and robust guidelines for detecting individual change. Its simplicity 
helps the facilitation of communication between patient and clinician. IRT is more precise, 
and more flexible allowing technical extensions but less straightforward than CTT to apply to 
real data. 
  





For each patient in the clinical sample, we generated pretest and posttest data using 
his/her estimated pretest and posttest 𝜃 values. Item-score vectors were generated under 
the GRM, where each OQ-45 item was modeled by one slope parameter and four threshold 
parameters. In particular, let 𝜉𝑗𝑚 (𝑗 = 1, … 𝐽, 𝑚 = 1, … ,5) denote parameter estimates of 
item 𝑗, such that 𝜉𝑗1is the estimated slope of item 𝑗, and 𝜉𝑗2, … , 𝜉𝑗5 are the estimated 
threshold parameters (summary statistics for the estimated parameters can be found in 
Table 2). Furthermore, let the 𝑆𝐸(𝜉𝑗𝑚)s be the standard errors of the item parameters, 
which were obtained by means of FlexMIRT (not tabulated). Pretest data and posttest data 
were generated using item parameters that were randomly drawn from their posterior 
distribution, which for each parameter of item 𝑗 is the normal distribution with mean  𝜉𝑗𝑚 
and variance 𝑆𝐸2(𝜉𝑗𝑚). Person parameters were re-estimated from the simulated item-score 
vectors using 𝜉𝑗𝑚. Hence, the item parameters used for simulating the data differed a little 
from the item parameters used to re-estimate the person parameters, where differences 
were defined by the standard errors. This way of simulating the data mimics the idea that in 
reality sample estimates of the items which contain estimation errors are used to estimate 
person parameters. Change was assessed by means of the RCI, using the SEMs from the 
empirical data analysis (Table 1) for CTT and the standard errors of the re-estimated person 
parameters for IRT. Data were simulated 100 times yielding 100 replications, each replication 
based on newly sampled item parameters. Table A1 reports the mean values across the 




Table A1: Detection Rates of Reliable Change in the Simulation Study 
Scale CTT  IRT 
 Empirical Simulated  Empirical Simulated 
SD 37.1% 42.8%  47.6% 51.7% 
IR 17.4% 25.3%  21.8% 31.1% 
SR 11.8% 21.2%  22.3% 32.7% 
ASD 26.1% 36.4%  36.7% 43.3% 









In the absence of measurement invariance across time, change scores based on pretest-
posttest measurements may be inaccurate representations of real change on the latent 
variable. Based on a combination of factor analysis and item response theory methodology, 
we examined measurement invariance in the Dutch version of Outcome Questionnaire-45 
(OQ-45). Using secondary data analysis of a sample of 𝑁 = 540 Dutch outpatients, we tested 
the stability of the factorial structure and the metrical invariance across pretest and posttest 
measurements. Results revealed stable factorial structure from pretest to posttest and minor 
violations of metric invariance for two items in the Dutch OQ-45. However, the effects of 





Assessing psychotherapy outcomes typically involves taking into account the 
difference between pretherapy and posttherapy scores on a self-report questionnaire, thus 
assuming that the test has invariant measurement properties across time. Violation of the 
assumption of temporal measurement invariance renders the meaning of change scores 
ambiguous, because it is no longer clear whether observed change is due to real change on 
the latent variable, or whether it is caused by other, irrelevant factors (Millsap, 2010; 
Schmitt, 1982). Research has also shown that questionnaires failing to demonstrate 
measurement invariance over time tend to have a poor reliability and predictive validity (e.g., 
Alvares & Hulin, 1972; Henry & Hulin, 1987). 
The assumption of temporal measurement invariance is violated when the 
relationship between the responses and the latent variable changes over time. According to 
Golembiewski, Billingsley, and Yeager (1976) this relationship can change in two ways. The 
first type of change occurs when the respondents recalibrate the item response options at 
posttest. For example, at posttest a patient may perceive the response option “often being 
unhappy" to represent levels of unhappiness that are different than levels perceived at 
pretest. Such subjective recalibration of response options invalidates change measurement 
based on pretest and posttest scores, because measurements at both occasions are normed 
by different behavioral anchors. As a result, observed change scores may be high even 
though actual change is small, and vice versa. This type of change is known as beta change 
(Golembiewski et al., 1976).  
The second type of change between pretest and posttest measures is called gamma 
change (Golembiewski et al., 1976), and occurs when respondents’ fundamental 
understanding and definition of a latent attribute changes between measurement occasions. 
For example, respondents may perceive symptoms of distress as an indication of anxiety at 
pretest but the therapy they undergo may have focused on recognizing different types of 
stressors, thus leading the measurement away from anxiety at posttest. Gamma change can 
hinder meaningful change assessment, because pretest and posttest scores represent 
conceptually different latent attributes. Hence, for valid use of outcome measures in 
psychotherapy it is important that both beta and gamma change are ruled out, so that 
observed-score change only reflects real change. Golembiewski et al. (1976) use the 
terminology of alpha change to identify real change. 
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In this study, we investigated possible beta and gamma change in the Dutch version 
of the Outcome Questionnaire-45 (OQ-45; Lambert et al., 1996; De Jong et al., 2007). For this 
purpose, we used a combination of factor analysis (FA) and item response theory (IRT). OQ-
45 is a widely used self-report questionnaire for monitoring patient functioning throughout 
treatment in three different functional domains (Hatfield & Ogles, 2004). These functional 
domains are related to the symptoms of distress experienced on intrapersonal, interpersonal 
and societal levels. However, only when OQ-45 measurements are invariant over time can 
observed change on the OQ-45 be attributed to real change in these functional domains. 
Therefore, we aimed at investigating temporal measurement invariance in the Dutch OQ-45 
by answering the following questions: 
1. Is there evidence of beta change in the Dutch OQ-45 over time and if so, what are 
the consequences for practical change assessment? 
2. Is there evidence of gamma change in the Dutch OQ-45 over time and if so, what 
are the consequences practical for change assessment? 
In quality of life research, occurrence of beta or gamma change is interpreted as 
evidence of response shift (Howard et al., 1979; McPhail, Comans, & Haines, 2010; 
Nieuwkerk, Tollenaar, Oort, & Sprangers, 2007). Beta and gamma change have to be assessed 
sequentially, that is, first, one has to ascertain that the same latent attribute is being 
measured at all measurement occasions before proceeding to investigating possible item 
recalibration (Meade, Lautenschlager, & Hecht, 2005). Therefore, we first concentrate on 
gamma change and then on beta change. 
 
  5.2 Method 
Participants and Data   
A secondary data analysis was conducted using data from 𝑁 = 540 outpatients (De 
Jong et al., 2007). Data were collected at three treatment departments within two medium-
sized mental healthcare institutions in the Netherlands. A wide range of psychiatric disorders 
are treated at these institutions, including disorders related to mood, anxiety, adjustment 
and personality. The patients in the sample all underwent therapy and on average completed 
the OQ-45 3.78 times (min: once, max: 13 times, median: 3 times) throughout treatment. As 




administration, respectively. Patients who were administered OQ-45 only once were 
excluded from the analyses, resulting in a final sample of 412 patients.  
The Outcome Questionnaire-45 (OQ-45) 
The OQ-45 (Lambert et al., 1996) contains 45 Likert items with response options 
ranging from 0 (never) to 4 (almost always). Together the items comprise three subscales, 
which are the Symptom Distress (SD; 25 items) subscale, which taps symptoms of the most 
common types of psychological distress encountered in practice such as depression and 
anxiety; the Interpersonal Relations (IR; 11 items) subscale, which measures problems 
encountered in interpersonal relations; and the Social Role (SR; 9 items) subscale, which taps 
distress on a broader social level including distress encountered at work, during education, 
and leisure activities.  
Two remarks with respect to the OQ-45 are in order. First, the hypothesized three-
factor structure of OQ-45 proposed by Lambert and colleagues (1996) was found to have a 
poor fit to data (e.g., Beretvas & Kearny, 2003; Chapman, 2003; Kim, Beretvas, & Sherry, 
2010; Mueller, Lambert, & Burlingame, 1998). In particular, in the Dutch OQ-45, De Jong et 
al. (2007) have identified an additional subscale containing twelve items from the SD subscale 
which measure symptoms of distress related exclusively to anxiety and its physical 
manifestations. The authors have named this subscale Anger and Somatic Distress (ASD) 
subscale. However, the clinical relevance of ASD as a separate scale of functioning is not yet 
evident (e.g., Jabrayilov, Emons, De Jong, & Sijtsma, 2015). Therefore, we included both the 
hypothesized factorial structure and the empirical structure resulting from our sample in the 
analysis.  
Second, previous studies (Conijn, Emons, De Jong, & Sijtsma, 2015; De Jong et al., 
2007; Jabrayilov et al., 2015) with respect to the psychometric properties of the Dutch OQ-45 
revealed four items (i.e., items 11, 12, 26, & 32), which were problematic either because of 
poor fit with the rest of the items in the corresponding subscales or unobserved response 
categories (zero response frequency in the sample, suggesting irrelevant response categories 
and possibly affecting responses frequencies in the other categories). Therefore, consistent 
with the previous studies, these four items were excluded from the analyses to avoid 
computational problems. After the exclusion of the problematic items, 24 items remained in 
the SD, 10 in the IR and 7 in the SR subscales. 
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Data Analysis Strategy 
Gamma change. In general, to assess gamma change one has to investigate whether 
the number of factors has changed or whether the pattern of fixed and free factor loadings 
for a fixed number of factors has changed from pretest to posttest (Oort, 2005; Schaubroeck 
& Green, 1989; Schmitt, 1982). With respect to the number of factors, based on previous 
studies (De Jong et al. 2007; Lambert et al., 1996) and preliminary exploratory factor analyses 
of our sample data, we compared the fit of three- and four-factor models at both pretest and 
posttest. The most parsimonious model that adequately fits the data was retained for further 
analysis. Gamma change was then assessed by comparing the patterns of free and fixed 
loadings and cross loadings between pretest and posttest in the three-factor model; that is, 
we tested for so called configural invariance (Widaman, Ferrer, & Conger, 2010). Gamma 
change was inferred when either (1) a particular item had the highest loading on different 
factors at pretest and posttest or (2) the number of factors on which the items had 
substantive loadings changed across pretest and posttest. All factor models were fitted on 
the polychoric correlation matrix, using MPlus5.0 (Muthén & Muthén, 1998-2001) and 
weighted least squares means-adjusted (WLSM) estimation. Factor analysis of polychoric 
correlation matrices avoids finding spurious factors in an exploratory factor analysis; these so 
called difficulty factors arise when the item-score distributions are skewed (Embretson & 
Reise, 2000). 
Assessing gamma change with IRT methodology is also possible, but usually avoided 
because it requires the use of complex multidimensional IRT models for which estimation 
problems may easily occur (e.g., Meade et al., 2005; technically, factor analysis only uses 
univariate and bivariate data statistics, whereas IRT is based on full-information methods that 
take higher-order associations into account). Therefore, we concentrated on gamma change 
assessment using confirmatory factor analysis of polychoric correlation matrices (i.e., limited 
information item-factor analysis; Forero & Maydeu-Olivares, 2009).  
Beta change. Beta change was assessed within the framework of IRT. We used the 
graded response model (GRM; Samejima, 1969), which is suitable for modeling data obtained 
by means of Likert items. Let 𝜃 denote the latent variable. The GRM assumes 
unidimensionality, local independence, and a non-linear, logistic (i.e., S-shaped) relationship 
between 𝜃 and the cumulative response probabilities. In particular, for each item this 




equals the number of response  categories minus 1; that is, for a Likert item, 𝑀 = 4 (the 
reason is that the probability of having a score of at least 0, that is, any score, equals 1, which 
is a trivial result). The slope parameter  expresses how well an item distinguishes low and 
high 𝜃 values and thus how strongly observed scores are associated with the latent variable. 
The threshold parameter 𝑏𝑚 (𝑚 = 1, … ,4 for OQ-45 Likert items) denotes the location on 
the 𝜃-scale where the probability of obtaining score m or higher passes .50. Beta change 
amounts to change in the item parameters, either 𝑎, 𝑏, or both, between pretest and 
posttest, provided that items are calibrated on the same scale at pretest and posttest. 
Unidimensionality and local independence were evaluated using the residual correlations 
under the 1-factor model.  
For testing beta change, we used likelihood-ratio tests (LRT; e.g., Lindgren, 1993) that 
are implemented in FlexMIRT (Houts & Cai, 2013) to test whether beta change under the 
graded response model was significant.  In order to examine beta change, we tested equality 
of GRM item parameters between pretest and posttest using the LRT (Thissen, 2001). The 
LRT compares the likelihood of two nested models, one model that assumes that both the 𝑎 
and 𝑏 parameters are equal at pretest and posttest (i.e., restricted model of no beta change) 
and one in which the 𝑎 and 𝑏 parameters for one or more items are freely estimated at 
pretest and posttest (i.e., the general model). A significant LRT suggests that fit of the 
restricted model is significantly worse relative to the general model, thus indicating that 
either the slopes or the thresholds changed from pretest to posttest. 
Beta change can also be assessed by means of factor analysis. It is tested whether 
factor intercepts and/or factor loadings changed between pretest and posttest (e.g., Schmitt, 
1982; Taris, Bok, & Meijer, 1998). Factor loadings are conceptually equivalent to slope (𝑎) 
parameters in IRT. However, the interpretation of the item intercept quantified in factor 
analysis as a factor loading is somewhat different from the interpretation of the 𝑏 parameter 
in IRT. The intercept in a factor analysis can be conceived as the overall item difficulty, 
whereas the 𝑏 parameter defines the popularity of each category. In practice, item intercepts 
in factor analysis are rarely utilized for assessing beta change (Meade et al., 2005). More 
importantly, IRT is better able to exhibit subtle forms of beta change when violations of 
measurement invariance pertain only to some categories. Such beta changes may not be 
visible as changes in intercept in factor models, thus as changes in the average item difficulty.  
 




Gamma Change   
Comparison of the three- and the four-factor models without restrictions on the 
loadings, showed only minor differences in model fit, both at pretest and posttest (Table 1). 
Moreover, according to the CFI and TLI (both above .95) the three-factor model had 
acceptable fit, and according to the RMSEA the three-factor model had moderate fit. These 
results suggest that a three-factor model is an adequate description of the data structure at 
both time points. Therefore, we proceeded with the three-factor model.  
 
Table 1. Model Fit Statistics for Confirmatory Factor Analysis. 
Model Model Fit Statistics 
 RMSEA CFI TLI 
 At Pretest 
3F-unrestriced .086 .952 .944 
4F-unrestricted .079 .963 .954 
3F-restricted .081 .956 .951 
3F-Lambert .121 .897 .891 
 At Posttest 
3F-unrestriced .097 .970 .965 
4F-unrestricted .089 .976 .970 
3F-restricted .090 .973 .970 
3F-Lambert .144 .927 .923 
 
To compare the pattern of factor loadings under the three-factor model between 
pretest and posttest, we used the three-factor model in which the items were allowed to 
load on all three factors as the baseline model. However, because of the small sample size 
relative to the number of estimated parameters and the many cross loadings, the factorial 
solution could be unstable, rendering its generalizability limited. Therefore, we fitted the 
three-factor model restricting all cross-loadings that were non-significant at both pretest and 
posttest restricted to zero, and such that for each factor there was at least one item that 
loaded only on that factor and not on the other factors. These items were used to identify 
the scale. The resulting model fitted well. The pattern of factor loadings that emerged in the 




original three-factor model proposed by Lambert et al. (1996, 2004). Their three-factor 
model was also fitted to the data, but this model showed poor fit both at pretest and 
posttest (TLI and CFI < .95 and RMSEA > .10 at both pretest and posttest). To avoid drawing 
conclusions from a poorly fitting model, we proceeded with the restricted three-factor model 
that emerged in the current sample.  
Closer inspection of the factor-loading pattern under the restricted three-factor 
model (Table 2) showed a consistent configural pattern of low and high loadings at pretest 
and posttest. For the items 3, 5, and 6 the results were ambiguous. These three items loaded 
on two factors, but the factor on which the items loaded highest differed between pretest 
and posttest. However, loadings were small, and they differed significantly at the 5% 
significance level (two-tailed). The standardized loadings on the posttest were generally a 
little higher, which may be explained by an increase in the factor variance at posttest due to 
inter-individual differences with respect to change after therapy. To conclude, the results 
suggest that even though the loadings were unequal (indicating possible beta change), the 
pattern of cross-loadings was comparable between pretest and posttest. Hence, in the Dutch 
OQ-45 gamma change over time is absent. However, the factorial structure is inconsistent 
with theoretical expectations derived from Lambert et al. (1996, 2004), both at pretest and 
posttest.  
Beta Change 
For beta change analysis, we adopted the composition of the SD, IR, and SR subscales (see 
Lambert et al., 1996, 2004; De Jong et al., 2007) to make sure that the results are consistent 
with the practical use of the OQ-45. Previous IRT analyses of the same subscales (Jabrayilov 
et al., 2015) showed adequate fit of the GRM. In particular, inspection of the residual 
correlations under the one-factor model revealed few values in excess of .15 (Morizot, 
Ainsworth, & Hayes, 2007), indicating few local dependencies. Local dependencies may 
hinder effective IRT modeling, because they may inflate the estimated 𝑎 parameters. 
Therefore, for locally dependent item pairs it was tested whether 𝛼 parameter estimates 
were significantly inflated using the Jackknife Slope Index (JSI; Edwards & Cai, 2011). For each 
subscale, none of the JSIs was significant at the 5% significance level. This means that we 
found no evidence that local dependencies bias the 𝑎 estimates. Therefore, we proceeded 
assessing beta change at the subscale level, assuming unidimensionality. 
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Table 2. Factor Loadings for the Confirmatory Three-Factor Model. 
   Pretest    Posttest  
# item Hyp. 3F F1 F2 F3  F1 F2 F3 
1 F1 .581 -.166 .193  .658 -.173 .265 
2 F2  .543 .135   .645 .041 
3  F2 .267 .353 .097  .425 .369 .056 
4 F3 -.065 .295 .611  .023 .124 .704 
5  F2 .404 .358   .400 .462  
6  F2 .324 .307 .229  .243 .443 .169 
7  F1 .269  .149  .342  .308 
8 F2 .362 .388 .096  .302 .397 .133 
9 F2 .179 .660   .168 .712  
10 F2 -.046 .785 -0.16  -.087 .840 -.105 
13 F2 .683 .215   .715 .187  
14 F3 -.179  .507  -.248  .595 
15 F2 .478 .445   .523 .468  
16 F1  .357    .463  
17 F1 .319  .140  .323  .276 
18 F1 .451 .294   .491 .389  
19 F1 .262  .208  .391  .324 
20* F1 .732    .784   
21 F3 .512 .279   .679 .113  
22 F2  .545 .182   .647 .103 
23 F2 .349 .480   .339 .553  
24 F2 .653 .266 -.172  .669 .241 -0.93 
25 F2  .673    .723  
27 F2  .421    .518  
28 F3  .087 .247   .123 .318 
29 F2 -.144 .630 .071  .002 .669 .090 
30 F1 .604  .271  .593  .263 
31 F2 .735 .195   .776 .135  
33 F2  .632    .751  
34 F2  .412 .051   .476 .108 
35 F2  .526    .568  
36* F2  .766    .770  
37 F1 .619 -.174 .203  .759 -.176 .205 
38 F3  .206 .626   .126 .763 
39* F3   .787    .737 
40 F2 .286 .442   .210 .550  
41 F2  .528    .559  
42 F2 .336 .580   .345 .615  
43 F1 .774 -.103 .242  .866 -.213 .260 
44 F3 .167  .711  .182  .668 
45 F2  .435    .568  
Note. * Used for identification in restricted model. Non-significant cross-loadings were restricted to zero; For 
each item the largest loadings at pretest and posttest are printed in boldface; unreported cross-loadings were 
fixed to zero in the model. Hyp. 3F = hypothesized three-factor model of Lambert et al. (2004). 
 
The LRT for testing beta change across time requires a subset of time-invariant items, 
also known as anchor set, which can be used to account for real change in functioning at 




A commonly used strategy to empirically select the anchor set is scale purification (Gonzales-
Betanzos & Abad, 2012). The purification procedure first takes the whole set of items as the 
initial anchor set. Each item in the initial anchor set is tested for significant beta change, using 
the other items as the anchor items. The item showing the highest beta change is removed 
from the anchor set, thus producing a new initial anchor containing one item fewer than the 
previous set. This procedure is repeated until a final set of anchor items is found without 
items showing significant beta change. To avoid inflated Type I error rate, in each iteration 
we used a Bonferroni corrected significance level of  .05/𝑘, where 𝑘 represents the number 
of tested items.  
The scale purification process revealed two items with potential beta change over 
time. These were items 38 (“I feel that I am not doing well at work/school”) from the SR 
subscale, and item 42 (“I feel blue”) from the SD subscale. Final LRT of these items using 
purified anchors confirmed significant beta change in either 𝑎s or 𝑏s: 𝜒2(5) = 21.8, 𝑝 < .01 
for item 38, and 𝜒2(5) = 22.2, 𝑝 < .01 for item 42. For item 38, beta change was caused by 
a change in both the 𝑎s or 𝑏s, whereas for item 42, only the 𝑏s were significantly different 
between pretest and posttest. Table 3 shows the estimated item parameters for these items 
at pretest and posttest. 
 
Table 3. Estimated Item Parameters for the Graded Response Model at Pretest and Posttest 
for Items 38 and 42. 
Measurement 
Occasion 
 Estimated Item Parameters 
  𝑎 𝑏1 𝑏2 𝑏3 𝑏4 
 I feel that I am not doing well at work/school (item 38) 
Pretest  2.15 -0.78 0.05 0.90 1.91 
Posttest  3.44 -0.82 0.16 1.05 1.83 
 I feel blue (item 42) 
Pretest  2.83 -1.23 -0.68 0.42 1.72 
Posttest  3.16 -1.55 -0.53 0.65 1.69 
 
To assess the practical impact of beta change on measurement, for each item we 
compared the relationship between the expected item score and 𝜃 (Figure 1) and expected 
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total score and 𝜃 (Figure 2) between pretest and posttest. The figures suggested that the 
impact of beta change on practical measurement was minimal. Conditional on 𝜃, the largest 
difference between the expected items scores at pretest and posttest was 0.2. This means 
that on average beta change explained at most a change of 0.2 item-score units. Given that 
the items are scored on a 5-point scale, we consider a bias of 0.2 to be practically 
unimportant. Moreover, the effect beta change in items 38 and 42 had on the expected total 
score was negligible as the curves representing pretest and posttest total scores were 
indistinguishable. Therefore, we concluded that even though items 38 and 42 showed 
significant beta change between pretest and posttest, the impact of beta change on practical 
change assessment in the Dutch OQ-45 was negligible.  
 
5.4 Discussion 
Response shift involving gamma change or beta change, is considered an important 
threat to the validity of change scores obtained in pretest-posttest designs (e.g., Howard et 
al., 1979; McPhail, Comans, & Haines, 2010; Nieuwkerk, Tollenaar, Oort, & Sprangers, 2007). 
However, a definitive conclusion regarding the prevalence of response shift and its impact on 
change assessment has not been drawn (Schwarts et al., 2006). Our study provides evidence 
that the Dutch OQ-45 can be used safely in change assessment based on pretest and posttest 
scores despite the beta change in two items.  
Some of the issues to consider with respect to our study are the following. First, 
results for gamma and beta change were based on measurements from the very first session 
and the last time the patients completed the OQ-45. Hence, we did not include data on 
interim administrations. However, given that we used posttest data that were most distant in 
time from pretest, and given that we did not find gamma or important beta change between 
these measurements, we hypothesize that these results also generalize to the other 
administrations. Second, the LRT for beta change with scale purification assumed that there 
is also a set of items that do not show beta change. However, when all items show equal 
amounts of beta change, the beta change is absorbed in the latent variable distribution and 






Figure 1. Expected item scores for items 38 and 42 as a function of 𝜃. Note. SR: Social Role; 
SD: Symptom Distress. 





Figure 2. Expected total scores for the SR and SD scales as a function of 𝜃. Note. SR: Social 





Hence, when beta change is equal across all items, beta change goes undetected using the 
LRT with purification approach.Uniform beta change across all items may appear unlikely, but 
future research may focus on alternative psychometric methods for detecting uniform beta 
change to rule out this possibility. 
We did not find gamma change exhibited by a factor structure that changed from 
pretest to posttest. However, the factor structure found differed from the hypothesized 
three-factor solution Lambert et al. (1994, 2004) proposed. This result is consistent with 
previous studies on the factor structure of the OQ-45 (Beretvas & Kearny, 2003; Chapman, 
2003; Kim, Beretvas, & Sherry, 2010; Mueller, Lambert, & Burlingame, 1998), which also 
failed to support the hypothesized three-factor structure. It is not clear what explains these 
inconsistencies, but it seems that different clinical populations entertain different 
conceptualizations of items (Kim et al. 2010), and conceptualization of items may even vary 
across individual persons. For example, item 21 (“I enjoy my spare time”) was assigned to the 
SR scale, but we found a high loading on the factor related to SD. We believe this is not very 
surprising, because failing to enjoy spare time in the general population may be due to poor 
social relationships, but in clinical patients suffering from depressive thoughts failure may be 
driven by distress. To conclude, gamma change analyses suggested that the same attribute is 
being measured at pretest and posttest, but which attribute is being measured is unclear, 
and also how well the attribute generalizes to other populations.  
For the beta change analysis we used the GRM. In spite of the ambiguous factorial 
structure and the many cross loadings, the GRM fitted the subscales surprisingly well and all 
items in the scale contributed to reliable measurement of the underlying factor. The 
adequate fit can be explained by the high correlations between the factors and the many 
cross loadings causing items to be informative about the underlying attribute even though 
factor analysis assigns the item to a different scale. Another issue when using LRT in IRT is the 
assumption of local independence. The procedure treats pretest and posttest measures as 
independent random samples from different populations. Hence, the procedure assumes 
zero-correlated measurement errors at the individual level. This is a highly restrictive 
assumption, but we notice that zero-correlated errors are also assumed when testing 
individual change for significance using the reliable change index (Jacobson & Truax, 1991). 
For assessing gamma change, we estimated the models separately at pretest and posttest, 
such that correlated errors at the item level, if any, do not play a role. 
Measurement Invariance in the Dutch OQ-45 
83 
 
This study focused on evidence of beta or gamma change at the group level. 
However, group-level indicators may hide important information about beta or gamma 
change within individual patients in these groups. This means that absence of evidence of 
response shift at the group level leaves open the possibility that individual patients changed 
their responses independent of their health change. Future research may focus on methods 
for detecting response shifts within individuals in pretest-posttest designs. One approach 
could be person-fit analysis (Meijer & Sijtsma, 2001), which aims at detecting individuals 
whose response pattern is unlikely given the measurement model. Person fit-analyses has 
been applied successfully to explain cross-sectional differences in aberrant responding 
behavior to the Dutch OQ-45 (Conijn et al., 2015), and time-dependent differences in 
aberrant response behavior on the Spielberger’s Stait and Trait Anxiety Inventory (Conijn, 
Emons, Van Assen, Pedersen, & Sijtsma, 2013). This line of research may be continued by 
considering dedicated person-fit methods for detecting response shift within individuals. 
Such person-fit procedures may warn the therapist against validity failure of self-reported 
individual outcomes. 
To our knowledge, this study was the first attempt to assess temporal measurement 
invariance in measurement by means of the Dutch OQ-45 using a sample of outpatients. Even 
though we did not find evidence of response shift, we think it is premature to draw general 
conclusions with respect to the absence of beta or gamma change in measurement using the 
OQ-45. More studies are needed to deepen our understanding of measurement invariance in 












In clinical settings, assessment of individual persons’ change based on at least two 
test scores is an important procedure to evaluate improvement or deterioration as a result of 
therapy. The psychometrics of change assessment is the topic of this Ph.D. thesis.  
Because of its item-level approach to test scoring, item response theory (IRT) is 
generally believed to be superior in assessing individual change than traditional methods 
from classical test theory (CTT). However, IRT requires more technical knowledge and, as a 
result, elaborate calculations based on IRT can be daunting for those lacking the necessary 
background to apply it to real-data analysis. Moreover, little research is available that 
supports the exact advantages and disadvantages of using one methodology over the other 
in change assessment. This issue is further complicated by the availability of several different 
estimation methods within the IRT framework, each of which may lead to different 
conclusions about change in individual patients. Therefore, deciding which method to use for 
change assessment can be too difficult for researchers lacking the necessary background in 
psychometrics.   
A considerable part of this thesis was dedicated to studying the differences between 
various test-scoring methods with respect to change assessment as well as demonstration of 
the practical application of IRT to change assessment in clinical settings. In the first study 
(Chapter 2), we compared the accuracy of three widely-used estimation methods in IRT (i.e., 
maximum likelihood (ML), expected aposteiori (EAP) and weighted maximum likelihood 
(WML)) with respect to the detection of statistical significance of individual change scores 
based on the JT method. The results of our simulation study showed that, even though the 
differences between the three estimation methods were small, for shorter tests (at most 10 
items) WML was the most accurate. For longer tests (at least 20 items), all three methods 
performed equally well. From this study we concluded that it is better to use (1) WML for 
short tests and EAP for longer tests because EAP is computationally less intensive, and (2) 
longer tests in general as they are more accurate in detecting statistical significance of 




In the second and third studies, we compared CTT and IRT with respect to individual 
change assessment. These studies were based on simulated and real data, respectively. The 
results of Study 2 (Chapter 3) revealed that, although the differences between the two 
methods were small, compared to CTT, IRT detected individual change based on the JT 
method better, provided the tests consist of at least 20 items. However, compared to IRT, for 
shorter tests CTT was better at detecting change in individuals. In general, the results of 
Study 2 showed that short tests (at most ten items) are not optimal for change assessment 
irrespective of whether one uses CTT or IRT. Therefore, we concluded that for change 
assessment tests consisting of at least 20 items and scored with IRT should be preferred 
In Study 3 (Chapter 4), we found that, in addition to CTT or IRT, the method by which 
one judges the significance of change also affects change assessment. We found that IRT is 
more likely to classify patients as having significantly changed if one uses the JT method. 
However, the differences between the CTT and IRT were not clear when we used another 
method for assessing change, that is, the minimal clinically important difference (MCID). 
Therefore, instead of recommending the exclusive use of IRT or CTT for individual change 
assessment, we concluded that each method has its own advantages and disadvantages 
depending on factors such as the individual change assessment method (i.e., JT, MCID) and 
the test length.  
In the last study (Chapter 5), we used CTT and IRT methodology in combination to 
study temporal measurement invariance in the Dutch version of the Outcome Questionnaire-
45 (OQ-45). The OQ-45 is a frequently used instrument for assessing change in clinical 
settings. Temporal measurement invariance is an important prerequisite for change 
assessment based on pretest and posttest scores. To ascertain temporal measurement 
invariance, one has to assure that the factorial structure as well as the interpretation of the 
item response options is the same at pretest and posttest. Our results showed that, despite 
the small violations of measurement invariance over time, change assessment by means of 
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