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Abstract 
The observations· of the 12 · k.nown magnetic white dwarfs are 
reviewed and a list of mechanisms is discussed which could give 
rise to the observed absorption and polarization spectra. 
Part ic1..1l~r ~mrh~ c::; t:! is placed Cr! "t.h~ cbccrT .. "aticn~ cf: .~r1d 
mechanisms important in the 3 magnetic white dwarfs to be modelled 
- BPM 25114, G 99-47 and GD 90. The calculation of continuum flux 
and polarization in these stars is discussed: the ATLAS computer 
programme (Kurucz,1970) is outlined a!l.d the linear the(?ry of 
circular dichroism (Lamb and Sutherland,1974) is described 
together with its effects on radiative transfer. The line 
absorption and polarization is treated in the context of Unno 1 s 
(1956) equations and the line broadening theory and method of 
solution of the equations are presented. The computer programme 
to combine all aspects of the models is described in some detail, 
the calculated absorption and polarization spectra are presented 
and compared with the observations. Good overall agreement was 
achieved. The successes and failures of the approach are 
discussed together with suggestions for future work. 
The current observational and theoretical picture for the ZZ 
Ceti stars is discussed and the analysis of zz Ceti (Robinson et 
al.,1976) is examined in detail. An extensive programme of 
high-speed photometry on L 19-2 is reported, and the data 
reduction techniques described. Initial analysis of the reduced 
data with the approach of Robinson et al. was found to be- fraught 
with difficulties. Instead, frequency analysis was performed 
using the technique of power spectra of unequally-spaced· data 
(Deeming,1975). Five oscillation periods were discovered: ·350, 
192, 143, 113 and 118 seconds. F.ach of these was found to be 
amplitude variable. The 192 s oscillation was found to be 
comprised of a nearly equally spaced triplet of frequency 
components. Second-ordt.:r effects in the frequency splitting were 
discovered. Thus, strong evidence was provided for the presence 
of rotational spli tt.ing of oscillation modes in the low amplitude· 
ZZ Ceti stars. The remaining four oscillation modes were found to 
have two components each, with a third suspected in two cases. No 
equal frequency splitting was seen in any of these. No other 
frequencies with amplitudes exceeding 0.0001 mag were detected in 
the 100 to 1000 s period range. A proposed mode identification is 
given and the uncertainties in the theory discussed. L 19-2 was 
found to have no detectable period variations over the 4.5 year 
interval spanned by all available observations and was thus found 
to be another very stable white dwarf pulsator. 
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1. Introduction To The Magnetic White Dwarfs 
1.1. The Magnetic White Dwarfs And Outline Of This Work 
Since the discovery of the first white dwarf with a magnetic 
field {:;Xcccu.i..ug l iviG (10~ gaussj by Kemp et. al. (1970) a great 
deal of effor~ has been expended on locating and observing similar 
objects and developing theory with which to interpret the 
observations. 12 have been discovered so far (1979.0). These form 
a small group in the identified white dwarfs and are designated DX 
magnetic white dwarfs (MWD). Observationally, they are recognised 
and are distinct from non-MWDs· due to ( 1) any r·ecognisable 
absorption features in the spectrum being displaced from their 
normal positions by the Zeeman effect resulting from '.the presence 
of the magnetic field; (2) the presence of circular and/or linear 
polarization caused by magnetic circular dichroism and cyclotron 
absorption in the star's photosphere. It must be emphasised that 
white dwarfs with magnetic fields in binary sys·tems are excluded 
from the MWD category. Apart from (1) and (2), the group exhibits 
absolute magnitudes, tangential velocities and photometric colours 
which are typical of white dwarfs in general (Angel,1977). 
It is the intention of this work to discuss all the various 
mechanisms giving rise to (1) and (2), emphasising the inherent 
assumptions and limits of applicability of the theory. Within 
these limits, the theory will be applied to three members of the 
MWDs to synthesize in detail their spectra (both intensity and 
polarization) for comparison with the observations. Briefly, the 
procedure to be followed is similar to that of Martin and 
Wickramasinghe. (1978) whose work was published during the course 
of thiH investigation. The ATLAS computer programme (Kurucz,1970) 
is used Lo compute an atmosphere (temperatures, pressures, 
opacities etc.) for each star given its effective temperature, 
surface gravity, chemical composition and dominant opacity 
sources. The result is a table of temperature, gas and electron 
pressure, density, partition functions and monochromatic opacities 
versus Rosseland optical depth. These data are then used to 
calculate a spectrum according to the following procedure : 
consider an area element on the star's surface sufficiently small 
that the magnetic field permeatfng the photosphere is 
approximately constant over the area element. At each wavelength 
of interest, the contribution to the continuum polarization is 
calculated using Lamb and Sutherland 1 s (1974) treatment of 
magnetic dichroism combined with a lineai;ized extension of 
Shipman• s (l97l} zeroth order approach to the radiative transfer·. 
The wavelengths of each Zeeman component of the first four Balmer 
lines are found from Kemic's (1974) calculations and are combined 
with an assumed line profile to yield the line opacity at the 
wavelength under consideration. This line opacity is used in 
Unno's (1956) polarized radiative transfer equations to provide 
the contribution of the line polarization and intensity. These 
contributions are summed to give a spectrum for each area element, 
extending over the range of wavelengths which are to going to be 
compared with the observations. Finally, a magnetic field 
distribution over the stellar. surface is ·assumed and a similar 
calculation takes place for each area element, all of which are 
/ 
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integrated to yield the final synthesized spectrum. 
The above program · is an attempt to account fu1Lly for the 
significant physical processes operating in the photospheres of 
MWDs and to test the rriodelling of these processes by predicting 
what the observations should be. It should be no~ed that many 
assumptions have been made in the above scheme and these will be 
justified as the development of the models is discussed together 
with possible areas of breakdown. The procedure is. applied to 
only 3 of the 12 known MWDs and the reasons for this will be made 
of the observations of all the MWDs and a brief discussion of the 
main features .of the current hypothesis explai.ning these 
observations. Chapter 2 explains the main· points ·of the ATLAS 
programme, the continuous polarization process and the treatment 
of the radiative transfer. The next chapter traces tbe derivation 
of the radiative transfer equations. for the lines ; di.scusses the 
process of Zeeman splitting and what line broadening theory is 
used in the models and concludes with the method of $Olution of 
the equations and the boundary conditions used. In chapter 4, 
salient features of the computer programme for the lines are 
pointed out, the synthesized spectra are presented and compared 
with the observations and the successes and failures of the 
technique are discussed along with suggestions for fut.ure work. 
1.2. The Observations Of Magnetic White Dwarfs 
Before plunging into the details of the observational work on 
each star, it is helpful to have the broad overview of -them in 
mind. Observationally, the MWDs divide into two groups 
(Angel, 1977). The stars of the first group have·, about 1% circular 
polarization, no detectable bread band linear pola.rization and 
absorption spectra with lines or molecular bands which have been 
identified (in some stars tentatively, in otherb more 
conclusively) with Zeeman shifted lines due to hydrogen and/or 
helium, or Zeeman shifted bands of carbon basell mo•_ecules. The 
magnetic.fields causing these effects have been estimated to be in_ 
the range 1 to 50 MG. At 1 MG, the Zee!11an shift is less than 2 
Angstroms (abbreviated A without the superscripted circle) in the 
first four members of the Balmer series while the continuous 
circular polarization is less than 0.05% (Preston, 1970 : 
Angel, 1977). Members of the second group have la.rge circular 
polarization (1-5%), may have linear polarization o.E comparable 
size and have spectra either that are apparently continuous or 
that have features which have not as yet been identified. The 
physical reasons for this grouping will be ~iscussed in section 
1.4 and it suffices to say for the present that the presence of 
the linear component and the si.ze of the circular polarization 
suggests that the strength of the magnetic fields in these stars 
exceeds 50 MG. It is proposed to clasfiify the former group as 
type I MWDs and the latter as type II. Becaus(-:: the main thrust of 
this work is in synthesizing absorption spectra (largely absent in 
type II stars) and because the calculation of polarization and 
Zeeman splitting is only reliable for magnetic field strengths 
under 50 MG, only members of type I stars will be modelled while 
type II stars will be mentioned to contrast with t.ype I arid in 
relation to MWDs as a whole. 
Prior to 1970, it was suggested that if magnetic flux was 
/ 
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conserved·in the collapse to the white· dwarf state of ·evolved 
stars, many white dwarfs should exhibit very large surface 
magnetic fields. First efforts to verify this suggestion proved 
fruitless in spite of the reasonably sensitive equipment used, and 
an upper limit of about 0.1 MG was set on the mean longitudinal 
magnetic field in DA white dwarfs while 0.5 MG was the 
corresponding limit for DB white dwarfs measured by Greenstein and 
Trimble (1967) (Preston,1970; Angel and Landstreet,1970a). 
1.2.1. Grw +70°8247 
In mid 1970 this star was discovered to be a MWD (Kemp et 
al.,1970). It displays 1-3% circular polarization in the visible 
and is a peculiar object with· an almost featureless spectrum 
except for a controversial band at 4135 A and two more at about 
5855 A. The first attempt to explain how continuous polarization 
could arise from a thermal source in a magnetic field was Kemp's 
(1970a) magnetoernission theory from which a field of about 10 MG 
was inferred to be present in Grw +70° 824 7 (Kemp et al., 1970). 
Since then, further observations and discussion in the literature 
have suggested that the absorption features are Zeeman shifted 
molecular helium bands or atomic helium lines. The strong 
circular polarization feature at 3400 A is suspected to be due to 
a continuous absorption edge in helium of the 2 9 P transition 
(Greenstein,1970 ; Angel and Landstreet,1970b ; Kemp and 
Swedlund,1970 ·; Kemp,1970b ; Shipman,1972 ; Wegner,1971 ; 
Angel,1972; Angel,Landstreet and Oke,1972 ; Wickramasinghe et 
al.,1972 ; Landstreet and Angel,1975 ; Wegner,1976). The star 
exhibits appreciable linear polarization and its magnetic field 
has been found to vary between 10 and 50 MG. Questions raised by 
observations of the star are not fully resolved and further 
theoret .. !.cal work on molecular bands is awaited. Angel ( 1977) has 
categoriseu this star as a type II MWD. 
1.2.2. G 195-19 
In 1971, a second MWD, G 195-19, was discovered (Angel and 
Landstreet ,197la ; Kemp et al.,1971 ; Greenstein,Gunn and 
Kristian,1971) to have variable circul~r polarization of order 
0.5% (Angel and Landstreet,197lb). Because of the variability, 
further observations were mctde and a 1. 33 day periodicity was 
detected suggesting that rotation was the cause of the variability 
(Angel,Illing and Landstreet,1972). The feat~reless continuous 
spectrum places this object in the type II group. · 
1.2.3. G 99-37 
Also in 1971, G 99-37 was discovered to be an MWD with about 1% 
circular polarization. It has molecular bands of C~ and CH in its 
spectrum. From the polarization measurements, its magnetic field 
strength is esti~ated to be about 4 MG, clearly a type I object 
(Landstreet and Angel,1971 ; Angel and Landstreet,1974 ; 
Liebert,1976). 
1-4 
1.2.4. G 240-72 
The DC white dwarf G 240-72 was discovered to exhibit linear 
polarization of about 1.5% and circular polarization of about 0.5% 
(Angel et al.,1974a) . The circular polarization in the blue and 
the red are of opposite sign. The spectrum has a very broad 
shallow depression (20%) in the region 4400-6300 A. Because of 
this and the presence of the sizeable linear component. , this star 
- .1.. ... __ 
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1.2.5. G 227-35 
TT 'lA'l .. TT""\. 
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The white dwarf suspect ·G 227-35, which has no· detectable 
absorption features, was found to be a MWD with strong circular 
polarization (Angel et al.,1975). There is a 3% maximum at 4500 A 
and the polarization rises again to 8% in the near infrared. 
There is no linear polarization and the star is again thought to 
be of type II from the strength of the polarization. 
1.2.6. GD 229 
Swedlund· et al. (1973) discovered circular and linear 
polarization in this object indicating that it is a MWD. 
Subsequent observations (Greenstein et al.,1974) revealed a 
striking spectrum of broad absorption features, the strongest 
being 50% deep at 4185 A and 250 A wide. The features are 
unidentified as yet but it has been argued that the strongest is 
due to cyclotron absorption in a 250 MG magnetic field. This 
contentton is ~upported by a coincident feature at 4185 A in the 
circular FOlarization spectrum and a large broad V band linear 
polarization measurement of 3% which can only be formed in such a 
high field (see section 1.4). On the other hand, a number of a-
components of an atomic line could be the cause but there is no 
obvious identification (Angel,1977). The latest observations by 
Greenstein and Boksenberg (1978) argue that the cyclotron 
absorption hypothesis is unworkable because only an 
unrealistically homogeneous magnetic field over the stellar 
surface could form such a feature. The star's circular 
polarization is about 1% and varies with wavelength while the 
linear component is 3% over a broad band. Both are suspected to 
be ~ariable (Swedlund ~t al.,1973) but this has not been confirmed 
(Kemp et al.,1974). Both this object and Grw +70 8247 are hot 
stars and their spectra hav_e been compared ( Greenstein et 
al.,1974). Wegner (1976) takes up this theme and gives an 
extensive discussion of the possible causes of the various 
absorption features in their spectra. 
1.2.7. LP 790-29 
Another MWD with similar characteristics is LP 790-29. 
Discovered by Liebert and Strittmatter (1977), it was observed by 
Liebert et al. (1978b) and found to have about 10% circular 
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polarization and a very broad, 75% deep absorption feature of 850 
A equivalent width, together with other less significant features. 
The principal one is thought to be due to the Swan bands of C~ 
while the others are possibly due to Zeeman shifted.band heads in 
a field of 100 MG. It is clearly a type II object. 
1.2.8. PG 1015+01 
Green et al. (1978) report that this star is a MWD with 1.5% 
circular polarization which is periodic {about 100 minutes) again 
suggesting rotation. The sta~'s temperature is about 10000K and 
it has shallow but definite absorption components which .cannot 
obviously be identified with Hor He, even if Zeeman shifted in a 
field up to 50 MG ·{Angel, 1978b). The star is thus believed to be 
of type II. 
1.2.9. Summary Of The Type II Objects 
With the exception of G 99-37, all the above stars are suspected 
to be type II objects. It is obvious that they are not a 
homogeneous group and have only the presence of a magnetic field 
as a common property as inferred from the strength of the circular 
and/or linear polarization. In many cases, the size of this field 
is known only to order of magnitude. In addition, many have 
featureless spectra or spectra with unidentified absorption 
components or spectra of molecular bands. The present work is 
aimed at constructing models of stars with hydrogen absorption 
features and- field rtrengths typical of type I stars. Thus, all 
the above stars are individually of no special inter.est to this 
scheme. The remaining· four nf the group of 12 MWDs display 
absorption lines that are strongly .::::.:tspected to be due to Zeeman 
shifted components cf atomic hydrogen or helium. In addition, the 
magnetic fields thought to e:idst in these stars are < 50 · MG, for 
which Kemic {1974) has calculated the positions and strengths of 
the Zeeman components of hydrogen and helium , while the· 
linearized theories of magnetic circular dichroism are also 
adequate in this regime •. Thus, models of these stars can be made 
according to the previously mentioned scheme and the observations 
of them are of special interest and will be discussed in the next 
section. 
It should be noted.that these 12 stars arG not the only high 
magnetic field degenerates. An additional 4 are listed in Angel 
(1978b). However , these are all in complex systems where 
accretion disks and mass transfer are important and they are thus 
. .
outside the scope of this work. 
1.3. Feige 7 And The DA Magnetic White Dwarfs 
The majority of white dwarf stars are designated DA because of 
the predominance of hydrogen in the chemical composition of their 
atmospheres and in the absorption lines in their spectra. None of 
the stars discussed so far can be designated DA. Indeed Elias and 
Greenstein (1974) conld find no magnetic stars among the list of 
DAS that· they 
the first DA MWD 
1. 3 .1. GD 90 
tested. 
: GD 90. 
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However, Angel et al. ( 1974b) identified 
This star has well resolved identifiable Zeeman structure in HP 
,Hr and H&. It also has circular polarization with maxima of 
about 5% whid1 are coincident. wi .:.h the absorption features w.i1iie 
no linear polarization has been detected. There is no evidence of 
spectrum variability which suggests that the magnetic field of the 
observable disk is constant in time. The Zeeman shifts are 
compatible with a field varying over the stellar surface between 4 
and 9 MG (Angel et al.,1974b). The authors also conclude from the 
depth of the absorption features that the eld is cons.tant over a 
substantial fraction of ·the stellar disk" at least 20%. Recent 
observations by Brown et al. (1977) have extended the list of 
absorption features. They also compute the predicted continuum 
polarization from Kemp's (1970a) magnetoemission theory using a 
value of the magnetic field derived from the Zeeman splitting. 
This is then compared with the observations and· consistency can 
only be achieved if Balmer edge effocts are included in the 
calculation. They find no evidence for time variability in the 
magnetic field. 
1. 3. 2. G 99-4 7 
The star G 99-47 is an interesting object because it is a very 
cool white dwarf. It was found to be magnetic with 0.4% circular 
polarization {Angel and Landstreet,1972). It was classified as 
featur~:les~.- type DC" by Greenstein et al. (1971) and has an 
effective temperature of 5700k according to Greenstein (1974). In 
1974 and 1975, Liebert et al. (1975) detected an H«- Zeema.n pattern 
in the star. They interpret the single feature in their spectra 
as being due to the Tr component (unpolarized) of He:: shifted 21 A 
shortward by a mean longitudinal field of 16 MG. The two~ 
components will be too weak to · be dc~l:ected except by their 
circular polarization and this is fou.nd to be . present at 
wavelengths on both sides of the absorption feature indicating a 
surface field varying between 8 and ·25 MG. The authors explain 
the absence of the other Balmer lines by the fact th.at the Balmer 
decrement steepens as the effective t,emperature decreases. This, 
combined with the broadening due to the magnetic field (see 
section 1.4), . is likely to ma};:e higher series members 
undetectable. The star is, in fact, so cool that it is near the 
temperature below which the Balmer lines disappear, even in 
non-magnetic atmospheres (Liebert et al.,1975). The authors 
modelled the intensity and polarization spectrum crudely, and 
found a good fit to the data although th~ polarizction 
measurements were made in channels at least 160 A wide. '['hey 
report a'discrepancy·in the field strength calculated from the 
continuum cirular polarization and that found from the modelling 
of the single absorption feature which they attribute to errors in 
the former due to some uncertainty in the magnetic circular 
dichroism theory and the effects of radiative trans in a cool 
atmosphere. 
> 
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1.3.3. Feige 7 
The star Feige 7 was discovered to be a MWD by Liebert et al. 
(1977). It was originally classified DC (no features deeped than 
10%) -but is now known to have a rich spectrum of weak absorption 
features and variable circular polarization. The latter varies 
sinusoidally with zero mean, 0.3% amplitude and a period of 2.2 
hours. The spectrum is interpretable in terms of Zeeman shifted 
hydrogen ~nd helium lincG in~ field of 10 to 20 MG. The spectrum 
varies slightly over the polarization period and this suggests 
that the variability is due to rotation. The authors propose that 
the star is an oblique rotator with the magnetic axis inclined at 
24° to the rotation axis which is in the plane of the sky. The 
star is very hot, with an effective temperature as high as 28000K 
which makes it the hottest magnetic degenerate star. The star is 
unique among white dwarfs in that it has both neutral hydrogen and 
helium lines of comparable strength in its spectrum.· From this, 
helium must be the dominant atmospheric constituent but the H/He 
abundance may well vary over the stellar surface due to the 
presence of the magnetic field which must be very homogeneous due 
to the relative sharpness of the absorption features (Liebert et 
al.,1977 ; Angel,1977). Surface varying photospheric abundances 
due to magnetic fields have been found to play an important part 
in explaining the spec_tra of some magnetic A stars. Liebert et / 
al •. propose some possibilities to test this hypothesis for Feige 
7. A centred dipole with an orientation as described above has 
been found to fit these constraints rather well. Because a dipole 
configuration is strongly suggested by the data ·and because its 
high effective temperature indicates that it is recently formed, 
the authors point out that this white dwarf is a significant test 
for theories explaining the origin and evolution of magnetic 
fields in MWDs,·especially for the hypothesis that argues that the 
fields are quite complex initially with high on~er field 
multipoles decaying with time. 
The latest observations by Greenstein and Boksenberg (1978) have 
been compared with a number of model atmospheres and~ significant 
continuum depression has been observed shortward of 5000 A. This 
has been explained by absorption of unresolved Zeeman components 
of Hand He. 
1.3.4. BPM 25114 
The final DA MWD is the most-clearcut and recent example: BPM 
25114. Suggested by Wickramasinghe and Bessel! in 1976, it has 
been confirmed to be a magnetic DA by ·further observations 
(Wickramasinghe and Bessel!, 1976 ; Wickramasinghe et al.,1977 ; 
Wegner,1977a) and has been modelled fairly successfully by 
Wickramasinghe and Wegner along the guidelines attempted in this 
thesis (Wegner,1977a; Martin and Wickramasinghe,1978). The star 
is found to be variable in its photometric colours, its specrtum 
and its circular polarization spectrum. Its·spectrum shows a well 
resolved Zeeman triplet in H~ and other distinct features 
shortward of this which, the above models suggest, are due to 
Zeeman split components of H~ and H)'". All the variations are 
found to be periodic on a ti~e scale of 2.84 days (Wegner,1977a) 
and in phase with each other. The models give good spectral 
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agreement and the star is thought to be ad oblique rotator with a 
polar field of about 40 MG, the dipole being inclined at an angle 
to the line of sight which varies by as much as 30 degrees during· 
a rotation period (Martin and Wickramasinghe,1978). In unpublished 
work, Wegner and O'Donoghue attempted to explain the light 
varia~ions on the basis of the oblique rotator, by modelling the 
U,B,V colours from calculations of the spectrum changes in one 
rotation period. It was found6 however, that the spectral changes 
were not sufficiently large to fully account for the colour 
't~;;ri:1~-~;:.r,~ ~.~-.:-:.;:::..:--;: .. ~(~- m, __ --·---- , __ _J_ /_.,::.e ____ t •• .! ___ ,,-.•---.--~--···- .. --
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around 20000K) and strong wavelength dependent circular and linear 
polarization is predicted on the basis of the models. At the 
moment, sufficiently detailed polarizatiori observations are 
lacking, and these are awaited to provide a check on the models so 
far (Martin and Wickramasinghe,1978). 
This completes the review of the ·.data to be 
next section makes some general commments 
attempt to explain the general features of the 
intepreted. The 
on the MWDs in an 
observations on the 
basis of what is theoretically predicted about their behaviour. 
1.4. Principles DeducF.!d From The Observations 
1.4.1. Absorption Features 
A particularly striking fact about some of the MWDs-- is the 
absence of the usual Stark broadened and well defined absorption 
lines but instead, the presence of very shall~, features spreading 
across many tens and even hundreds of Angstroms. Other MWDs bave 
no absorption features in their spectra at all. This is expJ.ained 
by the phenomenon of 'magnetic broadening'. The magnetic field 
removes the energy level degeneracy in the radiating atoms and 
splits each Balmer line into a number of sub··cornponents whose 
wavelengths are shifted away from the field-free values by amounts 
depending on the strength of the field. At relatively low fields,· 
the linear Zeeman effect is dominant which results in a triplet 
structure with one component, the IT component, remaining at the 
field-free value while two t7' components appear on either side of 
the 1T component, and shifted from it by equal increinents in 
frequency_ (or energy). At progressively higher fields, the 
quadratic Zeeman ef:Eect becomes of increasing importance. This 
term is dependent upon the fourth powei of the principal quantum 
number n, and so the quadratic Zeeman effect is equal to the 
linear at 10 MG for H4 while almost negligible for HoC(Angel,1977)~ 
The quadratic shift is always a blue shift and so each triplet 
component is now further split into many more sub-components : 
thirty components in all fo:c HS for example. At 10 MG, the 
furthest apart of these thirty lines are separated by nearly 300 A 
(Kemic,1974). The result is that in a star with a comp1etely 
homogeneous field of 10 MG, there are no\v th:L:r.ty components of 
varying strength spread over 300 A, in the place of the original 
single line ( see also fig. 3). In a star with a distribution of 
field strength over the disk, each of these components is shifted 
by varying amounts (depending on the local field strength), with 
the result that a shallow, extremely broad absorption feature is 
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formed. In Wegner's (1977b)mvdels of Hp.line profiles, he shows 
how the classical Zeeman triplet, which is still recognizable in a 
dipole field of polar field strength 20 MG, rapidly becomes 
unrecognizable as the field is increased to 50 MG. From these 
considerations we may conclude that : (i) MWDs with low fieJ.ds 
will have recognizable absorptiop features : (ii) Stars with high 
fields will exhibit a complicated line structure; (iii) Stars with 
inhomogeneous magnetic fields will have any recognizable 
absorption features made less conspicuous due to the smearing out 
. .. . .. .. . ,.., . . .. 
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Zeeman sub-components; (iv) MWDs with fields in excess of 50 MG 
may well exhibit only continuous spectra because their lines have 
been split and 'washed out' by the very strong inhomogeneous 
magnetic field. to such an extent that they merge with the 
continuum. The wavelength dependence of the line absorption 
coefficient is more similar to ·.that of a continuous absorption 
coefficient than to the normal field free line absorption 
coefficient. 
1.4.2. Polarization Features 
MWDs display continuous circular polarization which is due to 
two causes : circular polarization because of bound-bound ,, 
transitions in atoms or molecules in the photosphere and 
continuous circular polarization as a result of the circular 
dichroism exhibited by continuous absorbers in a magnetic field 
(more fully discussed in the next chapter). · The former may 
exhibit a Zeeman triplet structure in low fields with polarization 
of 10 to 20%. In high fields, this structure may become washed 
out as described in the discussion of the absorption features, 
with a consequent reduction in size to a few percent or less. The 
latter cause will also result in polarization of order 1.% which is 
smoothly continuous with wavelength, associated with the 
continuous absorption processes. There may be discontinuities if 
the bound-free absorption coefficient has edges, e.g. the Balmer 
jump. Thus the spectrum of ~ircular polarization will be smooth 
except for those features due to absorption lines or bands or 
due to bound-free absorption edges. 
As mentioneg_previously, linear polarization is also seen in the 
MWDs. Again , there are three mechanisms responsible : (i) 
polarized radiation from absorption lines, emitted perpendicularly 
to the magnetic field. This follows from Unno's equations of 
polarized radiative transfer. It will obviously be evident onl~ 
at wavelengths where the -- line absorption coefficient is 
significant, and may be strong (10%) over ~hese regions. The 
field geometry is very important in determining the strength of 
this source of linear polarization since linear polarization 
produced in two oppositely directed fields will cancel; (ii) 
magnetic linear dichroism. This is quadratic in the field 
strength and is negligible in the visible below fields of 10 MG. 
Furthermore, any linear polarization produced in the photosphere 
by the above mechanisms is likely to be severely attenuated by 
Faraday rotation (Sazonov and Chernomordik,1975). This causes a 
rotation in the plane of polarization as it propagates through the 
photosphere. The result is that linear polarization tha.t is 
emitted at different depths iD the photosphere will be rotated by 
different a.mounts by the time it reaches the surface thus 
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scrambling up any ordered structure rendering it undetectable 
(iii) cyclotron absorption. Free electrons spiralling around 
magnetic field lines are accelerated and thus may absorb radiation 
and re-emit both linear and circular polarization. In the visible 
, the effect is not significant below 10 MG. Above 10 MG, it may 
become very significant (Lamb and Sutherland,1974 : Angel,1977). 
Models of cyclotron and synchrotron (relativistic cyclotron) 
radiation emitted from the corona and the magnetosphere have been 
built to explain observed linear and circular polarization in MWDs 
In summary, the following poirtts may be noted: (1) Circular 
polarization arises in MWDs because .of absorption features; 
magnetic circular dichroism and cyclotron absorption. This will 
be smoothly continuous except at wavelengths where the line 
absorption features are not washed out by field inhomogeneities, 
or where bound-free absorption ed~es occur or where cyclotron 
absorption is not washed out by field inhomogeneities (cyclotron 
absorption takes place at discrete frequencies for a Jixed field 
strength). (2) Linear polarization arise because of line or band 
absorption, magnetic linear dichroism and cyclotron absorption. 
It is insignificant for fields under 10 MG. (3) MWDs with low 
fields will display continuous circular polarization of the order 
of 1% and little or no linear polarization while those with large 
fields should diplay strong circular polarization (<5%) and linear 
polarization of the same strength. This refers only to continuous 
polarization of both kinds. Low field stars may exhibit strong 
polarization features (linear and/or circular) in the region of 
absorption features although this is less likely for the linear 
component which is subject to Faraday rotation, the effects of 
which will not be incorporated in the modelling procedure-of this 
work. 
Table 1-1. Summary Of The Magnetic White Dwarf'r 
Name 
Field 
Strength 
Spectrum (MG) 
TYPE I 
GD 90 
G 99-47 
BPM 25114 
Feige 7 
G 99-37 
TYPE II 
Grw+7d8247 
GD 229 
·G 240-72 
G 195-19 
G 227-35 
LP 790-,29 
PG1015+01 
H 
H 
H 
H,He 
CH,C:i. 
He? 
Unident 
Cantin 
Cantin 
Cantin 
c,. 
Unident 
5 
20 
40 
18-20 
4 
50? 
100? 
Representative 
Polarization 
Cir (%) Lin 
<0.15 
0.4 
1.0? 
0.3 
0.8 
3 
1 
0,5 
0.8 
3 
5 
LS 
<0,1 
<O.l 
2 
3 
l. 5 
<0.13 
<0.1 
Absolute 
Magni.:.ude 
M" 
12.63 
14,58 
11. 54 
11.48 
14.28 
12.14 
11. 21 
14.49 
13.62 
14.07 
Tangential 
Velocity 
(km/s) 
13 
41 
35 
39 
15 
41 
19 
52 
83 
33 
--- .- .-----------------------------------------.----------------
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1.4.3 •. Type I And. II Magnetic White Dwarfs 
The summary points in the discussion of absorption and 
polarization features above, form a foundation for the typing of 
MWDs as introduced earlier and as displayed in table 1 of Angel 
(1977) reproduced above as table 1-1. Type I stars have fields 
below 50 MG. This means that they show continuous circular 
polarization of 1% or less, show no continuous linear polarization 
.c - - ··- ~ - .... - -
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may be recognized. •rype II stars show strong circular and linear 
polarization in accordance with their high field strengths (the 
only exception is G 227-35 .which shows little linear but strong 
circular polarization: this anomaly is unresolved as yet), and 
continuous spectra or spectra with inidentified absorption 
features. Note that the field strengths are undetermined but are 
deduced as being high because of the strength of the observed 
polarization. The uncertainties in the magnetic circular 
dichroism theory, particularly evident at high field strengths, 
together with the lack of supporting evidence from the spectra, 
make the task of identifying the polarization sources and deducing 
the magnetic field strength an extremely difficult undertaking in 
these type II stars. 
It should now be clear that observations of MWDs may be strongly 
influenced by selection effects thus possibly explaining why there / 
is an apparent lack of DA MWDs. To classify a white dwarf as DA, 
necessitates identifying Balmer lines in the star. In type II 
stars, this would be near impossible because of the washing out of 
the lines by the strong field.· In type I stars, depending upon 
the field strength, the task is difficult due to the significant 
Zeeman shifts which result from fields in excess of 1 MG 
(Borra,1976 ; Borra,1973 ; Angel,1977). There may indeed be a 
genuine lack of magnetic DAs relative to non-magnetic DAs due to 
some as yet unknown cause, but at this stage, t1:1e above 
considerations make it. hard to decide if this is true G= not. 
Only type I stars are recognizable as DA and 3 out of 5 of these 
have been classified as having hydrogen spectra a~yway. 
Because this work is concerned only with type I stars, 
mechanisms which are only significant in type II stars will be' 
omitted from the modelling process. Thus, cyclotron absorption 
and magnetic_~inear dichroism will not be studied here. 
1.4.4. Variability In Magnetic White Dwarfs 
Three of the twelve show variability in polarization and/or 
spectra. This is attributed to a different magnetic field 
geometry being presented to the observer, almost certainly due to 
rotation. In the case of the variable DAs (or semi-DAs), BPM 
25114 and Feige 7, an oblique rotator. model seems to fit the data 
quite well. This refers to the case when the magnetic axis of 
symmetry is not coincident with the axis of rotation, causing 
different aspects of the field geometry to be presented to the 
observer .as the star rotates. This results in both polarization 
and spectrum variability. In the case of the type II star G 
195-19, the periodically varying polarization has been attributed 
to variable composition over the stellar surface. On the other 
hand, it has also been explained by the existence of a magnetic 
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'spot', a .region of enhanced fj.eld, which rotates with the star 
(Landi Degl'Innocenti,1976). 
In conclusion, the observational dat~ for the 12 MWDs have been 
briefly reviewed in this chapter and a list of mechanisms which 
could produce the observed featuresf has been discussed. It 
remains now to Choose the correct mechanisms for each star and 
combine them in their appropriate degree of importance to model 
the observed behaviour. The three stars which are going to be 
studied are BPM25114, GD 90 and G 99-47. The modelling procedure 
is c~-:-+-.:: ~ ~ ~ }~ ::.~pp::::-opri,:i.t2 fl-:.~ P-::ige 7 ~ I~•::.v-te-~72:;:. +-~~ r,-:-.-~.-~::::~ ~ ~ 
not as simple a.s for the former three due to the considerable 
abundance of helium in this star which is not as simple to deal 
with as hydrogen. Moreover, it was learned that D.T. 
Wickramasinghe and his co-workers were working on this star and as 
a result, it was not considered further. 
The first aspect of the models to be constructed is the 
behaviour of the continuum and this is the subject of the next 
chapter. 
/ 
/ 
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2. The Atmosphere· And 'I'he Continuum 
2.1 •. The ATLAS Computer Programme 
It should be pointed out at the outset that no attempt is made 
to· inclu.d.c t:-:.c ""+=+=-- .... ,... ... ,_ ... _.;,._ ........ _ .,_._, :n0vgnct. i c -~ ... --L:0 Li.!.. ~_: ••••- - C 
.!.. • ... t..t.!. ·-· J.... 
temperature, gas pressure etc. with mean optical depth through the 
atmosphere. This course is also .followed by Martin and 
Wickramasinghe (1978) who point out that these· effects could be 
significant if the field varies with depth setting up a magnetic 
pressure gradient. Their model of BPM 25114 suggests that a 
variation in field strength by·. a factor greater than two, the 
spread due to a dipole configuration, is needed to explain the 
observations and that this could come about if the magnetic field 
has a dominant influence on the structure of the star leading to a 
distorted configuration as suggested by Mestel (1967) for the 
magnetic Ap stars. Nonetheless, we shall assume that the 
atmospheres of the modelled white dwarfs are not significantly 
different from non-magnetic white dwarfs of the same atmospheric 
properties. To include the effects of magnetic pressure would 
make the problem excessively complicated especially when it is 
recalled that the pressure is non-isotropic and does not directly 
affect neutral gas. 
It is not the intention here to give a detailed.account of model 
atmosphere theory or even describe the derivation of the 
algorithms used in the ATLAS computer programme. Instead; a brief 
outline of the stages in calculating a model atmosphere will be 
traced and, in the next section, the particular application to 
MWDs will be discussed. 
The first step in any calculation is the choice of an initial 
temperature distribution. In ATLAS, this is the grey tempc=ctture 
distribution. Next, the equation of hydrostatic equilibrium is 
solved iteratively until self-consistency is tichieved in the 
distribution of total pressure and mean optical depth. It is at 
this stage that magnetic pressure is omitted from the total 
pressure. The assumption of local thermodynamic equilibrium (LTE) 
is adopted and this is fully justified in white dwarfs where 
scattering is unimportant due to the high densi_ty of the 
photosphere. It breaks down at very small optical depths of 
course, but these regions do not contribute significantly to the 
emergent radiation. Using the LTE assumption, the statistical 
equilibrium equations are solved to yield the number densities of 
atoms in each atomic state. In the next stage, ATLAS computes the 
total opacity at each specified frequency by summing up 
contributions from a wide variety of sources : hydrogen, helium 
and metals etc. whose inclusion is controlled by setting the 
appropriate opacity switches in the input to the programme. Once 
the opacities are known at each frequency, the programme 
calculates the radiation field: the source function, intensity 
and flux~ The flux is integrated over frequency and it is 
compared to the flux from a black body of the same temperature as 
the effective temperature of the star (given by Stefan's law) • 
Finally, the temperature correction is performed. This consists of 
adjusting the temperature distribution to give the required flux 
at eB.ch optical depth. In ATLAS, three correction procedures are 
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employed ·: deep in the atmosphere, the flux is sensitive to 
temperature and the flux error is reduced by using the 
Avrett-Krock (1963) ten~erature correction procedure ; at the 
surface, the flux is no longer sensitive to temperature but the 
flux derivative is, so the temperature is corrected by using the-A 
correetion procedure of Bohm-Vitense (1964) ; a third algorithm is 
used to smooth out the distribution in the transition region 
between where the other two methods are appropriate. Having thus 
arrived at a new temperature distribution, ATLAS returns to the 
beginning to start a fresh i~eration by re-solving the hydrostatic 
equilibrium equation. The programme then continues iterating 
until the errors in the flux and its derivative are down to a few 
percent which is about the limit of meaningful· accuracy. 
After convergence has b'een attained, everything is known about 
the atmosphere: ATLAS provides a table of temperature, pressur~, 
density, electron number density, partition functions, all as a 
function of Rosseland mean optical depth. This table is then read 
in to the lir.e calculating programme as will be seen i_n chapter 4. 
In addition to the above structural quantities, wavelength 
dependent quantities such as monochromatic opacity and flux are 
tabulated at each specified wavelength. 
We now discuss those considerations which are of particular 
releva.nce to the compL1tations of the atmospheres of the actual 
three MWDs modelled. 
2.2. Computing The Magnetic White Dwarf Atmospheres 
Since it is necessary to include the effects of hydrogen line 
blanketing on the structure of the atmospheres of the three stars, 
but at the same time needing the programme to 1,rovide a line free 
continuum for· use .in the line calculations, the following 
procedure is used: the programme is allowed to itera~r. as~uming 
that the line absorption is the same as that in a uormal 
non-magnetic DA white dwarf i.e. the greatly Stark-broadened 
Balmer lines. In this way, line blanketing is crudely included in 
the calculation of the atmospheric structure. Of course, the line, 
blanketing is likely to be much greater than this in many cases. 
If the magnetic· field is so atrong that it spreads the Zeeman 
components over a wide wavelength range, the above line blanketing 
calculation will underestimate the true blanketing effect. This 
point will be returned to in the discussion of the results. For 
the final iteration, however, the line opacity is not included 
when computing the radiation field. In order tc ensure that the 
temperature, pressure and other distributions are not affected by 
this 1 incorrect 1 flux, the temperi'iture correc:tion is omitted from 
this final iteration. Thus, the final models yield crudely 
line-blanketed atmospheric structure and line-free continua. 
2. 2 .1. GD 90 
The effective temperature of this star is taken from Eggen (1968) 
as 12000K and the surface gravity used is log g = 8. The chemical 
abundances are 'normal' i.e. the same as int.he sun and the 
dominant opacity sources arc HI and the negative hydrogen ion, 
all other opacities provided in ATLAS (Kurucz,1970} being 
/ 
/ 
Figure 4. Illustration of the process of parabolic interpolation 
in Kemic's tables. The crosses represent 4 wavelengths 
for a particular Zeeman sub-component at four field 
strengths. Two parabolas are fitted through the points 
as shown and the interpolated value is taken as the 
mean of the two parabolas evaluated at the interpolated 
field strength Bmo· 
/ 
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insignificant. Greenstein's (1974) effective temperature of 
15000K was also tried but yielded lines that were too weak. 
2.2.2. BPM 25114 
The atmosphere for this star is computed with log g = 8, normal 
abundances and dominant opacity source HI. Other opacity sources 
were found to ba negligible. The 
between 17000K and 25000K. At the lower value, the lines were 
found to be too strong while at the upper value the slope of the 
continuum was unacceptable. The best agreement was found with 
Teff = 20000K. . 
2.2.3. G 99-47 
Multichannel spectrophotometry by Greenstein (1974) yielded an 
effective temperature of 5700K. The slightly higher value of 
6000K used.in the present model was found to give better agreement 
with the observed depth of the H~ absorption feature. The 
non-detection of metal lines at 6000K in a non-magnetic white 
dvlarf necessitates the metal abundance being O. 001 of the solar 
value or less (Weidemann,1975). As usual, log g = 8, the He/H 
ratio was 0.1 and the opacity sources included were HI, the cool 
star metal opacities of ATLAS . (Kurucz,1970) .and the negative 
hydrogen ion, the latter of which was dominant as expected. 
2.3. Magnetic Circular Dichroism 
This completes the description of how 
three DA MWDs were calculated. We 
continuum polarization. 
the atmospheres of the 
next turn to a study of 
The first attempts at understanding the polarization behaviour 
of a thermalised gas in a magnetic field were made by Kemp· 
(1970a), and refined by Chanmugam et al. (1972) and corrected by 
Kemp ( 1977) • Kemp considered bound-~bound transitions in a 
magnetic field, of harmonic oscillators maintained at uniform 
temperature by a thermostat. The system, a 'gray' body, has the 
property of constant spectral absorptivity i.e. it exhibits a flat 
featureless spectrum. Using both a quantum-mechanical and 
classical treatment, he showed th&t the result of imposing a 
magnetic field on this system was the appeara~ce of a net circular 
polarization given at frequency vi) by 
q(w) ~ ~/w, WL = 4: C 
e 
where G..>._ is the Larmor frequency. This result is a first order 
effect in the magnetic field and is based on the so-called 
'rigidity' of the wavefunction against magnetic perturbation, a 
phenomenon discussed more fully a little further on. Kemp 
extended this model to considering free-free transitions in a 
magnetic field. It should be noted that this radiation is not 
cyclotron radiation which results from a charged particle 
radiating due to being accelerated into circular motion in a 
2-4 
magnetic field. Rather, this radiation arises from 
electron-nuclei collisions where the motion of the electrons 
between collisions is not rectilinear but circular, in rotatio~ 
about a magnetic field line. The dichroism arises because the 
collisions in which the magnetic force on the electrons acts in 
the same direction as the Coulomb force, will acclerate the 
electrons more strongly causing them to radiate more strongly than 
those collisions in which the electric and magnetic forces are 
opposed. Since these two types have orbits with opposite senses 
l,-F ~-.-.-:-;:-,·~~.-.~. -:-1-;:::.:.i -:-;::,.-=?~::-.-:-::- ,-,1=·1:,,-.:::~-:-~ ::;::.7".:.:;:..:::: c,·f= .-~-:-.-~i1~i- p.-.~;:.-:-~7_;;~~.-.~ 
with unequal strength (Angel,1977). By considering a reference 
frame rotating with the cyclotron frequency, Kemp removed the 
circular paths of the electrons and treated the situation as in 
the magnetic field-free case and deduced that the net circular 
polarization is proportional to the ratio of the Larmer frequency 
and the observed frequency, as in· the harmonic oscillator case 
(Kemp,1970a). 
A major source of continuous opacity in white dwarfs is 
bound-free transitions and the resultant circular dichroism due to 
moderate magnetic field strengths was treated by Lamb and 
Sutherland (1974). At optical wavelengths, the bound-free opacity 
of helium is well-represented by the hydrogenic result because the 
emission and absorption of radiation is due to transitions of an 
electron in an excited state while the other electron , tightly 
bound in the 1 S state, effectively screens the nucleus so its net 
charge is only +le. The use of the hydrogenic wave-functions is 
thus fully j:ustified in the case of helium. Also, as the dipole 
radiation approximation is fully justified for bound-free opacity 
in the optical (Lamb and Sutherland,1974), we need only analyse 
the behaviour of the dipole absorption coefficient for both 
hydrogen and helium bound-free opacity. 
Bound-free~pacity ~s due to the absorption of radiati6n of 
frequency ev by an electron in a bound·state of negative energy 
, -I; with some initial wa·ve-fun ::"':ion, to a continuum state of 
energy 1\c,., -I, with some final ~;c1.vefunction. Now suppose the 
magnetic field is weak enough so that the quadratic Zeeman effect 
is not significant in r~latjon to the linear effect. Because the 
linear Zeeman Hamiltonian is diagonal, the initial state 
wave-function is unaltered by the field. This is the 'rigidity•· 
of the wave-function against magnetic perturbation which is the 
basis of Kemp's harmonic. oscillator treatment. In this case, only 
the bound state energy changes by mt.1'\c..,,_ where mv is the initial 
state magnetic quantum number. Now the matrix element in the 
absorption coefficient, see equation 2.3.1, is a weighted overlap 
of the bound and free electron wave functions. Thus, if the final 
state 'free' electron wave function is similarly unperturbed out 
to an atomic distance of the order of the bound state radius, the 
zero field free electron wave-function ·will be a good 
approximation to the free electron wave-function in the matrix 
element for the non-zero field case. Of course, at greater 
distances, the free electron wave-function is badly distorted and 
must spiral around the field lines. Th.is approximation is valid 
if the free electron kinetic energy term is much larger than the 
quadratic Zeeman energy term in the Hamiltonian. In this case, 
the free electron·wave-function is approximated by the zero field 
one with a linear Zeeman shift, m1 ~~~, in the energy. The 
condition for the quadratic Zeeman effect being negligible is 
8mc 2 
where r is the bound state radius. This reduces to 
n 4 B7 <<1000 
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where B7 . is the field Htrength in units of 10 MG, and n is the 
pr i:{:~al *-:tUa.!!.tt. .. u~~ ; ·· .... ~ ...... ~ • I:0:..- Eo.l~·(tei- se:::i~s {:t:.~2;, t..11l.~ .i.s 
still valid at 50 MG. The condition on the free electron kinetic 
energy is 
p2 e2B2 
2m >> 8mc 2 
<r2> << <r 2> 
. L 
or 
where r1.. is the Larmor radius and r the bound state wave function 
radius. 
Having laid the foundations and stated where the approximation 
is valid, . the derivation of the dichroism formula is 
straightforward. Since we are in the linear regime1 each bound 
state is split into a triplet of states as described in section 
.1.4. The wave-functions for the three are identical, as " 
established above, w'.hile the energies are linearly shifted : one 
state being identical to the z.ero field state, two others shifted 
above and below by "nc.>1.. There are thus three absorption 
coefficients : K0 ,K.,K_. Evidently, if the zero field absorption 
coefficient is given in the dipole approximation by 
K0 = canst. x w E j<fld li>l 2 o(E -E.-fiw) 
. i,f q g 1 (2.3.1) 
canst. x wf(w) 
(E" is the initial energy (-·I}, E; is· the final energy, "ric.., is the 
photon energy and <f 1 d,_I i> · is the matrix element of the 
transition) then the magnetic field lea.v~s unchanged the matrix 
element and only alters the energy term in the s;-function with th~ 
result that the other two absorption co~ff.icients are given by 
K+ = const. wf(w + wL) (2.3.2) 
Lamb and Sutherland illustrate this formula for the case of 
hydrogen and their diagram is reproduced in fig. 1. It is now 
easy to see why the circular d:i.chroism arises and to calculate 
quantitatively its size and spectral dependen~e: radiation caused 
by transitions from the level associat(~d with opaci. ty K0 , is 
unpolarized, while radiation from the other two levels is 
oppositely circularly polarized. Hence, the fractional difference 
in the opacities is 
= 
K+-K-
o 
_ const.w( f(tu+wL) - f (01-wr,}] 
const.w.f(w) 
(2.3.3) 
and provided the magnetic field is small enough so that oi.<<(,), a 
Taylor expansion yields 
6K 
Ko 
df 
dw' 
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(2.3.4) 
w 
This is a very useful formula supposing that f(w) is well 
represented by some simple power law over a restricted wavelength 
interval, say 
f (w) ·== kw 0 
then .a.K/K0 reduces to 
'"L 
= B w f3 = 2a 
6K << l 
'Ko 
(2.3.5) 
Examples of~ are 8 for hydrogen, 5.7 for He (Angel,1977). 2.3.5 
is thus a formula of fundamental importance in magnetic circular 
dichroism which is valid for all sources of continuous opacity in 
white dwarf atmospheres, both bound-free and fre·e-·free. Of 
course, the constant~ depends on the opacity in question. The 
formula is based on a linear theory and its validity is being 
stretched eve~ at fields of about 50 MG. 
Notice that in an atmosphere with ma.ny different kinds of 
continuous absorbers, the valu.e off, is a weighted average over 
the various individual values, the weight being the corresponding 
opacity: in the case of three opacity sources, for example, 
w 
• K1 6K1 = 81-
WL 
w 
.K2 6K2 = 82--
-w 
L 
w 
• K3 t.K 3 = /33-
WL 
The total ;~ K is the algebraic su~ of the individual .AK" for the 
same reason that th8 total opacity is the sum of the individual 
opacities and so 
6.K = w (81K1 _ + 82K2 + f33K3) 
WL 
Finally; because of the fact that 
then 
6.K = B1K1+B2K2+f33K3 w 
Ko K1+K2+K3 WL 
and for the general case of many absorbers 
I f3. K. · 
6.K -- ( i l l) -~ 
Ko-\ ~K. W2 
l l . 
(2.3.6) 
Notice from fig. 1, the opacity near the absorption edges changes 
discontinuously so that the approximation 6K/K0 is small, must fail 
in these regions which extend 60 A and 300 A on either side of the 
Balmer and Paschen edges respectively, as shaded in the graph. 
' ! ' 
' ' 
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Lamb and Sutherland calculate the polarization in these regions 
but we shall not attempt to do so because they are not.in regions 
of the spectrum where observations exist at the. moment for the· 
stars to be modelled. We do, however, point out that such 
calculations justify the sta.tements concerning continuous circular 
polarization features near opacity edges, made in section l.4, and 
expect that features in the observations might arise due to edges, 
as is postulated for Grw +70°8247. 
Having determined, to first order at least, the effect of a 
Inagnet.ic field. C·i1 1:·C·~ri·:!-f~e~ frce-fz-ei& ; -;::c r!U\,._:-
to demonstrate the effect of this circular dichroism on radiative 
transfer and calculate the circular polarization of the emergent·. 
radiation. 
2.4. Radiative Transfer Of Circul~rly Polarized Radiation 
We shall follow closely the treatment of Shipman ( 1971) but 
extend the approximation made in his calcu1ations from zero to 
first order. In regions where the opacity is due to continuum 
sources alone and thus slowly varying with frequency, we may 
expand the function fin equation 2.3.2 as a Taylor series 
. df 
= const.w.f(w) + const.w.(w-tuL)dw 
\ . 
or K+ =Ko+ oK 
provided c.,t. < <av or SK< <K,.. Defining optical ·aepths t, t+ and t_ 
appropriate to K0 ,K~ and K~ we have 
and 
dt+ 
dt-
dt 
= K+dM 
= K.:.dM 
= KodM 
~ dt+ = K+/Kodt 
dt_ = K-/Kodt 
- ' 
,dM = pdx. 
from eqs 2.4.1 and 2.4.2, it follows 
t+ = fK+d.M = f(K+oK)dM = t + at 0 
-·-. 
(2.4.2) 
that 
and 
t = JK dM = f(K-oK)dM = t - 6t 
- -
0 
. (2.4.4) 
Using these relations, let us calculate the difference in emergent 
fluxes of the two oppositely polarized kinds of radiation: 
where S is the source function and·E,. is the second exponential 
integral. Let us change the variable of integration to the 
unshifted optical depth scale t. Hence 
H -H = ~1ts<t+(t))E2(t+(t})KK+dt - ~Jtsct_(T))E2(t_(t))KK_dt 
+ - 0 0 
Note that the dependence of Sin LTE on the three optical depth 
scales is through the temperature distribution T(t),TCt+) and T(t_. 
). At each. physical level in the atmosphere, there is a unique 
temperature so the numerical value of the source function at each 
level is the same and may be set equal to the unshifted optical 
/ 
,.· 
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depth I s source. function S ( t) • We may further expand the 
exponential integrals in a first order Taylor series yielding 
E2 (t+<t» = E2 (t> + E2 (t> ct 
E2(t_(t)) = E2(t) E2(t)ct so that 
H+-H- = ~Jt{s(t) [E~(t) + Ez(t)ot]K+ - S(t) [E2(t) - E2(t)ot]Ki}dt 
· Ko o 
Now, assuming that the magnetic field at the surface does not vary 
deeper in the photosphere, A K/K., from equation 2. 3. 5 does not vary 
with t. Also from equation 2.4.1, AK/~=2SK/Y-., so that 
. ot = f cKdM = CK fKdM = toK 
Ko o. . Ko 
Using .this. relation and the fact that {K+ +K_) /Ktt=2 then the above 
relation for the fluxes reduces to 
00 , • liK 
H+-H- = ~fo {s (t) (E2 (t) + tE2 (t) ]~t 
0 
Also to fi~st order 
Since E,_{t):.:-E• {t)., .the first exponential 
expression for the circular polarization is 
liK 
= H+-IL = J;s (t) {E2 (t) - tE1 (t)}7'dt 
q H++H_ f;S(t)E2(t)dt 
integral, the final 
' . 
In the case of a linear source function and 6K/K~O.l, this 
solution is identical to Shipman's (197i) solution and differs 
from the exa6t solution which may be evaluated analytically. In 
the case of a realistic temperature distribution for a 12000K 
model DA white dwarf at 5000 A, the values of q are respectively 
4.4%: 5.2% and 4.3%. Thus the above is an improvement over 
Shipman's work in realistic cases. 
In the present work, 2.4.5 was integrated using the results of 
the model atmosphere calculations which provide the dependence of 
the functions in the integrand on t, the Rosseland optical depth. 
The source function is the Planck function from the LTE 
assumption. The fractional circular polarization, q, .was combined 
with the .results of the polarization calculations for the line 
absorption which will be described in the next chapter. This, 
then, completes the section on the calculation of the continuum 
flux and polarization and we next consider the lines. 
iz 
/ 
/ 
/ 
I 
I 
X 
Figure 2. Co-ordinate system for representing the polarization. 
The z-axis shows the direction of the line of sight. 
The z-x plane contains the magnetic vector OH and~ is 
the angle zOH. 
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3. The Polarization And Absorption Lines 
3.1 •. The Unno Equations 
In describing the Unno equations, we shall merely outline their 
de1-i11atie:1·1 sir1ce ~1-.:.e d~Lc:.ils a~c~ U8s:...:.r:l.0t-:!U ..t.u. U11r10 (1956). 
Considering fig. 2, taken from Unno's work, \jJ is the angle between 
the magnetic field and the line of sight, the z-axis. The x-axis 
is orientated in such a way that the magnetib field, represented 
by the vector H, lies in the x-z plane. 51 , 5:t and £1 , £ 2 are the 
amplitudes and phases of the electric vector components along the 
x and y axes and denoted by ~x and '_5y • The · polarization of the 
radiation is fully described by the Stokes parameters I,Q,U,V 
where 
I = I1 + I2 
Q ·- I1 + I2 
I1 - n 
' 
I -fT 2- 2 
u ·- 2~1F,:2cos(s1-E2) 
.. V = 2F,:1F,:2sin(£1 i;: 2) 
In the classical theory of Lorentz, the absorbing and emitting 
electrons are assumed to be linear oscillators which undergo 
precession around the field lines when a magnetic field is 
present. Along the lines of force, the oscillatbrs are unaffected 
by the magnetic field and will absorb and emit radiation as though 
no field were present. In the plane perpendicular, the 
oscillators undergo a frequency shift due to p:·ecession. In the 
first case, the electrons are known asp-electrons and give rise 
to the unshifted component, the tr component. In the st:c~nd case, 
the so-called 1- and ~electrons will absorb and emit o~ly the 
left- and right-handed circular polarization of the. er components 
\vhich are egually shift.ed in frequencY._ on ei tiler Gide of the TI 
component. This is the 'classical' description of how a single 
spectral line beccimes split ihto a triplet. Denot{rig K;,Kr and Kf_ 
as the corresporiding absorption coefficients per unit volume per 
unit solid a~~.:!-_e then 
K (v) = K (v+~vH) = K (v+~vH) = K p e r - v 
where A>J
11 
represents the Zeeman frequency shift and K~ is the 
usual absorption coefficient in the absence of a magnetic field. 
Further defining K as the continuous absorpti9n coefficient we may 
denote K KQ, 
np = -{--, ni = I<' nr = 
K 
r 
K 
We now calculate the changes in the Stokes parameters due to the 
absorption of the p-, r-, I-electrons and the continuous 
absorption. After travelling a length t,. z the result is 
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n 0+n · -n9+n 
= -Kt,,.z [ ( l+npsin 2 1/)+ -~-..E cos 2 lp) I 1 + -- ~4--E. cos1/)V] 
n9_+nr -n +n · K" [ ( 1 ) I :J!. r ,1,H] -- - uZ + ,2 2 -1---4--cOS'l'v 
n n .i +n 
-- -Kt,,.z[l+_E sin 2 1l1+--..£ <l+cos 2 t/J) ]U 2 'I' 4 · · 
/J.V 
Pure absorption is assumed when calculating the emission and this 
is certainly valid in MWD atmospheres where, as we have noted, LTE 
is an excellent approximat:ion. With B as the source function the 
resulting changes in the Stokes parameters are 
t,,.U = 0 
6. V 
-n n +n . 
x.; r 
- Kf,,.z(--2--)cosl/JB· 
We may simplify these two sets of equations by dropping the 
equation for U which vanishes for the emission and does not 
interact with the other parameters for the .. absorption. 
Introducing the continuum optical depth 1: by ~,: = -K dz sec 8 we 
may r.ombine the contributions for e_mission and absorption and 
simplify :to get' 
. dI 
cosedT = (l+n 1 ) (I-B)+nqQ+nvv 
coseg~ -- nQ(I-B)+(l+n 1 )Q 
dV 
cosedT = nv(I-B)+{l+n 1 )v where 
n. ni+nR 
n1 - fsin
2 1/)+ 4 (l+cos
2 1/)) 
3.1.l 
n n.i+n 
n0 = (--f - 4 r)sin 2 1/) 
- n.i+n 
nv = (-- 2 . r ) cosl/J 
A more general set of equations has been derived by the Landi 
Degl'Innocentis (1975) from a quantum mechanical approach and 
their equations reduce to the above when the terms due to 
anomalous disper~ion are neglected. Anomalous dispersion gives 
rise to Faraday rotation and, as mentioned previously, the effects 
,,.,,.-
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of Faraday rotation will not be inclu<led in the present work. 
Unno obtains analytic solutions to his equations assuminq a 
homogeneous magnetic field·, linear source function and ~r , 'lr , t), 
constant with optical depth. This schente is too restrictive for 
the present work but it is of interest t.o note that when 't' is o0 , 
Q. is zero, V non-~e~o while Q. is non-zer'? and V. zero when 'V is 90°. 
Since Q/I and v/I represent the fractional linear and circular 
polarization respectively, these results are expected from the 
simple linear oscillator picture for the cases when the observer 
looks v~rollcl (~ =0°} ~nd pcrpcndicul~r (~=~0°} ta the mag~~~~c 
field. 
The above equations were derived assuming that each spectral 
line becomes a triplet when a magnetic field is applied. In the 
case of the anomalous Zeeman effect, i.e. when the quadratic 
effect begins to separate each component of the triplet into 
sub-components, the same equations can be used provided that the 
functional forms of ne , Y),. and 'li are changed appropriately. This 
change merely in-Vol ves calculating and sumrnin_g, · at each 
wavelength, the contributions·to the opacity of each sub-component 
suitably broadened by Stark profiles (or other profiles where 
appropriate) •. 
3.2. The Line Opacity And Broadening 
The predominant broadening mechanism in white dwarfs is Stark 
broadening by electrons and ions. However, G 99-37 is 
sufficiently cool that the effects of self-broadening are 
important, particularly since the gas pressure is high and the 
electron pressure low. 
The hydrogen line or,acity is, as usual, for each Balmer lirie, 
K = Ei(l-e-hv/kT)a 
V p V 
wher~ h~ is the energy o~ a nhoton in a transition from le~el 2 to 
m and .1.s thus appropriate for the Balmer series where m=L 2 • •:: n2 
is the number density of atoms in level 2, calculated from the 
Boltzmarin equation and simply taken from the model atmosphere 
calctilated previously and read in as input to the line profile 
prograrrune : .P is the density and the parenthesized term is the 
stimulated emission factor. o<v is the broadening profile and is 
normalised such that 
ne 2 
me fnm 
where fnm is the usual transition probability. In order t~ 
combine Stark and self-broadening it is convenient to re-write the 
opacity as 
3.2.1 
which is taken from Cayrel and Traving (1960) and quoted in Aller 
(1963) who tabulates for the first four Balmer lines;, J and 
R(N£ ,T). In the above, n 0 l.s the nurnber of H atoms per 
1 9r5m, nc: 
the number of e1.ectrons per gram ~nd Pi the e1ectron p:?::essur-e. 
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Figure 
B (MG) 
3. The wavelengths of the Zeeman sub-components of the 
first four Balmer lines as a function of magnetic field 
strength. Parabolic interpolation/extrapolation in 
Kemic' s ( 197 4) tables has been used. 'rhe tables only 
extend to 10 and 20 MG for HS and H7 respectively. 
3 ... 4 
This formula is an extension of the w.ing formula due to Kolb, 
Griem and Shen (1959) to include self-broadening. R(Nt,T) is a 
slowly varying function of Ng and T. Of course, the above 
calculation of opacity is strictly valid only in the wings and 
when 1-degeneracy is not removed and obviously di verges as AA"*O 
near the line cores. In order to correct this, A).. was not al lowed 
to decrease below a certain value A>-.M,!\ in the evaluation of the 
opacity. The value of ~>-~," was found by comparing the above 
profile to two others : in the case where Stark broadening is most 
important, i.e. GD ::::u a11u BPivl 2:511.4, the comparison was done 
with profiles from Kepple and Griem's (1968) tabulated line cores 
in the case where self-;::_broadening is mo~,t important., the 
comparison profile was a standard Lorentzian with a damping 
constant calculated from Wickramasinghe and Bessel! (1979) who 
studied self-broadening in a cool non-magnetic DA white.. dwarf. In 
each case, the value of· 4i~m ·was determined so that the area 
under the truncated profile was approximately equal to the area 
under the comparison profile so that the above normalization 
condition was approximately obeyed. Of course, the above 
procedure may lead to some errors in the opacity. However, it is 
computationally inexpensive compared to inserting accurate 
tabulated .line cores especially since at each wavelength and for 
each area element, the profile must be calculated 90 times, the 
total number of Zeeman sub-components for the first four Balmer 
lines. Moreover, the effective 'magnetic' broadening due to the 
inhomogeneity in the magnetic field is likely to be much more 
significant than any error in the individual profiles (Borra,1976 
; Angel,1977). · 
From Kemic's (1974) tables of wavelength and transition strength 
as a function of magnetic field, it can be seen that each Zeeman 
sub-component has a different strength. The line opacity formula 
quoted above already contains the transition probability in the J, 
term. Thus, io order to combine each Zeeman sub-component with 
its approp-iate strength, each transition strength was first 
transformea to transition probability according to the formula 
quoted in Kemic 1 ~ tables 
304 
fJi= (2S+l) 
where fJi. is the transition probability, S,-3 is the transition 
strength, S = 1/2 and >.lj is the wavelength of the transition. 
Then, each transition probability was divided by the total 
transition probability obtained by summing over all -Zeeman 
sub-components separately for each line. In this way, the sum of 
the normalized transition probabilities will sum to 1 in the zero 
field case as expected. 
In order to test the calculations of the line opacity in the 
line profile programme, the line opacity calculated.when the 
magnetic field was absent was compared with that of the .ATLAS 
programme in the wings of the Balmer lines. Good agreement 
betv1een the two values was found as expect.ea. 
Some interesting points arise from scrutiny of the wavelengths 
in Kemic's tables, plotted in fig. 3 with parabolic interpolation 
and extrapolation for field strengths other than the tabulated 
ones. The most obvious fact is that the Zeeman shift is very much 
grea.ter for Hi . than for H~ in accordance with its dependence on 
the fourth power of the principal quantum number (Preston,1970). 
'l'hu.s, the triplet structure disappGars at much lower field 
3-5 
strengths for HS than Hoe. Also, the features associated with 
absorption by components of the former •.vill be shallow and broader 
than the corresponding features associated with the latter. 'I'his 
effect is also related to the fact that calculations are performed 
for field strengths up to 100 MG for H~ but only 10 MG for HS. In 
the case where the field strength of the area element on a stellar 
model exceeds 10 MG, Kemic's tables must be extrapolated and this 
gives rise to considerable uncertainty in the positions of the 
components of HS. For Hf and.H7, the tables extend to 50 MG and 
20 !·iG ::_-es pE:·.::t~i -;.,;cl:i. 'I'l-!il5, t..l-lt:: -;.-.~a-;,,7e l~:(igt.l-!s of ~l-!f:: co:.-ctp01-l~!-~ L5 ::t·~u st 
be extrapolated over a considerable range for field strengths up 
to 50 MG in the case of Hr and HS' but no extrapolation is 
necessary for Hat and H~. Indeed, in the case ·of BPM 25114, where 
fields of around 40 MG were used in the models, extrapolation 
shifted the wavelengths of some comonents of HS by thousands of 
Angstroms from their zero field value. · 
Another point of interest is that the <T+ components at the long 
wavelength side of the TT component may remain at appro_ximately the 
same wavelength over a significant range of field strengths. 'I'his 
arises because the wavelength shift associated with the linear and 
quadratic Zeeman effect are of opposite sign for these components. 
At low fields, the linear red shift is dominant; at higher 
fields, the quadratic blue shift begins to cancel the linear 
effect and this produces thes~ 'stationary' wavelengthss • The 
net effect is to produce an absortion feature that is narrower 
than that of the other O"' component. The effect is most 
significant for our purposes for H~ and H-r. For Hot and HS the 
qua.dratic effect is much smaller or greater, respectively, than 
the linear shift so that the stationary points lie at field 
strengths above 100 MG for the former and under l MG for the 
latter. 
We now turn to the method of solution anc boundary conditions 
for the Unno equations assuming that ~r (t), ~lll(t), ~v('C.) and B( t ) 
are known. 
3.3. Boundary Conditions And Solution Of Unno's ~quations 
In the deep interior of the atmosphere, LTE is a very good 
approximation to the physical conditions. In this case t.he 
intensity of th.e radiation is given by the law of black body 
radiation which is isotropic, homogeneous and, .most important for 
our purposes, unpolarized. It is clear then that suitable 
boundary conditions are I=B, Q=V=O where Bis the Planck function. 
Beckers (1969) has suggested using the Unno analytic solution 
evaluated in the deep interior as the boundary condition but this 
will closely approximate the above conditions. provided that the 
factor~ =1/B dB/dT appearing in the analytic solution is nearly 
zero and this should be the case in the deep interior where the 
temperature gradient, and hence dB/dT, is very much smaller than 
at small optical depths. . 
Two optical depth scales are important and these are "t,c.=S;K"y dx 
and t1or- =S:' { l + 'lx )Kcj> dx, the continuum and total optical depth. 
Notice that in the case of no magnetic field, (l+~s)Kc;.=Kc+K1 where 
Kc and K, are the continuous and line opacities respecti~ely, so 
that Kc +K, is the total opacity. 'I'he Unno· equations are 
integrated with ~c as the dependent variable. However, the level 
in the atmosphere where the integration n'!ust begin depends on 
where the boundary conditions begin to diverge from the true 
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solution of the equations. This occurs at a level where radiation 
emitted from this level has an appreciable probability of escaping. 
from the star without suffering further absorption or scattering. 
This takes place around a total optical depth of about 5 where an 
emitt~d photon has about a 1% probability of escape. It is 
important that the total optical depth and not the continuum 
optical depth is used to determine this level because the 
radiation 'feels' the total opacity and not merely the continuous 
opacity. Of course, in wavelength reqions which are free of all 
lines, the two opacities are the same. In this way, the 
integration begins at t~~ =5 at which point I is set equal to B 
and Q and V are set to O. For the purposes of checking the 
calculat.ions and comparing with the continuum calculations of the 
ATLAS programme, a continuum intensity integration was also 
performed, i.e. the Unno equations were solved with ~~=~q=~~=O and 
this integration was accordingly begun at ~c=S. It is a much 
quicker process because the Unno equations collapse to the usual 
equation of radiative transfer since Q=V=O when ·the above 
parametric functions vanish. In this case, continuum polarization 
was ignored because it was calculated a5 in section 2.4 
Beckers (1969) has used a Runge-Kutta type method of integrating 
the Unno equations to the surface. For the mode presented here, 
a simpler approach was used. The value of each Stokes parameter 
Sn at level '"t'n was found in' terms· of its value Sm at level ,:;M by 
dSnl Sm= Sn+ dt T (Tm-Tn) S=I,Q or V 
. n 
where dS 1"/ d ,:, is given by the Unno equations. This method was 
extensively tested for the. case where Unno obtains analytic 
solutions, i.e. for a linear source function and ~t,,~ 0 ,~~ constant 
with optical depth. E'er a wide range of line opacity, so that 
both line core and wing conditions were simulated, and for a wide 
, range of source function gradients, excellent agreement wa~ found 
between the numerically integrated solutions and the Unno analytic 
solutions provided that the integration step ler3th was chosen to 
be small enough. In the case of spectral regions free of line 
absorption, a step of length of 0.05 was found to be satisfactory 
resulting in about 100 integration steps. In regions where line 
absorption is important, this breaks down because dI/d"Cc is much 
greater relat.:i:-Ye to I because of the factor 1+ VJr.• In this case 
the step length was chosen to be 0.05/ (1+ '11 ). However, 
approximately the same number of steps were needed because the 
integration begins higher up in the atmosphere where "Ctot: at 
which level ,::t= 5/ ( 1 + l'l::). In p 7actic~, it. was found that ~ never became so large that the starting point, ~
6
, was so small as to be 
effectively at the surface. . 
To conclude this section, it is of interest to note that a new 
method of solution for the Unno equations has been formulated by 
Martin and Wickramasinghe (1979) which has a number of advantages 
over the method presented here and other techniques found in the 
literature and discu::;sed and compared by them. The ratios q'i',~t" 
and q, are defined to include both continuous and line absorption 
in the numerator so as to directly allow for polarization in the 
continuum. This eliminates the need to calculate the continuum 
polarization separately. Their approach assumes that over 
sufficiently small intervals in the atmosphere, the assumptions 
used to obtain the Unno analytic solutions hold and, by expanding 
the Unno solution in a power series and equating coefficients, 
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they obtain the solution at successive levels in terms of that at 
previous levels. In practice, they find that in a realistic 
atmosphere only 6 integration points are needed leading to a very 
substantial saving in the non-trivial amount of computer time used 
by other techniques. They also report better numerical ~ccuracy 
in a numer of cases. Clearly, this is the best method currently 
available. 
/ 
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4. The Results And Conclusions 
4 .1. 'l'he Line Profile Cou1puter Programme 
The previous two chapters have described the various component 
calculations to produce the final synthes.ized i1.1i.:.ensi t:.y anci 
polarization spectra. It is the purpose of this section to tie 
all of these calculations together which may conveniently be done 
by describing our computer programme which uses all the previously 
develop8d theory. . 
The programme first read in the model atmosphere for the star to 
be modelled as calculated by ATLAS and as described in sections 
2.1 and 2.2. The atmosphere was divided up by ATLAS into 40 
different layers and the independent variable describing each 
depth was tdx which proved useful in integrating opacities to 
provide c'orresponding · optical depths. The wavelength dependent 
opacities and intensities were calculated every 100 A. The next 
task was to make suitable adjustments to Kemic 1 s tables to enable 
extrapolation at field strengths up to 50 MG for Hy and H&. This 
was done by parabolically extrapolating the last three wavelength 
values to obtain values at 20 and 50 MG. The transition strengths 
were not parabolically extrapolated to these field strengths but 
simply taken as the same as at the last available tabulated point. 
For all four Balmer lin~s, the zero field strengths were taken to 
be the same as those at 3 MG. 'I'he transition strengths were then 
converted to transition probability (see section 3.2) and 
normalized by_dividing by the sum of the transition probabilities 
for all the Zeeman sub-components at O MG for each line 
separately. 
Having completed the prelimir.c...1. ies, the rest of the calculations 
were performed for each wavelength spanning the spectral interval 
being investigated. For all models, the resolution was ch_osen to 
be 10 A. 
For the chosen wavelength X, the total continuous opacity was 
found by linearly interpolating the two total continuous opacity 
values spanning the the value ~ and found from the atmosphere 
results. The corresponding continuum optical depths were found by 
integrating through the atmosphE.-::Jrc using the same procedure used 
by ATLAS. 
Next, the visible surface of the star was divided up into 112 
area elements consisting of 10 points from the centre to the limb 
which are equally spaced in sin e where e is the angl.e between the 
normal to the area element and the line of sight. For the 
innermost value of~, 4 equally -zpaced azimuthal points wer~ 
chosen,· while for the rest, 12 f.:qually spaced azimuthal points 
,,,ere used. · For each area element Unno I s equations were integrated 
to yield the surface values of I,Q,V and the continuum intensity, 
while equation 2. 4·. 5 wcJ..s evaluated to prov id('? the fractional 
continuous circular. polarization. The details of these 
calculations will be discussed presently. 'rhe f.ractional 
continuous circulai polarization was multipliad by t~e continuum 
intensity to yield an effective continuum Stokes parameter Ve and 
all the Stokes parameters. were integrated over the visible surface 
taking account of the projective geometry of each area element. 
The eva.luation of equation 2.4.5 was straightforward. The 
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exponential integrals were calculated using the same codin·g as in 
ATLAS and the integrations were performed using a logarithmic 
optical depth scale to improve numerical accuracy. 
In the integration of Unno's equations, the first step was to 
calculate the angle between the magnetic field and the line of 
sight, o/. This depends ,of course, on the adopted magnetic field 
geometry and provision was only made for centred or decentred 
dipoles inclined at an angle,c<, to the line of sight which was 
specified with the polar field strength, Bl>, in the input. 
Explicitly, let cp be the azimuthal co-ord.ina.te, B the strength 
of the magnetic field permeating the area element, A the fraction 
of the star's radius by which the dipole is decentred (if 
necessary), and consider two co-ordinate systems : the x-y-z 
system with the z axis along the line of sight and the x axis 
along the direction of ~=0° ; and the xx-yy-zz system which has 
its zz axis along the axis of ·the dipole and the yy axis 
co-incident with the y axis, Then the magnetic field strength, 
B, and the angle between the magnetic field and the line of 
sight, ~i , of the area element are given, along with components in 
the two co-ordinate systems denoted by appropriate subscripts, for 
the centred and decentred dipole by the following formulae: 
X = sine cos4> 
y - s.in8 s.incp 
z = cose 
xx = xcos c< 
yy == y 
zsin ct 
zz = zcos·o1 + xsin o1. 
Centred Dipole 
Decentred Dipol_e 
= 3 Bp xx zz 
= 3 Bp yy zz 
- Br ( 3 zz~ - l) 
= Bz1.. coscx - B.xx sin o< 
= J Bx2;c . + B.l. + B :,,. 
= arctan (/11"- -Bl I B7..) 
= J l + A'l. - 2 A zz 
-· 3 Br (l-A)3 (zz-A) xx / as 
= Br ( 1--A ) 3 (3 ( zz-A )1 -d'-}/ d 5 
= B :.z cos o< - B !£.lL§i....=.n"-o<-'----
= Br (l-A)3 13 (zz-At +a·/ a+ 
= arctan (.f B2 -Bt / Bz ) 
Next, the ratios ~P' ~rand ~1 were evaluated and summed for the 
four Balmer lines included in the line opacity. The details of 
this involved cal~ulating the positions and transition 
probabilities for every Zeeman sub-co1~onent for the magnetic 
field strength of the area element. This .calculation was dor1e 
using parabolic interpolation in Kemic's tables. The tables have 
field strengths of 0, 3, 7, 10, 20 and 50 MG. For area elements 
with field strengths, Bmn• in the inter~al 3 to 20 MG, a parabola 
was fitted to the three points, one of v.·hich is greater than B1'11'\ 
and the ether two less than Bmn and the interpolated wavelength 
and transition probability found at Bmn• A second parabola was 
fitted to the three points, one of which is less than B~~· the 
other two greater and another interpolated wavelength and 
transition probability found. The final value for each was the 
mean of these two values. 1~1e process is illustrated in fig. 4. 
For the case when B~0 lay outside the above interval, i.e. lay 
near either end of the table, only l parabola was fitted using the 
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three appropriate end of table points. For each sub-component, 6,h 
was then calculated and the broadening profile evaluated with a 
weight given by the interpolated transition probability. R(Nr ,T) 1 
which appears in this .formula, was interpolated logarithmically 
from the table in Aller (1963). As discussed in section 3.2, A~ 
was never allowed to be smaller than the cut-o.f f .6.AMHI. In the 
case where Stark broadening is'most imoortant (all models except 
that for G 99-47),. the cut.:.offs for H~: H(3, HJ and HG were O.OSF0 ! 
O.lSF0 , 0.25F,. and 0.25P~ Angstroms respectivelv. F- is 
1. 2 Sx10-'i n~ 1./:; and .lS the· effective electric field causing the 
Stark broadening with ne the electron density. In the case where 
self-broadening is pr~dominant, the cut-off was taken to be 
2 -1. 25 X y / 4nc where X is the wavelength for which the profile is 
being evaluated, y = 6 .18xlo-c ( Au. f,:1. + Ain fin )N0 an expression from 
Wickramasinghe and Bessell (1979), and c is the speed of.ligh~. 
In the expression for the damping constant 7f, N0 is the volume 
number density of neutral H atoms in the ground state and A1r. and 
f 11, are respectively, the wavelength and transition probability of 
H(J.-n). These cut-offs were obtained by determining where the wing 
formula used, equation 3.2.1, should be truncated to yield 
approximately-the same integrated area as the appropriate Stark 
profile tabulated in Kepple and Griem (1968) for the Stark 
broadening case and as a Lorentzian profile with the above damping 
constant in the self-broadening case. ~ 
Having found ""Ir, Y}v- and ~1 , ql:, l')Q and t)v were found using the 
calculated value for ~ and the expressions in equations 3.1.1. 
The total opacity was caiculated with the expression (l+!Jt)Kc 
where K, is the continuous opacity found previously, and this is . 
integrated withJdx to give the total optical depth throughout the 
atmosphere in the same way that the continuum optical depth was 
found. _ 
At this stage, all ther,•s, the source function and the optical 
depths were known for the· 40 levels in the atmosphere and so the 
integration to the surface was be(fn: at a total optical depth of 
at least 5. Only two points need be made. The first is that when 
r'\:t is large, the derivaL;_ve dI/d-cc. is large. When the integration 
begins with ~)=~l at level s, the value of I at the next level up 
(s-h) is ~·l'I) =Pts1-dI/d"tc:. h where h is the step length. If the 
derivative is large, because of line core conditionsi this may 
lead . to Ic,s-1-1} falling below B~-i-i) resulting in a reversal of the 
intensity gradient which· is unphysical. The problem is obviously 
that the step length is too great and is solved by reducing the 
step length until the value of I<f--\-\) is at least B<.>-h). The second 
point is that all the values of the l")'s· and Bat points which do 
not coincide with orie of the 40 ATLAS points are found by 
parabolic interpolation of the appropriat,?-. values of the 40 ATLAS 
points. Because'the 40 ATLAS points are not equally spaced in the 
continuum optical depth, this may lead to poor interpolation near 
the surface resulting in, for. exan~le, negative opacities and 
other anomalies. This condition is checked for and rectified by 
using linear interpolation. 
This completes tho description of the programme. The final 
stage is to describe.what the parameters of the models were and to 
present and discus~ the results. 
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Figure S. Observed and theoretical fluxes and theoretical 
circular polarization for 8PM 25114. The zero of the 
theor~tical curve, a model 20 000 K magnetic white 
dwarf with dipole strength 40 MG and. viewing angle 
22.5°, is marked as such. The zero of the observations 
is the upper annotated axis corresponding to +10% 
circular ~olarization. The observed and theoretical 
curves are normalized at 4000 A. The smooth theoretical 
curve is the predicted continuum. 
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4.2. Mod~l Parameters And Results 
As mentioned previously, the work of Martin and Wickramasinghe 
(1978)· and Wickrarnasinghe and Martin (1979) became available as 
preprints when the first of our models of BPM 25114 were being 
experimented with. Their work removed much of the incentive to 
investigate a vari of models for each star (which would have 
been very expensive in computer time), and so the parameters· for 
the models presented here follow closely the parameters used in 
their work. 
4.2.1. BPM 25114 
The observations of this star are from Wickramasinghe et al. 
(1977). Recall that the effective temperature which best fit the 
observations was 20000K in spite of some uncertainty in the 
a~solute calibration of the observations. The adopted polar field 
strength, Br, ·is 40 MG with ex, 1:he angle between the dipole axis 
and the line of sight, 22.5°. The polarization and line spectrum 
of this model is presented in fig. 5, together with the spectrum 
of Wickramasinghe et al. taken on May 21. 66 ( U. T.) 1976. As found .-
by Wickramasinghe and Martin ( 1979.), there is good overall 
agreement between the observed and theoretical spectra., In our 
results, there·is a slight improvement over their modelling for 
the feature between 4100 and 4400 A, but this is probably 
fortuitous, depending critically on the extrapolation of Kemic's 
tables. The high magnetic eld causes very rapid wavelength 
changes in the positio·ns of the C" components of Hy and HS, 
especially the u- components. This. effect results in deeper· 
absorption at about 4500 A in the theoretical curve than in the 
observations, whose overall snape B".?2ms to suggest that there is 
little, if any, line absorpt.:i.on at 4500 A. 
In agreement w.i th t·1e previous work, the observations· show a 
broader feature in the er- comi;Jonents of HG< around 6000 A than 
predicted by the theoretical spectrum. Martin and Wickramasinghe· 
(1978) report little success in improving the agreement with a 
decentred dipole. They suggest that a magnetic spot or a more 
complicated field geometry such as a quadrupole might be the 
answer. The latter is unlikely however : fig. 4 of Wegner 1 s 
(1977b) cruder models of the Hpl feature (4800-SOOOA) give good 
agreement with the observations while his quadrupole model of the 
same field strength ind orientation (his _fig. 6) is in poor 
agreement. Other orientations only make matters worse. 
In order to determine the field strength more accurately, some 
variations were explored and so two further spectra were 
calculated at 36 and 38 MG over the restricted region 4700-5050 A 
and the results for all three models are presented in fig. 6. The 
feature near 4800 A is centred at 4760, 4780 and 4800 A in the 40, 
38 and 36 MG models.respectively. The observations indicate that 
this feature is centred between 4760 and 4800 A so the best 
estimate of the polar field strength is 38t2 MG. Additional 
support is provided by the relative depths of.the two features in 
fig. 6, compared with the same quantities in the observations. 
Limitations on computer time prevented the exploration of other 
spectral regions at this field strength but it is unlikely that 
signi~icant differences will occur. 
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Overallr the dipole seems to be a very good first approximation 
to the field geometry. It is of interest to note that this star 
is quite hot with the result that higher order multipoles of the 
field may not have relaxed as yet. In this connection, wavelength 
dependent ·observations of the circular polarization are eagerly 
awaited since these promise to be an even more sensitive indicator 
of the magnetic field geometry as will be seen in the case of the 
next star to be considered, GD 90. 
4.2.2. GD 90 
As discussed previously, the effective temperature used for this 
object was 12000K. The observations are the Digicon results 
reported in Angel et al. (1974) which have a resolution of 25 A, 
lower than tha adopted theoretical value of 10 A. It was not 
possible to use the higher resolution image-tube spectra reported 
in the same article since these have no absolute ~~~ibration. 
Two models were constructed with parameters similar to those of 
Wickramasinghe and Martin (1979). Both hav~ Br= 9 MG. The 
inclination angle~, is 105° with a centred dipole for the one 
model and 90P with a decentred dipole for the other. The latter 
dipole is decentred by 10% of the stellar radius with the stronger 
pole having the field lines directed inwards. The results for 
each mcd~i are presented in figs. 7 and 8. Both line spectra are 
in good agreement with the observations except that the er 
component of H~ is slightly shortward of the observed value of 
4918 A. Wickramasinghe and Martin report the same discrepancy and 
comment that it probably occurs in the interpolation of the 
strongest a-+ component of H~. In addition the theoretical 11 
component of H~ is shallower relative to the er components than the 
observations suggest. The most likely explanation for this is the 
truncation of the line opacity near the line centre in the 
construction of the models. 
Both models, together with those of Wickramasinghe and Martin, 
predict shallower central depths for the three lines than those 
~observed. Indeed, Greenstein's (1974) data suggests an even 
higher effective temperature of 15000K which would weaken the 
theoretical lines still further. Wickramasinghe and Martin 
conclude that the effect of the magnetic field on the atmospheric 
structure is the most likely expl~nation, either through 
steepening the temperature gradient because of the increased line 
blanketing of the large number of Zeeman components spread over a 
wide wavelength region, or by affecting the hydrostatic 
equilibrium of the star. 
It should be noted that the much greater absorption in the 
observations arou~d 4000 A is due to the presence of the higher 
Balmer lines which were not included in the models because no 
ZI. ,_ C, r,. the 
theoretical polarization feature in this region may not match the 
-observations when they become available. . 
It is apparent that the theoretical polarization spectrum for 
the centred dipole is in very poor agreement with the observed 
profile. Wickramasinghe and Martin reported that they were unable 
to get good agreement for any inclination angle. By contrast, the 
decentred model gives a much better fit. The model here seems to 
be slightly better around He (4800A) than the previous work whose 
features are deeper than observed. It is clear therefore that a 
Figure 7. 
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Observations of line and polarization profiles fat.GD' 
90 taken from Angel et al. '(1974a), together with 
theoretical model curves. The top two represent 
continuum and.line profiles for a 12000 K magnetic 
white dwarf, centred dipole of strength 9 MG and 
viewing angle 105° • The theoretical · and observed 
profiles are normalized at 4600 A and the vertical 
a.xis )) f ll has an arbitrary scale. The theoretical 
polarization curve (no error bars) is plotted on t~~ 
same axis as the observed curve. 
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Figure 8. As for fig. 7, except that the dipole is decentred by 
10% of. the stellar radius and inclined at 90° to the 
line of sight. 
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decentred dipole with inclination angle 90° is a good first 
approximation to the field geometry in this star. This also. 
agrees with the conclusion of Angel et al. (1974) mentioned in 
section 1.3.l that the field is constant over a substantial 
fraction of the stellar disk. A dipole lying 'on its side' will 
fulfill this condition. Better polarization data must be Obtained 
to see whether this model can achieve more detailed agreement, 
particularly around 4400 and 4700 A. 
It is of some note that the absotption spectra for the two 
models presented here are quite similar while the polarization 
profiles are very different. Therefore, it is important to obtain 
wavelength dependent polarization data (in spite of its demands on 
telescope time) in order to be sure that a particular model is at 
least approximately correct. 
4.2.3. G 99-47 
The comparison observations for this star were taken from Liebert 
et al. (1975}. The model consructed here has parameters~= 120' 
and Br = 25 MG. The theoretical intensity and polarization 
spectrum are presented in fig. 9 together with the observations. 
H~ and both U" components of Ho( should be unobservable according 
to the model and this is confirmed. As mentioned previously, the 
·star is so cool that it is near the limit where hydrogen lines 
disappear from·the spectrum. Then component of Ho( matches the 
observed feature quite ~ell. It is deeper than the corresponding 
feature in Wickramasinghe and Martin's model. They sugg~st · that 
agreement between their model and the observations could be 
improved by the inclusion of self-broadening and this is confirmed 
by our model. However, the feature is still slightly too shallow 
and this, together with the fact. that the ·model continuum is a 
little flatter than observ&6, s~~gests than an. even highei 
effective temperature is warranted. On the contrary, the value of 
6000K used is higher than 5700K · found from the multichannel 
spectrophotometry of Greenst~in (1974), arid there is no absorption 
at H~. . . 
With the exception of the region around H~, where their curve is 
almos-t featureless, the polarization spectrum for the 
corresponding model of Wickramasinghe and Martin is very similar 
to the one in the figure. High resolution polarimetry is awaited 
to test the models more strictly. 
The broad band polarization measurements are 0.95±0.15% 
(6020-6380A) and -0.28±0.15% (6740-7120A) from Liebert et al. 
(1975). The model presented here predicts 0.67% and -0.45% for 
the two regions which is not as good as achieved by the previous 
work. '11his may be because their continuum polarization 
calculations are more self-consistent than the separate 
calculation used in the model here. In this regard, 
Wickramasinghe and Martin report no discrepancy between the 
magnetic field est'imate inferred from the position of the He,( n 
component and that inferred from the continuum polarization 
calculated by the magnetic dichroism theory, as found earlier by 
Liebert et al. (1975). 
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4.3. Conclusions, Suggestions For Future Work 
(i) Centred or decentred dipolar field geometries have been 
shown to give good overall agreement with the observed line and 
polarization profiles of the three known magnetic DA white dwarfs. 
(ii) The calculations of wavelength and transition probability 
for the Zeeman-components of the first four Balmer lines formed in 
high magnetic fields have been shown to be reasonably accurate •. 
'.Phis is an important result bGcause it in not possible to produce · 
such high magnetic fields in the laboratory in order to verify 
these caculations. The lack of detailed agreement with the 
observed wavelengths of some of the features is likely to be 
caused by errors in interpolation and more particularly 
extrapolation in the existing tables; 
(iii) The conclusion of Borr~ (1976) that an approximate 
line-broadening theory is adequate in computing line profiles of 
magnetic white dwarfs is verified. Also, the inclusion of 
self-broadening, again in only an approximate fashion, is found to 
be important in the cool magnetic white dwarf, G 99-47. 
(iv) The use of realistic atmospheres is found to be important 
in calculations of theoretical spectra of magnetic white dwarfs. 
Wickramasinghe and Martin (1979) find that their spectra, 
particularly the line strenghths , are sensitive to atmospheric 
structure while the model of BPM 25114 presented here is in better 
agreement with the observations than that of Wegner and O'Donoghue 
(unpublished) ·who merely used Unno's analytic solutions. The 
assumption that magnetic pressure effects are· unimportant in 
calculating the atmospheric structure is found to be justified 
only as a first approximation. 
(v) The 9ependence of the observed circular polarization on 
wavelength is very sensitive to the magnetic field geometry. 
Therefore, it is important that future models be fully tested by 
comparing theoretical and 00serv.c.i values of polarization, 
particularly over a range of wavelength, before any confidence can 
be placed in any·one par~icular magnetic field geometry •.. 
(vi) The model for G 99-17 illustrates how absorption features 
may be rendered unobservable by being 'washed out' by 
inhomogeneities in a strong magnetic field, particularly if the 
temperature is so low or high that these lines would be weak in a 
non-magnetic white dwarf. Thus, the lack of observable features 
in type II magnetic white dwarfs may be fully accounted for by 
this effect. 
(vii) The magnetic dic:hroism mechanism producing continuum 
polarization has been shown to be well described by the linear 
theory at low field strengths. 
There is much scope for further work: .on the observational 
side, narrow band polarimetry should be obtained for BPM 25114 and 
G 99-47, while the observations of GD 90 should be improved. Of 
particular interest would be observations of BPM 25114 and GD 90 
near the Balmer limit to detect the polarization feature predicted 
by Lamb and Sutherlai:1d ( 1974). In spite of the heavy demands on 
telescope time, such observations are important in testing both 
models presented here and the theory describing magnetic circular 
dichroism. 
Spectra of BPM 25114, taken over the suspected rotation period 
of the star: 2.84 days (Wegner,1977a), would enable comparison of 
further models of the star using various inclination angles to be 
made in order to accou·nt for the spectral variations that are seen 
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in Wickramasinghe et al. (1977). Martin and Wickramasinghe 
(1978) have attempted to do this but only two comparison spectra 
were available while Wegner's (1977a)more extensive coverage is 
confined to the region near Hp. . 
The search for more magnetic white dwarfs should be continued if 
not intensified. Discovery of examples with recognizable Zeeman 
patterns would provide incentive to continue building models 
similar to the present ones. On a wider scale, reliable 
statistics of the fraction of magnetic white dwarfs within the. 
white dwarf category might provide important clnes in the study of 
the collapse of evolved stars, especially in relation to the 
details of magnetic field changes during collapse. 
From the theoretical point of view, the most pressing problem is 
surely improving Kemic I s tables as is obvious from fig· •. 3 by 
performing the calculations for (1) a finer grid of magnetic field 
strengths ; (2) a greater range of field strengths for Hy and HS 
as well as the higher Balmer lines (preferably up to 100 MG). 
Perhaps equally important is an investigation of magnetic effects 
on atmospheric structure. Two questions arise here. How is the 
atmosphere affected by (i) the increase in line blanketing that 
would result from line absorption (albeit quite shallow) spread 
over a very wide wavelength range and (ii) the inclusion of 
magnetic pressure as a significant, if not dominant, contribution 
to the total pressure appearing in the equation of hydrostatic 
equilibrium? Other pr6blems that could usefully be investigated 
are to experiment with quadrupole and higher multipole geometries 
either separately or superimposed upon the basic dipole. It would 
also be of interest to know if a magnetic 'spot' could give 
similar results to a dipole and, if so, this may exptain the 
photometric variability of BPM 25114. 
From an evolutionary point of view, magnetic white dwarfs are a 
significant sub-class of the white dwarfs. They are also of 
considerable interest in ,the studies of polars : cataclysmic 
variable systems where one <.;0rnpc::1..:.~rit is a magnetic white dwarf. 
They also repres.ent a l'ess complex labora.tory for investigations 
.fnto ·· .;the denser, more magnetic neutron stars. Some confident 
steps have been taken in unde:..:rstanding their physics. 
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5. Introduction To L 19-2 And 'l'he ZZ Ceti Stars 
In the years around 1975, it became clear that there existed a 
well-defined class of lurninosi ty variable DA white dwarfs :. the ZZ 
Ceti stars. Frc@ extensive high-s~eed photometry of the prototype 
star, ZZ Ceti, Robinson et al. (1976) have been able to build a 
model of its light curve accurate to 0.001 mag and 10 s in time. 
The ZZ Ceti star L 19-2 and ZZ Ceti itself are both low amplitude 
1iariable 5 ~;::.1-s (iil-1 I I ..... - L}1(..·~sl1L L11c:.t:. t..l!e_r 8.,"1o.1.:...iDl. :.:_ ~.iiuild.C 
photometric properties (Mc Graw,1977). In order to determine 
whether this is so, a program of high-speed photometry of L 19-2 
was undertaken and the analysis of the observations constitutes 
the second part of this thesis. To appreciate the significance of 
such a study, it is necessary to have some knowledge of the 
general properties of the ZZ Ceti stars as a whole. ·A detailed 
account of the discovery of these stars by Robinson and Mc Graw 
appears in Mc Graw (1977). Reviews by Robinson (1979l and Mc Graw 
(1980) bring the observational picture up to date and so only a 
summary of the salient points will be given here. 
Table 5-1. The ZZ Ceti Stars 
Star o{ (1950) 6 V (B-V) (U-B) (G-R) Refs 
-----------------------------------------------------------------BPM 30551 01 04.7 ·-46 26 15.42 0.17 -0.50 1,2 
zz Ceti 01 · 33. 7 -11 36 14.10 0.20 -0,54 -0.43 3 
BPM 31594 03 41.8 -45 58 15.03 0.21 -0.66 4 
HL Tau·-76 04 16.8 27 13 15,20 0.20 -a.so -o. 39 5 
G 38-29 04 17.0 36 09 - 15.63 0 .16 -0.53 -0.42 6 
G 191-16 04 55.4 55 21 15.98 0.03 -0.44 7 
GD 99 08 58.7 36 19 14.55 0.19 -0.59 8 
G 117-131.SA 09 21. 2 35 30 15.52 0.20 -·O. 56 -0.45 8,9 
GD 154 13 07.6 35 26 15.33 0 .18 -0.59 -0.43 10 
L 19-2 14 25.4 ....:s1 07 13.75 0.25 -0.53 2,11 
R 808 15 59.5 36 57 14.36 0.17 -0.56 -0.38 8 
G 226-29 16 47.6 59 09 12.24 0:16 ·-0. 62 -0.43 12 
G 207-9 18 55.7 33 53 14.64 0. J. 7 -0.60 13 
G 185-32 19 35.2 27 36 13.00 0,17 -0.57 -0.42 7 
GD 385 19 50.4 25 02 15.13 0.19 -0.68 -0,4:3 14 
GD 556 23 11.8 55 12 16.21 -0.38 7 
G 29-38 23 26.3 04 58 13.10 ·o. 20 -·0,65 :--0. 43 15 
(1) Hesser et al. (J.976) (8) Mc Graw and Robinson (1976) 
(2) Mc Graw (1977) (9) Richer an~ Ulrych ·(1974) 
(3) Lasker and Hesser (1971) (10) Robinson et al. (1978) 
(4) Mc Graw (1976) (11) Hesser et al. (1977) 
(5) Landolt (1968) (12) Fontaine et al. {1980) 
(6) Mc Graw and Robinson (1975)(13) Robinson and Mc Graw (1976) 
( 7) Mc Graw et al. ( 1980) ( 14) Fontaine et al. ( 1981) 
(15) Schulov and Kopatskaya (1973) 
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Figure 9. Observed and theoretical fluxes and theoretical 
circular polarization for G 99-47. The observations 
are from Liebert et al. (1975). The theoretical curve 
represents a 6000 K magnetic white dwarf, centred 
dipole, strength 25 MG, viewing angle 120° , and is 
scaled linearly to fit alongside the observed profile. 
5.1. General Properties nr:: v.l. 'I'he 
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ZZ Ceti Stars 
The original list of 12 ZZ Ceti stars reported in Mc Graw (1977) 
has been extended to 17 and this new census appears in table 5-1, 
taken. from Mc Graw (1980), along with Johnson UBV colours, 
Greenstein colour index G-R and references to discovery and other 
observations appearing in the literature. The colour, B-V, of BPM 
30551 in the table is a lower value, due to Wegner (1980), than 
.: - 1':1(- r, .. ,,......, ..... I ·1 ('\""1'"1 \ .. _ ..1.-. ~ 1 - "-'- rt ...... - ... • 
~ •. •~ !..",l'".; "-'.!. ·~!.'!'! \ -·· _ ... ! ! ; '{'/lt.!... .J..•...:: !,".!."- .. _ • .:_ '-l."t"t 1'"> ' ' w •.; 
of 0.03 for G 191-16 is unreliable. All the stars in table 5-1 
are of spectral type DA. This is not a selection effect since 
many non-DA white dwarf stars or white dwarfs ·of unknown spectral 
type were searched for variability (nearly 50% in the initi 
survey). 
Another important property that is apparent from table 5-1, is 
that for all stars for which colours are available, 0.15 < B-V < 
0.25 which is a much smaller interval than the range -0.2 to 0.6 
in which DA white dwarfs are found. This property is - illustrated 
in ,fig. 10, the two colour diagre.m taken from Robinson ( 1979). 
The crosses represent non-variable DAs while the filled circles 
represent the ZZ Ceti stars. The ZZ Ceti stars thus occupy a 
restricted region of the two colour diagram, the ZZ Ceti 
instability strip~ The error bars in fig. 10 are large but the 
finite width of the instub1lity strip has been independently 
confirmed by McGraw's (1979) Stromgren (b-y) colour measurements. 
A similar but more up-to-date plot appears in Mc Graw (1980). It 
contains degenerate stars of many different spectral types but 
contains no new significant information except that the red edge 
of the instability region, which depended on the B-V colour of BPM 
30551 of 0.29 reported in Ne Graw (1977), is now better defined. 
Thus far, we have seen that the ZZ Ceti stars are luminosity 
variable DA white dwarfs with colours near 0.2 in B-V. These 
criteria were well .tested by numerous observations of non-DA white 
dwarfs and white dwarfs distributed over a wide range of 80lour 
(Mc Graw 1 1980), the vast majority of v,;hich were found to be 
non-variable. Since the ZZ Ceti stars form a physical, as well as 
a morphological class of variable white dwarfs, other isolated 
candidates for inclusion have been excluded if they do not exhibit 
the same spedtral type, colour and type of variability (see 
below). Robinson (1979) discusses examples of this sort. The 
solid line iri-rig. 10 is the white dwnrf cooling sequence for log 
g = 8 (Terashita and Matsushima,1969) and it is significant that 
the ZZ Ceti stars lie near the dip in ~his line corresponding to a 
maximum of Balmer line and continuum absorption. This point will 
be returned to after a little more discussion on the type of 
variability seen in these stars. 
In the range of colour populated by the zz-ceti stars, B-V is a 
good temperature indicator nnd thus it might be expected that the 
ZZ Ceti stc:irs lie in a restricted effective temperature interval. 
Mc GJ::-aw ( 1979) has measured the Stromgren colours of some of the 
ZZ Ceti ·stars and these provide effective temperatures and 
gravities by comparison with the model atmospheres of 
Wickramasinghe and Strittmatter (1972). Table 5-2, from Robinson 
(1979), confirms the expected temperature clustering and shows 
that log g lies in a narrow range from 7.8 to 8.1. 
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Table 5-2. Effective Gravities And Te1~eraturcs Of zz Ceti Stars 
Star b-y u-b Log g 
------------------------------·---------------------------------
R 548 .036 .686 12550:!:.150 7.77±.02 
HL Tau-76 .033 .634 13010±350· 7.94±.02 
G 38-29 ,063 .678 11900±1000 7.9 ±.4 
GD 99 .035 .587 13350±1000 8.1 :r. 4 
G 117-Bl5A .032 .556 13640±350 8.14±.os 
R r"'" ,, 
,.,....,,... 
,. "' I::' 11'7?1"\ .... ')C:I"\ '7 no+ r, i:: ovo • V: Ll "·....: .J...) ..!..,,!.. ! ._!•_,_.t..,_,\_, f • /~, .. - • ... 11~ ... 
G 29-38 .060 .614 12630!:150 8.14:t.02 
BPM 30551 .122 .628 10315±400 7.79~.15 
BPM 31594 .028 .665 12870±400 7.so±.25 
L 19-2 .071 .598 12520±400 8.24±.25 
--------- .-------------------~·---------------------------------
Since all DA white dwarfs must cool through the· instability 
strip, another important property of the zz Ceti s-tars is that 
they must be very numerous. Using the B-V colour to define the 
instability strip, about 25% of the DA stars in the strip are 
variable (Robinson,1979). This is, of course, a ·1ower limit since 
many of th.e non-variables may be low amplitude variables which are 
difficult to detect. However, some of these stars have been 
observed to be constant repeatedly leading to the conclusion that 
all of the DA staro in the B-V defined instability strip cannot be 
variable. An important point has been raised by Mc Graw (1980}, 
however, which·is that use of the .G-R colour index, which was 
specifically tailored for DA white dwarfs, leads to a separation 
of the non-variables from the ZZ Ceti stars in the B-V- defined 
instability region. Thus, all of the stars in the instability 
strip in the range -0.45 < G-R < -0.38 are ZZ Ceti stars. 
Shipman 1 s (19.79) temperature calibration leads to an effective 
temperJture range from 11000 to 13000K. Hence, the vast majority, 
and possilily all, of the DA white dwarfs become ZZ Ceti variables 
when they cool through the range 13000 to llOOOK. Apart from 
the.ir variability, the ZZ Ceti stars are quite normal DA white 
dwarfs : (1) The colours, as seen in fig. 10, are quite normal ; 
(2) The spectra are typical of non-variable DAs. The H0 line 
profiles were compared for a variable and a non-variable and were 
found to be almost identical (Robinson,1979) : (3) There is no 
.significant difference between the mean absolute magnitude of the 
ZZ Ceti stars and that of a group of non-variables with similar 
colours : (4} Sion et al. (1978) have found that the ZZ Ceti 
s~ars are kinematically indistinguishabl~ from non-variable DA 
white dwarfs with similar colours: (5) Angel (1978a)has failed to 
detect any magnetic field in two of tl1e ZZ Ceti stars. 
5.2. The Luminosity Variations Of The zz Ceti Stars 
The light curves of the ZZ Ceti stars have characteristic 
peak-to-peak amplitudes ranging from 0.02 mag to 0.34 mag. Power 
spectra of short sections of data ( < 0.5 days) are 
non-stationary, i.e. two power spectra of different sections of 
data will not .be the same. For the low arnpli tude variables, the 
changes in the power spectra usually consist of variations in the 
amplitudes of the small number of discrete frequencies present. 
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Figure 11. Typical light curves for 
3 of the ZZ Ceti stars. 
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Figure 13. Two power spectra of the 
light curve of G 29-38~ 
Principal frequencies and 
a few of the frequencies. 
identified as harmonics 
and linear combinations of 
the principal frequencie~ 
are indicated • (a) From·· 
16 October,1974 and (b) 
from 17 October,1974. 
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On the other hand, the power ~::;pectra of short sections of data 
from the same large amplitude variable may be dramatically 
different. 'l'he peaks in the power spectra usually fall in the 100 
to 1000 s range. 
Fig. 11, from Mc Graw (1980), shows typical portions of the 
light· curves for 3 ZZ Ceti stars. The large amplitude variable HL 
Tau-76 has distinctly non-sinusoidal pulse shapes which are also 
seen in the other large c1.mpli tude variables. As the amplitude of 
the light variations decreases, the pulse shapes in general become 
variables, as illustrated by ZZ Ceti in the figure# tend to have 
sinusoidal, multiply-periodic light curves. The multiple periods 
often manifest themselves as 'beats', an effect apparent in the 
light curve of ZZ Ceti. The periods are generally in the range 
100 to 400 sand are extremely stable (Robinson and Kepler,1980). 
The middle light curve in the·. figure is for GD 154, a typical 
intermediate amplitude star which exhibits a pulse· shape and 
periods between those of HL Tau-76 and ZZ Ceti. _ 
As mentioned above, the power spectra calculated from the light 
curves of the ZZ Ceti stars exhibit properties that are strongly 
correlated with amplitude of light variation. The low amplitude 
variables have power spectra that are usually quite simple. There 
are a small number of discrete peaks present, each of which may 
have a time varying amplitude (see fig. 12 from Mc Graw (1977)). 
The period variations_ with time are generally very small relative .,/ 
to the period itself. On the other hand, the large amplitude. 
variables have extremely complex power spectra. Fig. 13 from 
Robinson (1979) shows two power spectra from consecutive nights 
for the la~ge amplitude variable G 29-38, and these power spectra 
are typical for the large amplitude variables. Their power 
·spectra generally show many peaks that vary in amplitude quite 
rapidly. In addition, in many cases the plethora of features may 
be sorted out into a small number of 'principal peaks' {always < 
·6) along with other peaks which are at fre:quenc5.e:'. whir::h are 
either {i) equally spaced around one of the principal frequencies 
or {ii) harmonics of .one of the princip&l frequencies or {iii) 
expressible in the form mf1 +nf.;1 where rn,n are small integers and 
£, and f 1 are two of the principal frequencies. This.completes 
the description of the general features of the light curves, power 
spectra and ofher observable properties of the ZZ Ceti stars. We 
now consider the interpretation of these data. 
5.3. The Cause Of The ZZ Ceti Stars' Light Variations 
Mc Graw (1977) has argued convincingly that the light variations 
are gue to pulsation. There is no evidence for eclipses in any of 
the ZZ Ceti light curves, nor is there any stochastic flickering 
associated with mass transferring binary systems. The spectra are 
normal DA and do not show emission lines characteristic of 
accretion disks. Apart from pulsation, the only plausible 
intrinsic mechanism is the presence of star spots which rotate. 
vdth th(~ star. This possibi.li ty is ruled out due to the presence 
of multiple periodicities in all of the ZZ Ceti stars. In. 
tion, the homogeneity of physical parameters in the class 
argues strongly in favour of pulsation. It has been pointed out 
on many occasions that the ZZ Ceti stars lie on the extension of 
the Cepheid instability strip cown to the white dwarf cooling 
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sequence (Mc Graw,1980) and this indicates that the mechanism 
which causes pulsational instability in the Cepheids may be 
effective in the ZZ Ceti stars. However, Cox and Hansen (1979) 
and others have noted that this extension requires extrapolation 
of the Cepheid instability strip through five orders of magnitude 
in luminosity and may be co-incidental. Another important pointer 
towards pulsation is the fact that a ZZ Ceti star must have 
hydrogen in its atmosphere (because of the DA spectral type) and 
must have an effective temperature in the range where Balmer line 
and cor1tir1uurn L1bsv.r:1>t .... i.o.t1 .i:.:.; _ ':i.Ccu. t:.cLl c. ( R~l;.i..aut..:r.:., l 930) . C·\i:..-::Lc:.ll, 
the evidence favouring pulsation is predominant and this view is 
well accepted in the literature at.present. 
The period~mean density relation, as applied to white dwarfs, 
predicts periods in the range 2-20 s for white dwarfs pulsating in 
the fundamental radial mode. 'I'hese periods become shorter with 
higher overtones and are cof1firmed · by relatively realis-tic models 
of white dwarfs (Mc Graw,1977). Because the observed periods in 
white dwarfs are 1 to 2 orders of magnitude greate~ than the 
periods predicted for radial pulsation, this type of pulsation is 
not the cause of the light variations in the ZZ Ceti stars. This 
conclusion is further supported by Mc Graw (1979). The variations 
in the Stromgren colours were measured over a few pulses of two 
large amplitude variables and related to effective gravity and 
temperature changes by comparison with model atmospheres. The 
conclusion arising from this study is that variations in _/ 
temperature during a pulsation are sufficient to account for the 
luminosity variations in the two stars studied while variations in 
the radius, manifesting themselves through effective gravity 
changes, are small and contribute negligibly to the luminosity 
variations. 
On the other hand, Warner and Robinson (1972) and Chanmugam 
(1972) have suggested that non-radial oscillation is the most 
likely explan~tion for the luminosity variations of the ZZ Ceti 
stars. Non-radial oscillations may be divided into four groups : 
the p-mod~s, the single f-mode, the g+-modes and the g--modes 
(Cox,1976). The primary .restoring force is pressure and gravity 
for the p·- and g-modes respectively, with the single £-mode 
intermediate in frequency between the other two. The g--modes are 
dynamically unstable and are related to convective instability." 
The periods of the f- and p-modes are all to short compared with 
the observed ZZ Ceti periods (Osaki and Ean~en,1973 ; Harper and 
Rose,1970), and, like the radial modes, these periods decrease 
going to higher overtones or harmonics. On the other hand, the 
g-mode periods fall in the same range as the observed ZZ Ceti 
periods and realistic models (Brickhill,1975 ; Osaki and 
Hansen,1973) confirm this qualitative agreement. 
Linear, adiabatic, non-radial oscillations may be described by a 
surface perturbation (Ledoux and Walraven,1958) given by 
m -iwt f ( r ,8 , <P ) = f k ( r ) Y >1. ( e , <P ) e 
where the 'mode' k specifies the number of nodes in the radial 
eigenfunction while 1 and mare related to the number of nodes on 
the stellar surface, quite analogous to the quantum numbers of the 
wave function of the hydrogen atom. Removal of the spherical 
symmetry, e.g. by rotation, destroys the (21~1)-fold degeneracy in 
m which may take on all values from Oto .:tl. The periods of the 
g-modes of a non-rotating star depend on k and 1 with Pkl 
increasing with 
of periods may 
arbitrarily long 
the new observed 
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k and decreasing ,.vi th 1. Thus, a whole spectrum 
be observed and these periods may become 
with increasing k. When m-degeneracy is removed, 
riod P1clm is related to the old Pkl by 
1 
= 0 - m ( 1 - ck n ) n., . m = 0 / + 1, ••• ,±: Q. 
,. kQ. >., 
where~- is t1-!e f'-;-.=..-_:;";.::.;~.·-~i .zot.:.a.L ·.::£ Ll1E: ~ Liil'"' a.:::.U ~k\ J...==> c:. 
constant dependent on k,l and the structure of the star, and is of 
order unity. When JJ_ is much smaller than 1/Pid· , i.e. slow 
rotation, the oscillation modes become equally split in frequency 
about the non-rotating period, Py.\ • 
There exists an additional family of non-radial modes, the 
Rossby or r-modes {Papaloizou and Pringle,1978). They can' exist 
only in rotating stars. Mc Graw (1977) has argued that the 
periods of these modes are too short compared to the ZZ Ceti 
periods for the r-modes to be.the cause of the light variations in 
these stars.· Nevertheless, the peculiar frequency structure seen 
in an intensiye analysis of G 117-Bl5A (Kepler and Robinson,1980), 
suggests that r-modes may be mixed in with the g-mode pulsations 
in this star • 
. With this very brief description of non-radial oscillations 
(considerable detail may be found in Ledoux and Walraven (1958) ; 
Unno et al. (1980) i Cox (1980)), a natural explanation exists for 
the frequency. structure and type of light curve seen in the ZZ 
Ceti stars. Mc Graw (1977) divides this explanation into 
phenomena associated with (i) linear oscillation and (ii) 
non-linear oscillation. 
For the low amplitude pulsators, the sinusoidal pulse shapes in 
the light curves and :.:.he absence of harmonics in the power spectra 
suggests that the puls~tions are linear. The existence of 
discrete, well-separated periot:".P in these stars (e.g. 2 periods in 
ZZ Ceti) is attributed to the simu:caneous excitation of multiple 
g-mode oscillations of different k and/or 1. The amplitude 
variability of these. ,3epa,;ate oscillation modes is explained by 
the hypothesis that each oscillation mode is split by slow 
rotation into two or more very closely spaced frequencies which 
are unresolved on time scales associated with single high-speed 
photometry observing . runs ( <O. 5 days) . 'l1hese unresolved 
frequencies will move in and out of phase with each other thus 
·producing variations in the amplitude of each of the 1 apparent 1 
single periods seen in the power spectra. This hypothesis has had 
considerable succe$S in explaining the observed photometric 
variations of ZZ Ceti itself over a 9 yea~ interval (Stover et 
al., 1980) and will be more fully discussed .i.n thr~ next section. 
In the case of the large and intermediate ·amplitude pulsators 
. . . 
such as HL Tau-76, the non-sinusoidal shape of the pulses and the 
extreme non-stationarity of the power apcctra suggest that 
non-linear effects in the oscillations ar.e important. These 
effects renult in the presence of harmonics of the so-called 
'principal' frequencies and excitation of 'cross-frequencies' 
consisting of sums and differences of integer multiples of the 
principal frequencies. The forme:c follows directly from the 
non-sinusoidal pulse shapes while the latter two are attributed to 
non-linear coupling of oscillation modes. It is easier to 
transfer energy between the principal frequencies rather than 
excite 'new' ones so the presence of cross~frequencies is only 
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seen in the large amplitude variables \vhere the pulsation energy 
is sufficiently large, Of course, the non-linear coupling can_ 
only take place between frequencies of the right separation and 
which must both be eigenfrequencies of the g-modes at the same 
time; however, the spectrum of g-rnod8s is sufficiently dense in 
white· dwarfs to allow both conditions to be simultaneously 
fulfilled. Mc Graw (1977) has argued against the hypothesis that 
large growth rates may be responsible for amplitude variability in 
the peaks of the power spectra of the ZZ Ceti stars on the basis 
that 01..(\..;1 'j.LUW~~l .LU.1.-t:~ wuu~~ ~1avc:: l,..l.,~ be i.lD.realis·tica11:y· I.ar,3e a.nd 
insists that the total pulsational energy remains constant over 
time scales as short as days at least. 
Finally, the presence of rotation may be inferred from power 
spectra of some of the large amplitude ZZ Ceti stars, particularly 
BPM 30551. A pattern of low amplitude components, equally split 
in frequency about a large amplitude period has been seen in a 
power spectrum for this star (Mc Graw,1977). G 207-9 and G 29-38 
also have power spectra with equal frequency spacing among some 
components although they are less striking examples. The 
photometric properties of ZZ Ceti may be understood in terms of 
slow rotation (Robinson et al.,1976 ; see next section). 
A number of points summarise the discussion up to now: (.1) The 
ZZ Ceti stars are all normal DA white dwarfs with effective 
temperatures between 11000 and 13000K occupying a very restricted 
region of the two colour diagram. There is evidence that all DA 
white dwarfs with temperatures in this interval are ZZ Ceti stars. 
(2) The presence of hydrogen in the atmosphere along with the 
location of the ZZ Ceti stars in the two colour diagram near the 
region of maximum Balmer absorption and near the.extension of the 
Cepheid instability strip, together with the characterictics of 
the light curves (no flickering, eclipses}, suggests that the ZZ 
Ceti stars are single, pulsating stars (~rat least that any 
bin2.ry nature is not important}, driven by a mechanism similar to 
that operating in the Cepheids. ( 3) The quali tatj V(·) agr'9ement 
between the observed periods and those expected for non-radial 
g-mode pulsations suggests that the latter are most probably 
responsible for the light variations. In adaition, there is 
evidence that Rossby-modes are present in at least 1 ZZ Ceti star. 
(4) The amplitude of pulsation in the ZZ Ceti stars is ~trongly 
correlated wit~ the presence of non-sinusoidal pulse shapes in the 
light curves and complexity in the power spectra. (5) For the low 
amplitude puisators, the pulse shapes are sinusoidal indicating 
linear oscillations. With the exception of G 117-B15A, the power 
spectra have discrete, amplitude variable peaks at frequencies 
bearing no simple r'elation to one a .. nother. This behaviour is 
attributed to the simultaneous excitation of multiple g-mode 
oscillations that are frequency split ca1}sing the amplitude 
variability. (6) The large amplitude pulsators exhibit strongly 
non-sinusoidal pulse shapes indicating non-linear effects are 
present in the oscillations. These effects are manifested in the 
power spectra by the presence of harmonics of the principal 
frequencies (those that are always present in the power spectra), 
exchange of energy between the principal frequencies and 
excitation of cross-frequencies, the latter two by non-linear 
resonance coupling of the g-modes. 
This completes the broad overview o.t the ZZ Ceti stars. L 19-2 
is a low amplitude variable and so it is of interest to examine 
the observations and analysis of ZZ Ceti, ulso a low amplitude 
variable, since it is the only well-studied star with a full 
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Figure 14. 'I'he points in the upper half of the top frame are· ~-he 
measured amplitudes of the 213 second pulsation of_ ZZ 
Ceti folded on its 1.44122 day beat period. The solid 
line is the amplitude that results from adding the 
first two components in table 5-3 •. The lower half.of 
the top frame displays the difference between· the 
.observed pulse arrival times and those predicted by 
letting the first two ccmponents in table 5-3 be.at 
against each other. The lower frame displays the 
corresponding information for the 274 second 
pulsation. 
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report in·the literature to date. 
5.4. ZZ Ceti (=R 548), G ll7-B15A and L 19-2 
Referring to fig. 12, from Mc Graw (1977), it is evident that ZZ 
Ceti has two amplitude varying peaks in its pmver sp·ectra near 213 
s and 274 s. The technique used by Robinson et al. (1976) 
CO:Ci.sLsted of iueas1..1r:i.n9 u·if.:! amp.ii tuctes of t.ne$e two peaks in power 
spectra obtained from many nights of observing ZZ Ceti. For each 
oscillation separately, the amplitude was plotted as a function of 
time and the resulting amplitude curve searched for periodicity. 
For the 213 and 274 s periods, a periodicty of 1.44122 and 1.66528 
days respecti ve.ly was found in the amplitude curve and these 
amplitude points were folded at the respective 'beat' periods to 
produce the mean amplitude curve shown in fig. 14, from Robinson 
(1979). It is apparent that the amplitude of oscillation of each 
period undergoes an almost sinusoidal variation. The most obvious 
explanation for this behaviour is that each periodicity is not a 
single amplitude varying oscillation_ but two closely spaced 
frequencies which beat with each other producing the respective 
1.44 and 1.66 day variations in the amplitude-time curves. The 
angular frequency separation of the two closely spaced frequencies 
is given by 
5.4.1 
where 'I' is the amplitude beat period. By adding two sine-waves of 
amplitude A 0 and A\ and frequencies Ll0 and G:>0 ± QA, it is trivial to 
show that thi resultant is given by 
where 
Indeed1 the .solid line through the mean amplitude curve for each 
oscillation is the expression for A1: in 5.4.2 with the appropriate 
parameters A2 and A1 , found by least squares fitting a curve of the 
form /k 1 +k. cos ~At to the amplitude points ·to obtain k 1 = A:; + A~ 
and kl. = 2 A,:, A, • By allowing two sine .. waves with the above 
amplitudes and frequencies to beat together, the difference 
between the expected and observed arrival times of pulses can be 
calculated. If the model of the light curve is a good one, these 
differences should show no trend or periodicity and should be 
randomly scattered about zero. That this is the case for the 
model of ZZ Ceti can be seen from the lower plots in each diagram 
for the separate 213 and 274 s periods. The ·ordinate is the 
difference in observed and calculated times (o-c), and the 
abscissa is the beat period fraction. 
In this way, Robinson et a.l. ( 1976) have shown that the light 
curve of ZZ Ceti can be predicted to about 0.001 mag in amplitude 
and 10 sin time and that the behaviour of each of the 1 apparent 1 
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single periodicities in the power spectrum is entirely consistent 
with a model whereby each separate period is a closely split pair,. 
approximately 0.5 sec apart. Recently, Stover et al. (1980) have 
combined all the observations of ZZ Ceti spanning a 9 year 
interval. They confirm the initial model and ·show that the 
frequencies, amplitudeo and phases of the 4 components have 
remained remarkably constant over this interval°. The present 
model parameters (fully tabulated in Stover et al. ) are 
summarised in table 5-3 from Robinson (1979) along with upper 
li1niL8 L1lt:: _pt:.::.loU t..:11ct.i1gc:.-;. ·.;:riu stu.bi t}"" of the periods is 
among the highest for any variable star at visual wavelengths. In 
addition, the frequency splitting is attributed to rotation as 
mentioned previously. The rotation periods, cif order 1 day or so, 
are additional· evidence that white dwarfs are slow rotators (Mc 
Graw,1977 and references therein). 
Table 5-3. The Periods In ZZ Ceti 
Period· 
{sec) 
212.768427 
±3 
213.132605 
11-
274.250814 
±1 
274.774562 
}:.b 
Amplitude 
(mag) 
0.0044 
.+ 1 • 
.-
0.0077 
-t .., 
--
0.0049 
±2 
0.0034 
±2 
Period Change 
(sec/sec) 
< 7 X 10·-ll 
2 
-13 
< X 10 
< 3 X 10-13 
< 9 X 10-n 
Iq. a recent conference proceedings, Robi.1son and Kepler ( 1980) 
give a preliminary report on a similar frequency analysis of the 
low amplitude variable G 117-BlSA. 'l'he star is described as 
having frequencies at 3i 4 l>0 ·-.av, 3/ 4 l,~ +{))), v" and a further three 
at the frequencies of the first three increased by ))0 where )I., = 
1/ 215. 20 Hz and /j v = O. 000205 Hz. 'l'r1Us there are two close pairs 
equally split about 3/ 4 Vv and 3/ 4 JJ.,+ Vo and two others at }.)0 and 
2 ))0 • 'I'he frequency split ting results in a much more rapid 
amplitude beat cycle of about 3/4 hour. The peculiar frequency 
spacing involving the factor 3/4 is not readily interpretable 
(Robinson and Kepler,1980) except in terms of r-modes. No further 
discussion of this star will be given except to note that it is 
apparently not morphologically very similar to ZZ Ceti in its 
photometric properties. 
Mc Graw (1977) reports that L 19-2 exhibited similar behaviour 
to ZZ Ceti on the seven nights of his ohscrvation.s in that the 
amplitude of one of the periods in the star .changed smoothly from 
2. 3x10-3 mag through a minimum of O. 9x10-::. mag and back to 
2.8xl0~3 mag. He has· also found that L 19-2 has two periodicities, 
at 192.4 and 113.6 s. 'l'he amplitude of its light curve is low but 
the stability of these periods is high. 
From all of this, it can be seen that 
worthy of intensive study to determine 
see~ in the power spectra of the star: 
L 19-2 is a candidate 
: (1) what frequencies are 
(2) are they amplitude 
,r· 
/ 
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variable and, if so, is tl1e nature of the variability the same as 
in ZZ Ceti : (3) are there any very stable frequencies in the 
star? 
To answer these questions, a program of high-speed photometry of 
L 19-2 was begun and the description of these observations forms 
the basis of the next chapter. 
/ 
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6. High Speed Photometry Of L 19-2 
6.1. · The Observations 
At declination -81", L 19-2 is the most southerly of the known 
ZZ Cet.i st.ars. The observations.of this star were made at tne 
Sutherland observing station of the South African Astronomical 
Observatory,· which is located at about -30°S. Thus, a 
considerable advantage of observing this star is that it is 
visible all year from Sutherland although only 20° above the 
horizon at times. Hence, very long observing runs could be made 
on this star extending to about 11',hours a night in the middle of 
winter. 
The observations were made using a computer-controlled pulse 
counting photometer (Nather and Warner,1971 : Nather, 1973). 
Briefly, this equipment consists of a Nova 1200 computer which 
counts the pulses fed from an S 11 response photomultiplier tube 
at the Cassegrain focus, through a pulse discriminating amplifier. 
At the end of the user-specified sampling interval, the computer 
prints and punches on paper tape ·the total number ·of counts and 
initialises the counters for the next integration. 'rhe computer , .,, 
also controls a real time displ~y of the raw data as it is. 
gathered and enables Fast Fourier Transforms to be performed on 
any section of the raw data (up to 1024 points)· so that power 
.spectra of the raw data may be examined at the telescope. The 
phqtomultiplier is uncooled as the dark count rate for the tube is 
very low at the operating voltage used for the observations. The 
photomultiplier is mounted on an offset-guiding photometer to 
enable guiding without interrupting the optical path. The 
observations were made using the 0.75 m and 1.0 m r~fl~ct0~s of 
the S.A.A.O.. For the 0.75 m and 1.0 m telescopes respectively, 
the net count rate from the star was typically 3300 and· 5700 c/s 
in 'white' light. As a result of these low ccunt rates, no 
optical filter was inserted into the light beam. The bandpass was 
thus determined mainly by the spectral response of the 
photomultipli·er. For most of the observing runs1 the contribution 
from the sky_~s measured regularly (see below). 
The full journal of observations and notes is given in table 
6-1, consisting of the run number, week number, Universal Time at 
the start of the first integration, the Heliocentric Julian Date 
corresponding to this time (used in calculating the time of each 
integration), the telescope used and the number of integrations 
including sky and other 'bad' points. Altogether, L 19-2 w~s 
observed for about 292 hours in 81 runs spread over 57 nights 
spanning an 18 month interval. This resulted in about 105000 10 s 
integrations of which the author contributed about 60%. 
In addition to these observations, also included in the table 
for the sake of completeness are the data obtained by Mc Graw 
(1977} and Hesser et al. (1977) kindly made available by these 
authors. As will be seen later, these data were.not sufficiently. 
extensive to stand alone but proved to be of value in extending 
the baseline of the observations .. · 
;_ 
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Table 6-1. Journal Of High Speed Photometry Of L J. 9--2 
-Start Heliocentric Number 
Run Week Date 'rime Julian Date Telescope Of 
Number U.T. 2,440,000.0+ (m) Integs 
--------------------- ·--------------------------------------------
2693* 1 21 Mar 79 22:13:31 3954.42680 0.75 1091 
2695 1 · 25 Mar 79 19:49:49 3958.32719 0.75 2127 
2697 1 26 Mar 79 19:19:34 3959.30623 0. 7.5 2500 
2699 2 23 Apr 79 19:23:44 3987.31026 0.75 1041 
2700 2 24 Apr 79 20:40:18 3988.36347 0.75 286' 
2701 2 26 Apr 79 23:08:10 3990.46622 0.75 1028 
2702 2 27 Apr 79 17:25:44. 3991. 22845 0.75 3140 
2703 . 2 29 Apr_ 79 17:18:19 3993.22336 0.75 3078 
2704 3 26 Jun 79 17:32:41 4051. 23376. 1.0 2472 
2706 3 27 Jun 79 16:59:22 4052.21061 1.0 1630 
2711 3 29 Jun 79 16:57:31 4054.20929 1.0 536 
2714 3 ·30 Jun 79 17:13:36 4055.22044 1.0 3760 
2715 3 1 Jul 79 16:57:10 4056.20901 1.0 2048 
2717 3. 2 Jul 79 16:58:00 4057.20957 1.0 3072 
2732 4 29 Oct 79 22:13:16 .. 4176.42370 1.0 385 
,.: 
/ 
2733 5 11 Dec 79 19:54:31 4219.32673 0.75 1365 
2734 5 12 Dec 79 19:40:09 4220.31676 o.75 2050 
2735 5 13 Dec 79 19:33:01 4221. 31181 0.75 1053 
2736 5 i4 Dec 79 20:18:27 4222.34336 0.75 1254 
2737 5 15 Dec 79 19:2.3:18 4223.30507 0.75 - 946 
2738 5 17 Dec 79 21:31:38 4225.39421 0.75 1007 
2741" 6 2.0 Feb 80 22:53:13 4290.45295 l~O 1501 
2743 6 23 Feb 80 22:22:22 4293.43167 J.. 0 1693 
2746 6 24 Feb 80 23:46:46 4294.49033 1;0 1180 
2749 6 26 Feb.BO 00:03:01 4295.50166 1.0 ·1104 
2750 7 13 Mar 80 20:07:38 4312.33903 0.75 2580 
2751 7 14 Mar 80 19:19:04 4313.30535 0,75 2807' 
2752 7 15 Mar 80 19:15:21 4314.30282 0.75 2190 
2753 7 16 Mar 80 19:10:52 4315,29975 0.75 2945 
2754 7 17 Mar 80 19:09:13 4316,29865 0,75 2957 
I ·. 
2755 8 3 Jun 80 19:58:11 4394,33496 0.75 2906 
2756 8 4 Jun 80 17:39:38 4395,23874 0. 7 5 3832 
2757 8 5 Jun 80 17:25:26 4396,22888 0.75 3910 
2758 8 6 Jun 80 17:31:09 4397,23285 0.75 3871 
.. 
2759 8 7 Jun 80 17:32:39 4398.23390 0,75 951 
2760 8 7 Jun 80 23:11:09 4398.46896 0.75 1810 
2761 8 8 Jun 80 18:17:49 4399.26526 0.75 2689 
2762 8 9 Jun 80 17:52:29 4400.24766 0,75 849 
2763 8 10 Jun 80 00:23~25 4400.51915 o.75 1150 
2764 9 5 Aug 80 17:30:05 4-457,2307.5 1.0 868 
2772 10 29 Aug 80 17:19;26 4481,22227 o.75 1078 
2774 10 30 J\Ug 80 17:25:03 4482.22612 0,75 1059 
2776 10 31 .2\ug 80 17:25:47 4483.22658 0,75 1046 
2778 10 1 Sep 80 17:30:32 4-1-84, 2 2984 0.75 1051 
Run Week 
Number 
2780 
2782· 
2784 
2785 
2786 
2790 
2791 
2792 
2793 
2794 
2796 
2797 
2798 
2799 
2800 
2801 
2802 
2803 
2805 
2806 
2810 
2817 
10 
10 
11 
11 
11 
11 
11 
11 
11 
11 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
13 
13 
Start 
Date Time 
2 Sep BO 
2 Sep 80 
4 Sep 80 
5 Sep 80 
7 Sep 80 
9 Sep 80 
9 Sep 80 
9 Sep 80 
10 Sep 80 
10 Sep 80 
10 Sep 80 
11 Sep 80 
11 Sep 80 
12 Sep 80 
13 Sep 80 
13 Sep 80 
13 Sep 80 
14 Sep 80 
15 Sep 80 
15 Sep 80 
U.T. 
18:17:40 
23:16:14 
19:43:16 
01:15:46 
17:39:31 
01:30:05 
17:37:37 
20:39:57 
02:32:11 
17:37:07 
23:51:37 
02:13:37 
17:39:27 
18:47:52 
02:41:28 
18:57:00 
21:54:02 
17:45:25 
02:12:15 
17:50:13 
4 Oct 80 01:28:14 
6 Oct 80 00:16:09 
The Early Data 
Mc Graw (1977) : 
2385 
2457 
2460 
2466+ 
2470+ 
2475+ 
2479 
2480 
2484 
21 May 76 
4 Jul 76 
27 ~Jul 76 
28 Jul 76 
29 Jul 76 
30 Jul 76 
--31 Jul 76 
1 Aug 76 
2 Aug 76 
23:15:31 
20:01:50 
18:06:45 
17:31:29 
17:37:26 
17:22:13 
17:16:13 
17:17:05 
18:19:05 
Hesser et al. ( 1977) : 
C2323+ 
C2320+ 
C2317+* 
C2312+ 
C2336 
20 Aug 76 23:35:27 
21 Aug 76 23:58:35 
22 Aug 76 23:25:44 
23 Aug 76 23:34:12 
17 Sep 76 23:47:41 
Heliocentric 
Julian Date 
2., 440, ooo. o+ 
4485.26252 
,4485.46985 
4487.32186 
4487.55275 
4490.23578 
4491.56250 
4492.23437 
4492.36098 
4492.60557 
4493.23397 
· 449 3. 49403 
4493.59263 
4494.23554 
4495.28300 
4495.61188 
4496.28930 
4496.41223 
4497.23954 
4497.59149 
4498.24283 
4516.56004 
4518.50990 
2920.47190 
2964.33717 
2987.25657 
2988.23204 
2989. 23614, 
2990,22553 
2991.22133 
2992. 2 2Hl9 
2993.26490 
3011. 48381' 
3012.49983 
3013.47627 
3014.48280 
3039.49096 
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Number 
Telescope Of 
(m) Inte9s 
0.75 
0.75 
0.75 
0.75 
0.75 
" ., ~ . _, . , ..... 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
·O. 7 5 
0. 7-5 
0.75 
o.75 
0.75 
o.75 
0.75 
0.75 
1.0 
1.0 
0.75 
0.75 
0.75 
0.75 
0.75 
o.75 
0.75 
0.75 
0.75 
0.91 
0.91 
0.91 
0.91 
l. 5 
681 
651 
1064 
520 
546 
')')A() 
~- ,l.,o' L ...... 
730 
1066 · 
1810 
340 
1540 
745 
456 
3505 
2340 
260 
972 
276 
2487 
403 
3400 
482 
165 
262 
452 
602 
723. 
716 
739 
434 
752 
432 
1072 
824 
1357 
1515 
796 
' . 
----------------------------------------------------------- ------
Notes : (1) The sampling time in all the data L:; 10 s. 
(2) Run 2459 in Mc Graw (1977) was unavailable to us. 
(3) * denotes that the analysis indicated that the start 
times of these runs are suspect. 
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Figure 15. The complete 1-:..ght curve of ZZ Ceti for run 2715. The , 
_ordinate is the number of detected counts (star+ sky)· 
in 10 seconds and the abscissa is in days. The inset 
is a higher resolution plot of the indicated part of 
the· light c.urve. · 
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( 4) · + denot.e::c; that these runs were originally of sampling 
time shorter than 10 sand were co-added to yield a 
10 s sampling titne. 
(5) The prefix C to the run number indicates that the 
observations were made at Cerre Tololo Inter-American 
Observatory. All others were made at the Sutherland 
site of the South African Astronomical Observatory. 
(6) The number of integrations includes all sky and bad 
points within the data. Degraded data at the ends were 
(7) Sky measurements wer~ not ~ade for weeks 3,5 and 7. 
Fig. 15 shows the complete light curve for the raw data of run 
271§ along with a small section of it plotted at higher time 
resolution. Each point is a 10 s integration. The abscissa is in 
days and the ordinate is the total·. number of counts ( star+sky) 
detected in 10 s. The expanded part of the plot clearly reveals 
the 192 s oscillation which is strong for that part o~ the run but 
is less obvious in other parts of the light curve. 
Some comments are in order at this stage about the quality of 
the gathered data. The most obvious is that the greater number of 
detected counts on the 1.0 m telescope yielded a better signal to 
noise (predominantly photon counting sta.tistics) ratio than on the 
0.75 m telescope, The 1.0 m data (especially that of week 3) were 
found to be the most.useful in the frequency analysis, Also, the 
data were degraded at variotw times by loss of photons. In most 
cases this was due to guiding errors or sky measurements. In 
other cases, photons were lost due to the passage.of thin cirrus 
in front of the star. The observations in this case were not 
stopped because the cloud interruptions were often brief - and the 
real time display was a very sensitive indicator of the presence 
of cloud. In addition to the above, telescop0 aperture was lost 
by dome obscuration when the star was at an hour angle near 12 
hours, while an increase in size of the photometer diaphragm 
necessitated by bad seeing led to a sudden increase ln sky 
contribution and a discontinuity in the photometric trace, Before 
reduction, therefore, the raw data had to be eaited and this was 
done in the following way: (1) in the case of guiding errors, 
sky measurements and cloud, the bad data were replaced by linear 
interpolation 6f the adjoining good data r (2) Telescope aperture 
loss was handled by fitting a straight line through the downward 
sloping photometric trace (from the time when the dome began to 
obscure the telescope) and multiplying each observed count rate by 
the ratio of the mean count rate (found by extrapolating the 
unobscured data) and the count rate indicated by the straight line 
r (3) The observed counts following an increase in size of the 
diaphragm were reduced by the difference in the sky measurements, 
when available, which were made just be.fore and after the 
diaphragm increase, or by the difference in the mean count rate 
(averaged over 20 points) before and after the increase. The 
first procedure is equivalent to adding noise to the data which 
were edited. If the number of points adjusted was small, this 
will have negligible effect on the data analysis. In the case 
where the number of ~dited points exc2cded 20 (e.g. a 10 minute 
cloud interruption), these intervals were flagged and deleted when. 
ttsing analysis techniques that did not require equally spaced 
data. The second technique is likely to preserve the oscillations 
except to increase the noise slightly while the third procedure 
will leave the oscillations unci1anged and the edited points 
resulting· from these· latter two techniques 
perfectly good data. 
In spite of all these considerations, the 
points was less than 1% of.the total number of 
to affect the results in any appreciable way. 
6.2. The Reduction Of The Data 
6-5 
were treated as 
number of edited 
points and unlikely 
In discussing the way the data were reduced, it is helpful to 
distinguish between two quantities, the mean number of counts I~ 
that would be registered by the data acquisition system operating 
in the absence of the earth's atmosphere and the rapidly varying 
number of counts A~, similarly detected, and associateq with the 
oscillations in the star.· For the former quantity, mean denotes 
averaging over a few cycles of the longest oscillation period in 
the star (found to be 350 s}. There was no monitoring: of any kind 
of standard star during the observations. Consequently, since the 
mean number of detected counts (with sky contribution removed) is 
influenced by transparency changes in the atmosphere as well as 
variations. in the sensitivity of the photomultiplier and 
reflectivity of the mirrors, it was impossible to prove de nitely 
that I"'1 remained constant over the time spanned by the 
observations. Nevertheless, Liller and Hesser (1979) have scanned 
plate archives stretching back 90 years and their conclusions 
suggest that the mean luminosity of L 19-2, as well as the rest of 
the ZZ Ceti stars tested by them, .has remained constant to within 
.0.1 mag over this period. In addition, L 19-2 was observed on two 
oc·casions immediately after fresh a.luminization of the Oo 75 m 
telescope mirrors. Since Warner (private discussions) has 
observed that the photomultiplier sensitivity is constant over the 
typical range of observing conditions found at Sutherland, and 
since the rrean number of detected counts from the star at the samE! 
zenith dis~ance was found to be the same on those two occasions, 
there is additional supporting evidence that I~was constant over 
the 18 months spanning the observations. This assumption will be 
made throughout the rest of the analysis. 
The edited raw data were converted to counts/sec (to allow 
comparison between runs of different sampling times) and the sky 
contribution was subtracted. Since the count rate was too low to 
be appreciably affected by the 52 nanosecond 'dead time' of the 
photomultiplier, it was not necessary to correct for co-incidence 
loss. The data were then corrected atmospheric extinction by 
multiplying by e"'s""c::t. where c< is the mean extinction co-efficient. 
Its value was determined by plotting the log of the net count rate 
against sec z (z the zenith distance} for a. number of nights' 
observations and averaging the slopes of the straight lir1es that 
were fitted to the data by least squares, The result was a value 
of 0.4. Of course, this correction for extinction is crude, but 
the ratio of the amplitude oscillation to the mean brightness 
of the star will be unaffected by errors in the extinction 
co-efficient. Excluding colour effects which will be negligible 
due to the low amplitude of oscillation, this ratio will also not 
be affected by variations in the photomultiplier sensitivity nor 
mirror reflectivity since both these will affect.the amplitude of 
oscillation and I}'lean brightness in an exactly similar way. In 
order to express the data in a form suited to measuring the 
amplitude of oscillation relative to the mean brightness of the 
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star, the data were further reduced in the following way: a set 
of mean brightnesses was found by successively averaging over 150 
data points. This set was spline interpolated to provide a mean 
brightness for every individual data point. Finally, the mean was 
removed from the data (as well as long term trends) by first 
subtracting the interpolated value frcm every point and then 
dividing the result by the interpolated value so as to normalize 
the data as required. This was done separately for each run to 
produce a set of reduced data with zero mean and normalized in 
such cl v-lay t11u.t ("J.n~" ·v·a:ciations in the umplit.~1des or any of t.ne 
oscillations are due to intrinsic changes in the star rather than 
factors relating to the measuring process. 
One problem that was difficult to circumvent was that initially, 
it was assumed by B. Warner that the normalization would include 
the sky contribution so that no sky measurements were made for 
some of the early runs. Because of this, it was impossible to 
separate the correct normalization factor, i.e. the net brightness 
of the star alone, from the total number of counts de±ected. Of 
course, since the photomulfiplier sensitivity is constant with 
time, the absolute amplitude of oscillation will vary on a night 
to night basis due to transparency changes and, on a longer time 
scale, due to deterioration in the reflectivity of the mirrors. 
This problem was further aggravated by the use of two telescopes 
for the observations with mirrors that were re-aluminized at 
different times. As a rE:sult, a somewhat arbitrary method of , 
normalization was adopted and will now be described. 
During the early investigations of the amplitude changes in the 
192 s period, it became apparent (see next chapter) that the 
variations were due to beating of a strong component at about 
192.6 s with two weaker components separated by about 0.5 s and 
equally spaced in frequency about the strong one. Using data that 
could be normalized as described above, i.e. for which sky. 
measurements were made,. and which spanned a sufficient length of 
time (only about 2 days) th~t the strong component was well 
resolved from the weaker ones, it •nas found that the amplitude of 
the strong component at 192.6 s was constant to within the 
measurement limits ove1 a period of at 18ast 6 months. ·issuming 
that this component was also constant for those runs without sky 
measurements, the data for those runs were mormalized to yield the 
same amplitude at 192.6 s as obtained for the data with sky 
measrirements. In practice, this method was not as arbitrary as it 
seems from the above description and was implemented as follows : 
from the total number of counts detected when the moon was not up 
and an approximate idea of the star's contribution (3300 c/s for 
the 0.75 m telescope and found from the data with sky 
measurements), an estimate of the sky contribution could be made 
which was suitably adjusted when it increased due to the moon 
rising. In this way, estimates of the sky were obtained, the dat~ 
were normalized using these estimates and the amplitude of the 
192.6 s oscillation component was determined. In every case, it 
was found that this amplitude agreed with that determined from the 
data with sky measurements, indicating that the calculated sky 
estimates were realistic. Had this not been the case, the 
calculated sky estimates would have been suitably altered and 
another iteration· performed until U1e required consistency was 
achieved. In this way, the data without sky measurements were 
forced to be internally consistent with the data with sky points, 
the latter providing the only independent evidence that the 192.6 
s component was indeed constant. Howsver, the fact that the 
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self-consistency was easily achieved by Gsing the measured sky 
values to provide realistic estimates for the unknown quantities, 
indicates that the affected runs were not unduly prejudiced by· 
this procedure. As mentioned in table 6-1, the affected runs were 
those of weeks 3, 5 and 7, about 1/3 of the total number of 
integrations. This concludes the description of how the data were 
obtained and the technique used in the reductions. We now turn to 
the frequency analysis to answer t~e questions posed at the 
beginning of chapter S. 
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·7. Frequency Analysis Of L 19-2 
From the 1024 point power spectra that were available at the 
telescope, it became obvious early on that the oscillation period 
near 192 seconds was associated with the strongest.pulsation mode 
in the star. It was almost always visible on the real time data 
display and seemed to vary smoothly in strength on a time scale of 
a day or aliases thereof. Besides this periodicity, three others 
were apparent in the above power spectra: at about 113 s, 118 s 
and ,j:::>U s. The former two were of lower amplitude than the 192 s 
period and seemed to vary in amplitude quite rapidly within a few 
hours while the latter was just barely detecta.ble above the noise. 
A comment on the existence of the 118 s period is appropriate at 
this point. Since its strength is approximately the same as that 
at 113 s, it is surprising that it was reported in neither Mc Graw 
(1977) nor Hesser et al. (1977). ~However, Mc Graw detected it in 
his data and rejected it on the basis that it resulted from 
sidereal drive errors while our power spectra of the data of 
Hesser et al. also failed to detect it. This confusion is 
resolved by noting the following (1) the frequency analysis 
below will show that the 118 s period is very clearly resolved 
from the approximately 120 second period normally associated with 
drive errors. Furthermore, both telescopes used for our 
observations and Mc Graw's observations have 80 s periodicities 
associated with their·sidereal drives. Finally, besides the fact 
that its declination of -81° makes it unlikely that guiding errors 
could be responsible for the 118 s variation, one of the observers 
(B. Warner) noted en one occasion in the bbserving log that be 
moni tared the telescope guiding during a time when th_e 118 , s 
oscillation was apparent in the power spectrum and could detect no 
guiding errors. Thus, McGraw's reject.ion of the existence of 
this oscillati.on is not justified ; ( 2) the observations made by 
Hesser et al. were not very extensive and the frequency analysis 
below will show that it is quite plausible thuL t~2 118 s 
oscillation may have been of very low amplitude during their 
observations and thus undetectable. This low amplitude results 
from interference between the separate frequenci components 
comprising the 118 s oscillation and causing the amplitude 
variability seen in the oscillation modes in ZZ Ceti itself. 
Since the 192 s period was of the largest amplitude, it was 
decided to analyse its variations first. In order to distinguish 
between the 192 s period with its associated amplitude a.'1d phase 
variations, and the separate components which may give rise to 
these variations, the former will be referred to by U1e integer 
part of the period while the separate componei"lts will be referred 
to by their periods given to greater accuracy e.g. the 192 s 
oscillation on the one hand and the J.92.6 s component on the 
other. This convention will also apply to the oscillations 
detected in the star. Also, following previous duthors e.g. Mc 
Graw (1977), the units mHz (milliHertz) and mmag (millimagnitudes) 
will indicate 0.001 Hz and 0.001 mag respectively. 
Initial Investigations Of The 192 s Period 
In order to investigate the nature of the 192 s period, it was 
decided to follow a similar course to that of Robinson, Nather and 
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·Mc Graw (1976) (hereinafter RNM) in thei~ analysis of zz Ceti 
described in section 5.4. To effect this, it was necessary to 
measure the amplitude of oscillation of the 192 s period as a 
function of time and to do this, the periodogram technique of 
Warner and Robinson (1972) was used, · 
This technique consists of choosing a test period, P, and 
foldihg the light curve at that test period to produce a 'mean 
light curve'. If a periodicity of Pis present in the data, the· __ 
folding will add together points of the same phase and the mean 
light curve will be sinusoidal in shape. If not, the mean light 
curve wi LL bB l. e1.w..ivm noise. A ci.is•::r iwina t.ing iur1ction 
differentiates between these cases. More specifical1y, the period 
Pis divided into m bins (typically 16) and t~e data (which must 
have the mean and all low frequency trends carefully removed 
previously) are added into the appropriate bin depending on its 
phase relative to P or some integer multiple of P: e.g. the point 
at 1050 s from the start of a light curve has a phase of (1050 
10 x 100) / 100 = 0.5 relative to a period of 100 sand is added 
into the middle bin, Th~ discriminating function used is 
m [Ci] 2 
D(P) = i~l · ni 
m 
. i:l 1= 
n . 
l 
where Ct is the sum of all then, points added into the i"' bin. 
This is very similar to calculating the variance of the mean light 
curve so that when Pis at, or close to, a periodicity in the. 
data, points in the same bin will have the same phase and add 
constructively. Thus, the mean light curve will· have a larger 
variance than when P does not fulfill the above condition which 
results in the points in the same bin tending to can6~1. The 
function D(P) is calculated for a range of periods and a plot of:D 
against these periods will reveal a peak at ai.y periodicities in 
the data and· random noise at others, Peaks may also appear at 
harmonics and s~b-harmonics of any period in the data ~~J w~st rtot 
be interpreted as separate periodicities. 
Using D(P) as a quantity proportional to +he amplitude of 
oscillation of the 192 s oscillation, D(P) was calcu~ated for sets 
of data .from week 3 (runs 2704-2717) that were 4800 s long (about 
25 cycles of_l92 seconds) and overlapping adjoining sets by 50%, 
D was plotted as a function of the time at the middle of each data 
set and th€! ___ resulting I arnpli tude time series' was searched for 
periodicity. A periodicity was found near 0.9 days and the 
amplitude data were folded back at that period to produce a 'mean 
amplitude curve' and this is shown in fig. 16. The letters 
correspond to estimates of D obtained from the data for the same 
run. As in the case of ZZ Ceti, the data show an approximately 
sinusoidal variation indicating that there exjsts a beat period of 
about O. 9 days bet-.veen two components of the 192 s osci !lat.ion 
separated by 0,48 s. Similar plots for the other data were even 
noisier than fig. 16 but were consistent with the conclusion 
reached for the week 3 data. As shown in section 5.4. , the 
addition of two sine waves of amplitudes A0 ,A. and frequencies W 0 
and w0 ± WA is given by 
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F ( t) = Ats in (uJ 0 t+_~t) 
A2 = A~+Ai+2AoA1coswAt 5.4~2 t 
tan 
~t 
.!A 1 sinwA t 
= Ao +A1 COS{llA t . 
From the above equations, the mean amplitude curve provides 
estimates for A0 ,A; and QA=2n/T where Tis the beat period. The 
ratio A, to A 0 found from this curve was about 0.25. However, the 
frequency (J.)0 and the choice between the + or - sign is not 
obtainable from this curve. The latter choice may be ~een to be 
determined from the phase o"r <}>1:; eq'uation and <?1; may be measured as 
a function of time by fitting a sine wave with variable amplitude 
At but fixed frequency w 0 to successive sections of the data. In 
practice, neither ~o nor A. was specified and the sinusoid was 
fitted by least squares~ using a range of values for Q 0 and At. 
The variations of ~t with time ~ere determined and examined for 
behaviour. resembling that predicted by the phase equation. 
Unfortunately, 'Pt is very sensitive to the value of 0)0 since an 
incorrect Q 0 will force a linearly increasing contribution to tt 
and so only the non-linear or curvature behaviour of the ¢t-time 
relation could_ provide useful information. No pattern of ~t 
variations, consistent with the predictions of the phase equation, 
could be found for any of the early data. However, the average 
value of w0 that yielded the best fit for all the sinusoids was 
found to correspond to a period of 192.608 s. 
A fresh approach was adopted and this consisted of fitting two 
sine waves to the complete runs, first for the week 3 data and 
later for the rest of the data gathered up to that time. One· sine 
wave •. 3.S of amplitude A 0 and frequency w0 while the otner was of 
amplitude A, and frequency c.:>0 +CJA in one case, and GJ0 -GJA in the 
other. The sine waves were fitted by the iterative least squares 
tec~1nique described in Bloomfield (1976). The residual sum of 
squares is the sum of the squares of the differences between the 
data and the fitted curve and is a measure of 'goodness' of fit, 
obviously falling to zero for a perfect fit. These quantities 
were compared for the fits of the two pairs of sine waves to see 
which gave the best fit and so determine the unknown+ or - sign. 
The differences were found to be marginal for each run and not 
consistent from run to run. Most probably because of the low 
signal-to-noise even for the 192 s oscillation, the residual sum 
of squares for these fits was not much lower than that for a 
single constant a.mpli tude sine wave. Hence, :t.his technique also 
failed to reveal the correct sign. This result yielded the 
somewhat puzzling picture that the data were quite sensitive to 
the presence of a beating component as it affected the amplitude 
of oscillation, but insensitive to its effects on the phase of the 
pulsations. To ensure that the rtumerical techniques were not at 
fault, some noise free test data were generated with the 
properties associated with the above numerical model and the 
computer programmes indeed detected the expected phase variations. 
'I'he solution to the present impasse will be described in the 
next section. It is appropriate to digress at this stage apd 
discuss some points in relation to the whole approach being us~d 
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to study amplitude variations in the 192 s oscillation. 
The variations in amplitude for the 113 sand 118 s oscillations 
were obtained in a similar way to·that described for the 192 s 
oscillation. As we have seen, the amplitude variations for the 
latter indicate a smooth, nearly sinusoidal variation. However, 
in the case of the former two, no consistent sinusoidal variation 
could be seen in any of the appropriate amplitude data, suggesting 
that either the variations are distorted by noise due to the low 
amplitude of these oscillations, or the variations themselves are 
non-sinusoidal possibly indicating the presence of 3 or more 
beating components. Thus, the technique of analysing amplitude 
variations to discover any hidden separate components was found to 
be defficient and may be criticised for the following reasons : 
(1). The approach assumes that only two components are present. 
The existence of any other components would yield amplitude 
variations that contain beating on a number of time scales : one 
for each pair of frequencies (although two pairs with the same 
frequency separation will obviously have the same beat period). 
This may be seen from the· analogous expression for A1:.·in 5.4.2 in 
the case of addition of multiple sine waves. More specifically, 
consider the addition of a sine wave of amplitude A0 and frequency 
w to sine waves of amplitude A 1 , A1 , ••• , A.n,i. and frequency 
W+~ 1 W+2~, •· •• ,G.Hn/2A respectively and sine waves of amp.l:i.tude 
B,, Ba., .•• , B",2 and frequ~ncy c.u-6,eu-21'.l, ••• ,uJ-n/26.. Expressing the 
sum in the form A.sin(wt+~t), lengthy but straightforward algebra 
. t yields · 
n/2 n/2 n/2 n/2 · 
A2 = A~+2 E A0 (A.+B.)cosi6t + E (A~+B~)+ E E {A.A.cos(i-j)~t + t. ·1 l l ·111 ·1·1 lJ 1= 1=. 1= J= · 
n/2 
B.B.cos(i-j)6t + A.B.cos(i+j)6t} +2 E A.B.cos2i6t 
lJ lJ · ·1 ll 1= 
which, in the case of just two components, reduces to 5.4.2 and, 
in :.he case of three components, yields 
7.1.l 
The latter expression indicates be~ting at the frequency 
separation of A0 and A, or B,, and additional beating at the 
frequency separation of A, and B1 • It can thus be seen that 
analysing amplitude variations of more than two components is 
difficult, if not impossible. 
(2) Even in the case of two components, the approach is severely 
limited by noisy data. In order to measure time varying 
amplitudes of oscillation, a sufficiently short length of data 
must be used so that the variations are not smoothed out i.e. one 
must use lengths of data that span only a short section of the 
beat cycle. This lintitation may hide any regular variations in 
the amplitude data due to such variations being distorted by no:i.se 
resulting from being forced to select only a short section of data 
for each amplitude estimate a.s in the case of the 113 and 118 s 
oscillations. The technique to be discussed in the next section 
is not limited in this way. 
(3) Only the curvature of the phase-time relation provides useful 
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'information unless the frequency (Jj 0 is known to very high 
accuracy. As a result, the information obtainable from the phase 
variations which is needed foi a ·f~ll specification of the 
parameters associated with the numerical model, is very di icult 
to extract from the ~ata when low signal-to-noise ratios are 
prese.nt. 
For these reasons, this approach was abandoned and the 
calculation of power spectra from Fourier transforms of long data. 
strings was preferred. 
7.2. Power Spectra Of Unequally Spaced Data 
The detection of closely spaced frequency components may be 
effected by · analysing the ampli tud_e and phase variations of short 
sections of data to detect the underlying numerical model, or it 
may be carried out by the more direct method of calculating power 
spectra with sufficient frequency resolution that any closely 
spaced frequency components may be clearly resolved. Since the 
frequency resolution of a power spectrum dy, is related to T, the 
time spanned by the time series, by 
d .. ·.1 \} = -
. T 7.2.1 
and the frequency spacing of two components produces amplitude 
variations on a time scale of T related by the identical 
expression 7.2.1, it is necessary to use a data. set spanning at 
least the amplitude beat period in order to resolve the components 
responsible the beating. Investigations by Lournes and Deeming 
(1978) have shown that an even longer set of data {at least 50%) 
is necessary to clearly resolve the frequencies. In the case of L 
19-2, this means that at least two nights of observations are 
necessary. Extreme care must be exercised in handling suer ,.,_ data 
set because the daytime interval when no observations were 
possible might give rise to aliases of the true oscillation 
frequencies. Fortunately, the technique of Fourier transforms of 
unequally spaced data (Deeming,i975) is well suited to this sort 
of analysis. · 
Considering a set of N data points, arbitrarily spaced at times 
t 1 , .... , tN wi-t:-1::i ordinates f ( t 1 ) , ••• , f ( t"), the <li screte Fourier 
transform is defined as 
F (v) = ~ f(t )ei2TIVtK 
N . k=l k 
The function FH(v) for a finite data set generated by a cosine 
wave of frequency ~ will generally be significantly different 
from zero at fr~quencies near ~ and -l. In addition, aliasing 
frequencies may arise if the data are under-sampled giving se to 
significant functional values PN (») at frequencies other than that 
a-etually used· to generate the data and dependent on the 
characteristics of the undersampling. The most usual type of 
undersampling is where the time series consi:;:;ts of equally spaced· 
. points separated by times much greater than the time scale 
responsible for variations in the time series. In the case of L 
19-2, all the data consisted of separate runs with integration 
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·times much shorter than the char~cteristic oscillation periods of 
100-1000 s. However, in order to use multiple runs in the same 
data set, it is necessary to bear in mind that aliasing can also 
occur due to the absence of data during (a) the daylight period 
between runs and (b) the period of months between allocations of 
observing time. In order to predict in advance where aliasing 
might occur, Deeming (1975) defines a spectral window function 
S r.dV) by 
N '? t )~ el-1f\l K 
k=l 
and shows that FN())) is the convolution of the 
transform F(V) with the spectral window i.e. 
'true' Fourier 
so that any strictly periodic function, which normally transforms 
to the Dirac delta function at ± V0 say, will transform in the 
discrete case, to &N(l/) shifted to ±))0 • If, for example, S"(y) 
for a given data set consisted of the Dirac Comb function with· a 
separation of /.),. between the teeth, F,4 (Y) for tha.t set will show 
peaks at any frequency~ in the data and additional peaks at all' 
those frequencies ))0 , ))0 ± 2~ ... which must not be interpreted as 
separate frequencies in the data but as due to aliases resulting 
from undersampling. Thus the spectral window contains all the 
pathology of the time·spacing in the data set and is an invaluable 
tool in interpreting power spectra resulting from discrete Fourier 
transforms. The various normalization procedures for F~(V) and 
6,..())) are de .. scribed in Deeming (1975) and it suffices to say that 
the former was dividec,, by N so that power spectra of different 
lengths of data could be directly compared while the latter was 
normalized to unity at zero f1 b.:J.<1enc::.)'. The pov,rer spectra were 
calculated from the modulus of the real and imaginary parts of 
F"' ()J) to yield the ampli ~uae of oscillation directly in rm:nag. The 
spectral window, a complex fLnction, is not immediately helpful in 
interpreting power spectra but the 'power spectral window' given 
by S,/v)S:(v) (superscript * denotes complex conjugate) is and 
this .latter function was plotted for selected data sets where its 
information is important in the interpretation. The power 
spectral window, while revealing where aliasing frequencies may be 
found, generally predicts that the amplitude of the aliasing 
frequencies is less than actually seen in the power spectra. This 
arises because al though 7. 2 .1 is strictly valid, · F N ( )) ) F: ())) is not 
generally equal to the convolution of the true power spectrum with 
the power spectral window (see Dceming's discussion). It is of 
interest to consider some characteristics of the power spectra). 
windows (PSW). To this end, attention will be restricted to the 
PSW of a typical week's data. The data for each observing week 
usually consisted of a number of blocks of equally spaced data 
(i.e. one run) starting at the same time each night, Each run is 
separated from the next night's by at least half a day. Thus the 
PSW may be expected to show aliasing due to the 1 day interval in 
the distribution ·of data for the whole week. A typical PSW for 
the week 3 data is shown in fig. 17. This plot is such that a 
single periodicity would result in a power spectrum which 
exhibited a shape similar to the PSW with the peak at zero 
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· frequency in the latter a.t the position of the period representing 
the oscillation in ths data. Furth,::rmore, the PS will be 
symmetrical about this position. The PSh1 in the figure shows the 
peak at zero frequency normalized to unity with the one day alias 
separated from it by just under l.2xl0-iHz (whose inverse is 85000 
seconds, slightly shorter than a day). The following points 
conce~ning the figure are noteworthy : r 
(J.) There is a small alias near 2.4xl0-"Hz corr-esponding to a 1/2 
day alias. In the PSWs of the other weeks of data., this peak is 
mu~h stronger and ther~ are additional peaks at 1/4, 1/8 day 
alia3es etc. Tne presence ctuu :-;:; tr•':!ng Lf1 o:t a .. u.. tnE:se peaks 
(including the 1 day alias), depends on the lengths of the 
individual runs comprising the week. For the week 3 data, run 
2714 was half a day long making the alises ot~er than the 1 day 
peak weak. In other weeks consisting of only short runs (e.g. 
week 5), these peaks were strong. 
(2) Both large and small peaks i'n the PSW and hence in the power 
spectrum, have the same characteristic width dependent on the 
inverse of the total time spanned by the whole week's data in 
accordance with equation 7.2,1. Thus, any peak in the power 
spectrum has an uncertainty in its frequency that may be 
conservatively esti~ated as the 1/2 width of its peak at 1/2 its 
amplitude. The frequency is probably known to much.better than 
this error estimate but it is a useful conservative yardstick for 
errors. 
( 3) 'I'he other subsi.diary peaks in the PSW arise because of the 
peculiarities of the distribution of data over the week (e.g. run. 
2711 was very short while there were no observations on the night 
of 28-29 June) and are generally insignificant in interpreting the 
power spectrum. 
The next few sections are devoted to describing -the power 
spectra of the individual weeks of data for the frequency 
intervals where oscillations in the light curve have been found. 
Subsequently, power spectra of the complete data set (first· our 
data alone and then including Mc Graw and Hesser' s d.::.r_a.) y,.·ill be 
presented in order to yield the best estimates of the parameters. 
of the individual frequency components. Th~ approach in both 
cases consisted of obtaining a power spect.rum which ·Jenerally had 
some peak of largest amplitude. 'I'he data were then 'prewhi tened '. 
by this peak, i,e. a cosine wave of the corresponding frequency, 
amplitude and phase was subtracted out of the data, and a new 
power spectruIILwas calculated to reveal any other significant 
peaks corresponding to additional frequencies present in the data. 
This process of repeated prewhitening was pursued until a power 
spectrum consistent with noise was obtained. Power spectra 
calculated in the manner described above are computationally very 
expensive. However, a method of combining the individual weeks' 
power spectra was found which substantially r.educed the amount of 
time needed for the power spectra of the complete data set. To 
make this technique work, each individual week was pr~~fl1itened 
with parameters obtained from the power spectrum of the complete 
data set and JlQ..:t: from the power spectrum of the indiv.idGal week. 
Any cases where this is likely to lead to error will be discussed 
in the text. It will obviously be the wrong approach should the 
data of any individual week be inconsistent with the complet~ set 
e.g. by having a frequency component with a phase in the 
individual week that is different from that of the complete data 
set. 
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· 7.3. Frequency Structure Of The 192 s Os~illation 
The power spectrum (PS) near 192 ·s, and its PSW, for the week 3 
data are shown in figs. 18 and 19. For convenience of comparison, 
the PSW (previously shown in fig. 17), is replotted at the same 
frequ~ncy scale as the PS ; its location is, of course, arbitrary. 
Fig. 19 shows a principal peak near 192.6 s, with structure on 
either side, very similar to the shape of the PSW, apparently 
indicating the presence of only one component near the frequency 
We: found in section ',' .1. The secondary component found in 7. 1 ·had 
A,= 0.25 A0 , and would appear in the PS with an amplitude of 
about 1.5 mmag and separated from the principal peak by ""0.5 s. 
Even though such an amplitude would be close to the apparent noise 
in the PS, some- asymmetry of the pattern might have been expected 
from a component strong enough to produce 'beats' in the··:c 
periodogram results. . · 
In order to investigate this puzzle, the data were. prewhitened 
with the 192.6 s principal component. The resulting PS is shown 
in fig. 20. Prewhitening has removed considerable power 
throughout the PS. There remain, however, a number of peaks 
significantly above the noise. Tests on artificial data with 
similar properties have verified that these peaks are not due to 
incomplete prewhitening and must consist of real frequencies and 
their aliases. 
The arrows in fig. 20 indicate the two possible e}:pected 
locations for the 'missing' component: at each there appears a 
peak in the PS. Pre·whi tening with these two frequencies removes 
all significant peaks from the PS, leaving only noise.' This, 
incidentally, shows that some of the high peaks in fig. 20 are 
caused by the near superposition of aliases of the two 
frequencies. 
In order to verify this result, a similar analysis was performed 
on data from other v.reeks. As an example, figs. 21 and 22 are the 
PSW and PS for the data f rorn week 8. The principal cumpor.e,1t. and 
its aliases are again evident. Fig. 23 shows the PS that results 
from prewhi tening the data with the princi: )al component. As 
before, the two secondary components (arrowed) are p .• :esent : their 
differencE;s in c:i.mplitude from those seen in fig. 20 may only be as 
a result of the low signal-to-noise. All other PS for weeks that 
contained sufficient observations produce results consistent with 
these. While--t.he PS of weeks with only a little data were very 
noisy, it was always possible to detect peaks of the right 
amplitude at the positions of the two side components found above. 
Use of the extended data set, comprising runs 2772 to 2806i 
which span about 19 days, provides complete confirmation. The PSW 
and PS obtained by prewhitening with the principal component are 
shown in figs. 24 and 25. Again, prewhitening with the arrowed 
frequencies leaves only noise in the PS. 
The frequency range on either side of that in the above PS was 
searched for other components but ncne were found. The same 
results were obtained from independent data sets with a variety of 
PSW3 (and alias spacings) so we conclude: · 
(1) There are _twq_ secondary components, not one, that beat with 
the 192.6 s principal component. They lie equidistant either side 
of the lattert the spacing being just that required to explain the 
beat period in fig. 16. 
(2) The amplitude of each secondary component is about half that 
deduced for the single component postulated in section 7.1. 
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(3} From equation 7.1.1, modulation at 0.45 days as well ~s 0.9 
days is predicted, However: with the values A,== 0 .• 6 mmag, B, = 
0. 7 rnmag a.nd A 0 == 6. 0 rnmag found from the PS, the modulation 
amplitude 2A 1 B1 at 0.45 dis only one twentieth of the amplitude 
2AQ(A 1 +B 1 ) at 0.9 d and is therefore undetectable. ( 4) 'rhe tan <Vt equation corresponding to the amplitude equation 
7.1.1, predicts that for the addition of a sine wave to two others 
equally split in frequency about the former and of equal 
~mpl.itu<:1e, ther.e will be no variation in q>t with time as was found 
in section 7.1. 
t·i~1al estimates of the frequency, amplitude and phase of a.Li 3 
components will be obtained from the PS of the complete data set 
which will be discussed later. 
7.4. Frequency Structure Of The 113 s Oscillation 
As we have seen, the 113 s oscillation was of lower amplitude 
than that ;at 192 s and varied more rapidly. The periodogram 
approach was found to be inadequate in deciphering the frequency 
structure so that any structure found by the direct method of 
using PS dould not be verified by the former. 
Th8 ·psw for week 3 is repeated in fig. 26 a.t a scale appropriate 
to the 113 s period interval investigated. In order to conserve 
compi.::.ter time, it was calculated for only a limited frequency 
range encompassing the major aliasing peaks.· The PS for week 3 
near 113 s is shown in fig. 27 while the PS in fig. 28 was 
obtained by prewhitening the data with the main peak near 113.8 s 
in fig. 27. With the exception of the arrowed peaks, whose 
signifir.ance will be seen later, removal by prewhitening of the 
obvious frequency component near 113.3 s resulted in a PS 
consistent with noise. 
The PS from all the other weeks exhibited a principal component 
near 113. 8 s. 'rhe presence of the s:..ue ~L,rriponent is confirmed in 
almost all of their PS, obtained when the principal component is 
removed. Examples are shown in fig. 29 for the week 8 data and 
fig. 30 for the week 12 data. IL the former, only the right hand 
(low frequency) alias is seen while attention is again drawn to 
the two arrowed components in each figure. One exception where no 
side component is seen is the PS in fig. 31 obtained by 
prewhitening the week ·11 data with the principal cor~onent as 
usual. The arrow indicates whe:ce the 'expected' component, whose 
amplitude was found to be about 0.6 mmag, should lie. 
Many, but not all, of the PS from the other weeks showed peaks 
above 114.0 sat the positions of the arrowed components mentioned 
above. In addition, the presence of isolated peaks or suggestive 
aliasing patterns well above the noise, indicated that other 
components may have been present. However, there was no 
consistent re-appearance of any of these and besides warning that 
there may be low amplitude components that grow and die on a time 
scale of weeks, nothing further will be said about these. 
In summary, it seems that the 113 s oscillation consists of a 
large amplitt,de component at 113.78 s (2.4 mmag) and a smaller 
component of about 0.6 mmag at 113.26 s. '11here is possibly a 
third above 114.0 s. Precise determination of the parameters for 
these oscillatipns must await the discussion of the PS of the 
complete data set. 
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·7.5. Fequency Structure Of The 118 s Oscillation 
The PSW and PS for the 19 day run, weeks 10-12, are shown in 
figs. 32 and 33. The pattern of peaks in the PS is asymmetrical 
indicating that there is more than one component present as 
expected. Unfortunately, it is also apparent that the frequency 
separation of these components is some multiple of the separation 
of the aliasing peaks in the PSW so that the components and their 
aliases 1 sit 1 on each other. This aliasing problem will introduce 
suostantia.L uncerLainLy in Lo any prevn1i L81u.ng i)ecause i l:. wi.i.i not 
be clear what portion of any peak is 'real' and what is due to the 
alias{es) of the other component(s). Neverth1:::less, the PS in fig. 
34 was obtained by prewhitening the data with the principal 
component near 118.5 sin the previous plot. These two PS suggest 
that 'there are two components, separated by the 1 day alias, at 
118. 52 s and 118. 68 s. Removal of·. this second component resulted 
in a PS consistent with noise. 
With the exception of two which will be discussed below {weeks 
10 and 3), all the other weeks showed the same asymmetrical 
pattern in the unprewhitened PS. For those weeks with sufficient 
data, removal of the principal component revealed the second 
component in the position found above, e.g. the PS in fig. 35 for 
the week 8 data, and its removal resulted in noise. The resulting 
noise spectrum was, however, not seen in the ·case of the week 7 
data with both components removed and shown in fig. 36. ';['he 
remaining peaks are broader than expected and situated at the 
positions of the principal component and its aliases, indicating 
that errors in the prewhitening could be respons~ble. 
The PS of week 10 is shown in fig. 37. The absence of any 
significant power at all near 118 s is understandable ;,hen the 
following is noted : (i) the week 10 data mainly consisted of 
short runs beginning at the same time each ni9ht, {ii) the two 
components found above will beat with a 1 day period so that the 
observations sample the same part of the beat cycle c~~h ~ight. 
If the components, which are of similar size, were out ot phase 
with each other during week 10 at that time of right, no 118 s 
oscillation would be detected. This is the most likely 
explanation why the data of Hesser et al. {1977) also did not 
contain a 118 ~ oscillation. 
Finally, the PS of week 3 is shown in fig. 38 and does not show 
the same pat.t.ern or size of peaks seen in the other PS. However, 
prewhitening the data with the main peak seen in the other PS {the 
parameters were obtained, as usual, from the PS of the complete 
data set), results in the PS in fig. 39 which shows the secondary 
component in the 'right' place and of the right size. Although 
the data are thus consistent with the other weeks, it is not 
obvious as to how the • peculiar I first power spectrum could arise .• 
As before, the PS of the 'short' weeks were noisier and also 
suffered more acute aliasing. Howaver, they were all 
interpretable in a consistent fashion with the above PS. In 
addition, searches for periodicity in the entire interval between 
the 113 and 118 s periods, and also at periods slightly greater 
than 118 s, failed for the weeks with relatively more data. 
In summary, it appears that the 118 s oscillation consists of 
two roughly equal amplitude components at 118.52 and 118.68 s. 
Although this conclusion is not completely established, more 
supporting evidence will be obtained from the PS of the complete 
data set. 
,/ 
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-7.6. Calculating Power Spectra Of Larg2 Data Sets 
The advantages to be gained from calculating power spectra of 
the whole data set are (a) better determination of frequencies due 
to the resolution increasing proportionately to the time spanned 
by the observations and (b) lower noise enabling the confirmation 
of the low ampl.itude components in the three oscillation modes 
discussed so far. Such calculations also facilitate the analysis 
of the 350 s oscillation for which it will soon become apparent 
that even power bvec~La of indiviauai weeKs are inaaequate in 
determining the frequency structure. Moreover, it was also 
decided to survey the interval 1.0 to 10.0 mHz (100-lOOOs) in 
order to check if there are any other oscillations in this 
interval (where almost all of the observed ZZ Ceti_ frequencies 
lie} whose low amplitude has prevented their detection in shorter 
lengths of data. This survey turned up one further oscillation 
mode near 143 s which later proved to be significant in the 
interpretation of the oscillations in terms of non-r.adial g-mode 
pulsations. 
Needless to say, calculation of power spectra of over 100 000 
data points at a high resolution (so as not to 1 miss 1 any pcssible 
components} and spanning 1.0 to 10.0 mHz is likely to be a very 
expensive procedure. In fact, rough calculations show that about 
1250 hours of Univac 1108 computer time are needed for the Deeming 
technique that we have used so far ! In order to solve this 
problem, we invented the following procedure which is specifically 
tailored to the case where a large quantity of data are 
distributed in widely spaced blocks. 
Consider the definition of the discrete Fourier transform of N 
points which may be written as separate real and imaginar~ parts: 
N N 
FN(v) = E f(tk)cos~rrvtk+i E f(t;.:.)sin21rvtk 7.6.l 
k=l . k=l 
In the case of power spectra of the individual weeks, the times tk 
may be taken as the time from each point to the beginning .of the 
first run of the week. Ho· ,ever, for power spectra of the entire 
data set, these times must all be placed on the sarn.e scale. ·rhis 
can be done by adding on to each of the original times tk, the 
time.~ between the start of the first run of the j~ week and 
some arbitrary epoch within the time spanned by the data set taken 
as Heliocentric Julian Date 2,444,000.0. The discrete Fourier 
transform is now 
N N 
FN(~) = E f(tk)cos21rv(tk+T.)+i E f(tk)sin2TIV(tk+T.) 
k=l . J k=l . J 
7.6.2 
• 
where Tj is appropriate to the kth point. 
varying in frequency space provided that 
This function is slowly 
dv << 2TI 7.6.3 t,.+T. 
" J 
while the analogous condition for equation 7.6.l is 
·21r dv.<< 
t· k 
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7.6.3 
thus showing that 7.6.2 is a much higher resolution transform than 
7.6.l as expected. By writing 
c. = Z:f ( t ) cos2m..>t 
J k . "' . 
s. = Z: f ( tk ).sin21rvt 
J k 
where the ·summation index k is allowed to range over only those 
points appropriate to week j, 7.6._2 may be rewritten 
FN(v) = L (C .cos2?TVT .-S. sin 221T 1I'.) +i (S .cos2?TVT .+C. sin2rrvT.) j J J J J . J J J . _J 7.6.4 
which is just an application of the Fourier shift theorem in the 
discrete case. Thus the Fourier transform of the complete data 
set may be· expressed as the sum of linear combinations of the real 
and imaginary parts of the Fourier transforms of the individual 
weeks with appropriate phase f.i'ctors : cos 2iT .v'fj , sin 2rrVTJ The --~ 
key to the saving of computer time lies in this expression 
considered along with 7.6.3. The latter equations show that Cj 
and Sj are much more s·lowly varying functions than FK (») in 7. 6. 4. 
In fact, since the time spanned by the data set is 564 days, 
nearly 100 times as great as the average of 6 days spanned by an 
i.ndi vi dual week of observing, the resolution of the en-tire data 
set is 100 times as large as that of an individual week. Thus Cj 
and Sj vary in frequency space much more slowly than FN(y) in 
7. 6. 4. Thus, .provided that these quantities are ·calculated with 
at l2~st ~t~ frequency resolution of one week's data, they may be 
interpolated with negligible error to provide a grid of 
frequencies at the much greater resolution of the whole data set. 
The interpolation and multiplication by the phase factors is much 
less expensive in computer time than calculating the greater 
number of frequencies directly; in fact, this amount of time was 
found to be almost negligible by comparison. Thus, a factor of 
nearly 100 was saved in the computer time for the power spectra of 
the whole data set. This technique ~s equally applicable to the 
calculation of the PSW. 
In order to check these ideas, a small quantity of data with 
appropriate time spacing was generated artificially. Power 
spectra were calculated for the data by the direct method and the 
method described above - excellent agreement was achieved. In the 
next few sections, we turn to applications of this technique. 
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7.7. Power Spectra Of The Complete Data Set 
7.7.1. The 192 s Oscillation 
The complete data set included runs 2695 to 2817. Power spectra 
of weF;>k 1.: nm1=; ?r.qi: ?f.qr; ;:ind :;>c;q7: 1=;howPn no f::i ngl e :!:)P.rlk :=it-. 
192.6 s but two peaks of equal height equally spaced in frequency 
about 192.6 s. Investigations on artificial test data showed that 
this situation could easily arise if there was a timing error 
among the three runs. Power spectra o,£ the two runs 2695 and 2697 
showed (correctly) a peak at 192.6 s indicating that the sfarting 
time of 2693 was in error. 'l'hus,. this run was excluded from 
consideration in the complete data set. 
The PSW of these data is shown in fig. 40. It should be noted 
that the first aliasing peak (arrowed) is much lower-than that of 
the zero frequency peak, thus predicting that there should be no 
aliasing problems in connection with picking the largest amplitude 
frequency component in any of the oscillations seen in the sta.r. 
This is confirmed by the PS shown in fig. 41 for the 192 s 
interval considered before. Because their amplitudes were less 
than 1.0 mmag each, the presence of the two side components is 
hidden even in this figure by the two 1 day aliases of the main 
component. These components are clearly revealed when the data is· 
prewhi tened by the rnc1in component ,,vhich yields the PS in fig. 42. 
'rheir peaks are also equally easy to pick and unhindered by 
aliasing. Finally, when all the three components are removed from 
the data set, the. PS in fig. 43 is obtained. Except for some 
residual peaks-ne~r t~e positions of the three removed frequencies 
and their aliases, this figure is quite consistent with noise. 
The residual power .is most probably due to the inaccurate removal 
of the components at these :f.::req-,A:1cies in the individual weeks. 
Each week will have some set of frequencies, amplitudes and phases 
which best fit the freqL·ency components of that week~ In general, 
because the data are noisy, this set will not_precise.ly match the 
corresponding set obtained from PS for all the data. Thus, each 
week will have some small, residual power which contributes to the 
PS · of the· whole data set at the ·frequencies which were 
incompletely removed. This effect will also b<2 seen in the PS of 
the 113 sand most acutely in the PS of the 118 s oscillation. 
A most important point to make is that the p(~aks 0£ the three 
frequency components. in the PS are the same shape and width as the 
first peak in the PSiv. This indicates that the variation in 
frequency of the oscillation over the observations is less than 
the half width of the first peak in the Psw.· In this way, an 
upper limit on the rate of change wit.h time of the period of each 
component may be placed. This Q value (dP/dt) appears in table 
7-1 along with the best estimates of the amplitude, frequency, 
period and phase of .each of the three components. The phases in 
the table represent the times of ma.ximu!l1 of the pulsations 
relative to H.J.D. 2 444 000.0 • Since the resolution of the· 
power spectrum of the complete dc1ta set was 2-0xlO-f/HZ;, a 
conservative estimate of the uncertainty in the frequency of each 
component was taken to be l.Oxl0-3 Hz. Because of the low 
amplitude of many of these components making convergence difficult 
to achieve, considerable difficulty was consistently experienced 
7-14 
in trying.to perform simultaneous least squares fits of all the 
frequency components in the data. In addition, a .considerable 
amount of computer· 0 time would have .been needed. Thus, no least 
squares fitting of the complete data set was done and no formal 
errors could be obtained for the amplitudes and phases. However, 
some. idea of the uncertainty on the a1~litudes is given by the 
size of the noise whose typical height was 0.1 mmag. The errors 
in the phases are more difficult to estimate but our later 
discussion on the linking of the present data with those of Mc 
G:-::a.~·J (1977) a?.!ld !.--!<2sse!" ~t. 2.l, /1Q77)_ c:,1,-,..--.. .. ,o,1 -1-1,-,::,-1-::, ,,.O::>C"r'\n;:,hlo 
estimate would be ±10 s. 
The conclusions reached earlier are confirmed here : 
oscillation .is comprised of three components -- two low 
components equally spaced in frequency about a large 
component~ This equal spacing is seen from table 7-1. 
Table 7-1. Best Estimates For 'rhe Frequency Components 
Period Frequency Amplitude Phase Q 
the 192 s 
amplitude 
amplitude 
In L 19-2 
Av 
( s} (mHz) ( m.rnag) 2444000.0+ (sec/sec) (mHz} 
:! 0 .1 (± 10s) X 10-11• 
----------------------------------------------~-------------------
192.6096 5.191849 6.00 -75s 8 
/ 
.±4 .±.10 
193.0928 5.178857 0.81 -73s 8 -0.012992 
192.1288 5.204842 0.73 -45s 8 0.012993 
113.7779 8.789053 2.21 45s 2 
±1 ! J.O 
113.26705 8.-828693 0.52 -9s 2 0.039640 
114.1861 ? 8.757633 0.27 52s 2 -0.l'~l420 
118.5191 8.437459 1.81 27s 2 
±1 _! 10 
118.6758 8 .'426316 1.10 41s 2 -0.011141 
118.9327 ? -s-:-408116 o. 24 -54s 2 -0.029342 
350.1484 2.855932 1.00 -72s 24 
±12 :t 10 
.348.7288 2.867558 0.43 -lOls 24 0.011626 
143.4191 6.972571 0.55 19s 4 
±2 :t10 
143,0389 ? 6.991105 0,26 Bs 4 0,018534 
:t-Iotes : (1) ? denotes that the existence of the component is 
not well established~ 
(2) ~vis the difference in frequency between the 
component and the principal cornponc--!nt in the 
oscillation. 
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7. 7. 2. The 113. s Oscillation 
The PSW is repeated in fig. 44, plotted at an appropriate scale. 
The PS in fig. 45 shows the previously detected large amplitude 
principal component near 113.78 s. Its removal from the data 
brings out the secondary component near 113.26 s shown in fig. 46. 
Except for slight residual features· near the position of the 
principal component (presumably due to the same errors in 
,.....,..._,..,.i,....; .,_ __ .: --
t'-' ....... "'!' •• ·' •.f .. _•J.! .L, ! !, ':j ..:s~ -~··---..:s .. _. -· ..... "' ' . ' . "" ... ~ ... • ..!..!.,! ..!.."-''-~C 
section), and two peaks (arrowed), the removal of these two 
frequencies from the data results in a PS which is consistent with 
noise. The arrowed peaks were pointed out as consistently 
appearing in the PS of the individual weeks. The third arrow (to 
the right of the other two), indicates the position where the 1 
day alias of the right hancl peak (the middle arrow) should occur. 
Its separation from the principal component (11.3.78 s) is nearly 
equal to that separating the latter and the frequency at·lJ.3.26 s. 
However, the equality in the splitting is not nearly as precise as 
that seen in the 192 s oscillation. Of course, the reality of a 
frequency near 114.2 sis questionable and it must remain as only 
a 1 possibl~ 1 in table 7-1. 
7.7.3. The 118 s Oscillation 
The PS for the 118 s oscillation appears in fig. 47. This 
diagram is important in providing support for the ·contention that 
the two real components in the star are separated by the 1 day 
alias as arrowed in the figure. The significant clue is that the 
right hand arrowed feature does 119t have a single peak rising 
above all the very close aliases and. it is not as high relative to 
the p~ak at ·118.S s as in most of the previous PS considered. 
This suggec.:'Ls that the resolution of the PS here is sufficient to 
resolve the 1 day alias of the peak at 118.5 sand the suspected 
real peak of similar strength at 118.67 s so that no constructive 
interference takes place. In addition, the next alias near 118.8 
s does show a single spike adding further weight to the argument. 
It is difficult to see how this aliasing patte:::-n could arise with 
any other frequency separation of the real components. By 
prewhitening the data. with the peak at 118.5 s, the PS in fig. 48 
is produced. Note that the remaining frequency is consistent with 
the above argument and does show a single spike rising above the 
very near aliases. By removing this frequency from the data, the 
PS in fig. 49 is obtained and here the remaining features near the 
positions of the main component and its aliases are more 
pronounced than in either the 192 or 113 s 6scil1ation. This is 
to be expected since the aliasing problems encountered in this 
oscillation were worse than in the previous two, leading to 
greater inaccuracies in the prewhitening. 
There is a possibility that there may be a remaining co1~onent 
just under 119 s (arrowed in the figure) but this is only 
marginally above the noise and does not consistently appear in the 
PS of the individual weeks. 
It is perhaps appropriate to cow.ment on the detectability of the 
113 and 118 s oscillations. The noise in the PS of the complete 
data set is 0;1, to 0.2 mmag. Since this set consists of 
approximately 100 000 points, the noise on a 1000 point PS would 
. \ 
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·be 1 to 2 mmag. As the individual components of the 113 and 118 s 
oscillations are of similar strength (to the noise), it is very 
difficult to detect real variation in the strengths of these 
oscillations from a 1000 point data set. Thus, even though the 
113 and 118 s oscillations gave the impression at the telescope 
that they varied rapiclly within a run a.nd sometimes disappeared 
altogether, these impressions are not reliable, Moreover 6 because 
the amplitude estimates from short 'sections of data will be 
swamped by noise, it can be seen quantitatively that application 
of the analysis technique of section 7.1 to these oscillation 
modes (and the weaker .ones to be discussed presently) is 
inappropriate. 
As before, ·the best estimates for the parameters of the 
components appear in table 7-1. We conclude that the evidence is 
strongest for the interpretation given here and note that the 
uncertainty introduced by tDe alia9 ing can only be removed by the 
scheduling of simultaneous observing weeks at different 
observatories widely separated in longitude. 
7.8. Analysis Of The 350 s Oscillation 
It will be seen presently that the 350 s oscillation suffers 
from the same aliasing problem seen in the 118 s oscillation. 
Also, the s:.rength of this oscillation is even lower. than that of 
any discussed previously so that the PS of individual weeks were 
of very little use in determining the frequency structure of this 
oscillation. Consequently, the PS for the complete data set will 
be presented immediately and the other PS (of the iQ.dividual 
-weeks) will be cited in some cases to show consistency or 
otherwise with the former. 
The PSW and PS of the unprewhitened complete data set are shown 
in figs. 50 and 51. The aliasing problem is imrnediately apparent 
from Lhe ~symmetric pattern of peaks in the latter figure. It 
also obvious from this figure that the two real frequency 
1.:::omponents are as arrowed. This asymmetric pattern is seen in 
somE: of the individual weeks 1 PS such as week 3 in fig. 52, while 
in others, there is no suggestion of more than one component 
present, e.g. fig. 53 for the week 12 data. The PS shown in fig. 
54 is obtained by prewhitening the complete data set by the peak 
at 350.15 sin fig. 51. The single spike near 350.15 sin fig. 54 
is not precisely co-incident with the removed peak and is not due 
to inadequate prewhitening. The feature near 348.7 s is quite 
complex but attention is drawn to the arrowed spike in this 
feature. This spike is separated from the highest spike near 
350.15 s by precisely the l day aliasing frequency interval in the 
PSW. Thus, this is the most likely candidate- for identification 
with the second real component and prewhitening of the complete 
data set by this peak does indeed result in a noise spectrum. 
Because the much lower resolution of the individual ·weeks will 
result in more severe prewhi tening errors, prc'.vhitening of the 
individual weeks by the first component resul~s in PS that are 
only marginally consistent with this interpretation. Examples of 
PS for the same individual weeks as above (3 and 12 respectively) 
prewhitened once are shown in figs. 55 and 56. In the second 
case, all the power was removed. In the first, the impression is 
given that the prewhitening was-badly done. , 
It is obvious that the interpretation presented here is fraught 
I. 
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difficulties but it seems the most obvious one consistent 
the PS of the complete data set. Frequency, amplitude and 
values appear.for the two postulated components in table· 
Discovery And Analysis Of The 143 s Oscillation 
P0w':"r. ~:r'"c'C:t:r.~ ~,Tf?T:": ce..lC''.'l?.t-=d f0T: ,,,,, +ha i,~r'Huir111::,l t.ror-,lrc, r.£ 
data in the 1.0 to 10.0 mHz range: an example is shown in fig. 57 
for week 3. The low amplitude feature near 143 sis arrowed. The 
presence of the 143 s oscillation showed up in most of the 
individual weeks and is confirmed by the PS of the complete data 
set shown in fig. 58. Since nearly 500 000 frequencies had to be 
used in the 1.0 to 10.0 mHz range for the complete data set, 
plotting time limitations necessit~ted dividing up this interval 
into 10 sections, one of which appears in the figure. However, 
all the other sections showed no new frequencies and were 
consistent with noise. 
The higher resolution PS for this oscillation, obtained from the 
complete data set, together with the PSW, appear in figs. 59 and 
60. There is an unambiguous frequency component near 143.4 s and 
removal of this frequency from the complete data set results in 
the PS in fig. 61 which, except possibly for the arrowed component 
and its alias, is consistent with noise. Being so close to the 
noise: the reality of .this component is very much. in doubt, 
especially since it appears in the PS o_f only two of the 
individual weeks. One of these is shown in fig. -~2 (for the week 
3 data again) and the suspected component is arrowed. It will be 
included in table 7-1 as a possible. 
' 7.10. Analysis Of The Data Of 1976 
The data of Mc Graw (1977) and Hesser et ~1. (1977) were 
examinined (a) to determine whether they haVE? the same properties 
discovered in the later work and (b) to improve the estimates for 
and stability constraints on the frequency components found above. 
Firstly, it was found that the start time for run 2317 of Hesser 
et al. is ---probably incorrect : when included in a PS with the 
rest of their data, the amplitude of the 192.6 s oscillation was 
dramatically reduced from nearly 6,0 mmag to 4,2 mmag, indicating 
that the run's timing is incorrect relative to the other data. 
Secondly, while the presence of the 192, 113 and 118 s 
oscillations was evident in PS of both McGraw's data, and all the 
1976 data taken together, there was no evid~nce for the presence 
of the 350 sand 143 s variations, This is consistent with the 
shortnes~ of the runs and the resultant large amount of noise. 
Thirdly, because of the severe aliasing due to the data 
distribution, not much information was available from PS of all 
the 1976 taken t6gether. Thus, only selected PS from Mc Graw's 
data will be considered, the first of which appears in fig, 6.3 for 
the 192 s oscillation. Note the severe aliasing and the fact that 
the largest peak near 192.6 sis of the same amplitude as found 
for the other data. When this peak is removed, the PS in fig. 64 
results and, although there are many aliasing peaks, the two 
arrowed peaks correspond to the positions and approximate sizes of 
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the side components found in 1~.he other data. 
used to 
where the· 
resulting 
position of 
shows that 
The PS in fig. 65 for the 113 s oscillation was 
prewhiten the data with the arrowed peak (close to 
principal component in the other data was found) ; the 
PS is shown in fig. 66. The arrow corresponds to the 
the 113.26 s component found in the other data which 
con$istency is again achieved. 
The PS for the 118 s oscillc1tion is shown in fig. 67 ; the 
arrowed peak was us~d to prewhiten the data to produce the PS in 
fi~, 68- The pattern of aliases near 119 ~ in the latter ie 
consistent with noise (which also suffers aliasing) and there is 
no component near 118.67 s as found in the other data. This is 
only to be expected because this component was separated from the 
principal component by the 1 day aliasing interval and, in the 
case of this data, the aliasing is likely to result in its 
complete removal from the data. Iri. support of this 1 • it is of 
interest to note that the amplitude of the 118 s aliasing peaks in 
the previous figure are much higher than in the PS of the other 
data where the highest c9mponent was at about 1.8 mmag. This 
could come about by the aliases 'sitting' on each other more 
completely. 
We have thus shown that McGraw's data is cons-istent with the 
results o6tained from the later data. However, its greatest 
advantage lies in using it to place stricter limits on the 
stability of the frequency components. 
In order to do this, the obvious course of action is to combine 
the 9000 points of all the 1976 data with th~ 105 000 points in 
the 1979-80 data to calculate a PS. However, it was found that 
this did not make a great difference to the PS of the 105 000 
points alone : The teal and imaginary parts of the PS of the total 
data set are weighted averages of the corresponding parts of the 
two component data sets. These weights are the number of points 
in each set (in accordance with the normalization). Since one 
data S=t overwhelms the other, including the latter has only a 
marginal ~iiect. In order to correct this, a data set was 
composed of all the 1976 data and one run from each week of the 
later data set, making 36000 points in all. A PS was calculated 
for this data set only over the limited frequency range specified 
by the error limits on the principal components of the 192 , lJ.3' 
and 118 s oscillations given in table 7-1, Because their 
amplitudes were so low, al 1 other components were neglected. 'I'he 
three PS ilre shown in figs. 69, 70 and 71 respectively. There is 
no ambiguity and the correct irequency is apparent in each case. 
It was found from tests on artificial data, consisting of a 
sinusoid of slowly and linearly varying period, that although the 
position of the peak in the PS is sensitive to the variation, the 
shape does not broaden unless the frequency changes by at least 
the inverse of the length of the data. Thus, rif the widths of the 
peaks are ,consistent with those expected in the case of completely 
stable periods, an upper limit can be set on the period changes 
over the 4.5 year baseline by the resolution of the data set. The 
widths of the peaks in the figures were found to fulfill this 
condition and the new val~es for the parameters cf the three 
components appear .in table 7-2. Since the phases agn~G with those 
of table 7-1, and ~hose found from the PS of the above data set 
excluding the 1976 data (not shown), to within a few seconds, it 
c~n be seen that all the available data are self-consistent for 
the three components. 
This completes the frequency analysis of L 19-2, The final 
7-19 
chapter deals with aspects of the physical nature of the 
pulsations. 
Table 7-2. Best Estimates F'or The Frequency Components In L 19-2 
Period 
(s) 
Frequency 
(mHz) · 
Amplit;.ude 
(mmag} 
:t O. 1 
Phase 
2444000.0+ 
(±!Os} 
Q 
(sec/sec} 
X 10-13 
----------------------------------------------- -------------
192.6096 5.191850 5.55 -80s 10 
± 2 .. :t 5 
113.77790 8,789053 2.14 37s 4 
±6 :!:: 5 
118.51909 8.437459 1. 70 20s 4. 
±6 ±5 
------------------~----------·-------------------------------
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8. Discussion And Conclusions 
We have provided strong evidence for the existence of ten 
separate frequency components in the light curve of L 19-2 and 
suggested that up to three more may .exist. Other than these, 
there is no evidence for stable frequency components with 
amplitudGs grea.ter than 0.2 mmag and periods in the range 100 to 
1000 s. There is a possibility of some short-liv--ed frequency 
-~ - "". - ·- . .. ..... 
cv,u}J,.11tt11'-.:> in .. t.1g11t. cur"v"'e nut.. tne ev ... ia.ence is ~euJc una su<;r1 
variability would be unexpected for a high-Q ZZ Ceti. star. The 
final step is to make some remarks about the physical nature of 
the lig~t variations. · 
Using equilibrium models of white dwarfs, the set.: of equations 
describing stellar pulsation has been solved to yield the periods 
of the various g-modes and their growth rates (Osaki and 
Hansen,1973; Brickhill,1975 ; Dziembowski,1977a r Dziembowski 
,1979). However, because the interior structure of white dwarfs 
is not well known, complete confidence in these models has not 
been established. Despite this, some important points may be made 
(1) As discussed previously, it is widely believed that the 
pulsations in ZZ Ceti stars are non-radial g-mode pulsations and 
this interpretation is consistent with the qualitative agreement 
found between the theoretical periods and those detected in the 
light curve of L 19-2. 
(2) Models of varying complexity have been made for the ZZ Ceti. 
stars and, subject to reasonable simplifying. assumptions, the 
periods of the various g-modes have been obtained from the 
solution to the non-radial oscillation equations (s~e above 
references). However, it has been found that these periods are 
very sensitive to the interior chemical cornp_.,sition of the white 
dwarf models, which is not directly observable. Hene:ei in spite 
of the good qualitative agreement between the t:"i·10., it is not 
possible to fit quantitatively the observed periods of any 
specific star with those of the models calculated so far (except 
by .good fortqne). 
(3) It is possible to put some constraints on the vaiues of k and 
1 describing t~e non-radial g-modes. By integrating the spherical 
harmonic associated with any .1 over the stel.1ar surface, 
Dziembowski (U77b) and Buta and Smith (1979) find that the net 
flux associated with the light variation, decreases sharply as 1 
increases. This is as a result of the cancellation of · 'bright 1 
and 'dark' zones of opposite phase distributed over the stellar 
surface. As a result, in the case of the large amplitude ZZ Ceti 
stars, it is highly likely that the value of 1 is sma.11 (< 4,say). 
However, in the case of the low amplitudes s, because the low 
pulsation amplitude ::nay be due to incomplete cancellation of zones 
of large intrinsic light variation, it is not possible to be 
certain that the above restriction on 1 is valid. Assuming that 
this is not the case and that 1 is small, it can be seen from all 
the published models cited above, i~_ogethe:t: with the recent models 
of Dziernbowski (1979), Winget et al. (1981) and Dolez and Vauclair 
(1981), that the value cf k must be low for a g-mode with period 
less than 200 seconds. It may thus be expected, subject to the-
above caveat, that the 113, 118, 143 and proba.bly the 192 s 
oscillations are all g-modes with low k and 1. 
(4) Two relationships among the periods of different k and 1 are 
of inte~est. The first relates the periods of the same k but 
differing·l : 
= r9,'(9,'+l)J~ 
9-,(9,+l) 
L 
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while the second relates periods of the same l but differing k : 
P,_,; -- P49(l + k~l) -a. 2 
!'-.·-· 
where h is a constant lying between 3 and 4 
Using these relationships, it is possible to 
following mode identifications for the various 
19-2 
(Brickhill,1975}. 
put forward the 
oscillations in L 
Table 8-1. 
Observed 
Period 
350s 
192s 
143s 
113s 
1J.8s 
Possible Scheme Of Mode Identification In L 19-2 
k 1 
1 1 347.3s 
1 2 1.82 1. 73 200.Ss 
1 3 2.45 2.45 141.Bs 
l 4 3.10 3.16 109.Bs 
2 5 2.97 112-119s 
---------------------------------------------------
In the above table, ~ is the ratio of the observed period to 350 
s while Riis the ·expected ratio from equation 8.1 using the 
values of 1 . in the table. A set of periods which are strictly 
rela':.r;.: by the theoretical ratios and, at the same time, minimise 
the diffeLences between themselves and the observed periods is 
shown in the last column of the table. The uncertainty in the 
last value of this column arises from the adopted va.lue of h. '!'he 
calculated periods for the k=l , 1=2 mode in Dziembowski (1979) 
and Winget et al. (1981) is quite near to 192 s indicating that 
the observed periods could be matched by models similar to theirs. 
In spite of the above, there are probably many other sets of 
periods which will match the set of periods observed in L 19-2 
(although most will include modes wifh large k and/or 1), so the 
above scheme is by no means well established. This point 
emphasises one of the principal problems in the observational 
analysis of the ZZ Ceti stars : mode identification on the basis 
of the observed pe~iods and their relationships. 
(5) Apart from the equal splitting among the 192 s oscill~tion 
components, there are no obvious suggestive frequency separations 
among the other components; The 118 s and 350 s oscillation 
exh.i bi"l:. the same splitting which gave rise to the aliasing 
problems encountere~ in the frequency analysis. As mentioned 
above, the frequency associated with a g-mode of indices k,l,m is 
shifted by rotation by an amount m"Cl.(1-Ci<l ) (to first order}. 
Chlebowski ( 1978) ha.s calculated the value of Ck.I for some ZZ Cet.i 
type models and finds that, with the exception of isolated va1ues 
of k, C~ is insensitive to the value of k for a particular 1. 
This means that modes of the same l but different k may be split 
into components with frequency spacings ,·1hich are integral 
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multiples of one another. In this connection, it is of interest 
to note that the frequency splitting of the 113.26 sand 113.78 s 
components is almost 3 t.i.mes that of the components of the 192 s 
osciliation. This is some evi.dence that these :modes are of equal 
1 but differing k contrary to the scheme proposed above. It is 
also of slight interest to note that the frequency splitting 
between the doubtful components and their respective principal 
components is similar for both the 113 and J.18 s oscillations. 
The most significant frequency splitting is among the components 
of tl-.. e 192 s osc i 1 j.a.t..i.on. wD.ere t.1-1e ec1ua.J.i t:y· is E;Stabli s·hed t.o v\;ell 
within the limits of the measurements. The most obvious 
explanation for this splitting is rotation. Since C~ tends to 
1/ [l ( l+l)] as k 7 oo and Chlebowski has found Ck\ to be 
insensitive to. k, .!1.. corresponds to a rotation period of O .. 9 d or 
less ; L 19·-2 is thus another example of a slowly rotating white 
dwarf. Since the central component of the 192 s triplet is of so 
much larger size than the side components, themselves nearly equal 
in size, it is reasonable to assume that the central components 
has m = O while the side components have m values of the same size 
but opposite sign. It is by no means certain that m has the 
values :t1 for .these two components; the exact values must remain 
unknown at present. 
An interesting point a.rises concerning the existence of 
modulation in the 'l 92 s oscillation amplitude. In the derivation 
of equation 7.1.1 on page 7-4, it was assumed that the phases of 
all 3 components are equal i.e. all are in phase at time t = O. 
However let us-suppose that the phases are such that when the 
components associated with A0 and A, are in phase, those 
associated with A 0 and B, are exactly out of phase. Further 
assuming that the splitting is precisely equal so that-the beat 
periods a:ce equal, and that IA,I = I B11 , these conditions are 
equivalent to writi1.g A1 == -B 1 in 7.1.1. Thus, the modulation 
associated with the beating of the main component and the ·side 
components will vanish. Rel,T':L1g t11ese considerations to the 192 
s oscillation, we have seen that th~ modulation of the 0.45 d 
variation is. much sma l.ler than that of the O. 9 d variation and 
undetectable in the mean amp'.itude curve in fig. 16. Furthermore, 
since the amplitudes of the side components are nearly equal, any 
inequality in the frequency splitting will result in modulation of 
the beat amplitude on a time scale given by the inverse of the 
difference between the frequency splittings. Assuming that the 
spl.ittin9s among the three components are not exactly equal, the 
amplitude equation for At analogous to 7.1.l is 
( 2~t+i::t) 
where ~ is the splitting between the frequencies associated with 
AO and B1 c1.nd a+ <S · is the splitting between the frequencies 
associated with A0 and A 1 and E<<4. The last ter1n is associated 
with the 0.45 d modulation and may be ignored for the present. 
'l"his equation predicts that the size of the C. 9 d amplitude 
m6dulation will vary with a period of 1/e and maximum and minimum 
values given by 2A 0 (A 1 +B1 ) and 2A 0 (A 1 -!\ ) respectively (assuming 
Ae>B, ). In order to try to detect any such variations, the 
arr.pli tude of the 192 s oscillation was measured for 40 cycles of 
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data from weeks 3, 7, 8 and 10-12 and 20 cycles for the 1976 data. 
These amplitudes were then squared and the resultants were fit 
with a sinusoid of 0.892 d period (found from the measured 
splitting of the three convonents in table 7-1) for each week 
separately. The means and amplitudes of these fits, k 1 and k~, 
are ~hewn in table 8-2. The quantities k 3 and k 4 are found from 
the expressions A~+A~ +B: and 2A" (Ai +B 1 ) , where the values in the 
latter expressions ~re the amplitudes of the three components of 
the 192 s oscillation found from the PS of the individual weeks. 
Week 
10-12 
8 
7 
3 
Table 8-2. Parameters Of The Fits To The Beat Cycles 
Time 
Yr 
1980.7 
1980.4 
1980.2 
1979.5 
k, k2. 
( mmag )1. 
38 13 
44 8 
38 11 
40 16 
A 0 A 1 B 1 
(~mag) 
6,0 0.9 0.9 39 22 
6.0 0.9 0.6 37 18 
6.0 0.9 0,9 39 22 
6.0 0.6 o.7 38 17 
Hesser* 1976.6 39 26 6.0 
Mc Graw 1976.58 38 22 6.0 0,9 1.1 37 18 
* (i) PS of the 3 days (excluding run C2317) of 
the data of Hesser et al. could not give 
reliable estimates for A 1 and B 1 due to 
noise : 
(ii) 'l'he data only spanned the lower half of the 
beat cycle so that k 1 was forced to be 39 (mmag)~ to give a realistic fit. The value 
of k2. for this dc1ta must t;.hus be given a low 
weight. 
Thus kg ,k+ are the values of k 1 ,k2 expected if no inequality in 
the splitting exists. While there is an uncertainty of the order 
of 2 to 5 Mnag~ say, on the k 1 s in the table, it is clear from the 
difference between k2, and k 4 for weeks 7, 8 and 10-12 that some. 
variation in th.e size of the amplitude modulation is taking place, 
, As mentioned above, the minimum of k 2 should be 2A 0 (A 1 -~ ). 
However, because A1 and B1 are nearly equal and their values are 
uncertain to the same order as their difference, there is a large 
uncertainty on this minimum. Thus three reasonable possibilities 
for the type of variation that is taking place are that 1976 is a 
maximum of the size of the amplitude modulation and 1979 is near 
phase either (i) 0.25 or (ii) 0.50 or (iii) 0.75. This results 
in a period of about 20, 10 or 5 years ~espectively due to a 
non-zero € whose corresponding values are 1. 6x10-6 or 3. 2x10··6 or 
6. 3xlo-6 mHz. The latter value is likely to be detectable in the 
measured frequencies in table 7-1 and so is less probable. 
Following Chlebowski (1978), it is easy to show that the 
theoretical difference betweeE the splittings is given by the 
expression 
2(c( 2 > - c(2))dv 2 
kim kio obs 
= 
m2 (1-·Ckz) 2 
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where d V 0 i;s is the observed splitting ( to first order) and ct1,11 is 
the co-efficient analogous to Ckl in the second order term in 
Chlebowski I s equation 3. Chlebowsk.i has also calculated cf~!rn for 
low values of k and l=-=1,2 using Dziembowski's 1977a models. For 
l=J., k=l, m=l1 € is approximatley 17x10-6 mHz which increases as k 
increases. For 1=2i k=l and m=l or 2, e is approximately 
1x10-6 mHz and this value is typical for the various values of k 
calculated by Dziembowski. '11he former value would easily have 
been detected in the data, while the latter value is in 
sa·ti sf ac C..·'.ji~t::~:H:h~::i:;. ~ vi .i L1l L11t:: a.Luv ~ u:~ctu :...,;,r. c:..1 vu. luc;;_; u.r1U pr:cUi ct.s 
a period of 30 years for the variation. On the basis of 
Dziembowski's models the l=l, k=l mode may be excluded from 
identification with the 192 s oscillation. Two points are 
important relative to the above discussion: (i) the theoretical E 
is sharply reduced by any sizeable value of m through the 
dependence of eon the square of nt; (ii) it is not ciear how the 
value of c<:eh"' will be affected by the more realistic 
chemically-stratified models to be discussed below. · 
We conclude that we have detected second order effects in the 
frequency splitting of the 192 s oscillation. This effect and 
the pattern of components in the 192 s oscillation is unique as 
yet among the low amplitude ZZ Ceti stars and constitutes the most 
conclusive evidence to date that rotational splitting is the cause 
of the amplitude variability in the oscilla.t.ions of these stars. 
As for the assignment of m to the other frequency components, 
the picture is even more uncertain, although probably the 
principal component of the 113 s variation has m = 0 because of 
its relatively much greater amplitude than the other components in 
this oscillation. It is puzzling v.rhy triplets etc. are not seen 
in the frequency structure of these oscillations nor thbse in ZZ 
Ceti. Further theoretical work on excitation of surface harmonics 
is awaited to determine if some selection effect is involved in 
the excitatio~ of modes of differing m. 
( 6' -~'10tf'ler important question is whether or not the g-modes are 
self-exci t...;;d. '!'he growth rate, determined from the imaginary part 
of the eigenfrequency, must be sufficiently large that the 
osc;.lJ.ations can grow in a time much shorter than the lifetime of 
the white dwarf determined by the rate of cooling. When this 
condition iz fulfilled, together with the obvious restriction that 
the growth rate must be _positive, i.e. the star must be 
vibrationally unstable to perturbations around the equilibrium 
position, the appearance of oscillations in the ZZ Ceti stars can 
be accounted for. Early attempts in testing for instability in 
white dwarfs (Vauclair,1971 ; Osaki and Hansen,1973) were not 
specifically directed at white dwarfs with the physical properties 
of the ZZ Ceti stars. The first such attempt, by Dziembowski 
(1977a), failed to find any unstable g-modes with periods in the 
range of those seen in the ZZ Ceti stars. 'fhe only unstable modes 
were those of very large ·1. Some success was achieved by 
including the Stellingwerf 'bump' opacity in the models. 
Dziembowski (1979) and Keeley (1979) both reported detecting low 
order unstable g-modes with periods in the appropriate range. 
However, these models did not relate to the DA character of the ZZ 
Ceti :::;tars and predicted similar growth rates for many g-modes 
which contrasts with the comparatively small number seen in the 
low amplitude zz Ceti stars. Even in the large amplitude st.a rs, 
provided that. the hypothesis that the so-called principal 
frequencies are the only independently excited ones is accepted, 
the number of independent g-modGs is small. In three recent 
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preprints; Winget et al. {1981) , Dziembowski and Koester (1981) 
and Dolez and Vauclair (1981), a very promising solution to the· 
above difficulties is emerging. The rationale behind this is that 
the diffusion time scale is relatively short in ZZ Ceti stars, 
which allows the envelopes, where the amplitude of oscillation is 
greatest, to be~ome chemically stratified as a result of the 
gravitational settling of helibm and the heavy elements. Many 
g-modes with the correct periods are now found to be unstable ; 
the driving mechanism is associated with the ionisation zohes of 
helium and hydrogen. Winget et al. also report preferential 
excitation of a small number of modes due to a resonance between 
the characteristic wavelength associated with the excited mode and 
the depth of the hydrogen layer in the model. In this connection, 
it is remarkable that the three low amplitude ZZ Ceti · stars 
analysed to date all have their iargest amplitude oscillations 
near 200 s. This work is still in its preliminary stages but 
offers hope for the solution to the problem of why the ZZ Ceti 
stars pulsate. 
The frequency structure of L 19-2 is unlike any of the other low 
amplitude stars analysed to date. As we have seen, G 117-BlSA has 
a ,peculiar pattern of frequencies suggestive of r-modes. While 
more similar to ZZ Ceti, L 19-2 has more frequency components and 
a triplet structure which are not seen in the former. It is not 
clear whether this indicates a significantly different physical 
nature or that L 19-2 merely has more energy available for mode 
excitation. An obvious similarity between the two stars which is 
confirmed by· the present study is the linearity of the 
oscillations. This i~ e~tablished by the absence of harmonics of 
or cross-coupling between any of the oscillation modes in L 19-2. 
Finally, the stability of the oscillation periods (see tables 
7-1 and 7-2j places L 19-2 firmly in the category of very stable 
white dwarf pulsators. In spite of the fact that the observations 
of L 19-2 span roughly the same time interval as those of the 
latter, the limits on the per:;.0..1 ch~.'.ses are larger than those for 
both R 548 and G 117-BlSA. This is because the low amplitude of 
many of the frequency. romponents precluded .the least .. squares 
fitting procedure used· in t'Le above two stars. The approa.ch used 
here is less sensitive to period changes than least squares 
fitting. A better way of using Fourier transforms would be to 
take .advantage of the sensitivity to period changes of the 
positions of the peaks in the power spectra. 'I'his would 
necessitate dividing up the data into blocks and searching for 
systematic period changes with time. With the present data 
distribution, where the largest subdivision would be determined by 
the 1976 data, the resolution would be too low to allow its 
application. The expected time scale of variations in the 
periods, obtained from the theory of cooling white dwarfs, is 
estimated to be P/P = l.SxlOq years or about 4.SxlO 16 seconds 
. (Kepler and Robinson, 1980 ~. The ratio of this quantity to the 
measured upper limit on P/P is about 200. Since this limit 
decreases as the square of the observing time, a total of 60 years 
observing is needed to detect period changes. This might be 
shortened by judicious planning of the length of observing time 
per year (see Kepl~r and Robinson,1980). Nevertheless, at the 
moment, the other two stars are better candidates for long term 
observation. ' 
This completes the study of L 19-2. The field of ZZ Ceti stars 
provides much work to keep astronomers busy. On the observational 
side, efforts should be made to discover more ZZ Ceti stars in 
I ' 
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order to improve the statistics for the ratio of variable to 
non-variable DAs. This wou.ld also improve the definition of the. 
instability strip. The other known variable stars should be 
extensively observed 1 ·particularly the large amplitude variables 
where a start could be made on the task of trying to find a 
deterrninistic model of their light curves. In addition, the 
separation of properties of the large and small' amplitude stars is 
worth investigating: one idea that could be tested is whether the 
low amplitude stars are on the edges of the instability strip 
while t.ne large amplitude variaoJ.es occupy t.ne centre.. Highly 
accurate photometry would be needed. Another unexplained 
phenomenon is the tendency for the low amplitude stars to have 
short periods and the large amplitude stars to have long periods. 
For theoreticians, there is no lack of work either. Many grids 
of models might have to be made to enable the identification of 
the modes of a particular star ~ith theoretical models - surely 
one of the most pressing of problems. On the other hand, other 
techniques of mode identification should be sought which might 
give observers a better foundation for identification than those 
curr~ntly available. Another problem needing the attention of 
theoreticians is to answer the questions : what values of m are 
seen when degeneracy is lifted and why? On a broader front, the 
apparent low rotation rates of white dwarfs present a challenge to 
evolutionary models as do the low surface magnetic fields seen in 
most white dwarfs. Perhaps the same mechanism is responsible for 
the loss of angular momentum and magnetic flux. 
In conclusion, the magnetic and· pulsating white dwarfs are 
fascinating sub-groups within the white dwarf.s· as a whole. The 
· latter promis·e to be valuable probes into the interiors of white 
dwarfs which are hidden from direct observation. -It is a 
testimony to the uniformity of nature that the same ·mathematics 
applies in objects of such different dimens~ons - the removal of 
degeneracy by the effect of a magnetic field on the energy levels 
of a hydrogen atom, and the removal of degeneracy by t:~.s. eff2~t of 
rotation on the oscillation modes of an entire star. 
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