The number of simultaneous solutions of a quadratic and a linear congruence does not seem to be discussed in the literature, yet a knowledge of the invariants necessary to specify this number should lead to an arithmetical classification of the form-pairs involved. This preliminary investigation is confined to congruences with modulus odd and prime to the g.c.d.'s of the two sets of coefficients. From the formulas obtained, a simple use of the Chinese Remainder Theorem will give the number of solutions for any such modulus which is either square-free or at least whose prime factors of power greater than the first are of a definite class. An interesting application, of a different type from the preceding, is given in §6. Special cases of this and of Theorem 1 have already been proven.f 
with f and g integral forms, n ^ 2, r and s integers, and p an odd prime dividing neither the g.c.d. of the coefficients o f f nor that of g. Defining <f)(x, t)=f(x) + 2tg(x)
, let a be the determinant of ƒ, /J, be the modulo p rank of a, b be the determinant of </ >, v be the modulo p rank of ô, and k = s 2 a+rb. With the above forms are to be associated three others-F(x), G(x) and <£(#, /) = F(x) + 2tG(x)-related to the above as follows. By a well known theorem J we can find a linear, integral transformation T of determinant unity that takes ƒ into a form ƒ' which is congruent (mod p m ) to a form ) ; the modulo p ranks of the matrices of F and $ are respectively fx and *>; and the number N(p m ) of solutions of (l m ) is the number of solutions of (2™). A singular solution of (l w ) is a solution $ such that, for some integer X (including zero), p divides each of the n integers^?(#*ƒ£ƒ) -As* for i = 1, 2, • • • , w. From the fact that this expression is obtained by setting /= -A in the partial derivative of <fr(x,t)/2 with respect to Xi, it is easily seen that the transformation T defines a one-to-one correspondence between the singular solutions of (l m ) and those of (2 m ). Solutions of the congruences which are not singular we shall call ordinary. 
+ Yn 2 ai<22 * * * «n-1 = ~ 5' (mod />) .
From (6) it is clear that the hypothesis p\b and p\h' implies that p divides exactly one of the a/s, say a n , and that p does not divide the corresponding y { , that is y n , and consequently that §'== -y2 aiOL2 . . . aw x (mod £). Thus in the hypothesis of (4i) the left side of (5) contains a nonzero linear term, say 2sy n y n , such that the corresponding quadratic coefficient vanishes (mod p). The numbers yi, y2, -• -y y n -i niay be chosen arbitrarily and y n is uniquely determined to satisfy (5).
In the hypothesis of (4 2 ), one quadratic and all linear coefficients of (5) vanish (mod p). Let p\a n . The number of solutions of (5) 
, where a» is some integer satisfying a»at = l (mod p). Here R will beX) a *7* 2 > so by (6) i£S= -h' (mod p). The number of solutions z is then given by (43).
N(p) for simple invariants.
The following theorem is required for the proof of the more general Theorem 2 but in certain applications is more useful than the latter. 
THEOREM 1. With the hypotheses and definitions of
§1, (7i) if p\ as, p\ b, then N(p) =£ n~2 ; (^2) if P\ a > p\b,
s y then, according as n is even or odd, N(p)-p n~2 =p™~lp[r]((-iy»>a\p) or p™((-ï)™ar\p)\ OB) if p\b, • • • then, according as n is even or odd, N(p)-
where ^' indicates that i,j are to be summed over the first n positive integers excluding r. The number of solutions of (8) will coincide with N(p). The determinant of the quadratic coefficients of (8) is identically -ô r 2(n "~2 ) j5, as may be seen for example by considering this determinant algebraically, subtracting bi/bi times the first column from the column corresponding to the variable #* for each i^l or r, then multiplying every column except the first by b\ and finally dividing every row except the first by b\b?. The determinant of the whole left side of (8) considered as a form in variables x, s, which is the determinant corresponding to ô' of lemma, is easily seen to be
The formulas (7) are then obtained directly from the lemma, recalling only that A =a, B^b (mod p). 
N(p)
(90 v = p,pïs 0 0 (90 *-/*, P\s *»- l -w*[f]((-l)WaOi)|#) P"-^K(-\y»ra(n)\p)
Here (fi) in indices is written for fi/2 or (ju-1)/2, according as JJL is even or odd;p[z] is written for p -1 -p(z 2 \ p) and hence for p -1 or -1, according as p\z or p\z\ a{p) is defined below, but (a(n)\p) = (/ M |jf>); b(fx) is defined below, but (b(fx)\p) = (<j> ti+ i\p) 1 if v=ix+l; k(fx) is defined below y but (k(fi) | p) has the following invariant meaning ifv=ix-\-l: *fp\r, (*G01P) = (s 2 a(fx)\p),if p\r, (k(fx)\p)=0or W, +1 \p), according as p\^^i(x) or p\\[/p + i(x). The other symbols are defined in §1.
We and we can take this number directly from Theorem 1 since the subcases v=fJL+l, v~\x coincide with the conditions p\b{p), p\b(ji), respectively. This gives (9 2 ), (9 3 ) and (9 4 ) while all the other determinants of like order certainly vanish (mod p). Also each of these three determinants is principal. These statements remain true if/' is substituted for F in each of the three forms; but the three forms resulting are equivalent respectively to/, </> and yj/. Recalling then that corresponding concomitants of two equivalent forms are likewise equivalent, the statements of the theorem are seen to be correct.
Modulus p m .
With m > 1 it seems we have to distinguish between ordinary and singular solutions (cf. §1). 
M(p), where M(p) is the number of ordinary solutions of(l l ).
We may replace (l m ) by (2 m ). The theorem being clearly true for m = 1, let ra>l. Every ordinary solution of (2 m ) is an ordinary solution of (2 m-1 ) and hence each of the former is represented just once by Zi = Xi+p m~l yi, (i=l, 2, ---, n) , as x ranges through a complete set of ordinary solutions of (2 m~1 ) and, with each such x, y ranges through a complete (mod p) set of solutions of the congruences for y obtained by substituting z for the variables in (2 m ). These congruences are
where p, a are integers dependent on x. The condition that x be not singular implies that the matrix of the coefficients of y in (11) has modulo p rank equal to 2; hence, (11) has precisely p n~2 solutions y. The theorem follows immediately.
In cases where singular solutions occur, formulas for the total number N( We consider congruences (2 1 ). The existence of a singular solution x implies that of an integer X satisfying
where (13) is obtained by substituting \bi for each a%Xi in (2 1 ) which gives y£fiiXi = r, ^biXi^s (mod ƒ>). Now let v = n+2. There is a subscript r>fx such that p\b Tt p\a T . Formulas (12) and (13) then imply that \^r^0 (modp). Conversely, if r==0, choosing X = 0 determines xi = x* = • • • ==# M ==0 and leaves Xi arbitrary for i>ix\ to be a singular solution of (2 1 ), this set must also satisfy ]CM+A'^ -S (mod P) and these conditions suffice. Thus there are p n~^~x singular solutions. Let V<IA+2. There is no such subscript r and (2 1 ) admits precisely p n "" lt times as many singular solutions as (10). But if (xi, # 2 , • * • , # M ) is a singular solution of (10), (12**) and (13) must be satisfied and substitution from (12") in the linear congruence of (10) yields \b(ix)+sa (iJ,) z=0; this, multiplied by s, gives p\k(fx) in view of (13). If *>=/* (that is, if p| Ô(M))> this further implies/)[s, p\ r. Conversely let p\ k (/j,) . If p\s, the singular solution of (10) is uniquely determined by (12") and (13) is that x, y be linearly dependent (mod m). For, taking m equal to a prime p, the number of simultaneous solutions y of the quadratic congruence (14), with y in place of £, and the linear congruence (15), for x^0 } is easily calculated by the formula (72) to be p; and this number is exhausted by the solutions 3/== (A#i, A#2, X# 3 ) (mod p) y X = 1, 2, • • • , p. This is easily extended to m as specified by the Chinese Remainder Theorem.
If we relate integral vectors to the quadratic form with matrix (an) and adjoint (Aa) by defining norm of x=^AijXiXj, inner product of x, y=Yl,AijXiyj, it follows (since \A^\ with \an\ is prime to m) that a necessary and sufficient condition that two vectors of norm zero (mod m) be linearly dependent (mod m) is that their inner product be zero (mod m).
