Thii network provides a more e$cicnt and regular orchitccture compared to ordinary higher-order feedforward networks while maintaining their fast learning property.
I. INTRODUCTION
EVERAL feedforward neural networks provide mapping S capabilities for approximating reasonable functions. These include the multilayered perceptron (MLP) which can approximate reasonable functions to any desired degree of accuracy using only one hidden layer of units or nodes having sigmoid activation functions, provided that sufficiently many hidden nodes are available [6], [18] . Similarly, Park and Sandberg [29] recently showed that the radial basis function networks having one hidden layer are capable of universal approximation in the sense that they can approximate reasonable functions very well in terms of various metrics.
Another class of feedforward networks are the polynomial neural networks which use higher-order correlations of the input components to perform nonlinear mappings using only a single layer of units. Examples of polynomial neural networks include higher-order networks [ 171, sigma-pi networks [25] , product units [8], and some functional link architectures [28] . The basic building block of higher-order networks is the kth degree higher-order processing unit (HPU) with which a given do not have hidden layers, fast learning schemes such as Hebbian or LMS (least mean squares) type rules can be used. The approximation capabilities of this type of networks are obtainable from the Weierstrass polynomial approximation theorem. Unfortunately, the number of weights required to accommodate all higher-order correlations explodes with the input dimension, d and the desired degree of the network, k . In fact, a kth degree HPU needs a total of weights if all products of up to k components are to be incorporated. Consequently, typically only second or third order networks are considered in practice. Such a restriction to the order of the network leads to a reduction in the mapping capability, thereby limiting the use of this kind of higher-order networks.
To circumvent this problem, Shin and Ghosh [16] , [34] , [35] proposed a new class of polynomial feedforward neural networks called pi-sigma networks (PSN's) which use products of sums of input components instead of sums of products as in HPU's or "sigma-pi'' units. The primary motivation was to develop a systematic method for maintaining the fast learning property and powerful mapping capability of single layer higher-order networks while avoiding the combinatorial increase in the number of weights required. A PSN is a feedforward network with a single "hidden" layer and product units in the output layer. Fig. 1 shows a PSN with single output. PSN's have a highly regular structure and need a much smaller number of weights compared to other single layer higher-order networks. The presence of only one layer
In this paper, we interchangeably use x or ( -T I , . . , zd) E Rd to denote the input. The price paid for using a fewer number of weights is that the PSN is not a universal approximator. In fact, a kth degree PSN realizes a constraint representation of a kth degree HPU. Empirical studies show, however, that it is a good model for smooth functions and gives good results on various applications [16] , [34] , [38] .
In this paper, we present a polynomial connectionist network called ridge polynomial network (RPN) that has good mapping capabilities in the sense that any continuous function on a compact set in Ed can be uniformly approximated by this network. The RPN is efficient in the sense that they utilize univariate polynomials which are easy to handle. This fact is contrary to the higher-order feedforward networks in which direct use of multivariate polynomials causes an explosion of free parameters. Also, this network leads to highly regular structure as compared to the ordinary higher-order networks while maintaining their fast learning property.
The RPN is a generalization of the PSN that uses a special form of ridge polynomials. A representation theorem is introduced to show that any multivariate polynomial can be represented in terms of this ridge polynomial, and realized by an RPN. Approximation capability of the RPN's is shown by this representation theorem and the Weierstrass polynomial approximation theorem. The RPN provides a natural mechanism for incremental network growth, and we develop a constructive learning algorithm for the network.
In the following section, the RPN is formulated [36], [37]. Its approximation capability is shown by using Chui and Li's representation theorem [3] and the Weierstrass polynomial approximation theorem. Also, we compare RPN with other polynomial approximation techniques, and discuss neurobiological plausibility of the RPN. In Section HI, we develop a constructive learning algorithm for the RPN by which a parsimonious approximation of an unknown function in terms of network complexity can be achieved. Section IV presents simulation results on oceanic transient signal classification, a surface fitting problem and the realization of a multivariate polynomial using the constructive learning algorithm for the RPN. Section V concludes the paper. denotes all jth order terms of d input variables. Basically, (6) means that p ( .) is a polynomial of d variables comprising of all the terms from a constant to lcth order terms of d variables. The original form of the theorem is more complicated than the one presented here. In the original theorem, constants ajm are uniquely determined from the linear equations. Since we are only concerned with the existence of a representation of multivariate polynomials in terms of ridge polynomials, however, a simpler statement is adopted.
&.DGE POLYNOMIAL NETWORKS
Based on Theorem 1, we formulate a more general and efficient ridge polynomial. The result is presented in the following theorem and a detailed proof can be found in Appendix A. The theorem implies that a new polynomial structure (i.e., ridge polynomial network) can be formed by addition of PSN's of different degrees, and this new structure has the same approximation capability as that of ordinary multivariate polynomials. The proof is obtained by showing that the ridge polynomial given by the right-hand side of (7) is a special case of the RI". where N = Cl"=, nz.
The uniform approximation capability of the ridge polynomials which have the form of (8) is immediate.
Proposition I :
Let f E C ( K ) and e > 0 be given. Then there exists a ridge polynomial p E C ( K ) of the form (8) such that If(x) -p(x)l < E for all x E K . P m o t By the generalized Weierstrass polynomial approximation theorem [7] (see Appendix B), there is a poly-
for all x E K . Thus, the result follows from Theorem 2. 0
B. Definition of Ridge Polynomial Networks
A ridge polynomial network (RPN) is defined as a feedforward network based on (8). An unknown function f defined on a compact set K c 92' can be approximated by the RPN as Note that each product term in (9) is obtainable as the output of a pi-sigma network (PSN) with linear output units. Thus, this new formulation can be considered to be a generalization of the PSN's. The total number of coefficients or weights in (7) and (8) is U(d . N) and U ( d -N'), respectively. In terms of total number of weights, (8) is less efficient than (7). The more regular and systematic structure of (8) over (7), however, makes it a more suitable basis for a feedforward network. Since, in general, there may not be much a priori information about the function to be approximated, it is difficult to choose an appropriate network size based on (7). On the other hand, an RPN based on (8) can be incrementally grown to meet a predefined error criterion. This idea is discussed again in the following section.
The RPN is closely related to a statistical regression technique called projection pursuit regression [20] . Loosely speaking, projection pursuit aims to systematically find "good" low dimensional projections of a high dimensional data points by optimizing a certain performance objective function. Projection pursuit is a powerful method which can avoid the curse of dimensionality [20] by working on low dimensional projections. A projection pursuit technique typically uses ridge functions to approximate a multivariate function f by forming a summation (projection pursuit regression [12]) or product (projection pursuit density estimation [ 131). The basic formulation of projection pursuit regression is as follows k f(x) = a,g,((x,w,)> (10) z = l for some continuous functions g, in one variable, and a, E X,w, E e. The determination of g, is usually done by one-dimensional data smoothing over a certain bandwidth of projection, and a, and w, is usually determined by optimizing certain performance indexes. Projection pursuit is a good example where parameterized (a,, w,) and nonparameterized (g,) methods are combined. Researchers have shown that projection pursuit networks based on (10) work better on angular smooth functions than on Laplaciaa smooth functions [45] . Also, a learning rule taken from projection pursuit regression literature has been compared with backpropagation for training MLP networks [19] . In these studies, the projection pursuit learning achieves more parsimonious approximation (i.e., fewer number of hidden units for a given approximation accuracy) for many kind of nonlinear functions as compared to the standard backpropagation learning for the MLP.
The RPN and projection pursuit are similar in spirit. In fact, (8) is considered as a special case of projection pursuit regression with fixed functions 9%. Since projection pursuit finds the kernels g, through more data pertinent smoothing methods, it realizes more parsimonious structure as compared to the RF" which uses fixed polynomial functions. The kernels g, need to be obtained by nonparameterized methods in projection pursuit, however, which is not the case in RPN.
C. Network Architecture
Neural network architectures are either fixed or dynamic in size. In a fixed-size architecture, the size of an instance of a network, in terms of number of units and weight's, does not change from its first construction. On the other hand, in a dynamic-size architecture, the size of a network can be changed during the learning process. In particular, a constructive learning (incremental learning) method grows the network structure from a small, basic network for a given problem and the network becomes larger as learning proceeds until the desired level of approximation error is attained. The "cascade-correlation learning" [9] is an example of the constructive learning method. The main advantage of a constructive learning algorithm is that the networks realize a parsimonious approximation of the problem, typically resulting in better generalization. Fig. 2 shows a generic network architecture of the RPN 
In (12) 
D. Relation to Other Polynomial Approximation Techniques
Several types of higher-order networks and polynomialbased approximation techniques can be found in neural network, system theory and estimation theory literature. In this subsection, we summarize notable altematives and compare them with WN's to highlight key differences.
) Feedforward Networks with Product Units and Static Architectures:
Besides the HPU networks, this category includes several models in artificial neural network and system theory that are closely related. One such model is the "sigma-pi unit" [25] , first used in a connectionist framework by Feldman and Ballard [lo] . Since in this model, sums of products of selected input components are utilized, these units are a special case of HPU's. Since this model does not allow terms like z f ( k > l), however, a single layer of sigma-pi units is not capable of approximating some functions well [5] .
To counter the drawbacks of sigma-pi units, Durbin and Rumelhart [8] proposed the use of product units, each of which could realize a single higher order term, i.e., the output z j : Rid + R of the jth product unit is given by (13) The novelty lay in the fact that the exponents p j i s could also be adapted using gradient descent, and were not limited to integer values. The authors envisioned that the product units would be mixed with summing units to form weighted sums of arbitrary products, and focused on networks with a single hidden layer of product units, with output y : 32' + R given by
with wj E 8. The resulting networks are efficient for problems where a suitable discriminating function can be easily expressed in a (real-valued) sum of products form. For example, if each input component is f l , parity is simply obtained by checking whether the product of all the input components is +1 or not. As expected, product units are efficient for parity and symmetry problems.
The application of product unit networks to continuous valued problems has not been investigated much, either in [8] or in later works. We note that their success depends on whether the number of product units chosen is appropriate or not. This number may have little to do with the order of the function. Also, a network based on (14) is slowed because of backpropagation of error. In contrast, in the constructive learning scheme for the RPN which will be described in Section 111, PSN's of increasing degrees are sequentially added during training until a desired level of performance is obtained. Thus little a priori knowledge of the desired function is required. Also, the RPN has only a single layer of adaptive weights as in the HPU.
The functional link architecture has also been proposed for generating higher-order or nonlinear functions of the input components [28] . A functional link architecture estimates an unknown function as E, tu,$%(.), where $%(.)s are input components, products of input components, or other suitable functions such as sinusoidal functions. This approach is essentially linear regression, with $, (.) s serving as the basis functions, and has been well studied in several disciplines. In [28] , excellent results are obtained for the three-parity problem by choosing 21, x 2 , $3, 2 1 2 2 ,~1 z 3 ,~2 z 3 ) and ~1~2 x 3 as the basis functions. Clearly, a priori knowledge has been used to choose such an optimal basis. In another example on approximating a "sinusoidal" surface, the basis used was z , sin (m) ) cos ( rx), . . . and not a single higher-order polynomial was used. Surely this basis would not work well for the parity problem. Thus the functional link network does not answer the key issue of how to determine a suitable basis for arbitrary functions. As mentioned earlier, the issue when using RPN is to select suitable thresholds for adding another PSN, which is much simpler. Thus even the order may not be selected a priori, and rather be determined by the data.
In system identification theory, (1) is identical to a Gabor-Kolmogorov polynomial expansion for a system [24] , provided a linear activation function cl(.) is used. Here, the goal is to achieve polynomial approximation of the function using this model. A study of polynomial discriminant functions based on (1) with a thresholding transfer function, can also be found in classical pattem recognition literature [39] . Such functions have been revisited by Psaltis et al., [30] who study the increase in memory capacity because of the presence of more degrees of freedom, and propose optical implementations. Since RPN's are founded on (S), they are closer to projection pursuit regression, as discussed in Section 11-B and have properties that are quite different from approaches based on (1) when the order of approximation is finite.
2) Incremental Polynomial Approximation: An alternative to parametric approaches is to use incremental techniques in which the number of free parameters is gradually increased, if need be. Ivakhnenko has proposed a polynodal approximation algorithm, called the group method of data handling (GMDH) algorithm, for complex nonlinear systems [21]. This algorithm is basically an inc"ental algorithm for building an approximation of the unknown system by beginning with simple polynomials and proceeding to mare and more complex polynomial expressions. Its functioning can be expressed in terms of the incremental construction of a fedforward network in which the output of each node is a product of two variables and whose parmeters are obtained by regression. Starting with the input nodes, nodes are created h the next layer by pairwise connecting the inputs of the previous layer. The power of the method arises from the use of simple lowdimensional functions and the ability of the algmi& to discard nodes with little promise. A heuristic that evaluates how close the realized function describes the training data in a least-mean-squares sense is used to terminate and evaluate the algorithm. Unfortunately, this approach often leads to suboptimal structures because of its heuristic nature.
Another similar approach is the self-organizing neural network (SOW) algorithm [4Q]. This algorithm constructs a network, chooses the activation functions, and adjusts the weights to incrementally build a model of the unknown system using representations selected from a predetermined set of polynomials. The algorithm s t " the spirit of GMDH type algorithms, but the use of a modified minimum description length criterion in canjunction with stochastic search based on Simulated annealing for selection of node transhr functions leads to models that are simpler and more accurate. Comparisons with MLP given in [40] for the Mackey-Glass chaotic time series prediction problem show that the number of epochs required is less by an order of magnitude. This advantage is more than offset by the long times taken per epoch, largely due to simulated annealing search, which also degrades rapidly in time and quality with increasing problem size.
The RPN is similar to GMDH and S O W in that the network is based on highworder polynomials and is grown incrementally. Both GMDH and SONN lead to networks with arbitrary number of hidden layers and nodes in contrast to RF"'s which have a well regulated architecture. Besides this difference and the difference in representation forms, the main trade-off is that RPN does not require extensive preprocessing using training data to come up with the desired structure, but the generality of the RPN structure also indicates that it may not be optimized for specific problems. Experimental results show that RPN's perform well over a broad class of problems, but may not be the best for a specific problem.
The LMS tree algorithm proposed by Sanger [32] also falls in this category if used with polynomial bases, The LMS tree starts with basis functions for an input component, and grows a "subnetwork" under the basis function which has the maximum error variance. The subnetwork uses basis functions for a different input component, and thus successively forms basis functions which are factorized with respect to each input coordinate. Sanger et al. also proposed an iterative construction algorithm of sparse polynomial approximation which can be used in multidimensional input space [33] . The algorithm constructs a polynomial approximation of a given function from lower to higher order by "looking-ahead" relevant terms which will maximally contribute to decreasing the m o r if added. This algorithm is based on the LMS tree and a new figure-of-merit called "potential" is used for the look-ahead mechanism. These algorithms are different from the incremental algorithm of the RPN in the sense that they use different polynomial structures (factorized polynomials in the LMS tree and ridge polynomials in the RPN) and network growing algorithms. They also need extra processing for network growing mechanism. As in the case of GMDH and SO", these algorithms yield irregular and problem-specific network structure as compared to RPN's highly regular structure.
3) Higher-Order Correlations in Recurrent Nets: The use of polynomial threshold elements of degree d(d 2 2) has been considered in the context of Hopfield-type networks [42] . An extension of the outer-product storage rule to incorporate higher order correlations has also been proposed [2]. These studies pertain to fully connected recurrent networks and are mainly concerned with increasing storage capacity when such nets are used as associative memories. Thus they are fundamentally different from RPN's in structure and purpose, and are not considered any further.
E. Neurobiological Plausibility of RPNs
Are RPN type computing structures even remotely neurobiologically plausible? In neurophysiology, the possibility that dendritic computations could include local multiplicative nonlinearities is widely accepted [27] . Indeed, M i n and Rumelhart [8] observe that there is a natural neurobiological interpretation of a combination of product and summing units in terms of a single neuron or a group of neurons. In particular, local regions of dendritic arbor could act as product units whose outputs are summed at the soma. Me1 and Koch have also argued that sigma-pi units underlie the learning of nonlinear associative maps in cerebral cortex [27] , and that aggregates (on the order of 100 cells) of pyramidal cells whose apical dendrites rise toward the cortical surface in tight clumps, act as a single virtual sigma-pi unit. A recent review of a number of different biophysical mechanisms that give rise to multiplicative interactions can be found in [22] . These mechanisms range in specificity of interactions from pairs of individual synapses to small sets of neurons. Me1 has recently proposed the clusteron as an abstraction for a complex neuron that can extract higher order statistics from input stimuli [26] . In his model, a dendritic tree receives weighted synaptic contacts from a set of afferent axons. Each synaptic contact is given by a product of direct stimulus intensity and a weighted sum of neighborhood activity. We note that this description translates to an RPN, which can be considered as a mathematical abstraction of the clusteron model. Certainly, however, a biologically plausible network should have some self-organizing capabilities. This motivates investigation of Hebb-type learning schemes for the RPN to further pursue the plausibility issue.
nI. LEARNING ALGORITHM FOR THE RPN
Since each Pi in (11) is obtainable as the output of a PSN of degree i with linear output units, the learning algorithms developed for the PSN can also be used for the RPN's. So an immediate approach is to select the constituent PSN's and then adapt weights using gradient descent. The optimal network complexity, however, as determined by k, is often not known a priori. This has prompted several constructive (or destructive) algorithms that dynamically adapt network structure by adding (or pruning) weights or nodes until the most appropriate network size is obtained [41] . The tradeoffs involved in network size vs. generalization capability can be understood in terms of the bias/variance dilemma [14] . As a network grows, model bias is decreased resulting in better generalization. If the number of free parameters is too large, however, model variance dominates and starts to degrade generalization performance. These considerations motivate us to develop a constructive learning algorithm for the RPN's in this section. This learning algorithm aims at approximating an unknown scalar function f in Xd by successive addition of a PSN, P; of higher degree than previously incorporated ones until a desired level of accuracy is attained.
A. Adaptation of Weights in Pi-Sigma Networks
Before presenting the constructive learning algorithm for the RPN, we summarize the learning algorithms for the PSN which are a basic building block of the constructive learning algorithm for the RPN.
Learning algorithms for PSN's are based on gradient descent on the estimated mean squared error surface in weight space. For a PSN, the mean squared error (MSE) objective is as follows
where f is the unknown desired function to be approximated, superscript p denotes the pth training pattern, f P is the desired output for the pth pattern, yp = a ( n j hy), and the summation is over all L training patterns.* In typical feedforward networks, all the weights are modified at each update step. This updating scheme can lead to instability problems for the PSN, however, unless the learning rate is sufficiently small. This is due to higher order crossterms generated at the output product unit that may not be in the direction of steepest gradient. In [16], we formally show why the magnitude of the learning rate is limited by a fully synchronous updating scheme. Instead of modifying all the weight sets synchronously at each update step, one subset of weights chosen at a time for updating. We proposed 'For simplicity, a one-dimensional output is considered. If multiple outputs are needed. the summation is also Derformed over all outDuts and the final the randomized [34] and asynchronous updating rules (corresponding to the jth summing unit) is chosen at a time and modified according to the weight update rule. Then, for the same input pattern, the output is recomputed for the modified network, and the error is used to update a different set of weights. For every input, this procedure is performed k times so that all k sets of weights are updated once. The improved properties of both of these approaches is explained by the analysis given in [16] . In this paper, we concentrate on the asynchronous rule which performs better than the randomized one in terms of training speed.
After the set of weights vj to be updated is chosen by any of above rules, an LMS-type approach is taken [ U ] . Here, the instantaneous squared error for the pth pattern EP is used as an estimate of the true MSE. Applying gradient descent on the selected set of weights vl. one obtains leading to the following update rule where (yp)' is the first derivative of the output,z = (1, x) E Xd+l is the augmented input pattern and Q is the learning rate.
Other sets of weights which are not selected remain the same. The methods are easily extensible for multiple outputs since each output has its own summing units.
B. Constructive Leaming Algorithm for the RPN
As discussed earlier, the constructive learning algorithm for the RPN is based on the asynchronous update rule for the PSN. Before presenting the algorithm, we need the following notations-cth: threshold mean squared error (MSE) for the training phase, c c , c p : MSE's for the current epoch and previous epoch during the training, respectively, r : threshold for successive addition of a new PSN, Q: initial learning rate, S,, 6,: decreasing factors for T and Q, re~pectively,~ k: degree of the PSN, P k at the kth algorithmic step, t: number of training epochs, t t h : threshold epoch to finish the training, P k : P k after its weights are frozen, and Yk: network output at value is also divided by the number of output units to get the error measure. The extension is fairly straightforward, so we will concentrate only on the single output case. 3These parameters are needed because the dynamic range of error becomes smaller with successive addition of higher-degree PSN's. the kth algorithmic step, = a (~~~~o -l 9, + Pk). date rule as
IV. SIMULATION RESULTS
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where z = (l,x),vj = (zoj0,wj) E are augmented input and weight vectors, respectively and y$ is the first derivative of the network output. At the end of every epoch (i.e., after applying the above procedure for all the training patterns), calculate the error for the current epoch, 6,. (i.e., surface fitting), and
A. Classijkation of Transient Oceanic Signals
The data set used for the experiments consists of 25-dimensional feature vectors extracted from short-duration passive sonar signals due to six types of naturally occurring oceanic sources. The signal source type and number of training and testing pattems are given in Table I .
Signal preprocessing as well as the extraction of good feature vectors is crucial to the performance of the classifiers function, and let the desired output during training be one for the correct class and zero otherwise. The training started with a second degree PSN and added a third degree PSN at the 200th epoch. Fig. 3 shows classification accuracy for both training and testing sets when training epochs increase. The best result for the testing set was 88.6% (890 hits out of 1005) classification accuracy at the 390th epoch. For training set, the accuracy was 93.8% (647 hits out of 690). We could obtain better results for the training set using a longer training phase and addition of PSNs of degree higher than three, however, the results for the testing set were worse than the one reported above, indicating over-training. Table I1 compares the results using the RF" with those of finely-tuned MLP with standard backpropagation algorithm, optimal brain damage (OBD) [23] and cascade-correlation [41] . For MLP, OBD, and cascadecorrelation, the classification accuracies for the testing set were obtained after training up to 300 epochs. For these networks, the learning rate was 0.2 for the first 20 epochs and 0.1 after that. The momentum factor was 0.9, and the initial weights were randomly selected from [-1, 11. For the training set, these networks showed quite reasonable results ranging from 90% to 100%.
We also compare the computational complexity of all the networks used in terms of the number of multiplications needed to finish the training, which has the same order as the number of additions. To obtain these numbers, we first note that each iteration, involving presentation of one training pattern, largely consists of two phases: i) the forward phase involving calculation of network outputs and ii) the backward phase for updating the weights. Thus, number of multiplications needed to finish the training can be obtained by multiplying number of multiplications per iteration by the number of training patterns and the number of epochs to finish the training. In this way, the comparison of each network's computational complexity can be done in a more equitable fashion, and with less dependence on the simulation environment. The calculation of error after each epoch, which is common to all three networks, is not considered. Also, we ignore the computation of the activation function, but note that this simplification favors the MLP type networks as they use a nonlinear activation function for the hidden units while the RPN does not.
As can be observed, the RPN achieved results comparable to other networks, but used much less computation and memory (number of units, weights). Note that we do not have to determine a priori the structure of the RPN as opposed to MLP and OBD in which we should first determine the number of hidden units. The cascade-correlation algorithm, which is a constructive method avoids this problem, however, simulation results suggests that this algorithm sometimes overfits the problem (the classification accuracy of this algorithm for the training set was 100% using an average of 27.4 hidden units), and shows a wider variation in performance. 
B. Multivariate Function Approximation
In this experiment, we aimed at observing how smooth RF" can generalize using a set of sparse data from an unknown multivariate function. A 2-D Gabor function was tried for this purpose. It is well known that the highlyoriented simple cell receptive fields in the visual cortex of mammals can be closely modeled by 2-D Gabor functions, which are Gaussians modulated by sinusoidal functions. Gabor functions play an important role in physics, since they are the unique functions that achieve the lower bound for the space-frequency uncertainty product, which is a measure of a function's simultaneous localization in both spatial and frequency domains [ 151. The convolution version of complex 2-D Gabor functions have the following form Here, X is the aspect ratio, U is the scale factor and ( U O , YO) are modulation parameters. For simulation, the Gabor function to be approximated was ' cos (27r(21 + 2 2 ) ) .
(20) Fig. 4(a) shows the Gabor function used for the simulation as desired output. For training, 128 input points were randomly selected from 256 input points taken from an evenly spaced 16 x 16 grid on [-0.5, 0.512 . The remaining 128 points were used for testing. The RPN used a hyperbolic tangent activation function o(.) = tanh(.) as an output activation function for smoother generalization. All the initial weights used were randomly assigned to values between -0.5 and 0.5. The parameters Q, T , 6, and 6 , . were set to 0.4, 0.0 001, 0.6 and 0.1, respectively. The RF" started the training with a fourth degree PSN, and the algorithm added the fifth and sixth degree PSN's at 76th and 613th epochs, respectively. The learning was quite stable and the MSE decreased when additional higher degree PSN's were co-opted, as shown in Fig. 5 . Fig. 4(b) shows the actual network output of an RI" including up to eighth degree PSNs after loo00 epochs. MSE's obtained are 0.003 and 0.004 for the training and testing patterns, respectively. We observe that the RF" generalizes well and achieves a smooth interpolation among the training data points. The Gabor function has been previously used in [16] to compare the Pi-Sigma network with an MLP. After experimenting with different numbers of hidden units and learning parameters, the best result for a two-layered MLP was obtained using 20 hidden units, with U = 0.1 and a = 0.9. This configuration yielded an MSE of 0.012 for both training and test sets after 500 epochs. A sixth order HPU, in comparison, yielded MSE (training) of 0.028 and MSE (testing) of 0.037 after 5000 epochs. To see the effect of the size of the training set, we have also hied various combinations of traininghesting sets. We used a slightly different parameter value for U , where the scale factor U in the Gabor function was set to 0.42 rather than 0.5 as used in the previous simulation set (20). Using smaller U increases the dynamic range of the function. Out of 256 input points, we chose 1/4, 1/3, and 1/2 of 256 points as training set, corresponding to 64, 85, and 128 training points, respectively.
As expected, the generalization capability indicated by the approximation accuracy increases for the testing set as more points are included in the training set, while it becomes worse for the training set. Table 3 summarizes the results. Figs. 6(a) and (b) show the learning curves for both training and testing sets for all three cases using the RPN.
To see how the algorithm performs for noisy data, we added noise to the training set. We chose one-fourth out of 256 Table IV shows the simulation results. We observe that with higher level of noise, the approximation accuracy for the training set becomes worse. However, slight addition of noise (10% case) increased the generalization capability. Figs. 7(a) and (b) show the learning curves for both training and testing sets for various noise levels using the RPN.
C, Realization of Multivariate Polynomial
polynomial f : [-l7 lI5 + ?R which was given by4
Finally, the RPN was trained to realize a multivariate Unlike the other two classificatiodregression problems considered, this simulation mainly focuses on the realization of an unknown polynomial since the RPN uses special forms of polynomials. Note that we do not expect exact representation because of the limited number of training data and the nature of the least square learning used in the incremental learning
We randomly selected 200 input points from [-1, lI5 and used them as a training set. The weights were initialized by uniformly-deviated random numbers in [-1, 11 . The parameters Q , T , S~, and 6, were set to 0.02, 0.0 001, 0.8 and 0.1, respectively. Since the emphasis was on the possibility of the representation, we did not have a testing set to test generalization. The RPN was trained starting from the 1st algorithms. Fig. 8 shows all 126 coefficients which were obtained by the RPN after expansion. Note that 126 coefficients correspond to all possible coefficients for fourth degree (ordinary) multivariate polynomial with five inputs (see (2)). The largest unnecessary coefficient was 0.27 for the 4 x 4 term. This is below 10% of the smallest coefficient used in f (constant term 2). Note that although the algorithm added fourth degree PSN even though the highest order of f is three, the fourth order terms obtained by the algorithm have negligible magnitudes. Also the representation achieved is very close to the original function f as given in (22), which demonstrates the capability of the algorithm even with a small number of training points. To see how incremental learning achieves better approximation through training, Fig. 9 shows coefficients of up to third degree PSN's at the 64th epoch, i.e., just before the fourth degree PSN was added. There are the total of 56 coefficients after expansion, Using PSN's of degrees up to three, the realized function f was degree initial PSN (i.e., linear perceptron) with linear output activation function.
The second, third and fourth degree PSN's were added at sixth, 22nd and 65th epochs, respectively, and the training finished at 238th epoch with MSE Of o.02. The final polynomial f^ realized by the after training can be expanded as an ordinary multivariate polynomial as follows f^( 2 1 , 2 2 , 2 3 , 2 4 , 2 5 ) M 1 . 7 6 + 2 . 7 7 2 1 2 2 -I-0 . 5 3 2 1 2 3 + 3 . 4 5 2 3 2 4 2 5 . (23) be observed, addition of higher degree PSN rendered closer approximation to the functionf to be realized. Fig. 10 demonstrates stable learning during the training for the RPN.
V. CONCLUDING REMARKS f^(21, 2 2 , 2 3 , 2 4 , 2 5 ) M 1 . 9 6 -k 3 . 0 3 2 1 2 2 -I-3 . 7 4 2 3 2 4 2 5 . (22) The ridge polynomial network (RPN) is based on a genThis polynomial was studied in [33] .
eralization-of both Chui and Li's multivariate polynomial [34] , [35] . We consider it as a special form of projection pursuit regression that is amenable to adaptive, incremental, supervised learning.
Simulation results on a surface fitting problem show that the constructive learning algorithm proposed for the RPN produces a smooth generalization which is a desirable property in multivariate function approximation. Successive incorporation of higher-order terms during learning captures the higher-order variations in the problem. A key feature of RPN network growth is that it takes place naturally as part of the training process, while maintaining a regular structure. It is widely acknowledged that there is no single method-statistical or neural-that gives the best results for all function approximation problems [ 1 11. Thus, while our simulations demonstrate several desirable properties of RPNs, a deeper understanding of the classes of functions for which they are natural can only be obtained after extensive comparative experiments with several different techniques and data sets.
The difficult theoretical question of whether the constructive learning algorithm can achieve the same or similar approximation capability as an adequately large fixed structure is left as future work. Also, optimization techniques like "orthogonalization" of polynomial bases can be investigated to improve the perfomxmce of the networks without substantially increasing their complexity. 
Pro03
We want to show that right-hand side of (7) can be expressed as a special case of right-hand side of (8). From Since (27) is a special case of (28), this completes the proof. U
APPENDIX B GENERALIZED WEERSTRASS POLYNOMIAL APPROXIMATION THEOREM
The well-known Weierstrass polynomial approximation theorem for univariate continuous functions can be generalized to multidimensional settings. This generalized theorem specifies the uniform approximation capability of polynomials.
Theorem 3 A subspace A of C( K) is an algebra if whenever f , g E A, then f . g E A. An algebra A separates the points in K if for any x,y E K and x # y, there exists a function f E A such that f(x) # f(y). The generalized Weierstrass polynomial approximation theorem follows from this theorem since the family of polynomials is an algebra which satisfies all the conditions of the theorem.
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