Distributional functionals are integral functionals of one or more probability distributions. Distributional functionals include information measures such as entropy, mutual information, and divergence. Recent work has focused on the problem of nonparametric estimation of entropy and information divergence functionals. Many existing approaches are restrictive in their assumptions on the density support set or require difficult calculations at the support boundary which must be known a priori. The MSE convergence rate of a leave-one-out kernel density plug-in divergence functional estimator for general bounded density support sets is derived where knowledge of the support boundary is not required. The theory of optimally weighted ensemble estimation is generalized to derive two estimators that achieve the parametric rate when the densities are sufficiently smooth. The asymptotic distribution of these estimators and some guidelines for tuning parameter selection are provided. Based on the theory, an empirical estimator of Rényi-α divergence is proposed that outperforms the standard kernel density plug-in estimator, especially in high dimension. The estimators are shown to be robust to the choice of tuning parameters.
I. INTRODUCTION
Distributional functionals are integral functionals of one or more probability distributions. The most common distributional functionals in information theory are entropy, mutual information, and information divergence which have many applications in the fields of information theory, statistics, signal processing, and machine learning. Information divergence is the most general of these information measures and is a measure of the difference between probability distributions. Some applications involving divergences include estimating the decay rates of error probabilities [1] , estimating bounds on the Bayes error for a classification problem [2] - [8] , extending machine learning algorithms to distributional features [9] - [12] , testing the hypothesis that two sets of samples come from the same probability distribution [13] , clustering [14] - [16] , feature selection and classification [17] - [19] , blind source separation [20] , [21] , image segmentation [22] - [24] , and steganography [25] . For many more applications of divergence measures, see [26] .
Mutual information and entropy are both special cases of divergences and have been used in some of the above applications as well as others such as determining channel capacity [1] , fMRI data processing [27] , intrinsic dimension estimation [28] , [29] , and texture classification and image registration [30] . An important subset of information divergences is the family of f -divergences [31] , [32] . This family includes the well-known Kullback-Leibler (KL) divergence [33] , the Rényi-α divergence [34] , the Hellinger-Bhattacharyya distance [35] , [36] , the Chernoff-α divergence [5] , the total variation distance, and the Henze-Penrose divergence [6] .
We consider the problem of estimating distributional functionals when only a finite population of independent and identically distributed (i.i.d.) samples is available from each d-dimensional distribution that is unknown, nonparametric, and smooth. For simplicity, we focus on functionals of two distributions, i.e. divergence functionals. However, our methods are general enough that they can be easily extended to estimate functionals of any finite number of distributions. While several estimators of divergence functionals have been previously defined, the convergence rates are known for only a few of them. Furthermore, the asymptotic distributions of these estimators is unknown for nearly all of them. Thus these estimators cannot be easily used to perform inference tasks on the divergence such as testing that two populations have identical distributions or constructing confidence intervals. In this paper, we derive mean squared error (MSE) convergence rates for kernel density plug-in divergence functional estimators. We then generalize the theory of optimally weighted ensemble entropy estimation developed in [37] to obtain two divergence functional estimators with a MSE convergence rate of O 1 N , where N is the sample size, when the densities are sufficiently smooth. We obtain the asymptotic distribution of the weighted ensemble estimators which enables us to perform hypothesis testing. We then examine the problem of tuning parameter selection. Finally, we empirically validate the theory and establish the estimators' robustness to the choice of tuning parameters.
A. Related Work
Several nonparametric estimators for some functionals of two distributions including f -divergences already exist. For example, Póczos and Schneider [9] established weak consistency of a bias-corrected k-nn estimator for Rényi-α and other divergences of a similar form where k is fixed. Wang et al [38] provided a k-nn based estimator for the KL divergence. Mutual information and divergence estimators based on plug-in histogram schemes have been proven to be consistent [39] - [42] . Hero et al [30] provided an estimator for Rényi-α divergence but assumed that one of the densities was known. However none of these works study the convergence rates nor the asymptotic distribution of their estimators.
There has been recent interest in deriving convergence rates for divergence estimators [43] - [48] . The rates are typically derived in terms of a smoothness condition on the densities, such as the Hölder condition [49] : for all x, y ∈ X and for all r s.t. |r| ≤ ⌊s⌋. From Definition 1, it is clear that if a function f belongs to Σ(s, K), then f is continuously differentiable up to order ⌊s⌋. In this work, we propose estimators that achieve the parametric MSE convergence rate of O(1/T ) when s ≥ d and s ≥ d+1 2 , respectively.
Nguyen et al [44] proposed a method for estimating f -divergences by estimating the likelihood ratio of the two densities by solving a convex optimization problem and then plugging it into the divergence formulas. For this method they prove that the minimax MSE convergence rate is parametric (O 1 T ) when the likelihood ratio is in the bounded Hölder class Σ(s, K) with s ≥ d/2. However, this estimator is restricted to true f -divergences and may not apply to the broader class of divergence functionals (as an example, the L 2 2 divergence is not an f -divergence). Additionally, solving the convex problem of [44] has similar complexity to that of training a support vector machine (SVM) (between O(T 2 ) and O(T 3 )) which can be demanding when T is very large. In contrast, our method of optimally weighted ensemble estimation depends only on simple density plug-in estimates and the solution of an offline convex optimization problem. Thus the most computationally demanding step in our approach is the calculation of the density estimates, which has complexity no greater than O(T 2 ). Singh and Póczos [46] , [47] provided an estimator for Rényi-α divergences as well as general density functionals that uses a "mirror image" kernel density estimator. They prove a convergence rate of O 1 T when s ≥ d for each of the densities. However this method requires several computations at each boundary of the support of the densities which becomes difficult to implement as d gets large. Also, this method requires knowledge of the support of the densities which may not be possible for some problems. In contrast, while our assumptions require the density supports to be bounded, knowledge of the support is not required for implementation.
The "linear" and "quadratic" estimators presented by Krishnamurthy et al [45] estimate divergence functionals that include the form´f α 1 (x)f β 2 (x)dµ(x) for given α and β where f 1 and f 2 are probability densities. These estimators achieve the parametric rate when s ≥ d/2 and s ≥ d/4 for the linear and quadratic estimators, respectively. However, the latter estimator is computationally infeasible for most functionals and the former requires numerical integration for some divergence functionals, which can be computationally difficult. Additionally, while a suitable α-β indexed sequence of divergence functionals of this form can be made to converge to the KL divergence, this does not guarantee convergence of the corresponding sequence of divergence estimators in [45] , whereas our estimator can be used to estimate the KL divergence. Other important f -divergence functionals are also excluded from this form including some that bound the Bayes error [2] , [4] , [6] . In contrast, our method applies to a large class of divergence functionals and avoids numerical integration.
Finally, Kandasamy et al [48] propose influence function based estimators of distributional functionals that achieve the parametric rate when s ≥ d/2. While their method can be applied to general functionals, their estimator requires numerical integration for some functionals. Additionally, the estimators in both Kandasamy et al [48] and Krishnamurthy et al [45] require an optimal kernel density estimator. This is difficult to construct when the density support is bounded as it requires knowledge of the support boundary and difficult computations at the boundary, whereas our method does not require knowledge of the support boundary.
Asymptotic normality has been established for certain appropriately normalized divergences between a specific density estimator and the true density [50] - [52] . This differs from our setting where we assume that both densities are unknown. The asymptotic distributions of the estimators in [44] - [47] are currently unknown. Kandasamy et al [48] prove a central limit theorem for their data-splitting estimator but do not prove similar results for their leave-one-out estimator. We establish a central limit theorem for our proposed leave-one-out divergence estimator.
Divergence functional estimation is also related to the problem of entropy functional estimation which has received a lot of attention. Some examples include [53] - [55] which used specialized kernel density estimators to achieve the parametric convergence rate when the density has smoothness parameter s ≥ d/4. Sricharan et al [37] derived an entropy functional estimator that uses a weighted average of an ensemble of bias-corrected estimators. While the approach in [37] requires the density to have smoothness parameter s ≥ d in order to achieve the parametric rate, their approach is simpler to implement compared to the estimators in [53] - [55] as long as the density support set is known. This paper extends the work in [37] to functionals of two distributions and improves upon the results reported in [7] , [43] which explored k-nearest neighbor (k-nn) based estimators of f -divergences. We derive more general conditions on the required smoothness of the densities for the MSE convergence rates of plug-in kernel density estimators (KDE) of general divergence functionals. We then generalize the theory of optimally weighted ensemble entropy estimation developed in [37] to obtain two divergence functional estimators that achieve the parametric MSE convergence rate of O 1 N when the densities are sufficiently smooth, where N is the sample size. One of these estimators achieves this rate when the densities have s ≥ (d + 1)/2, whereas [43] requires s ≥ d. These estimators apply to general divergence functionals and are simpler to implement than other estimators that also achieve the parametric rate. This work also extends these estimators to more general bounded density support sets in R d , whereas the proofs in [43] restricted the estimator to compactly supported densities with no boundary conditions (e.g., a support set equal to the surface of a torus), which is unnecessarily restrictive. Finally, we use a leave-one-out approach that uses all of the data for both density estimation and integral approximation in contrast to [7] , [37] , [43] , [56] and others which use a less efficient data-splitting approach. We then derive the asymptotic distribution of the weighted ensemble estimators which enables us to construct confidence intervals and perform hypothesis testing.
B. Organization and Notation
The paper is organized as follows. Section II presents the kernel density plug-in divergence functional estimator and its MSE convergence rate. Our generalized theory of optimally weighted ensemble estimation and the proposed ensemble estimators are given in Section III. A central limit theorem for the ensemble estimators is also presented in Section III. In Section IV, we provide guidelines for selecting the tuning parameters based on experiments and the theory derived in the previous sections. We then perform experiments in Section IV that validate the theory and establish the robustness of the proposed estimators to the tuning parameters.
Bold face type is used for random variables and random vectors. The conditional expectation given a random variable Z is denoted E Z . The variance of a random variable is denoted V and the bias of an estimator is denoted B.
II. THE DIVERGENCE FUNCTIONAL WEAK ESTIMATOR
This paper focuses on estimating functionals of the form
where g(x, y) is a smooth functional, and f 1 and f 2 are smooth d-dimensional probability densities.
f2(x) , g is convex, and g(1) = 0, then G (f 1 , f 2 ) defines the family of f -divergences. Some common divergences that belong to this family include the KL divergence (g(t) = − ln t), the Rényi-α divergence (g(t) = t α ), and the total variation distance (g(t) = |t − 1|). In this work, we consider a broader class of functionals than the f -divergences.
A. The Kernel Density Plug-in Estimator
We use a kernel density plug-in estimator of the divergence functional in (1). Assume that N 1 i.i.d. realizations {Y 1 , . . . , Y N1 } are available from f 1 and N 2 i.i.d. realizations {X 1 , . . . , X N2 } are available from f 2 . Let h i > 0 be the kernel bandwidth for the density estimator of f i . Let K(·) be a kernel function with ||K|| ∞ < ∞ where K ∞ is the ℓ ∞ norm of the kernel K. The KDEs aref
B. Convergence Rates
Similar to [7] , [37] , [43] , the principal assumptions we make on the densities f 1 and f 2 and the functional g are that: 1) f 1 , f 2 , and g are smooth; 2) f 1 and f 2 have common bounded support sets S; 3) f 1 and f 2 are strictly lower bounded on S. We also assume 4) that the support is smooth with respect to the kernel K(u). Our full assumptions are:
• (A.0): Assume that the kernel K is symmetric, is a product kernel, and has bounded support in each dimension. Also assume that it has order ν which means that the jth moment of the kernel K i defined as´t j K i (t)dt is zero for all j = 1, . . . , ν − 1 and i = 1, . . . , d where K i is the kernel in the ith coordinate.
• (A.1): Assume there exist constants ǫ 0 , ǫ ∞ such that 0 < ǫ 0 ≤ f i (x) ≤ ǫ ∞ < ∞, ∀x ∈ S.
• (A.2): Assume that the densities f i ∈ Σ(s, K) in the interior of S with s ≥ 2.
• (A.3): Assume that g has an infinite number of mixed derivatives.
• (A.4): Assume that
, k, l = 0, 1, . . . are strictly upper bounded for ǫ 0 ≤ x, y ≤ ǫ ∞ .
• (A.5): Assume the following boundary smoothness condition: Let p x (u) : R d → R be a polynomial in u of order q ≤ r = ⌊s⌋ whose coefficients are a function of x and are r − q times differentiable. Then assume that
where v t (h) admits the expansion
for some constants e i,q,t . We focus on finite support kernels for simplicity in the proofs although it is likely that our results extend to some infinitely supported kernels as well. The smoothness assumptions on the densities are weaker as compared to [7] , [37] , [43] . However, we assume stronger conditions on the smoothness of g to enable us to achieve good convergence rates without knowledge of the boundary of the support set. Assumption A.5 requires the boundary of the density support set to be smooth wrt the kernel K(u) in the sense that the expectation of the area outside of S wrt any random variable u with smooth distribution is a smooth function of the bandwidth h. It is not necessary for the boundary of S to have smooth contours with no edges or corners as this assumption is satisfied by the following case: 
The proof is given in Appendix A. Given the simple nature of this density support set and kernel, it is likely that other kernels and supports will satisfy A.5 as well. This is left for future work.
Densities for which assumptions A.1 − A.2 hold include the truncated Gaussian distribution and the Beta distribution on the unit cube. Functions for which assumptions A.3 − A.4 hold include g(x, y) = − ln For general g, the bias of the plug-in estimatorG h1,h2 is of the form
Furthermore, if g(x, y) has k, l-th order mixed derivatives
that depend on x, y only through x α y β for some α, β ∈ R, then for any positive integer λ ≥ 2, the bias is of the form
Divergence functionals that satisfy the mixed derivatives condition required for (4) include the KL divergence and the Rényi-α divergence. Obtaining similar terms for other divergence functionals requires us to separate the dependence on h i of the derivatives of g evaluated at E Zfi,hi (Z). This is left for future work. See Appendix B for details.
The following variance result requires much less strict assumptions: 
From Theorems 2 and 3, it is clear that we require h i → 0 and
to be unbiased while the variance of the plug-in estimator depends primarily on the number of samples. Note that the constants in front of the terms that depend on h i and N i may not be identical for different i, j, m, n in (3) and (4). However, these constants depend on the densities f 1 and f 2 and their derivatives which are often unknown. The rates given in Thm. 2 and 3 are similar to the rates derived for the entropy plug-in estimator in [37] 
The differences lie in the constants in front of the rates and the dependence on the number of samples from two distributions instead of one. Additionally, as compared to (3), in (4) there are many more terms. These terms enable us to achieve the parametric MSE convergence rate when s ≥ (d + 1)/2 for an appropriate choice of bandwidths whereas the terms in (3) require s ≥ d to achieve the same rate.
C. Optimal MSE Rate
From Theorem 2, the dominating terms in the bias are Θ (h i ) and Θ . If no attempt is made to correct the bias, the optimal choice of h i in terms of minimizing the MSE is
This results in a dominant bias term of order Θ N −1 d+1 i . Note that this differs from the standard result for the optimal KDE bandwidth for minimum MSE density estimation which is Θ N −1/(d+4) for a symmetric uniform kernel [57] . 
D. Proof Sketches of Theorems 2 and 3
To prove the expressions for the bias, the bias is first decomposed into two parts by adding and subtracting g E Zf1,h1 (Z), E Zf2,h2 (Z) within the expectation creating a "bias" term and a "variance" term. Applying a Taylor series expansion on the bias and variance terms results in expressions that depend on powers of
, respectively. Within the interior of the support, moment bounds can be derived from properties of the KDEs and a Taylor series expansion of the densities. Near the boundary of the support, the smoothness assumption on the boundary A.5 is also required. Note that this approach differs from that in [37] which corrected the KDEs near the boundary of the support set and also used concentration inequalities for the KDEs. The full proof of Thm. 2 is given in Appendix B.
The proof of the variance result takes a different approach. It uses the Efron-Stein inequality which bounds the variance by analyzing the expected squared difference between the plug-in estimator when one sample is allowed to differ. The full proof of Thm. 3 is given in Appendix C. 
III. WEIGHTED ENSEMBLE ESTIMATION
As pointed out in Sec. II-C, Thm. 2 shows that when the dimension of the data is not small, the bias of the MSE-optimal plug-in estimatorG h1,h2 decreases very slowly as a function of sample size, resulting in large MSE. However, by applying the theory of optimally weighted ensemble estimation, originally developed in [37] for entropy estimation, we can modify the minimum MSE estimator by taking a weighted sum of an ensemble of estimators where the weights are chosen to significantly reduce the bias.
A. The Weighted Ensemble Estimator
The bias expression in Theorem 2 is quite complicated due to its dependence on the sample size of two different distributions. We can simplify it significantly by assuming that
Corollary 1: For general g, the bias of the plug-in estimatorG h is given by
If g(x, y) has k, l-th order mixed derivatives
that depend on x, y only through x α y β for some α, β ∈ R, then for any positive integer λ ≥ 2, the bias is
Note that the corollary still holds if N 1 and N 2 are linearly related, i.e., N = N 1 = Θ(N 2 ) and similarly if h 1 and h 2 are linearly related, i.e., h = h 1 = Θ(h 2 ). We form an ensemble of estimators by choosing different values of h. Choose L = {l 1 , . . . , l L } to be real positive numbers that index h(l i ). Thus the parameter l indexes over different neighborhood sizes for the kernel density estimates. Define w :
. The key to reducing the MSE is to choose the weight vector w to reduce the lower order terms in the bias without substantially increasing the variance.
B. Finding the Optimal Weight
The theory of optimally weighted ensemble estimation is a general theory originally presented by Sricharan et al [37] that can be applied to many estimation problems as long as the bias and variance of the estimator can be expressed in a specific way. We generalize the conditions given in [37] that were required to apply the theory. Let L = {l 1 , . . . , l L } be a set of index values and let N be the number of samples available. For an indexed ensemble of estimators Ê l l∈L of a parameter E, the weighted ensemble estimator with weights w = {w (l 1 ) , . . . , w (l L )} satisfying l∈L w(l) = 1 is defined aŝ
Ê w is asyptotically unbiased if the estimators Ê l l∈L are asymptotically unbiased. Consider the following conditions on
The bias is expressible as
where c i are constants depending on the underlying density, J = {i 1 , . . . , i I } is a finite index set with I < L, and ψ i (l) are basis functions depending only on the parameter l and not on the sample size.
• C.2 The variance is expressible as 
The weight vector w 0 is the solution to the following convex optimization problem:
A more restrictive version of Theorem 4 was originally presented in [37] with the stricter condition of
The proof of our generalized version (Theorem 4) is sketched below.
Proof: From condition C.1, the bias of the weighted estimator is
The variance of the weighted estimator is bounded as
The optimization problem in (5) zeroes out the lower-order bias terms and limits the ℓ 2 norm of the weight vector w to limit the variance contribution. This results in an MSE rate of O(1/N ) when the dimension d is fixed and when L is fixed independently of the sample size N . Furthermore, a solution to (5) is guaranteed to exist as long as L > I and the vectors
are linearly independent. This completes our sketch of the proof of Thm. 4.
C. Optimally Weighted Distributional Functional (ODin) Estimators
To achieve the parametric rate O (1/N ) in MSE convergence it is not necessary that γ w (i) = 0, i ∈ J. Solving the following convex optimization problem in place of the optimization problem in Theorem 4 retains the O(1/N ) rate:
where the parameter η is chosen to achieve a trade-off between bias and variance. Instead of forcing γ w (i) = 0, the relaxed optimization problem uses the weights to decrease the bias terms at the rate of O 1/ √ N yielding an MSE of O(1/N ). We refer to the distributional functional estimators obtained using this theory as Optimally Weighted Distributional Functional (ODin) estimators. Sricharan et al [37] applied the stricter version of Theorem 4 to obtain an entropy estimator with convergence rate O(1/N ). We also apply the same theory to obtain a divergence functional estimator with the same asymptotic rate. Let
in addition to the terms in the sum. To obtain a uniform bound on the bias with respect to w and L, we also include the function ψ d+1 (l) = l −d in the optimization problem. The bias of the resulting base estimator satisfies condition C.1 with
The variance also satisfies condition C.2. The optimal weight Algorithm 1 Optimally weighted ensemble estimator of divergence functionals
The optimally weighted divergence estimatorG w0,2 1: Solve for w 0 using (7) with φ j,q,d (N ) = N − j+q d+1 and basis functions ψ j,q (l) = l j−dq , l ∈l, and {i, j} ∈ J defined in (8) 2: for all l ∈l do 3: h(l) ← lN
4:
w 0 is found by using (7) to obtain a plug-in divergence functional estimatorG w0,1 with an MSE convergence rate of O Another weighted ensemble estimator can be defined that requires less strict assumptions on the smoothness of the densities. This is accomplished by letting h(l) decrease at a faster rate. Let h(l) = lN −1 d+1 . From Theorem 2, we have that if g(x, y) has mixed derivatives of the form of x α y β , then the bias has terms proportional to
where j, q ≥ 0 and j + q > 0. Theorem 4 can be applied to the ensemble of estimators to derive an estimator that achieves the parametric convergence rate under these conditions. Let
Then from (4), the bias ofG h(l) satisfies condition C.1. If L > |J| = I, then Theorem 4 can be applied to obtain the optimal weight vector. The estimatorG w0,2 = l∈L w 0 (l)G h(l) achieves the parametric convergence rate if λ ≥ d + 1 and if
we can only guarantee the MSE rate up to O 1 N 2s/(d+1) .G w0,2 is referred to as the ODin2 estimator and is summarized in Algorithm 1.
D. Comparison of ODin1 and ODin2 Estimators
For the ODin1 estimatorG w0,1 , h ∝ N −1 2d and the parametric convergence rate is guaranteed when s ≥ d. This can be achieved with L ≥ d parameters and applies to any functional g in (1) that is infinitely differentiable.
In contrast, for the ODin2 estimatorG w0,2 , h ∝ N −1 d+1 if g(x, y) has mixed derivatives of the form of x α y β and the parametric convergence rate is guaranteed when s ≥ d+1 2 . Thus the parametric rate can be achieved withG w0,2 under less strict assumptions on the smoothness of the densities than those required forG w0,1 . For large d the condition s ≥ (d + 1)/2 is just slightly stronger than the condition s ≥ d/2 required by the more complex estimators that achieve the parametric rate proposed in [45] .
These rate improvements come at a cost in the number of parameters L required to implement the weighted ensemble estimator. If s ≥ d+1 2 then the size of J for ODin2 is on the order of d 2 /8. This may lead to increased variance of the ensemble estimator as indicated by (6) . Also, so farG w0,2 can only be applied to functionals g(x, y) with mixed derivatives of the form of x α y β . Future work is required to extend this estimator to other functionals of interest.
E. Central Limit Theorem
The following theorem shows that the appropriately normalized ensemble estimatorG w converges in distribution to a normal random variable. This enables us to perform hypothesis testing on the divergence functional. The proof is based on the Efron-Stein inequality and an application of Slutsky's Theorem (Appendix D). 
where S is a standard normal random variable. 
IV. NUMERICAL VALIDATION

A. Tuning Parameter Selection
The optimization problem in (7) has parameters η, L, and L. The parameter η provides an upper bound on the norm of the weight vector, which gives an upper bound on the constant in the variance of the ensemble estimator. If all the constants in (3) or (4) and an exact expression for the variance of the ensemble estimator were known, then η could be chosen to minimize the MSE. Since the constants are unknown, by applying (7), the resulting MSE of the ensemble estimator is O ǫ 2 /N + O Lη 2 /N , where each term in the sum comes from the bias and variance, respectively. Since there is a tradeoff between η and ǫ, in principle setting η = ǫ/ √ L would minimize these terms. In practice, we find that the variance of the ensemble estimator is less than the upper bound of Lη 2 /N and setting η = ǫ/ √ L is therefore overly restrictive. Setting η = ǫ instead works well in practice.
For fixed L, the set of kernel widths L can in theory be chosen by minimizing ǫ in (7) over L in addition to w. However, this results in a nonconvex optimization problem since w does not lie in the non-negative orthant. A parameter search may not be practical as ǫ generally decreases as the size and spread of L increases. This decrease in ǫ does not always correspond to a decrease in MSE as high and low values of h(l) can lead to inaccurate density estimates. Denote the value of the minimum value of l so thatf i,h(lmin) (X j ) > 0 ∀i = 1, 2 as l min and the diameter of the support S as D. To ensure the density estimates are bounded away from zero, we require that min(L) ≥ l min . The weights in w 0 are generally largest for the smallest values of L (see Fig. 2 ) so min(L) should also be sufficiently larger than l min to render an adequate estimate. Similarly, max(L) should be sufficiently smaller than D as high bandwidth values lead to high bias. The remaining L values are chosen to be equally spaced between min(L) and max(L).
As L increases, the similarity of bandwidth values h(l) and basis functions ψ i,d (l) increases, resulting in a negligible decrease in the bias. Hence L should be chosen large enough to decrease the bias but small enough so that the h(l) values are sufficiently distinct (typically 30 ≤ L ≤ 60).
B. Convergence Rates Validation: Rényi-α Divergence
To validate our theory, we estimated the Rényi-α divergence integral between two truncated multivariate Gaussian distributions with varying dimension and sample sizes. The densities have meansμ 1 
The left plots in Fig. 3 show the MSE (200 trials) of the standard plug-in estimator implemented with a uniform kernel, the two proposed optimally weighted estimators ODin1 and ODin2, and a linear combination of ODin1 and ODin2,G ρ = (1 − ρ)G w0,1 + ρG w0,2 , for various dimensions and sample sizes. The set of kernel widths L, L, and ρ are tuned to minimize the MSE. The bandwidth used for the standard plug-in estimator was selected from the set L that resulted from the ODin2 optimization; specifically the member of the set that empirically minimized the MSE of the plug-in estimator. Note that for d = 4, the standard plug-in estimator performs comparably with the optimally weighted estimators. However, for d = 7, 10, the plug-in estimator performs considerably worse. This reflects the strength of ensemble estimators: the weighted sum of a set of poor estimators can result in a very good estimator. Note also that for most cases, the ensemble estimators' MSE rates match the theoretical rate based on the estimated log-log slope given in Table I .
ODin1 tends to do better than ODin2 when the dimension is lower (d = 4) while the opposite occurs for the higher dimensions. Further evidence for this is given in the right figures in Fig. 3 that show the corresponding average estimates with standard error bars compared to the true values. ODin1 has smaller variance than ODin2 when d = 4 and slightly larger Table I ) and perform much better than the plug-in estimator for high dimensions. variance when d = 10. This seems to account for the differences in MSE between ODin1 and ODin2. The values for the weight ρ are given in Table II which indicate a preference for ODin1 when d = 4 and a preference for ODin2 for higher dimensions. Paired t-tests on the MSE (125 trials) of the two methods indicate that the MSE differences are statistically significant (see Table III ).
C. Tuning Parameter Robustness
The results in Section IV-B were obtained by selecting the tuning parameters L and L for each pair of dimension and samples to minimize the MSE. Here we demonstrate the robustness of the estimators to variations in the tuning parameters.
In all experiments, we estimated the Rényi-α divergence integral between the same distributions described in Section IV-B (truncated Gaussians with same covariance and different mean) and chose L = 50. In the first set of experiments, we set η = ǫ and chose the set of kernel bandwidths L to be linearly spaced between min(L) and max(L). Table IV provides the values chosen for min(L) and max(L). Figure 4 shows the results for these experiments when d = 5. As the number of samples increase, choosing a larger range of values for L (Sets 1 and 2) generally gives better performance for both ODin1 and ODin2 in terms of MSE than choosing a smaller range for L (e.g. Sets 4 and 5). This suggests that for large sample sizes, the estimators will perform well if a reasonably large range for L is chosen. In contrast, choosing a smaller range of values for L when the sample size is small results in smaller bias and variance compared to the larger ranges. Thus for small sample sizes, it may be useful to tighten the range of kernel bandwidths.
Comparing the results for ODin1 and ODin2 indicates that ODin2 is more robust to the choice of L as the difference in MSE under the different settings is smaller for ODin2 than ODin1. This is due primarily to the relatively smaller bias of ODin2 as the variances of the two estimators under each setting are comparable (see the bottom plots in Fig. 4) . Similar results hold when the dimension is increased to d = 7 (see Fig. 5 ). For larger sample sizes, a large range for L gives better results than a smaller range. However, for smaller sample sizes, the larger range for L does not perform as well as other configurations. Additionally, ODin2 again appears to be more robust to the choice of L as the difference in MSE at larger sample sizes is smaller for ODin2. Additionally, the Set 5 configuration of ODin1 does not even appear to be converging to the true value yet when N = 10000.
For the second set of experiments, we fixed L to be linearly spaced values between 2 and 3. We then varied the values of η from 0.5 to 10. Figure 6 provides heatmaps of the MSE of the two ensemble estimators under this configuration with d = 5, 7. For d = 5, choosing η = 0.5 gives the lowest MSE when N ≥ 10 3.5 for ODin1 and for all sample sizes for ODin2. In fact, when d = 5, ODin2 with η = 0.5 outperforms all other configurations at all sample sizes, including those shown in Fig. 4 . Increasing d to 7 changes this somewhat as choosing η = 0.5 results in the lowest MSE when N ≥ 1000 for ODin2 and for no sample sizes for ODin1. However, generally lower values of η (η < 2) result in the lowest MSE for ODin2 when N < 1000 and for ODin1 when N ≥ 10 3.5 (η ≤ 3). Both ODin1 and ODin2 are fairly robust to the choice of η when d = 5 as the MSE is relatively constant at each sample size for most η values. However, ODin2 has generally lower MSE values for N ≥ 10 2.5 (see Table V ). When d = 7, ODin2 is more robust than ODin1 for larger samples (N ≥ 1000). Overall, based on our experiments, ODin1 has lower MSE on average for smaller sample sizes while ODin2 is generally more robust to the tuning parameters for larger sample sizes. Additionally, choosing a low value for η with ODin2 may result in better performance. Thus unless the sample size is small, we recommend ODin2 over ODin1. 
D. Central Limit Theorem Validation: KL Divergence
To verify the central limit theorem of both ensemble estimators, we estimated the KL divergence between two truncated Gaussian densities again restricted to the unit cube. We conducted two experiments where 1) the densities are different with meansμ 1 = 0.7 * 1 d ,μ 2 = 0.3 * 1 d and covariance matrices σ i * I d , σ 1 = 0.1, σ 2 = 0.3; and where 2) the densities are the same with means 0.3 * 1 d and covariance matrices 0.3 * I d . For both experiments, we chose d = 6 and N = 1000. Figure 7 shows Q-Q plots of the normalized optimally weighted ensemble estimators ODin1 (left) and ODin2 (right) of the KL divergence when the two densities are the same (top) and when they are different (bottom). The linear relationship between the quantiles of the normalized estimators and the standard normal distribution validates Theorem 5 for both estimators under the two cases.
V. CONCLUSION
We derived convergence rates for a kernel density plug-in estimator of divergence functionals. We generalized the theory of optimally weighted ensemble estimation and derived an estimator that achieves the parametric rate when the densities are (d + 1)/2 times differentiable. The estimators we derive apply to general bounded density support sets and do not require knowledge of the support which is a distinct advantage over other estimators. We also derived the asymptotic distribution of the estimator, provided some guidelines for tuning parameter selection, and validated the convergence rates for the case of empirical estimation of the Rényi-α divergence. We then performed experiments to examine the estimators' robustness to the choice of tuning parameters and validated the central limit theorem for KL divergence estimation.
Future work includes deriving expressions similar to (4) for more general divergence functionals that are not restricted to the class of functions whose mixed derivatives depend on x, y only through terms of the form x α y β . An important divergence which does not satisfy this condition is the Henze-Penrose divergence [6] which can be used to bound the Bayes error. Further future work will focus on extending this work on distributional functional estimation to k-nn based estimators where knowledge of the support is again not required. This will improve the computational burden as k-nn estimators require fewer computations than standard KDEs.
APPENDIX A PROOF OF THEOREM 1
Consider a uniform rectangular kernel K(x) that satisfies K(x) = 1 for all x such that ||x|| 1 ≤ 1/2. Also consider the family of probability densities f with rectangular support S = [ −1, 1] d . We will prove Theorem 1 which is that that S satisfies the following smoothness condition (A.5): for any polynomial p x (u) : R d → R of order q ≤ r = ⌊s⌋ with coefficients that are r − q times differentiable wrt x,ˆx
Log of Sample Size log 10 (N) where v t (h) has the expansion
Note that the inner integral forces the x's under consideration to be boundary points via the constraint x + uh / ∈ S.
A. Single Coordinate Boundary Point
We begin by focusing on points x that are boundary points by virtue of a single coordinate x i such that x i + u i h / ∈ S. Without loss of generality, assume that x i + u i h > 1. The inner integral in (9) can then be evaluated first wrt all coordinates other than i. Since all of these coordinates lie within the support, the inner integral over these coordinates will amount to integration of the polynomial p x (u) over a symmetric d − 1 dimensional rectangular region |u j | ≤ 
Raising the right hand side of (10) to the power of t results in an expression of the form
where the coefficientsp j (x) are r − q times differentiable wrt x. Integrating (11) over all the coordinates in x other than x i results in an expression of the form
where again the coefficientsp j (x i ) are r − q times differentiable wrt x i . Note that since the other cooordinates of x other than x i are far away from the boundary, the coefficientsp j (x i ) are independent of h. To evaluate the integral of (12), consider the r − q term Taylor series expansion ofp j (x i ) around x i = 1. This will yield terms of the form
for 0 ≤ j ≤ r − q, and 0 ≤ k ≤ qt. Combining terms results in the expansion v t (h) = r−q i=1 e i,q,t h i + o (h r−q ).
B. Multiple Coordinate Boundary Point
The case where multiple coordinates of the point x are near the boundary is a straightforward extension of the single boundary point case so we only sketch the main ideas here. As an example, consider the case where 2 of the coordinates are near the boundary. Assume for notational ease that they are x 1 and x 2 and that x 1 + u 1 h > 1 and x 2 + u 2 h > 1. The inner integral in (9) can again be evaluated first wrt all coordinates other than 1 and 2. This yields a function where the coefficientsp m,j (x) are each r − q times differentiable wrt x. Integrating this wrt x 1 and x 2 and then raising the result to the power of t yields a double sum similar to (11) . Integrating this over all the coordinates in x other than x 1 and x 2 gives a double sum similar to (12) . Then a Taylor series expansion of the coefficients and integration over x 1 and x 2 yields the result.
APPENDIX B PROOF OF THEOREM 2
In this appendix, we prove the bias results in Thm. 2. The bias of the base kernel density plug-in estimatorG h1,h2 can be expressed as
where Z is drawn from f 2 . The first term is the "variance" term while the second is the "bias" term. We bound these terms using Taylor series expansions under the assumption that g is infinitely differentiable. The Taylor series expansion of the variance term in (13) will depend on variance-like terms of the KDEs while the Taylor series expansion of the bias term in (13) will depend on the bias of the KDEs. The Taylor series expansion of
where
is the bias off i,hi at the point Z raised to the power of j. This expansion can be used to control the second term (the bias term) in (13) . To accomplish this, we require an expression for
To obtain an expression for B Z f i,hi (Z) , we consider separately the cases when Z is in the interior of the support S or when Z is near the boundary of the support. A point X ∈ S is defined to be in the interior of S if for all Y / ∈ S, K X−Y hi = 0. A point X ∈ S is near the boundary of the support if it is not in the interior. Denote the region in the interior and near the boundary wrt h i as S Ii and S Bi , respectively. We will need the following.
Lemma 1: Let Z be a realization of the density f 2 independent off i,hi for i = 1, 2. Assume that the densities f 1 and f 2 belong to Σ(s, L). Then for Z ∈ S Ii ,
Proof: Obtaining the lower order terms in (15) is a common result in kernel density estimation. However, since we also require the higher order terms, we present the proof here. Additionally, some of the results in this proof will be useful later. From the linearity of the KDE, we have that if X is drawn from f i and is independent of Z, then
where the last step follows from the substitution t =
x−Z hi . Since the density f i belongs to Σ(s, K), using multi-index notation we can expand it as
Combining (16) and (17) gives
where the last step follows from the fact that K is symmetric and of order ν.
To obtain a similar result for the case when Z is near the boundary of S, we use assumption A.5. Lemma 2: Let γ(x, y) be an arbitrary function satisfying sup x,y |γ(x, y)| < ∞. Let S satisfy the boundary smoothness conditions of Assumption A.5. Assume that the densities f 1 and f 2 belong to Σ(s, L) and let Z be a realization of the density
Proof: For fixed X near the boundary of S, we have
Note that in T 1,i (X), we are extending the integral beyond the support of the density f i . However, by using the same Taylor series expansion method as in the proof of Lemma 1, we always evaluate f i and its derivatives at the point X which is within the support of f i . Thus it does not matter how we define an extension of f i since the Taylor series will remain the same. Thus T 1,i (X) results in an identical expression to that obtained from (15) .
For the T 2,i (X) term, we expand it as follows using multi-index notation as
Recognizing that the |α|th derivative of f i is r −|α| times differentiable, we can apply assumption A.5 to obtain the expectation of T 2,i (X) wrt X:
Similarly, we find that
Combining these results gives
where the constants are functionals of the kernel, γ, and the densities. The expression in (19) can be proved in a similar manner. Applying Lemmas 1 and 2 to (14) gives
For the variance term (the first term) in (13), the truncated Taylor series expansion of g f 1,h1 (Z),f 2,h2 (Z) around
To control the variance term in (13), we thus require expressions for E Z ẽ j i,hi (Z) .
Lemma 3: Let Z be a realization of the density f 2 that is in the interior of the support and is independent off i,hi for i = 1, 2. Let n(q) be the set of integer divisors of q including 1 but excluding q. Then,
where c 6,i,q,j,m is a functional of f 1 and f 2 .
Proof: Define the random variable
. This gives
Clearly, E Z V i (Z) = 0. From (16), we have for integer j ≥ 1
where the constants c 3,2,j,m depend on the density f 2 , its derivatives, and the moments of the kernel K j . Note that since K is symmetric, the odd moments of K j are zero for Z in the interior of the support. However, all even moments may now be nonzero since K j may now be nonnegative. By the binomial theorem,
We can use these expressions to simplify E Z ẽ q 2,h2 (Z) . As an example, let q = 2. Then since the X i s are independent,
For q = 4, we have
The pattern is then for q ≥ 2,
For any integer q, the largest possible factor is q/2. Thus for given q, the smallest possible exponent on the N 2 h d 2 term is q/2. This increases as q increases. A similar expression holds for E Z ẽ q 1,h1 (Z) except the X i s are replaced with Y i , f 2 is replaced with f 1 , and N 2 and h 2 are replaced with N 1 and h 1 , respectively, all resulting in different constants. Then sincẽ e 1,h1 (Z) andẽ 2,h2 (Z) are conditionally independent given Z,
Applying Lemma 3 to (21) when taking the conditional expectation given Z in the interior gives an expression of the form
Note that the functionals c 7,i,j,m and c 7,j,i,m,n depend on the derivatives of g and E Zfi,hi (Z) which depends on h i . To apply ensemble estimation, we need to separate the dependence on h i from the constants. If we use ODin1, then it is sufficient to note that in the interior of the support, E Zfi,hi (Z) = f i (Z) + o(1) and therefore c E Zf1,h1 (Z), E Zf2,h2 (Z) = c (f 1 (Z), f 2 (Z)) + o(1) for some functional c. The terms in (24) reduce to
For ODin2, we need the higher order terms. To separate the dependence on h i from the constants, we need more information about the functional g and its derivatives. Consider the special case where the functional g(x, y) has derivatives of the form of x α y β with α, β < 0. This includes the important cases of the KL divergence and the Renyi divergence. The generalized binomial theorem states that if and if q and t are real numbers with |q| > |t|, then for any complex number α,
Since the densities are bounded away from zero, for sufficiently small h i , we have that
. Applying the generalized binomial theorem and Lemma 1 gives that
Since m is an integer, the exponents of the h i terms are also integers. Thus (24) gives in this case
As before, the case for Z close to the boundary of the support is more complicated. However, by using a similar technique to the proof of Lemma 2 for Z at the boundary and combining with the previous results, we find that for general g,
If g(x, y) has derivatives of the form of x α y β with α, β < 0, then we can similarly obtain
Combining (20) with either (27) or (28) completes the proof.
APPENDIX C PROOF OF THEOREM 3
To bound the variance of the plug-in estimatorG h1,h2 , we will use the Efron-Stein inequality [58] : Lemma 4 (Efron-Stein Inequality): Let X 1 , . . . , X n , X ′ 1 , . . . , X ′ n be independent random variables on the space S. Then if f : S × · · · × S → R, we have that
Suppose we have samples
. . , Y N1 and denote the respective estimators asG h1,h2 andG ′ h1,h2 . We have that
Since g is Lipschitz continuous with constant C g , we have
where the last step follows from Jensen's inequality. By making the substitution u i =
X1−Yi h1
and u
, this gives
Combining this with (31) gives
Similarly,
Combining these results with (30) gives
The second term in (29) is controlled in a similar way. From the Lipschitz condition,
The h within the expectation to obtain E g f 1,h1 (X j ),f 2,h2 (X j ) − g f 1,h1 (X j ),f E g f 1,h1 (X j ),f 2,h2 (X j ) − g f 1,h1 (X j ),f
where we use the Cauchy Schwarz inequality to bound the expectation within each summand. Finally, applying Jensen's inequality and (32) and (34) gives
g f 1,h1 (X j ),f 2,h2 (X j ) − g f 1,h1 (X j ),f 
Thus using a similar argument as was used to obtain (34) ,
Applying the Efron-Stein inequality gives
APPENDIX D PROOF OF THEOREM 5
We are interested in the asymptotic distribution of
g f 1,h1 (X j ),f 2,h2 (X j ) − E Xj g f 1,h1 (X j ),f 2,h2 (X j )
E Xj g f 1,h1 (X j ),f 2,h2 (X j ) − E g f 1,h1 (X j ),f 2,h2 (X j ) .
Note that by the standard central limit theorem [59] , the second term converges in distribution to a Gaussian random variable. If the first term converges in probability to a constant (specifically, 0), then we can use Slutsky's theorem [60] to find the asymptotic distribution. So now we focus on the first term which we denote as V N2 .
To prove convergence in probability, we will use Chebyshev's inequality. Note that E [V N2 ] = 0. To bound the variance of V N2 , we again use the Efron-Stein inequality. Let X ′ 1 be drawn from f 2 and denote V N2 and V ′ N2 as the sequences using X 1 and X ′ 1 , respectively. Then
Thus by Chebyshev's inequality,
and therefore V N2 converges to zero in probability. By Slutsky's theorem, √ N 2 G h1,h2 − E G h1,h2 converges in distribution to a zero mean Gaussian random variable with variance V E X g f 1,h1 (X),f 2,h2 (X) ,
where X is drawn from f 2 . For the weighted ensemble estimator, we wish to know the asymptotic distribution of √ N 2 G w − E G w whereG w = l∈l w(l)G h(l) . We have that
j=1 l∈l w(l) g f 1,h(l) (X j ),f 2,h(l) (X j ) − E Xj g f 1,h(l) (X j ),f 2,h(l) (X j )
The second term again converges in distribution to a Gaussian random variable by the central limit theorem. The mean and variance are, respectively, zero and
The first term is equal to l∈l w(l)
g f 1,h(l) (X j ),f 2,h(l) (X j ) − E Xj g f 1,h(l) (X j ),f 2,h(l) (X j )
where o P (1) denotes convergence to zero in probability. In the last step, we used the fact that if two random variables converge in probability to constants, then their linear combination converges in probability to the linear combination of the constants. Combining this result with Slutsky's theorem completes the proof.
