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RÉSUMÉ
À travers les années, l’industrie de la téléphonie a su déployer une multitude de moyens de com-
munication ﬁables. Son infrastructure garantit une transmission efﬁcace de données, incluant la
voix et d’autres contenus, par des voies ﬁlaires et sans-ﬁl avec une ﬁabilité visant les 99,999%.
Cette ﬁabilité a toutefois un prix ; le déploiement des infrastructures nécessaires doit être planiﬁé
soigneusement.
Ce modèle rigide est bien mal adapté aux situations nécessitant le déploiement rapide d’un
réseau, comme une situation d’urgence ou un déploiement militaire. Aﬁn de mettre en place
efﬁcacement un système temporaire de communications, un réseau « ad hoc » mobile peut être
utilisé. Ce type de réseau dynamique utilise tous les noeuds qui le composent aﬁn de transmettre
l’information entre une source et une destination. Toutefois, les protocoles de routage utilisés
dans ce type de réseau ne sont présentement pas bien adaptés pour les contenus multimédia
nécessitant un ﬂux constant de données, comme la téléphonie sur IP (VoIP).
Ce projet de recherche a été divisé en trois volets. Tout d’abord, une étude des solutions exis-
tantes a été effectuée. Cette dernière a identiﬁé quatre métriques d’intérêt pour mesurer la per-
formance des réseaux « ad hoc » dans un contexte de VoIP : le délai, la gigue, la fréquence
d’interruptions et leur durée moyenne. Il a été montré que sous sa forme actuelle, le protocole
AODV est présentement mal adapté pour les réseaux transportant des ﬂux de type VoIP. De plus,
le standard IEEE 802.11 a été identiﬁé comme l’un des principaux responsables des piètres per-
formances des réseaux « ad hoc » mobiles.
Le deuxième volet du projet a porté sur la conception d’un algorithme, basé sur un ﬁltre de
Kalman, devant prévenir la perte de route aﬁn de réduire le nombre d’interruptions subies par un
utilisateur de VoIP sur un réseau « ad hoc » mobile. L’algorithme consiste à estimer la puissance
de signal reçu de chacun des noeuds voisins ainsi que la vitesse de variation de cette puissance.
En connaissant le niveau minimum de puissance nécessaire à la réception d’un message, il est
ainsi possible d’estimer la durée de vie restante de chacun des liens vers les noeuds voisins. Une
recherche de route aléatoire est déclenchée lorsque la durée de vie prévue d’un lien devient trop
courte.
L’algorithme a été ajouté aux protocoles AODV et OLSR. Les résultats de simulations ont été
mitigés avec AODV. Par contre, pour OLSR, les résultats ont été fort prometteurs. Globalement,
la fréquence d’interruptions à survenir sur le réseau a diminué, tout comme la durée totale de
ces dernières.
Finalement, le troisième volet du projet a porté sur la construction d’un banc d’essais physiques
permettant de tester l’algorithme de prévention de perte de route. Ce banc d’essais s’est avéré
une preuve de concept pour la construction d’environnements de plus grande envergure. Les
résultats obtenus à l’aide de ce dernier sont venus appuyer les résultats obtenus lors des simula-
tions.
Mots-clés : réseau, ad hoc, routage, perte de route, prévention, préemptif, téléphonie, VoIP
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CHAPITRE 1
INTRODUCTION
La connectivité sans-ﬁl est présentement dans une ère de grand essor. De plus en plus d’endroits
publics offrent un point d’accès à Internet sans-ﬁl, le plus souvent via un système répondant à
une des normes IEEE1 802.11 [IEEE, 1999]. Toutefois, la nature statique des réseaux en place
aujourd’hui limite leur champ d’action. Un client ne peut se connecter au réseau que par l’in-
termédiaire d’un point d’accès. Cette limitation est maintenant minimisée par l’existence de
répéteurs sans-ﬁl qui permettent d’élargir l’empreinte radio d’une zone d’accès. Toutefois, la
conﬁguration de ces répéteurs est tout aussi statique et requiert un investissement supplémen-
taire.
Ces faiblesses du modèle d’accès client/serveur pourraient être corrigées si un modèle de réseau
d’accès maillé était utilisé. Les recherches sur la connectivité « ad hoc » ont permis de dynamiser
le routage et d’augmenter l’autonomie des nœuds au sein des réseaux sans-ﬁl. Ce type de réseau
permet d’utiliser un point d’accès ﬁxe vers Internet, mais aussi de transiter via n’importe quel
autre client se trouvant à portée d’un point d’accès. Toutefois, ils ne sont utilisés qu’à petite
échelle actuellement ; les protocoles nécessaires au routage sur ce type de réseau en sont à leurs
premiers balbutiements. Qui plus est, la plupart des méthodes suggérées ne sont validées que
par simulation, l’implantation de prototypes à grande échelle étant extrêmement complexe et
coûteuse.
Néanmoins, les avantages de ce modèle sont indéniables. Des études démontrent déjà qu’il est
possible de proﬁter plus efﬁcacement de la bande passante en utilisant des sauts multiples entre
utilisateurs mobiles [Cho et Haas, 2004]. Au delà des études quantitatives, il est aussi possible
d’afﬁrmer que le maillage entre clients mobiles permettrait d’étendre et de déployer plus rapide-
ment la couverture des réseaux sans ajouter d’infrastructure. Cette couverture étendue permet-
trait aussi de réduire la puissance d’émission des nœuds, ce qui aurait pour effet d’augmenter
l’autonomie des batteries utilisées dans les nœuds mobiles. La baisse de puissance d’émission
pourrait aussi rassurer la population vis-à-vis des risques couramment associés à l’exposition
aux ondes radio.
Il reste encore d’énormes obstacles à surmonter avant d’en arriver à un système se déployant
automatiquement et nécessitant peu ou pas d’infrastructure. Entre autres, les réseaux de type
1Institute of Electrical and Electronics Engineers
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« ad hoc » sont sujets à de hauts taux de perte de paquets, nécessitent une part non négligeable
de la bande passante pour leur contrôle et sont encore trop lents à réagir aux changements de
topologie. Leur nature hautement dynamique les rend peu adaptés à répondre aux exigences
des applications nécessitant un ﬂux constant de données comme la vidéo sur demande ou la
téléphonie sur IP2.
L’objectif de ce projet de recherche est d’apporter des solutions aidant les réseaux « ad hoc »
mobiles à mieux supporter les applications des réseaux traditionnels, plus particulièrement celles
nécessitant des ﬂux constants de données.
1.1 Objectif du projet
L’utilisation de réseaux « ad hoc » dans la vie de tous les jours, combinée aux technologies IP
existantes, présenterait un grand nombre d’avantages. L’usage d’une technologie permettant le
routage à travers tous les nœuds d’un réseau permettrait d’en étendre sa couverture sans effort
de déploiement ou d’investissement dans son infrastructure. D’ailleurs, le principe d’une com-
munication à sauts multiples pour rejoindre une infrastructure est déjà étudié pour être intégré
à la technologie cellulaire. Comme mentionné précédemment, des études montrent que l’utili-
sation d’un nœud intermédiaire pour rejoindre l’infrastructure résulte en une amélioration de la
bande passante disponible et de la qualité de service [Cho et Haas, 2004]. Ceci serait dû au fait
que la puissance d’émission nécessaire pour la communication est réduite, ce qui minimiserait
certains effets d’interférence lors de la communication. On peut aussi déduire que la réduction
de la puissance nécessaire a aussi pour effet d’augmenter l’autonomie des appareils mobiles et
de réduire l’exposition des utilisateurs aux ondes radio.
Il est donc possible d’espérer que des appareils mobiles munis d’une connectivité « ad hoc »
soient un jour commercialisés. Le téléphone IP mobile pourrait être le vecteur d’intérêt princi-
pal dans ce déploiement. À qualité de service égale, ces appareils pourraient rivaliser avec la
technologie cellulaire actuelle, tout en bénéﬁciant d’un déploiement moins coûteux.
Certains obstacles restent toutefois à résoudre. La téléphonie IP nécessite certains critères de
Qualité de Service (QoS). Le délai de transmission doit être faible, tout comme la variation de
ce délai (gigue). L’ITU-T3 suggère dans une annexe à la norme G.114 que le délai unidirection-
nel entre deux interlocuteurs n’excède jamais 150 ms pour une communication intra-régionale5
via les infrastructures traditionnelles [ITU-T, 2003a]. Si le délai de transmission est supérieur,
2Internet Protocol
3ITU4Telecommunication Standardization Sector
4International Telecommunication Union
5Distance totale de moins de 5000 km
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Figure 1.1 Satisfaction des usagers de la téléphonie en fonction du délai de trans-
mission [ITU-T, 2003b]
la norme G.114 propose un modèle représentant la satisfaction des usagers en fonction du dé-
lai [ITU-T, 2003b]. Ce modèle (voir ﬁgure 1.1) montre qu’en tout temps le délai maximal de
transmission ne devrait pas excéder 400 ms pour avoir une conversation téléphonique de qualité.
Or, malgré les récentes recherches sur la Qualité de Service au sein des réseaux « ad hoc »,
ces derniers ne sont pas en mesure d’offrir un délai de transmission constamment sous la barre
des 400 ms. La nature des réseaux « ad hoc » mobiles fait en sorte que la correction d’une route
suite à une erreur de transmission nécessite un temps supérieur à une seconde. Or, cet évènement
survient fréquemment puisque les nœuds du réseau sont constamment en mouvement. À ce sujet,
le tableau 1.1 montre les résultats d’une étude préliminaire effectuée à l’aide du simulateur NS-2
au sujet du protocole AODV. La simulation utilisait une plateforme 802.11 ainsi que le protocole
AODV avec la capacité de réparation locale des routes perdues. Cinquante nœuds à mobilité
aléatoire ont été utilisés, chacun pouvant avoir une vitesse entre 0 et 10 m/s. Cette évaluation
Tableau 1.1 Résultats préliminaires de l’étude du temps de récupération du proto-
cole AODV
Tentatives de réparation locale 231
Taux de succès des réparations locales 79,65%
Temps moyen de récupération (rép. locale) 0,80 s
Tentatives de réparation globale 518
Taux de succès des réparations globales 100%
Temps moyen de récupération (rép. globale) 2,81 s
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concerne les protocoles réactifs, qui n’adaptent leurs tables de routage qu’à la demande ou au
moment où une erreur de route survient. Par contre, il est possible d’anticiper le même défaut
pour les protocoles proactifs pour la raison suivante : par défaut, OLSR envoie ses paquets
HELLO à toutes les deux secondes. Il faut donc en théorie quatre secondes avant qu’un lien
défectueux ne soit détecté.
L’objectif principal de ce projet de recherche est d’élaborer une méthode de prévention de perte
de route ﬁable qui sera intégrée aux protocoles de routage pour les réseaux « ad hoc » . Cette
méthode aura pour but d’améliorer la résistance des protocoles de routage aux pertes de route
aﬁn qu’ils y réagissent d’une manière transparente. La méthode proposée devra viser à réduire le
temps moyen de récupération d’une route perdue, qui est présentement trop élevé pour supporter
une application transmettant la voix, tel que montré au tableau 1.1. La méthode devra aussi
tenir compte des critères de délai spéciﬁés par l’ITU-T (voir ﬁgure 1.1. En utilisant la méthode
proposée, les applications multimédia pourront utiliser un réseau « ad hoc » mobile en étant
moins susceptibles aux erreurs dues à la mobilité dans le réseau et les usagers proﬁteront alors
d’un meilleur service.
1.2 Présentation de la recherche
Dans le but d’atteindre l’objectif principal mentionné plus haut, cette thèse a été divisée en trois
parties. La première partie présentera les solutions existantes aﬁn de relever leurs caractéris-
tiques et d’identiﬁer leurs faiblesses. Ensuite, le second volet présentera le cœur du projet, soit
le développement de la méthode de prévention de perte de route. La troisième partie, quant à
elle, concerne l’essai de cette nouvelle méthode dans un environnement réel.
Cette première partie sera composée de trois chapitres. Tout d’abord, le chapitre 2 viendra ré-
sumer les principaux points saillants de la recherche au sujet des réseaux « ad hoc » connus
lors du démarrage du projet et de leur utilisation dans un contexte de téléphonie IP. Ensuite, le
chapitre 3 viendra présenter une étude préliminaire du comportement du protocole de routage
AODV effectuée dans le cadre du projet. Il s’agit d’une étude de caractérisation du protocole
dans un environnement « ad hoc » utilisé pour la transmission de la voix sur IP. Au passage,
cette étude servira à déﬁnir les métriques de comparaison qui seront utilisées au cours de cette
recherche.
Par la suite, la seconde partie de cette thèse viendra présenter le cœur du projet de recherche.
Le premier chapitre présentera le mécanisme de prévention de perte de route envisagé pour
rencontrer l’objectif de ce projet. Les chapitres 5 et 6 viendront ensuite décrire l’intégration de
1.2. PRÉSENTATION DE LA RECHERCHE 5
cet algorithme au sein des protocoles de routage existants AODV et OLSR et présenteront les
résultats obtenus par simulation.
Finalement, la troisième partie du projet présentée dans cette thèse comprendra d’abord le déve-
loppement d’une plateforme d’essais physiques versatile à faible coût, tel que présenté au cha-
pitre 7. Le chapitre suivant traitera des essais de caractérisation de l’algorithme de prévention de
perte de route intégré au protocole de routage OLSR à l’aide d’un banc de tests physiques.
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PREMIÈRE PARTIE
REVUE ET ANALYSE DE PROTOCOLES DE
ROUTAGE « AD HOC » EXISTANTS

CHAPITRE 2
REVUE DES RÉSEAUX « AD HOC » MOBILES
Le domaine des réseaux maillés sans-ﬁl est présentement en pleine effervescence. Le nombre de
recherches à leur sujet est en croissance exponentielle. Ce chapitre vise à présenter le contexte
de démarrage du projet de recherche. Un résumé des déﬁnitions et des diverses techniques re-
trouvées dans la littérature pour ce type de système sera présenté. Mais avant tout, voici une
introduction au sujet de la structure des réseaux.
2.1 Modèle de référence OSI
Les réseaux utilisés traditionnellement sont composés d’une multitude de protocoles et de ser-
vices organisés de manière hiérarchique. Cette structure a été formalisée par l’ISO1 avec le
modèle de référence OSI2 [Tanenbaum, 2003]. Ce modèle, révisé en 1995, est composé de sept
Figure 2.1 Modèle de référence OSI
1International Organization for Standards
2Open Systems Interconnection
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couches distinctes ayant chacune une fonction bien déﬁnie, tel qu’illustré à la ﬁgure 2.1. Les
prochaines sections détailleront les propriétés de chacune des couches.
2.1.1 Couches application, présentation et session
Les trois couches supérieures du modèle OSI concernent les protocoles de haut niveau, générale-
ment purement logiciels, qui sont utilisés par les usagers [Cisco Systems, Inc., 2012]. La couche
session offre des services concernant l’authentiﬁcation ou encore la synchronisation de trans-
mission. La couche présentation quant à elle s’occupe de la compatibilité entre deux systèmes,
plus particulièrement au niveau de la syntaxe et de la représentation des données. Finalement,
la couche application constitue l’interface de commande du réseau, le point d’accès par lequel
l’usager pourra utiliser le réseau de manière transparente.
La distinction entre ces couches n’est pas évidente dans la réalité car plusieurs protocoles les
chevauchent. Dans la pratique, les fonctionnalités des couches session et présentation sont inté-
grées à la couche application elle-même [Tanenbaum, 2003]. Les protocoles de la couche appli-
cation utilisés sur Internet tels que HTTP3, FTP4 ou SMTP5 intègrent eux-mêmes des fonctions
relatives aux couches session et présentation sans toutefois qu’une séparation explicite n’existe.
Néanmoins, ces protocoles n’en sont pas moins fonctionnels et sont parmi les plus utilisés dans
le monde.
2.1.2 Couche transport
Le bloc suivant du modèle, la couche transport, offre des protocoles permettant d’acheminer les
données vers un destinataire. Les données recueillies par la couche transport sont divisées en
paquets et sont généralement acheminées de manière ﬁable vers le destinataire [Wikipedia, the
free encyclopedia, 2010d]. Le meilleur exemple de protocole de la couche transport est TCP6
qui fournit une connexion virtuelle entre deux systèmes et garantit la réception des messages et
leur ordre d’arrivée. Par contre, selon le type de service requis, les couches supérieures ont aussi
accès à des protocoles de transport ne garantissant pas la réception des messages ou leur ordre
d’arrivée. Par exemple, UDP7 permet d’acheminer des datagrames sur Internet pour les applica-
tions prenant elles-mêmes en charge le risque que des messages soient perdus, désordonnés ou
encore dupliqués en cours de route.
3HyperText Transfer Protocol
4File Transfer Protocol
5Simple Mail Transfer Protocol
6Transmission Control Protocol
7User Datagram Protocol
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2.1.3 Couche réseau
Toutes les couches présentées jusqu’ici offrent à leur utilisateur une interface permettant d’ache-
miner des données entre une destination et une source. Toutefois, étant donné la nature d’un ré-
seau, il est possible qu’aucun lien direct n’existe entre les deux systèmes concernés. C’est donc
par les protocoles de cette couche que l’acheminement des paquets de données est effectué, à
travers le ou les sous-réseaux reliant la source et la destination. La principale fonction de cette
couche constitue donc le routage des informations entre les différents hôtes [Tanenbaum, 2003].
L’adressage des hôtes, le contrôle de congestion et la Qualité de Service sont aussi des fonctions
prises en charge par les protocoles de la couche réseau. Le protocole IP est un exemple de pro-
tocole de cette couche. Il permet d’interconnecter plusieurs réseaux de types différents et de les
utiliser pour y faire transiter des données par paquets. Le protocole IP est aujourd’hui le cœur
de l’Internet tel qu’on le connaît.
2.1.4 Couche liaison de données et couche physique
Finalement, les deux couches inférieures du modèle de référence OSI concernent l’achemine-
ment des données sur chacun des liens existants dans les réseaux. Ces deux couches sont parfois
liées, parfois dissociées, selon la technologie réseau utilisée. Il est toutefois possible de leur
associer des fonctions bien particulières.
Tout d’abord, la couche liaison de données permet la transmission de trames de données sur un
lien réseau [Wikipedia, the free encyclopedia, 2010d]. Elle permet habituellement de détecter,
ou même de corriger, des erreurs de transmissions provenant de la couche physique. Lorsque
le lien entre deux hôtes est un canal partagé, comme une liaison sans-ﬁl, la sous-couche MAC8
permet de gérer l’accès à celui-ci. C’est aussi à ce niveau qu’est effectué l’adressage matériel des
éléments de réseau, qui est unique pour chaque appareil et sert à l’identiﬁer sur son sous-réseau.
La couche physique quant-à-elle est chargée de la transmission des données sur le canal, que
ce soit sous forme d’ondes électriques, électromagnétiques ou optiques [Tanenbaum, 2003]. Il
s’agit du dernier maillon de la chaîne, celui où se passe physiquement le transfert d’informations
entre deux hôtes.
8Media Access Control
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2.2 Réseau « ad hoc » mobile9
Le modèle de référence OSI, vu à la section 2.1 a été développé pour décrire la hiérarchie des
protocoles utilisés dans les réseaux traditionnels qui sont relativement statiques. Les protocoles
utilisés dans les réseaux « ad hoc » mobiles peuvent aussi être classiﬁés selon le même modèle.
Cependant, il importe tout d’abord de présenter quelques notions de base à propos de ce type de
réseau.
Bien que la notion de réseau « ad hoc » mobile soit une idée relativement récente, l’organisme
IETF10 en a déjà commencé la standardisation. Un groupe de travail, dénommé manet, est consa-
cré aux recherches à ce sujet. Dès 1999, un RFC11, numéroté 2051 [Corson et Macker, 1999],
a été publié pour décrire ce nouveau type de réseau. Ce document décrit l’objectif primaire des
recherches dans le domaine :
« La vision de réseau « ad hoc » mobile consiste à obtenir une opération robuste
et efﬁciente des réseaux sans-ﬁl en incorporant une capacité de routage dans les
nœuds mobiles. Ces réseaux devraient avoir des topologies dynamiques, (...) aléa-
toires et à sauts multiples, étant composées de liens sans-ﬁls avec une bande pas-
sante relativement réduite. » (Traduction libre) [Corson et Macker, 1999]
La topologie décrite dans la citation précédente est illustrée à la ﬁgure 2.2. On peut y constater
que les nœuds mobiles peuvent prendre la forme d’assistants personnels, d’ordinateurs portatifs,
ou même d’ordinateurs de bureau. Il se peut que dans ce type de réseau, plusieurs nœuds n’aient
Figure 2.2 Interactions dans un réseau « ad hoc » mobile
9Aussi connu sous le nom de MANET : Mobile « ad hoc » Network
10Internet Engineering Task Force
11Request For Comments
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accès à aucune infrastructure statique directement ; la nature dynamique du réseau leur permettra
de faire transiter leurs données jusqu’à la destination désirée. La ﬁgure 2.2 montre aussi deux
points d’accès vers l’Internet ; il est possible que de telles passerelles, connectées statiquement,
soient intégrées à un réseau « ad hoc » . Cependant, ce n’est pas une obligation, car un réseau
« ad hoc » n’ayant aucune infrastructure serait en lui-même autonome. Il serait alors qualiﬁé de
réseau « ad hoc » mobile pur.
D’autres appellations ont été utilisées dans la littérature pour désigner ce type de réseau. Réseau
mobile par paquets radio, réseau maillé mobile ainsi que réseau sans-ﬁl multi-sauts mobile sont
des dénominations pouvant décrire la topologie désirée [Corson et Macker, 1999]. La locution
latine « ad hoc » quant-à-elle se traduit par « à cet effet » [Robert, 1993]. Cette désignation
reﬂète particulièrement bien l’aspect dynamique du réseau. C’est pourquoi la plupart des pu-
blications préfèrent aujourd’hui l’utilisation de la terminologie réseau « ad hoc » mobile et
l’acronyme MANET.
Le RFC 2501 précise aussi les conditions d’opération avec lesquelles les réseaux « ad hoc »
doivent composer :
- Topologie dynamique
- Bande passante réduite, capacité de lien variable entre les nœuds
- Énergie limitée au sein de certains nœuds
- Sécurité de la couche réseau physique limitée
Il est primordial, lors du développement d’un protocole de routage « ad hoc » , de ne pas perdre
de vue ces caractéristiques. Le tableau 2.1 illustre qu’elles sont fondamentalement différentes de
celles des réseaux traditionnels. Malgré ces différences, l’inﬂuence de ces nouveaux concepts
sur le modèle de référence OSI est relativement faible. Chaque nœud d’un réseau « ad hoc »
Tableau 2.1 Comparaison entre les caractéristiques des réseaux traditionnels et des
réseaux « ad hoc »
Réseau traditionnel Réseau « ad hoc »
Topologie Statique. Les nœuds ne se
déplacent pas.
Dynamique. Les nœuds sont
hautement mobiles.
Bande passante Élevée. Fixe sur de longues
périodes entre deux nœuds.
Faible. Peut être hautement
variable entre deux nœuds
Source d’énergie Réseau électrique avec peu
d’interruptions.
Piles à autonomie limitée.
Sécurité Réseau facile à sécuriser Faible et difﬁcile à sécuriser.
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mobile doit avoir la capacité de relayer des paquets de données vers ses voisins, de sorte qu’il
peut être vu comme un routeur. L’impact direct se limite donc à la couche réseau, principalement
aux fonctions de routage. Les algorithmes de routage existants, tels que OSPF12 [Moy, 1998] ou
RIP13 [Malkin, 1998], ne sont pas adaptés pour supporter le routage dans un environnement où
les liens de communication entre les nœuds changent constamment. La majorité des recherches
dans le domaine des réseaux « ad hoc » se concentrent donc au niveau de la couche réseau et
ont pour but de suggérer de nouveaux protocoles de routage compatibles avec le protocole IP
déjà existant.
Au niveau des couches inférieures selon le modèle OSI, l’inﬂuence des réseaux « ad hoc »
mobiles est moins importante. Actuellement, le support le plus utilisé dans la recherche est de
type IEEE 802.11. Toutefois, il a déjà été démontré que cette norme est déﬁciente lorsqu’utilisée
dans un tel environnement [Xu et Saadawi, 2001]. Même si de plus en plus de recherches se
concentrent sur l’amélioration des couches inférieures, il est possible en pratique de vivre avec
les défauts actuels de cette norme, qui est actuellement la plus répandue pour les réseaux sans-ﬁl.
En ce qui concerne les couches supérieures, il y a aussi une inﬂuence que l’on pourrait quali-
ﬁer de parasite. En effet, au-delà de la couche réseau, l’objectif visé par les recherches dans le
domaine est de rendre transparente la mobilité des nœuds entre eux aﬁn d’utiliser les mêmes
applications que sur les réseaux traditionnels. Pour ce faire, les protocoles TCP et UDP doivent
être fournis par la couche transport des nœuds mobiles. Or, TCP, dans ses versions actuelles,
réagit très mal dans des conditions à sauts multiples sans-ﬁl [Xu et Saadawi, 2001]. C’est prin-
cipalement parce que ce protocole dispose d’un contrôle de ﬂux fenêtré ne tenant pas compte
de l’état du réseau que ce phénomène survient. Ce phénomène n’est pas limité aux réseaux
« ad hoc » mobiles, comment le montrent d’autres recherches ; entre autres, il a été démontré
qu’une version du protocole TCP tenant compte d’informations de congestion provenant de la
couche réseau pourrait être plus performante [Dabir et al., 2005].
L’idée de réduire l’indépendance entre les couches formant un réseau va à l’encontre du modèle
de référence suggéré par l’OSI. Il semble toutefois que ce soit une possibilité pour améliorer
la performance des réseaux. L’utilisation de données provenant de la couche physique est aussi
suggérée pour augmenter le rendement des fonctions de routage (section 2.6.3). Il semble donc
qu’il faudra en arriver à un équilibre entre l’indépendance des couches, qui assure un dévelop-
pement et une maintenance plus facile des composantes du réseau, et le partage d’information
entre ces dernières pour stabiliser leurs performances.
12Open Shortest Path First
13Routing Information Protocol
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2.2.1 Évaluation des protocoles de routage « ad hoc »
Au-delà de l’environnement de ces réseaux, le RFC 2501 propose aussi deux séries de mesures
aﬁn de caractériser les protocoles de routage et d’en évaluer les performances. Tout d’abord, la
caractérisation est faite à partir de critères qualitatifs :
- Mode d’opération distribué
- Absence de boucles
- Fonctionnement basé sur la demande (réactif)
- Fonctionnement proactif
- Sécurité
- Capacité de mise en veille
- Support des liens unidirectionnels
Une fois ces critères qualitatifs établis, l’évaluation d’un protocole de routage « ad hoc » est ba-
sée sur des mesures quantitatives. Les principaux facteurs mesurables suggérés par le RFC 2501
sont :
- Délai et bande passante d’une extrémité à l’autre
- Temps d’établissement de route
- Pourcentage de livraison non ordonnée
- Efﬁcience (charge de contrôle vs. charge utile)
Le RFC 2501 rappelle aussi qu’il est très important de bien déﬁnir l’environnement de tests
dans lequel on effectue ces quatres évaluations. Aﬁn de comparer deux protocoles, il faut les
faire évoluer dans un environnement contenant le même nombre de nœuds, la même mobilité,
les mêmes conditions d’interférence, etc. Par exemple, il est fort possible qu’un nouvel algo-
rithme de routage soit plus efﬁcace dans des conditions de traﬁc élevé, mais qu’il présente une
performance largement insatisfaisante lorsqu’il est soumis à un traﬁc léger.
2.3 Principes de routage « ad hoc »
Comme nous l’avons vu à la section 2.2, les réseaux « ad hoc » ont des caractéristiques très
différentes des réseaux traditionnels. Qui plus est, les différents protocoles de routage proposés
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pour les réseaux « ad hoc » ont aussi des caractéristiques très différentes entre eux. Voici donc
les méthodes utilisées pour les catégoriser.
Deux méthodes de classiﬁcation sont principalement utilisées pour décrire les différents types
de protocoles de routage « ad hoc » [Chekkouri, 2003]. La première méthode consiste d’abord
à départager les protocoles proactifs et les protocoles réactifs. La seconde méthode consiste à
départager les protocoles basés sur la topologie et les protocoles basés sur la position, indépen-
damment de leur comportement proactif ou réactif.
La première distinction est tirée directement des critères d’évaluation qualitatifs énoncés dans
le RFC 2501. Les protocoles purement réactifs sont ceux qui cherchent à établir les routes à la
demande. Ce type de protocole ne consacrera jamais de temps à établir des routes tant qu’elles
ne seront pas explicitement nécessaires. Bien sûr, il est toutefois possible que les nœuds gardent
en mémoire les routes déjà découvertes pour utilisation ultérieure.
L’approche proactive quant-à-elle s’apparente aux techniques de routage utilisées sur les réseaux
traditionnels. Dans cette approche, en tout temps, l’information relative aux liens entre les nœuds
est partagée sur la totalité du réseau. Lors de la mise-à-jour de ces informations, les nœuds cal-
culent individuellement une route pour atteindre chacun des autres nœud du réseau [Tonnesen,
2004]. En permanence, les tables de routage de chacun des nœuds se mettent à jour, même en
l’absence de traﬁc utile sur le réseau. Intuitivement, il est facile de comprendre que cette ap-
proche a un avantage certain lors de l’établissement d’une connexion. En revanche, l’approche
réactive a l’avantage au point de vue de l’économie d’énergie.
La deuxième méthode de classiﬁcation, départageant les protocoles basés sur la topologie et
ceux basés sur la position, se fonde sur une approche plus récente des réseaux « ad hoc » mo-
biles. Beaucoup de recherches tournent autour des protocoles basés sur la position [Chekkouri,
2003]. Ces derniers utilisent les coordonnées physiques des nœuds source et destination aﬁn
de trouver la route ayant la distance physique la plus courte. Quelques uns vont même jusqu’à
exploiter la vitesse des nœuds pour prévoir la stabilité de la route. Dans la pratique, ce type de
protocole pourrait être implanté à l’aide du système GPS14.
Par opposition, les protocoles basés sur la topologie ne tiennent aucunement compte de la po-
sition occupée par les nœuds lors du routage. Les routes sont établies par l’échange entre les
nœuds d’informations à propos des liens constituant le réseau. Cette information transite par
diffusion vers tous les nœuds voisins. Ce mécanisme impose une charge de contrôle plus éle-
vée au réseau, mais par contre ne nécessite pas la connaissance de la position des éléments du
système.
14Global Positioning System
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2.4 Les protocoles de routage « ad hoc » proposés par
l’IETF
La section précédente a déﬁni deux outils permettant la classiﬁcation des protocoles de routage
sur les réseaux « ad hoc » mobiles. Ces outils seront utilisés dans cette section et la suivante pour
décrire les différents algorithmes proposés. À ce jour, seulement quatre protocoles font l’objet
de travaux sous la supervision de l’IETF. Ce sont ces derniers qui seront décrits dans les sections
suivantes. Un résumé de leurs caractéristiques apparaît aussi au tableau 2.2.
2.4.1 AODV
La spéciﬁcation du protocole de routage AODV15 est contenue dans le RFC 3561 publié par
l’IETF [Perkins et al., 2003]. Ce protocole est de type réactif et est basé sur la topologie du
réseau. Il est mentionné dans le document de spéciﬁcation d’AODV qu’il s’agit d’un algorithme
de mise-à-jour des tables de routage ; après la découverte d’une route par AODV et son inscrip-
tion dans la table de routage, le protocole n’est plus utilisé tant qu’il n’y a pas d’erreur dans
l’acheminement des paquets.
Le mécanisme de découverte et de maintenance des routes s’appuie sur trois types de messages
transmis via UDP. Tout d’abord, lorsqu’un nœud a besoin d’une route vers une destination, il
diffuse un paquet RREQ16 à tous ses voisins, tel qu’illustré à la ﬁgure 2.3 (a). Ceux-ci retrans-
Figure 2.3 Mécanisme de découverte de route pour AODV
15Ad Hoc On-Demand Distance Vector Routing
16Route Request
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mettent le message jusqu’à ce que le destinataire soit trouvé ou que le champ TTL17 du paquet
indique qu’il est expiré (ﬁgure 2.3 (b)). Une copie de la requête est gardée en mémoire pour
conserver une trace de la route potentielle sur chacun des nœuds intermédiaires.
Lorsque le destinataire reçoit un RREQ le concernant, il renvoie un paquet RREP18 au nœud in-
termédiaire ayant effectué la transmission. Chacun des nœuds intermédiaires remonte le paquet
RREP jusqu’à la source en transitant via le nœud qui leur avait annoncé la requête, comme le
montre la ﬁgure 2.3 (c). La route vers la destination est dès lors sauvegardée dans la table de
routage. L’émetteur de la requête disposera de la route dès la réception du RREP.
Le troisième message est nommé RERR19. Il est transmis directement aux autres nœuds réper-
toriés comme utilisateurs de la route, ou par diffusion dans certains autres cas. Il est transmis
lorsqu’un bris de route est détecté. La spéciﬁcation d’AODV suggère deux méthodes de détec-
tion pour la perte de route. La première se base sur l’utilisation de messages HELLO périodiques
qui permet à chacun des nœuds de signiﬁer leur présence à leurs voisins. La seconde utilise les
informations de la couche Liaison de Données lors de la transmission d’un paquet, lorsque c’est
possible. Par exemple, dans la norme IEEE 802.11, lorsqu’une trame est envoyée, il est possible
de détecter une erreur de transmission lorsque le mécanisme RTS20/CTS21 est activé. Lorsqu’un
nœud n’est plus à portée de transmission, son absence sera donc détectée lors de la tentative
suivante d’envoi d’un paquet de données.
Dans tous les cas, ce protocole se fonde sur la route trouvée dans le plus court délai, qui est
souvent la route ayant le moins de sauts. Il est cependant prouvé que la meilleure route n’est
pas nécessairement la plus courte [Chambers, 2002]. Par exemple, il est possible qu’une route
instable, passant par deux nœuds ayant une connexion intermittente, soit la première repérée lors
de la phase de découverte. Néanmoins, cette route provoquera rapidement des pertes de paquets
lors de son utilisation. Il s’agit donc d’une des faiblesses d’AODV.
2.4.2 OLSR
Le protocole de routage OLSR22 est basé sur la topologie, tout comme AODV. Toutefois, il
s’agit d’un protocole purement proactif, par opposition à ce dernier. L’IETF a aussi émis une
spéciﬁcation expérimentale en 2003 le concernant, le RFC 3626 [Clausen et Jacquet, 2003].
17time to live
18Route Reply
19Route Error
20Request to Send
21Clear to Send
22Optimized Link State Routing
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Ce protocole est fortement inspiré des protocoles de routage à état de liens des réseaux tradition-
nels. Trois mécanismes y sont matérialisés. Le premier consiste à découvrir les liens existants.
Pour ce faire, les nœuds diffusent périodiquement un paquet HELLO. Dans ce paquet, les nœuds
transmettent aussi l’information à propos de leurs voisins immédiats. De cette façon, lorsqu’il
reçoit un paquet HELLO, un nœud peut déterminer si le lien qui le relie à un autre est bidi-
rectionnel si sa propre adresse y apparaît. De plus, il peut dresser la liste de tous les nœuds
atteignables en deux sauts ; les adresses de ces nœuds ﬁgureront parmi un ou plusieurs paquets
HELLO reçus alors qu’aucun paquet n’est reçu de ces nœuds distants directement.
Le deuxième mécanisme consiste à élire des MPR23. Ils sont sélectionnés de manière à en avoir
un nombre minimum permettant de rejoindre tous les nœuds étant à une distance de 2 sauts
comme il est illustré à la ﬁgure 2.4. Ce mécanisme permet de limiter le nombre de diffusions
nécessaires aﬁn de transporter les informations d’état de liens à tous les nœuds du réseau.
Finalement, le dernier mécanisme consiste à diffuser les informations d’état de liens sur le ré-
seau. Ces paquets se nomment TC24. Chaque nœud peut diffuser de l’information à propos de
ses liens, mais seuls les MPR sont autorisés à les rediffuser.
Ce protocole présente l’avantage de réagir rapidement aux besoins des applications ; une route
est habituellement toujours disponible entre deux points. Toutefois, la charge de contrôle y est
supérieure en cas de faible activité. De plus, il ne démontre pas d’avantage en termes de sélection
de route par rapport à AODV : l’algorithme de calcul suggéré sélectionne la route la plus courte
en termes de sauts [Tonnesen, 2004]. Dans un réseau où les nœuds sont immobiles, les tables de
routage obtenues seront identiques pour AODV et OLSR, malgré une méthode de construction
différente.
Figure 2.4 Mécanisme de diffusion par MPR pour OLSR
23Multipoint Relays
24Topology Control messages
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2.4.3 TBRPF
Tout comme OLSR, TBRPF25 est un protocole de routage proactif basé sur les informations
d’état de liens. Il est déﬁni par le RFC 3684, encore une fois à titre expérimental [Ogier et al.,
2004].
La spéciﬁcation du protocole se base sur deux mécanismes principaux, qui sont semblables à
OLSR. Tout d’abord, la découverte des voisins et des liens existants constitue une des tâches du
protocole. Le second mécanisme consiste à calculer les routes à partir de l’information sur la
topologie à l’aide d’un algorithme de Dijkstra26 modiﬁé. Encore une fois, l’algorithme se limite
à trouver la plus courte route en termes de sauts.
La principale différence entre OLSR et TBRPF se trouve dans leur technique de réduction de la
charge de contrôle. Alors qu’OLSR utilise des nœuds-relais pour la diffusion des informations
d’état de liens (voir section 2.4.2), TBRPF s’attaque plutôt à la quantité d’informations trans-
mises plutôt qu’à ses répétitions. Les paquets contenant les informations d’état de liens sont
constitués de manière différentielle par rapport aux précédents.
À ce jour, il ne semble pas y avoir d’utilisation physique documentée de ce protocole.
2.4.4 DSR
Le protocole de routage « ad hoc » DSR27 est le quatrième supporté par l’IETF. Toutefois,
il n’a pas de statut ofﬁciel comme les trois protocoles précédents. Sa spéciﬁcation est à l’état
« draft » [Johnson et al., 2004]. Il s’agit d’un protocole totalement réactif et basé lui aussi sur la
topologie.
Le mécanisme de découverte de routes de DSR est très semblable à celui de AODV. La différence
majeure se trouve au niveau de l’utilisation des routes : alors qu’elles sont stockées comme
dans les réseaux traditionnels sur les nœuds intermédiaires pour AODV, l’entête d’un paquet
DSR contient tous les nœuds qui seront utilisés pour se rendre à destination. DSR prévoit aussi
l’utilisation de routes multiples, ainsi que l’exploitation des liens unidirectionnels.
Bien que prometteur, le travail effectué sur ce protocole est aujourd’hui limité. Il est à souhaiter
que le statut de RFC expérimental lui soit attribué aﬁn que plus d’attention lui soit accordée. Le
« draft » d’IETF à son sujet est expiré depuis le 19 janvier 2005.
25Topology Dissemination Based on Reverse-Path Forwarding
26Auteur d’un algorithme de découverte du plus court chemin dans un graphe[Dijkstra, 1959]
27Dynamic Source Routing
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2.4.5 Développements futurs
Les quatres protocoles vus jusqu’ici font l’objet d’un suivi au sein du groupe de travail « manet »
de l’IETF. En janvier 2005, le groupe de travail a redéﬁni sa charte et s’est ﬁxé de nouveaux ob-
jectifs de recherche et développement [MANET Working Group, 2010]. L’objectif principal du
groupe est de déﬁnir deux standards pour le routage sur les réseaux « ad hoc » . Un des standards
devra proposer un protocole réactif nommé RMP28. L’autre sera de type proactif et s’appellera
PMP29. Le groupe de travail entend fournir la spéciﬁcation de ces deux protocoles, ainsi que
toute autre documentation appropriée, pour standardisation auprès de l’IETF en février 2006.
Il est probable que le protocole RMP soit fortement inspiré d’AODV et de DSR ; le protocole
PMP, quant à lui, devrait regrouper les points forts des protocoles OLSR et TBRPF.
2.5 Protocoles proposés par d’autres sources
Les protocoles vus à la section 2.4 font l’objet d’une attention particulière de la part de l’IETF.
À part DSR qui est toujours au statut de « draft », ils sont tous publiés à titre de RFC expérimen-
taux. Il existe toutefois d’autres protocoles pour lesquels aucune standardisation n’a été effectuée
à ce jour. Ce sont eux qui seront analysés dans les sections subséquentes. Leurs caractéristiques
principales sont aussi résumées dans le tableau 2.2.
2.5.1 ABR
Un des points faibles des protocoles explorés par l’IETF et vus à la section 2.4 est qu’ils se ﬁent
sur le nombre de sauts pour déterminer la « meilleure » route à utiliser. Dans la pratique, il a
déjà été expliqué que cette afﬁrmation est fausse [Chambers, 2002]. Un lien instable peut avoir
été utilisé sans problèmes lors de la requête de route et faillir à sa tâche rapidement par la suite.
Une solution à ce problème a été suggérée par Toh en 1999 [Toh, 1999]. Le protocole ABR30
se base sur l’associativité entre les nœuds, une nouvelle métrique déﬁnie par ces travaux, pour
choisir la meilleure route possible. La métrique d’associativité entre les nœuds est mesurée par
la diffusion de paquets de type HELLO vers ses voisins. À chaque fois qu’un nœud reçoit ce
type de paquet d’un de ses voisins, le compteur d’associativité est augmenté dans sa table de
routage. Plus la valeur du compteur est élevée, plus le lien entre ces deux nœuds devrait être
stable.
28Reactive MANET Procotol
29Proactive MANET Protocol
30Associativity Based Routing
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Le protocole est réactif et basé sur la topologie. Les routes sont donc établies à la demande, à
l’aide d’un principe semblable à celui utilisé pour AODV. Par contre, lorsque de multiples routes
sont trouvées, ce n’est pas la première trouvée qui sera utilisée, mais plutôt celle présentant le
plus haut degré d’associativité. Ainsi, la quantité d’erreurs de route est minimisée.
2.5.2 ZRP
Les solutions proposées jusqu’ici ont été explicitement classiﬁées proactives ou réactives. Les
deux approches ont chacune leurs avantages et leurs inconvénients. Les protocoles proactifs ont
un meilleur temps d’accès à une route, puisqu’elles sont maintenues en tout temps. En revanche,
cette maintenance a un coût et surtaxera le réseau s’il est composé de nombreux nœuds, ce qui
n’arrive pas avec un protocole réactif, car il recherche les routes au besoin. Aﬁn de combiner le
meilleur des deux mondes, le protocole ZRP31 a été proposé [Haas et al., 2002]. Chaque nœud
possède une zone de routage locale. La taille de cette zone est ﬁxée en nombre de sauts à partir
du nœud source. Les routes à l’intérieur de cette zone seront maintenues proactivement. Par
exemple, si la taille de zone est ﬁxée à 2, toutes les routes vers les nœuds à 2 sauts ou moins
seront gardées à jour. Pour l’extérieur de cette zone locale, il n’y a pas de maintenance des
routes, le protocole devient purement réactif.
Ainsi, ZRP est un hybride limitant la charge de contrôle associée aux protocoles proactifs. Il
évite d’avoir à dupliquer les informations d’état de liens sur l’ensemble du réseau. Par contre,
ce protocole n’en est pas vraiment un. Ses auteurs le déﬁnissent plutôt comme un « frame-
work » pouvant être utilisé avec n’importe quelle combinaison de protocoles proactifs et réactifs.
D’ailleurs, le dernier « draft » IETF est expiré depuis maintenant plus de deux ans. Néanmoins,
ZRP demeure un concept à retenir pour l’avenir des réseaux « ad hoc » mobiles : son intérêt de-
vrait croître lorsque les protocoles de routage seront utilisés en pratique sur de grands ensembles
de nœuds.
2.5.3 LAR
Tous les protocoles étudiés jusqu’à présent sont basés sur la topologie des réseaux. La découverte
des routes se fait par diffusion de messages sur le réseau. Cette technique, par inondation, génère
un nombre de messages qui augmente proportionnellement à la quantité de nœuds présents au
sein du réseau. C’est pour cette raison qu’ont été proposés des protocoles basés sur la position.
Plus particulièrement, LAR32 utilise les informations de position et de vitesse du nœud pour
31Zone Routing Protocol
32Location-Aided Routing
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limiter la diffusion des requêtes de route [Ko et Vaidya, 2000]. La requête est acheminée dans
la zone où il y a une probabilité de trouver le nœud destination. Comme la recherche de route
est amorcée à la demande, ce protocole est qualiﬁé de réactif. Lorsque la position du nœud
de destination est totalement inconnue, la zone d’acheminement peut englober tout le réseau,
ce qui équivaut à rechercher une route par inondation. Dans tous les autres cas, la charge de
contrôle du réseau sera diminuée car la requête de route ne sera pas diffusée inutilement, par
exemple dans la direction opposée à la route recherchée. Toutefois, ce protocole présente un
inconvénient majeur : il nécessite la présence d’un dispositif GPS. Par ce fait, le coût d’une
application utilisant ce protocole pourrait donc être grandement augmenté.
2.5.4 REGR
Les protocoles basés sur la position ont clairement un avantage lors de la recherche d’une route
car ils permettent de limiter la charge de contrôle du réseau aux régions avoisinant la route re-
cherchée (voir section 2.5.3). Il est toutefois possible de proﬁter de ces avantages sans connaître
la position d’un nœud. Le protocole REGR33 en est un exemple [Liu et al., 2004]. Il est entiè-
rement basé sur la topologie et est de type réactif. La recherche d’une route ressemble en partie
à la méthode utilisée par le protocole AODV. Tout d’abord, une route est recherchée par la dif-
fusion d’un paquet DLOC34. La première route trouvée est normalement la plus courte. Mais,
comme il a été vu précédemment, ce n’est pas forcément la meilleure. Toutefois, les auteurs af-
ﬁrment qu’elle est probablement un bon indicateur de la direction à suivre pour trouver la route
optimale.
À partir de cette route préliminaire, une région de pré-routage est créée. Cette région est déter-
minée par un nombre de sauts arbitraire centré sur tous les nœuds faisant partie de la route déjà
trouvée. La région est délimitée par la diffusion limitée de paquets RDEF35. Ensuite, un paquet
RREQ sera diffusé, de manière limitée à la région lui aussi, aﬁn de rechercher la meilleure route.
Contrairement au protocole AODV, lorsqu’un RREQ provenant du même nœud source est reçu
en double par un nœud se trouvant au sein de la région, il n’est pas forcément abandonné. Il
est traité quand même et pourra éventuellement servir à l’établissement de la route optimale s’il
a été transmis sur un lien satisfaisant les conditions de choix de route. Ces conditions peuvent
être très variées. La bande passante disponible, le délai de transmission, la qualité de transmis-
sion et le niveau d’énergie des batteries sont tous des facteurs pouvant servir à déterminer la
route optimale. La charge de contrôle supplémentaire générée par ce mécanisme de recherche
33Region-Based Routing
34Destination Locating Packet
35Region Deﬁnition Packet
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de route est faible car elle est focalisée dans une région précise. REGR disposera éventuellement
d’un avantage relativement à la qualité de service, qui sera étudiée à la section 2.6.1 : il serait
possible d’utiliser ce mécanisme de recherche de route optimale aﬁn de s’assurer que la route
choisie puisse satisfaire des critères de transmission minimaux.
2.6 Amélioration de la performance des réseaux
2.6.1 Qualité de Service (QoS)
À prime abord, il est facile d’associer le débit maximal d’un lien réseau à sa performance. Cette
afﬁrmation n’est que partiellement vraie de nos jours. Le bon fonctionnement des diverses ap-
plications utilisées aujourd’hui s’appuie sur des critères qui peuvent être substantiellement dif-
férents entre elles. La qualité de service, aussi désignée par l’abréviation QoS, est un ensemble
de paramètres utilisés pour décrire les besoins de ces applications. La qualité de service d’une
application en particulier se décrit par les besoins de celle-ci en regard de chacun des quatre
critères suivants : [Tanenbaum, 2003] :
- Fiabilité : Représente le taux d’erreurs sur les bits
- Délai : Représente le temps de transmission entre l’émetteur et le récepteur
- Gigue : Représente la variation entre les temps de transmission de chaque paquet
- Bande passante : Représente le débit de données
Tableau 2.3 Importance des critères de QoS pour différentes applications [Tanen-
baum, 2003]
Application Fiabilité Délai Gigue Bande passante
Courrier électronique Haute Faible Faible Faible
Transfert de ﬁchier Haute Faible Faible Moyenne
Accès au Web Haute Moyenne Faible Moyenne
Session à distance Haute Moyenne Moyenne Faible
Audio sur demande Faible Faible Haute Moyenne
Vidéo sur demande Faible Faible Haute Haute
Téléphonie36 Faible Haute Haute Faible
Vidéoconférence Faible Haute Haute Haute
36Le besoin en bande passante concerne seulement la voix qui se compresse plutôt bien avec les techniques
actuelles. Pour du transfert de données par téléphonie (modem ou fax), le besoin en bande passante serait plus
élevé.
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Ainsi, chaque application a des besoins spéciﬁques pour chacun de ces critères. Le tableau 2.3
décrit les besoins des types de services utilisés couramment de nos jours.
Garantie de Qualité de Service Il existe deux approches différentes aﬁn de garantir la qualité
de service sur les réseaux : la qualité de service par ﬂux, et la qualité de service par classe.
La première approche vise à satisfaire individuellement les différents critères de qualité de ser-
vice requis par chacune des applications présentes sur le réseau. Pour ce faire, différentes tech-
niques sont utilisées [Tanenbaum, 2003] :
- Disponibilité de ressources en excès
- Mise en tampon à la réception
- Canalisation de traﬁc (trafﬁc shaping)
- Réservation de ressources
- Contrôle d’admission
- Routage proportionnel
- Ordonnancement des ﬁles d’attente
Ces différentes techniques sont exploitées dans la pratique sous la forme d’un protocole, nommé
RSVP37. Les premières bases de ce protocole ont été décrites dans le RFC 2205 [Braden et al.,
1997]. À ce document s’ajoutent les RFC 2506 à 2511, qui constituent des extensions à RSVP
pour des cas particuliers. Globalement, le protocole RSVP permet de répondre aux besoins de
services intégrés, utilisant des canaux communs, accessibles en parts égales à toutes les applica-
tions.
La seconde approche, dite qualité de service par classe, est beaucoup plus légère en termes
de mise en application. Elle consiste à différencier les services utilisés et fournir à chacune des
catégories des ressources différentes. La technique est décrite dans les RFC 2474 [Nichols et al.,
1998] et RFC 2475 [Blake et al., 1998]. Par cette approche, des ressources seront réservées en
tout temps pour répondre aux besoins des services ayant la priorité. La gestion de cette technique
est par conséquent moins lourde.
Qualité de Service dans les réseaux « ad hoc » mobiles La question de la qualité de service
appliquée aux réseaux « ad hoc » mobiles a déjà été abordée dans la littérature jusqu’ici. Les
37Reservation Protocol
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approches décrites à la section 2.4 cherchent généralement la route la plus courte, mais pas
nécessairement la mieux appropriée pour remplir les critères de QoS attendus. Le protocole
REGR (voir section 2.5.4) est un des mieux adaptés pour satisfaire des critères minimaux de
QoS pour une route, car la recherche de route ne retourne pas nécessairement la plus courte,
mais plutôt celle ayant les meilleurs critères parmi toutes les routes trouvées. Une approche
similaire a été utilisée, combinée à un système de tickets pour la réservation de ressources sur
les nœuds intermédiaires [Chen et Nahrstedt, 1999].
Lors de la réservation de la bande passante, une attention particulière doit être portée au calcul
de la bande passante restante. Les appareils sans-ﬁl partagent un même canal avec tous leurs
nœuds voisins se trouvant à portée de diffusion ; ainsi, chacun des nœuds doit tenir compte de
la bande passante utilisée par lui-même, mais aussi par tous ses voisins, aﬁn de ne pas sur-
réserver le canal [Xue et Ganz, 2002]. De plus, lorsqu’une demande lui est acheminée, tous les
nœuds intermédiaires doivent compter la bande passante requise en double, car l’information
qui transite par eux sera reçue, mais devra aussi être ré-émise d’une manière indépendante.
D’autres modèles proposent aussi la réservation de temps d’émission ﬁxes pour chacun des
nœuds en plus de la réservation de bande passante [Lin et Liu, 1999]. Cela permet d’éviter la
saturation du canal par un des nœuds et permet d’exercer un certain contrôle sur le ﬂux des
données.
Toutes ces suggestions ont un dénominateur commun, soit la réservation de bande passante
précédant l’établissement d’une connexion. Bien sûr, une charge de contrôle supplémentaire est
associée à cette gestion des ﬂux, mais elle semble plutôt incontournable, vu la nature des réseaux
« ad hoc » mobiles.
2.6.2 Qualité de Protection (QoP)
Alors que la Qualité de Service consiste à s’assurer qu’un ﬂux de données dispose de ressources
sufﬁsantes tout au long de la route qu’il emprunte, la Qualité de Protection consiste à ce qu’un
réseau soit doté de mécanismes aﬁn de récupérer le plus efﬁcacement possible suite à une erreur
survenant le long d’une route. Ce sujet a déjà été longuement étudié dans le domaine des réseaux
optiques, mais n’a pas encore fait l’objet de beaucoup d’attention en ce qui a trait aux réseaux
« ad hoc » .
Les premières approches en ce qui concerne la Qualité de Protection pour les réseaux optiques
consistaient à installer de la capacité redondante inutilisée pour parer à une éventuelle faille du
lien de communication utilisé. Dans cette situation, les équipements sont conçus pour dévier
le traﬁc sur le lien de remplacement. Depuis, il a été démontré qu’en catégorisant les ﬂux de
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données, il est inutile de réserver un lien inutilisé ; la capacité de protection peut être exploitée
normalement, à condition de tolérer un certain maximum d’utilisation de la part des ﬂux de
classes prioritaires [Clouqueur, 2004]. Dans ces conditions, si une des routes utilisées ﬂanche,
la route restante continuera à traiter efﬁcacement les ﬂux de classe prioritaire, alors que ceux de
classe économique subiront une dégradation.
Traditionnellement, les réseaux optiques ont utilisé des structures en anneau pour assurer la Qua-
lité de Protection. Toutefois, certaines techniques ont été suggérées aﬁn d’accomplir la même
tâche au sein de réseaux maillés optiques. Ce type de réseau a une structure qui s’apparente
fortement à celle des réseaux « ad hoc » mobiles38. Les « p-cycles » apportent une solution
élégante pour assurer la Qualité de Protection au sein de réseaux maillés [Stamatelakis et Gro-
ver, 2000]. Des circuits fermés sont tout d’abord prédéﬁnis au sein du réseau, tel qu’illustré à la
ﬁgure 2.5 (a). Si une erreur se produit sur un lien qui apparait au sein d’un « p-cycle », le traﬁc
de données qui devait circuler sur ce lien peut être réacheminé sur la portion restante de la route
prédéﬁnie, de la même manière que sur un réseau construit en anneau (ﬁgure 2.5 (b)). Dans le
cas où l’erreur surviendrait sur un lien ne faisant pas partie du circuit prédéﬁni, mais commen-
çant et se terminant sur des nœuds faisant partie d’un p-cycle, il serait possible d’acheminer les
données devant circuler sur ce lien en utilisant deux routes disjointes provenant du circuit en
anneau prédéﬁni, tel qu’illustré à la ﬁgure 2.5 (c).
Cette méthode, bien que très statique et très préventive dans le cas des réseaux optiques, pourrait
s’appliquer dans un contexte « ad hoc » . Les recherches à ce sujet ont démontré que le coût en
ressources pour l’utilisation de cette méthode sur un réseau « ad hoc » sont élevés et que le délai
Figure 2.5 Fonctionnement des p-cycles
38L’appellation « réseau maillé sans-ﬁl » a déjà été utilisée dans la littérature pour décrire ce type de réseau. Elle
a toutefois été noyée dans l’abondance d’articles utilisant la terminologie « ad hoc » .
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d’établissement d’une route de protection est grand [Yeh, 2002]. L’auteur suggère par ailleurs
que d’autres techniques soient utilisées pour des réparations de route mineures et de recourir aux
« p-cycles » seulement dans les cas plus complexes de perte de route.
2.6.3 Routage « préemptif »
La question de la Qualité de Protection n’a pas été directement abordée à propos des réseaux
« ad hoc » . Le problème y est majeur, étant donné la nature très dynamique du réseau. Le
temps de récupération lors de la perte d’une route y est relativement élevé, alors que la perte
de liens peut arriver très fréquemment, en fonction de la mobilité des liens. Comme la majorité
des techniques de routage « ad hoc » attendent la perte effective d’une route avant d’entamer
les processus de réparation ou d’en rechercher une nouvelle, le délai occasionné est de l’ordre
d’une seconde, ce qui est beaucoup trop pour assurer la Qualité de Service pour la plupart des
applications de type multimédia.
Une technique a été suggérée pour réduire l’effet des potentielles pertes de route, ce qui peut être
assimilé à de la Qualité de Protection telle que vue à la section 2.6.2. L’approche « préemptive »
consiste à prévenir la perte de route et enclencher le processus dès que l’on prévoit qu’une route
sera bientôt invalide plutôt que d’attendre qu’une erreur survienne [Goff et al., 2001][Goff et al.,
2003]. La technique proposée par Goff repose sur la mesure de la puissance du signal reçu pour
un lien de communications. La puissance reçue (Pr) diminue selon l’équation énoncée en (2.1)
où P0 représente la puissance d’émission, r la distance entre les deux nœuds et n un facteur
variant typiquement entre 2 et 4.
Pr =
P0
rn
(2.1)
À l’aide de l’équation énoncée en (2.1), il est possible de déduire la portée maximale de com-
munication entre deux nœuds (rmax) en connaissant la puissance minimale requise pour une
transmission (Pmin). La technique de prévention de perte de route consiste à déclencher la re-
cherche d’une nouvelle route avant que la distance entre deux nœuds soit plus grande que la
portée maximale de communication. La ﬁgure 2.6 illustre cette situation : lorsqu’un nœud entre
dans la zone de prévention, une recherche de route est lancée. La largeur de cette bande de pro-
tection (w) est déterminée par le temps nécessaire à la reconstruction d’une nouvelle route (Tw)
et la vitesse d’éloignement relative entre les deux nœuds (vr) :
w = vr · Tw (2.2)
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Figure 2.6 Zone de prévention pour le routage « préemptif »
Finalement, à partir des équations (2.1) et (2.2), il est possible d’établir le rapport suivant entre
la puissance minimale requise pour la transmission et le seuil préventif de puissance à partir
duquel une recherche de route sera déclanchée (Pseuil) :
δ =
Pseuil
Pmin
=
P0
(rmax−w)n
P0
rmaxn
=
(
rmax
rmax − w
)n
(2.3)
Ainsi, en connaissant les valeurs maximales pour la vitesse des nœuds et le temps de reconstruc-
tion de route ainsi que la puissance requise pour une transmission sans erreur, il est possible de
calculer le seuil de puissance à partir duquel le mécanisme de prévention se déclenchera. La va-
leur du seuil de prévention est ainsi ﬁxe, ce qui facilite le traitement de l’information concernant
la puissance au sein des nœuds. Il ne s’agit toutefois pas d’une solution optimale.
Une approche intéressante a aussi été suggérée par Srinath [Srinath et al., 2002]. Cette dernière
s’inspire des réseaux cellulaires pour la reconstruction de la route. Au lieu de déclencher le mé-
canisme de recherche de AODV lorsque la puissance chute en-deçà du seuil minimal acceptable,
le protocole possède un mécanisme pour répertorier la puissance reçue de tous ses voisins et la
puissance reçue par ses voisins de tous ses voisins de second ordre (i.e. les voisins de ses voi-
sins). Le protocole consulte ces tables et émet un paquet HTRESH39 donnant des instructions à
ses voisins pour procéder à la modiﬁcation de la route de la façon la plus avantageuse locale-
ment. Ceci constitue une amélioration par rapport au déclenchement d’une recherche de route
39Handoff Treshold
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complète, mais il y a lieu de s’interroger si cette méthode présente un réel avantage par rapport
aux mécanismes de réparation locale de route qui sont maintenant intégrés à AODV.
Une évaluation effectuée sur différents protocoles de routage a démontré qu’une légère amé-
lioration de la performance peut être obtenue en ajoutant une capacité de prévention de perte
de route au protocole AODV [Boukerche, 2004]. Par contre, cet ajout ne permet pas à AODV
de surpasser ses concurrents pour les critères de performances où il n’était pas le meilleur. À
titre d’exemple, le protocole AODV amélioré par la prévention de perte de route a le délai de
transmission le plus court, légèrement devant AODV. Par contre, au chapitre du débit de trans-
mission, l’amélioration apportée par la modiﬁcation ne permet pas de surpasser DSR. Le proto-
cole PrAODV [Boukerche et Zhang, 2004] a été utilisé pour obtenir ces résultats. Ce protocole
intègre des techniques similaires à celles proposées par Goff.
2.7 Outils de développement de protocoles « ad hoc »
Les conditions dans lesquelles évoluent les réseaux « ad hoc » mobiles sont relativement com-
plexes en comparaison avec les réseaux traditionnels. Puisque leur structure est totalement dy-
namique, il est difﬁcile d’évaluer théoriquement un algorithme de routage. La mesure de per-
formance d’un nouveau protocole implique donc une évaluation expérimentale. Les prochaines
sections traiteront des méthodes utilisées pour effectuer cette évaluation.
2.7.1 NS-2
La construction d’un banc d’essais physiques pour les réseaux « ad hoc » mobiles est une entre-
prise coûteuse et fastidieuse. L’espace requis est considérable et une grande quantité de matériel
est requise pour produire une évaluation correcte de la performance d’un protocole. Qui plus est,
les algorithmes de routage « ad hoc » en sont encore à leurs premiers balbutiements. Comme le
développement d’un protocole nécessite de nombreuses itérations, il est compréhensible qu’une
grande partie de la recherche et du développement consacrés aux réseaux « ad hoc » mobiles ne
soit effectuée qu’à partir d’environnements simulés.
Un des simulateurs très utilisé se nomme NS-2 40 [The Network Simulator - NS-2, 2009]. À
l’origine, il a été développé dans le cadre du projet VINT41, ﬁnancé par le DARPA42. Le simu-
lateur est spéciﬁquement destiné à la recherche sur les réseaux et est du domaine public.
40The Network Simulator
41Virtual InterNetwork Testbed
42Defense Advanced Research Projects Agency
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Il est recommandé d’utiliser le logiciel dans un environnement Unix. Toutefois, il est aussi pos-
sible de le retrouver sous forme d’exécutable pour Windows [Microsoft, 2005] ; il ne s’agit pas
de la dernière version à ce jour par contre. Une autre alternative pour utiliser le logiciel consiste
à le compiler à partir du code source dans un environnement Cygwin [Cygwin, 2010]. Il est
toutefois à noter que les développeurs du logiciel ne garantissent son bon fonctionnement qu’au
sein d’environnements de type Unix.
Ce simulateur permet d’étudier le comportement des protocoles réseau dans diverses situations.
Il permet entre autres de modéliser un réseau sans-ﬁl ayant pour couche physique la norme
IEEE 802.11 [IEEE, 1999]. Il constitue donc un outil permettant de tester le comportement d’un
protocole de routage dans le cadre de la présente recherche. Il existe beaucoup d’exemples et de
tutoriels permettant de maîtriser rapidement le logiciel. Un manuel de référence a aussi été écrit
par les développeurs et est distribué publiquement [The VINT Project, 2010].
Par contre, l’utilisation de ce logiciel pourrait être problématique dans le cadre de cette re-
cherche. Il s’agit d’un logiciel qui est composé de code provenant de plusieurs sources diffé-
rentes. Chacune de ces sources a utilisé une licence correspondant à la pratique en vigueur dans
son institution ou son organisation [Henderson, 2005]. Une très grande partie du code est sou-
mise à la licence BSD qui donne l’autorisation d’utiliser le code librement à toutes ﬁns possibles.
Par contre, certaines parties du code source sont soumises à des restrictions contre l’usage com-
mercial, ce qui cause problème puisque ce projet est réalisé en collaboration avec un partenaire
industriel. Des efforts sont toutefois en cours pour convaincre les différents titulaires d’accepter
l’uniformisation de la licence BSD à tout le code source. Les instigateurs de ce mouvement pla-
niﬁent aussi de retirer le code des organismes ne désirant pas s’y conformer de la distribution
ofﬁcielle de NS-2 au cours des prochains mois. Ce logiciel pourrait donc être utilisé librement
dans le cadre de ce projet.
2.7.2 Linksys WRT54G(S)
Tel qu’il a été mentionné à la section 2.7.1, la majeure partie du développement des protocoles
de routage « ad hoc » est effectuée à l’aide d’environnements de simulation. Le développement
d’un banc d’essais réel nécessiterait une grande quantité de matériel, ainsi que de lourdes res-
sources monétaires. Néanmoins, quelques groupes de recherche en ont tout de même fait l’expé-
rience. Entre autres, Chambers a effectué le déploiement d’un réseau sur les toits d’édiﬁces du
MIT43 [Chambers, 2002]. Cette expérience démontre bien que même si la simulation est un in-
43Massachussets Institute of Technology
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dicateur ﬁable de la performance d’un protocole de routage, les résultats dans un environnement
réels peuvent être substantiellement différents pour certains cas particuliers.
Dans cette optique, le développement d’une plateforme de tests physiques devient important.
Cette tâche pourrait être facilitée par l’utilisation d’un produit de la compagnie Linksys, le rou-
teur WRT54GS44. Cet équipement est basé sur un processeur d’architecture MIPS R© fabriqué
par la compagnie Broadcom. Lors du développement des premières générations de ce routeur, la
compagnie Linksys a utilisé un système d’exploitation linux. La majeure partie du code utilisé
sur cette plateforme provient de logiciels distribués publiquement sous la licence GPL45. Rapi-
dement, la communauté informatique a fait des pressions auprès des deux compagnies aﬁn que
le code source adapté à cet équipement soit rendu public, selon les termes de la licence [Flicken-
ger, 2003]. Linksys a décidé d’obtempérer et le code source complet du logiciel embarqué pour
les modèles WRT54G et WRT54GS a été mis à la disposition du public [Cisco Systems, Inc.,
2010].
44Troisième version du WRT54G, intégrant la technologie « Speedbooster ». Ce modèle intègre un processeur
plus puissant, plus de mémoire vive et plus de mémoire morte (ﬂash).
45GNU General Public Licence
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CHAPITRE 3
ÉVALUATION DES PROTOCOLES « AD HOC »
À la lumière des informations recueillies dans la littérature, il est possible d’afﬁrmer que les
protocoles de routage « ad hoc » actuels sont relativement mal adaptés pour l’utilisation d’appli-
cations multimédia exigeantes en comparaison avec les réseaux traditionnels. Le cas particulier
qui nous intéresse, la téléphonie IP, n’y fait pas exception. Il est déjà démontré que les pertes
de route, et par conséquent la perte de paquets et d’information, sont légion dans un tel envi-
ronnement [Boukerche, 2004]. Même si certains chercheurs ont proposé des approches tentant
d’anticiper la perte de route, elles n’ont eu que peu de succès jusqu’à présent (voir section 2.6.3).
D’un autre point de vue, il n’existe pas d’étude statistique connue au sujet de la fréquence de
perte de route et du temps d’interruption de communication encouru lors de ces événements.
Dans la recherche et le développement de nouveaux protocoles, ces derniers sont presque tou-
jours comparés sur la base du délai d’acheminement, du taux de perte de paquets et du débit
total véhiculé par le réseau. Or, ces paramètres peuvent ne pas être adéquats pour l’évaluation
de la possibilité d’utilisation de n’importe quelle application sur un réseau « ad hoc » mobile.
Il est plus que probable qu’une étude analytique sur la perte de route soit nécessaire aﬁn d’en
arriver à un mécanisme de prévention de perte de route ﬁable. Mais en premier lieu, un effort sera
consacré à déﬁnir diverses métriques d’évaluation plus appropriées aux applications exigeant un
faible délai de transmission.
3.1 Métriques d’évaluation
Tout d’abord, il est important de bien cerner les critères de comparaison qui seront étudiés dans
le cadre de cette recherche. La téléphonie IP a des besoins particuliers en termes de Qualité de
Service (QoS). Les deux facteurs importants pour ce type d’application sont le délai et la gigue,
tel qu’énoncé dans le tableau 2.3. De plus, il existe des mesures quantitatives à propos de la
tolérance des usagers vis-à-vis ces paramètres ; en tout temps, le délai maximum autorisé entre
deux interlocuteurs ne doit pas excéder les 400 ms, et le délai moyen doit être de l’ordre de
150 ms pour maximiser la satisfaction des usagers (voir ﬁgure 1.1).
Gardant celà en mémoire, il est possible de déﬁnir deux états d’opération rencontrés lors de
l’utilisation de réseaux « ad hoc » . Le premier est l’état dans lequel il existe une route déﬁnie
35
36 CHAPITRE 3. ÉVALUATION DES PROTOCOLES « AD HOC »
dans les tables de routage des nœuds du réseau pour acheminer les paquets entre deux interlo-
cuteurs. Dans cet état, le réseau achemine correctement les paquets sans perte liée au routage ou
au bris d’un lien (une perte est toujours possible par corruption du paquet, par exemple). Ainsi
peuvent être mesurés directement le délai et la gigue de la transmission en cours. Ces métriques
sont déjà couramment utilisées dans le domaine des communications. D’ailleurs, la plupart des
travaux sur les protocoles de routage « ad hoc » que l’on retrouve dans la littérature analysent
la performance des réseaux à l’aide de ces métriques.
Lorsque qu’une communication entre deux nœuds est dans cet état, la plupart des protocoles de
routage n’ont qu’une inﬂuence limitée. En effet, comme il a déjà été spéciﬁé à la section 2.4.1,
les protocoles de routage ne font que la mise à jour des tables. Ainsi, le routage des paquets est
effectué à partir d’une table, indépendamment du protocole de routage. Le délai de transmission
devrait être comparable à celui rencontré sur un réseau statique sans-ﬁl à sauts multiples.
Le second état d’opération est rencontré lorsque la route utilisée pour communiquer entre deux
nœuds devient invalide. À partir de ce moment, il y a interruption de la communication et des
paquets sont perdus jusqu’à ce que l’émetteur de la transmission soit averti de la perte de route.
Si elle n’est pas corrigée rapidement, cette perte de route causera un blanc dans une conversa-
tion téléphonique, similaire à celui survenant lors d’un changement de cellule avec un téléphone
portable. Ce type d’évènement est tolérable, dans la mesure où la fréquence et la durée de l’in-
terruption est limitée.
Lorsque le réseau est dans cet état, les métriques de délai et de gigue ne permettent pas d’évaluer
la performance d’un protocole de routage. Des paquets sont perdus et ne parviendront jamais à
leur destination ; il n’est pas possible de calculer ces statistiques pour les paquets manquants.
Pour cette raison, il est devient nécessaire de comptabiliser le nombre d’interruptions de trans-
mission et leur durée aux ﬁns de l’évaluation des protocoles de routage. Or, ces deux métriques
n’ont encore jamais été étudiées dans le développement de protocoles de routage pour les ré-
seaux « ad hoc » mobiles. Elles sont un nouvel outil d’étude proposé dans le cadre de cette
recherche.
Ainsi, le délai, la gigue, le temps d’interruption ainsi que le nombre ou la fréquence d’interrup-
tions peuvent servir à évaluer la performance des réseaux « ad hoc » et de leurs protocoles de
routage en vue de l’utilisation de la téléphonie IP. Ces métriques seront décrites avec plus de
précision dans les sections suivantes.
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3.1.1 Délai de transmission
La première métrique citée ci-haut est le délai de transmission. Ce dernier, illustré à la ﬁgure 3.1,
est lié au temps absolu entre l’émission d’un paquet de l’émetteur et la réception du même paquet
à destination. Cette métrique est l’une des deux composantes du délai audible par les interlocu-
teurs d’une conversation, l’autre composante étant le délai d’encodage et de décodage de la voix.
Cette seconde composante est typiquement constante lorsque tous les interlocuteurs utilisent la
même technologie et varie habituellement entre 60 et 100 ms pour les systèmes de codage où
il y a compression de la voix [ITU-T, 2003b]. Le délai audible varie donc uniquement en fonc-
tion du délai de transmission. Cependant, lors de l’analyse du délai de transmission mesuré en
simulation, il est important de tenir compte de la latence additionnelle due à l’encodage et au
décodage pour ne pas sous-évaluer l’effet qui sera ressenti par les usagers.
Figure 3.1 Délai de transmission
Dans le cadre de l’évaluation d’un protocole de routage « ad hoc » mobile à l’aide d’un simula-
teur, la valeur du délai de transmission devrait être indépendante du protocole utilisé. En effet,
puisque ce dernier ne sert qu’à mettre à jour les tables de routage, la latence observée lors du
transfert des paquets ne dépendra que de la couche liaison de données et de la couche physique
lorsqu’une route valide existe.
Dans le simulateur de réseau NS-2, deux agents, un émetteur et un récepteur, sont attachés
au modèle de simulation pour représenter les éléments de la couche application. Il est possible
d’obtenir pour chaque paquet ses temps d’émission et de réception absolus à l’aide de ces agents.
En considérant chaque paquet i sur un total de N paquets transmis correctement pendant une
simulation, ayant chacun un délai individuel di, la métrique de délai de transmission se déﬁnit
comme suit :
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d =
1
N
N∑
i=1
di (3.1)
soit la moyenne des délais individuels. Dans certains cas, l’étude de la médiane des délais de
transmission pourrait aussi être une métrique intéressante aﬁn d’éliminer l’effet des valeurs ex-
trêmes. Mais à des ﬁns d’évaluation et de comparaison, la moyenne restera le principal outil
d’analyse.
3.1.2 Gigue
La seconde métrique devant être déﬁnie se nomme la gigue. Elle représente la variance des dé-
lais individuels de transmission des paquets. Vu la nature des réseaux IP et de la commutation
par paquets, il est quasi-impossible que tous les paquets arrivent avec un délai identique. Pour
minimiser cet inconvénient, les applications multimédia utilisent des tampons de réception qui
permettent de compenser cette variation. Cependant, l’utilisation de tampons implique une la-
tence supplémentaire, ce qui limite leur taille pour les applications de voix sur IP. Aﬁn de limiter
ce délai de transmission supplémentaire, la gigue sur le réseau doit être minimisée.
Comme cette métrique est liée au délai de transmission lorsqu’une route valide existe, sa valeur
devrait aussi être indépendante du protocole de routage utilisé, tel qu’expliqué à la section 3.1.1.
Il existe beaucoup de déﬁnitions mathématiques différentes pour cette métrique. L’IETF a entre
autres normalisé une technique pour la mesure de la variation du délai unidirectionnel sur un
réseau IP [Demichelis et Chimento, 2002]. Par contre, comme nous désirons une métrique pour
comparer des résultats de simulation, il est inutile d’appliquer une méthode si complexe, qui est
faite pour calculer la gigue en temps réel lors de l’opération d’un réseau. Comme à la section
précédente, il est possible de considérer les paquets i transmis correctement avec chacun un
délai di et de déﬁnir l’équation suivante :
sd =
√√√√ 1
N − 1
N∑
i=1
(
di − d
)2
(3.2)
soit l’écart-type des délais individuels recueillis, représentant la métrique de gigue.
3.1. MÉTRIQUES D’ÉVALUATION 39
3.1.3 Temps d’interruption
La métrique suivante concerne les temps d’interruption de transmission sur le réseau. Alors que
les deux précédentes métriques s’appliquent aux paquets qui transitent correctement entre deux
interlocuteurs, celle-ci ne concerne pas les paquets délivrés. Elle vise plutôt à mesurer le temps
pendant lequel les conversations sont interrompues parce que les paquets n’ont plus de route
valide pour se rendre de l’émetteur au destinataire. Ces paquets ne sont pas comptabilisés par
les métriques de délai et de gigue car ils n’arrivent pas à destination ; or, dans une application
nécessitant un ﬂux de données constant, comme le VoIP, l’absence de ces paquets dans le ﬂux
de donnée engendrera une dégradation du service pour l’utilisateur. C’est l’amplitude de cette
dégradation que l’on tente de mesurer avec la métrique de temps d’interruption.
Le temps d’interruption doit être mesuré à partir du moment où un nœud au sein d’une route,
peu importe lequel, est informé de la perte d’un lien vers un de ses voisins, rendant la route
invalide. À partir de ce moment, il peut encore s’écouler un instant avant que le nœud émetteur
soit informé de la perte de route et déclenche le mécanisme de recherche d’une nouvelle route.
La mesure du temps d’interruption prend ﬁn lorsqu’une nouvelle route est écrite dans la table
de routage du nœud émetteur et que la communication reprend normalement. À cet instant, le
réseau retombe dans l’état où les métriques décrites en 3.1.1 et 3.1.2 sont utilisées.
Si l’on trace un parallèle avec le monde réel, il est possible de noter que la mesure du temps
d’interruption proposée au paragraphe précédent est inférieure à la durée de l’interruption qui
sera ressentie par l’usager ; tout dépendant des technologies utilisées, il peut s’écouler un cer-
tain délai avant qu’un nœud détecte la perte d’un lien avec l’un de ses voisins. En utilisant le
protocole AODV avec une détection de perte de lien provenant de la couche liaison de données,
en conjonction avec la technologie IEEE 802.11, le protocole sera averti de l’erreur uniquement
après que le nœud ait échoué la procédure RTS/CTS préalable à l’envoi d’une trame de données.
Pourquoi ce temps n’est donc pas comptabilisé dans la durée de l’interruption ? Tout simple-
ment parce que cette procédure fait partie du fonctionnement normal de la couche liaison de
données utilisée. Lorsqu’une route existe et est toujours valide, il est possible que certains pa-
quets soient mis en tampon sur un nœud pour un certain temps parce que celui-ci doit répéter
plusieurs fois une trame RTS avant de transmettre correctement un paquet. Ce temps passé dans
le tampon est déjà comptabilisé dans la métrique de délai de transmission pour les paquets se
rendant à destination. Par ailleurs, dans le cas où un lien serait déclaré invalide, ce sera seule-
ment après un nombre de retransmissions déﬁni et donc une période d’attente du même ordre
de grandeur pour toutes les pertes de lien. Ainsi, aux ﬁns de comparaisons pour la métrique de
temps d’interruption, ce temps peut être négligé sans crainte de fausser les résultats. D’un autre
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point de vue, le moment où le protocole de routage d’un nœud est informé de l’absence d’un
lien vers un de ses voisins correspond exactement à celui où les nœuds commenceront à ignorer
des paquets puisque la route est maintenant invalide, ce qui représente plus ﬁdèlement la durée
de l’interruption au point de vue matériel.
La métrique globale utilisée lors des simulations devra ainsi être la moyenne de tous les temps
d’interruption tNCi mesurés lors d’une simulation :
tNC =
1
N
N∑
i=1
tNCi (3.3)
Dans ce cas, comme pour le délai de transmission, l’étude de la médiane dans l’échantillon
provenant des données de simulation pourrait révéler des informations intéressantes. Toutefois,
l’évaluation et la comparaison de la performance de protocoles de routage devrait reposer uni-
quement sur la moyenne comme métrique d’évaluation.
3.1.4 Fréquence d’interruptions
Cette métrique représente la fréquence à laquelle les usagers subiront des coupures dans une
communication. Pour déterminer ce qu’est une interruption, la même déﬁnition qu’à la section
précédente est utilisée. Il est à noter que même si plusieurs erreurs de lien surviennent en rafale
sur une même route, seule la première viendra augmenter le nombre d’interruptions comptabili-
sées.
Ce nombre d’interruptions doit être ramené sur une base de temps commune pour des ﬁns de
comparaison. Dans le cas présent, toutes les simulations effectuées à l’aide du simulateur NS-2
s’échelonnent sur une période de référence de 200 secondes. Cette période est du même ordre
que la durée moyenne d’une conversation utilisant un téléphone mobile [Statista, The Statistics
Portal, 2014], qui était de trois minutes en 2005. Il ne serait pas utile d’étendre la durée de simu-
lation au-delà de cette période ; la durée de simulation s’en trouverait augmentée. Il deviendrait
ainsi plus laborieux de générer de multiples scénarios de simulation. Pour les analyses subsé-
quentes, la fréquence d’interruption sera donc exprimée en nombre d’interruptions pour la durée
totale de 200 secondes. Il importe aussi de spéciﬁer si la fréquence d’interruptions se rapporte
à l’ensemble des ﬂux d’une simulation ou bien si elle est calculée sur une base d’une seule
communication ; intuitivement, l’augmentation du nombre de ﬂux de données dans une simu-
lation devrait mener à l’augmentation du nombre d’interruptions. Cette hypothèse sera vériﬁée
par l’étude présentée à la section 3.2.2.
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3.1.5 Considérations par rapport à l’utilité des métriques
Les quatres métriques présentées dans les paragraphes précédents servent à mesurer la perfor-
mance générale des réseaux « ad hoc » . Par contre, deux d’entre elles ne sont pas inﬂuencées
directement par le protocole de routage choisi. En effet, le délai et la gigue sont beaucoup plus
dépendantes du comportement de la sous-couche MAC que du protocole de routage choisi [Thi-
bodeau et al., 2006]. D’un autre côté, les interruptions devraient être causées par le protocole de
routage utilisé. Les quelques paragraphes suivants tenteront d’expliquer ce paradigme.
La ﬁgure 3.2 résume le traitement qui est effectué par la couche réseau (couche 3 du modèle
OSI) lorsqu’un paquet de transport ou un datagramme lui est acheminé par un des protocoles de
la couche de transport (couche 4). La première étape consiste à déterminer s’il existe une route
vers l’adresse réseau de destination. Pour ce faire, le protocole IP vériﬁe la présence d’une entrée
dans la table de routage pour la destination ou pour un sous-réseau englobant le destinataire. Si
la route n’existe pas, le protocole de routage sera sollicité pour trouver une nouvelle route dans
le cas d’un protocole réactif comme AODV. Dans le cas d’un protocole proactif, les données
seraient tout simplement rejetées ; en effet, puisque le protocole n’attend pas un besoin pour
rechercher une route, une route est considérée inexistante si elle ne se retrouve pas déjà dans la
table de routage.
Figure 3.2 Diagramme de ﬂux simpliﬁé des fonctions de la couche réseau du mo-
dèle OSI
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Ainsi, le protocole de routage n’a d’effet que lors d’un changement de route. Lors de l’opéra-
tion normale du protocole, les paquets seront relayés directement à la sous-couche MAC par
la couche réseau, ce qui élimine théoriquement l’inﬂuence du protocole de routage sur le délai
de transmission et sur la gigue. Par contre, lors d’interruptions, qui sont caractérisées par les
métriques de durée et de fréquence, le protocole de routage a une inﬂuence directe puisque le
traitement normal des paquets ne reprendra que lors de la découverte d’une route.
Les métriques de délai et de gigue sont largement répandues dans la littérature concernant l’étude
des protocoles de routage pour les réseaux « ad hoc » . Par contre, suivant le raisonnement pré-
cédent et puisque l’objectif principal du projet concerne les protocoles de routage permettant de
mieux supporter les applications à débit constant, les métriques de délai et de gigue ne devraient
avoir qu’un intérêt limité. Ainsi, les sections qui suivent mettront une emphase particulière sur
les métriques concernant les interruptions.
3.2 Évaluation du protocole AODV lors d’interruptions
Maintenant que des métriques appropriées à la transmission de voix sur un réseau IP ont été
déﬁnies, il est possible de procéder à l’évaluation d’un protocole. Le protocole choisi devait faire
l’objet d’un RFC de l’IETF, aﬁn qu’il ait le potentiel d’être utilisé dans le futur. Au démarrage
du projet de recherche, seuls les protocoles AODV et OLSR répondaient à ce critère. Comme il
a déjà été expliqué à la section 2.3, les protocoles de routage se classiﬁent en protocoles réactifs
et protocoles proactifs. Le protocole qui sera évalué, AODV, est de type réactif, par opposition
à OLSR qui est proactif. Ce choix a été effectué aﬁn de faciliter les mesures pour la métrique
de temps d’interruption. En effet, dans ce protocole, les changements de route ne surviennent
que lors d’erreurs et sont donc synchronisés avec elles. Dans le cas des protocoles proactifs, la
correction des tables se fait par des processus habituellement indépendants des erreurs survenant
sur le réseau.
Cette évaluation des performances a pour but d’étudier la capacité d’AODV à agir comme pro-
tocole de routage sur un réseau bâti pour la téléphonie IP, mais aussi d’étudier le comportement
du protocole de routage face à diverses situations. Ces informations sont nécessaires pour en
arriver à construire un mécanisme de prévention de perte de route plus ﬁable.
Toutes les simulations subséquentes ont été produites avec le logiciel libre NS-2. Les scripts de
simulation sont d’abord composés d’un ﬁchier de mobilité des nœuds généré de manière totale-
ment aléatoire par l’utilitaire setdest distribué avec NS-2. Ce ﬁchier comprend les coordonnées
initiales de tous les nœuds, ainsi que leur vitesse et leur orientation en fonction du temps.
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Chaque scénario de simulation contient aussi des ﬁchiers de connexions. Ils sont dans un premier
temps générés aléatoirement par l’utilitaire cbrgen.tcl. Cependant, une correction est appliquée
aux ﬁchiers obtenus : la taille des paquets envoyés et leur fréquence d’émission est modiﬁée pour
mieux reﬂéter les caractéristiques de la téléphonie IP. Le logiciel de génération, lorsqu’utilisé
pour générer des connexions à ﬂux constant (CBR1), ne permet que l’utilisation de paquets de
512 octets à une fréquence variable en fonction du débit désiré. Dans le cas de données vocales,
les paquets envoyés sont beaucoup plus petits et donc plus fréquents à débit égal. Pour mieux
s’approcher du comportement réel des ﬂux de voix sur IP, les ﬁchiers de connexions ont été
modiﬁés pour que les émetteurs envoient des paquets de 40 octets à toutes les 20 ms.
Le protocole de routage utilisé est AODV tel que distribué avec NS-2, avec quelques modiﬁca-
tions effectuées aﬁn de calculer les temps d’interruption. Un modèle de la norme IEEE 802.11
est utilisé pour les couches inférieures. Pour la propagation des signaux dans l’environnement,
un le modèle à deux rayons (TwoRayGround) est utilisé. C’est ce modèle qui détermine la puis-
sance reçue par chaque nœud pour chaque paquet émis, en fonction de la topologie du réseau.
3.2.1 Effet de la densité des nœuds
Le premier ensemble de simulations a pour objet d’observer l’effet de la variation de la densité
des nœuds compris dans une surface donnée. Pour ce faire, un espace de 1 km2 est utilisé. Le
nombre de nœuds contenu dans cet espace sera de 10, 30, 50, 70 ou 90 selon les simulations. Les
nœuds ont une mobilité aléatoire pouvant atteindre un maximum de 10 m/s. Cinq connexions
à ﬂux constant de 2 ko/s sont initialisées aléatoirement dans chacune des simulations. Cinq
simulations sont effectuées pour chaque densité de nœuds testée. Le temps total de la simulation
est de 200 secondes. Les résultats obtenus sont illustrés à la ﬁgure 3.3.
Première constatation, les résultats obtenus ne font pas état des valeurs mesurées pour les simu-
lations comportant 10 nœuds dans l’espace de 1 km2. En effet, ceux-ci n’étaient pas consistants
puisqu’il a été impossible de générer des scénarios de mouvement où tous les nœuds étaient
reliés par au moins une route. Avec une densité de nœuds si faible, il y a assurément des nœuds
ou des groupes de nœuds qui ﬁnissent par être isolés du réseau. Ainsi, les temps d’interruption
mesurés ne sont plus uniquement dus à la recherche d’une nouvelle route, mais aussi au temps
passé en attente d’être à portée de communication avec les autres nœuds.
Selon les illustrations montrées en 3.3, l’augmentation du nombre de nœuds, tout en gardant
un nombre de ﬂux de données faible et constant pendant une simulation (un maximum de 5
émetteurs à la fois), n’a pas d’inﬂuence notable sur les performances du réseau. Le nombre d’in-
1Constant Bit Rate
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Figure 3.3 Évaluation des métriques de simulation en fonction d’une densité de
nœuds variable avec un nombre de ﬂux limité. (a) Nombre d’interrup-
tions. (b) Moyenne et médiane des temps d’interruption
terruptions survenant oscille entre 100 et 200 pour l’ensemble de la simulation, ce qui signiﬁe au
maximum une interruption de communication toutes les secondes pour l’ensemble des commu-
nications. Pour chacune des communications, les interruptions surviendraient donc en moyenne
à chaque 10 à 20 secondes.
En ce qui a trait aux temps d’interruption, leur médiane est relativement constante sur l’ensemble
des simulations et est de l’ordre de 150 ms. Leur moyenne est presque deux fois plus élevée,
avec une grande variation dans les données observées. Il est donc possible de conclure que la
durée de la majorité des interruptions est inférieure au temps moyen d’interruption observé, mais
que quelques événements isolés prennent un temps beaucoup plus important.
Cette première étude de la densité n’est toutefois pas tellement réaliste. En effet, il est rare
que lorsqu’on augmente la densité d’utilisateurs, donc de nœuds au sein d’une région, qu’il
n’y ait pas d’augmentation de la demande en bande passante. Ainsi, le deuxième ensemble de
simulations réalisé porte sur une densité de nœuds variable, avec 10, 30, 50, 70 et 90 nœuds
dans une surface de 1 km2, associée à un nombre de ﬂux variable. Le nombre de ﬂux présent
dans chaque scénario correspond ici à la moitié du nombre de nœuds utilisés. Chacun de ces
ﬂux requiert une bande passante de 2 ko/s. Encore une fois, cinq scénarios d’interconnexion
différents sont utilisés pour chacun des points et chacune des simulations dure 200 secondes.
Les résultats obtenus sont illustrés à la ﬁgure 3.4.
Comme pour les résultats présentés à la ﬁgure 3.3, les simulations pour l’ensemble de 10 nœuds
n’ont pas donné de résultats concluants étant donné l’échantillon trop restreint pour l’espace à
occuper. Par contre, des tendances plus nettes peuvent être observées à la ﬁgure 3.4.
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Figure 3.4 Évaluation des métriques de simulation en fonction d’une densité de
nœuds variable et un nombre de ﬂux variant en fonction du nombre de
nœuds utilisés. (a) Nombre d’interruptions. (b) Moyenne et médiane des
temps d’interruption
Tout d’abord, il est possible de constater une augmentation du nombre de déconnexions avec
l’augmentation de la densité de nœuds et du trafﬁc présent sur le réseau. Deuxièmement, il
semble évident que le temps moyen d’interruption de la communication augmente. Toutefois,
la médiane, elle, reste constante, toujours entre 150 et 200 ms. Ce qui voudrait dire qu’encore
une fois, le temps d’interruption lors d’une erreur de route est souvent inférieur à la moyenne,
puisqu’elle s’éloigne de la médiane, mais que les valeurs extrêmes pour les temps d’interruption
croissent rapidement avec l’augmentation du traﬁc sur le réseau.
3.2.2 Effet du nombre de connexions
Selon les simulations précédentes, l’augmentation du nombre de nœuds dans une simulation
semble avoir un effet sur le nombre d’interruptions lors de communications et sur leur temps.
Pour conﬁrmer ce fait, un nouvel ensemble de simulations a été créé. Ces scénarios comprennent
un nombre de nœuds constant (50) sur une surface d’aire constante de 1 km2. Toujours avec un
temps de simulation total de 200 s, seul le nombre de connexions sera appelé à varier, de 5 à 25,
par sauts de 5. Les résultats de ces simulations sont illustrés à la ﬁgure 3.5.
Il est possible de déduire, à partir des ﬁgures 3.3, 3.4 et 3.5, que c’est le nombre de ﬂux utilisés
qui a une inﬂuence sur les métriques évaluées. Ce qui mène à conclure que plus le réseau est
sollicité, plus il y aura d’interruptions dans la simulation. Le taux d’interruptions par commu-
nication augmente conjointement. Selon la ﬁgure 3.5, pour un nombre de ﬂux limité (5), une
interruption surviendra à environ toutes les 10 secondes sur chaque ﬂux de données. Ce taux est
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Figure 3.5 Évaluation des métriques de simulation en fonction d’un nombre de ﬂux
variable avec une densité de nœuds constante. (a) Nombre d’interrup-
tions. (b) Moyenne et médiane des temps d’interruption
deux fois plus élevé pour un grand nombre de connexions, puisqu’une interruption surviendrait
en moyenne à toutes les 5 secondes pour chacun des ﬂux.
Le temps médian d’interruption subit une très légère augmentation selon ces derniers résul-
tats. Par contre, cette augmentation n’est pas comparable avec celle de la moyenne des temps
d’interruption. Ainsi, plus l’on sollicite un réseau « ad hoc » évoluant avec AODV, plus la pro-
babilité d’avoir un temps d’interruption élevé (de plus d’une seconde) lors d’une communication
augmente, puisque l’éloignement grandissant de la moyenne et de la médiane témoigne encore
une fois d’une apparition de valeurs extrêmes. Deux explications peuvent être soulevées pour
expliquer cette réaction. Tout d’abord, il peut s’agir d’un simple phénomène de congestion pro-
voquant la perte de paquets lorsque les tampons des nœuds sont saturés. Toutefois, il est plus
logique de croire que les longues interruptions soient causées par des défauts de la couche liai-
son de données utilisée. En effet, il a déjà été démontré que dans un réseau « ad hoc » basé sur
la norme IEEE 802.11, des injustices peuvent survenir envers certains nœuds dans quelques cas
particuliers [Chaudet et al., 2005]. Lorsqu’un nœud est exposé à deux autres nœuds émetteurs
indépendants, il peut se voir limité à moins de 15 % de la bande passante exploitable sur le
canal utilisé. Ce phénomène est par conséquent l’explication la plus plausible pour les résultats
observés à la ﬁgure 3.5.
3.2.3 Effet de la mobilité des nœuds
Un autre facteur pouvant potentiellement inﬂuencer les métriques d’évaluation est la mobilité
des nœuds. En effet, il est facile de s’imaginer que plus la vitesse des nœuds au sein de la
surface de simulation est grande, plus le taux d’interruptions augmentera. Aﬁn de vériﬁer cette
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Figure 3.6 Évaluation des métriques de simulation en fonction de la vitesse de mo-
bilité des nœuds en présence d’un grand nombre de ﬂux. (a) Nombre
d’interruptions. (b) Moyenne et médiane des temps d’interruption
hypothèse, un nouvel ensemble de scénarios a été créé. Ceux-ci durent toujours 200 secondes et
comprennent 50 nœuds répartis aléatoirement dans une surface de 1 km2. Toutes les simulations
comprennent 25 ﬂux concomitants au sein du réseau. La vitesse des nœuds est le seul paramètre
variable dans ce scénario : elle varie d’environ 0 m/s 2 à 20 m/s. Les résultats de cette simulation
sont montrés à la ﬁgure 3.6.
Les résultats obtenus constituent une surprise. Malgré quelques variations pour l’ensemble des
trois métriques, le nombre d’interruptions, ainsi que la moyenne et la médiane des temps d’in-
terruption semblent plutôt constants sur toute la plage de vitesses de mobilité analysée. De plus,
il est possible de dénoter un fait très étonnant : malgré une vitesse quasiment nulle, près de
800 interruptions surviennent en moyenne dans une simulation de 200 secondes. Or, si l’on se
ﬁe à la théorie présentée en 2.4.1, dans un réseau statique avec des liens de communication
fonctionnels, le protocole AODV ne devrait pas changer de route. Ici encore la couche liaison
de données, prenant ici la forme de la norme IEEE 802.11, semble responsable des résultats
observés étant donné le grand nombre de ﬂux insérés dans les scénarios de simulation.
Par conséquent, pour observer l’effet réel sur le comportement du réseau « ad hoc » mobile de la
mobilité, il faut reproduire la même expérience avec un nombre de ﬂux restreint. En conservant
les mêmes paramètres que pour l’expérimentation précédente, sauf pour le nombre de ﬂux qui
est réduit à 5, les simulations permettent d’arriver aux résultats illustrés à la ﬁgure 3.7.
Cette fois, les résultats ne sont pas aussi évidents. Il ne semble pas y avoir de fonction reliant di-
rectement la mobilité des nœuds aux métriques suggérées pour l’évaluation des performances du
2L’outil de génération pour les scénarios de mobilité des nœuds ne tolère pas une valeur nulle pour la vitesse.
Par conséquent, celle-ci a été ﬁxée à 0.000001 m/s, soit 1 μm/s, ce qui est négligeable.
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Figure 3.7 Évaluation des métriques de simulation en fonction de la vitesse de mo-
bilité des nœuds en présence d’un faible nombre de ﬂux. (a) Nombre
d’interruptions. (b) Moyenne et médiane des temps d’interruption
réseau. Par contre, il est possible de noter une réduction de la moyenne globale des temps d’in-
terruption dans la ﬁgure 3.7 par rapport à l’expérimentation précédente illustrée à la ﬁgure 3.6.
Cette réduction était attendue, si l’on se ﬁe aux résultats obtenus à la section 3.2.2 : la diminu-
tion du nombre de ﬂux au sein du réseau provoque une diminution de la moyenne des temps
d’interruption.
Encore une fois, un nombre relativement élevé d’interruptions est constaté lorsque les nœuds
du réseau sont immobiles. La couche liaison de données, plus particulièrement la sous-couche
MAC, est de nouveau au banc des accusés. Ces accusations s’appuient sur l’analyse plus pro-
fonde des résultats de simulation. Lorsque survient une interruption, le simulateur est en mesure
de déterminer si cette dernière est justiﬁée ou non. Une interruption justiﬁée résulterait de la
perte effective d’un lien de communication entre deux nœuds. Toutefois, si la sous-couche MAC
détecte une déconnexion entre deux nœuds alors qu’ils sont toujours à portée l’un de l’autre, l’in-
terruption provoquée sera non-nécessaire à la bonne marche du réseau. Sous IEEE 802.11, il peut
arriver que de tels événements soient provoqués entre autres par des collisions, par l’expiration
de temporisateurs ou encore par l’absence d’acquittement d’une trame.
La ﬁgure 3.8 montre le taux d’interruptions non-nécessaires répertoriées dans les scénarios de
simulation utilisés pour mesurer l’effet de la vitesse en présence d’un faible nombre de ﬂux.
Il est possible de constater qu’à mobilité nulle, toutes les interruptions survenues découlent
de phénomènes reliés à l’incapacité de la couche liaison de données d’acheminer les données
correctement et ce malgré la présence d’un lien entre les nœuds concernés. En tout temps, moins
de 20 % des interruptions sont justiﬁées par le changement de topologie dû à la mobilité des
nœuds ; le reste des interruptions sont entraînées par les problèmes de la couche liaison. Il faut
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Figure 3.8 Taux d’interruptions non-nécessaires en fonction de la mobilité des
nœuds
donc conclure que dans les conditions actuelles, il est difﬁcile de bien évaluer un protocole de
routage « ad hoc » puisque les métriques utilisées sont inﬂuencées par d’autres composantes de
la pile de protocoles.
Finalement, à titre comparatif, les résultats d’un scénario d’étude de la mobilité avec des ﬂux
de données différents sont montrés à la ﬁgure 3.9. Ce scénario comprend des ﬂux à 1 ko/s, mais
composés de deux paquets de 512 octets par seconde seulement. À première vue, le nombre de
déconnexions est de beaucoup inférieur à ce qui est noté à la ﬁgure 3.7. La grande fragmentation
des paquets, à débit égal, aurait donc une inﬂuence néfaste sur le comportement de la sous-
couche MAC. Autre fait à noter, la valeur médiane pour les temps d’interruption est supérieure
dans le cas de cette simulation. Ceci est dû au fait que lors d’une erreur de route, le protocole
AODV attend d’avoir un nouveau paquet à envoyer vers cette destination avant d’amorcer une
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Figure 3.9 Évaluation des métriques de simulation en fonction de la vitesse de mo-
bilité des nœuds avec des ﬂux à gros paquets. (a) Nombre d’interrup-
tions. (b) Moyenne et médiane des temps d’interruption
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requête de route. Ainsi, puisque le délai entre les paquets est plus grand, le temps d’interruption
croît lui aussi.
3.2.4 Effet de la surface de couverture
Toutes les simulations effectuées à la section précédente tendent à démontrer que les temps
d’interruption ne dépendent pas de la mobilité des nœuds. Comme le protocole AODV choisit
toujours la première réponse à sa requête de route, qui est généralement la route la plus courte
en termes de sauts, il est aussi logique que le temps d’interruption, qui dépend du temps de re-
cherche de route, soit constant pour une surface donnée à congestion égale. C’est pourquoi un
nouvel ensemble de simulations a été créé pour étudier l’effet de la variation de la surface de
simulation à densité de nœuds constante. Intuitivement, une surface de couverture plus grande
devrait occasionner l’apparition de routes plus longues en nombre de sauts. Ces dernières de-
vraient être plus longues à réparer.
Pour créer l’ensemble de simulations, une densité de 0,00005 nœuds par mètre carré a été posée.
Les surfaces de simulation sont toutes carrées, avec une largeur variant entre 600 et 1600 mètres.
Un total de 10 ﬂux de données est utilisé dans toutes les simulations. La durée de celles-ci est
toujours de 200 secondes. Les résultats obtenus sont illustrés à la ﬁgure 3.10.
Les résultats obtenus, illustrés à la ﬁgure 3.10, montrent que le nombre d’interruptions augmente
avec la surface de simulation. Étrangement, la ﬁgure 3.10(b) montre un temps d’interruption
qui semble constant entre 1000 et 1600 m de largeur de surface, ce qui semble indiquer que
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Figure 3.10 Évaluation des métriques de simulation en fonction de la surface de
simulation à densité constante de nœuds. (a) Nombre d’interruptions.
(b) Moyenne et médiane des temps d’interruption
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la longueur des routes n’a pas d’inﬂuence sur la moyenne des temps d’interruption pour les
surfaces plus grandes avec moins de congestion, ce qui va à l’encontre de l’hypothèse initiale.
Plus étrange encore, les surfaces plus restreintes montrent même un temps moyen d’interruption
plus élevé. Ce phénomène particulier s’explique encore une fois par l’effet de la congestion. Le
nombre de ﬂux ayant été gardé constant, les densités de ﬂux observées dans les simulations à
plus grande surface sont donc moindres. Conserver une densité de ﬂux de données constante
pour l’ensemble des simulations serait ardu. En effet une simulation sur une surface ayant une
largeur de 1600 m avec un nombre de connexions proportionnel à la simulation utilisant une
surface de 600 m de large nécessiterait beaucoup plus de ressources matérielles et de temps pour
s’accomplir.
Aﬁn de voir plus clair sur ces observations contre-intuitives, il est nécessaire d’observer plus
en détail l’effet réel du nombre de sauts dans les routes sur le temps d’interruption. Pour ce
faire, une analyse approfondie des simulations avec la plus vaste surface (1600 m X 1600 m)
a été conduite. Tous les temps d’interruptions ont été catégorisés par le nombre de sauts que
contiennent les routes réparées. La ﬁgure 3.11 montre les résultats obtenus. Il est possible de
constater que le nombre d’interruptions maximal survient pour les routes d’une longueur de
4 sauts. De plus, la moyenne et la médiane des temps d’interruption augmentent de manière
signiﬁcative avec le nombre de sauts de la route. Il est très évident selon ces résultats que plus
la route utilisée est longue, plus il est long de la réparer en cas d’interruption.
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Figure 3.11 Évaluation des métriques de simulation en fonction du nombre de sauts
de la route réparée. (a) Nombre d’interruptions. (b) Moyenne et mé-
diane des temps d’interruption
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3.2.5 Relation entre la congestion et la couche MAC utilisée
À la section 3.2.2, il a été déterminé que la densité de ﬂux de communications circulant sur
le réseau avait un effet négatif sur les métriques de performances liées aux interruptions. En
contrepartie, il a aussi été déterminé à la section 3.2.3 qu’une grande partie des interruptions
étaient dues à un comportement déﬁcient de la sous-couche MAC. Aﬁn de valider cette infor-
mation, les scénarios de simulation utilisés à la section 3.2.2 ont été repris intégralement avec
une sous-couche MAC différente, appelée « NULL mac », plutôt que la norme IEEE 802.11.
« NULL mac » est un protocole d’accès au canal parfait, ne causant aucune collision ni com-
pétition entre les nœuds pour l’accès au canal. En fait, chacun des nœuds dispose d’un canal
exclusif, d’un débit nominal égal à celui de IEEE 802.11, vers tous les autres nœuds à sa portée.
Les scénarios de simulation utilisés sont constitués de 50 nœuds répartis sur une surface d’aire
constante de 1 km2. Seul le nombre de connexions utilisé varie. Un minimum de 5 ﬂux sont
utilisés. Ce nombre sera incrémenté par sauts de 5, jusqu’à un maximum de 25. Les résultats de
simulation sont montrés à la ﬁgure 3.12.
Les résultats obtenus démontrent que le nombre d’interruptions augmente d’une manière pro-
portionnelle au nombre de connexions lorsqu’on utilise « NULL mac », mais d’une manière
beaucoup moins rapide qu’avec IEEE 802.11. La moyenne des temps d’interruption demeure
relativement constante avec « NULL mac » ce qui permet de conclure que seule la congestion
du réseau est responsable de l’augmentation des temps d’interruption avec le nombre de ﬂux
utilisés lors des simulations avec IEEE 802.11.
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Figure 3.12 Évaluation des métriques de simulation en fonction d’un nombre de
ﬂux variable avec deux sous-couches MAC différentes. (a) Nombre
d’interruptions (b) Moyenne des temps d’interruption
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3.2.6 Distribution des temps d’interruption
Jusqu’ici, il n’a été question que de l’évaluation des métriques de performance lors d’inter-
ruptions en fonction de différents paramètres. Pour pousser plus loin cette analyse, il convient
de s’attarder au proﬁl de ces interruptions. Dans tous les cas illustrés précédemment, il est
possible de remarquer que la médiane des temps d’interruption est toujours inférieure à leur
moyenne. Cette observation laisse supposer qu’une grande partie des interruptions sont relati-
vement courtes et afﬁchent un temps bien inférieur à la moyenne et que quelques événements
isolés nécessitent un temps beaucoup plus élevé que les autres. La ﬁgure 3.13 montre des dis-
tributions représentant le pourcentage de l’ensemble des interruptions survenant pour une plage
de temps donnée. Les distributions sont tirées des résultats obtenus de quatre cas particuliers
rencontrés dans les sections précédentes.
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Figure 3.13 Distribution du nombre d’interruptions en fonction du temps d’inter-
ruption. (a) 1 km2, 90 nœuds, 45 connexions, 10 m/s (b) 1 km2,
50 nœuds, 25 connexions, 10 m/s (c) 1 km2, 50 nœuds, 10 connexions,
10 m/s (d) 2, 56 km2, 128 nœuds, 10 connexions, 10 m/s
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Figure 3.14 Distribution du nombre d’interruptions en fonction du temps d’inter-
ruption et du nombre de sauts
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Figure 3.15 Agrandissement du nombre d’interruptions en fonction du temps d’in-
terruption et du nombre de sauts
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En comparant les ﬁgures 3.13 (a) et 3.13 (b), on peut noter que les distributions sont semblables.
Ces deux scénarios sont des cas où le trafﬁc de données est relativement élevé, avec la moitié
des nœuds étant des émetteurs de données. Il sont donc sujets aux problèmes de congestion, ce
qui étend la distribution des temps d’interruption vers des valeurs plus élevées. Toutefois, une
proportion importante des temps d’interruption demeure très faible.
Les cas illustrés aux ﬁgures 3.13 (c) et 3.13 (d) comportent un nombre plus faible de ﬂux de
données. Malgré la présence de valeurs extrêmes, il est possible de remarquer une augmentation
de la proportion des interruptions très courtes. Dans le quatrième cas, avec une surface presque
doublée, plus de 45 % des interruptions sont réglées en moins de 0,1 s. La congestion a donc un
effet non négligeable sur la distribution des temps d’interruption.
La distribution des temps d’interruption peut aussi être intéressante pour illustrer l’effet de la
longueur des routes utilisées. À la ﬁgure 3.11, il a été montré que même si la moyenne glo-
bale des temps d’interruption n’augmentait pas lorsqu’on élargissait la surface de simulation,
la longueur des routes avait une inﬂuence sur le temps d’interruption lors d’une perte de route.
À partir des données de ces scénarios, il est aussi possible de tirer les distributions des temps
d’interruption en fonction du nombre de sauts de la route réparée. La ﬁgure 3.14 montre une
représentation tridimensionnelle de ces différentes distributions. Dans tous les cas, la majorité
des temps d’interruption sont très faibles. Mais en jetant un coup d’œil à un agrandissement (ﬁ-
gure 3.15), il est clair que le maximum de la distribution des temps d’interruption se déplace
vers la droite lorsque les routes s’allongent. Donc, plus une route est longue, plus il sera coûteux
de la rétablir en cas d’interruption.
3.2.7 Relation entre nombre et temps d’interruption
Pour conclure cette phase de l’analyse, toutes les données des simulations effectuées ont été
regroupées en deux graphiques représentant les temps d’interruption en fonction du nombre
d’interruptions. La ﬁgure 3.16 illustre la totalité de ces données. Il est possible de rappeler
que ce graphique, tout comme ses précédents, utilise un nombre d’interruptions total plutôt
qu’une fréquence d’interruptions ; comme expliqué à la section 3.1.4, toutes les simulations
ont été effectuées à l’aide d’une base de temps commune de 200 secondes. Ainsi, le nombre
d’interruptions peut donc être considéré proportionnel à la fréquence d’interruptions.
Lorsqu’on se ﬁe à la tendance, ces illustrations semblent montrer une augmentation du temps
d’interruption lorsque leur nombre augmente. Sans être totalement faux, ces graphiques peuvent
être trompeurs. En effet, comme l’augmentation du temps d’interruption découle principalement
de la congestion, il est normal que les simulations ayant un plus grand nombre de ﬂux actifs
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Figure 3.16 Métriques des temps d’interruption en fonction de la métrique de
nombre d’interruption. (a) Moyenne (b) Médiane
présentent à la fois un nombre et un temps d’interruption plus élevés. La relation peut donc
être considérée vraie uniquement lors de l’utilisation de la sous-couche MAC IEEE 802.11. Les
résultats obtenus à la section 3.2.5 montrent qu’avec une sous-couche MAC moins sensible à la
congestion, il ne devrait pas y avoir de lien entre le nombre et le temps d’interruptions.
3.3 Problèmes de IEEE 802.11
Les résultats obtenus à la section 3.2.5 semblent démontrer que IEEE 802.11 n’est pas un stan-
dard optimal sur lequel baser un réseau « ad hoc » mobile. Bien que l’étude de la sous-couche
MAC sorte du cadre de la présente recherche, il semble à propos d’étudier sommairement les
raisons de la dégradation de performance observée.
Beaucoup d’autres travaux de recherche ont fait mention des problèmes du standard IEEE 802.11
dans la littérature, plus particulièrement au sujet de son mode d’opération « ad hoc » . Aﬁn
d’appuyer les résultats obtenus expérimentalement à ce sujet, cette section fera état de divers
reproches qui sont adressés à cette technologie.
3.3.1 Problèmes intrinsèques à IEEE 802.11
D’une manière générale, il est déjà admis que la norme IEEE 802.11 ne constitue pas un bon
support pour les réseaux « ad hoc » . Dès 2001, Xu et Saadawi tiraient la sonnette d’alarme en
arrivant aux constatations suivantes [Xu et Saadawi, 2001] :
- Le problème du nœud caché subsiste, malgré les efforts mis dans la norme pour l’enrayer
- Aucune solution n’est apportée au problème de nœud exposé
3.3. PROBLÈMES DE IEEE 802.11 57
- L’algorithme stochastique d’attente exponentiel favorise les nœuds ayant tout juste ter-
miné une transmission
- IEEE 802.11 prévoit des vitesses de transmission variables, selon l’état du lien. Pour les
vitesses de transmission supérieures (par exemple, 54 Mbps avec IEEE 802.11g), le rayon
de la zone de détection de porteuse (voir ﬁgure 3.17) est largement supérieur à celui de la
zone de transmission, ce qui ampliﬁe le problème de nœud exposé
Ces conclusions semblent peu encourageantes. Par contre, ces travaux ne cherchent pas à éta-
blir les causes des problèmes expérimentés avec ce type de réseau « ad hoc » ; l’analyse de
Xu et Saadawi se limite à observer le comportement de réseaux « ad hoc » mobiles basés sur
IEEE 802.11, plus particulièrement à propos des performances du protocole TCP.
Les travaux de Chaudet, Dhoutaut et Lassous apportent plus de lumière au sujet des condi-
tions menant aux pauvres performances de IEEE 802.11. Il est entre autres démontré que plu-
sieurs conﬁgurations peuvent mener à différents types de dysfonctionnements classés en trois
types [Chaudet et al., 2005] :
- Injustice à long terme, où un nœud est défavorisé en permanence au détriment de ses
voisins
Figure 3.17 Rayon de la zone de détection de porteuse et zone de transmission
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- Injustice à court terme, où les transmissions se rassemblent en rafale parce que les nœuds
ont un accès intermittent à la bande passante
- Dégradation de la bande passante totale, où une partie de la bande passante est gaspillée
Malgré les solutions proposées, les auteurs terminent fatidiquement par la conclusion suivante :
« Ces solutions néanmoins introduisent de nouveaux problèmes qui requièrent une
attention spéciale. » (Traduction libre) [Chaudet et al., 2005]
Il est donc possible de minimiser les problèmes de la sous-couche MAC. Cela peut toutefois en
créer d’autres. Il faut ainsi cibler les problèmes importants et ceux que l’on peut tolérer aﬁn d’en
arriver à pouvoir travailler adéquatement avec la norme IEEE 802.11.
3.3.2 Solution aux problèmes d’iniquité du protocole IEEE 802.11
Aﬁn de minimiser les problèmes énoncés aux deux sections précédentes, Monsieur Mohamed
Youssef, pendant ses recherches à la maîtrise au sein de notre groupe de recherche, a suggéré une
méthode permettant de favoriser l’équité entre les nœuds dans un réseau utilisant IEEE 802.11
en mode « ad hoc » .
Cette méthode consiste à utiliser les périodes de transmission réservées à la gestion du ré-
seau (ATIM) aﬁn de permettre à chaque nœud de transmettre des informations à propos de
son accès au réseau [Youssef, 2006].
Le fonctionnement général de l’algorithme est le suivant :
- Chaque nœud envoie de l’information à propos de son délai de transmission (délai d’accès
au canal) à l’aide des balises.
- Lorsqu’un nœud détecte qu’un de ses voisins est victime d’iniquité, il avertit ses autres
voisins à l’aide d’une trame de sauvetage envoyée pendant la période ATIM
- Le nœud visé par cette trame de sauvetage gagne le droit d’utiliser une période d’attente
stochastique réduite pour les transmissions subséquentes pendant un temps prédéterminé,
lui permettant de prendre avantage contre les nœuds lui causant des problèmes.
La ﬁgure 3.18 montre l’effet de l’algorithme pour un scénario où une paire de nœuds est clai-
rement en difﬁculté avant l’introduction du mécanisme. Après introduction du mécanisme, bien
que la bande passante totale soit réduite et grandement variable, elle est partagée beaucoup plus
équitablement entre tous les nœuds du scénario [Youssef et al., 2007].
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(a)
(b)
Figure 3.18 Scénario d’iniquité [Youssef, 2006] (a) avant modiﬁcation (b) après
modiﬁcation
3.4 Mise en contexte des travaux
La méthode d’évaluation présentée dans ce chapitre constitue une contribution substantielle à la
recherche. En effet, l’évaluation du protocole de routage AODV qui y a été présentée a été ciblée
spéciﬁquement pour une application de voix sur IP (VoIP). Habituellement, les chercheurs se
contentent d’un ensemble de métriques génériques pour évaluer la performance de leur protocole
de routage « ad hoc » . La plupart du temps, ces métriques font partie de celles énoncées dans le
RFC 2501 décrivant les principales caractéristiques d’un réseau « ad hoc » [Corson et Macker,
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1999]. Par exemple, lors de ses travaux sur le routage préemptif, Boukerche s’est arrêté aux
métriques de taux de livraison, de délai et de bande passante [Boukerche et Zhang, 2004]. Srinath
a utilisé les mêmes métriques, mais s’est de plus intéressé à la charge de contrôle [Srinath et al.,
2002].
Or, un précepte bien admis à propos des réseaux « ad hoc » est le suivant :
« Il n’y a aucun protocole de routage qui fonctionne bien dans une grande variété
d’environnements de réseaux. » (Traduction libre) [Boleng et al., 2002]
Donc, pour bien évaluer le comportement d’une application donnée, il faut fournir un environne-
ment représentatif de cette application. De plus, il a déjà été énoncé à la section 2.6.1 que chaque
application a des requis différents pour assurer sa Qualité de Service (QoS). Par exemple, pour
la voix sur IP, qui a des besoins spéciﬁques en termes de délai et de gigue, l’évaluation de la
bande passante serait futile. Ceci dit, l’évaluation effectuée dans ce chapitre se démarque donc
par deux volets principaux : l’utilisation de métriques d’évaluation spécialisées pour la VoIP et
l’utilisation de scénarios de simulation comportant des ﬂux apparentés à la VoIP.
Dans le premier cas, les métriques ont été choisies par rapport à la perception de l’utilisateur.
Qu’est-ce que ressent un utilisateur de VoIP ? Bien sûr, il y a premièrement la qualité sonore
de la conversation. Toutefois, le réseau utilisé n’a que peu d’effet sur cette perception, celle-ci
étant surtout inﬂuencée par le codec utilisé pour transmettre la voix. Ensuite, vient la sensation
d’éloignement, qui est engendrée par le délai de transmission et la gigue, métriques décrites
aux sections 3.1.1 et 3.1.2. De plus, lorsque la ﬁabilité du réseau laisse à désirer, la perte de
paquets viendra causer des coupures dans la conversation. L’impact de ces coupures peut être
estimé par les métriques de temps et de fréquence d’interruption respectivement déﬁnies aux
sections 3.1.3 et 3.1.4. Ces métriques sont fondamentalement différentes de ce que l’on retrouve
dans la littérature.
Deuxièmement, les scénarios utilisés pour les simulations utilisent des ﬂux à petits paquets pour
mieux concorder avec l’environnement d’une application VoIP, tel que mentionné au début de
la section 3.2. Dans la littérature existante, les ﬂux à débit constant utilisent généralement des
paquets plus gros, de l’ordre de 512 octets, à intervalle plus long pour un débit égal.
Conséquemment, l’utilisation de nouvelles métriques vient compliquer la comparaison quantita-
tive de ces travaux avec ceux retrouvés dans la littérature. Néanmoins, il est possible d’effectuer
des comparaisons plus larges sur les observations de ce chapitre. Principalement, les simulations
concernant la mobilité des nœuds ont démontré que celle-ci n’avait pas d’inﬂuence sur les mé-
triques de temps et de nombre d’interruptions. C’est contraire aux observations retrouvées dans
la littérature car habituellement la mobilité a un effet sur les métriques [Boleng et al., 2002]. Or,
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en investiguant plus longuement, l’analyse a démontré que cet effet n’est pas disparu, mais est
plutôt noyé dans l’effet de congestion engendré par les ﬂux à petits paquets (voir section 3.2.3).
La congestion additionnelle engendrée par les ﬂux à petits paquets induit un mauvais compor-
tement de la sous-couche MAC IEEE 802.11. Ce mauvais comportement est déjà documenté
en long et en large dans la littérature, notamment par les travaux de Chaudet, Dhoutaut et Las-
sous [Chaudet et al., 2005]. Cependant, l’évaluation présentée dans ce chapitre démontre que
l’effet de la congestion est d’autant plus marqué lors de l’utilisation de ﬂux à petits paquets.
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DEUXIÈME PARTIE
DÉVELOPPEMENT DU MÉCANISME DE
DÉTECTION ET DE PRÉVENTION

CHAPITRE 4
DÉVELOPPEMENT DE L’ALGORITHME PRÉVENTIF
L’étude du comportement des réseaux « ad hoc » , réalisée au chapitre 3, a conﬁrmé le besoin
de développer un protocole de routage pouvant réagir plus rapidement à la perte de route dans
les conditions spéciﬁques à la transmission du VoIP. Les interruptions de route sont fréquentes
lorsqu’on combine un réseau aussi dynamique à des ﬂux de données caractérisés par de petits
paquets transmis à fréquence élevée. Bien qu’une bonne partie de la faute incombe à la sous-
coucheMAC, qui n’a clairement pas été conçue pour une utilisation aussi dynamique, un nombre
non négligeable de paquets est perdu lorsque des liens entre nœuds sont brisés à cause de la
mobilité.
L’hypothèse envisagée dans la déﬁnition de ce projet (voir section 1.1), soit de tenter de prédire
la perte de route aﬁn de corriger une situation d’interruption avant qu’elle ne survienne, reste
donc viable. De plus, il est possible d’envisager l’utilisation de ce mécanisme préventif aﬁn de
rejeter les fausses pertes de lien détectées par la sous-couche MAC empêchant ainsi un protocole
de routage de déclencher une recherche de route inutilement.
Ce chapitre est consacré à l’élaboration de l’algorithme de prévention de la perte de route. Tout
d’abord, les besoins reliés à cet algorithme seront déﬁnis. Ensuite, la théorie derrière le mé-
canisme utilisé pour le développer sera présentée. Puis, la conception du ﬁltre elle-même sera
abordée. Finalement, un aperçu préliminaire des performances de l’algorithme sera dévoilé.
4.1 Déﬁnition des besoins
Avant d’aller plus loin, il serait bon de rappeler les quelques conditions préliminaires qui ont été
énoncées lors de la déﬁnition du projet de recherche (voir section 1.1). L’algorithme doit avoir
ces objectifs principaux :
- Prévenir la perte de route
- S’intégrer à un protocole de routage existant
- Délai unidirectionnel sous 400 ms.
- Fiabilité élevée
Les détails précisant chacun des objectifs seront exposés dans les sections suivantes.
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4.1.1 Prévenir la perte de route
Faisant l’objet du titre de cette thèse, la prévention de la perte de route est le cœur du projet de
recherche présenté dans ce texte. La raison d’être de l’algorithme présenté dans ce chapitre est
de prévenir la perte de route causée par la mobilité des nœuds des réseaux « ad hoc » .
Le concept de routage « préemptif » a déjà été abordé dans l’état de l’art à la section 2.6.3. Les
travaux qui y sont présentés constituent déjà un avant goût de ce que doit être la prévention de
perte de route. Le terme « préemptif » y est utilisé pour montrer que la recherche de route est
déclenchée avant qu’une perte de route soit détectée, lorsqu’il est jugé qu’un lien approche de la
ﬁn de sa durée de vie utile. Il est important de ne pas confondre le routage « préemptif » avec le
routage proactif ; en effet, ce dernier ne fait que maintenir en permanence une table de routage
vers tous les nœuds du réseau, en contraste avec le routage réactif qui recherche les routes à la
demande (voir la section 2.3). Ces deux types de routage peuvent être assortis d’un mécanisme
de routage « préemptif » lorsqu’une route est en utilisation. Le principe de base du routage
« préemptif » est le même que celui qui mena à l’élaboration de ce projet.
Néanmoins, le mécanisme de détection présenté à la section 2.6.3, basé sur des seuils de puis-
sance, ne tient pas compte de deux facteurs importants à ne pas négliger. Tout d’abord, le seuil
de déclenchement de la recherche de route a une valeur ﬁxe. Ainsi, plus les nœuds du réseau se
déplacent rapidement, plus courte sera la durée permettant d’établir une route alternative sans in-
terruption dans le ﬂux de données. Le seuil doit donc être ﬁxé en fonction d’une vitesse arbitraire
de déplacement des nœuds. Cette vitesse peut être ﬁxée en fonction de la mobilité maximale que
l’on anticipe pour le réseau. Un nœud se déplaçant à une vitesse signiﬁcativement différente de
ce choix arbitraire pourrait fausser l’algorithme et déclencher une recherche de route prématuré-
ment ou, pire encore, trop tard. Deuxièmement, la lecture directe de la puissance reçue ne tient
pas compte des erreurs possibles de lecture. En effet, la lecture de puissance reçue entre 2 nœuds
peut varier de plus de 10 dB entre chaque échantillon, ce qui est énorme [Zrno et al., 2004].
Pour arriver à ces ﬁns et surpasser ces deux difﬁcultés, l’algorithme devra être de nature proba-
biliste. Ainsi, il devra évaluer la durée de vie restante d’un lien et tenter de prévoir le moment le
plus opportun pour déclencher la recherche de route. De plus, à la lumière des résultats de l’étude
préliminaire du chapitre 3 démontrant les faiblesses de la sous-couche MAC, l’algorithme devra
aussi pouvoir servir d’outil de quantiﬁcation de la qualité d’une route aﬁn de s’immuniser contre
le mauvais fonctionnement des couches inférieures.
4.1. DÉFINITION DES BESOINS 67
Figure 4.1 Schéma-bloc de l’algorithme de prévention de perte de route
4.1.2 Intégration à un protocole existant
À la section précédente, les besoins fonctionnels de l’algorithme ont été énoncés. Du point de
vue structurel, le mécanisme développé devra s’interfacer avec un ou des protocoles de routage
existants. Pour ce faire, il est prévu que l’algorithme soit de type « boîte noire », selon le schéma
illustré à la ﬁgure 4.1.
Ainsi, l’algorithme recevra en entrée des lectures de puissance reçue de chacun des nœuds voi-
sins de la sous-couche MAC pour chaque trame reçue. L’algorithme traitera individuellement
pour chacun des voisins détectés ces lectures. Si un lien en voie de disparition est détecté, le
protocole de routage sera averti qu’un lien qu’il utilise est maintenant faible par une nouvelle
interface qui y sera implémentée. De plus, le protocole disposera d’une interface sur l’algo-
rithme par où il pourra s’informer de l’état d’une route. Ainsi, l’impact sur le ou les protocoles
de routage sera relativement limité parce que le cœur du mécanisme probabiliste sera isolé du
protocole original.
4.1.3 Cibles de performance
Finalement, la déﬁnition du projet mentionnait deux cibles de performances principales. Tout
d’abord le délai unidirectionnel, devant être gardé sous la barre des 400 ms. Il a été énoncé
précédemment que le délai ne dépendait pas vraiment du protocole de routage utilisé. Celui-ci
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sera tout de même analysé à des ﬁns de comparaison des performances, mais il est peu probable
que l’élaboration de l’algorithme ait un effet signiﬁcatif sur cette mesure de performance.
Par contre, en ce qui a trait à la ﬁabilité élevée, si l’algorithme parvient à prévenir adéquatement
les pertes de lien, moins de pertes de routes surviendront et ainsi, moins d’interruptions seront
ressenties. La ﬁabilité sera par conséquent évaluée à l’aide des métriques développées pour
l’étude préliminaire du protocole AODV, à la section 3.1.
4.2 Le ﬁltre de Kalman
Maintenant que les besoins spéciﬁques à l’algorithme préventif sont posés, il importe d’expli-
quer la théorie sous-jacente à l’implémentation du mécanisme qui sera proposé. Le ﬁltre de
Kalman [Kalman, 1960] servira de base à l’algorithme de prévention de perte de route. Mais
avant d’expliquer pourquoi ce ﬁltre a été choisi, son fonctionnement sera exposé. Ensuite ses
applications possibles seront abordées. Mais tout d’abord, les principes utilisés par cette tech-
nique de ﬁltrage seront explorés.
4.2.1 Filtrage probabiliste
Le ﬁltre de Kalman est ce que l’on pourrait appeler un ﬁltre probabiliste. Il est basé sur un
modèle stochastique permettant d’afﬁner l’estimation d’une variable qu’il serait impossible de
mesurer directement avec précision [Maybeck, 1979], les lectures servant à mesurer l’état du
système étant bruitées par le système lui-même ou par une erreur de lecture.
Le premier chapitre de l’ouvrage de Maybeck vulgarise particulièrement bien le principe de
ce type de ﬁltre [Maybeck, 1979]. Pour résumer le tout, il est possible avec un (ou plusieurs)
instrument de mesure imprécis d’obtenir une évaluation précise de la valeur que l’on tente de
mesurer en effectuant plusieurs échantillons de mesure successifs. Les prochains paragraphes
résumeront l’essentiel de la théorie exposée par Maybeck [Maybeck, 1979] aﬁn d’aider à la
compréhension du ﬁltre de Kalman.
La ﬁgure 4.2 montre un exemple simple tiré du chapitre d’introduction du livre de Maybeck.
L’exemple suggère l’estimation de la position linéaire d’un objet stationnaire sur l’axe des x. À
l’instant t1, une première mesure d’un état est faite à l’aide d’un instrument de mesure. Cette
mesure est appelée z1 et a un écart-type σz1 . Peu après, à l’instant t2, une seconde mesure à l’aide
d’un instrument différent est faite. Cette mesure trouve cette fois la valeur z2 et l’incertitude liée
à cette mesure est de σz2 .
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Figure 4.2 Principe directeur du ﬁltre de Kalman [Maybeck, 1979]
Puisque nous avons un modèle du comportement de l’objet, sachant que ce dernier est station-
naire, nous pouvons faire une approximation de l’état actuel de l’objet, sa position en x, en fonc-
tion des deux lectures effectuées, pondérées par la conﬁance pouvant être attribuée à chacune.
L’état estimé de l’objet pourra donc être décrit par une position estimée (xˆ) et son incertitude ou
écart-type (σx) calculées à partir des équations suivantes :
xˆ (t2) =
(
σ2z2
σ2z1 + σ
2
z2
)
z1 +
(
σ2z1
σ2z1 + σ
2
z2
)
z2 (4.1)
1
σ2x (t2)
=
1
σ2z1
+
1
σ2z2
(4.2)
Comme l’exemple le montre, l’utilisation de deux lectures de positions permet de réduire l’incer-
titude sur l’estimé de position de l’objet. Maybeck ajoute que ces équations sont probablement
plus faciles à comprendre si l’on utilise le même écart-type pour les deux mesures. Dans ce cas,
l’estimé de position serait tout simplement la moyenne des deux mesures effectuées et l’écart-
type associé serait divisé par deux. Les équations 4.1 et 4.2 ne font que pondérer l’approximation
en faveur des mesures les plus précises.
Dans cet exemple, comme il a déjà été mentionné, la vitesse de l’objet dont on veut évaluer la
position est nulle. Ceci permet de combiner les deux mesures selon les équations mentionnées
plus haut directement. Il est toutefois possible d’appliquer le même principe probabiliste à un
modèle où l’objet serait en mouvement. Maybeck en montre le principe dans un second exemple.
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Pour ce faire, une étape de prédiction de la position est ajoutée préalablement à l’estimation de
position telle que décrite ci-haut. Il faut d’abord poser un modèle de mobilité pour l’objet en
question :
dx
dt
= u+ w (4.3)
Donc, la dérivée de la position en x par rapport au temps est égale à la vitesse nominale u
d’un objet à laquelle s’ajoute une incertitude w. Connaissant le laps de temps écoulé entre deux
lectures, il est possible de prévoir une position en projetant l’ancienne estimation. La ﬁgure 4.3
montre comment cette prédiction est appliquée. À partir de l’ancien estimé de la position, obtenu
au temps t2, il est possible d’appliquer le modèle de mobilité de l’équation 4.3 pour prévoir la
position de l’objet au temps t−3 , soit le temps immédiatement précédent à la prochaine lecture
effectuée par notre instrument de mesure au temps t3. La position prévue et son incertitude sont
calculées de la manière suivante :
xˆ
(
t−3
)
= xˆ (t2) + u [t3 − t2] (4.4)
σ2x
(
t−3
)
= σ2x (t2) + σ
2
w [t3 − t2] (4.5)
Après avoir effectué la projection décrite aux équations 4.4 et 4.5, il est possible d’évaluer la
position au temps t3 selon la même méthode qui a été montrée aux équations 4.1 et 4.2. Cette
nouvelle évaluation est faite à partir de la mesure au temps t3 et de la prédiction au temps t−3 ,
ces deux descriptions d’état correspondant au même instant.
Figure 4.3 Projection dans le temps d’un ancien estimé de position [Maybeck,
1979]
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4.2.2 Extension dimensionnelle
La section précédente a présenté deux méthodes simples permettant tout d’abord d’évaluer l’état
d’un objet à partir de plusieurs échantillons de mesures distincts. Il a aussi été démontré que
si l’on possède un modèle temporel d’évolution de notre objet, il est possible de projeter son
état dans le futur. Ces deux techniques constituent le cœur du procédé employé par les ﬁltres de
Kalman [Welch et Bishop, 2006]. La ﬁgure 4.4 montre le cycle de fonctionnement du ﬁltre. Tout
d’abord, un estimé initial de l’état d’un objet est entré dans le ﬁltre. À partir de cet estimé, une
première prédiction d’état sera réalisée. À chaque nouvelle lecture des instruments de mesure,
une prédiction d’état est effectuée à partir du dernier estimé obtenu. Cette prédiction est ensuite
combinée avec la dernière lecture effectuée pour obtenir un estimé à jour. En tout temps, il est
donc possible d’obtenir les deux informations suivantes : le dernier estimé à jour, étant l’état
estimé par le ﬁltre au moment exact où la dernière mesure a été effectuée, et une prédiction de
l’état actuel du système, obtenue en projetant le dernier estimé jusqu’au temps présent à l’aide
du modèle du système.
Dans les équations présentées à la section 4.2.1, la technique s’applique à des états d’une di-
mension, c’est à dire n’ayant qu’un degré de liberté. Dans l’exemple présenté, cet état avait pour
variable la position de l’objet selon l’axe des x. Le modèle de mobilité utilisé était rigide car il
suggérait une vitesse constante. Il est possible d’enrichir la technique en utilisant des états avec
plus d’un degré de liberté et en effectuant du calcul matriciel [Eubank, 2005]. Dans ce contexte
l’estimation d’un état est décrit par une matrice d’état xˆk et l’incertitude de l’estimation de cha-
cune des variables d’état est décrite par une matrice de covariance nommée Pk. Ainsi, pour
Figure 4.4 Cycle du ﬁltre de Kalman
72 CHAPITRE 4. DÉVELOPPEMENT DE L’ALGORITHME PRÉVENTIF
l’exemple de la section précédente, l’état de l’objet aurait pu être composé de sa position mais
aussi de sa vitesse et de son accélération par exemple.
L’étape de prédiction comporte toujours deux équations, mais cette fois sous forme matricielle :
xˆ−k = Axˆk−1 +Buk−1 (4.6)
P−k = APk−1A
T +Q (4.7)
L’équation 4.6 montre que la prédiction de l’état (xˆ−k ) est calculée à partir de deux variables :
xk−1 qui représente l’état estimé antérieur et uk−1 représentant l’entrée de contrôle du système.
L’équation 4.7 calcule quant à elle la prédiction de la matrice de covariance (P−k ).
Le second terme de l’équation 4.6 est signiﬁcatif seulement lorsque le ﬁltre de Kalman est utilisé
à des ﬁns d’asservissement. Par exemple, supposons que l’état d’un système est donné par sa
position, sa vitesse et son accélération. À accélération constante, il est facile de poser les équa-
tions qui donneront une prédiction précise de l’état de l’objet dans le futur à partir des lois de
la mécanique cinétique. Toutefois, si l’accélération de l’objet est variable, la prédiction devient
grandement imprécise. Dans le cas d’un asservissement qui viendrait ajuster la position de l’ob-
jet, il serait possible de connaître, par exemple, la force qui est appliquée à l’objet. Cette force
a pour effet de modiﬁer l’accélération de l’objet. Cette sortie du système d’asservissement peut
donc être prise en considération par le second terme de l’équation. Dans le cas de l’algorithme
prévention de perte de route, le ﬁltre n’est pas utilisé à des ﬁns d’asservissement, donc le terme
Buk−1 est sans objet.
Les matrices de coefﬁcients A et B, utilisées dans les équations 4.6 et 4.7 décrivent comment
la prédiction de l’état présent dépend des états antérieurs de l’objet et du contrôle sur l’objet
respectivement. Selon l’exemple précédent, on retrouvera entre autres dans la matrice A les co-
efﬁcients qui permettent de retrouver la position de l’objet selon l’estimé précédent de position,
de vitesse et d’accélération. La matrice Q représente l’erreur de processus, soit l’incertitude sur
le modèle utilisé.
L’étape d’estimation est quant à elle composée des trois équations suivantes :
Kk = P
−
k H
T
(
HP−k H
T +R
)−1
(4.8)
xˆk = xˆ
−
k +Kk
(
zk −Hxˆ−k
)
(4.9)
Pk = (I −KkH)P−k (4.10)
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L’équation 4.8 consiste à calculer le gain du ﬁltre (Kk), soit le poids qui sera accordé à la
nouvelle mesure dans l’estimation du nouvel état (xˆk à l’équation 4.9) et de la nouvelle cova-
riance (Pk à l’équation 4.10). La matrice H représente le facteur de pondération qui doit s’ap-
pliquer à l’état du système pour le traduire dans l’état qui est lu par l’instrument de mesure. En
admettant que la mesure est prise sous la forme d’un scalaire, cette matrice de traduction sera de
la même dimension que la transposée de la matrice d’état. Finalement, la matrice R représente
le bruit, ou l’incertitude, relié à l’instrument de mesure utilisé.
4.3 Conception de l’algorithme
Suite à cette très sommaire introduction au ﬁltre de Kalman, il est maintenant possible d’ex-
pliquer son utilisation dans l’algorithme de prévention de perte de route étudié par ce projet de
recherche. Les exemples de conception qui seront présentés dans les sections suivantes sauront
clariﬁer la théorie qui vient d’être exposée et montreront le fonctionnement du ﬁltre au sein de
l’algorithme. Deux modèles de mobilité ont mené à deux conceptions de ﬁltre qui seront expo-
sés dans les sections suivantes. Cependant, il est d’abord primordial de justiﬁer l’utilisation du
ﬁltre de Kalman dans la conception de l’algorithme préventif.
4.3.1 Intégration du ﬁltre de Kalman à l’algorithme préventif
Tout d’abord, il a été énoncé à la section 4.1.1 que l’algorithme suggéré devrait être de nature
probabiliste. Plus particulièrement, plutôt que de fonctionner avec des seuils ﬁxes pour déclen-
cher la recherche de nouvelle route, le but du projet est d’essayer de prévoir le temps d’utilisation
restant d’un lien et de déclencher la recherche lorsque ce temps est dangeureusement près du
temps nécessaire à trouver une nouvelle route.
Or, selon la théorie vue à propos du ﬁltre de Kalman, celui-ci permet d’évaluer l’état d’un sys-
tème à partir de mesures faites à l’aide d’instruments à son sujet. Dans le cadre de ce projet, il
permettrait de déduire la puissance moyenne instantannée reçue ainsi que sa vitesse de varia-
tion (sa dérivée) à partir de mesures bruitées de cette même puissance. De plus, le ﬁltre permet
de projeter ces évaluations dans le temps, ce qui permettrait au protocole de routage d’interroger
en tout temps l’algorithme pour connaître l’état anticipé d’un lien.
Comme il a été montré à la ﬁgure 4.1, l’algorithme qui servira à évaluer l’état d’un lien ne doit
avoir en entrée que la puissance de signal reçu. Ses sorties doivent être de deux natures. Pre-
mièrement, on doit implanter un mécanisme prévenant automatiquement le protocole de routage
lorsqu’un lien approchant de sa ﬁn de vie est détecté. Deuxièmement, le protocole de routage
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Figure 4.5 Schéma-bloc détaillé de la structure de l’algorithme préventif
doit pouvoir disposer d’une interface pour interroger l’algorithme sur l’état d’un lien. L’algo-
rithme devrait donc avoir la structure présentée à la ﬁgure 4.5.
Ainsi, il serait possible d’imposer des règles de deux natures décrivant l’état d’un lien. Premiè-
rement, des règles à l’aide de seuils de puissance pourront être établies, de la même nature que
celles utilisées dans les travaux de Goff mentionnés à la section 2.6.3 [Goff et al., 2001][Goff
et al., 2003]. Il s’agira d’une simple comparaison entre la puissance estimée par le ﬁltre et un
seuil ﬁxe.
En second lieu, des règles basées sur la durée de vie restante de la route seront utilisées. Cette
durée sera calculée selon l’équation suivante :
tttl =
Pmin − p
p˙
(4.11)
où sont utilisés le seuil minimal de puissance nécessaire à une réception correcte (Pmin), ainsi
que l’état de la puissance (p) et de sa dérivée (p˙) fournis par le ﬁltre de Kalman. Cette durée de
vie sera ensuite comparée au temps moyen habituellement nécessaire à une recherche de route
réussie pour décider si le protocole de routage doit être averti.
En plus de respecter le caractère probabiliste voulu pour l’algorithme préventif, le ﬁltre de Kal-
man a un autre avantage majeur. Il s’agit d’un ﬁltre discret qui fonctionne par échantillons, mais
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qui ne dépend pas outre mesure de la fréquence d’échantillonnage. Contrairement à plusieurs
structures de ﬁltres numériques, les échantillons de mesure peuvent arriver à intervalles irré-
guliers sans causer de problème car l’étape de prédiction du ﬁltre (voir ﬁgure 4.4) effectue sa
projection selon le temps écoulé depuis le dernier échantillon. Le ﬁltre de Kalman est donc par-
faitement adapté pour l’application visée car la puissance reçue est mesurée lors de la réception
de paquets. L’intervalle de mesure est de ce fait irrégulier.
Puisque le mécanisme de décision est relativement simple, la tâche principale dans la concep-
tion de l’algorithme préventif consiste à concevoir un ﬁltre de Kalman adapté aux besoins de
l’algorithme.
4.3.2 Filtre à deux degrés de liberté
Comme il a été illustré à la ﬁgure 4.5, le ﬁltre de Kalman à concevoir doit avoir une entrée, la
mesure de puissance, et deux sorties, l’estimé ﬁltré de la puissance et sa dérivée. Aﬁn de générer
ces deux sorties, il est possible de concevoir un ﬁltre de Kalman avec un état à deux degrés de
liberté de la forme suivante :
xˆk =
[
pk
p˙k
]
(4.12)
où x représente la puissance moyenne reçue et x˙ la dérivée de celle-ci. Connaissant la dimension
de cette matrice, la matrice de covariance Pk, représentant la conﬁance pouvant être accordée à
l’estimation de l’état, aura une dimension de 2× 2.
La seconde étape consiste à déﬁnir la matrice A, utilisée à l’équation 4.6. Dans le cas de notre
ﬁltre, qui observe l’état d’un lien sans pouvoir exercer de contrôle sur lui par une rétroaction,
le second terme de l’équation (Buk−1) est négligé. Les cœfﬁcients sont choisis de manière à
reﬂéter le comportement anticipé du système. Dans notre cas, il est possible de prévoir que la
projection de l’état du lien est obtenue à l’aide des deux équations suivantes :
pk = pk−1 + p˙k−1Δt (4.13)
p˙k = p˙k−1 (4.14)
Ces équations nous donnent la matrice de projection suivante :
A =
[
1 Δt
0 1
]
(4.15)
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Le modèle représenté par cette matrice de projection est un modèle à vitesse constante. On
présume que la vitesse de variation de la puissance est constante aﬁn de prédire la puissance
instantanée à un moment ultérieur. Il faut toutefois porter attention à la nuance suivante : la
vitesse de variation de la puissance sera évaluée ultérieurement par le ﬁltre. Si la prédiction
s’avère éronnée, la vitesse de variation sera corrigée lors de l’étape d’estimation en fonction de
l’erreur détectée entre la prédiction et la mesure dans le calcul de l’équation 4.9.
Ensuite, il importe de déﬁnir la matrice H , qui sert au calcul de l’erreur mentionné ci-haut.
Dans le cas de notre système, les mesures concernent uniquement la puissance, donc une seule
dimension. La matrice H sert à ramener l’état de notre système, composé de deux dimensions, à
un scalaire ayant la même représentation que notre mesure. L’erreur à calculer étant la différence
entre la prédiction de la puissance (pk) et la mesure de celle-ci (zk), la matrice aura la forme
suivante :
H =
[
1 0
]
(4.16)
L’avant dernière étape consiste à déﬁnir les incertitudes reliées à la projection (Q) et à la me-
sure (R). L’incertitude reliée à la mesure (R) est un scalaire, comme la mesure elle-même.
L’incertitude de projection est, quant à elle, une matrice de même dimension que la matrice de
covariance (Pk). Il n’est pas très important de déﬁnir des valeurs absolues pour ces variables. En
effet, il est possible de calibrer le ﬁltre en ajustant leurs valeurs relatives. Si la valeur de R est
beaucoup plus grande que les valeurs contenues dans la matriceQ, le ﬁltre accordera plus de va-
leur aux prédictions provenant de l’état précédent et le bruit à haute fréquence sera éliminé. Par
contre, le ﬁltre réagira plus lentement aux variations de la dérivée de la puissance étant donnée
que celle-ci est considérée constante par notre modèle. Lorsque la fréquence d’échantillonnage
du ﬁltre est faible, il prendra plus de temps à converger.
En contrepartie, siR est plus faible que les valeurs contenues dans la matriceQ, une plus grande
conﬁance sera accordée aux mesures et moins à la prédiction obtenue des états précédents.
Le bruit à haute fréquence sera moins éliminé, mais le ﬁltre convergera plus rapidement. La
clé est ainsi de trouver un équilibre menant au bon comportement du ﬁltre, équilibre qui sera
déterminé empiriquement. Pour ce faire, deux constantes seront utilisées, soit rc et qc de la
manière suivante :
R = qcrc (4.17)
Q =
[
qc 0
0 qc
]
(4.18)
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Finalement, il faut choisir les valeurs initiales du ﬁltre. Puisque l’étape de projection nécessite
un état antérieur, il faut initialiser le ﬁltre avec des valeurs réalistes aﬁn de l’aider à converger
plus rapidement. Pour l’estimation de la puissance initiale, le choix est simple car lorsqu’un lien
vers un nœud se crée, la puissance reçue est près du minimum nécessaire à la réception d’un
paquet. Par contre, pour la vitesse de variation de la puissance, l’exercice est plus complexe.
La vitesse de variation de la puissance dépend de la mobilité relative des nœuds. Initialement,
une approximation de la pente de la courbe de puissance mesurée provenant de données de
simulation a été utilisée. La valeur pourra être rafﬁnée par itération lors de l’essai du ﬁltre. La
solution est certes simpliste, mais sufﬁsante aﬁn de démontrer les possibilités d’un algorithme
basé sur le ﬁltre de Kalman. L’état initial est donc :
xˆ0 =
[
4, 1× 10−11
0, 4× 10−11
]
(4.19)
De plus, la matrice de covariance a simplement été choisie pour reﬂéter l’incertitude sur la
projection d’état. Elle est égale initialement à la matrice Q.
Une fois la conception terminée, le réglage du ﬁltre et ses tests fonctionnels ont été réalisés
à l’aide du logiciel MATLAB. Étant spécialisé dans le calcul matriciel, il est ainsi possible
d’effectuer rapidement des simulations du comportement du ﬁltre et aisément y apporter des
ajustements. Aﬁn de procéder de cette manière, des mesures de puissance entre deux nœuds ont
été extraites d’une simulation provenant de NS-2. Pour ce faire, un nœud ﬁxe et un nœud se
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Figure 4.6 Puissance reçue d’un nœud ﬁxe par un nœud mobile
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Figure 4.7 Puissance reçue avec ajout de bruit
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Figure 4.8 Estimation de la puissance reçue par le ﬁltre de Kalman
déplaçant à une vitesse de 10 m/s ont été utilisés. Lorsque les deux nœuds entraient en contact,
la puissance mesurée lors de la réception de chaque paquet a été enregistrée.
La ﬁgure 4.6 montre la courbe de puissance enregistrée lors du déplacement. Cette courbe n’est
pas très réaliste car le modèle de propagation utilisé par NS-2 n’est pas bruité, c’est à dire que la
puissance reçue dépend uniquement de la distance séparant les deux nœuds. Aﬁn de démontrer
l’efﬁcacité du ﬁltre, un bruit blanc correspondant à -100dB a été ajouté au signal d’origine. Les
échantillons de mesure résultants sont montrés à la ﬁgure 4.7.
Une fois obtenus ces échantillons bruités de mesure de la puissance reçue, ils sont utilisés pour
tester le ﬁltre de Kalman. Chaque échantillon correspond à un temps de lecture précis et dé-
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Figure 4.9 Estimation de la dérivée de la puissance reçue par le ﬁltre de Kalman
clenche un cycle de prédiction/estimation du ﬁltre de Kalman, tel qu’illustré à la ﬁgure 4.4.
En sortie du ﬁltre, il est possible d’obtenir une nouvelle estimation de la puissance reçue, ainsi
qu’une estimation de la vitesse de variation de la puissance reçue. La première sortie, la puis-
sance reçue, est illustrée à la ﬁgure 4.8.
Comme le graphique de la ﬁgure 4.8 le montre, le bruit ajouté aux échantillons est ﬁltré en
grande partie. En surimpression par dessus la courbe montrant l’estimation de la puissance reçue
se trouve une courbe montrant la puissance réelle d’origine telle qu’illustrée à la ﬁgure 4.6. Le
travail du ﬁltre est donc très efﬁcace pour estimer la puissance reçue.
Par contre, le ﬁltre a un gros défaut, montré à la ﬁgure 4.9. En effet, alors que le ﬁltre effectue
un travail impeccable pour estimer la puissance reçue malgré le bruit de mesure, l’estimation de
vitesse de variation de cette puissance reste très instable sur la durée de la simulation. Ce phéno-
mène est expliqué par le fait que le ﬁltre, pour éliminer efﬁcacement le bruit de ses estimations,
compense en repoussant le bruit dans son estimation de deuxième ordre. Or, avec la dimension
d’état choisie, aucun autre ordre ne permet de ﬁltrer le bruit de l’estimé de vitesse. Ainsi affec-
tée par le bruit, l’estimation de la dérivée de la puissance est inutilisable pour prévoir la durée
restante de vie d’un lien à l’aide de l’équation 4.11. Le risque de provoquer une recherche de
route pour un lien faussement en danger ou encore de ne pas prévoir une perte de route évidente
serait trop grand avec un état aussi instable.
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4.3.3 Filtre à trois degrés de liberté
Il a été démontré à la section précédente que le ﬁltre de Kalman est tout à fait efﬁcace pour
ﬁltrer le bruit provenant d’un instrument de mesure et d’estimer correctement une variable à
partir d’échantillons à intervalles irréguliers. De plus, ce type de ﬁltrage n’induit aucun délai
(ou déphasage) entre les mesures en entrée et les estimations produites en sortie, à part le temps
nécessaire au calcul, contrairement à un système qui serait basé sur une moyenne fenêtrée par
exemple. Aﬁn d’améliorer les performances du ﬁltre présenté ci-haut, le design de celui-ci a été
étendu d’un degré de liberté supplémentaire. Pour ce faire, la matrice d’état est modiﬁée de la
façon suivante :
xˆk =
⎡
⎢⎣
pk
p˙k
p¨k
⎤
⎥⎦ (4.20)
Ainsi, la dérivée de la puissance reçue, nécessaire à l’algorithme prédictif, devrait aussi être
ﬁltrée, le bruit de mesure étant absorbé par l’accélération de la variation de puissance (p¨k). La
matrice de covariance doit ainsi être étendue à une dimension de 3 × 3. La matrice de trans-
formation de l’état en un scalaire comparable à la mesure est aussi étendue d’une dimension
supplémentaire et devient :
H =
[
1 0 0
]
(4.21)
Maintenant, la tâche la plus importante consiste à déterminer la matrice de projection A qui
doit représenter le modèle de mobilité à trois degrés de liberté utilisé. Les équations suivantes,
inspirées des équations cinématiques reliant position, vitesse et accélération, seront utilisées :
pk = pk−1 + p˙k−1Δt+
1
2
p¨k−1Δt2 (4.22)
p˙k = p˙k−1 + p¨k−1Δt (4.23)
p¨k = p¨k−1 (4.24)
à partir de ces équations, il est possible de déduire la matrice de projection suivante :
A =
⎡
⎢⎣
1 Δt 1
2
Δt2
0 1 Δt
0 0 1
⎤
⎥⎦ (4.25)
Finalement, l’état initial du système doit maintenant comprendre un estimé de l’accélération de
la variation de puissance. Puisque le ﬁltre précédent assumait une vitesse constante dans son
4.3. CONCEPTION DE L’ALGORITHME 81
étape de projection, l’accélération utilisée dans l’état initial sera nulle. Ainsi, l’état initial du
système est déﬁni par :
xˆ0 =
⎡
⎢⎣
4, 1× 10−11
0, 4× 10−11
0
⎤
⎥⎦ (4.26)
En utilisant les mêmes données bruitées (voir ﬁgure 4.7), il est possible d’obtenir un ﬁltrage
de la puissance aussi efﬁcace qu’avec le ﬁltre du deuxième ordre. La ﬁgure 4.10 montre une
comparaison de la puissance estimée par le ﬁltre et de la puissance réelle. Cette courbe est moins
bruitée que celle obtenue avec le ﬁltre précédent, malgré son temps de réaction légèrement plus
lent.
Par contre, là où ce nouveau ﬁltre se démarque, c’est la qualité de l’estimation de la dérivée de la
puissance. La courbe montrée à la ﬁgure 4.11 représente cette dernière estimation. Il s’agit d’un
résultat largement supérieur à celui montré à la ﬁgure 4.8. Avec un résultat aussi bien ﬁltré, il
est possible d’envisager de prédire la durée de vie restante d’un lien à partir de l’équation 4.11.
La ﬁgure 4.12 montre le résultat du calcul mentionné précédemment effectué à partir des es-
timations fournies par le ﬁltre de Kalman de troisième ordre. Aﬁn d’éviter des valeurs frôlant
l’inﬁni, le résultat de l’équation a été plafonné à 100 secondes, qui représente une durée de vie
très grande pour un lien au sein d’un réseau « ad hoc » . Le graphique illustre nettement que
l’algorithme est en mesure de prévoir à l’avance une perte de route. Par contre, la durée de vie
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Figure 4.10 Estimation de la puissance reçue par le ﬁltre de Kalman de troisième
ordre
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Figure 4.11 Estimation de la dérivée de la puissance reçue par le ﬁltre de Kalman
de troisième ordre
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Figure 4.12 Durée de vie restante du lien estimée par l’algorithme
restante, en ﬁn de vie, semble légèrement surévaluée. Par exemple, l’algorithme prévoit une
durée de vie restante d’environ 1,33 secondes lors de la perte de la route.
Néanmoins, en ﬁxant un seuil comprenant une marge d’erreur, il sera possible de réagir dans
le temps nécessaire. Supposons que l’on ﬁxe un seuil de l’indicateur de durée de vie pour l’uti-
lisation d’un lien d’une valeur de 8. L’estimation de l’algorithme pour la durée de vie restante
passe sous ce seuil près de 3 secondes avant la perte du lien. Dans bien des cas, ce temps serait
sufﬁsant pour l’établissement d’une nouvelle route. Il serait possible d’utiliser cette évaluation
aﬁn de juger de la pertinence de déclencher une recherche de route préemptive. C’est ce qui
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sera démontré dans les prochains chapitres, où sera présentée l’intégration de cet algorithme
aux protocoles de routage existants.
4.4 Mise en contexte des travaux
Le mécanisme de prévention de perte de route présenté dans ce chapitre a été inspiré par les
travaux sur le routage « préemptif » déjà existants dans la littérature. Les travaux de Goff [Goff
et al., 2003], de Srinath [Srinath et al., 2002] et de Boukerche [Boukerche et Zhang, 2004] ont
présenté différentes techniques pour tenter de prévenir la perte de route et d’y réagir de manière
anticipée.
Néanmoins, ces techniques avaient toutes en commun d’être basées sur des lectures brutes de
la puissance reçue et faisaient l’utilisation de seuils de comparaison pour ces lectures. L’algo-
rithme proposé dans ce chapitre se démarque en deux points. Premièrement, l’algorithme basé
sur le ﬁltre de Kalman nous permet de ﬁltrer les lectures de puissance reçue et d’immuniser le
mécanisme de prévention contre le bruit compris dans les mesures de puissance reçue.
En deuxième lieu, le ﬁltre de Kalman permet aussi d’estimer la vitesse de variation de cette
puissance reçue, ouvrant la porte à l’estimation d’une durée de vie restante. En comparaison,
les algorithmes précédemment proposés faisaient l’utilisation de seuils ﬁxes pour déterminer les
routes faibles. Ils pouvaient donc être sous-optimaux pour des vitesses de déplacement de nœuds
différentes de la vitesse arbitraire utilisée pour ﬁxer les seuils. L’algorithme basé sur le ﬁltre de
Kalman étant de nature probabiliste, il devrait pouvoir s’adapter à n’importe quelle vitesse de
déplacement des nœuds.
À ce stade-ci de la recherche, il est encore difﬁcile de tenter une comparaison entre la technique
proposée dans ce chapitre et les techniques utilisées dans la littérature. Néanmoins, l’intégra-
tion du mécanisme aux autres protocoles existants présentée aux deux chapitres suivants devrait
ouvrir la voie à de telles comparaisons.
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CHAPITRE 5
INTÉGRATION DE L’ALGORITHME AU PROTOCOLE
AODV
Le chapitre précédent a révélé la méthode de conception d’un algorithme pouvant servir à prédire
la perte d’un lien de communication entre deux nœuds. Sa performance étant satisfaisante, il est
maintenant temps d’intégrer ce mécanisme à un protocole de routage existant.
Le protocole choisi, AODV, a déjà été présenté précédemment à la section 2.4.1. Ce protocole a
été ciblé dès le début de ce projet de recherche pour son habilité à économiser la bande passante
reliée à la charge de contrôle, car les routes nécessaires à la transmission de l’information sont
établies à la demande. Son comportement a d’ailleurs été étudié dans le cadre de l’utilisation de
ﬂux de données apparentés à la VoIP au chapitre 3. Or, les conclusions de ce chapitre sont que
les ﬂux de données à débit constant sont victimes d’interruptions relativement fréquentes et de
durée audible au sein d’un réseau utilisant ce type de protocole. L’intégration de l’algorithme
préventif au protocole AODV devrait aider à réduire la fréquence de ces interruptions ainsi que
leur durée. Cette intégration sera faite dans l’implémentation du protocole qui est distribuée avec
le simulateur NS-2. Il sera donc possible de tester les performances de l’algorithme à l’aide des
mêmes scénarios d’utilisation qui ont été élaborés au chapitre 3.
Au cours de ce chapitre, il sera tout d’abord expliqué comment sera intégré l’algorithme pré-
ventif élaboré au chapitre précédent au protocole AODV. Ensuite, les résultats obtenus par si-
mulation seront dévoilés. Enﬁn, ces résultats seront comparés avec les résultats obtenus par le
protocole AODV original.
5.1 Intégration avec AODV
Avant de commencer à détailler l’intégration de l’algorithme, il est nécessaire de rappeler ses
besoins. Comme le montre la ﬁgure 4.1, l’algorithme a une seule entrée, soit les lectures de
puissance provenant de la couche liaison de données. Il peut fournir deux interfaces au protocole
de routage, soit une interface en sortie permettant d’avertir le protocole d’un problème et une
autre interface par laquelle le protocole de routage pourra soutirer de l’information sur l’état
actuel d’un lien.
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En théorie, l’algorithme se situe donc quelque part entre les couches 2 et 3 du modèle OSI. En
pratique toutefois, il aurait été complexe de trop cloisonner l’algorithme dans le simulateur. Il
est donc intégré directement au protocole de routage. AODV fonctionne déjà avec différentes
tables contenant de l’information au sujet de ses voisins. Le même procédé a été retenu pour le
fonctionnement de l’algorithme.
Ces tables sont indexées à l’aide des adresses réseau (IP) de ces différents voisins. Il est d’autant
plus facile de procéder ainsi dans NS-2 car les adresses IP utilisées sont identiques aux adresses
MAC. Il s’agit d’un raccourci un peu grossier, mais qui permet de sauver un peu de temps de
développement sans vraiment avoir d’inﬂuence sur les résultats obtenus. Dans les faits, un méca-
nisme comme le protocole ARP1 est utilisé pour faire le lien entre les deux types d’adresses. Ce
mécanisme est présent dans NS-2, aﬁn d’assurer un certain réalisme dans l’échange de paquets,
mais n’est pas nécessaire.
Aﬁn d’être informé de la puissance de chaque trame reçue par la sous-couche MAC, le proto-
cole s’enregistre à cette dernière dès le démarrage du nœud. Ainsi, lorsqu’une trame de format
IEEE 802.11 est reçue, si l’adresse de l’émetteur y est inscrite, la puissance de réception de la
trame est lue et envoyée au protocole de routage. L’adresse matérielle de l’émetteur est aussi
incluse dans les informations transmises entre les deux couches.
Pour chaque adresse matérielle de nœud émetteur détectée, le protocole AODV ajoute une entrée
dans la table nouvellement créée. Chaque entrée de cette table comprend un état de lien (xˆk) et
une covariance (Pk) ainsi que le temps de réception de la dernière trame. Ces informations
sont les seules devant être conservées d’un cycle de calcul à l’autre pour l’opération correcte
du ﬁltre de Kalman. Ainsi, lorsqu’une lecture de puissance est reçue, le protocole va chercher
l’état antérieur du nœud correspondant dans la table, effectue son cycle de prédiction à partir de
ces informations, estime le nouvel état à l’aide de la nouvelle lecture et ﬁnalement réécrit les
nouvelles informations au même endroit dans la table.
Lorsque le nouvel état est inscrit dans la table, une vériﬁcation est faite pour déterminer si le
lien respecte toujours ses critères d’opération minimaux. Si ce n’est pas le cas, le processus de
remplacement de route préventif sera activé. Ce processus ne provoquera pas automatiquement
une recherche de route localement. En effet, comme il a déjà été expliqué précédemment (voir
section 2.4.1), le protocole AODV cherche des routes à la demande. Normalement, pour ne pas
encombrer le réseau inutilement, une recherche de route ne sera déclenchée que dans le cas
où un nouveau paquet doit être transmis vers une route. Même lorsqu’une erreur de route est
détectée et est suivie de la transmission de paquets RERR à destination de tous les autres nœuds
1Address Resolution Protocol
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intéressés par cette route qui vient d’être perdue, la recherche pour une nouvelle route ne sera
amorcée que si un de ces nœuds nécessite à nouveau une route pour la destination affectée.
Ceci dit, dans le cadre du développement de l’algorithme préventif, l’objectif est de réagir par
anticipation à cette perte de route, sans nécessairement alourdir la charge de contrôle liée au
protocole. En effet, peut être qu’il sera inutile de vouloir rechercher une nouvelle route si son
utilisation était de toute façon terminée. Aﬁn de coller à cette philosophie, un nouveau type
de paquet a été ajouté au protocole AODV et est nommé RWEAK2. Ce paquet sert à notiﬁer
les nœuds utilisant une route qu’un de ses liens est présentement faible. La route sera marquée
comme étant faible dans les tables de routage de tous les nœuds recevant ce message. Si un
nœud doit envoyer un nouveau paquet pour cette destination, il aura la possibilité de choisir
s’il continue à utiliser cette route faible ou s’il provoque une nouvelle recherche de route. Ou
mieux encore, il pourra déclencher une nouvelle recherche de route tout en continuant d’utiliser
l’ancienne route en attendant de découvrir une nouvelle route plus stable.
De plus, lors d’une recherche de route, un drapeau qualiﬁant la faiblesse d’une route a été ajouté
aux paquets RREQ pour indiquer qu’une route est disponible mais dans un état précaire. La
vériﬁcation de la précarité de la route est faite lors de la diffusion. Traditionnellement, lors de
la réception d’un RREQ, une entrée de recherche est enregistrée dans une table du protocole
de routage. Cette table permet de s’assurer que les paquets RREQ ne soient jamais diffusés en
double. Un drapeau de route faible a aussi été ajouté à cette table. Si un RREQ provient d’un
lien faible et qu’il n’a jamais été reçu auparavant, il sera retransmis en ajoutant le drapeau de
faiblesse au paquet et à la table. Par contre, cette nouveauté fera en sorte que si ce même RREQ
est reçu une deuxième fois d’un lien stable et que le drapeau qu’il contient montre qu’il n’a
traversé aucune route faible, il pourra être retransmis à nouveau, contrairement au comportement
d’AODV original. Il sera donc permis d’utiliser des routes faibles, dans la mesure où aucun choix
supérieur n’est disponible. Par contre, en tout temps la découverte d’une route stable viendra
écraser une route faible.
Lorsque la destination aura reçu la requête, elle y répondra par le lien d’où elle est arrivée par
un RREP, comme à l’habitude. Si cette requête est marquée d’un drapeau indiquant la faiblesse
d’un lien, la route ajoutée à la table de routage sera aussi marquée comme faible. Un deuxième
paquet RREP pourra être généré si un paquet RREQ est reçu d’une route stable, seulement dans
le cas où la route existante est faible. Les nœuds intermédiaires quant à eux ne font que relayer le
paquet RREP jusqu’à sa destination, donc le contrôle du choix de la route déﬁnitive appartiendra
à la destination, comme dans le protocole original.
2Route Weak
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En résumé, à l’aide de ces deux mécanismes, lorsqu’une route en voie de devenir inutilisable est
détectée, les nœuds l’utilisant seront avertis. Ces derniers pourront déclencher une recherche de
route en cas de besoin tout en continuant à utiliser la route affaiblie jusqu’à ce qu’ils disposent
d’un meilleur choix.
Le concept de lien faible (marquage des liens et avertissement aux nœuds voisins) peut être
retrouvé en partie dans les travaux de Boukerche et Zhang [Boukerche et Zhang, 2004] et de
Goff [Goff et al., 2001][Goff et al., 2003]. Néanmoins, les techniques utilisées pour décla-
rer une route faible varient considérablement d’une source à l’autre ; d’une part, Boukerche et
Zhang présentent une approche basée sur le temps de réponse entre nœuds et d’autre part, Goff
présente une technique utilisant la puissance reçue instantanée. L’état de lien obtenu à partir de
l’algorithme de prévention de perte de route basé sur le ﬁltre de Kalman est fondamentalement
différent des autres techniques proposées à ce jour.
5.2 Étude d’un cas linéaire
Aﬁn de démontrer la viabilité de l’intégration de l’algorithme préventif au protocole AODV, une
simulation de test a été mise sur pied. Puisqu’il a été démontré au chapitre 3 que la longueur
de la route est un facteur déterminant dans le nombre d’interruptions de communication et leur
durée, le modèle choisi pour ces simulations préliminaires est relativement simple : le scénario
est linéaire avec une suite de nœuds ﬁxes et un nœud en mouvement qui proﬁte de l’accès au
réseau fourni par chacun des nœuds ﬁxes.
Figure 5.1 Scénario de test linéaire
La ﬁgure 5.1 montre une ébauche du scénario à son état initial. Le nœud mobile se met en
mouvement à une vitesse constante de 5 m/s. Le scénario comprend aussi un ﬂux de données
entre le nœud mobile et le nœud le plus près de son point de départ. Lors de son déplacement,
il est donc facile d’observer les transitions de route d’un nœud à l’autre. Un seul ﬂux à petits
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paquets, comparables à ceux utilisés en téléphonie IP, est utilisé aﬁn de limiter la congestion sur
le réseau. Ce choix a été fait pour éviter le plus possible de subir les mauvais comportements de
la norme IEEE 802.11, déjà soulignés au chapitre 3.
(a) AODV original (b) AODV avec algorithme pré-
ventif
Figure 5.2 Nœud en déplacement au moment d’un changement de route
Pour débuter, un scénario comprenant cinq nœuds ﬁxes a été réalisé. En regardant l’animation
du scénario, telle que calculée par le simulateur, il est possible de constater que la décision
de changer la route de livraison est prise de manière anticipée par l’algorithme. La ﬁgure 5.2
illustre cette observation. Dans la première illustration, le nœud mobile (B) à l’état initial com-
munique directement avec le nœud ﬁxe (A). La décision de changer de route, dans AODV, est
prise lorsqu’une perte de lien est détectée par la sous-couche MAC. Cette perte de lien survient
au moment où le nœud mobile (B) sort de la portée du nœud ﬁxe (A). À partir de ce moment,
le nœud mobile utilisera un nœud intermédiaire pour atteindre le nœud ﬁxe. Dans le cas où
l’algorithme préventif est utilisé, ce dernier permet de détecter que la portée de communication
sera bientôt atteinte et qu’une action est nécessaire. La seconde illustration montre le nœud B au
moment du changement de route, alors qu’il est encore à la portée du nœud A pour un certain
temps lorsque se produit la transition de route.
Par contre, au point de vue des métriques, cette simulation ne montre aucun avantage de l’algo-
rithme préventif par rapport au protocole AODV original. Sur de si courtes routes et en absence
de congestion, tous les paquets sont transmis correctement à leur destinataire. Dans une situa-
tion aussi idéale, le temps nécessaire à la détection de la perte de lien, à l’envoi d’un message
d’erreur et à la recherche de route est très rapide. Le réseau n’a donc pas le temps de perdre de
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paquets et ils sont tous transmis correctement. Au moins, l’introduction de l’algorithme dans ce
scénario n’a pas eu d’effet négatif et aucun paquet n’est perdu.
La situation est différente avec une route plus longue. Le deuxième scénario de simulation utilisé
comportait 18 nœuds ﬁxes en ligne droite. Cette fois, les résultats sont beaucoup plus clairs.
Alors que le protocole AODV original provoque 10 interruptions sur la durée de la simulation,
pour une perte de 34 paquets au total, le protocole avec algorithme de prévention obtient un score
toujours parfait. Évidemment, puisque plus une route est longue, plus la recherche de route
est longue, il convient d’expliquer que la recherche préventive de route est plus avantageuse
lorsqu’utilisée avec de longues routes.
5.3 Analyse des résultats
Les résultats obtenus avec la simulation simple, présentée à la section précédente, montrent la
viabilité de l’algorithme préventif intégré au protocole de routage AODV. Entre autres, il faut
en déduire que lorsque la longueur de route augmente, l’algorithme aide le protocole à corriger
une route avant qu’elle ne devienne inutilisable. Par contre, cette simulation n’apporte aucune
information sur le comportement de l’algorithme en réaction à la congestion du réseau. Or,
il a déjà été établi au chapitre 3 que la longueur de route et la congestion du réseau sont les
principaux facteurs ayant un effet sur la performance des réseaux « ad hoc » mobiles. De plus,
l’environnement d’évolution des réseaux « ad hoc » n’est généralement pas aussi simple. Ainsi,
pour obtenir une vraie mesure de la performance du protocole modiﬁé, il faut le comparer dans
un environnement comprenant des scénarios de déplacement totalement aléatoires, avec plus
d’un ﬂux de données transitant par les différents nœuds.
Aﬁn de comparer le protocole AODV original et celui incorporant l’algorithme préventif, un
ensemble de simulations a été exécuté sur chacun des protocoles successivement. Cet ensemble
de simulations est similaire à celui présenté à la section 3.2.2. Pour une surface d’aire constante
de 1 km2 et 50 nœuds ayant chacun une trajectoire aléatoire. La vitesse de déplacement maxi-
male des nœuds est de 10 m/s. Les simulations durent toutes un total de 200 s. Finalement, des
ﬂux de données à débit constant de 2 ko/s sont créés tout aussi aléatoirement. En fonction des
simulations, ce nombre de ﬂux varie de 5 à 25, par sauts de 5.
Pour ces simulations, les métriques de quantité d’interruption et de durée d’interruption, déﬁnies
à la section 3.1 ont été analysées. Pour plus de commodité, la métrique de durée d’interruption
a été mesurée en nombre de paquets perdus consécutivement plutôt qu’en temps. Il est possible
d’établir un parallèle entre les deux méthodes de mesures puisqu’un paquet est émis à toutes les
20 ms pour chaque ﬂux.
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Figure 5.3 Nombre d’interruptions
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Figure 5.4 Nombre d’interruptions par ﬂux
La ﬁgure 5.3 montre le nombre d’interruptions survenues pendant la simulation. Cette métrique
est un peu trompeuse car on doit effectivement s’attendre à ce que le nombre d’interruptions
augmente avec le nombre de ﬂux. Il est plus approprié de se ﬁer à la ﬁgure 5.4 pour observer
l’effet de la congestion sur les deux protocoles. Ce second graphique montre le nombre d’inter-
ruptions par ﬂux à survenir lors des simulations. Comme il avait déjà été établi au chapitre 3, le
nombre d’interruptions croit avec le nombre de ﬂux présents sur le réseau (voir sections 3.2.2
et 3.2.5), ce qui signiﬁe que le protocole AODV est inﬂuencé négativement par la congestion. Ce
phénomène était en partie expliqué par le comportement de la sous-couche MAC IEEE 802.11.
Le graphique de la ﬁgure 5.3 démontre que le protocole AODV incorporant l’algorithme préven-
tif basé sur le ﬁltre de Kalman est encore plus sensible à la congestion que le protocole AODV
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original, car un plus grand nombre d’interruptions surviennent. Ceci s’explique plausiblement
par le fait que l’algorithme déclenche de manière anticipée des recherches de route, sollicitant
encore plus le réseau, ce qui aggrave d’autant plus la congestion.
La seconde métrique analysée est pour sa part plus encourageante. La ﬁgure 5.5 montre la durée
moyenne d’interruption observée pour chacun des protocoles. Celle-ci est en général légèrement
inférieure pour le protocole AODV modiﬁé que pour le protocole original. La seule exception
à cette observation est pour une simulation comportant un nombre de 10 ﬂux. Dans cette simu-
lation, un ensemble de nœuds s’est retrouvé plutôt isolé des autres, étant seulement rattaché au
reste du réseau par un lien considéré faible. Malgré la présence d’un mécanisme de limitation de
la fréquence de recherche de route dans le cas d’utilisation forcée d’une route faible, la diffusion
répétée de RREQ a sufﬁ à augmenter artiﬁciellement la congestion de la partie isolée du réseau.
Puisque les deux métriques observées sont contradictoires, une troisième mesure est utilisée
pour comparer les deux protocoles. En multipliant la quantité d’interruptions par ﬂux par la
durée moyenne d’interruption, il est possible de calculer la durée totale d’interruption par ﬂux
survenue lors de la simulation. Ce calcul équivaut à comptabiliser le nombre total de paquets
perdus par ﬂux. C’est ce qu’illustre la ﬁgure 5.6. Le nombre observé est légèrement supérieur
pour le protocole AODV modiﬁé et le graphique indique clairement que la performance du
protocole modiﬁé est plus sensible à la congestion que le protocole original.
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Figure 5.7 Taux de livraison
Pour conﬁrmer cette tendance, le taux de livraison des paquets3 a été calculé. La ﬁgure 5.7
montre les résultats obtenus. Ce graphique vient conﬁrmer que l’algorithme préventif, bien que
fonctionnel à petite échelle, n’est pas en mesure d’aider AODV à mieux performer.
Deux raisons principales ont été identiﬁées pour expliquer ces observations. Premièrement, le
mécanisme de détection de fausse perte de lien, tel que décrit à la section 5.1 nuit fort proba-
blement au réseau. À première vue, la correction du mauvais comportement de la sous-couche
MAC (IEEE 802.11) par le protocole de routage semblait une bonne idée. Cet ajout devait per-
mettre de réduire la charge de contrôle du réseau en empêchant la recherche de nouvelle route
3Paquets reçus par rapport aux paquets envoyés
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lorsque c’était inutile. Toutefois, la détection d’une perte de lien par la sous-couche MAC ré-
sulte de la grande congestion du réseau dans les environs du nœud qui en est victime. En ignorant
cette détection et en tentant de continuer à utiliser le réseau sans se soucier des avertissements
reçus, l’algorithme contribue à augmenter la congestion dans la portion de réseau utilisée. Bien
sûr, on ne parle pas de congestion en terme d’utilisation optimale des ressources disponibles,
mais plutôt de congestion due au mauvais comportement de la sous-couche MAC. Or, si l’on
contribue à l’augmentation de cette congestion, on entre dans un cercle vicieux qui mènera à une
détérioration de la qualité des liens, d’où l’augmentation du nombre d’interruptions observé.
La seconde raison soulevée concerne la nature même du protocole AODV. Puisque celui-ci
est un protocole réactif, la recherche de route est initiée seulement au besoin. Les routes sont
construites de manière distribuée, saut par saut. Le nœud à l’origine de la recherche n’a donc
pas de notion de la topologie complète du réseau. Ainsi, lorsqu’un événement survient, que ce
soit une perte de route ou une détection de route faible dans le cas du protocole modiﬁé, AODV
doit absolument lancer une nouvelle recherche de route, par diffusion sur le réseau. Ce faisant, la
charge de contrôle du réseau est augmentée considérablement pour une courte période. À petite
échelle, cela peut sembler anodin, mais sur un ensemble de 50 nœuds relayant 25 ﬂux différents,
cette charge de contrôle est certainement non négligeable. Elle vient contribuer à congestionner
davantage le réseau, ce qui sensibilise davantage le réseau à la surcharge, par un cercle vicieux.
Combiné à l’algorithme préventif, cette sensibilité ne peut être qu’augmentée.
Malgré ces observations plutôt négatives, il a tout de même été montré à la section 5.2 que
l’algorithme préventif est capable d’anticiper une perte de lien, et par conséquent une perte de
route. Même si les résultats de l’intégration à AODV sont décevants, l’algorithme mérite qu’on
lui porte encore un peu d’attention.
CHAPITRE 6
INTÉGRATION DE L’ALGORITHME AU PROTOCOLE
OLSR
Bien que l’intégration au protocole de routage AODV présentée au chapitre précédent ne soit
pas concluante, il a été démontré à la section 5.2 que l’algorithme de prévention de perte de
route basé sur le ﬁltre de Kalman est en mesure de prévenir une perte de lien. Une des raisons
soulevées pour expliquer les mauvais résultats obtenus est le manque de vision d’ensemble de la
topologie du réseau par le protocole AODV, étant dû au fait que le mécanisme de recherche de
route est globalement réparti. L’intégration de l’algorithme préventif à OLSR offre une réponse à
ce problème. Ce chapitre présentera donc la méthodologie employée pour intégrer l’algorithme
à ce protocole. Ensuite, les mêmes ensembles de simulation qu’au chapitre précédent seront
utilisés pour analyser les performances de cette nouvelle combinaison.
6.1 Intégration avec OLSR
Le protocole OLSR est dans la catégorie des protocoles proactifs. Un court aperçu de son fonc-
tionnement a été exposé à la section 2.4.2. Par déﬁnition, un protocole proactif dispose toujours
de routes vers chacun des nœuds qu’il peut rejoindre, même si celles-ci sont inutilisées. Ainsi,
la charge de contrôle au repos d’un tel protocole est automatiquement plus élevée que celle d’un
protocole de type réactif. Par contre, l’intérêt d’OLSR réside dans le fait que le calcul de route
s’effectue à partir de la source, selon la topologie connue du réseau. Ainsi, le choix de la route
est fait de manière locale, mais en ayant une vue d’ensemble du réseau.
À la section 2.4.2, le résumé du fonctionnement du protocole n’a abordé que les grandes lignes
de son comportement. La découverte des voisins se fait par un mécanisme utilisant des paquets
HELLO. Lorsqu’un lien est détecté comme étant bidirectionnel, la publication de ce lien se fait
par une diffusion sélective 1 en utilisant un paquet TC.
Or, selon la spéciﬁcation du protocole OLSR, il est possible d’exercer un contrôle sur les liens
qui méritent d’être publiés lors de l’envoi de messages TC [Clausen et Jacquet, 2003]. Ce méca-
nisme nommé « Link Hysteresis » permet de placer un lien, détecté comme étant bidirectionnel,
1Mécanisme sélectionnant des nœuds relais (MPR) comme répéteurs pour limiter la charge de contrôle lors de
la diffusion
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Figure 6.1 Arbre de décision du « Link Hysteresis »
en attente. Le fonctionnement du mécanisme est illustré à la ﬁgure 6.1. Ce dernier ne sera utilisé
que si une variable de qualité, déﬁnie comme étant un nombre réel compris dans l’intervalle
[0, 1], dépasse un seuil d’activation. Lorsque le lien est utilisé, si la qualité de celui-ci descend
en-deçà du seuil d’attente, il sera replacé en attente. Il s’agit donc d’un mécanisme d’hysteresis
tout à fait classique. Ce mécanisme est utilisé en permanence pour déterminer la possibilité d’uti-
liser un lien voisin, tant et aussi longtemps que ce dernier est détecté comme étant bidirectionnel
par le mécanisme de détection des voisins par les paquets HELLO.
Les auteurs du RFC 3626 préviennent qu’il est possible qu’un lien victime d’un fort taux de
perte de paquets puisse quand même être identiﬁé comme étant bidirectionnel [Clausen et Jac-
quet, 2003]. Ce phénomène s’explique par le fait que le mécanisme de détection des voisins est
basé sur un seul type de paquet, qui a tout de même de fortes de chances de passer. De plus,
le mécanisme est relativement permissif : une fois qu’un paquet HELLO est reçu, le lien est
considéré valide jusqu’à l’expiration d’un temporisateur. Ce temporisateur est remis à zéro à
chaque réception d’un HELLO conﬁrmant la bidirectionnalité. Or, si l’intervalle d’expiration
du temporisateur est beaucoup plus grand que l’intervalle d’émission des paquets HELLO, il est
possible que la bidirectionnalité du lien soit assumée malgré la perte de plusieurs paquets de type
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HELLO. C’est pourquoi l’utilisation du mécanisme d’hysteresis vient modérer le mécanisme de
détection des voisins.
Le mécanisme proposé dans le RFC 3626 est aussi assorti d’une méthode permettant de calculer
la qualité d’un lien. Cette méthode prévoit de faire augmenter la qualité d’un lien à chaque récep-
tion d’un paquet déﬁni par le protocole OLSR dont il est la source. La détection des réceptions
correctes est assurée par la continuité des numéros de séquence provenant d’une même source.
Ainsi, à chaque paquet reçu correctement, le calcul suivant est effectué (où Qlien représente la
qualité d’un lien et fechelle un facteur d’échelle compris dans l’intervalle [0, 1]) :
Qlien|t=t1 = (1− fechelle)Qlien|t=t0 + fechelle (6.1)
Dans le cas où une perte de paquet de contrôle serait détectée par des numéros de séquence non
consécutifs, la règle suivante serait appliquée pour chaque paquet perdu :
Qlien|t=t1 = (1− fechelle)Qlien|t=t0 (6.2)
Ce mécanisme, permet d’évaluer la qualité d’un lien selon le taux de transmissions réussies des
paquets de contrôle. Par contre, il n’est que suggéré par les auteurs du RFC 3626. Toute autre
méthode peut être utilisée pour déﬁnir la qualité d’un lien. Les auteurs proposent entre autres
l’utilisation du rapport signal à bruit du lien. La méthode suggérée, ainsi que les autres proposi-
tions de déﬁnition pour la qualité du lien ne permettent pas de prévoir à l’avance l’état d’un lien.
Ainsi, pour intégrer l’algorithme préventif à OLSR, il a été choisi d’exploiter cette caractéris-
tique du protocole. Le mécanisme d’hysteresis est uniquement local, mais il inﬂuence la liste des
liens utilisables par le nœud, et donc modiﬁe la diffusion des informations de topologie (paquets
TC). Dès qu’un lien faiblissant sera détecté, il sera mis en attente et tous les nœuds du réseau en
seront avertis.
Comme il a été mentionné précédemment, la qualité d’un lien dans le mécanisme d’hystérésis
doit être un nombre réel compris entre 0 et 1 inclusivement. Or, l’algorithme préventif présenté
au chapitre 4 fournit un nombre réel allant de 0 à 100 qui exprime la durée de vie restante du lien
en secondes (tttl), tel que déﬁni à l’équation 4.11. Aﬁn de ramener cette mesure à une qualité
utilisable par le mécanisme d’hystérésis, la conversion suivante a été appliquée :
Qlien =
⎧⎨
⎩
tttl
Tmax
tttl  Tmax
1.0 tttl > Tmax
(6.3)
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où Tmax représente le temps offrant la qualité maximale de lien possible. Ainsi, les seuils d’uti-
lisation et de mise en attente de lien pourront être choisis en fonction du temps de vie restant
d’un lien. En choisissant Tmax = 10 par exemple, si l’on désire qu’un lien ne soit plus utilisé
lorsqu’il a une durée de vie restante inférieure à 3 secondes, on utilisera un seuil de mise en
attente de 0, 3. Pour ce qui est du seuil d’activation, si l’on désire ne pas promouvoir de lien
dont la durée de vie restante n’est pas d’au moins 7 secondes, une valeur de 0, 7 serait choisie.
La valeur du facteur de qualité maximale possible (Tmax) ainsi que des seuils du mécanisme
d’hystérésis sont des paramètres conﬁgurables dans le protocole modiﬁé et peuvent faire l’objet
de ﬁns ajustements.
6.2 Analyse des résultats
Après l’intégration de l’algorithme préventif au protocole de routage OLSR, les scénarios de
simulation ayant servi à l’analyse de performance du protocole AODV modiﬁé au chapitre pré-
cédent ont été réutilisés dans le but de comparer les deux intégrations. Tout d’abord, un cas
d’utilisation simple de route rectiligne a été étudié, pour ensuite procéder à des scénarios où la
mobilité est plus aléatoire.
Premièrement, seul le cas d’utilisation sur une route de 18 nœuds ﬁxes alignés à tous les 200
mètres et un nœud mobile a été utilisé. Ce cas d’utilisation avait déjà été présenté à la ﬁgure 5.1.
Comme l’expérience de la section 5.2 n’avait pas montré de différence notable entre le protocole
AODV original et le protocole intégrant l’algorithme de Kalman, le scénario impliquant cinq
nœuds et un nœud mobile a été laissé de côté.
Les résultats obtenus pour le protocole OLSR original peuvent paraître un peu étonnants. En
effet, lors de la simulation, 421 interruptions sont survenues pour une perte totale de 4732 pa-
quets. Il s’agit d’un résultat bien pauvre lorsqu’on compare avec les protocoles AODV original
et modiﬁé 2. Toutefois, ce résultat s’explique aisément. Il a été mentionné à la section 6.1 que
le protocole OLSR de base découvre ses voisins par des paquets HELLO. Par contre, par me-
sure de protection, les liens périmés ne sont effacés que sur l’expiration d’un temporisateur.
La durée de ce temporisateur doit impérativement être plus longue que l’intervalle d’envoi des
paquets HELLO sinon les liens expireraient avant l’envoi d’un nouveau paquet de découverte
des voisins. De plus, pour pallier à la probabilité de perdre un de ces paquets, le temporisateur
d’expiration sera relativement plus long que l’intervalle de diffusion des paquets HELLO.
Ainsi, lorsqu’un lien est en voie d’être perdu, la route continuera à l’utiliser pour une durée pou-
vant atteindre la durée prévue dans la conﬁguration pour le temporisateur d’expiration de lien.
210 interruptions pour une perte de 34 paquets pour AODV original, 0 pour AODV modiﬁé
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Lorsque la transmission est de plus en plus difﬁcile en bordure de la limite de transmission, de
nombreuses courtes interruptions surviennent, dues à la perte aléatoire de paquets. Finalement,
une fois sorti de la portée du nœud, une longue interruption, d’une durée comparable à celle
menant à l’expiration du temporisateur surviendra.
Pour remédier à ce problème, la durée du temporisateur contrôlant la validité d’un lien bidi-
rectionnel peut être réduite. Ce faisant, la quantité totale de paquets perdus et donc la durée
d’interruption s’en trouverait diminuée. Cependant, il est facile de comprendre que plus cette
durée est courte, plus il faudra envoyer des paquets HELLO fréquemment et plus la charge de
contrôle associée au protocole sera importante. Ainsi, il est essentiel de trouver un compromis.
En revanche, l’utilisation de l’algorithme de prévention permet de forcer la mise en attente d’un
lien par le mécanisme de « Link Hysteresis » et permet ainsi d’éviter la survie trop longue
d’un lien inutilisable. Les résultats de la simulation linéaire le démontrent. Encore une fois,
aucune interruption n’est survenue sur le parcours entier. Évidemment, ce score parfait est dû
en partie à la faible congestion du réseau car un seul ﬂux est utilisé pour observer avec clarté le
comportement de l’algorithme lors d’une transition d’un nœud à l’autre.
Cette première simulation a démontré que l’intégration de l’algorithme de prévention de perte
de route au protocole de routage OLSR est possible et permet convenablement de prévenir une
perte de route. Suite à ces observations, il faut s’attarder à des scénarios de simulation à mobilité
aléatoire, tout comme il a été fait au chapitre précédent pour évaluer la performance du proto-
cole AODV enrichi de l’algorithme préventif. Il est bon de rappeler que toutes les simulations
comprennent un environnement carré de 1 km2 et 50 nœuds se déplaçant aléatoirement à une
vitesse pouvant atteindre 10 m/s. Comme pour l’évaluation précédente, les simulations visent
à observer l’effet de la congestion sur la performance du protocole, puisqu’il s’agit du second
facteur majeur inﬂuant sur la performance des réseaux « ad hoc » mobiles. Chaque ensemble
de simulations comprend de 5 à 25 ﬂux de 2 ko/s à petits paquets débutant et se terminant de
manière aléatoire.
La première mesure effectuée est le nombre d’interruptions à survenir durant les 200 s de simu-
lation. Ces résultats sont montrés à la ﬁgure 6.2. Encore une fois, ces résultats sont trompeurs
car il est normal que le nombre d’interruptions à survenir augmente si le nombre de ﬂux est plus
grand. Les résultats normalisés par ﬂux sont présentés à la ﬁgure 6.3. Curieusement, le nombre
d’interruptions pour le protocole OLSR original semble constant peu importe le nombre de ﬂux
utilisés. Le protocole basé sur l’algorithme préventif quant à lui est sensible à la congestion
puisque le nombre d’interruptions, presque nul pour un réseau peu sollicité, augmente drasti-
quement avec le nombre de ﬂux, comme c’était le cas pour les protocoles AODV original et
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Figure 6.2 Nombre d’interruptions
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Figure 6.3 Nombre d’interruptions par ﬂux
modiﬁé. On observe ici un effet du mécanisme de découverte des voisins utilisé dans OLSR,
comme c’était le cas pour le scénario linéaire. Pour OLSR à la base, le choix des routes est
basé uniquement sur les paquets HELLO et les liens ne sont invalidés que par le temporisateur
notant la perte continue de paquets d’identiﬁcation provenant de la source concernée. Ainsi, le
choix des routes dans le protocole original est totalement indépendant de la condition du réseau.
Tant qu’il croit qu’un lien est valide, les routes utilisant ce dernier seront conservées. Ainsi, le
nombre d’interruptions paraît indépendant de la congestion du réseau.
Cependant, cette immunité apparente ne signiﬁe absolument pas la supériorité du protocole
OLSR original. Lorsque survient une interruption dans cette version du protocole, sa durée peut
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Figure 6.4 Durée d’interruptions
être très longue. C’est ce qui est illustré à la ﬁgure 6.4. La durée d’interruption moyenne dans un
réseau congestionné pour le protocole OLSR original est au moins le double de celle observée
pour le protocole utilisant l’algorithme de prévention de perte de route. Les résultats obtenus
pour un nombre de 5 ﬂux de données avec le protocole OLSR utilisant l’algorithme prédictif ne
sont pas présentés sur le graphique ; sur l’ensemble des simulations effectuées pour ce nombre
de ﬂux, une seule interruption est survenue au total, mais celle-ci était de longue durée, faussant
l’allure du graphique. Après investigation, cette interruption était due à un nœud qui a été relié
au réseau par un seul lien faible pendant une longue période, d’où la durée d’interruption très
longue (70 paquets) de cette seule et unique interruption.
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Figure 6.5 Paquets perdus par ﬂux
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Figure 6.6 Taux de livraison
D’ailleurs, la ﬁgure 6.5 vient conﬁrmer cette afﬁrmation. Tout comme au chapitre précédent,
il est possible de multiplier la quantité d’interruptions par ﬂux par la durée moyenne des in-
terruptions pour obtenir le nombre moyen de paquets perdus par ﬂux. C’est ce que présente ce
graphique. Pour les scénarios à faible congestion, moins de 200 paquets par ﬂux sont perdus
avec le protocole OLSR assorti de l’algorithme préventif. De plus, pour l’ensemble des scéna-
rios, le protocole modiﬁé offre une meilleure résistance à la perte de paquets. Cette tendance
est conﬁrmée par le graphique de la ﬁgure 6.6. Celle-ci illustre le taux de transmission avec
succès des paquets. Le taux mesuré pour le protocole modiﬁé est en tout temps supérieur à celui
observé pour le protocole original.
À la lumière de ces résultats, il faut conclure que l’algorithme préventif basé sur le ﬁltre de
Kalman permet au protocole OLSR d’effectuer de meilleurs choix de route et de prévenir la
perte de lien aﬁn d’améliorer la proactivité du protocole dans le choix d’une route ﬁable. Le
protocole modiﬁé offre ainsi une performance supérieure à sa contrepartie originale.
6.3 Comparaison avec le protocole AODV
Les résultats présentés à la section précédente démontrent clairement une amélioration de la
performance du protocole de routage lorsqu’on lui ajoute l’algorithme préventif. Par contre,
l’ajout de ce même algorithme a mené à des résultats plutôt mitigés, présentés au chapitre 5,
lorsqu’il est appliqué au protocole de routage AODV. Aﬁn de déterminer si l’algorithme permet
un véritable gain de performance lié à la fonction de routage, il est nécessaire de comparer les
deux protocoles de routage étudiés, avant et après l’ajout de l’algorithme préventif.
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Figure 6.7 Nombre d’interruptions par ﬂux
La première métrique de comparaison est le nombre d’interruptions par ﬂux de données qui
montre l’inﬂuence de la congestion sur les performances du réseau (voir ﬁgure 6.7). En faisant
abstraction du protocole OLSR standard pour qui la métrique est inﬂuencée par le fait que le
protocole ne tient aucunement compte de l’état de la sous-couche MAC, on peut déduire que
l’ajout de l’algorithme préventif permet au protocole OLSR de surclasser ses adversaires dans
des conditions de faible congestion. Dans les cas de grande congestion, AODV est affecté par
un moindre nombre d’interruptions dans les deux cas, quoique cet avantage est moindre pour le
protocole AODV modiﬁé.
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Figure 6.8 Durée d’interruptions
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Figure 6.9 Paquets perdus par ﬂux
La seconde métrique concerne les durées d’interruption. La ﬁgure 6.8 illustre celle-ci pour les
quatre protocoles étudiés. Il est possible de constater que dans le cas des deux protocoles modi-
ﬁés avec l’algorithme préventif, la durée d’interruption à laquelle les utilisateurs seront exposés
est généralement réduite. Le graphique n’inclut pas de résultat pour le cas d’OLSR et des scé-
narios à faible congestion à cause d’une valeur hors champ. Toutefois, il a déjà été expliqué à
la section 6.2 que cette anomalie est due au nombre d’interruptions trop faible. Ainsi, une seule
interruption de longue durée faisait augmenter la durée moyenne drastiquement.
Pour démontrer cette dernière afﬁrmation, la ﬁgure 6.9 présente le nombre total de paquets
perdus par ﬂux pour chacun des protocoles. Ce comparatif ne laisse plus place au doute. Le
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Figure 6.10 Taux de livraison
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protocole OLSR, assorti de l’algorithme de prévention de perte de route, offre une meilleure
performance que les autres protocoles étudiés dans le cadre de ce projet et ce, dans tous les cas
de congestion. Pour conﬁrmer ce fait, il est aussi possible de consulter le taux de livraison global
des paquets à la ﬁgure 6.10. Celui-ci est en tout temps supérieur à celui observé pour les autres
protocoles étudiés.
6.4 Retour sur le délai et la gigue
À la section 3.1.5, il avait été posé comme hypothèse que les protocoles de routage n’avaient
qu’un effet limité sur le délai et la gigue mesurée au sein d’un réseau « ad hoc » et que ces mé-
triques n’étaient pas particulièrement appropriées à l’étude de la performance des protocoles de
routage. Pour tenter de prouver cette supposition, il faut s’appuyer sur des données expérimen-
tales. C’est pourquoi après avoir étudié les protocoles de routage AODV et OLSR, originaux
et modiﬁés, à l’aide des métriques d’interruption, une étude du délai et de la gigue doit être
effectuée.
Aﬁn de procéder à cette étude, les déﬁnitions du délai et de la gigue présentées aux sections 3.1.1
et 3.1.2 ont été considérées. Les calculs ont été effectués à partir des mêmes données de simula-
tions qu’aux sections précédentes.
La ﬁgure 6.11 montre que l’hypothèse selon laquelle les protocoles de routage n’ont qu’un effet
limité sur le délai et la gigue, bien que démontrable en théorie, est en partie fausse ; le délai de
transmission observé sur le réseau est différent pour chaque protocole de routage utilisé. Dans
les faits, la congestion a un effet sur le délai de transmission des paquets au sein du réseau.
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Figure 6.11 Délai de transmission
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Or, il a déjà été expliqué au chapitre 5 que la principale raison de l’échec de l’intégration de
l’algorithme préventif au protocole AODV était l’augmentation de la congestion au sein du
réseau. La ﬁgure 3.1 montre sans équivoque que cette augmentation de la congestion provoque
une dégradation importante du délai de transmission mesuré. Par contre, pour des conditions
avec peu de congestion, AODV original ainsi que les protocoles AODV et OLSR modiﬁés avec
l’algorithme préventif présentent un délai de transmission unidirectionnel presque identique,
autour de 2 ms.
Tout comme à la section 6.2, les résultats sont quelque peu étonnants pour le protocole OLSR
standard. Toutefois, ils sont expliqués par le fait que le mécanisme de découverte des voisins est
complètement découplé des couches inférieures, ce qui mène à des pertes massives de paquets
lors d’un changement de route et à la rétention de certains paquets pour de longues périodes dans
les tampons de transmission lorsqu’un lien est perdu et tarde à être retrouvé. Cette période d’at-
tente explique le délai plus important dans les scénarios avec peu de congestion. Le délai moins
important dans les situations de congestion est quant à lui expliqué par les pertes massives de
paquets qui contribuent assurément à désengorger le réseau. Ainsi, la situation est très diffé-
rente pour le protocole OLSR standard, qui offre de toute façon de très pauvres performances en
termes de métriques d’interruption comme il a été démontré précédemment.
Ainsi, l’explication accompagnant la ﬁgure 3.2 ne fait que démontrer que le choix du proto-
cole de routage n’a pas d’effet direct sur le délai de transmission d’un paquet. Par contre, le
choix du protocole peut avoir un effet indirect sur le délai de transmission. En effet, si le pro-
tocole augmente la charge de contrôle du réseau, il augmentera la congestion présente au sein
du réseau. Par conséquent le réseau congestionné aura à son tour une inﬂuence négative sur les
performances de la sous-couche MAC.
Par contre, en ce qui concerne la variation du délai d’un paquet à l’autre, l’hypothèse posée à la
section 3.1.5 semble avoir beaucoup plus de sens. Comme le montre la ﬁgure 6.12, mis à part le
protocole OLSR standard qui se démarque quelque peu des autres, la variation du délai semble
varier de manière très semblable pour tous les protocoles étudiés, ce qui tend à conﬁrmer que
le choix du protocole de routage n’a pas d’effet direct sur la gigue mesurée au sein d’un réseau.
Mieux encore, l’effet indirect causé par la congestion du réseau semble aussi beaucoup plus
limité.
Ainsi, les résultats obtenus au cours de ce chapitre tendent à conﬁrmer que le protocole OLSR
modiﬁé pour inclure un algorithme de prévention de perte de route est le mieux adapté pour
supporter la transmission de la voix (VoIP). Malgré une quantité d’interruptions légèrement su-
périeure en situation de grande congestion, la durée de celles-ci ainsi que le nombre de paquets
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Figure 6.12 Gigue
perdus sont grandement diminués ce qui fait en sorte que le taux de livraison de paquets est
augmenté. Finalement, le délai de transmission et la gigue mesurés sont raisonnables par rap-
port aux autres protocoles étudiés. Ces résultats viennent conﬁrmer l’efﬁcacité de l’algorithme
préventif présenté au chapitre 4, lorsqu’il est utilisé avec le protocole de routage OLSR.
6.5 Mise en contexte des travaux
Ce chapitre a présenté l’intégration de l’algorithme de prévention de perte de route basé sur
le ﬁltre de Kalman au protocole de routage OLSR. Les résultats obtenus pour l’algorithme,
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comparés au protocole OLSR original, sont satisfaisants. Par contre, pour mieux estimer le gain
de performance obtenu par l’algorithme, il faut le comparer aux algorithmes dits « préemptifs »
détaillés dans la littérature et qui ont servi d’inspiration initiale.
Cependant, une telle comparaison s’avère bien difﬁcile. Au chapitre 3, il a été choisi de conduire
ce projet en utilisant des scénarios de simulation et des métriques plus appropriées pour l’étude
des applications de voix sur IP (VoIP). Or, ces métriques n’ont pas été utilisées lors de l’étude
des protocoles « préemptifs » proposés par Goff [Goff et al., 2003], Srinath [Srinath et al., 2002]
et Boukerche [Boukerche et Zhang, 2004]. De plus, l’utilisation de ﬂux à petits paquets vient
complexiﬁer la comparaison d’autant plus car elle engendre une situation de congestion qui ne
se retrouve pas dans ces travaux.
Il est néanmoins possible de comparer sommairement ces travaux en utilisant le taux de livraison
de paquets comme métrique. Comme il a été vu à la section 6.2, cette métrique peut se calculer à
partir de la durée moyenne d’interruption (en nombre de paquets) et du nombre d’interruptions.
Il s’agit donc d’un point possible de comparaison puisque Srinath et Boukerche ont utilisé cette
métrique dans leurs travaux.
La ﬁgure 3 des travaux de Srinath montre que l’application de son algorithme à AODV vient
améliorer ses performances de livraison entre 5 % et 15 % en pourcentage absolu, tout dépendant
du rapport de seuil pour la puissance reçue [Srinath et al., 2002]. Dans le cas de Boukerche,
l’amélioration du taux de livraison ne dépasse pas 1 % en pourcentage absolu [Boukerche et
Zhang, 2004].
Si l’on compare aux données obtenues à la ﬁgure 6.10, l’algorithme de prévention de perte de
route basé sur le ﬁltre de Kalman intégré à OLSR offre une amélioration du taux de livraison
allant jusqu’à 5 % en pourcentage absolu par rapport au protocole AODV original. Par rapport
au protocole OLSR original, cette amélioration atteint même les 30 % en pourcentage absolu.
Il faut garder en mémoire que les conditions de simulation utilisées dans le cadre de ce projet
sont plus sévères que dans les travaux de Srinath et Boukerche. Ainsi, il est possible d’afﬁrmer
que le gain de performance offert par l’algorithme proposé dans cette thèse est avantageusement
comparable à ceux que l’on retrouve dans la littérature pour les autres algorithmes « préemp-
tifs ».
TROISIÈME PARTIE
VALIDATION PAR BANC D’ESSAIS

CHAPITRE 7
CONSTRUCTION DU BANC D’ESSAIS
Lors de la revue de littérature menant à ce projet de recherche, le routeur résidentiel Linksys
WRT54GS avait été envisagé pour la construction d’un banc d’essais (voir section 2.7.2). Le
banc d’essais doit servir à la validation expérimentale des nouveaux développements suggérés
aux protocoles de routage existants. Cette tâche a été accomplie en collaboration avec Monsieur
Cyril Lecouvey, stagiaire au sein de notre groupe de recherche.
Ce chapitre portera sur la conception de ce banc d’essais. La conﬁguration matérielle sera tout
d’abord présentée, pour ensuite faire place à la conﬁguration logicielle.
7.1 Conﬁguration matérielle
Comme il a été mentionné précédemment, le banc d’essais est constitué de routeurs résidentiels
Linksys WRT54GS (voir ﬁgure 7.1). Quatre appareils de ce type ont été acquis pour notre labo-
ratoire. Il s’agit de routeurs offrant un point d’accès sans-ﬁl de type IEEE 802.11g. L’appareil
Figure 7.1 Routeur résidentiel Linksys WRT54GS v1.0
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est basé sur un processeur d’architecture MIPS développé par Broadcom. Son principal avantage
est que son logiciel embarqué est basé sur linux, et son code source est disponible publiquement.
7.1.1 Ajout d’un port série
La première manipulation effectuée sur les routeurs Linksys fut l’ajout d’une série de broches
permettant la connexion à la console sérielle du routeur. Le logiciel embarqué du routeur utilise
cette console pour afﬁcher des messages d’information et d’erreur, ainsi que pour permettre un
accès direct au routeur sans passer par une connexion réseau. Il s’agit d’un outil important pour
les développeurs logiciels travaillant sur ce routeur.
Le port sériel permettant de se connecter à cette console n’est pas utilisable par défaut sur les rou-
teurs Linksys. Il s’agit d’un outil réservé à l’équipe de développement de l’entreprise. Par contre,
le circuit imprimé des routeurs résidentiels contient déjà le circuit permettant de se connecter
au port sériel. Il ne reste donc qu’à ajouter la série de broches nécessaires à la connexion (voir
ﬁgure 7.2).
Entre ce site de connexion et un ordinateur disposant d’un logiciel de communication utilisant
un port série, il faut ajouter un circuit de conversion composé d’une puce MAX233. Ce circuit
permet de relier l’ordinateur au routeur WRT54GS à l’aide d’un câble sériel à connecteurs DB-9
standards.
Figure 7.2 Le WRT54GS mis-à-nu
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Aﬁn de se connecter à la console sérielle, le logiciel de communication doit être conﬁguré pour
communiquer à une vitesse de 115200 bauds, avec des transmissions de 8 bits, sans parité et un
bit de terminaison (8N1).
7.1.2 Banc d’essais mobile
Avec le simple ajout du port série pour aider à la reconﬁguration des routeurs, il est possible de
les utiliser pour faire des tests simples avec IEEE 802.11 et/ou avec les protocoles de routage
« ad hoc » . Par contre, il est difﬁcile de rendre les routeurs mobiles car la portée de leurs
déplacements est limitée par leur alimentation électrique. Aﬁn d’augmenter leur mobilité, il est
possible de les alimenter par batterie.
Selon des mesures, il est possible de tirer un graphe exprimant la consommation des routeurs en
fonction de la tension d’alimentation [Ioannis, 2006]. Cette relation est illustrée à la ﬁgure 7.3.
Ainsi, avec une alimentation de 12 V, un routeurWRT54GS devrait consommer environ 445 mA.
Par contre, ce graphique illustre la consommation du routeur au repos. Selon nos observations,
la consommation du routeur peut augmenter de presque 100 mA lors du démarrage ou lorsque le
processeur traite des informations de manière intensive. Il faut donc prévoir une marge d’environ
20% supplémentaires.
Aﬁn de pouvoir alimenter un routeur qui pourra se déplacer sans restrictions, une batterie de
12 V dotée d’une capacité de 7 Ah a été choisie. Selon les spéciﬁcations de cette batterie, avec
 0
 0.2
 0.4
 0.6
 0.8
 1
 6  8  10  12  14  16
C
ou
ra
nt
 c
on
so
m
m
e 
(A
)
Tension fournie (V)
Figure 7.3 Courant consommé par un WRT54GS v1.0 en fonction de sa tension
d’alimentation [Ioannis, 2006]
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une consommation d’environ 500 mA en moyenne, sa charge serait sufﬁsante pour 10 heures
d’opération.
7.1.3 Banc d’essais ﬁxe
Puisque les simulations de la mobilité des routeurs nécessitent une surface plutôt grande et ne
sont pas réellement précises, il est plus approprié d’essayer de construire un environnement de
tests ﬁxe. Il est possible d’y parvenir à l’aide d’un montage constitué de câbles et d’atténuateurs
de signal.
Tout d’abord, cet environnement ﬁxe a été projeté selon le schéma illustré à la ﬁgure 7.4. Un
seul connecteur d’antenne est utilisé par routeur. L’autre est relié à une charge de terminaison de
50 ohms aﬁn de ne pas émettre librement. Les autres connecteurs d’antenne des routeurs sont
utilisés aﬁn de réaliser un montage triangulaire modélisant le déplacement d’un nœud mobile
par rapport à deux nœuds qui sont ﬁxes entre eux. Le déplacement modélisé est illustré à la
ﬁgure 7.5.
Aﬁn de réaliser ce montage triangulaire, le connecteur d’antenne de chaque routeur est relié à
un diviseur de puissance. Pour les routeurs A et B (voir ﬁgure 7.4), une des sorties de chacun
de leurs diviseurs sont reliées directement ensemble pour modéliser le lien ﬁxe de ces deux
routeurs. Pour le routeur mobile (C), les signaux provenant des deux sorties du diviseur sont
atténués aﬁn de pouvoir simuler la perte de connexion vers les routeurs A et B.
Il est possible de noter sur le schéma de la ﬁgure 7.4 que les câbles provenant du routeur C sont
branchés à des atténuateurs variables, en série avec des atténuateurs ﬁxes. Pour bien modéliser
la perte de connexion, une atténuation de l’ordre de -85 dB est nécessaire. Or, aﬁn d’en arriver à
ce niveau d’atténuation, une combinaison d’atténuateurs ﬁxes et variables a été retenue.
Tout le matériel utilisé pour le banc d’essais est énuméré à l’annexe B. De plus, les principales
composantes sont présentées aux ﬁgures 7.6 à 7.10.
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Figure 7.4 Schéma d’interconnexions projeté du banc de tests
Figure 7.5 Déplacement modélisé par le câblage du banc de tests
Figure 7.6 Adaptateur SMA vers Unidapt, Jonction Unidapt et Adaptateur RP-
TNC vers Unidapt
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Figure 7.7 Atténuateur ﬁxe 40 dB, CC-3 GHz, 1 W
Figure 7.8 Atténuateur variable 0-70 dB, gradué par 10 dB, CC-2 GHz, 2 W
Figure 7.9 Diviseur de puissance, 2 sorties, 2-4 GHz, 5W
Figure 7.10 Charge de terminaison, 50Ω
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7.1.4 Problème de fuites radio
Lors du branchement des routeurs selon le schéma de la ﬁgure 7.4, les premiers essais n’ont pas
été concluants. Même avec une atténuation maximale sur les deux connexions liant le routeur C
aux routeurs A et B, il était possible de communiquer directement avec ceux-ci.
Aﬁn de mieux cerner le problème, un montage réduit, constitué de deux routeurs seulement a
été élaboré (voir ﬁgure 7.11). Ce montage relie deux routeurs, sans diviseur de puissance, par le
biais d’un atténuateur ﬁxe et un atténuateur variable. Encore une fois, il a été impossible d’isoler
totalement les deux routeurs.
Ce phénomène s’explique par le manque d’isolation au niveau du circuit imprimé des routeurs
résidentiels. En effet, ceux-ci ne sont pas conçus de manière à réduire leurs pertes, ni à les isoler
des interférences de leur environnement. Il est possible de constater sur la photo de la ﬁgure 7.2
que de grandes sections de lignes de transmission sont dénudées. Ainsi, les routeurs, lorsqu’ils
sont dans un espace restreint, peuvent communiquer entre eux par ces points non isolés.
L’expérience a été répétée en enfermant les routeurs à l’intérieur de boîtiers en métal. L’essai a
été concluant, car le montage de la ﬁgure 7.11 a permis d’isoler deux routeurs avec une atténua-
tion d’environ -90 dB.
7.1.5 Problème de fuites radio (bis)
Suite à l’ajout des boîtiers métalliques, le montage initial de la ﬁgure 7.4 a été reconstruit. Par
contre, la modélisation de mobilité a échoué une nouvelle fois.
Cette fois, il s’agit d’un problème au niveau de la conception du montage lui-même. En effet,
les diviseurs de puissance utilisés n’ont pas tout à fait le comportement espéré lors de l’injection
Figure 7.11 Schéma d’interconnexion pour deux routeurs
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Figure 7.12 Illustration du problème de fuite dans le plan projeté du banc de tests
d’un signal au niveau de l’une de leur « sortie ». Dans cette situation, il y a fuite de signal
d’environ 20 dB vers l’autre « sortie » du diviseur. Ainsi, comme la branche reliant les routeurs
A et B n’est pas atténuée, ces derniers reçoivent toujours le signal vu par leur voisin ﬁxe, diminué
de cette légère atténuation. Le problème est illustré en pointillés à la ﬁgure 7.12.
Aﬁn de remédier à ce problème, deux modiﬁcations ont été appliquées. Tout d’abord, le schéma
d’interconnexions a été modiﬁé, tel qu’illustré à la ﬁgure 7.13. Les atténuateurs ﬁxes ont été
retirés des branches reliant le routeur C à ses voisins ﬁxes. Par contre, la branche reliant les
routeurs A et B a été modiﬁée pour lui ajouter un des atténuateurs ﬁxes aﬁn d’atténuer l’effet de
la fuite de signaux entre les deux « sorties » des diviseurs de puissance.
En deuxième lieu, la vitesse de transmission des routeurs a été verrouillée à 54 Mbps aﬁn d’aug-
menter le seuil de puissance auquel les transmissions sont intelligibles pour les routeurs. Ainsi,
on réduit le besoin d’atténuation sur une branche pour isoler deux routeurs.
Suite à ces modiﬁcations, le banc d’essais est maintenant fonctionnel et modélise avec des équi-
pements ﬁxes le scénario de mobilité présenté à la ﬁgure 7.5.
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Figure 7.13 Schéma d’interconnexions corrigé
7.2 Conﬁguration logicielle
La section précédente a présenté la conﬁguration matérielle des routeurs Linksys WRT54GS de
l’environnement nécessaire à la constitution d’un banc de tests physique. Il est maintenant temps
de présenter les outils logiciels nécessaires à la bonne marche du banc d’essais.
À la section 2.7.2, le routeur WRT54GS a été présenté. Il a déjà été énoncé que les fabricants du
routeur ont utilisé un noyau de sytème d’exploitation Linux pour développer leur logiciel embar-
qué. Or, les sources de ce logiciel embarqué sont disponibles publiquement. Cette disponibilité
a mené à plusieurs efforts collectifs de développement de logiciels embarqués améliorés pour la
plateforme WRT54G en général. Deux branches de développement en particulier émergent du
lot.
Tout d’abord, il y a la branche de développement de Sveasoft [Sveasoft, 2010], qui est fortement
inspirée du logiciel embarqué de Linksys. Les développeurs de ce groupe ont ajouté plusieurs
fonctionnalités intéressantes qui augmentent le potentiel de ce routeur résidentiel, sans toutefois
en compliquer la conﬁguration. Il est possible de manipuler le comportement de cet équipement
par un site web très semblable à l’interface originale. Par contre, la seconde branche de déve-
loppement, OpenWRT est substantiellement différente. Elle sera présentée à la section suivante.
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7.2.1 OpenWRT
OpenWRT, contrairement à Sveasoft, est un logiciel embarqué dérivé à partir du noyau origi-
nal de Linux [OpenWrt, 2010]. Il est donc entièrement indépendant des sources provenant de
la compagnie Linksys. Il s’agit donc d’une version très épurée de logiciel embarqué pour les
routeurs de type WRT. D’ailleurs, elle est écrite de façon à fonctionner non seulement sur les
routeurs à architecture Broadcom/MIPS (dont font partie les diverses versions du WRT de Link-
sys), mais aussi sur une multitude d’autres plateformes. Ce logiciel embarqué est hautement
conﬁgurable, mais s’adresse à des experts.
Deux branches de développement sont présentement soutenues par ce projet. La principale s’ap-
pelle WhiteRussian et constitue la version stable du logiciel embarqué. L’autre branche est réser-
vée au développement et à l’amélioration du cœur du logiciel embarqué et se nomme Kamikaze.
Pour la construction du banc d’essais, la version RC4 de la branche WhiteRussian a été sélec-
tionnée.
7.2.2 Kismet
Alors que les modules énoncés à la section précédente permettent l’implémentation du banc
d’essais lui-même, il peut être intéressant de pouvoir étudier ce qui se passe au sein du banc
d’essais à l’aide d’un analyseur de réseau. Cette tâche est réservée au logiciel Kismet.
Deux méthodes sont possibles aﬁn d’utiliser le logiciel. Il peut tout d’abord être compilé direc-
tement sur un ordinateur de bureau ou portable. Toutefois, le logiciel nécessite une carte réseau
sans-ﬁl permettant le mode « raw monitoring », ce qui n’est pas commun sur la plupart des cartes
réseau commerciales.
La méthode plus familière est d’utiliser un routeur résidentiel de type WRT pour effectuer la
surveillance du réseau et de traiter les données avec un ordinateur. Cette conﬁguration nécessite
les trois éléments suivants :
- Kismet-drone est un logiciel utilisé sur le routeur résidentiel sous OpenWRT. Il récupère
tous les paquets reçus sur l’interface sans-ﬁl et les redirige vers le serveur qui lui a été
passé en paramètre via l’interface ﬁlaire.
- Kismet-server est utilisé sur un ordinateur sous Linux (ou sous Windows et cygwin).
Il reçoit les informations envoyées par Kismet-drone, les ﬁltre, les sauvegarde dans un
ﬁchier de traces.
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- Kismet-client est utilisé sur un ordinateur qui peut être le même que celui exécutant
Kismet-server. Il reçoit les informations ﬁltrées par Kismet-server et permet de les ob-
server en temps réel. Il est toutefois impossible d’avoir le détail des paquets.
Cette conﬁguration, permet d’observer les principaux champs des entêtes en temps réel. Par
contre, comme il a été spéciﬁé dans l’énumération précédente, le logiciel client de Kismet ne
permet pas d’entrer dans les détails des données reçues. Pour ce faire, il faut ouvrir le ﬁchier
de traces généré par Kismet-server à l’aide du logiciel Ethereal. De cette façon, il est possible
d’analyser en différé tous le détail des données ayant transité sur un canal sans-ﬁl.
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CHAPITRE 8
ESSAIS RÉELS DE L’ALGORITHME
Au chapitre précédent, divers outils pouvant servir à la construction d’un banc d’essais phy-
sique ont été présentés. Entre autres, le routeur résidentiel WRT54GS a été présenté. Plus par-
ticulièrement, ce routeur a pour propriétés de pouvoir agir comme un nœud autonome d’un
réseau « ad hoc » puisqu’il peut manipuler les informations de la troisième couche du mo-
dèle OSI (couche réseau) et d’être facilement modiﬁable puisqu’il utilise une saveur de Linux
comme système d’exploitation. À partir de cet élément, il est donc possible de constituer un
banc d’essais peu coûteux et relativement maniable.
Aﬁn de mettre à l’essai le comportement de l’algorithme de prévention de perte de route, cet
appareil a été utilisé aﬁn de constituer un environnement d’essais. Cette expérience sera pré-
sentée tout au long de ce chapitre. Tout d’abord, les manipulations logicielles effectuées seront
présentées. Par la suite, la mise en place du banc d’essais sera décrite. Pour terminer, les résultats
seront dévoilés et analysés.
8.1 Préparation de l’environnement logiciel
La première étape en vue de cette étude physique de l’algorithme est de préparer les logiciels
nécessaires à l’utilisation du banc d’essais. La principale tâche de préparation consiste à inté-
grer le mécanisme de prévention de perte de route aux routeurs WRT54GS. Cette intégration
a été réalisée en deux étapes qui seront présentées en premier ; tout d’abord, un mécanisme de
surveillance de la sous-couche MAC doit être développé. Par la suite, puisqu’il existe déjà une
réalisation du protocole OLSR pour linux, compatible avec le matériel présent dans les routeurs
WRT54GS, celle-ci sera utilisée. Finalement, on présentera un outil de tests pour le réseau visant
à simuler les conditions d’utilisation particulières de ce projet.
8.1.1 Surveillance de la sous-couche MAC
Tout d’abord, il faut rappeler que l’algorithme de prévention de perte de route présenté au cha-
pitre 4 consiste à surveiller la puissance de signal reçue des nœuds voisins aﬁn d’évaluer la
durée de vie restante d’un lien aﬁn de prendre une décision anticipée lors d’un changement de
route. Ainsi, la seule information nécessaire au bon déroulement du projet consiste à obtenir des
123
124 CHAPITRE 8. ESSAIS RÉELS DE L’ALGORITHME
relevés de puissance reçue de la part de l’interface réseau utilisée. En parallèle à ce mécanisme
de surveillance, un ﬁltre de Kalman pour chaque nœud voisin procède au calcul la durée de vie
restante du lien.
Comme mentionné à la section précédente, ce mécanisme doit être intégré au protocole OLSR
existant pour la plateforme WRT54GS. Dans les faits, le mécanisme de surveillance et de calcul
est un processus à part entière qui communique l’état de chacun des liens au processus OLSR
par le biais d’un tunnel1. Il est permis de se demander pourquoi le mécanisme n’est pas intégré
directement dans le protocole de communication OLSR. Dans les faits, il s’agit d’une décision
quelque peu arbitraire, mais qui tire son fondement des deux principaux arguments qui suivent.
En premier lieu, ce choix s’adapte mieux à l’intégration qui a été faite de l’algorithme dans
le protocole OLSR. Il a été vu au chapitre 6 que le mécanisme d’hystérésis du protocole a
été exploité aﬁn d’utiliser le mécanisme de prévention de perte de route aﬁn de quantiﬁer la
qualité des routes. L’algorithme de choix de route d’OLSR est donc totalement inchangé, seule
la source de son indicateur de qualité est modiﬁé. Ainsi, puisqu’une implémentation existante du
protocole est utilisée, le découplage du mécanisme préventif dans un processus séparé permet de
déverminer le nouveau mécanisme séparément. De plus, cette séparation limite les modiﬁcations
nécessaires au protocole OLSR à des corrections minimes, réduisant du même coup le risque d’y
insérer des erreurs.
Deuxièmement, il existe une multitude de trames de signalisation décrites et utilisées par la
norme IEEE 802.11. Ces trames, bien qu’utiles seulement à la sous-couche MAC, ne sont au-
cunement connues de la couche réseau (IP) et donc du protocole OLSR. Par contre, lors de la
réception d’une telle trame, la puissance de réception peut être lue par l’interface réseau et donc
amener de l’information supplémentaire au ﬁltre de Kalman. Or, plus d’information sur la puis-
sance permet au ﬁltre de converger plus rapidement et d’éliminer plus facilement le bruit. Même
si ces trames sont utiles au mécanisme préventif, avoir à traiter une surchage de trames nuirait
au fonctionnement propre du protocole OLSR et pourrait réduire les performances de la com-
posante logicielle. Ainsi, l’encapsulation du mécanisme de prévention de perte de route dans un
processus distinct permet de ne pas alourdir la tâche du protocole OLSR, tout en permettant la
surveillance de trames qui n’ont aucun intérêt pour la couche réseau. Le mécanisme se trouve
donc à faire le pont entre cette dernière et la sous-couche MAC.
L’application Kalsniff vient répondre à ce besoin. Le code source de l’application est détaillé à
l’annexe D. Ce logiciel en charge de la surveillance de la puissance reçue a trois tâches princi-
pales : lire la puissance reçue de chacun des nœuds voisins, effectuer l’évaluation de la qualité
1Un tunnel (ou « pipe » en anglais) est une méthode de communication inter-processus dans les systèmes
d’exploitation de type Unix
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du lien à l’aide du ﬁltre de Kalman et ﬁnalement, transmettre le résultat de cette évaluation dans
le tunnel vers le protocole de routage OLSR.
La première de ces tâches est exécutée grâce à l’utilisation de deux dispositifs existant sous le
système d’exploitation OpenWRT. Premièrement, le système permet à l’administrateur du point
d’accès de conﬁgurer l’interface réseau sans-ﬁl en mode moniteur brut2 [OpenWrt, 2010]. C’est
d’ailleurs cette fonctionnalité qu’exploite l’utilitaire Kismet, un analyseur de paquets réseau dé-
crit à la section 7.2.2. Ce mode d’utilisation crée, du point de vue du système d’exploitation, une
interface réseau supplémentaire. Tout paquet transitant par l’interface sans-ﬁl peut être accédé
par cette interface et assorti d’une entête comprenant des informations supplémentaires dont la
puissance du signal reçu, le bruit de fond du canal, la longueur de trame, etc.
Le second dispositif est une librairie nommée libpcap. Il s’agit d’une librairie dédiée à la capture
de paquets sur les interfaces réseau de bas niveau [The libpcap project, 2010]. Cette librairie est
disponible pour de multiples systèmes, dont linux et plus particulièrement OpenWRT. Dans le
contexte de l’application Kalsniff, l’utilisation de libpcap permet de capturer tous les paquets
transitant sur l’interface réseau supplémentaire décrite au paragraphe précédent. Lorsqu’un pa-
quet est capturé, la librairie rappelle la fonction de réception de paquet qui lui a été déléguée.
Dans cette fonction, il est possible d’extraire l’adresse matérielle (adresse MAC de 6 octets)
ainsi que la puissance reçue du paquet qui a été passée en paramètre.
La seconde tâche de l’application consiste à utiliser l’information recueillie par le processus
décrit précédemment pour mettre à jour le ﬁltre de Kalman et calculer la qualité de lien qui sera
fournie au protocole OLSR. Cette tâche correspond intégralement au mécanisme qui a déjà été
décrit au chapitre 4 et intégré à OLSR au chapitre 6. Il n’est donc pas nécessaire d’élaborer
davantage sur le sujet.
En troisième et dernier lieu, pour chaque nouvelle valeur de qualité de lien calculée, l’application
envoie l’information sur un tunnel sous forme d’une structure de données contenant la paire
d’informations suivante : l’adresse matérielle (MAC) du nœud voisin concerné et le niveau de
qualité du lien sous forme d’un nombre réel compris dans l’intervalle [0, 1].
Aﬁn de déverminer le comportement de cette application avant de l’intégrer au protocole OLSR
directement, un autre logiciel simple a été développé pour lire le ﬂux de données sortant du
tunnel système. Cette application nommée Kalreader ne fait que lire les structures de données
(décrites au paragraphe précédent) et afﬁcher les résultats en utilisant une ligne par paire reçue
d’adresse matérielle et de valeur de qualité reçue. Il est ainsi possible de valider la valeur de
la qualité associée à un lien en fonction de la puissance de réception entre deux nœuds. Bien
2De l’anglais « raw monitoring »
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sûr, il ne s’agit que d’un utilitaire aidant au développement qui n’est pas nécessaire dans le
fonctionnement normal du banc d’essais.
8.1.2 Intégration à OLSR
Après avoir développé l’utilitaire kalsniff, présenté à la section précédente, il ne reste qu’à in-
tégrer la qualité de lien qu’il mesure pour chacun des nœuds voisins au mécanisme d’hystérésis
du protocole OLSR. Ces modiﬁcations sont tout de même minimes, comme il est possible de le
constater à l’annexe E.
Quelques modiﬁcations doivent être effectuées pour adapter le logiciel actuel au nouveau mé-
canisme. Tout d’abord, le ﬁchier de conﬁguration du protocole de routage OLSR est modiﬁé
aﬁn d’inclure des paramètres à propos de l’outil de surveillance du réseau (voir les sections E.4
à E.7). En deuxième lieu, le mécanisme habituel d’hystérésis, qui est mis à jour lors de la ré-
ception correcte d’un paquet et lors de l’expiration d’un délai de réception, est désactivé pour
les cas où l’outil de surveillance du réseau est conﬁguré (voir les sections E.8 à E.11). Finale-
ment, l’adresse matérielle a été ajoutée dans la table de description des nœuds voisins : en temps
normal OLSR, étant un protocole de routage, ne connaît que les adresses réseau (IP) des autres
éléments du réseau. Par contre, notre mécanisme préventif effectue ses calculs sur les trames de
la sous-couche MAC aﬁn de disposer du plus grand volume d’information possible et identiﬁe
donc les voisins par leur adresse matérielle. C’est pourquoi cet ajout, présenté aux sections E.12
et E.13, est nécessaire.
Finalement, puisque la qualité des liens de communication vers les nœuds voisins ne dépend
plus de l’algorithme par défaut d’OLSR, il faut aussi ajouter un mécanisme de démarrage du
programme de surveillance du réseau, ainsi qu’un service de lecture des données à propos de
la qualité de lien qu’il évalue pour chacun des nœuds voisins. Cette information est lue à par-
tir du tunnel système qui a été créé par kalsniff. Cet ajout est détaillé aux sections E.1 et E.2.
Après avoir démarré l’outil de surveillance, le service de lecture est inscrit dans la cédule d’exé-
cution du protocole et sera appelé selon un intervalle de lecture qui apparaît dans le ﬁchier de
conﬁguration.
Après ces modiﬁcations, le protocole OLSR intègre le mécanisme de prévention de perte de
route en vue de son utilisation dans un environnement linux et il devient possible d’en faire
l’évaluation sur un banc d’essais réel.
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8.1.3 PingUtil
Après avoir intégré la solution de prévention de perte de route au protocole OLSR fonctionnant
sur les routeurs WRT54GS, il fallait développer une méthode de mesure des performances du
réseau. La principale contrainte concernant les tests était d’avoir des conditions d’utilisation
semblables à celles qui prévalent dans le domaine de la téléphonie IP.
Bien sûr, il aurait été possible d’utiliser un ﬂux VoIP pour effectuer les tests. Néanmoins, cette
solution aurait nécessité l’utilisation d’outils d’analyse du ﬂux de données. De plus, étant donné
la diversité de solutions disponibles dans ce domaine, l’obtention de résultats tangibles et faciles
à analyser aurait été d’autant plus complexe. Certaines spéciﬁcités d’implémentation auraient
aussi pu venir polluer les données recueillies.
Or, pour reproduire les conditions d’utilisation, il est possible de modéliser le comportement des
logiciels utilisés plutôt que de les utiliser directement. C’est d’ailleurs une telle solution qui a
été décrite à la section 3.2 lors des premières simulations à l’aide de NS-2 ; l’utilisation d’un
ﬂux à débit constant (CBR) contenant de petits paquets transmis avec un intervalle court peut
imiter le transport de la voix sur IP.
Une seconde contrainte de test est induite par l’environnement qui est propre aux réseaux
« ad hoc » . Étant donné la nature dynamique de tels réseaux, l’utilisation d’un banc d’essai
traditionnel serait relativement complexe. Traditionnellement, les architectures de tests pour les
réseaux et/ou les composantes réseau sont constituées d’un testeur, d’un canal de communica-
tion et d’une implémentation à tester [Holzmann, 1991]. À partir de cette simple prémisse, il est
possible de créer tout un lot d’architectures différentes, tout dépendant si l’on désire tester un
protocole correspondant à une couche réseau particulière ou une suite de protocoles ou encore si
l’on désire faire les tests localement ou de manière répartie. D’ailleurs, depuis bien des années
déjà des procédures de tests ainsi que des architectures normalisées ont été proposées par l’OSI
Figure 8.1 Architecture de tests proposée par Rayner [Rayner, 1987]
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aﬁn d’encadrer les tests de conformité des protocoles [Rayner, 1987]. Une des architectures
proposées est illustrée à la ﬁgure 8.1. L’architecture comprend un testeur supérieur, qui injecte
des données dans l’unité à tester, ainsi qu’un testeur inférieur qui vériﬁe si les données injectées
dans le service par l’unité à tester sont conformes. Les deux testeurs sont liés par un moyen de
communication tiers aﬁn de se coordonner.
Toutefois, les architectures de test proposées dans ces travaux visent à vériﬁer le comportement
détaillé d’une couche réseau (par exemple, l’encodage des données, le format de paquet, l’inté-
grité des données, etc). Les testeurs sont installés à des niveaux de couche réseau différents. De
telles vériﬁcations semblent superﬂues dans le contexte de ce projet de recherche. L’analyse de
la performance de l’algorithme proposé lors de ce projet de recherche présenté dans la deuxième
partie de cette thèse s’est basé sur les métriques de délai de transmission, la gigue, le nombre
d’interruptions ainsi que leur durée, telles que présentées à la section 3.1. De plus, l’environne-
ment à tester est hautement dynamique et les unités à tester seront en déplacement ; ainsi, il est
impossible d’utiliser un lien tiers pour coordonner deux testeurs.
Puisque le but des essais est de déterminer si une route est disponible et si son délai de trans-
mission est raisonnable, une architecture de test simpliﬁée a été utilisée, telle qu’illustrée à la
ﬁgure 8.2. Le testeur source est chargé d’envoyer des paquets comparables à ceux d’un ﬂux VoIP
à un testeur destination embarqué sur un nœud du réseau « ad hoc » . Ce dernier serait à son
tour responsable de renvoyer des paquets de la même forme au testeur source. Cette modélisa-
tion représente bien le ﬂux bidirectionnel d’une conversation sur un réseau IP. Si la route était
perdue dans un sens comme dans l’autre, le testeur source en prendrait connaissance, bien qu’il
ne puisse identiﬁer la direction dans laquelle la perte de paquet est survenue. Néanmoins, peu
importe la direction d’occurrence, une perte de paquet signiﬁe une interruption dans la conver-
sation entre deux interlocuteurs.
Figure 8.2 Architecture de tests simpliﬁée pour les réseaux « ad hoc »
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Bref, deux contraintes s’imposent, soit celle de générer des conditions d’utilisation semblables
à celle de la voix sur IP, ainsi que celle concernant l’environnement dynamique du réseau
« ad hoc » qui complique la tâche de déployer une infrastructure de test. De ces contraintes
est née l’idée d’un petit utilitaire de tests léger permettant de simpliﬁer l’architecture de tests
utilisée ainsi que de minimiser les manipulations nécessaires à ces tests. La ﬁgure 8.2 suggé-
rait une architecture de tests dirigée par le testeur source et ne nécessitait comme seule habilité
pour le testeur destination de retourner des paquets. Fort heureusement, il existe déjà sur tout ré-
seau IP un mécanisme de diagnostic et de mesure ayant ce comportement. Il s’agit du protocole
ICMP3 qui comporte une fonction « ping ». Lorsqu’un hôte reçoit un paquet de type « ping », il
retourne intégralement son contenu et son numéro de séquence à l’hôte émetteur. Cette fonction-
nalité est présente dans tous les dispositifs pouvant se connecter à un réseau IP. Ainsi, n’importe
quel nœud du réseau « ad hoc » pourra servir de testeur destination.
Pour ce qui est du testeur source, la tâche est un peu plus compliquée. La plupart des applications
permettant d’envoyer un « ping » sont relativement simples et ne permettent de faire transiter sur
le réseau qu’un seul paquet à la fois. La ﬁgure 8.3 montre un tel comportement : en (a), un nœud
émet tout d’abord un paquet ayant un numéro de séquence qu’il a désigné. En (b), le destinataire
lui retourne une copie identique du paquet contenant le même numéro de séquence. Ainsi, lors
de la perte d’un paquet, le délai de détection d’un échec dépend d’un temporisateur et l’envoi
du paquet suivant sera retardé par ce temporisateur. Ce mécanisme est sufﬁsant pour tester la
connexion entre deux hôtes dans la majorité des cas.
Toutefois, dans le cas qui nous occupe, il doit être possible d’envoyer à intervalles réguliers des
paquets ICMP de petite taille et d’effectuer en parallèle la réception de paquets devant conﬁrmer
la présence d’une route. Cette application est clairement plus complexe car elle nécessite deux
ﬁls d’exécution, un pour l’émission périodique et l’autre pour la réception. Potentiellement,
plusieurs paquets ICMP seront envoyés et transiteront sur le réseau avant que la réponse du
destinataire n’ait le temps de revenir à la source, comme illustré à la ﬁgure 8.4. Ce comportement
(a) (b)
Figure 8.3 Fonctionnement d’un « ping »en ICMP. (a) Aller. (b) Retour
3Internet Control Message Protocol
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Figure 8.4 Utilisation d’ICMP pour imiter le comportement d’un ﬂux à débit
constant
imite bien la situation que l’on peut observer sur un réseau où transitent des données vocales. Un
ﬂux à débit constant constitué de petits paquets envoyés à court intervalle pourra être observé.
La décision de créer un outil de diagnostic réseau sur mesure est donc justiﬁée par le fait que les
outils traditionnels traitant les paquets ICMP ne répondent pas au besoin illustré à la ﬁgure 8.4.
L’application PingUtil a été conçue dans cet esprit. Étant donné que l’application devait être
développée en un court laps de temps, qu’elle nécessitait une performance raisonnable aﬁn de
ne pas créer de biais dans les mesures et qu’elle nécessitait une architecture à ﬁls d’exécution
multiples, celle-ci a été développée en C#, à l’aide de la technologie .NET de Microsoft et son
code source est présenté à l’annexe C.
L’application PingUtil est constituée d’une page de conﬁguration qui est présentée à la ﬁgure 8.5.
Il est possible dans cette page de choisir la taille de paquet ICMP à envoyer, l’adresse de desti-
nation du ﬂux de paquets et l’intervalle d’envoi de ces derniers. Ces paramètres permettent de
modéliser n’importe quel type de ﬂux de données à débit constant, que ce soit un ﬂux de gros
paquets envoyés à intervalle long ou, dans le cas qui nous occupe, de petits paquets à intervalle
plus courts.
Figure 8.5 Page de conﬁguration de PingUtil
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Les autres paramètres concernent le calcul des métriques de réseau. Premièrement, un paramètre
sert à déﬁnir un temporisateur pour le délai de réception des paquets. Si un paquet de réponse
n’est pas reçu dans l’intervalle déﬁni, le paquet est considéré perdu. Le second paramètre lié aux
métriques concerne l’intervalle de mise à jour des statistiques. Finalement, un dernier paramètre
représente la longueur de la fenêtre de calcul des statistiques, qui sont ﬁltrées à l’aide d’une
moyenne à fenêtre glissante.
Lorsque l’application est conﬁgurée et démarrée, à l’aide du bouton « Start ! », seule la page de
trace d’événements devient accessible (voir ﬁgure 8.6). Cette page n’est pas vraiment utile pour
récolter de l’information à propos du banc d’essai, mais fut nécessaire au déverminage de l’ap-
plication. L’information à propos de chaque paquet reçu et envoyé y est consignée, incluant le
délai aller-retour du paquet, le numéro de séquence ainsi que la durée de vie de ce dernier. Cer-
taines autres informations, telles le temps nécessaire à la mise à jour des statistiques et le temps
nécessaire à la gestion des paquets en attente sont également afﬁchées. Il est aussi possible de
remarquer sur cette page que la précision du temps mesuré est inférieure à 1 ms. Normalement,
l’utilisation de l’horloge dans un environnement Microsoft Windows ne permet qu’une précision
de l’ordre de 15 ms. Par contre, l’architecture .NET inclut une classe nommée Stopwatch qui
permet des mesures de haute résolution, bien inférieures à 1 ms, ce qui est largement sufﬁsant
pour cette application.
Lorsque le mécanisme de test est arrêté, à l’aide du bouton « Stop », les autres onglets de
l’application deviennent alors accessibles. Ceux-ci montrent les différentes métriques mesurées
par l’application. Tout d’abord, le délai de transmission aller-retour des paquets peut être vu sur
le graphique montré à la ﬁgure 8.7a. Cette mesure représente la même métrique qui est donnée
couramment par tous les outils de "ping".
Figure 8.6 Trace des événements enregistrés par PingUtil
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Ensuite, l’application propose une métrique de gigue, présentée à la ﬁgure 8.7b, qui représente
la variation moyenne de ce délai d’un paquet à l’autre. Cette métrique peut être assimilée à
l’écart-type sur les délais de transmission. Dans l’exemple montré, il est possible de constater à
la ﬁgure 8.7a qu’autour de la sixième seconde du test, le délai a augmenté de manière prononcée
pour un certain temps, réﬂétant par le fait même une condition variable au sein du réseau. Cette
variation dans le délai de transmission peut être vue au même moment dans la métrique de
gigue à la ﬁgure 8.7b, illustrant qu’un ou des paquets ont momentanément pris un temps de
transmission irrégulier.
Une des métriques les plus intéressantes est montrée à la ﬁgure 8.7c. Celle-ci représente le taux
de paquets reçus, soit le rapport entre le nombre de paquets ayant complété l’aller-retour entre
les deux hôtes réseau et le nombre de paquets total envoyés par l’application. Tout paquet qui
n’est pas reçu après l’expiration du délai de réception, mesuré à partir de l’envoi du paquet, est
considéré perdu et vient ainsi réduire la valeur de cette métrique. Dans la ﬁgure 8.7c, le taux
afﬁché est de 100 % ; ceci n’est pas surprenant, étant donné que le test de l’application a été
effectué sur un réseau local ﬁlaire, où la perte de paquets est très rare.
Finalement, la dernière métrique, représentée à la ﬁgure 8.7d, indique la durée de vie du paquet
de réponse ICMP lorsqu’il est reçu par l’application. À première vue, cette métrique suscite
bien peu d’intérêt car elle n’a pas de lien direct avec la performance du réseau. Par contre,
elle peut être très utile pour comprendre où et quand surviennent les transitions de route lors
d’un déplacement dans le contexte où l’on veut effectuer des mesures concrètes sur un réseau
« ad hoc » . Le champ TTL du paquet ICMP a généralement une valeur de 64 à l’origine du
paquet. Or, lorsqu’un paquet est routé le dispositif de routage doit réduire cette valeur de 1, sauf
en cas d’exception4. Typiquement, ce mécanisme permet d’éviter de saturer un lien réseau dans
un cas où il existerait une boucle de routage et que la destination désirée n’est pas accessible à
partir de cette boucle. Ainsi, tout paquet ne peut transiter plus de 64 fois sur le réseau, après quoi
il expirera. Puisque ce comportement est généralisé sur les réseaux IP, lorsque le champ TTL
indique une valeur de 64, on peut généralement considérer que le paquet a été reçu sans routage
au sein du même sous-réseau. Dans le même ordre d’idées, on peut compter un nœud de routage
supplémentaire pour chaque diminution dans cette valeur. Ainsi, cette métrique permettra de
valider les conditions du réseau lors d’événements survenant dans les autres métriques.
L’application PingUtil comporte une dernière page d’information. L’illustration de la ﬁgure 8.8
dévoile une page résumant toutes les données recueillies lors de l’exécution, sous forme de ta-
4Il existe des cas où il peut être désirable qu’un routeur ne réduise pas le TTL, ou même, qu’il le ramène à sa
valeur d’initialisation. Par exemple, lorsqu’un paquet provient d’un hôte situé derrière un dispositif de traduction
d’adresse (NAT) et que l’on veut cacher au fournisseur de service l’existence de ce dispositif.
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Figure 8.8 Tableau résumant les métriques recueillies par PingUtil
bleau. Ainsi, il est possible de récupérer l’information relative à toutes les métriques aﬁn de la
présenter sous forme graphique sans avoir à utiliser des saisies d’écran de l’application. Cette
fonctionnalité n’est donc qu’une représentation alternative des autres pages présentées à la ﬁ-
gure 8.7 qui permettra de faciliter l’analyse des données qui seront recueillies lors des tests
décrits dans les sections suivantes.
8.2 Environnement matériel utilisé
Une fois tous les éléments logiciels nécessaires en place, il importe de déﬁnir l’environnement
matériel dans lequel les essais seront effectués. La préparation effectuée sur les nœuds sera
détaillée au cours de cette section. Mais tout d’abord, le lieu d’essai choisi sera présenté.
8.2.1 Emplacement des essais
Les sections 7.1.3 et suivantes ont décrit la construction d’un banc d’essais ﬁxes destiné à l’éva-
luation des protocoles de routage « ad hoc » . Bien que ce dernier fut utile lors du développement
de l’algorithme, il est peu pratique pour tenter d’évaluer l’algorithme prédictif qui a été déve-
loppé dans le cadre de ce projet ; puisque la puissance du signal est ajustée à l’aide d’atténuateurs
variables par incréments de 10 dB, la variation de puissance n’est pas ﬂuide, ce qui cause des
ennuis au ﬁltre de Kalman utilisé dans le mécanisme. Bien que des transitions abruptes puissent
survenir dans le cadre de l’utilisation d’un réseau « ad hoc » mobile, lors du passage derrière un
obstacle par exemple, celles-ci sortent du cadre de ce projet.
Aﬁn de mieux se coller à la réalité d’utilisation, le banc de test avec des nœuds mobiles a été
utilisé. Puisque quatre routeurs étaient disponibles pour l’expérience, trois d’entre eux étaient
ﬁxes et un seul mobile. Aﬁn de se protéger d’éventuelles intempéries, ces essais ont été réalisés
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Figure 8.9 Vue ouverte en 3D (non à l’échelle) des tunnels de l’Université de Sher-
brooke utilisés lors des essais
Tableau 8.1 Distances approximatives entre les nœuds du banc d’essai
Nœuds Distance (m)
A et B 65
B et C 60
dans les tunnels de l’Université de Sherbrooke au mois de juin 2008. Les tunnels reliant la
Faculté de Génie à l’École de Musique ont été utilisés. La ﬁgure 8.9 montre une vue ouverte en
3D des tunnels utilisés pour les essais. Les points A, B et C montrent l’emplacement des trois
routeurs ﬁxes installés pour l’expérience, tandis que les points 1 et 2 montrent les extrémités du
parcours emprunté par le routeur mobile. Le tableau 8.1 mentionne les distances approximatives
mesurées entre les points d’accès ﬁxes lors de l’expérience.
8.2.2 Préparation des nœuds ﬁxes
Suite au choix de l’environnement décrit à la section précédente, les nœuds ﬁxes (identiﬁés par
A, B et C sur la ﬁgure 8.9) ont été préparés. Matériellement, ces nœuds sont constitués d’un
routeur WRT54GS connecté à une batterie pouvant lui fournir une puissance sufﬁsante pour
opérer pendant l’expérimentation. Un exemple de nœud tel qu’utilisé lors de l’expérimentation
est montré à la ﬁgure 8.10.
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Figure 8.10 Nœud ﬁxe comprenant un routeur WRT54GS et une batterie
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D’un point de vue logiciel, les routeurs utilisent OpenWRT (voir section 7.2.1) et le protocole
de routage OLSR modiﬁé décrit à la section 8.1.2, ce dernier permettant l’activation et la désac-
tivation du mécanisme de prévention de perte de route. Au cours de l’expérience, les routeurs
ﬁxes ne serviront qu’à relayer des paquets IP et/ou répondre à des requêtes ICMP émises par
l’utilitaire PingUtil. Seule leur interface sans-ﬁl est donc conﬁgurée.
8.2.3 Préparation du nœud mobile
Matériellement, le nœud mobile mentionné à la section 8.2.1 est en grande partie similaire aux
nœuds décrits précédemment. Il est aussi composé d’une batterie et d’un routeur WRT54GS. À
cela s’ajoute un ordinateur portable. Finalement, le tout est disposé sur un chariot. Un exemple
du nœud mobile en opération est montré à la ﬁgure 8.11.
En termes de conﬁguration logicielle, il y a une légère différence. L’interface de réseau local du
routeur est aussi conﬁgurée aﬁn de pouvoir relayer des paquets provenant de l’ordinateur por-
table vers le réseau sans-ﬁl. Ainsi, il est possible d’utiliser l’application PingUtil pour envoyer
des paquets ICMP vers n’importe lequel des routeurs du réseau « ad hoc » mobile.
8.3 Récolte des résultats
À l’aide de l’installation décrite aux trois sections précédentes, il est possible d’étudier le com-
portement de l’algorithme de prévention de perte de route dans un environnement réel. Pour ce
faire, l’application PingUtil a été utilisée depuis l’ordinateur portable aﬁn d’envoyer des paquets
ICMP à l’un des trois nœuds ﬁxes pendant que le chariot était en mouvement.
Différents scénarios ont été utilisés lors de l’expérimentation. Le tableau 8.2 montre les diffé-
rentes conditions qui ont fait l’objet d’essais. Au total, 12 scénarios ont donc été utilisés pour
mesurer le comportement de l’algorithme prédictif.
Tableau 8.2 Variables d’expérimentation sur le banc d’essais
Variable Valeurs possibles
Destination ICMP Nœud ﬁxe A, B ou C
Sens de mouvement 1 vers 2, 2 vers 1
Algorithme prédictif Activé ou désactivé
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Figure 8.11 Nœud mobile lors du passage à proximité du nœud ﬁxe B
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Pour chacun des scénarios, l’acquisition des données s’est déroulée avec les étapes de manipu-
lation suivantes :
1. Conﬁguration de l’outil PingUtil pour la destination choisie
2. Lancement de l’acquisition de l’outil PingUtil
3. Mise en mouvement du nœud mobile, à une vitesse approximative de 1 m/s
4. Arrêt du nœud mobile à la ﬁn du tracé
5. Arrêt de l’acquisition de l’outil PingUtil
6. Sauvegarde des données récupérées
L’annexe F contient douze ﬁgures montrant les résultats mesurés par l’outil PingUtil lors de
l’expérimentation avec le banc d’essais.
8.4 Étude des résultats
Aﬁn de valider l’efﬁcacité de l’algorithme, il convient de réutiliser les quatre métriques déﬁnies
à la section 3.1, soit la durée et la fréquence des interruptions ainsi que le délai et la gigue.
En ce qui concerne le délai et la gigue, mesurés directement par l’application PingUtil, les
résultats mentionnés ci-haut et montrés à l’annexe F, n’apportent pas une preuve évidente de
la supériorité du protocole OLSR incorporant l’algorithme de prévention de perte de route. En
effet, le délai et la gigue mesurés sont en moyenne comparables dans tous les scénarios essayés.
Cette dernière oscille entre 5 et 10 ms si l’on exclut les pics exceptionnels, dus à des pertes de
route de longue durée.
Ces résultats diffèrent en partie des observations soulignées à la section 6.4, où le protocole
OLSR montrait un délai de transmission supérieur dans les cas de faible congestion, ce qui
correspond au cas typique du banc d’essais. Il faut toutefois noter que les simulations effectuées
impliquaient le déplacement de tous les nœuds du réseau, contrairement au banc d’essai qui teste
la mobilité d’un seul nœud.
Les données brutes recueillies par PingUtil ne contiennent pas d’information à propos des deux
métriques concernant les interruptions. Toutefois, puisque l’utilitaire garde une trace de tous
les paquets envoyés et de leur réponse correspondante, il est possible d’effectuer une analyse
post-mortem de ces données. Aﬁn d’obtenir en bout de ligne les métriques désirées, trois types
de données ont été comptabilisées : le nombre d’interruptions, la durée totale d’interruption et
ﬁnalement la durée du scénario d’expérimentation. Cette dernière variable est essentielle car
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Tableau 8.3 Données sur les interruptions observées avec le banc d’essais pour
chaque scénario
Scénario Interruptions Durée d’essai
(s)Destination Sens Algorithme Nombre Durée totale (s)
A 1 → 2 Actif 11 33,768 103,111
B 1 → 2 Actif 14 45,921 182,189
C 1 → 2 Actif 8 43,362 131,584
A 2 → 1 Actif 9 72,143 109,866
B 2 → 1 Actif 9 42,735 128,023
C 2 → 1 Actif 7 49,414 192,789
A 1 → 2 Inactif 16 63,163 155,079
B 1 → 2 Inactif 14 43,406 146,687
C 1 → 2 Inactif 13 59,838 178,165
A 2 → 1 Inactif 22 92,76 184,622
B 2 → 1 Inactif 28 75,394 170,663
C 2 → 1 Inactif 21 92,696 178,547
contrairement aux simulations des chapitres 3, 5 et 6 qui étaient toujours effectuées pour une
période de 200 s, les essais réels ont une durée qui varie du fait de la vitesse approximative de
déplacement du nœud mobile, ce dernier étant mû par propulsion humaine.
Les données décrites ci-haut apparaissent au tableau 8.3. Une fois ces données amassées pour
chacun des scénarios de test, il est possible de compiler un comparatif global entre les essais
réalisés avec l’algorithme de prévention de perte de route et ceux réalisés sans. Cette compilation
est montrée au tableau 8.4.
Ce sommaire donne une idée générale de l’effet du mécanisme de prévention de perte de route
appliqué au protocole OLSR. Il est clair que les interruptions sont moins fréquentes lorsque
le mécanisme prédictif est activé, que l’on observe la quantité totale d’interruptions survenues
ou sa fréquence normalisée par la durée totale des séquences d’expérimentation. La fréquence
d’interruptions à survenir lorsque le mécanisme est activé est environ 36% moindre.
En revanche, la durée moyenne de ces interruptions est plus grande lorsque le mécanisme est
actif que lorsque le protocole OLSR original est utilisé. Le même phénomène avait été observé
lors de l’analyse des simulations (voir section 6.2). Néanmoins, comme en simulation, si l’on
Tableau 8.4 Métriques calculées pour le banc d’essai
Algorithme Scénario InterruptionsDurée Vitesse Nombre Durée totale Fréquence Durée moyenne
Actif 808,336 s 1,33 m/s 53 287,343 s 0,0718 s−1 4,954 s
Inactif 1013,763 s 1,07 m/s 114 427,257 s 0,1125 s−1 3,748 s
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compare la durée totale d’interruption (ou le produit du nombre d’interruptions par la durée
moyenne d’interruption), les scénarios avec l’algorithme actif ont l’avantage ; après normalisa-
tion pour une même durée totale de scénario, la durée totale d’interruption est environ 16 %
moindre lorsque l’algorithme est actif.
Pour expliquer la durée moyenne d’interruption plus importante, il est possible de jeter un regard
attentif aux graphiques de l’annexe F illustrant l’évolution du TTL des paquets ICMP reçus.
Lorsque l’algorithme est désactivé, le protocole tend à conserver ses routes plus longtemps,
malgré une puissance de réception réduite. Un exemple ﬂagrant de ce phénomène peut être
observé à la ﬁgure F.6 où la métrique TTL ne varie jamais lorsque la communication s’effectue.
Lorsque le nœud mobile est aux extrémités du parcours de simulation, le risque de perte de
courtes séquences de paquets est beaucoup plus grand que lorsque l’algorithme est inactif. Dans
le cas où l’algorithme est actif, le protocole préfère choisir une route plus longue avec une
meilleure qualité, éliminant ce type de perte de paquet de courte durée.
L’autre type de perte de paquet, provoquée par les interférences ou par les faiblesses de la norme
IEEE 802.11, soulignées au chapitre 3, mène à la perte de route sur une durée plus longue et
affecte autant le réseau dans les deux cas d’utilisation. C’est donc pourquoi la durée moyenne
des temps d’interruption est plus grande avec l’algorithme que sans lui.
Les résultats mettent aussi en lumière une lacune du banc d’essais tel qu’il a été conçu. En
raison du nombre limité de points d’accès disponible, le banc d’essai ne contient qu’une route
possible pour véhiculer les paquets, sans possibilité de redondance. Donc, l’évaluation erronée
de la qualité d’un lien mène automatiquement à une perte de route et donc à une interruption.
Or, étant donné les faiblesses de IEEE 802.11, il est prévisible que de telles situations puissent
se produire. Ainsi, aﬁn qu’un réseau « ad hoc » mobile soit utilisable, un nœud doit toujours
disposer de plusieurs options de routes différentes. Cet état de fait vient complexiﬁer grandement
la tâche de monter un banc d’essai réaliste.
Malgré cette constatation, les résultats obtenus tendent à indiquer que l’algorithme de prévention
de perte de route viendrait améliorer l’expérience d’un utilisateur VoIP transitant par un réseau
« ad hoc » mobile. Par contre, l’algorithme de prévention de perte de route ne pourra pas sufﬁre
à rendre agréable l’expérience d’un utilisateur de téléphonie IP ; l’expérience met en évidence
les lacunes de IEEE 802.11 lors de l’utilisation dans un contexte « ad hoc » .
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De la même façon que l’électricité, la radio et la télévision l’ont fait autrefois, l’ubiquité des
communications fait désormais partie de nos vies et une majorité d’entre nous ne pourrait plus
s’en passer. Cette omniprésence a toutefois un coût ; les fournisseurs d’accès doivent déployer
des infrastructures complexes et coûteuses aﬁn de répondre à la demande sans cesse grandissante
de leurs clients.
Dans ce contexte, le concept de réseau « ad hoc » mobile viendrait réduire, probablement sans
l’éliminer, le besoin pour les infrastructures ﬁxes. De plus, les technologies « ad hoc » consti-
tuent une excellente alternative pour les cas où un déploiement rapide d’un réseau de communi-
cation est nécessaire, par exemple lors d’une opération de sauvetage, d’une intervention militaire
ou tout simplement lors d’un événement public.
Néanmoins, ces technologies ne sont pas encore tout à fait au point et montrent encore des la-
cunes, en particulier en ce qui concerne les applications multimédias. C’est dans cette optique
que ce projet de recherche fut lancé. L’objectif principal était de mieux supporter ce type d’ap-
plications au sein des réseaux « ad hoc » , plus particulièrement la téléphonie sur IP.
Aﬁn d’aborder ce problème, le projet de recherche exposé dans ce document a tout d’abord
été l’occasion de dresser un portrait de l’état de l’art. Le chapitre 2 a tout d’abord présenté les
notions de base relatives aux réseaux « ad hoc » mobiles en les comparant par rapport aux ré-
seaux traditionnels. Les principaux protocoles de routage existants ont par la suite été présentés,
en mettant une emphase particulière sur les deux principaux, AODV et OLSR. Pour terminer,
quelques pistes d’améliorations possibles ont été mises en évidence.
Une fois cette entrée en matière terminée, le premier volet du projet s’est poursuivi au cha-
pitre 3 en faisant une étude du comportement du protocole AODV dans un contexte d’utilisation
de téléphonie sur IP. Au cours de cette étude, quatre métriques ont été déﬁnies : le délai de
transmission, la gigue, la fréquence d’interruptions et ﬁnalement la durée de celles-ci. Ces deux
dernières sont particulièrement importantes dans l’optique où l’on désire évaluer adéquatement
l’expérience qu’aurait un utilisateur de téléphonie IP. Lors de cette étude, il a été démontré que
la taille des routes utilisées ainsi que la congestion sont les facteurs les plus importants menant à
une dégradation des deux métriques d’interruptions. Ces faits concordent avec une autre obser-
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vation importante : seulement 20 % des pertes de routes sont dues à la mobilité, les autres étant
causées par le mauvais comportement de la sous-couche MAC, IEEE 802.11.
Suite à cette constatation, le sujet principal de cette thèse a été abordé. Le second volet de cette
recherche a consisté à développer un mécanisme de prévention de perte de route pouvant être
utilisé dans les protocoles de routage « ad hoc » existants. Le chapitre 4 a montré le dévelop-
pement de cet algorithme. Ce dernier est basé sur l’utilisation d’un ﬁltre de Kalman. Le ﬁltre
permet de surveiller la puissance reçue lors des transmissions des nœuds voisins et la vitesse
de variation de celle-ci. Ces deux informations permettent au ﬁltre de calculer le temps de vie
restant d’un lien et de déclencher une recherche de nouvelle route préemptivement lorsque ce
temps passe sous un seuil déterminé.
Avec l’algorithme en main, ses performances ont été évaluées tout d’abord en l’associant au
protocole AODV. Les détails de cette première tentative sont exposés au chapitre 5. Une si-
mulation simple avec un simple nœud mobile a montré que le protocole est bien en mesure
d’anticiper la perte de route pour la corriger de manière préventive. Néanmoins, les résultats
obtenus pour des simulations aléatoires ont été grandement décevants. Aucune métrique n’a été
améliorée positivement par l’ajout de l’algorithme. Cet échec a été expliqué en grande partie par
l’effet de la congestion supplémentaire apportée par le déclenchement préventif de recherches
de route. Comme mentionné précédemment, près de 80 % des pertes de route avec AODV ne
sont pas dues aux changements de topologie, mais au mauvais comportement de IEEE 802.11.
L’algorithme vient donc apporter une charge supplémentaire que le réseau n’est pas en mesure
d’absorber.
Néanmoins, cette déception n’a pas empêché l’essai de l’algorithme associé à un autre protocole
de routage, OLSR. Ce développement présenté au chapitre 6 est venu conclure le second volet
du projet de recherche. L’intégration a été effectuée en utilisant le mécanisme de « Link Hys-
teresis » du protocole OLSR, alimenté par un coefﬁcient de qualité fourni par l’algorithme de
prévention de perte de route. En général, ce protocole a démontré un meilleur taux de livraison
ainsi qu’une durée d’interruptions moins grande. Le nombre d’interruptions est aussi réduit pour
les scénarios à faible congestion. Les simulations présentées dans ce chapitre démontrent donc
que l’algorithme de prévention de perte de route améliore globalement les performances du pro-
tocole OLSR pour transmettre des ﬂux de données s’apparentant à la téléphonie sur IP. Cette
amélioration est évidemment plus marquée lorsque le réseau est sollicité par un faible nombre
de ﬂux de données, résultant en une plus faible congestion.
Le troisième et dernier volet de cette thèse avait pour but de présenter le comportement de l’al-
gorithme dans un environnement d’essai réel. À cette ﬁn, le chapitre 7 a présenté une plateforme
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d’essais construite à base de routeurs résidentiels Linksys WRT54GS tels que vendus dans le
commerce. Après quelques modiﬁcations physiques et logicielles, il a été démontré que cette
plateforme peut être intégrée dans la construction d’un banc d’essais mobile ou ﬁxe.
Le banc d’essais ﬁxe, mentionné au paragraphe précédent, a montré certains problèmes faisant
en sorte qu’il était peu pratique dans l’essai du mécanisme de prévention de perte de route.
C’est pourquoi la solution mobile a été choisie pour les essais réels, présentés au chapitre 8.
L’algorithme de prévention de perte de route a été intégré au protocole de routage OLSR, déjà
disponible pour le système d’exploitation OpenWRT, utilisé sur la plateforme d’essai. Les don-
nées récoltées au cours d’essais dans les tunnels de l’Université de Sherbrooke ont démontré
que l’algorithme de prévention de perte de route aide à diminuer la fréquence et la durée totale
des interruptions de communication dans un réseau « ad hoc » mobile. Toutefois, un essai à plus
grande échelle serait désirable aﬁn de compléter ces résultats : une des lacunes notées lors de
ces essais était l’absence de redondance de routes dans notre banc d’essai. Les résultats auraient
probablement été plus concluants si les nœuds avaient disposé de multiples routes possibles pour
acheminer les données.
L’objectif principal de ce projet, énoncé à la section 1.1, était d’élaborer une méthode de préven-
tion de perte de route ﬁable à être intégrée aux protocoles de routage pour les réseaux « ad hoc »
mobiles. À la lumière des résultats résumés précédemment, l’objectif visé a été atteint. L’al-
gorithme de prévention de perte de route basé sur un ﬁltre de Kalman a permis d’améliorer la
performance du protocole de routage OLSR dans des conditions d’utilisation s’apparentant à
celles de la téléphonie sur IP (VoIP).
On peut d’ailleurs tracer des parallèles entre l’algorithme présenté dans cette thèse et les travaux
de Hua et Haas [Hua et Haas, 2009]. À l’aide d’un ﬁltre de Kalman et des balises émises par le
protocole IEEE 802.11, ils ont aussi proposé un algorithme permettant d’évaluer la durée de vie
d’une route. Par contre, plutôt que d’utiliser la puissance de signal reçue, leur algorithme utilise
la distance mesurée entre deux nœuds, selon le temps d’arrivée des balises. Cette approche se
situe donc à mi-chemin entre les protocoles basés sur la position, comme LAR (section 2.5.3) et
REGR (section 2.5.4), et l’algorithme proposée dans cette thèse. Ce dernier, comme l’algorithme
de Hua et Haas, est entièrement basé sur de l’information obtenue du réseau, ce qui l’affranchit
de l’utilisation d’un système externe tel que le GPS pour déterminer ses paramètres de mobilité.
De manière secondaire, le projet de recherche a aussi permis de répondre à quelques questions
complémentaires en cours de route. L’inclusion de ce mécanisme dans un banc d’essais réels
a aussi démontré qu’il était aujourd’hui possible d’inclure des algorithmes complexes au sein
d’appareils embarqués. Bien que ces derniers aient des ressources limitées par rapport aux or-
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dinateurs utilisés de nos jours par la population en général, ils disposent tout de même d’une
puissance de calcul non négligeable. Le modèle de routeur utilisé dans notre banc d’essais a
un processeur à architecture MIPS1 d’une fréquence d’horloge de 200 MHz avec une mémoire
de 32 Mo. Un processeur d’une puissance de cet ordre se compare avantageusement à ceux
des ordinateurs personnels qui étaient utilisés au milieu des années 1990. À titre d’exemple,
le Power Macintosh 7300, lancé en février 1997, pouvait disposer d’un processeur PowerPC2
cadencé à 200 MHz [Wikipedia, the free encyclopedia, 2010c]. Et ce n’est rien en comparaison
avec les appareils mobiles qui sont utilisés couramment aujourd’hui. Ceux-ci peuvent avoir un
processeur atteignant une fréquence de 1 GHz, comme par exemple le processeur Apple A4
qui équipe la nouvelle génération de téléphones mobiles iPhone 4 ainsi que le iPad [Apple Inc.,
2010]. L’époque où les plateformes mobiles limitaient la complexité des logiciels qui y étaient
embarqués semble aujourd’hui bien révolue !
Ce projet de recherche a aussi eu l’occasion de s’attarder au sacro-saint principe de l’indépen-
dance des couches du modèle OSI pour les réseaux. Ce principe veut que les couches supérieures
du modèle, présenté à la section 2.1, passent les données aux couches inférieures sans se sou-
cier de leur méthode de transmission. Le mécanisme de prévention de perte de route a toutefois
démontré que les couches supérieures du modèle peuvent bénéﬁcier d’informations provenant
des couches inférieures qui ne sont pas accessibles. L’idée d’une coopération entre les couches
du modèle OSI aﬁn d’optimiser le réseau a d’ailleurs été démontrée de maintes fois dans la
littérature [Wu et al., 2005][Guang et Assi, 2006][Liu et al., 2009].
En troisième lieu, l’expérience menée sur le banc d’essais a mené à une observation impor-
tante qui n’avait pas été envisagée dans les hypothèses de ce projet : la conﬁguration des nœuds
pour l’essai réel s’est avérée non triviale. Puisque seulement quatre nœuds étaient présents dans
notre banc d’essais, la tâche n’était pas hors d’atteinte. Néanmoins, la conﬁguration d’un grand
nombre de nœuds mobiles selon les méthodes qui ont été utilisées pour l’expérience du cha-
pitre 8 demanderait un effort surhumain.
Cette constatation mène droit à une avenue de recherche intéressante pour le futur : l’automati-
sation de la mise en service des nœuds d’un réseau « ad hoc » mobile. Pour ce faire, les nœuds
doivent être en mesure de se conﬁgurer, de s’attribuer une adresse réseau et de s’adapter au
contexte de leur environnement, sans intervention humaine. Il s’agit là de fonctions que l’on
retrouve au sein de réseaux traditionnels, mais qui sont assumées par l’intermédiaire d’une in-
frastructure. Dans le cas des réseaux « ad hoc » , ces fonctions devraient-elles être assurées
de manière distribuée par une intelligence collective répartie dans le réseau ? Ou bien sommes-
1Architecture de type RISC ayant un jeu d’instructions réduit[Wikipedia, the free encyclopedia, 2010a]
2Architecture également de type RISC [Wikipedia, the free encyclopedia, 2010b]
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nous condamnés à devoir fournir une infrastructure d’attache aﬁn d’assurer une supervision du
réseau ?
Ces questions sont toutefois un peu moins importantes que les problèmes de la sous-couche
MAC qui ont été soulignés au chapitre 3. Il s’agit de la principale avenue vers laquelle les re-
cherches sur les réseaux « ad hoc » mobiles devront être concentrées dans les prochaines années.
D’ailleurs, il est fort possible que l’utilisation de la norme IEEE 802.11 ﬁnisse par être abandon-
née pour les contextes d’applications réparties. Le rêve de tout concepteur de réseau « ad hoc »
serait d’avoir une liaison de données ayant les propriétés du modèle « NULL mac »présenté à
la section 3.2.5 : un lien de communication sans-ﬁl où les collisions ne sont pas possibles (ou
fortement improbables), où l’interférence entre les nœuds est limitée et où la bande passante est
constante. Bien sûr, ces requis semblent tenir de l’utopie, mais ils devraient néanmoins servir
d’objectif dans le développement de nouvelles technologies de liaison de données sans ﬁl pour
les réseaux « ad hoc » mobiles.
Malgré les problèmes présentement associés aux réseaux « ad hoc » mobiles, il n’en demeure
pas moins qu’ils semblent voués à un avenir prometteur. Les applications militaires de ce type
de moyen de communication sont déjà largement soulignées [Maltz, 2001]. Leur utilisation est
aussi suggérée pour contrôler le déploiement de robots [Sweeney et al., 2004], par exemple
lors d’une opération de sauvetage. Par extension, lors de situations d’urgences, comme l’oura-
gan Katrina qui avait endommagé les systèmes de communications traditionnels, les autorités
bénéﬁcieraient de pouvoir déployer rapidement des systèmes de communication « ad hoc »
pour répondre à leurs besoins [Jang et al., 2009]. Même les compagnies de télécommunications
sans-ﬁl pourraient facilement bénéﬁcier des avantages des réseaux « ad hoc » mobiles. Ces
dernières dépensent des sommes importantes aﬁn d’assurer une couverture adéquate de leurs
services. L’exploitation des avantages des réseaux « ad hoc » leur permettrait d’augmenter leur
couverture, d’améliorer la qualité de service dans les points morts du réseau et probablement de
diminuer leur coût d’ingénierie.
L’avenir semble donc ouvert pour les réseaux « ad hoc » mobiles. Il est dans la nature de l’hu-
main de communiquer et de socialiser. C’est pourquoi il est fort probable que ce type de réseau
devienne un jour un outil de plus parmi les nombreux modes de communication dont nous dis-
posons déjà au quotidien.
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ÉPILOGUE
À la lecture de cette thèse, il est possible de remarquer un certain décalage temporel entre la liste
de références utilisée comme état de l’art et la date de dépôt indiquée en page frontispice. Le jury
ayant révisé la thèse a bien sûr soulevé ce commentaire lors de son évaluation. Néanmoins, ce
décalage étant pleinement justiﬁable par des circonstances hors de mon contrôle, la thèse a tout
de même été acceptée. Pour le bénéﬁce du lecteur, voici une brève explication des circonstances
évoquées ci-haut.
Les travaux de recherche présentés dans cette thèse ont été lancés lors de la session d’automne
2004 à l’Université de Sherbrooke, au sein de la Chaire de recherche Industrielle sur les Infra-
structures de Communication, sous la direction du regretté professeur Alain C. Houle. Sa chaire
s’intéressait aux infrastructures de communication en général, avec deux principales avenues de
recherche : l’optimisation des réseaux optiques, puis la téléphonie IP (VoIP). Pour ce second
volet, de nombreux projets ont été effectués, entre autres concernant les communications en cas
d’urgence. C’est dans cette optique qu’est née l’idée d’étudier la possibilité d’utiliser une ap-
plication VoIP au sein d’un réseau « ad hoc » mobile, idée qui a mené au projet de recherche
exposé dans cette thèse.
Le projet de recherche s’est échelonné sur une période de quatre ans. Une recherche d’état de
l’art a été effectuée dans la première année du projet, en parallèle avec la déﬁnition du projet
de recherche et menant à mon examen général au début de l’automne 2005. L’évaluation pré-
liminaire d’AODV présentée au chapitre 3 a été effectuée à la ﬁn 2005. L’élaboration du ﬁltre
de Kalman (voir chapitre 4) et son intégration à AODV et OLSR (voir chapitres 5 et 6) ont eu
lieu au cours de l’année 2006. Finalement, la constitution du banc d’essais physiques a débuté
en 2007, pour se terminer par les essais effectués dans les tunnels de l’Université à l’été 2008,
avec la précieuse aide d’Alain.
Après une session passée à compiler les différents résultats de simulation et du banc d’essais
physiques, la rédaction de la thèse a débuté lors de l’hiver 2009. Bien entendu, un travail de
cette ampleur s’échelonne sur plusieurs mois. Plusieurs itérations de rédaction et de révision
ont eu lieu au cours de l’année et demie qui a suivi. J’ai eu le plaisir de soumettre à Alain une
première version complète de la thèse à l’été 2010. Malheureusement, il n’aura pas eu l’occasion
de me soumettre ses commentaires, de donner son aval pour le dépôt préliminaire de la thèse et
d’enclencher le processus d’évaluation.
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En septembre 2010, Alain a dû annoncer à tous ses étudiants qu’il avait reçu un diagnostic de
cancer et qu’il se retirait pour une période indéterminée aﬁn de recevoir des traitements. Pendant
ce temps, j’ai consacré peu d’énergie à ma thèse ; j’ai toujours gardé espoir qu’il soit de retour
pour m’accompagner au cours de mon évaluation. Après une longue lutte, Alain est décédé le
23 avril 2012. C’est avec une grande tristesse que j’ai appris qu’il nous avait quittés.
Malgré tout, je me devais de terminer mes études au doctorat pour faire honneur à sa mémoire.
La recherche d’un directeur par intérim pour compléter le travail a été longue. J’ai eu la chance
de compter sur la collaboration du professeur Ahmed Khoumsi pour m’aider à compléter la
rédaction et pour m’accompagner dans le processus d’évaluation. Lors de son évaluation, le jury
a gracieusement accepté de ne pas tenir compte du décalage temporel observé entre la liste de
références et le moment de la soutenance, étant donné les circonstances qui ont ajouté un délai
de presque quatre ans à l’évaluation de ma thèse.
Quatre ans, c’est une période énorme en recherche scientiﬁque. Néanmoins, lorsqu’on utilise
les mots clés « route loss », « VoIP » et « MANET » sur IEEE Xplore [IEEE, 2014], la pre-
mière référence mentionnée est toujours l’article publié dans le cadre de ce projet au sujet des
métriques d’évaluation pour les réseaux « ad hoc » utilisant la VoIP [Thibodeau et al., 2006].
Cette recherche montre qu’il existe encore peu de travaux au sujet de la VoIP véhiculée au sein
d’un réseau « ad hoc » mobile. Il y a cependant des pistes de solution qui rejoignent les travaux
énoncés dans cette thèse.
Par exemple, les travaux d’Alshamrani consistent à étudier le comportement de SIP1 sur un
réseau « ad hoc » [Alshamrani, 2013] pour l’établissement des appels. Ici, le modèle de simula-
tion utilisé est plus complet car il inclut un des protocoles les plus utilisés par la VoIP. Toutefois,
les résultats préliminaires ne semblent pas beaucoup plus reluisants ; le temps d’établissement
d’appel semble très instable. Des travaux supplémentaires seront nécessaires pour améliorer la
performance du réseau « ad hoc » utilisé.
Les travaux de Mysirlidis et al. ont démontré entre autres que l’ajout d’agrégation de trames
VoIP pouvait améliorer la performance d’un réseau « ad hoc » véhiculant la VoIP [Mysirlidis
et al., 2013]. Cela rejoint les observations du chapitre 3 à propos d’une dégradation de la per-
formance lors de l’utilisation de ﬂux à petits paquets. Une telle technique d’agrégation viendrait
assurément améliorer les résultats obtenus dans le cadre de la présente recherche.
On peut aussi citer les travaux de Hua et Haas, mentionnés précédemment dans cette thèse,
qui se sont attaqués à la prévention de perte de route en général, utilisant eux aussi un ﬁltre
de Kalman [Hua et Haas, 2009]. Bien que ces travaux n’étaient pas ciblés vers la VoIP, il n’en
1Session Initiation Protocol
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demeure pas moins que la solution ressemble beaucoup à la technique proposée dans cette thèse
et donne aussi des résultats satisfaisants malgré ses légères différences.
Ainsi, les travaux présentés dans cette thèse, ne semblent pas totalement appartenir au passé et
pourraient encore être applicables de nos jours, et ce, malgré la période écoulée entre la ﬁn du
projet de recherche et son dépôt ﬁnal.
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ANNEXES

ANNEXE A
DÉVELOPPEMENT DU FILTRE DE KALMAN
A.1 kalman_2nd_order.m
[ power_src , power_ds t , power_t ime , power_rcvd , power_ type ] = t e x t r e a d ( ’ power . d ’ , ’%d \ t%d \ t%f \ t%f \ t%s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
rx_w_no i se = awgn ( power_rcvd , 1 00 , ’ measured ’ , 0 , ’ l i n e a r ’ ) ;
power_ma t r ix = [ power_ t ime power_rcvd ] ;
rx_ka lman = zero s ( l eng th ( rx_w_no i se ) , 1 ) ;
rxv_kalman = zero s ( l eng th ( rx_w_no i se ) , 1 ) ;
i n i t i a l _ p ow e r = 4 . 1E−11;
i n i t i a l _ p ow e r _ v a r = 0 ;
i n i t i a l _ t i m e _ o f f s e t = 0 . 0 1 ;
l a s t _ t i m e = power_t ime ( 1 )−i n i t i a l _ t i m e _ o f f s e t ;
qc = 1 ;
R=10000;
Xp = zero s ( 2 , 1 ) ;
Xc = zero s ( 2 , 1 ) ;
Pp = zero s ( 2 , 2 ) ;
Pc = zero s ( 2 , 2 ) ;
K = zero s ( 2 , 1 ) ;
Xc ( 1 ) = i n i t i a l _ p ow e r ;
Xc ( 2 ) = i n i t i a l _ p ow e r _ v a r ;
Pc = [ 1 , 0 ; 0 , 1 ] ;
H= zero s ( 1 , 2 ) ;
H( 1 , 1 ) =1 ;
f o r k =1: l eng th ( rx_w_no i se )
d t = power_t ime ( k )−l a s t _ t i m e ;
A = zero s ( 2 , 2 ) ;
A( 1 , 1 ) = 1 ;
A( 2 , 2 ) = 1 ;
A( 1 , 2 ) = d t ;
Q( 1 , 1 ) = qc ;
Q( 2 , 2 ) = qc ;
Xp = A∗Xc ;
Pp = A∗Pc∗A’ + Q;
K = Pp∗H’∗ inv (H∗Pp∗H’+R) ;
Xc = Xp + K∗( rx_w_no i se ( k )−H∗Xp) ;
Pc = ( eye ( 2 ) − K∗H)∗Pp ;
rx_ka lman ( k ) = Xc ( 1 ) ;
rxv_kalman ( k ) = Xc ( 2 ) ;
l a s t _ t i m e = power_t ime ( k ) ;
end
subp lo t ( 2 , 2 , 1 )
p l o t ( power_t ime , rx_w_noise , ’ r + ’ , power_t ime , power_rcvd , ’b−’ ) ;
subp lo t ( 2 , 2 , 2 )
p l o t ( power_t ime , rx_kalman , ’ r + ’ , power_t ime , power_rcvd , ’b−’ ) ;
subp lo t ( 2 , 2 , 4 )
p l o t ( power_t ime , rxv_kalman , ’b−’ ) ;
A.2 kalman_3rd_order.m
[ power_src , power_ds t , power_t ime , power_rcvd , power_ type ] = t e x t r e a d ( ’ power . d ’ , ’%d \ t%d \ t%f \ t%f \ t%s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
rx_w_no i se = awgn ( power_rcvd , 1 00 , ’ measured ’ , 0 , ’ l i n e a r ’ ) ;
t r u e _ s p e e d = zero s ( l eng th ( power_rcvd ) , 1 ) ;
d e l t a _ t im e = zero s ( l eng th ( power_rcvd ) , 1 ) ;
power_ma t r ix = [ power_ t ime power_rcvd ] ;
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rx_kalman = zero s ( l eng th ( rx_w_no i se ) , 1 ) ;
rxv_kalman = zero s ( l eng th ( rx_w_no i se ) , 1 ) ;
rxa_ka lman = zero s ( l eng th ( rx_w_no i se ) , 1 ) ;
top_power = 1E−9;
l i n k _ l o s s _ p owe r = 4 . 1E−11;
i n i t i a l _ p ow e r = 4 . 1E−11;
i n i t i a l _ p ow e r _ v a r = 0 . 4E−11;
i n i t i a l _ p ow e r _ a c c = 0 ;
i n i t i a l _ t i m e _ o f f s e t = 0 . 1 ;
l a s t _ t i m e = power_t ime ( 1 )−i n i t i a l _ t i m e _ o f f s e t ;
l a s t _ p owe r = power_rcvd ( 1 ) ;
qc = 5E−16;
Rc = 1 ;
Xp = zero s ( 3 , 1 ) ;
Xc = zero s ( 3 , 1 ) ;
Pp = zero s ( 3 , 3 ) ;
Pc = zero s ( 3 , 3 ) ;
K = zero s ( 3 , 1 ) ;
Xc ( 1 ) = i n i t i a l _ p ow e r ;
Xc ( 2 ) = i n i t i a l _ p ow e r _ v a r ;
Xc ( 3 ) = i n i t i a l _ p ow e r _ a c c ;
Pc = [ qc , 0 , 0 ; 0 , qc , 0 ; 0 , 0 , qc ] ;
H= zero s ( 1 , 3 ) ;
H( 1 , 1 ) =1;
r ema i n i ng_coun t =1 ;
f o r k =1: l eng th ( rx_w_no i se )
d t = power_t ime ( k )−l a s t _ t i m e ;
d e l t a _ t im e ( k ) = d t ;
t o t a l _ d t = d t ;
a v e r a g e _ d t = t o t a l _ d t / d t_average_window ;
t r u e _ s p e e d ( k ) = ( power_rcvd ( k )−l a s t _ p owe r ) / d t ;
l a s t _ p owe r = power_rcvd ( k ) ;
A = zero s ( 3 , 3 ) ;
A( 1 , 1 ) = 1 ;
A( 2 , 2 ) = 1 ;
A( 3 , 3 ) = 1 ;
A( 1 , 2 ) = d t ;
A( 1 , 3 ) = 0.5∗ d t ^2 ;
A( 2 , 3 ) = d t ;
R = qc∗Rc / 1E−9;
Q = zero s ( 3 , 3 ) ;
Q( 1 , 1 ) = qc ;
Q( 2 , 2 ) = qc ;
Q( 3 , 3 ) = qc ;
Xp = A∗Xc ;
Pp = A∗Pc∗A’ + Q;
K = Pp∗H’∗ inv (H∗Pp∗H’+R) ;
Xc = Xp + K∗( rx_w_no i se ( k )−H∗Xp) ;
Pc = ( eye ( 3 ) − K∗H)∗Pp ;
rx_ka lman ( k ) = Xc ( 1 ) ;
rx_max_kalman ( k ) = Xc ( 1 ) +Pc ( 1 , 1 ) ;
rx_min_kalman ( k ) = Xc ( 1 )−Pc ( 1 , 1 ) ;
rxv_kalman ( k ) = Xc ( 2 ) ;
rxa_ka lman ( k ) = Xc ( 3 ) ;
t t l = 0 ;
r ema i n i ng_ t ime_ t ime ( r ema i n i ng_ coun t ) = power_t ime ( k ) ;
i f ( rxv_kalman ( k ) <0)
t t l = ( l i n k _ l o s s _ p owe r − rx_ka lman ( k ) ) / rxv_ka lman ( k ) ;
e l s e
t t l = 100 ;
end
i f ( t t l >100)
t t l =100;
end
r ema i n i ng_ t ime ( r ema i n i ng_coun t ) = t t l ;
r ema i n i ng_coun t = r ema i n i ng_coun t + 1 ;
l a s t _ t i m e = power_t ime ( k ) ;
end
subp lo t ( 2 , 2 , 1 )
p l o t ( power_t ime , rx_w_noise , ’ r−’ , power_t ime , power_rcvd , ’b−’ ) ;
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subp lo t ( 2 , 2 , 2 )
p l o t ( power_t ime , rx_kalman , ’ r−’ , power_t ime , power_rcvd , ’b−’ ) ;%, power_t ime , rx_min_kalman , ’ y . ’ , power_t ime , rx_max_kalman , ’ y . ’ ) ;
subp lo t ( 2 , 2 , 3 )
p l o t ( r ema in i ng_ t ime_ t ime , r ema in i ng_ t ime , ’g−’ ) ;
subp lo t ( 2 , 2 , 4 )
p l o t ( power_t ime , rxv_kalman , ’ r−’ ) ;
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ANNEXE B
LISTE DU MATÉRIEL - BANC D’ESSAIS
Tableau B.1 Liste du matériel du banc d’essais
Item Fabricant Modèle Quantité
Routeur résidentiel Linksys WRT54GS v1.0 3
Atténuateur variable 70 dB Broadwave Technologies 751-004-070 2
Atténuateur ﬁxe 40 dB Broadwave Technologies 351-057-040 2
Diviseur de puissance Broadwave Technologies 151-039-002 3
Terminaison 50Ω Broadwave Technologies 551-028-001 3
Adaptateur SMA-F Unidapt PT-4000-012 6
Adaptateur RP-TNC-M Unidapt PT-4000-135 6
Jonctions d’adaptateur Unidapt PT-4000-013 6
Câbles Semﬂex 2121-SW086-040 8
Boitiers Hammond 1441-29 3
Couvercles Hammond 1431-29 3
Batterie 12 V, 7 Ah PowerSource PS-1270 F1 1
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ANNEXE C
DÉVELOPPEMENT DE PINGUTIL
C.1 Form1.cs
us ing System ;
us ing System . C o l l e c t i o n s . Gene r i c ;
us ing System . ComponentModel ;
us ing System . Data ;
us ing System . Drawing ;
us ing System . Text ;
us ing System . Windows . Forms ;
us ing System . Th read ing ;
us ing System . Net ;
us ing System . Net . Socke t s ;
us ing System . C o l l e c t i o n s ;
namespace P i n gU t i l
{
pub l i c p a r t i a l c l a s s Form1 : Form
{
de l e g a t e void Se tOutpu tWindowTextCa l lback ( s t r i n g t e x t ) ;
de l e g a t e void Se tDa taTab leRowCal lback ( s t r i n g [ ] row ) ;
pr i v a t e ZedGraph . P o i n t P a i r L i s t d e l a y P o i n t L i s t ;
pr i v a t e ZedGraph . P o i n t P a i r L i s t j i t t e r P o i n t L i s t ;
pr i v a t e ZedGraph . P o i n t P a i r L i s t t t l P o i n t L i s t ;
pr i v a t e ZedGraph . P o i n t P a i r L i s t d e l i v e r y R a t i o P o i n t L i s t ;
pr i v a t e Thread s ende rTh r e ad = nu l l ;
pr i v a t e Thread r e c e i v e r T h r e a d = nu l l ;
pr i v a t e Thread t imeou tTh r e ad = nu l l ;
pr i v a t e Thread s t a t s T h r e a d = nu l l ;
pr i v a t e System . DateTime s t a r t T im e ;
pr i v a t e Socke t s o c k e t = nu l l ;
pr i v a t e IPEndPo in t e ndPo i n t = nu l l ;
pr i v a t e IPEndPo in t endPoin tFrom = nu l l ;
pr i v a t e PacketMgr packetMgr = nu l l ;
cons t i n t ICMP_ECHO = 8 ;
cons t i n t ICMP_REPLY = 0 ;
cons t UInt16 APPLICATION_ID = 0xBEEF ;
pr i v a t e bool s e n d e r I n i t i a l i z e d = f a l s e ;
pub l i c Form1 ( )
{
I n i t i a l i z eC ompo n e n t ( ) ;
}
pr i v a t e void Form1_Load ( ob j e c t sende r , EventArgs e )
{
de layGraph . GraphPane . T i t l e . Text = " Delay vs Execu t i on t ime " ;
de l ayGraph . GraphPane . XAxis . T i t l e . Text = "Time ( s ) " ;
de l ayGraph . GraphPane . YAxis . T i t l e . Text = " Average d e l a y (ms ) " ;
j i t t e r G r a p h . GraphPane . T i t l e . Text = " J i t t e r vs Execu t i on t ime " ;
j i t t e r G r a p h . GraphPane . XAxis . T i t l e . Tex t = "Time ( s ) " ;
j i t t e r G r a p h . GraphPane . YAxis . T i t l e . Tex t = " J i t t e r (ms ) " ;
d e l i v e r yR a t i oG r a p h . GraphPane . T i t l e . Text = " De l i v e r y Ra t i o vs Execu t i on t ime " ;
d e l i v e r yR a t i oG r a p h . GraphPane . XAxis . T i t l e . Tex t = "Time ( s ) " ;
d e l i v e r yR a t i oG r a p h . GraphPane . YAxis . T i t l e . Tex t = " De l i v e r y Ra t i o (%) " ;
t t l G r a p h . GraphPane . T i t l e . Tex t = "TTL vs Execu t i on t ime " ;
t t l G r a p h . GraphPane . XAxis . T i t l e . Tex t = "Time ( s ) " ;
t t l G r a p h . GraphPane . YAxis . T i t l e . Tex t = "TTL ( s t e p s ) " ;
}
pr i v a t e void packe tS i z eBox_Mask Inpu tRe j e c t ed ( ob j e c t s ende r , Mask Inpu tRe j ec t edEven tArgs e )
{
}
pr i v a t e bool Check_Pa rame te r s ( )
{
bool r e s u l t _ o k = f a l s e ;
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i f ( ( packe tS i z eBox . Text . Length == 0) | |
I n t 3 2 . P a r s e ( packe tS i z eBox . Text ) <= 0)
{
MessageBox . Show ( " Packe t l e n g t h must be g r e a t e r t h an 0! " ) ;
goto fncEnd ;
}
i f ( ( s e n d I n t e r v a lBox . Text . Length == 0) | |
I n t 3 2 . P a r s e ( s e n d I n t e r v a lBox . Text ) <= 0)
{
MessageBox . Show ( " Send i n t e r v a l must be g r e a t e r t h an 0! " ) ;
goto fncEnd ;
}
i f ( ( rxTimeoutBox . Text . Length == 0) | |
I n t 3 2 . P a r s e ( rxTimeoutBox . Text ) <= 0)
{
MessageBox . Show ( "RX Timeout must be g r e a t e r t h an 0! " ) ;
goto fncEnd ;
}
i f ( ( s ta tsWindowBox . Text . Length == 0) | |
I n t 3 2 . P a r s e ( sta tsWindowBox . Text ) <= 0)
{
MessageBox . Show ( " S t a t s Window must be g r e a t e r t h an 0! " ) ;
goto fncEnd ;
}
i f ( ( u p d a t e I n t e r v a lB o x . Text . Length == 0) | |
I n t 3 2 . P a r s e ( u p d a t e I n t e r v a lB o x . Text ) <= 0)
{
MessageBox . Show ( " S t a t s upda t e i n t e r v a l must be g r e a t e r t h an 0! " ) ;
goto fncEnd ;
}
i f ( ( d e s t i n a t i o nBox 1 . Text . Length == 0) | |
( d e s t i n a t i o nBox 2 . Text . Length == 0) | |
( d e s t i n a t i o nBox 3 . Text . Length == 0) | |
( d e s t i n a t i o nBox 4 . Text . Length == 0) | |
( I n t 3 2 . P a r s e ( d e s t i n a t i o nBox 1 . Text ) <= 0) | |
( I n t 3 2 . P a r s e ( d e s t i n a t i o nBox 2 . Text ) <= 0) | |
( I n t 3 2 . P a r s e ( d e s t i n a t i o nBox 3 . Text ) <= 0) | |
( I n t 3 2 . P a r s e ( d e s t i n a t i o nBox 4 . Text ) <= 0) )
{
MessageBox . Show ( "You must e n t e r a v a l i d IP a d d r e s s ! " ) ;
goto fncEnd ;
}
i f ( I n t 3 2 . P a r s e ( u p d a t e I n t e r v a lB o x . Text ) <= I n t 3 2 . P a r s e ( s e n d I n t e r v a lBox . Text ) )
{
MessageBox . Show ( " S t a t s upda t e i n t e r v a l must be g r e a t e r t h an send i n t e r v a l ! " ) ;
goto fncEnd ;
}
i f ( I n t 3 2 . P a r s e ( s ta tsWindowBox . Text ) <= I n t 3 2 . P a r s e ( u p d a t e I n t e r v a lB o x . Text ) )
{
MessageBox . Show ( " S t a t s window must be g r e a t e r t h an s t a t s upda t e i n t e r v a l ! " ) ;
goto fncEnd ;
}
r e s u l t _ o k = t rue ;
fncEnd :
re turn r e s u l t _ o k ;
}
pr i v a t e vo id s t a r t B u t t o n _C l i c k ( ob j e c t sende r , EventArgs e )
{
i f ( ! Check_Pa rame te r s ( ) )
{
re turn ;
}
s e n d e r I n i t i a l i z e d = f a l s e ;
p acke tS i z eBox . Enab led = f a l s e ;
s e n d I n t e r v a lBox . Enab led = f a l s e ;
d e s t i n a t i o nBox 1 . Enab led = f a l s e ;
d e s t i n a t i o nBox 2 . Enab led = f a l s e ;
d e s t i n a t i o nBox 3 . Enab led = f a l s e ;
d e s t i n a t i o nBox 4 . Enab led = f a l s e ;
rxTimeoutBox . Enab led = f a l s e ;
s ta tsWindowBox . Enab led = f a l s e ;
u p d a t e I n t e r v a lB o x . Enab led = f a l s e ;
s t o pBu t t o n . Enab led = t rue ;
s t a r t B u t t o n . Enab led = f a l s e ;
t a bCon t r o l 1 . TabPages . Remove ( de layTab ) ;
t a bCon t r o l 1 . TabPages . Remove ( j i t t e r T a b ) ;
t a bCon t r o l 1 . TabPages . Remove ( d e l i v e r yR a t i oT a b ) ;
t a bCon t r o l 1 . TabPages . Remove ( t t l T a b ) ;
t a bCon t r o l 1 . TabPages . Remove ( da t aTab ) ;
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de l a y P o i n t L i s t = new ZedGraph . P o i n t P a i r L i s t ( ) ;
j i t t e r P o i n t L i s t = new ZedGraph . P o i n t P a i r L i s t ( ) ;
t t l P o i n t L i s t = new ZedGraph . P o i n t P a i r L i s t ( ) ;
d e l i v e r y R a t i o P o i n t L i s t = new ZedGraph . P o i n t P a i r L i s t ( ) ;
outputWindow . C l e a r ( ) ;
d a t aT ab l e . Rows . C l e a r ( ) ;
packetMgr = new PacketMgr ( ) ;
byte [ ] de s tAddr = new byte [ 4 ] ;
de s tAddr [ 0 ] = Byte . P a r s e ( d e s t i n a t i o nBox 1 . Text ) ;
de s tAddr [ 1 ] = Byte . P a r s e ( d e s t i n a t i o nBox 2 . Text ) ;
de s tAddr [ 2 ] = Byte . P a r s e ( d e s t i n a t i o nBox 3 . Text ) ;
de s tAddr [ 3 ] = Byte . P a r s e ( d e s t i n a t i o nBox 4 . Text ) ;
IPAddre s s add r = new IPAddre s s ( de s tAddr ) ;
e ndPo i n t = new IPEndPo in t ( addr , 0 ) ;
endPoin tFrom = new IPEndPo in t ( IPAddre s s . Any , 0 ) ;
s o c k e t = new Socke t ( Addres sFami ly . I n t e rNe two rk , Socke tType . Raw , P ro t o co lType . Icmp ) ;
s o c k e t . Bind ( endPoin tFrom ) ;
Thread . Cu r r en tTh r e ad . P r i o r i t y = T h r e a d P r i o r i t y . Lowest ;
r e c e i v e r T h r e a d = new Thread (new Th r e a d S t a r t ( r e c e i v e r P r o c e s s ) ) ;
r e c e i v e r T h r e a d . P r i o r i t y = T h r e a d P r i o r i t y . H i ghe s t ;
r e c e i v e r T h r e a d . S t a r t ( ) ;
s e nde rTh r e ad = new Thread (new Th r e a d S t a r t ( s e n d e r P r o c e s s ) ) ;
r e c e i v e r T h r e a d . P r i o r i t y = T h r e a d P r i o r i t y . H i ghe s t ;
s e nde rTh r e ad . S t a r t ( ) ;
t imeou tTh r e ad = new Thread (new Th r e a d S t a r t ( t im e o u t P r o c e s s ) ) ;
r e c e i v e r T h r e a d . P r i o r i t y = T h r e a d P r i o r i t y . AboveNormal ;
t imeou tTh r e ad . S t a r t ( ) ;
s t a t s T h r e a d = new Thread (new Th r e a d S t a r t ( s t a t s P r o c e s s ) ) ;
r e c e i v e r T h r e a d . P r i o r i t y = T h r e a d P r i o r i t y . AboveNormal ;
s t a t s T h r e a d . S t a r t ( ) ;
}
pr i v a t e void s t o pBu t t o n _C l i c k ( ob j e c t sende r , EventArgs e )
{
packe tS i z eBox . Enab led = t rue ;
s e n d I n t e r v a lBox . Enab led = t rue ;
d e s t i n a t i o nBox 1 . Enab led = t rue ;
d e s t i n a t i o nBox 2 . Enab led = t rue ;
d e s t i n a t i o nBox 3 . Enab led = t rue ;
d e s t i n a t i o nBox 4 . Enab led = t rue ;
rxTimeoutBox . Enab led = t rue ;
u p d a t e I n t e r v a lB o x . Enab led = t rue ;
s ta tsWindowBox . Enab led = t rue ;
s t o pBu t t o n . Enab led = f a l s e ;
s t a r t B u t t o n . Enab led = t rue ;
t a bCon t r o l 1 . TabPages . Add ( de layTab ) ;
t a bCon t r o l 1 . TabPages . Add ( j i t t e r T a b ) ;
t a bCon t r o l 1 . TabPages . Add ( d e l i v e r yR a t i oT a b ) ;
t a bCon t r o l 1 . TabPages . Add ( t t l T a b ) ;
t a bCon t r o l 1 . TabPages . Add ( da t aTab ) ;
s ende rTh r e ad . Abor t ( ) ;
s e nde rTh r e ad = nu l l ;
r e c e i v e r T h r e a d . Abor t ( ) ;
r e c e i v e r T h r e a d = nu l l ;
t imeou tTh r e ad . Abor t ( ) ;
t imeou tTh r e ad = nu l l ;
s t a t s T h r e a d . Abor t ( ) ;
s t a t s T h r e a d = nu l l ;
e ndPo i n t = nu l l ;
s o c k e t . C lose ( ) ;
s o c k e t = nu l l ;
packetMgr = nu l l ;
de l ayGraph . GraphPane . Cu r v eL i s t . C l e a r ( ) ;
j i t t e r G r a p h . GraphPane . Cu r v eL i s t . C l e a r ( ) ;
d e l i v e r yR a t i oG r a p h . GraphPane . Cu r v eL i s t . C l e a r ( ) ;
t t l G r a p h . GraphPane . Cu r v eL i s t . C l e a r ( ) ;
de l ayGraph . GraphPane . AddCurve ( " Average d e l a y " , d e l a y P o i n t L i s t , Co lo r . Red ) ;
j i t t e r G r a p h . GraphPane . AddCurve ( " J i t t e r " , j i t t e r P o i n t L i s t , Co lo r . Red ) ;
d e l i v e r yR a t i oG r a p h . GraphPane . AddCurve ( " De l i v e r y Ra t i o " , d e l i v e r y R a t i o P o i n t L i s t , Co lo r . Red ) ;
t t l G r a p h . GraphPane . AddCurve ( "TTL" , t t l P o i n t L i s t , Co lo r . Red ) ;
de l ayGraph . AxisChange ( ) ;
j i t t e r G r a p h . AxisChange ( ) ;
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de l i v e r yR a t i oG r a p h . AxisChange ( ) ;
t t l G r a p h . AxisChange ( ) ;
}
pr i v a t e vo id maskedTextBox1_MaskInpu tRe jec ted ( ob j e c t s ende r , Mask Inpu tRe j ec t edEven tArgs e )
{
}
pr i v a t e vo id AppendOutputWindowText ( s t r i n g t e x t )
{
/ / I n v o k eRequ i r e d r e q u i r e d compares t h e t h r e ad ID o f t h e
/ / c a l l i n g t h r e ad t o t h e t h r e ad ID o f t h e c r e a t i n g t h r e ad .
/ / I f t h e s e t h r e a d s are d i f f e r e n t , i t r e t u r n s t r u e .
i f ( t h i s . outputWindow . InvokeRequ i r ed )
{
Se tOutpu tWindowTextCa l lback d = new Se tOutpu tWindowTextCa l lback ( AppendOutputWindowText ) ;
t h i s . Invoke ( d , new ob j e c t [ ] { t e x t } ) ;
}
e l s e
{
t h i s . outputWindow . AppendText ( t e x t ) ;
}
}
pr i v a t e vo id AppendDataTableRow ( s t r i n g [ ] row )
{
i f ( t h i s . d a t aT ab l e . I nvokeRequ i r ed )
{
Se tDa taTab leRowCal lback d = new Se tDa taTab leRowCal lback ( AppendDataTableRow ) ;
t h i s . Invoke ( d , new ob j e c t [ ] { row }) ;
}
e l s e
{
t h i s . d a t aT ab l e . Rows . Add ( row ) ;
}
}
pr i v a t e vo id s e n d e r P r o c e s s ( )
{
IcmpPacke t i cmpPacke t = new IcmpPacke t ( ) ;
i cmpPacke t . Type = ICMP_ECHO;
icmpPacke t . SubCode = 0 ;
i cmpPacke t . I d e n t i f i e r = APPLICATION_ID ;
i cmpPacke t . SequenceNumber = 0 ;
i cmpPacke t . Data = new Byte [ UInt16 . P a r s e ( packe tS i z eBox . Text ) ] ;
byte nex tCha r = ( byte ) ’ a ’ ;
f o r ( i n t i = 0 ; i < UInt16 . P a r s e ( packe tS i z eBox . Text ) ; i ++)
{
i cmpPacke t . Data [ i ] = nex tCha r ++;
i f ( nex tCha r > ( byte ) ’w’ )
{
nex tCha r = ( byte ) ’ a ’ ;
}
}
UInt32 s e n d I n t e r v a l = UInt32 . P a r s e ( s e n d I n t e r v a lBox . Text ) ;
s t a r t T im e = System . DateTime .Now;
s e n d e r I n i t i a l i z e d = t rue ;
whi le ( t rue )
{
System . DateTime proces sT ime = System . DateTime .Now;
TimeSpan t s = p roces sT ime . S u b t r a c t ( s t a r t T im e ) ;
i cmpPacke t . SequenceNumber ++;
Byte [ ] b u f f e r = icmpPacke t . S e r i a l i z e ( ) ;
t h i s . AppendOutputWindowText ( "===> ( " +
t s . ToS t r i n g ( ) +
" ) Send ing a p ing . . . " +
" Seq = " + icmpPacke t . SequenceNumber . ToS t r i n g ( ) +
" \ n " ) ;
packetMgr . t h r e adLock . WaitOne ( ) ;
P a ck e tT r a c e t r a c e = new Packe tT r a c e ( i cmpPacke t . SequenceNumber ) ;
t r a c e . s topWatch . S t a r t ( ) ;
t r a c e . ageStopWatch . S t a r t ( ) ;
packetMgr . R e g i s t e r P a c k e t T r a c e ( t r a c e ) ;
packe tMgr . t h r e adLock . ReleaseMutex ( ) ;
s o c k e t . SendTo ( b u f f e r , e ndPo i n t ) ;
TimeSpan processT imeSpan = System . DateTime .Now . S u b t r a c t ( p roces sT ime ) ;
i f ( p rocessT imeSpan . T o t a lM i l l i s e c o n d s < s e n d I n t e r v a l )
{
Thread . S l e ep ( ( i n t ) s e n d I n t e r v a l − ( i n t ) p rocessT imeSpan . T o t a lM i l l i s e c o n d s ) ;
}
}
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}
pr i v a t e void r e c e i v e r P r o c e s s ( )
{
byte [ ] r e c e i v eB u f f e r = new byte [ 6 5 5 3 6 ] ;
EndPo in t l o c a l E n dPo i n t = ( EndPo in t ) endPoin tFrom ;
I n t 3 2 r xBy t e s ;
IcmpPacke t r xP a c k e t = new IcmpPacke t ( ) ;
whi le ( ! s e n d e r I n i t i a l i z e d )
{
Thread . S l e ep ( 0 ) ; / / Y i e l d e x e c u t i o n . . .
}
whi le ( t rue )
{
t ry
{
r xBy t e s = s o c k e t . ReceiveFrom ( r e c e i v eBu f f e r , r e f l o c a l E n dPo i n t ) ;
DateTime eventTime = System . DateTime .Now;
TimeSpan t s = eventTime . S u b t r a c t ( s t a r t T im e ) ;
i f (−1 == rxBy t e s )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rece i v i ng s o c k e t e r r o r ! ! ! \ n " ) ;
}
e l s e i f ( r xBy t e s > 0)
{
I n t 3 2 r e s u l t = r xP a c k e t . D e s e r i a l i z e ( r e c e i v eBu f f e r , ( UInt32 ) r xBy t e s ) ;
i f ( IcmpPacke t . ICMP_PACKET_CHECKSUM_INVALID == r e s u l t )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rx ICMP Checksum i n v a l i d ! ! ! \ n " ) ;
}
e l s e i f ( IcmpPacke t . ICMP_PACKET_TOO_SHORT == r e s u l t )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rx ICMP Packe t t oo s h o r t ! ! ! \ n " ) ;
}
e l s e i f ( IcmpPacke t . IP_HEADER_TOO_SHORT == r e s u l t )
{
t h i s . AppendOutputWindowText ( " ! ! ! IP Header t oo s h o r t ! ! ! \ n " ) ;
}
e l s e i f ( IcmpPacke t . ICMP_PACKET_OK == r e s u l t )
{
i f ( ICMP_REPLY != r xP a c k e t . Type )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rx ICMP type i n v a l i d ! ! ! \ n " ) ;
}
e l s e i f (0 != r xP a c k e t . SubCode )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rx ICMP Sub Code i n v a l i d ! ! ! \ n " ) ;
}
e l s e i f (APPLICATION_ID != r xP a c k e t . I d e n t i f i e r )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rx ICMP App Id i n v a l i d ! ! ! \ n " ) ;
}
e l s e
{
/ / V a l i d a t e d pa c k e t !
packetMgr . t h r e adLock . WaitOne ( ) ;
P a ck e tT r a c e aTrace = packetMgr . Ge tPacke tT r a c e ( r xP a c k e t . SequenceNumber ) ;
i f ( ( aT race != nu l l ) && ( ! aTrace . t imedOut ) )
{
aTrace . s topWatch . S top ( ) ;
aT race . t t l = r xP a c k e t . TTL ;
aTrace . r e c e i v e d = t rue ;
}
packe tMgr . t h r e adLock . ReleaseMutex ( ) ;
i f ( ( aT race == nu l l ) | | ( aT race . t imedOut ) )
{
t h i s . AppendOutputWindowText ( " <=== ( " + t s . ToS t r i n g ( ) +
" Rece ived Timed ou t Seq = " +
r xP a c k e t . SequenceNumber . ToS t r i n g ( ) + " \ n " ) ;
}
e l s e
{
t h i s . AppendOutputWindowText ( " <=== ( " +
t s . ToS t r i n g ( ) +
" ) Rece ived Reply Seq = " +
r xP a c k e t . SequenceNumber . ToS t r i n g ( ) +
" Delay i s " +
aTrace . s topWatch . E l ap sed . T o t a lM i l l i s e c o n d s . ToS t r i n g ( ) +
" ms − TTL i s " +
r xP a c k e t . TTL . ToS t r i n g ( ) +
" \ n " ) ;
}
/ / packe tMgr . RemovePacketTrace ( aTrace . sequenceNumber ) ;
/ / t h i s . AppendDataTableRow ( new s t r i n g [ ] { t s . T o t a lM i l l i s e c o n d s . T oS t r i n g ( ) , r t T ime .
T o t a lM i l l i s e c o n d s . T oS t r i n g ( ) ,"−1" ,"−1" ,"−1"}) ;
}
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}
}
}
catch ( System . Net . So cke t s . So cke tExc ep t i o n ex )
{
t h i s . AppendOutputWindowText ( " ! ! ! Rece i v i ng s o c k e t e x c e p t i o n ! ! ! "+
ex . Message + " \ n " ) ;
}
}
}
pr i v a t e vo id t im e o u t P r o c e s s ( )
{
UInt32 maximumDelay = UInt32 . P a r s e ( rxTimeoutBox . Text ) ;
whi le ( ! s e n d e r I n i t i a l i z e d )
{
Thread . S l e ep ( 0 ) ; / / Y i e l d e x e c u t i o n . . .
}
whi le ( t rue )
{
DateTime proces sT ime = System . DateTime .Now;
UInt32 de layToNex tEven t = packetMgr . T imeou tEn t r i e s ( maximumDelay , p roces sT ime ) ;
/ / Co r r e c t i n g f o r p r o c e s s t ime . . .
TimeSpan t s = System . DateTime .Now . S u b t r a c t ( p roces sT ime ) ;
t h i s . AppendOutputWindowText ( " −−−− Timeout p r o c e s s : " + t s . T o t a lM i l l i s e c o n d s . ToS t r i n g ( ) + " ms \ n " ) ;
i f ( de l ayToNex tEven t > t s . T o t a lM i l l i s e c o n d s )
{
Thread . S l e ep ( ( i n t ) de l ayToNex tEven t − ( i n t ) t s . T o t a lM i l l i s e c o n d s ) ;
}
}
}
pr i v a t e vo id s t a t s P r o c e s s ( )
{
UIn t32 s ta t sWindow = UInt32 . P a r s e ( s ta tsWindowBox . Text ) ;
UInt32 s t a t s I n t e r v a l = UInt32 . P a r s e ( u p d a t e I n t e r v a lB o x . Text ) ;
whi le ( ! s e n d e r I n i t i a l i z e d )
{
Thread . S l e ep ( 0 ) ; / / Y i e l d e x e c u t i o n . . .
}
whi le ( t rue )
{
DateTime proces sT ime = System . DateTime .Now;
double [ ] s t a t s = packetMgr . G e t S t a t s ( s ta tsWindow , processTime , s t a r t T im e ) ;
s t r i n g [ ] s t r i n g S t a t s = new s t r i n g [ ] { s t a t s [ 0 ] . ToS t r i n g ( ) ,
s t a t s [ 1 ] . ToS t r i n g ( ) ,
s t a t s [ 2 ] . ToS t r i n g ( ) ,
s t a t s [ 3 ] . ToS t r i n g ( ) ,
s t a t s [ 4 ] . ToS t r i n g ( ) } ;
t h i s . AppendDataTableRow ( s t r i n g S t a t s ) ;
d e l a y P o i n t L i s t . Add ( s t a t s [ 0 ] , s t a t s [ 2 ] ) ;
j i t t e r P o i n t L i s t . Add ( s t a t s [ 0 ] , s t a t s [ 3 ] ) ;
d e l i v e r y R a t i o P o i n t L i s t . Add ( s t a t s [ 0 ] , s t a t s [ 1 ] ) ;
t t l P o i n t L i s t . Add ( s t a t s [ 0 ] , s t a t s [ 4 ] ) ;
TimeSpan t s = System . DateTime .Now . S u b t r a c t ( p roces sT ime ) ;
t h i s . AppendOutputWindowText ( " −−−− S t a t s p r o c e s s : " + t s . T o t a lM i l l i s e c o n d s . ToS t r i n g ( ) + " ms \ n " ) ;
i f ( s t a t s I n t e r v a l > t s . T o t a lM i l l i s e c o n d s )
{
Thread . S l e ep ( ( i n t ) s t a t s I n t e r v a l − ( i n t ) t s . T o t a lM i l l i s e c o n d s ) ;
}
}
}
pr i v a t e vo id s e l e c t A l l B u t t o n _C l i c k ( ob j e c t sende r , EventArgs e )
{
d a t aT ab l e . S e l e c t A l l ( ) ;
d a t aT ab l e . Focus ( ) ;
}
pr i v a t e vo id u n s e l e c tA l l B u t t o n _C l i c k ( ob j e c t sende r , EventArgs e )
{
d a t aT ab l e . C l e a r S e l e c t i o n ( ) ;
d a t aT ab l e . Focus ( ) ;
}
pr i v a t e vo id outpu tWindow_Vis ib leChanged ( ob j e c t sende r , EventArgs e )
{
i f ( outputWindow . V i s i b l e )
{
t h i s . outputWindow . Focus ( ) ;
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t h i s . outputWindow . S c r o l l T oCa r e t ( ) ;
}
}
}
}
C.2 Form1.Designer.cs
ï »¿namespace P i n gU t i l
{
p a r t i a l c l a s s Form1
{
/ / / <summary>
/ / / Va r i a b l e nÃ c©cessaire au con c ep t e u r .
/ / / </ summary>
pr i v a t e System . ComponentModel . I C o n t a i n e r components = nu l l ;
/ / / <summary>
/ / / Ne t t o yage des r e s s o u r c e s u t i l i sÃ c©es .
/ / / </ summary>
/ / / <param name=" d i s p o s i n g "> t r u e s i l e s r e s s o u r c e s managÃ c©es d o i v e n t Ãa t r e supprimÃ c©esÂ ; s inon , f a l s e . < / param>
pro t e c t ed overr ide void Dispose ( bool d i s p o s i n g )
{
i f ( d i s p o s i n g && ( components != nu l l ) )
{
components . D i spose ( ) ;
}
base . D i spose ( d i s p o s i n g ) ;
}
# r e g i o n Code gÃ c©nÃ c©rÃ c© pa r l e Concep t eu r Windows Form
/ / / <summary>
/ / / MÃ c©thode r e q u i s e pour l a p r i s e en charge du con c ep t e u r − ne mod i f i e z pas
/ / / l e con t enu de c e t t e mÃ c©thode avec l ’ Ã c©diteur de code .
/ / / </ summary>
pr i v a t e void I n i t i a l i z eC ompo n e n t ( )
{
t h i s . components = new System . ComponentModel . Con t a i n e r ( ) ;
t h i s . s t a r t B u t t o n = new System . Windows . Forms . Bu t ton ( ) ;
t h i s . p a cke tS i z eBox = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . l a b e l 1 = new System . Windows . Forms . Labe l ( ) ;
t h i s . s e n d I n t e r v a lBox = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . rxTimeoutBox = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . l a b e l 3 = new System . Windows . Forms . Labe l ( ) ;
t h i s . l a b e l 4 = new System . Windows . Forms . Labe l ( ) ;
t h i s . l a b e l 2 = new System . Windows . Forms . Labe l ( ) ;
t h i s . d e s t i n a t i o nBox 1 = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . s t o pBu t t o n = new System . Windows . Forms . Bu t ton ( ) ;
t h i s . d e s t i n a t i o nBox 2 = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . d e s t i n a t i o nBox 3 = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . d e s t i n a t i o nBox 4 = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . t a bCon t r o l 1 = new System . Windows . Forms . TabCon t ro l ( ) ;
t h i s . s e t upTab = new System . Windows . Forms . TabPage ( ) ;
t h i s . u p d a t e I n t e r v a lB o x = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . l a b e l 6 = new System . Windows . Forms . Labe l ( ) ;
t h i s . s ta tsWindowBox = new System . Windows . Forms . MaskedTextBox ( ) ;
t h i s . l a b e l 5 = new System . Windows . Forms . Labe l ( ) ;
t h i s . e ven t sTab = new System . Windows . Forms . TabPage ( ) ;
t h i s . outputWindow = new System . Windows . Forms . RichTextBox ( ) ;
t h i s . de l ayTab = new System . Windows . Forms . TabPage ( ) ;
t h i s . de l ayGraph = new ZedGraph . ZedGraphCont ro l ( ) ;
t h i s . j i t t e r T a b = new System . Windows . Forms . TabPage ( ) ;
t h i s . j i t t e r G r a p h = new ZedGraph . ZedGraphCont ro l ( ) ;
t h i s . d e l i v e r yR a t i oT a b = new System . Windows . Forms . TabPage ( ) ;
t h i s . d e l i v e r yR a t i oG r a p h = new ZedGraph . ZedGraphCont ro l ( ) ;
t h i s . t t l T a b = new System . Windows . Forms . TabPage ( ) ;
t h i s . t t l G r a p h = new ZedGraph . ZedGraphCont ro l ( ) ;
t h i s . d a t aTab = new System . Windows . Forms . TabPage ( ) ;
t h i s . u n s e l e c t A l l B u t t o n = new System . Windows . Forms . Bu t ton ( ) ;
t h i s . s e l e c t A l l B u t t o n = new System . Windows . Forms . Bu t ton ( ) ;
t h i s . d a t aT ab l e = new System . Windows . Forms . DataGridView ( ) ;
t h i s . t imeColumn = new System . Windows . Forms . DataGridViewTextBoxColumn ( ) ;
t h i s . d e l i v e r yRa t i oCo l umn = new System . Windows . Forms . DataGridViewTextBoxColumn ( ) ;
t h i s . delayColumn = new System . Windows . Forms . DataGridViewTextBoxColumn ( ) ;
t h i s . j i t t e r C o l umn = new System . Windows . Forms . DataGridViewTextBoxColumn ( ) ;
t h i s . t t lCo l umn = new System . Windows . Forms . DataGridViewTextBoxColumn ( ) ;
t h i s . t a bCon t r o l 1 . SuspendLayout ( ) ;
t h i s . s e t upTab . SuspendLayout ( ) ;
t h i s . e ven t sTab . SuspendLayout ( ) ;
t h i s . de layTab . SuspendLayout ( ) ;
t h i s . j i t t e r T a b . SuspendLayout ( ) ;
t h i s . d e l i v e r yR a t i oT a b . SuspendLayout ( ) ;
t h i s . t t l T a b . SuspendLayout ( ) ;
t h i s . d a t aTab . SuspendLayout ( ) ;
( ( System . ComponentModel . I S u p p o r t I n i t i a l i z e ) ( t h i s . d a t aT ab l e ) ) . B e g i n I n i t ( ) ;
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t h i s . SuspendLayout ( ) ;
/ /
/ / s t a r t B u t t o n
/ /
t h i s . s t a r t B u t t o n . Loc a t i o n = new System . Drawing . P o i n t ( 9 , 239) ;
t h i s . s t a r t B u t t o n . Name = " s t a r t B u t t o n " ;
t h i s . s t a r t B u t t o n . S i z e = new System . Drawing . S i z e ( 98 , 32) ;
t h i s . s t a r t B u t t o n . TabIndex = 0 ;
t h i s . s t a r t B u t t o n . Tex t = " S t a r t ! " ;
t h i s . s t a r t B u t t o n . UseV i su a lS t y l eBackCo lo r = t rue ;
t h i s . s t a r t B u t t o n . C l i c k += new System . Even tHand l e r ( t h i s . s t a r t B u t t o n _C l i c k ) ;
/ /
/ / p a c k e t S i z eBo x
/ /
t h i s . p a cke tS i z eBox . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 6 ) ;
t h i s . p a cke tS i z eBox . Mask = " 0999 " ;
t h i s . p a cke tS i z eBox . Name = " packe tS i z eBox " ;
t h i s . p a cke tS i z eBox . S i z e = new System . Drawing . S i z e ( 100 , 20) ;
t h i s . p a cke tS i z eBox . TabIndex = 1 ;
t h i s . p a cke tS i z eBox . Text = " 64 " ;
t h i s . p a cke tS i z eBox . Mask Inpu tRe j e c t ed += new System . Windows . Forms . Mask Inpu tRe j e c t edEven tHand l e r ( t h i s .
p a cke tS i z eBox_Mask Inpu tRe j e c t ed ) ;
/ /
/ / l a b e l 1
/ /
t h i s . l a b e l 1 . Au toS ize = t rue ;
t h i s . l a b e l 1 . Loc a t i o n = new System . Drawing . P o i n t ( 6 , 9 ) ;
t h i s . l a b e l 1 . Name = " l a b e l 1 " ;
t h i s . l a b e l 1 . S i z e = new System . Drawing . S i z e ( 64 , 13) ;
t h i s . l a b e l 1 . TabIndex = 2 ;
t h i s . l a b e l 1 . Tex t = " Packe t S i z e " ;
/ /
/ / s e n d I n t e r v a l B o x
/ /
t h i s . s e n d I n t e r v a lBox . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 58) ;
t h i s . s e n d I n t e r v a lBox . Mask = " 099 " ;
t h i s . s e n d I n t e r v a lBox . Name = " s e n d I n t e r v a lBox " ;
t h i s . s e n d I n t e r v a lBox . S i z e = new System . Drawing . S i z e ( 100 , 20) ;
t h i s . s e n d I n t e r v a lBox . TabIndex = 3 ;
t h i s . s e n d I n t e r v a lBox . Text = " 20 " ;
/ /
/ / r xT imeou tBox
/ /
t h i s . rxTimeoutBox . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 84) ;
t h i s . rxTimeoutBox . Mask = " 099 " ;
t h i s . rxTimeoutBox . Name = " rxTimeoutBox " ;
t h i s . rxTimeoutBox . S i z e = new System . Drawing . S i z e ( 100 , 20) ;
t h i s . rxTimeoutBox . TabIndex = 4 ;
t h i s . rxTimeoutBox . Text = " 150 " ;
/ /
/ / l a b e l 3
/ /
t h i s . l a b e l 3 . Au toS ize = t rue ;
t h i s . l a b e l 3 . Loc a t i o n = new System . Drawing . P o i n t ( 6 , 61) ;
t h i s . l a b e l 3 . Name = " l a b e l 3 " ;
t h i s . l a b e l 3 . S i z e = new System . Drawing . S i z e ( 69 , 13) ;
t h i s . l a b e l 3 . TabIndex = 6 ;
t h i s . l a b e l 3 . Tex t = " Send i n t e r v a l " ;
/ /
/ / l a b e l 4
/ /
t h i s . l a b e l 4 . Au toS ize = t rue ;
t h i s . l a b e l 4 . Loc a t i o n = new System . Drawing . P o i n t ( 6 , 87) ;
t h i s . l a b e l 4 . Name = " l a b e l 4 " ;
t h i s . l a b e l 4 . S i z e = new System . Drawing . S i z e ( 63 , 13) ;
t h i s . l a b e l 4 . TabIndex = 7 ;
t h i s . l a b e l 4 . Tex t = "RX Timeout " ;
/ /
/ / l a b e l 2
/ /
t h i s . l a b e l 2 . Au toS ize = t rue ;
t h i s . l a b e l 2 . Loc a t i o n = new System . Drawing . P o i n t ( 6 , 35) ;
t h i s . l a b e l 2 . Name = " l a b e l 2 " ;
t h i s . l a b e l 2 . S i z e = new System . Drawing . S i z e ( 101 , 13) ;
t h i s . l a b e l 2 . TabIndex = 9 ;
t h i s . l a b e l 2 . Tex t = " D e s t i n a t i o n Address " ;
/ /
/ / d e s t i n a t i o nB o x 1
/ /
t h i s . d e s t i n a t i o nBox 1 . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 32) ;
t h i s . d e s t i n a t i o nBox 1 . Mask = " 099 " ;
t h i s . d e s t i n a t i o nBox 1 . Name = " d e s t i n a t i o nBox 1 " ;
t h i s . d e s t i n a t i o nBox 1 . S i z e = new System . Drawing . S i z e ( 24 , 20) ;
t h i s . d e s t i n a t i o nBox 1 . TabIndex = 8 ;
t h i s . d e s t i n a t i o nBox 1 . Text = " 192 " ;
/ /
/ / s t o pBu t t o n
/ /
t h i s . s t o pBu t t o n . Enab led = f a l s e ;
t h i s . s t o pBu t t o n . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 239) ;
t h i s . s t o pBu t t o n . Name = " s t o pBu t t o n " ;
t h i s . s t o pBu t t o n . S i z e = new System . Drawing . S i z e ( 98 , 32) ;
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t h i s . s t o pBu t t o n . TabIndex = 11 ;
t h i s . s t o pBu t t o n . Tex t = " Stop " ;
t h i s . s t o pBu t t o n . UseV i su a lS t y l eBackCo lo r = t rue ;
t h i s . s t o pBu t t o n . C l i c k += new System . Even tHand l e r ( t h i s . s t o pBu t t o n _C l i c k ) ;
/ /
/ / d e s t i n a t i o nB o x 2
/ /
t h i s . d e s t i n a t i o nBox 2 . Loc a t i o n = new System . Drawing . P o i n t ( 143 , 32) ;
t h i s . d e s t i n a t i o nBox 2 . Mask = " 099 " ;
t h i s . d e s t i n a t i o nBox 2 . Name = " d e s t i n a t i o nBox 2 " ;
t h i s . d e s t i n a t i o nBox 2 . S i z e = new System . Drawing . S i z e ( 24 , 20) ;
t h i s . d e s t i n a t i o nBox 2 . TabIndex = 12 ;
t h i s . d e s t i n a t i o nBox 2 . Text = " 168 " ;
t h i s . d e s t i n a t i o nBox 2 . Mask Inpu tRe j e c t ed += new System . Windows . Forms . Mask Inpu tRe j e c t edEven tHand l e r ( t h i s .
maskedTextBox1_MaskInpu tRe jec ted ) ;
/ /
/ / d e s t i n a t i o nB o x 3
/ /
t h i s . d e s t i n a t i o nBox 3 . Loc a t i o n = new System . Drawing . P o i n t ( 173 , 32) ;
t h i s . d e s t i n a t i o nBox 3 . Mask = " 099 " ;
t h i s . d e s t i n a t i o nBox 3 . Name = " d e s t i n a t i o nBox 3 " ;
t h i s . d e s t i n a t i o nBox 3 . S i z e = new System . Drawing . S i z e ( 24 , 20) ;
t h i s . d e s t i n a t i o nBox 3 . TabIndex = 13 ;
t h i s . d e s t i n a t i o nBox 3 . Text = " 50 " ;
/ /
/ / d e s t i n a t i o nB o x 4
/ /
t h i s . d e s t i n a t i o nBox 4 . Loc a t i o n = new System . Drawing . P o i n t ( 203 , 32) ;
t h i s . d e s t i n a t i o nBox 4 . Mask = " 099 " ;
t h i s . d e s t i n a t i o nBox 4 . Name = " d e s t i n a t i o nBox 4 " ;
t h i s . d e s t i n a t i o nBox 4 . S i z e = new System . Drawing . S i z e ( 24 , 20) ;
t h i s . d e s t i n a t i o nBox 4 . TabIndex = 14 ;
t h i s . d e s t i n a t i o nBox 4 . Text = " 1 " ;
/ /
/ / t a bCon t r o l 1
/ /
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . s e t upTab ) ;
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . e ven t sTab ) ;
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . de l ayTab ) ;
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . j i t t e r T a b ) ;
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . d e l i v e r yR a t i oT a b ) ;
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . t t l T a b ) ;
t h i s . t a bCon t r o l 1 . Co n t r o l s . Add ( t h i s . d a t aTab ) ;
t h i s . t a bCon t r o l 1 . Loc a t i o n = new System . Drawing . P o i n t ( 12 , 12) ;
t h i s . t a bCon t r o l 1 . Name = " t a bCon t r o l 1 " ;
t h i s . t a bCon t r o l 1 . S e l e c t e d I n d e x = 0 ;
t h i s . t a bCon t r o l 1 . S i z e = new System . Drawing . S i z e ( 636 , 303) ;
t h i s . t a bCon t r o l 1 . TabIndex = 15 ;
/ /
/ / s e t upTab
/ /
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . u p d a t e I n t e r v a lB o x ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . l a b e l 6 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . s ta tsWindowBox ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . l a b e l 5 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . l a b e l 1 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . d e s t i n a t i o nBox 4 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . s t a r t B u t t o n ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . d e s t i n a t i o nBox 3 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . p a cke tS i z eBox ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . d e s t i n a t i o nBox 2 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . s e n d I n t e r v a lBox ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . s t o pBu t t o n ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . rxTimeoutBox ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . l a b e l 3 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . l a b e l 2 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . l a b e l 4 ) ;
t h i s . s e t upTab . Con t r o l s . Add ( t h i s . d e s t i n a t i o nBox 1 ) ;
t h i s . s e t upTab . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . s e t upTab . Name = " se tupTab " ;
t h i s . s e t upTab . Padd ing = new System . Windows . Forms . Padd ing ( 3 ) ;
t h i s . s e t upTab . S i z e = new System . Drawing . S i z e ( 628 , 277) ;
t h i s . s e t upTab . TabIndex = 0 ;
t h i s . s e t upTab . Text = " Se tup " ;
t h i s . s e t upTab . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / u p d a t e I n t e r v a l B o x
/ /
t h i s . u p d a t e I n t e r v a lB o x . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 110) ;
t h i s . u p d a t e I n t e r v a lB o x . Mask = " 09999 " ;
t h i s . u p d a t e I n t e r v a lB o x . Name = " u p d a t e I n t e r v a lB o x " ;
t h i s . u p d a t e I n t e r v a lB o x . S i z e = new System . Drawing . S i z e ( 100 , 20) ;
t h i s . u p d a t e I n t e r v a lB o x . TabIndex = 17 ;
t h i s . u p d a t e I n t e r v a lB o x . Text = " 100 " ;
/ /
/ / l a b e l 6
/ /
t h i s . l a b e l 6 . Au toS ize = t rue ;
t h i s . l a b e l 6 . Loc a t i o n = new System . Drawing . P o i n t ( 6 , 113) ;
t h i s . l a b e l 6 . Name = " l a b e l 6 " ;
t h i s . l a b e l 6 . S i z e = new System . Drawing . S i z e ( 107 , 13) ;
t h i s . l a b e l 6 . TabIndex = 18 ;
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t h i s . l a b e l 6 . Tex t = " S t a t s Update I n t e r v a l " ;
/ /
/ / s ta t sWindowBox
/ /
t h i s . s ta tsWindowBox . Loc a t i o n = new System . Drawing . P o i n t ( 113 , 136) ;
t h i s . s ta tsWindowBox . Mask = " 09999 " ;
t h i s . s ta tsWindowBox . Name = " statsWindowBox " ;
t h i s . s ta tsWindowBox . S i z e = new System . Drawing . S i z e ( 100 , 20) ;
t h i s . s ta tsWindowBox . TabIndex = 15 ;
t h i s . s ta tsWindowBox . Text = " 1000 " ;
/ /
/ / l a b e l 5
/ /
t h i s . l a b e l 5 . Au toS ize = t rue ;
t h i s . l a b e l 5 . Loc a t i o n = new System . Drawing . P o i n t ( 6 , 139) ;
t h i s . l a b e l 5 . Name = " l a b e l 5 " ;
t h i s . l a b e l 5 . S i z e = new System . Drawing . S i z e ( 70 , 13) ;
t h i s . l a b e l 5 . TabIndex = 16 ;
t h i s . l a b e l 5 . Tex t = " S t a t s window" ;
/ /
/ / e v en t sTab
/ /
t h i s . e ven t sTab . Con t r o l s . Add ( t h i s . outputWindow ) ;
t h i s . e ven t sTab . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . e ven t sTab . Name = " even t sTab " ;
t h i s . e ven t sTab . Padd ing = new System . Windows . Forms . Padd ing ( 3 ) ;
t h i s . e ven t sTab . S i z e = new System . Drawing . S i z e (628 , 277) ;
t h i s . e ven t sTab . TabIndex = 1 ;
t h i s . e ven t sTab . Text = " Even t s " ;
t h i s . e v en t sTab . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / outputWindow
/ /
t h i s . outputWindow . Loca t i o n = new System . Drawing . P o i n t ( 6 , 6 ) ;
t h i s . outputWindow . Name = " outputWindow " ;
t h i s . outputWindow . S i z e = new System . Drawing . S i z e ( 616 , 265) ;
t h i s . outputWindow . TabIndex = 11 ;
t h i s . outputWindow . Text = " " ;
t h i s . outputWindow . V i s i b l eChanged += new System . Even tHand l e r ( t h i s . ou tpu tWindow_Vis ib leChanged ) ;
/ /
/ / de layTab
/ /
t h i s . de l ayTab . Con t r o l s . Add ( t h i s . de l ayGraph ) ;
t h i s . de l ayTab . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . de l ayTab . Name = " de layTab " ;
t h i s . de layTab . Padd ing = new System . Windows . Forms . Padd ing ( 3 ) ;
t h i s . de l ayTab . S i z e = new System . Drawing . S i z e ( 628 , 277) ;
t h i s . de l ayTab . TabIndex = 2 ;
t h i s . de l ayTab . Text = " Delay " ;
t h i s . de l ayTab . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / de layGraph
/ /
t h i s . de l ayGraph . Loc a t i o n = new System . Drawing . P o i n t ( 3 , 6 ) ;
t h i s . de l ayGraph . Name = " de layGraph " ;
t h i s . de l ayGraph . S c r o l lG r a c e = 0 ;
t h i s . de l ayGraph . ScrollMaxX = 0 ;
t h i s . de l ayGraph . ScrollMaxY = 0 ;
t h i s . de l ayGraph . Scrol lMaxY2 = 0 ;
t h i s . de l ayGraph . Scro l lMinX = 0 ;
t h i s . de l ayGraph . Scro l lMinY = 0 ;
t h i s . de l ayGraph . Scro l lMinY2 = 0 ;
t h i s . de l ayGraph . S i z e = new System . Drawing . S i z e ( 622 , 268) ;
t h i s . de l ayGraph . TabIndex = 0 ;
/ /
/ / j i t t e r T a b
/ /
t h i s . j i t t e r T a b . Con t r o l s . Add ( t h i s . j i t t e r G r a p h ) ;
t h i s . j i t t e r T a b . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . j i t t e r T a b . Name = " j i t t e r T a b " ;
t h i s . j i t t e r T a b . S i z e = new System . Drawing . S i z e (628 , 277) ;
t h i s . j i t t e r T a b . TabIndex = 3 ;
t h i s . j i t t e r T a b . Text = " J i t t e r " ;
t h i s . j i t t e r T a b . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / j i t t e r G r a p h
/ /
t h i s . j i t t e r G r a p h . Loc a t i o n = new System . Drawing . P o i n t ( 3 , 6 ) ;
t h i s . j i t t e r G r a p h . Name = " j i t t e r G r a p h " ;
t h i s . j i t t e r G r a p h . S c r o l lG r a c e = 0 ;
t h i s . j i t t e r G r a p h . ScrollMaxX = 0 ;
t h i s . j i t t e r G r a p h . ScrollMaxY = 0 ;
t h i s . j i t t e r G r a p h . ScrollMaxY2 = 0 ;
t h i s . j i t t e r G r a p h . Scro l lMinX = 0 ;
t h i s . j i t t e r G r a p h . Scro l lMinY = 0 ;
t h i s . j i t t e r G r a p h . Scro l lMinY2 = 0 ;
t h i s . j i t t e r G r a p h . S i z e = new System . Drawing . S i z e ( 622 , 268) ;
t h i s . j i t t e r G r a p h . TabIndex = 1 ;
/ /
/ / d e l i v e r y R a t i o T a b
/ /
t h i s . d e l i v e r yR a t i oT a b . Co n t r o l s . Add ( t h i s . d e l i v e r yR a t i oG r a p h ) ;
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t h i s . d e l i v e r yR a t i oT a b . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . d e l i v e r yR a t i oT a b . Name = " d e l i v e r yR a t i oT a b " ;
t h i s . d e l i v e r yR a t i oT a b . S i z e = new System . Drawing . S i z e ( 628 , 277) ;
t h i s . d e l i v e r yR a t i oT a b . TabIndex = 4 ;
t h i s . d e l i v e r yR a t i oT a b . Text = " De l i v e r y Ra t i o " ;
t h i s . d e l i v e r yR a t i oT a b . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / d e l i v e r yRa t i oG r aph
/ /
t h i s . d e l i v e r yR a t i oG r a p h . Loc a t i o n = new System . Drawing . P o i n t ( 3 , 6 ) ;
t h i s . d e l i v e r yR a t i oG r a p h . Name = " d e l i v e r yR a t i oG r a p h " ;
t h i s . d e l i v e r yR a t i oG r a p h . S c r o l lG r a c e = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . ScrollMaxX = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . ScrollMaxY = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . ScrollMaxY2 = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . Scro l lMinX = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . Scro l lMinY = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . Scro l lMinY2 = 0 ;
t h i s . d e l i v e r yR a t i oG r a p h . S i z e = new System . Drawing . S i z e ( 622 , 268) ;
t h i s . d e l i v e r yR a t i oG r a p h . TabIndex = 1 ;
/ /
/ / t t l T a b
/ /
t h i s . t t l T a b . Con t r o l s . Add ( t h i s . t t l G r a p h ) ;
t h i s . t t l T a b . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . t t l T a b . Name = " t t l T a b " ;
t h i s . t t l T a b . S i z e = new System . Drawing . S i z e ( 628 , 277) ;
t h i s . t t l T a b . TabIndex = 5 ;
t h i s . t t l T a b . Text = "TTL" ;
t h i s . t t l T a b . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / t t l G r a p h
/ /
t h i s . t t l G r a p h . Loc a t i o n = new System . Drawing . P o i n t ( 3 , 6 ) ;
t h i s . t t l G r a p h . Name = " t t l G r a p h " ;
t h i s . t t l G r a p h . S c r o l lG r a c e = 0 ;
t h i s . t t l G r a p h . ScrollMaxX = 0 ;
t h i s . t t l G r a p h . ScrollMaxY = 0 ;
t h i s . t t l G r a p h . ScrollMaxY2 = 0 ;
t h i s . t t l G r a p h . Scro l lMinX = 0 ;
t h i s . t t l G r a p h . Scro l lMinY = 0 ;
t h i s . t t l G r a p h . Scro l lMinY2 = 0 ;
t h i s . t t l G r a p h . S i z e = new System . Drawing . S i z e ( 622 , 268) ;
t h i s . t t l G r a p h . TabIndex = 1 ;
/ /
/ / dataTab
/ /
t h i s . d a t aTab . Con t r o l s . Add ( t h i s . u n s e l e c t A l l B u t t o n ) ;
t h i s . d a t aTab . Con t r o l s . Add ( t h i s . s e l e c t A l l B u t t o n ) ;
t h i s . d a t aTab . Con t r o l s . Add ( t h i s . d a t aT ab l e ) ;
t h i s . d a t aTab . Loc a t i o n = new System . Drawing . P o i n t ( 4 , 22) ;
t h i s . d a t aTab . Name = " da t aTab " ;
t h i s . d a t aTab . S i z e = new System . Drawing . S i z e ( 628 , 277) ;
t h i s . d a t aTab . TabIndex = 6 ;
t h i s . d a t aTab . Text = " Data " ;
t h i s . d a t aTab . UseV i su a lS t y l eBackCo lo r = t rue ;
/ /
/ / u n s e l e c t A l l B u t t o n
/ /
t h i s . u n s e l e c t A l l B u t t o n . Loc a t i o n = new System . Drawing . P o i n t ( 498 , 252) ;
t h i s . u n s e l e c t A l l B u t t o n . Name = " u n s e l e c t A l l B u t t o n " ;
t h i s . u n s e l e c t A l l B u t t o n . S i z e = new System . Drawing . S i z e ( 127 , 22) ;
t h i s . u n s e l e c t A l l B u t t o n . TabIndex = 2 ;
t h i s . u n s e l e c t A l l B u t t o n . Tex t = " Un s e l e c t A l l " ;
t h i s . u n s e l e c t A l l B u t t o n . UseV i su a lS t y l eBackCo lo r = t rue ;
t h i s . u n s e l e c t A l l B u t t o n . C l i c k += new System . Even tHand l e r ( t h i s . u n s e l e c tA l l B u t t o n _C l i c k ) ;
/ /
/ / s e l e c t A l l B u t t o n
/ /
t h i s . s e l e c t A l l B u t t o n . Loc a t i o n = new System . Drawing . P o i n t ( 365 , 252) ;
t h i s . s e l e c t A l l B u t t o n . Name = " s e l e c t A l l B u t t o n " ;
t h i s . s e l e c t A l l B u t t o n . S i z e = new System . Drawing . S i z e ( 127 , 22) ;
t h i s . s e l e c t A l l B u t t o n . TabIndex = 1 ;
t h i s . s e l e c t A l l B u t t o n . Tex t = " S e l e c t A l l " ;
t h i s . s e l e c t A l l B u t t o n . UseV i su a lS t y l eBackCo lo r = t rue ;
t h i s . s e l e c t A l l B u t t o n . C l i c k += new System . Even tHand l e r ( t h i s . s e l e c t A l l B u t t o n _C l i c k ) ;
/ /
/ / d a t aTab l e
/ /
t h i s . d a t aT ab l e . AllowUserToAddRows = f a l s e ;
t h i s . d a t aT ab l e . AllowUserToDeleteRows = f a l s e ;
t h i s . d a t aT ab l e . Al lowUserToResizeColumns = f a l s e ;
t h i s . d a t aT ab l e . AllowUserToResizeRows = f a l s e ;
t h i s . d a t aT ab l e . ColumnHeadersHeightSizeMode = System . Windows . Forms . DataGridViewColumnHeadersHeightSizeMode . AutoS ize ;
t h i s . d a t aT ab l e . Columns . AddRange (new System . Windows . Forms . DataGridViewColumn [ ] {
t h i s . t imeColumn ,
t h i s . d e l i v e ryRa t i oCo lumn ,
t h i s . delayColumn ,
t h i s . j i t t e rCo l umn ,
t h i s . t t lCo l umn } ) ;
t h i s . d a t aT ab l e . Loc a t i o n = new System . Drawing . P o i n t ( 3 , 3 ) ;
t h i s . d a t aT ab l e . Name = " d a t aT ab l e " ;
172 ANNEXE C. DÉVELOPPEMENT DE PINGUTIL
t h i s . d a t aT ab l e . ReadOnly = t rue ;
t h i s . d a t aT ab l e . Se l ec t i onMode = System . Windows . Forms . Da taGr idViewSe lec t ionMode . Fu l lRowSe l e c t ;
t h i s . d a t aT ab l e . S i z e = new System . Drawing . S i z e (622 , 243) ;
t h i s . d a t aT ab l e . TabIndex = 0 ;
/ /
/ / t imeColumn
/ /
t h i s . t imeColumn . Frozen = t rue ;
t h i s . t imeColumn . HeaderTex t = "Time " ;
t h i s . t imeColumn . Name = " timeColumn " ;
t h i s . t imeColumn . ReadOnly = t rue ;
t h i s . t imeColumn . R e s i z a b l e = System . Windows . Forms . Da t aG r i dV i ewTr iS t a t e . F a l s e ;
t h i s . t imeColumn . SortMode = System . Windows . Forms . DataGridViewColumnSortMode . No t S o r t a b l e ;
t h i s . t imeColumn . Width = 110 ;
/ /
/ / d e l i v e r yRa t i oCo l umn
/ /
t h i s . d e l i v e r yRa t i oCo l umn . Frozen = t rue ;
t h i s . d e l i v e r yRa t i oCo l umn . HeaderTex t = " De l i v e r y Ra t i o " ;
t h i s . d e l i v e r yRa t i oCo l umn . Name = " de l i v e r yRa t i oCo l umn " ;
t h i s . d e l i v e r yRa t i oCo l umn . ReadOnly = t rue ;
t h i s . d e l i v e r yRa t i oCo l umn . R e s i z a b l e = System . Windows . Forms . Da t aG r i dV i ewTr iS t a t e . F a l s e ;
t h i s . d e l i v e r yRa t i oCo l umn . SortMode = System . Windows . Forms . DataGridViewColumnSortMode . No t S o r t a b l e ;
t h i s . d e l i v e r yRa t i oCo l umn . Width = 110 ;
/ /
/ / de layColumn
/ /
t h i s . delayColumn . Frozen = t rue ;
t h i s . delayColumn . HeaderTex t = " Delay " ;
t h i s . delayColumn . Name = " delayColumn " ;
t h i s . delayColumn . ReadOnly = t rue ;
t h i s . delayColumn . R e s i z a b l e = System . Windows . Forms . Da t aG r i dV i ewTr iS t a t e . F a l s e ;
t h i s . delayColumn . SortMode = System . Windows . Forms . DataGridViewColumnSortMode . No t S o r t a b l e ;
t h i s . delayColumn . Width = 110 ;
/ /
/ / j i t t e r C o l umn
/ /
t h i s . j i t t e r C o l umn . Frozen = t rue ;
t h i s . j i t t e r C o l umn . HeaderTex t = " J i t t e r " ;
t h i s . j i t t e r C o l umn . Name = " j i t t e r C o l umn " ;
t h i s . j i t t e r C o l umn . ReadOnly = t rue ;
t h i s . j i t t e r C o l umn . R e s i z a b l e = System . Windows . Forms . Da t aG r i dV i ewTr iS t a t e . F a l s e ;
t h i s . j i t t e r C o l umn . SortMode = System . Windows . Forms . DataGridViewColumnSortMode . No t S o r t a b l e ;
t h i s . j i t t e r C o l umn . Width = 110 ;
/ /
/ / t t lCo l umn
/ /
t h i s . t t lCo l umn . Frozen = t rue ;
t h i s . t t lCo l umn . HeaderTex t = "TTL" ;
t h i s . t t lCo l umn . Name = " t t lCo l umn " ;
t h i s . t t lCo l umn . ReadOnly = t rue ;
t h i s . t t lCo l umn . R e s i z a b l e = System . Windows . Forms . Da t aG r i dV i ewTr iS t a t e . F a l s e ;
t h i s . t t lCo l umn . SortMode = System . Windows . Forms . DataGridViewColumnSortMode . No t S o r t a b l e ;
t h i s . t t lCo l umn . Width = 110 ;
/ /
/ / Form1
/ /
t h i s . Au toSca l eDimens ions = new System . Drawing . S izeF (6F , 13F ) ;
t h i s . AutoScaleMode = System . Windows . Forms . AutoScaleMode . Font ;
t h i s . C l i e n t S i z e = new System . Drawing . S i z e ( 660 , 327) ;
t h i s . C o n t r o l s . Add ( t h i s . t a bCon t r o l 1 ) ;
t h i s . MaximizeBox = f a l s e ;
t h i s . MaximumSize = new System . Drawing . S i z e ( 676 , 363) ;
t h i s . MinimumSize = new System . Drawing . S i z e ( 676 , 363) ;
t h i s . Name = "Form1 " ;
t h i s . Tex t = " P i n gU t i l " ;
t h i s . Load += new System . Even tHand l e r ( t h i s . Form1_Load ) ;
t h i s . t a bCon t r o l 1 . ResumeLayout ( f a l s e ) ;
t h i s . s e t upTab . ResumeLayout ( f a l s e ) ;
t h i s . s e tupTab . Pe r fo rmLayou t ( ) ;
t h i s . e ven t sTab . ResumeLayout ( f a l s e ) ;
t h i s . de l ayTab . ResumeLayout ( f a l s e ) ;
t h i s . j i t t e r T a b . ResumeLayout ( f a l s e ) ;
t h i s . d e l i v e r yR a t i oT a b . ResumeLayout ( f a l s e ) ;
t h i s . t t l T a b . ResumeLayout ( f a l s e ) ;
t h i s . d a t aTab . ResumeLayout ( f a l s e ) ;
( ( System . ComponentModel . I S u p p o r t I n i t i a l i z e ) ( t h i s . d a t aT a b l e ) ) . E n d I n i t ( ) ;
t h i s . ResumeLayout ( f a l s e ) ;
}
# end r e g i on
pr i v a t e System . Windows . Forms . Bu t ton s t a r t B u t t o n ;
pr i v a t e System . Windows . Forms . MaskedTextBox packe tS i z eBox ;
pr i v a t e System . Windows . Forms . Labe l l a b e l 1 ;
pr i v a t e System . Windows . Forms . MaskedTextBox s e n d I n t e r v a lBox ;
pr i v a t e System . Windows . Forms . MaskedTextBox rxTimeoutBox ;
pr i v a t e System . Windows . Forms . Labe l l a b e l 3 ;
pr i v a t e System . Windows . Forms . Labe l l a b e l 4 ;
pr i v a t e System . Windows . Forms . Labe l l a b e l 2 ;
pr i v a t e System . Windows . Forms . MaskedTextBox d e s t i n a t i o nBox 1 ;
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pr i v a t e System . Windows . Forms . Bu t ton s t o pBu t t o n ;
pr i v a t e System . Windows . Forms . MaskedTextBox d e s t i n a t i o nBox 2 ;
pr i v a t e System . Windows . Forms . MaskedTextBox d e s t i n a t i o nBox 3 ;
pr i v a t e System . Windows . Forms . MaskedTextBox d e s t i n a t i o nBox 4 ;
pr i v a t e System . Windows . Forms . TabCon t ro l t a bCon t r o l 1 ;
pr i v a t e System . Windows . Forms . TabPage se tupTab ;
pr i v a t e System . Windows . Forms . TabPage even t sTab ;
pr i v a t e System . Windows . Forms . RichTextBox outputWindow ;
pr i v a t e System . Windows . Forms . TabPage de layTab ;
pr i v a t e System . Windows . Forms . TabPage j i t t e r T a b ;
pr i v a t e System . Windows . Forms . TabPage d e l i v e r yR a t i oT a b ;
pr i v a t e System . Windows . Forms . TabPage t t l T a b ;
pr i v a t e System . Windows . Forms . TabPage da taTab ;
pr i v a t e System . Windows . Forms . DataGridView da t aT ab l e ;
pr i v a t e System . Windows . Forms . DataGridViewTextBoxColumn timeColumn ;
pr i v a t e System . Windows . Forms . DataGridViewTextBoxColumn de l i v e r yRa t i oCo l umn ;
pr i v a t e System . Windows . Forms . DataGridViewTextBoxColumn delayColumn ;
pr i v a t e System . Windows . Forms . DataGridViewTextBoxColumn j i t t e r C o l umn ;
pr i v a t e System . Windows . Forms . DataGridViewTextBoxColumn t t lCo l umn ;
pr i v a t e System . Windows . Forms . Bu t ton u n s e l e c t A l l B u t t o n ;
pr i v a t e System . Windows . Forms . Bu t ton s e l e c t A l l B u t t o n ;
pr i v a t e System . Windows . Forms . MaskedTextBox statsWindowBox ;
pr i v a t e System . Windows . Forms . Labe l l a b e l 5 ;
pr i v a t e System . Windows . Forms . MaskedTextBox u p d a t e I n t e r v a lB o x ;
pr i v a t e System . Windows . Forms . Labe l l a b e l 6 ;
pr i v a t e ZedGraph . ZedGraphCont ro l de layGraph ;
pr i v a t e ZedGraph . ZedGraphCont ro l j i t t e r G r a p h ;
pr i v a t e ZedGraph . ZedGraphCont ro l d e l i v e r yR a t i oG r a p h ;
pr i v a t e ZedGraph . ZedGraphCont ro l t t l G r a p h ;
}
}
C.3 IcmpPacket.cs
us ing System ;
us ing System . C o l l e c t i o n s . Gene r i c ;
us ing System . Text ;
namespace P i n gU t i l
{
pub l i c c l a s s IcmpPacke t
{
pub l i c cons t i n t ICMP_PACKET_OK = 0 ;
pub l i c cons t i n t ICMP_PACKET_CHECKSUM_INVALID = 1 ;
pub l i c cons t i n t ICMP_PACKET_TOO_SHORT = 2 ;
pub l i c cons t i n t IP_HEADER_TOO_SHORT = 3 ;
pub l i c Byte Type ; / / t y p e o f message
pub l i c Byte SubCode ; / / t y p e o f sub code
pub l i c UInt16 I d e n t i f i e r ; / / i d e n t i f i e r
pub l i c UInt16 SequenceNumber ; / / s equence number
pub l i c Byte [ ] Data ;
pub l i c Byte TTL ;
unsafe pub l i c Byte [ ] S e r i a l i z e ( )
{
UInt32 sum ;
ulong nby t e s = ( ulong ) (8 + Data . GetLength ( 0 ) ) ;
Byte [ ] b u f f e r = new Byte [8 + Data . GetLength ( 0 ) ] ;
Array . Copy ( Data , 0 , b u f f e r , 8 , Data . GetLength ( 0 ) ) ;
f i x e d ( byte∗ p = b u f f e r )
{
p [ 0 ] = Type ;
p [ 1 ] = SubCode ;
p [ 2 ] = 0 ;
p [ 3 ] = 0 ;
p [ 4 ] = ( byte ) ( ( I d e n t i f i e r >>8) & 0xFF ) ;
p [ 5 ] = ( byte ) ( I d e n t i f i e r & 0xFF ) ;
p [ 6 ] = ( byte ) ( ( SequenceNumber >>8) & 0xFF ) ;
p [ 7 ] = ( byte ) ( SequenceNumber & 0xFF ) ;
sum = 0 ;
UInt32 index = 0 ;
whi le ( n by t e s > 1)
{
sum += ( UInt16 ) ~( p [ i ndex ] << 8 | p [ i ndex +1 ] ) ;
i ndex += 2 ;
nby t e s −= 2 ;
}
i f ( n by t e s == 1)
{
sum += ( UInt16 ) ~( p [ i ndex ] << 8) ;
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}
sum += ( sum >> 16) & 0xFFFF ;
/∗ UInt32 i nd e x = 0;
wh i l e ( n b y t e s > 1)
{
sum += ( UInt32 ) ( p [ i n d e x +1] << 8 | p [ i n d e x ] ) ;
n b y t e s −= 2;
i nd e x += 2;
}
i f ( n b y t e s == 1)
{
oddby t e = p [ i nd e x ] ;
sum += oddby t e ;
}
sum = ( sum >> 16) + ( sum & 0 x f f f f ) ;
sum += ( sum >> 16) ; ∗ /
p [ 2 ] = ( byte ) ( ( sum >> 8) & 0xFF ) ;
p [ 3 ] = ( byte ) ( sum & 0xFF ) ;
}
re turn b u f f e r ;
}
unsafe pub l i c I n t 3 2 D e s e r i a l i z e ( Byte [ ] b u f f e r , UInt32 s i z e )
{
UInt32 sum ;
/ / The b u f f e r c o n t a i n s an IP header . . . I t ’ s l e n g t h i s o b t a i n e d by t h e f o u r LS b i t s o f t h e f i r s t b y t e . A f t e r
/ / t h i s s t a r t s t h e ICMP pay load which has a l e n g t h s p e c i f i e d by t h e IP pac k e t l e n g t h f i e l d
UInt32 ipHeadLength = ( UInt32 ) ( ( b u f f e r [ 0 ] & 0x0F ) ∗ 4) ;
UInt32 icmpSize = s i z e − ipHeadLength ;
UInt32 nby t e s = icmpSize ;
i f ( ipHeadLength < 9)
{
re turn IP_HEADER_TOO_SHORT ;
}
i f ( icmpSize <8)
{
re turn ICMP_PACKET_TOO_SHORT;
}
f i x e d ( byte∗ p = b u f f e r )
{
sum = 0 ;
UInt32 index = ipHeadLength ;
TTL = p [ 8 ] ;
whi le ( n by t e s > 1)
{
sum += ( UInt16 ) ~( p [ i ndex ] << 8 | p [ i ndex + 1 ] ) ;
i ndex += 2 ;
nby t e s −= 2 ;
}
i f ( n by t e s == 1)
{
sum += ( UInt16 ) ~( p [ i ndex ] << 8) ;
}
sum += ( sum >> 16) & 0xFFFF ;
i f ( ( ~ sum&0xFFFF ) != 0)
{
re turn ICMP_PACKET_CHECKSUM_INVALID ;
}
Type = p [ ipHeadLength +0 ] ;
SubCode = p [ ipHeadLength +1 ] ;
I d e n t i f i e r = ( UInt16 ) ( ( p [ ipHeadLength + 4] << 8) | ( p [ ipHeadLength + 5 ] ) ) ;
SequenceNumber = ( UInt16 ) ( ( p [ ipHeadLength + 6] << 8) | ( p [ ipHeadLength + 7 ] ) ) ;
}
i f ( s i z e > 8)
{
Data = new Byte [ icmpSize −8];
Array . Copy ( b u f f e r , ipHeadLength + 8 , Data , 0 , i cmpSize − 8) ;
}
e l s e
{
Data = nu l l ;
}
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re turn ICMP_PACKET_OK;
}
} / / c l a s s IcmpPacke t
}
C.4 PacketMgr.cs
us ing System ;
us ing System . C o l l e c t i o n s . Gene r i c ;
us ing System . Text ;
us ing System . C o l l e c t i o n s ;
us ing System . Th read ing ;
us ing System . D i a g n o s t i c s ;
namespace P i n gU t i l
{
c l a s s PacketMgr
{
pub l i c PacketMgr ( )
{
mHashTable = new Hash t a b l e ( ) ;
t h r e adLock = new Mutex ( ) ;
}
pub l i c vo id Reg i s t e r P a c k e t T r a c e ( P a ck e tT r a c e aTrace )
{
mHashTable . Add ( aTrace . sequenceNumber , aTrace ) ;
}
pub l i c Packe tT r a c e Ge tPa cke tT r a c e ( UInt32 aTrace )
{
re turn ( P a ck e tT r a c e ) mHashTable [ aTrace ] ;
}
pub l i c vo id RemovePacketTrace ( UInt32 aTrace )
{
mHashTable . Remove ( aTrace ) ;
}
pub l i c UInt32 T imeou tEn t r i e s ( UInt32 age , DateTime cu r r e n tT ime )
{
UInt32 de layToNex tEven t = age ;
t h r e adLock . WaitOne ( ) ;
foreach ( D i c t i o n a r yE n t r y i t em in mHashTable )
{
Pa cke tT r a c e t r a c e = ( Pa ck e tT r a c e ) i t em . Value ;
i f ( ! t r a c e . t imedOut && ! t r a c e . r e c e i v e d )
{
/ / TimeSpan t s = cu r r en tT ime . S u b t r a c t ( t r a c e . s en tT ime ) ;
i f ( t r a c e . ageStopWatch . E l ap sed . T o t a lM i l l i s e c o n d s > age )
{
t r a c e . t imedOut = t rue ;
t r a c e . s topWatch . S top ( ) ;
}
e l s e
{
i f ( de l ayToNex tEven t > ( age − t r a c e . ageStopWatch . E l ap sed . T o t a lM i l l i s e c o n d s ) )
{
de layToNex tEven t = age − ( UInt32 ) t r a c e . ageStopWatch . E l ap sed . T o t a lM i l l i s e c o n d s ;
}
}
}
}
th r e adLock . ReleaseMutex ( ) ;
re turn de layToNex tEven t ;
}
pub l i c double [ ] G e t S t a t s ( UInt32 s ta tsWindow , DateTime now , DateTime s t a r t T im e )
{
A r r a yL i s t d e l a y s = new Ar r a yL i s t ( ) ;
A r r a yL i s t t t l s = new Ar r a yL i s t ( ) ;
A r r a yL i s t packetsToRemove = new Ar r a yL i s t ( ) ;
UInt32 t o t a l P a c k e t s = 0 ;
UInt32 d e l i v e r e d P a c k e t s = 0 ;
/ / DateTime windowS ta r t = now . S u b t r a c t ( new TimeSpan ( 0 , 0 , 0 , 0 , ( i n t ) s t a t sWindow ) ) ;
t h r e adLock . WaitOne ( ) ;
foreach ( D i c t i o n a r yE n t r y i t em in mHashTable )
{
Pa cke tT r a c e t r a c e = ( Pa ck e tT r a c e ) i t em . Value ;
i f ( t r a c e . ageStopWatch . E l a p s e dM i l l i s e c o nd s >s ta t sWindow )
{
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packetsToRemove . Add ( t r a c e ) ;
}
e l s e
{
i f ( t r a c e . r e c e i v e d )
{
d e l a y s . Add ( t r a c e . s topWatch . E l ap sed ) ;
t t l s . Add ( t r a c e . t t l ) ;
t o t a l P a c k e t s ++;
d e l i v e r e d P a c k e t s ++;
}
e l s e i f ( t r a c e . t imedOut )
{
t o t a l P a c k e t s ++;
}
/ / E l se , we do no t i n c l u d e i n s t a t s y e t . . .
}
}
foreach ( P a ck e tT r a c e t r a c e in packetsToRemove )
{
t h i s . RemovePacketTrace ( t r a c e . sequenceNumber ) ;
}
t h r e adLock . ReleaseMutex ( ) ;
/ / Now we have a l l i n f o rma t i o n . . . Do t h e compu ta t i on !
Double av e r ag e = ComputeAverage ( d e l a y s ) ;
Double s t d d ev = ComputeStdDev ( de l ay s , a v e r ag e ) ;
Double d e l i v e r y R a t i o = 0 ;
i f ( t o t a l P a c k e t s > 0)
{
d e l i v e r y R a t i o = d e l i v e r e d P a c k e t s ∗100 / t o t a l P a c k e t s ;
}
Double averageTTL = ComputeTTLAverage ( t t l s ) ;
Double t imeE l ap s ed = now . S u b t r a c t ( s t a r t T im e ) . To t a lS e cond s ;
double [ ] s t a t s = new double [ ] { t imeE lapsed ,
d e l i v e r yR a t i o ,
ave rage ,
s t ddev ,
averageTTL } ;
re turn s t a t s ;
}
pub l i c Mutex th r e adLock ;
pr i v a t e Hash t a b l e mHashTable ;
pr i v a t e double ComputeTTLAverage ( A r r a yL i s t l i s t )
{
double t o t a l D e l a y = 0 ;
u in t t o t a l E n t r i e s = 0 ;
foreach ( Byte t s in l i s t )
{
t o t a l D e l a y += t s ;
t o t a l E n t r i e s ++;
}
i f ( t o t a l E n t r i e s > 0)
{
re turn t o t a l D e l a y / t o t a l E n t r i e s ;
}
e l s e
{
re turn 0 ;
}
}
pr i v a t e double ComputeAverage ( A r r a yL i s t l i s t )
{
double t o t a l D e l a y = 0 ;
u in t t o t a l E n t r i e s = 0 ;
foreach ( TimeSpan t s in l i s t )
{
t o t a l D e l a y += t s . T o t a lM i l l i s e c o n d s ;
t o t a l E n t r i e s ++;
}
i f ( t o t a l E n t r i e s > 0)
{
re turn t o t a l D e l a y / t o t a l E n t r i e s ;
}
e l s e
{
re turn 0 ;
}
}
pr i v a t e double ComputeStdDev ( A r r a yL i s t l i s t , double ave r ag e )
{
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double t o t a l D i f f = 0 ;
u in t t o t a l E n t r i e s = 0 ;
foreach ( TimeSpan t s in l i s t )
{
t o t a l D i f f += Math . Pow ( ( t s . T o t a lM i l l i s e c o n d s − ave r ag e ) , 2 . 0 ) ;
t o t a l E n t r i e s ++;
}
i f ( t o t a l E n t r i e s > 0)
{
re turn Math . S q r t ( t o t a l D i f f / t o t a l E n t r i e s ) ;
}
e l s e
{
re turn 0 ;
}
}
}
c l a s s Packe tT r a c e
{
pub l i c Packe tT r a c e ( )
{
t imedOut = f a l s e ;
}
pub l i c Packe tT r a c e ( UInt32 aSeqNo )
{
sequenceNumber = aSeqNo ;
t imedOut = f a l s e ;
r e c e i v e d = f a l s e ;
s topWatch = new Stopwatch ( ) ;
ageStopWatch = new Stopwatch ( ) ;
}
pub l i c Stopwatch s topWatch ;
pub l i c Stopwatch ageStopWatch ;
/ / p u b l i c Sys tem . DateTime sen tT ime ;
/ / p u b l i c Sys tem . DateTime r e c e i v e dT ime ;
pub l i c Byte t t l ;
pub l i c Boolean t imedOut ;
pub l i c Boolean r e c e i v e d ;
pub l i c UInt32 sequenceNumber ;
}
}
C.5 Program.cs
ï » ¿ u s i n g System ;
us ing System . C o l l e c t i o n s . Gene r i c ;
us ing System . Windows . Forms ;
namespace P i n gU t i l
{
s t a t i c c l a s s Program
{
/ / / <summary>
/ / / Po i n t d ’ entrÃ c©e p r i n c i p a l de l ’ a p p l i c a t i o n .
/ / / </ summary>
[ STAThread ]
s t a t i c vo id Main ( )
{
Ap p l i c a t i o n . E n a b l eV i s u a l S t y l e s ( ) ;
A p p l i c a t i o n . S e tCompa t i b l eT ex tRend e r i n gDe f a u l t ( f a l s e ) ;
A p p l i c a t i o n . Run (new Form1 ( ) ) ;
}
}
}
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ANNEXE D
KALSNIFF - SURVEILLANCE DE LA PUISSANCE RE-
ÇUE
D.1 kalsniff.h
# i f n d e f KALSNIFF_H_
# de f i n e KALSNIFF_H_
# inc lude <pcap . h>
# inc lude < s t d i o . h>
# inc lude < s t d l i b . h>
# inc lude < e r r n o . h>
# inc lude < sys / s o c k e t . h>
# inc lude < n e t i n e t / i n . h>
# inc lude <a rp a / i n e t . h>
# inc lude < l i n u x / w i r e l e s s . h>
# inc lude < sys / i o c t l . h>
# inc lude <w l i o c t l . h>
/∗ Kalman f i l t e r d e f i n e s ∗ /
# de f i n e RX_THRESHOLD −80
# de f i n e MAX_POWER −10
# de f i n e MAX_SECONDS_TO_LINK_LOSS 3 . 0
# de f i n e REMAINING_TIME_THRESHOLD 1 .0
# de f i n e REMAINING_TIME_FOR_MAX_LQ 8∗REMAINING_TIME_THRESHOLD
# de f i n e WEAK_DELAY_FROM_PACKET_LOSS 1 . 0
# de f i n e DT_WINDOW_SIZE 5
# de f i n e QC 5E−16
# de f i n e RC 1
/∗ Data s t r u c t u r e s ∗ /
/∗
∗ Headers f o r t h e da ta read from t h e pr i sm i n t e r f a c e
∗ /
s t r u c t i e e e_802_11_heade r { / / Taken from 802_11 . h
u _ i n t 1 6 _ t f r ame _ c o n t r o l ;
u _ i n t 1 6 _ t d u r a t i o n ;
u _ i n t 8 _ t mac1 [ 6 ] ;
u _ i n t 8 _ t mac2 [ 6 ] ;
u _ i n t 8 _ t mac3 [ 6 ] ;
u _ i n t 1 6 _ t SeqCt l ;
u _ i n t 8 _ t mac4 [ 6 ] ;
u _ i n t 1 6 _ t gapLen ;
u _ i n t 8 _ t gap [ 8 ] ;
} _ _ a t t r i b u t e _ _ ( ( packed ) ) ;
s t r u c t l i n ux_w l an_ng_va l {
u _ i n t 3 2 _ t d i d ;
u _ i n t 1 6 _ t s t a t u s ;
u _ i n t 1 6 _ t l e n ;
u _ i n t 3 2 _ t d a t a ;
} _ _ a t t r i b u t e _ _ ( ( packed ) ) ;
s t r u c t l i nux_w l an_ng_p r i sm_hd r {
u _ i n t 3 2 _ t msgcode ;
u _ i n t 3 2 _ t msglen ;
char devname [ 1 6 ] ;
s t r u c t l i n ux_w l an_ng_va l h o s t t im e ;
s t r u c t l i n ux_w l an_ng_va l mactime ;
s t r u c t l i n ux_w l an_ng_va l c h anne l ;
s t r u c t l i n ux_w l an_ng_va l r s s i ;
s t r u c t l i n ux_w l an_ng_va l sq ;
s t r u c t l i n ux_w l an_ng_va l s i g n a l ;
s t r u c t l i n ux_w l an_ng_va l n o i s e ;
s t r u c t l i n ux_w l an_ng_va l r a t e ;
s t r u c t l i n ux_w l an_ng_va l i s t x ;
s t r u c t l i n ux_w l an_ng_va l f rm l en ;
} _ _ a t t r i b u t e _ _ ( ( packed ) ) ;
s t r u c t s n i f f e d _ p r i sm_ h e a d e r
{
s t r u c t l i nux_w l an_ng_p r i sm_hd r p r i sm_hd r ;
s t r u c t i e e e_802_11_heade r i e e e80211_hd r ;
} _ _ a t t r i b u t e _ _ ( ( packed ) ) ;
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/∗
∗ Data s t r u c t u r e f o r t r a n s f e r r i n g da ta i n t h e p i p e t o OLSR p r o t o c o l
∗ /
t ypede f s t r u c t {
s t r u c t e t h e r _ a d d r ea ; /∗ MAC addr e s s ∗ /
double l q ; /∗ l i n k q u a l i t y ∗ /
} LQ_pipe_token ;
/∗
∗ Data s t r u c t u r e used f o r t h e c o n t e x t ( or a c t u a l s t a t e ) o f each
∗ ne i ghbor ’ s Kalman f i l t e r p r o c e s s . Th i s i s t o be used as a
∗ u n i d i r e c t i o n a l l i n k e d l i s t
∗ /
s t r u c t ka lman_ne ighbo r {
s t r u c t e t h e r _ a d d r pwr_s rc ;
double l a s t _ u p d a t e ;
double l a s t _ t r a n s m i t _ e r r o r ;
double k a l _ s t _ v e c [ 3 ] ;
double ka l_cov_mat [ 3 ] [ 3 ] ;
double dt_window [DT_WINDOW_SIZE ] ;
i n t d t _ c u r s o r ;
boo l p o s i t i o n _ s e t ;
boo l s p e e d _ s e t ;
double qc_ ;
double r c_ ;
s t r u c t ka lman_ne ighbo r ∗ nex t ;
} ;
/∗ Globa l v a r i a b l e s ∗ /
i n t i o c t l _ s = 0 ;
char ∗ dev = NULL;
s t r u c t ka lman_ne ighbo r ∗ k a l _ n e i g h b _ l i s t = NULL;
i n t k a l s n i f f _ p i p e = 0 ;
# end i f /∗KALSNIFF_H_∗ /
D.2 kalsniff.c
# inc lude <sys / t ime . h>
# inc lude < f c n t l . h>
# inc lude <math . h>
# inc lude " k a l s n i f f . h "
/∗ ge tT imeStamp
∗
∗ Re t u rn s t h e c u r r e n t t imes t amp i n seconds , w i t h a p r e c i s i o n t o t h e mic rosecond
∗ /
double getTimeStamp ( )
{
s t r u c t t im e v a l t i m e _ s t r ;
double t s ;
g e t t im e o f d a y (& t ime_ s t r ,NULL) ;
t s = t i m e _ s t r . t v _ s e c + ( ( double ) t i m e _ s t r . t v _ u s e c ) / 1 E6 ;
re turn t s ;
}
/∗ r e s e t _ d a t a
∗
∗ Re s e t s kalman f i l t e r da ta
∗
∗ /
void r e s e t _ d a t a ( s t r u c t ka lman_ne ighbo r∗ ne i ghbo r )
{
i n t i ;
ne ighbo r−>k a l _ s t _ v e c [ 0 ] = 0 ;
ne ighbo r−>k a l _ s t _ v e c [ 1 ] = 0 ;
ne ighbo r−>k a l _ s t _ v e c [ 2 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 0 ] [ 0 ] = ne ighbo r−>qc_ ;
ne ighbo r−>ka l_cov_mat [ 0 ] [ 1 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 0 ] [ 2 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 1 ] [ 0 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 1 ] [ 1 ] = ne ighbo r−>qc_ ;
ne ighbo r−>ka l_cov_mat [ 1 ] [ 2 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 2 ] [ 0 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 2 ] [ 1 ] = 0 ;
ne ighbo r−>ka l_cov_mat [ 2 ] [ 2 ] = ne ighbo r−>qc_ ;
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f o r ( i =0 ; i <DT_WINDOW_SIZE ; i ++)
{
ne ighbo r−>dt_window [ i ]=MAX_SECONDS_TO_LINK_LOSS ;
}
ne ighbo r−>d t _ c u r s o r =0 ;
ne ighbo r−>l a s t _ u p d a t e =0;
ne ighbo r−>p o s i t i o n _ s e t = 0 ;
ne ighbo r−>s p e e d _ s e t = 0 ;
}
/∗
∗ Kalman f i l t e r imp l emen t a t i o n
∗ /
boo l p r e d i c t _ s t a t e ( s t r u c t ka lman_ne ighbo r ∗ne ighbo r , double t ime , double s t a t e [ ] )
{
double d t ;
double A[ 3 ] [ 3 ] ;
d t = t ime−ne ighbo r−>l a s t _ u p d a t e ;
A[ 0 ] [ 0 ] = 1 ;
A[ 1 ] [ 1 ] = 1 ;
A[ 2 ] [ 2 ] = 1 ;
A[ 0 ] [ 1 ] = d t ;
A[ 0 ] [ 2 ] = 0.5∗ d t∗d t ;
A[ 1 ] [ 2 ] = d t ;
s t a t e [ 0 ] = A[ 0 ] [ 0 ]∗ ne ighbo r−>k a l _ s t _ v e c [ 0 ] +
A[ 0 ] [ 1 ]∗ ne ighbo r−>k a l _ s t _ v e c [ 1 ] +
A[ 0 ] [ 2 ]∗ ne ighbo r−>k a l _ s t _ v e c [ 2 ] ;
s t a t e [ 1 ] = A[ 1 ] [ 1 ]∗ ne ighbo r−>k a l _ s t _ v e c [ 1 ] +
A[ 1 ] [ 2 ]∗ ne ighbo r−>k a l _ s t _ v e c [ 2 ] ;
s t a t e [ 2 ] = A[ 2 ] [ 2 ]∗ ne ighbo r−>k a l _ s t _ v e c [ 2 ] ;
re turn 1 ;
}
boo l p r e d i c t _ c o v a r i a n c e ( s t r u c t ka lman_ne ighbo r ∗ne ighbo r , double t ime , double c o v a r i a n c e [ ] [ 3 ] )
{
double d t ;
double A[ 3 ] [ 3 ] ;
double Pp_temp [ 3 ] [ 3 ] ;
d t = t ime−ne ighbo r−>l a s t _ u p d a t e ;
A[ 0 ] [ 0 ] = 1 ;
A[ 1 ] [ 1 ] = 1 ;
A[ 2 ] [ 2 ] = 1 ;
A[ 0 ] [ 1 ] = d t ;
A[ 0 ] [ 2 ] = 0.5∗ d t∗d t ;
A[ 1 ] [ 2 ] = d t ;
Pp_temp [ 0 ] [ 0 ] = A[ 0 ] [ 0 ]∗ ne ighbo r−>ka l_cov_mat [ 0 ] [ 0 ] +
A[ 0 ] [ 1 ]∗ ne ighbo r−>ka l_cov_mat [ 1 ] [ 0 ] +
A[ 0 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 0 ] ;
Pp_temp [ 0 ] [ 1 ] = A[ 0 ] [ 0 ]∗ ne ighbo r−>ka l_cov_mat [ 0 ] [ 1 ] +
A[ 0 ] [ 1 ]∗ ne ighbo r−>ka l_cov_mat [ 1 ] [ 1 ] +
A[ 0 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 1 ] ;
Pp_temp [ 0 ] [ 2 ] = A[ 0 ] [ 0 ]∗ ne ighbo r−>ka l_cov_mat [ 0 ] [ 2 ] +
A[ 0 ] [ 1 ]∗ ne ighbo r−>ka l_cov_mat [ 1 ] [ 2 ] +
A[ 0 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 2 ] ;
Pp_temp [ 1 ] [ 0 ] = A[ 1 ] [ 1 ]∗ ne ighbo r−>ka l_cov_mat [ 1 ] [ 0 ] +
A[ 1 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 0 ] ;
Pp_temp [ 1 ] [ 1 ] = A[ 1 ] [ 1 ]∗ ne ighbo r−>ka l_cov_mat [ 1 ] [ 1 ] +
A[ 1 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 1 ] ;
Pp_temp [ 1 ] [ 2 ] = A[ 1 ] [ 1 ]∗ ne ighbo r−>ka l_cov_mat [ 1 ] [ 2 ] +
A[ 1 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 2 ] ;
Pp_temp [ 2 ] [ 0 ] = A[ 2 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 0 ] ;
Pp_temp [ 2 ] [ 1 ] = A[ 2 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 1 ] ;
Pp_temp [ 2 ] [ 2 ] = A[ 2 ] [ 2 ]∗ ne ighbo r−>ka l_cov_mat [ 2 ] [ 2 ] ;
c o v a r i a n c e [ 0 ] [ 0 ] = Pp_temp [ 0 ] [ 0 ]∗A[ 0 ] [ 0 ] +
Pp_temp [ 0 ] [ 1 ]∗A[ 0 ] [ 1 ] +
Pp_temp [ 0 ] [ 2 ]∗A[ 0 ] [ 2 ] ;
c o v a r i a n c e [ 1 ] [ 0 ] = Pp_temp [ 1 ] [ 0 ]∗A[ 0 ] [ 0 ] +
Pp_temp [ 1 ] [ 1 ]∗A[ 0 ] [ 1 ] +
Pp_temp [ 1 ] [ 2 ]∗A[ 0 ] [ 2 ] ;
c o v a r i a n c e [ 2 ] [ 0 ] = Pp_temp [ 2 ] [ 0 ]∗A[ 0 ] [ 0 ] +
Pp_temp [ 2 ] [ 1 ]∗A[ 0 ] [ 1 ] +
Pp_temp [ 2 ] [ 2 ]∗A[ 0 ] [ 2 ] ;
c o v a r i a n c e [ 0 ] [ 1 ] = Pp_temp [ 0 ] [ 1 ]∗A[ 1 ] [ 1 ] +
Pp_temp [ 0 ] [ 2 ]∗A[ 1 ] [ 2 ] ;
c o v a r i a n c e [ 1 ] [ 1 ] = Pp_temp [ 1 ] [ 1 ]∗A[ 1 ] [ 1 ] +
Pp_temp [ 1 ] [ 2 ]∗A[ 1 ] [ 2 ] ;
c o v a r i a n c e [ 2 ] [ 1 ] = Pp_temp [ 2 ] [ 1 ]∗A[ 1 ] [ 1 ] +
Pp_temp [ 2 ] [ 2 ]∗A[ 1 ] [ 2 ] ;
c o v a r i a n c e [ 0 ] [ 2 ] = Pp_temp [ 0 ] [ 2 ]∗A[ 2 ] [ 2 ] ;
c o v a r i a n c e [ 1 ] [ 2 ] = Pp_temp [ 1 ] [ 2 ]∗A[ 2 ] [ 2 ] ;
c o v a r i a n c e [ 2 ] [ 2 ] = Pp_temp [ 2 ] [ 2 ]∗A[ 2 ] [ 2 ] ;
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cova r i a n c e [ 2 ] [ 2 ] += ne ighbo r−>qc_ ;
re turn 1 ;
}
boo l compute_ka lman_ga in ( s t r u c t ka lman_ne ighbo r ∗ne ighbo r , double t ime , double pre_cov [ ] [ 3 ] , double k a l _ g a i n [ ] )
{
double d t = t ime−ne ighbo r−>l a s t _ u p d a t e ;
double a v e r a g e _ d t = 0 ;
double R = 0 ;
i n t i = 0 ;
ne ighbo r−>dt_window [ ne ighbo r−>d t _ c u r s o r ] = d t ;
i f (++( ne ighbor−>d t _ c u r s o r ) >=DT_WINDOW_SIZE)
{
ne ighbo r−>d t _ c u r s o r =0 ;
}
f o r ( i =0 ; i <DT_WINDOW_SIZE ; i ++)
{
a v e r a g e _ d t +=ne ighbo r−>dt_window [ i ] ;
}
a v e r a g e _ d t = a v e r a g e _d t / DT_WINDOW_SIZE ;
R = ne ighbo r−>qc_∗ne ighbo r−>rc_ / pow ( ave r age_d t , 3 ) ; / / pow ( average_d t , 3 ) ;
double d i v i d e r = pre_cov [ 0 ] [ 0 ] +R;
k a l _ g a i n [ 0 ] = pre_cov [ 0 ] [ 0 ] / d i v i d e r ;
k a l _ g a i n [ 1 ] = pre_cov [ 1 ] [ 0 ] / d i v i d e r ;
k a l _ g a i n [ 2 ] = pre_cov [ 2 ] [ 0 ] / d i v i d e r ;
re turn 1 ;
}
boo l u p d a t e _ k a lman_ s t a t e ( s t r u c t ka lman_ne ighbo r ∗ne ighbo r , double rx_pwr , double p r e _ s t a t e [ ] , double k a l _ g a i n [ ] )
{
double e s t _ e r r o r = rx_pwr − p r e _ s t a t e [ 0 ] ;
ne ighbo r−>k a l _ s t _ v e c [ 0 ] = p r e _ s t a t e [ 0 ] + k a l _ g a i n [0 ]∗ e s t _ e r r o r ;
ne ighbo r−>k a l _ s t _ v e c [ 1 ] = p r e _ s t a t e [ 1 ] + k a l _ g a i n [1 ]∗ e s t _ e r r o r ;
ne ighbo r−>k a l _ s t _ v e c [ 2 ] = p r e _ s t a t e [ 2 ] + k a l _ g a i n [2 ]∗ e s t _ e r r o r ;
re turn 1 ;
}
boo l upda t e _k a lman_cova r i a n c e ( s t r u c t ka lman_ne ighbo r ∗ne ighbo r , double pre_cov [ ] [ 3 ] , double k a l _ g a i n [ ] )
{
ne ighbo r−>ka l_cov_mat [ 0 ] [ 0 ] = (1− k a l _ g a i n [ 0 ] )∗pre_cov [ 0 ] [ 0 ] ;
ne ighbo r−>ka l_cov_mat [ 0 ] [ 1 ] = (1− k a l _ g a i n [ 0 ] )∗pre_cov [ 0 ] [ 1 ] ;
ne ighbo r−>ka l_cov_mat [ 0 ] [ 2 ] = (1− k a l _ g a i n [ 0 ] )∗pre_cov [ 0 ] [ 2 ] ;
ne ighbo r−>ka l_cov_mat [ 1 ] [ 0 ] = pre_cov [ 1 ] [ 0 ] − k a l _ g a i n [1 ]∗ pre_cov [ 0 ] [ 0 ] ;
ne ighbo r−>ka l_cov_mat [ 1 ] [ 1 ] = pre_cov [ 1 ] [ 1 ] − k a l _ g a i n [1 ]∗ pre_cov [ 0 ] [ 1 ] ;
ne ighbo r−>ka l_cov_mat [ 1 ] [ 2 ] = pre_cov [ 1 ] [ 2 ] − k a l _ g a i n [1 ]∗ pre_cov [ 0 ] [ 2 ] ;
ne ighbo r−>ka l_cov_mat [ 2 ] [ 0 ] = pre_cov [ 2 ] [ 0 ] − k a l _ g a i n [2 ]∗ pre_cov [ 0 ] [ 0 ] ;
ne ighbo r−>ka l_cov_mat [ 2 ] [ 1 ] = pre_cov [ 2 ] [ 1 ] − k a l _ g a i n [2 ]∗ pre_cov [ 0 ] [ 1 ] ;
ne ighbo r−>ka l_cov_mat [ 2 ] [ 2 ] = pre_cov [ 2 ] [ 2 ] − k a l _ g a i n [2 ]∗ pre_cov [ 0 ] [ 2 ] ;
re turn 1 ;
}
/∗ ka lNe ighbLookup
∗
∗ Re t u r n s t h e c o r r e s pond i ng e n t r y from l i n k e d l i s t
∗ /
s t r u c t ka lman_ne ighbo r∗ kalNeighbLookup ( s t r u c t e t h e r _ a d d r ∗add r )
{
s t r u c t ka lman_ne ighbo r∗ nex t = k a l _ n e i g h b _ l i s t ;
f o r ( ; n ex t !=NULL; nex t =next−>nex t )
{
i f (memcmp(&( next−>pwr_s rc ) , addr , s i z e o f ( s t r u c t e t h e r _ a d d r ) ) ==0)
break ;
}
re turn nex t ;
}
/∗ ka lNeighbAdd
∗
∗ Adds a ne i ghbor t o t h e l i n k e d l i s t
∗ /
s t r u c t ka lman_ne ighbo r∗ kalNeighbAdd ( s t r u c t e t h e r _ a d d r ∗add r )
{
s t r u c t ka lman_ne ighbo r∗ l a s t = k a l _ n e i g h b _ l i s t ;
s t r u c t ka lman_ne ighbo r∗ new = mal loc ( s i z e o f ( s t r u c t ka lman_ne ighbo r ) ) ;
new−>l a s t _ u p d a t e = 0 ;
new−>l a s t _ t r a n s m i t _ e r r o r = getTimeStamp ( )−WEAK_DELAY_FROM_PACKET_LOSS;
new−>p o s i t i o n _ s e t = 0 ;
new−>s p e e d _ s e t = 0 ;
new−>qc_ = QC;
new−>rc_ = RC;
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r e s e t _ d a t a ( new ) ;
memcpy(&(new−>pwr_s rc ) , addr , s i z e o f ( s t r u c t e t h e r _ a d d r ) ) ;
memset (&(new−>nex t ) , 0 , s i z e o f ( s t r u c t e t h e r _ a d d r ) ) ;
i f ( l a s t == NULL)
{
k a l _ n e i g h b _ l i s t = new ;
}
e l s e
{
whi le ( l a s t −>nex t != NULL)
l a s t = l a s t −>nex t ;
l a s t −>nex t = new ;
}
re turn new ;
}
/∗ u p d a t e _ s t a t e
∗
∗ Updates a ne i ghbor
∗ /
void u p d a t e _ s t a t e ( s t r u c t ka lman_ne ighbo r∗ ne ighbo r , double t ime , double rx_pwr )
{
i f ( t ime−ne ighbo r−>l a s t _ u p d a t e >= MAX_SECONDS_TO_LINK_LOSS)
{
r e s e t _ d a t a ( n e i ghbo r ) ;
}
i f ( ! ne ighbo r−>p o s i t i o n _ s e t )
{
ne ighbo r−>k a l _ s t _ v e c [ 0 ] = rx_pwr ;
ne ighbo r−>l a s t _ u p d a t e = t ime ;
ne ighbo r−>p o s i t i o n _ s e t = 1 ;
re turn ;
}
i f ( ! ne ighbo r−>s p e e d _ s e t )
{
ne ighbo r−>k a l _ s t _ v e c [ 1 ] = 0 . 0 ;
ne ighbo r−>k a l _ s t _ v e c [ 0 ] = rx_pwr ;
ne ighbo r−>l a s t _ u p d a t e = t ime ;
ne ighbo r−>s p e e d _ s e t = 1 ;
re turn ;
}
double p r e _ s t a t e [ 3 ] ;
double pre_cov [ 3 ] [ 3 ] ;
double k a l _ g a i n [ 3 ] ;
p r e d i c t _ s t a t e ( ne ighbo r , t ime , p r e _ s t a t e ) ;
p r e d i c t _ c o v a r i a n c e ( ne ighbo r , t ime , p re_cov ) ;
compute_ka lman_ga in ( ne ighbo r , t ime , pre_cov , k a l _ g a i n ) ;
u p d a t e _ k a lman_ s t a t e ( ne ighbo r , rx_pwr , p r e _ s t a t e , k a l _ g a i n ) ;
u pda t e _ka lman_cova r i a n c e ( ne ighbo r , pre_cov , k a l _ g a i n ) ;
ne ighbo r−>l a s t _ u p d a t e = t ime ;
}
double g e t L i n kQu a l i t y ( s t r u c t ka lman_ne ighbo r ∗ne ighbo r , double t ime )
{
double d t = t ime−ne ighbo r−>l a s t _ u p d a t e ;
double p r e _ s t a t e [ 3 ] ;
double pre_cov [ 3 ] [ 3 ] ;
p r e d i c t _ s t a t e ( ne ighbo r , t ime , p r e _ s t a t e ) ;
p r e d i c t _ c o v a r i a n c e ( ne ighbo r , t ime , p re_cov ) ;
i f ( ! ne ighbo r−>p o s i t i o n _ s e t | | ! ne ighbo r−>s p e e d _ s e t )
{
re turn 0 ;
}
i f ( d t >MAX_SECONDS_TO_LINK_LOSS)
{
re turn 0 ;
}
i f ( ( p r e _ s t a t e [0] < RX_THRESHOLD∗1 .01 ) | |
( ne ighbo r−>k a l _ s t _ v e c [0] < RX_THRESHOLD∗1 .01 ) )
{
re turn 0 ;
}
double r ema i n i ng_ t ime = 0 . 0 ;
double l i n k _ q u a l i t y = 0 . 0 ;
i f ( p r e _ s t a t e [ 1 ] ==0 . 0 )
{
re turn 1 ;
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}
e l s e i f ( p r e _ s t a t e [ 1 ] < 0 . 0 )
{
r ema i n i ng_ t ime = (RX_THRESHOLD−p r e _ s t a t e [ 0 ] ) / p r e _ s t a t e [ 1 ] ;
}
e l s e i f ( p r e _ s t a t e [ 1 ] > 0 . 0 )
{
r ema i n i ng_ t ime = (RX_THRESHOLD−MAX_POWER) /(− p r e _ s t a t e [ 1 ] ) ;
i f ( p r e _ s t a t e [0] <MAX_POWER)
{
r ema i n i ng_ t ime += (MAX_POWER−p r e _ s t a t e [ 0 ] ) / p r e _ s t a t e [ 1 ] ;
}
}
i f ( r ema in ing_ t ime >0 . 0 )
{
l i n k _ q u a l i t y = r ema i n i ng_ t ime / REMAINING_TIME_FOR_MAX_LQ;
}
i f ( l i n k _ q u a l i t y >1 . 0 )
{
l i n k _ q u a l i t y = 1 . 0 ;
}
re turn l i n k _ q u a l i t y ;
}
/∗ r e c e i v e P a c k e t
∗
∗ c a l l b a c k f u n c t i o n pas sed t o pcap_ loop . I t i s c a l l e d f o r each incoming and ou t go i ng pac k e t .
∗ ( The pa c k e t s n i f f e r )
∗ /
void r e c e i v e P a c k e t ( u_cha r ∗u s e l e s s , cons t s t r u c t pcap_pk t hd r∗ pk thd r , cons t u_cha r∗
pa ck e t )
{
s t r u c t s n i f f e d _ p r i sm_ h e a d e r ∗h d r _ p t r ;
h d r _ p t r = ( s t r u c t s n i f f e d _ p r i sm_ h e a d e r ∗) p a c k e t ;
i n t r s s i = 0 ;
double rx_power = 0 ;
s t r u c t ka lman_ne ighbo r ∗ ne i ghbo r ;
LQ_pipe_token b u f f e r ;
n e i ghbo r = kalNeighbLookup ( ( s t r u c t e t h e r _ a d d r ∗) h d r _p t r−>i e e e80211_hd r . mac2 ) ;
i f ( ! n e i ghbo r )
n e i ghbo r = kalNeighbAdd ( ( s t r u c t e t h e r _ a d d r ∗) h d r _p t r−>i e e e80211_hd r . mac2 ) ;
r s s i = hd r _p t r−>pr i sm_hd r . r s s i . d a t a ;
u p d a t e _ s t a t e ( ne ighbo r , getTimeStamp ( ) , r s s i ) ;
memcpy(&( b u f f e r . ea ) , h d r _p t r−>i e e e80211_hd r . mac2 , s i z e o f ( s t r u c t e t h e r _ a d d r ) ) ;
b u f f e r . l q = g e t L i n kQu a l i t y ( ne ighbo r , getTimeStamp ( ) ) ;
w r i t e ( k a l s n i f f _ p i p e ,& bu f f e r , s i z e o f ( LQ_pipe_token ) ) ;
f p r i n t f ( s t d o u t , " Rece ived p a ck e t from : %s t ime : %.3 f SQ : %d LQ: %.2 f pwr : %e speed : %e \ n " ,
e t h e r _ n t o a ( hd r _p t r−>i e e e80211_hd r . mac2 ) , getTimeStamp ( ) , r s s i , b u f f e r . lq ,
ne ighbo r−>k a l _ s t _ v e c [ 0 ] , ne ighbo r−>k a l _ s t _ v e c [ 1 ] ) ;
}
/∗ main
∗
∗ Program e n t r y . S e t u p s t h e env i r onmen t and t h e pa c k e t grabber
∗ /
i n t main ( i n t argc , char ∗∗a rgv )
{
char e r r b u f [ PCAP_ERRBUF_SIZE ] ;
p c ap_ t∗ d e s c r ;
i n t i ;
i f ( a r g c !=3 )
{
p r i n t f ( " I n v a l i d p a r ame t e r s ! Need a d ev i c e name and a p i p e ! \ n " ) ;
p r i n t f ( " P a r ame t e r s p a s s ed a r e : \ n " ) ;
f o r ( i =0 ; i < a r g c ; i ++)
{
p r i n t f ( " \ t%s \ n " , a rgv [ i ] ) ;
}
e x i t ( 1 ) ;
}
/∗ grab a d e v i c e t o peak i n t o . . . ∗ /
dev = a rgv [ 1 ] ;
/∗ open t h e l i n k q u a l i t y p i p e f i l e . . . ∗ /
i f ( ( k a l s n i f f _ p i p e = open ( a rgv [ 2 ] ,O_WRONLY|O_NONBLOCK) ) == 0 )
{
p r i n t f ( " E r r o r open ing p i p e . . . " ) ; e x i t ( 1 ) ;
}
/∗ open d e v i c e f o r r ead i ng ∗ /
d e s c r = pc ap_open_ l i v e ( dev , s i z e o f ( s t r u c t s n i f f e d _ p r i sm_ h e a d e r ) ,0 ,−1 , e r r b u f ) ;
i f ( d e s c r == NULL) { p r i n t f ( " p c ap_open_ l i v e ( ) : %s \ n " , e r r b u f ) ; e x i t ( 1 ) ; }
D.3. KALREADER.C 185
/∗ Loop on pcap_ loop t o s n i f f on incoming p a c k e t s . . . ∗ /
whi le ( 1 )
{
pcap_ loop ( desc r ,−1 , r e c e i v e P a c k e t ,NULL) ;
}
re turn 0 ;
}
D.3 kalreader.c
# inc lude < n e t i n e t / i f _ e t h e r . h>
# inc lude < f c n t l . h>
t ypede f s t r u c t {
s t r u c t e t h e r _ a d d r ea ; /∗ MAC addr e s s ∗ /
double l q ; /∗ l i n k q u a l i t y ∗ /
} LQ_pipe_token ;
i n t main ( i n t argc , char ∗∗a rgv )
{
i n t k a l s n i f f _ p i p e = 0 ;
LQ_pipe_token b u f f e r ;
i f ( a r g c !=2 )
{
p r i n t f ( "Must s upp l y p i p e t o r e ad \ n " ) ; e x i t (−1) ;
}
/∗ open t h e p i p e f i l e . . . ∗ /
i f ( ( k a l s n i f f _ p i p e = open ( a rgv [ 1 ] ,O_RDONLY |O_NONBLOCK) ) == 0 )
{
p r i n t f ( " E r r o r open ing p i p e . . . " ) ; e x i t ( 1 ) ;
}
whi le ( 1 )
{
whi le ( s i z e o f ( LQ_pipe_token ) == r e ad ( k a l s n i f f _ p i p e ,& bu f f e r , s i z e o f ( LQ_pipe_token ) ) )
{
p r i n t f ( "LQ sou r c e : %s q u a l i t y : %.2 f \ n " ,
e t h e r _ n t o a (&( b u f f e r . ea ) ) ,
b u f f e r . l q ) ;
}
p r i n t f ( "Wrong s i z e r e ad . . . \ n " ) ;
s l e e p ( 1 ) ;
}
re turn 0 ;
}
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ANNEXE E
INTÉGRATION DE L’ALGORITHME À OLSRD
E.1 kalman.h
# i f n d e f KALMAN_H_
# de f i n e KALMAN_H_
# inc lude < n e t i n e t / e t h e r . h>
t ypede f s t r u c t {
s t r u c t e t h e r _ a d d r ea ; /∗ MAC addr e s s ∗ /
double l q ; /∗ l i n k q u a l i t y ∗ /
} LQ_pipe_token ;
void i n i t _ k a lm a n _ p i p e ( ) ;
void check_ka lman_p ipe ( ) ;
# end i f /∗KALMAN_H_∗ /
E.2 kalman.c
# inc lude " kalman . h "
# inc lude " d e f s . h "
# inc lude " l i n k _ s e t . h "
# inc lude " n e t _ o s . h "
# inc lude < f c n t l . h>
# inc lude < l i n u x / i p . h>
# inc lude < l i n u x / icmp . h>
# inc lude < s i g n a l . h>
ex tern i n t
g e t _ n e i g h b o r _ s t a t u s ( cons t union o l s r _ i p _ a d d r ∗a d d r e s s ) ;
void i n i t _ k a lm a n _ p i p e ( )
{
i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s )
{
i f ( ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . p i p e = open ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . p i p e _ f i l e ,O_RDONLY |O_NONBLOCK) ) == 0 )
{
OLSR_PRINTF ( 1 , " E r r o r open ing p i p e . . . \ n " ) ;
r a i s e (SIGTERM) ;
}
o l s r _ r e g i s t e r _ s c h e d u l e r _ e v e n t (&check_ka lman_pipe , NULL,
o l s r _ c n f−>p o l l r a t e , 0 , NULL) ;
i f ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r !=NULL)
{
i f ( f o r k ( ) ==0)
{
/ / We are i n c h i l d p r o c e s s where we launch t h e s n i f f e r . . .
ex e c l p ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r ,
o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r ,
o l s r _ c n f−>h y s t e r e s i s _ p a r am . i n t e r f a c e ,
o l s r _ c n f−>h y s t e r e s i s _ p a r am . p i p e _ f i l e ,
NULL) ;
e x i t (−1) ;
}
}
OLSR_PRINTF ( 1 , " P ipe i s open ! \ n " ) ;
}
re turn ;
}
void check_ka lman_p ipe ( )
{
i n t s i z e = 0 ;
LQ_pipe_token b u f f e r ;
s t r u c t l i n k _ e n t r y ∗ l i n k ;
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whi le (−1 != ( s i z e = r e ad ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . p ipe ,& bu f f e r , s i z e o f ( LQ_pipe_token ) ) ) )
{
/ / I f t h e p i p e i s empty , −1 i s r e t u r n e d on read !
i f ( s i z e o f ( LQ_pipe_token ) == s i z e )
{
/ / We r e c e i v e d a l i n k _ q u a l i t y t o k en . We loop th rough t h e l i n k s e t t o do t h e
/ / upda t e s !
l i n k = l i n k _ s e t ;
whi le ( l i n k != NULL)
{
i f (0==memcmp(&( l i n k−>hw_address ) , &( b u f f e r . ea ) , s i z e o f ( s t r u c t e t h e r _ a d d r ) ) )
{
l i n k−>L _ l i n k _ q u a l i t y = ( f l o a t ) b u f f e r . l q ;
l i n k−>l o s s _ l i n k _ q u a l i t y = 1 . 0 ;
l i n k−>l o s s _ l i n k _ q u a l i t y 2 = 1 . 0 ;
l i n k−>n e i g h _ l i n k _ q u a l i t y = 1 . 0 ;
l i n k−>n e i g h _ l i n k _ q u a l i t y 2 = 1 . 0 ;
OLSR_PRINTF ( 9 , " Upda t ing l i n k h y s t : %.2 f Hw: %s IP : %s \ n " ,
b u f f e r . lq ,
e t h e r _ n t o a (&( b u f f e r . ea ) ) ,
o l s r _ i p _ t o _ s t r i n g (& l i n k−>n e i g h b o r _ i f a c e _ a d d r ) ) ;
i f ( o l s r _ p r o c e s s _ h y s t e r e s i s ( l i n k ) )
{
u p d a t e _ n e i g h b o r _ s t a t u s ( l i n k−>ne ighbo r , g e t _ n e i g h b o r _ s t a t u s (& l i n k−>n e i g h b o r _ i f a c e _ a d d r
) ) ;
s i g n a l _ l i n k _ c h a n g e s (OLSR_TRUE) ;
o l s r _ p r o c e s s _ c h a n g e s ( ) ;
}
}
l i n k = l i n k−>nex t ;
}
}
}
re turn ;
}
/∗∗
∗A th r e ad t h a t s ends a ICMP echo " p ing " pa c k e t
∗ t o a g i v e n d e s t i n a t i o n t o f o r c e t h e ARP cache
∗ t o be upda ted . . . k i nd o f a k l udge . . . .
∗
∗@param _ ip t h e IP add r e s s t o p ing
∗ /
/∗ ONLY IPv4 FOR NOW! ! ! ∗ /
# de f i n e MAXIPLEN 60
# de f i n e MAXICMPLEN 76
void
s end_p ing ( union o l s r _ i p _ a d d r ∗ i p )
{
i n t p i ng_ s ;
s t r u c t sockadd r d s t ;
s t r u c t s o c k add r _ i n ∗d s t _ i n ;
char ∗pa ck e t ;
s t r u c t icmphdr ∗ i c p ;
d s t _ i n = ( s t r u c t s o c k add r _ i n ∗) &d s t ;
d s t _ i n−>s i n _ f am i l y = AF_INET ;
memcpy(& d s t _ i n−>s i n_add r , ip , o l s r _ c n f−>i p s i z e ) ;
OLSR_PRINTF ( 1 , " p i n g i n g %s \ n \ n " , o l s r _ i p _ t o _ s t r i n g ( i p ) ) ;
i f ( ( p i ng_ s = s o c k e t (AF_INET , SOCK_RAW, PF_INET ) ) < 0)
{
OLSR_PRINTF ( 1 , " Could no t c r e a t e RAW so c k e t f o r p ing ! \ n%s \ n " , s t r e r r o r ( e r r n o ) ) ;
re turn ;
}
/∗ Crea t e pa c k e t ∗ /
pa ck e t = ma l loc (MAXIPLEN + MAXICMPLEN) ;
i c p = ( s t r u c t icmphdr ∗) p a c k e t ;
i cp−>type = ICMP_ECHO;
icp−>code = 0 ;
icp−>checksum = 0 ;
icp−>un . echo . s equence = 1 ;
icp−>un . echo . i d = g e t p i d ( ) & 0xFFFF ;
i f ( ( s e nd t o ( p ing_s , packe t , MAXIPLEN + MAXICMPLEN + 8 , 0 , &ds t , s i z e o f ( s t r u c t sockadd r ) ) ) !=
MAXIPLEN + MAXICMPLEN + 8)
{
OLSR_PRINTF ( 1 , " E r r o r PING : %s \ n " , s t r e r r o r ( e r r n o ) ) ;
}
/∗ Nevermind t h e pong ;−) ∗ /
OLSR_PRINTF ( 1 , " P ing comple t e . . . \ n " ) ;
c l o s e ( p i ng_ s ) ;
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f r e e ( p a c k e t ) ;
re turn ;
}
i n t
conve r t _ i p_ t o_mac ( union o l s r _ i p _ a d d r ∗ ip , s t r u c t sockadd r ∗mac , char ∗ i n t e r f a c e )
{
s t r u c t a r p r e q a r p_que ry ;
s t r u c t s o c k add r _ i n tmp_sockaddr ;
memset(& arp_que ry , 0 , s i z e o f ( s t r u c t a r p r e q ) ) ;
OLSR_PRINTF ( 1 , " \ nARP conv e r s i o n f o r %s i n t e r f a c e %s \ n " ,
o l s r _ i p _ t o _ s t r i n g ( i p ) ,
i n t e r f a c e ) ;
tmp_sockaddr . s i n _ f am i l y = AF_INET ;
tmp_sockaddr . s i n _ p o r t = 0 ;
memcpy(& tmp_sockaddr . s i n_ add r , ip , o l s r _ c n f−>i p s i z e ) ;
/∗ T r a n s l a t e IP add r e s s e s t o MAC add r e s s e s ∗ /
memcpy(& a rp_que ry . a rp_pa , &tmp_sockaddr , s i z e o f ( s t r u c t s o c k add r _ i n ) ) ;
a r p_que ry . a rp_ha . s a _ f am i l y = 0 ;
a r p_que ry . a r p _ f l a g s = 0 ;
s t r n c p y ( a r p_que ry . arp_dev , i n t e r f a c e , IFNAMSIZ ) ;
i f ( ( i o c t l ( o l s r _ c n f−>i o c t l _ s , SIOCGARP , &a rp_que ry ) < 0) | |
! ( a r p_que ry . a r p _ f l a g s & ATF_COM) ) /∗ ATF_COM − hw addr v a l i d ∗ /
{
OLSR_PRINTF ( 1 , "Arp f a i l e d : (%s ) − t r y i n g lookup \ n " , s t r e r r o r ( e r r n o ) ) ;
/∗ No add r e s s − c r e a t e a t h r e ad t h a t s ends a PING ∗ /
s end_p ing ( i p ) ;
re turn −1;
}
OLSR_PRINTF ( 1 , "Arp s u c c e s s ! \ n " ) ;
memcpy (mac , &a rp_que ry . a rp_ha , s i z e o f ( s t r u c t sockadd r ) ) ;
re turn 1 ;
}
E.3 Modiﬁcations à Makeﬁle
48 ,49 d47
< e x po r t PATH:= $ (PATH)
<
E.4 Modiﬁcations à olsr_cfg.h
168 ,171 d167
< char ∗ p i p e _ f i l e ;
< char ∗ s n i f f e r ;
< char ∗ i n t e r f a c e ;
< i n t p i p e ;
E.5 Modiﬁcations à olsrd_conf.c
210 ,231 c210
< {
< i f ( cnf−>h y s t e r e s i s _ p a r am . s n i f f e r &&
< ( ! cnf−>h y s t e r e s i s _ p a r am . p i p e _ f i l e | | ! cnf−>h y s t e r e s i s _ p a r am . i n t e r f a c e ) )
< {
< f p r i n t f ( s t d e r r , " Hyst s n i f f e r must s upp l y a p i p e f i l e and i n t e r f a c e ! \ n " ) ;
< re turn −1;
< }
<
< i f ( cnf−>h y s t e r e s i s _ p a r am . p i p e _ f i l e &&
190 ANNEXE E. INTÉGRATION DE L’ALGORITHME À OLSRD
< ( ! cnf−>h y s t e r e s i s _ p a r am . s n i f f e r | | ! cnf−>h y s t e r e s i s _ p a r am . i n t e r f a c e ) )
< {
< f p r i n t f ( s t d e r r , " Hyst s n i f f e r and i n t e r f a c e must be s u p p l i e d i f a p i p e f i l e i s ! \ n " ) ;
< re turn −1;
< }
<
< i f ( cnf−>h y s t e r e s i s _ p a r am . i n t e r f a c e &&
< ( ! cnf−>h y s t e r e s i s _ p a r am . s n i f f e r | | ! cnf−>h y s t e r e s i s _ p a r am . p i p e _ f i l e ) )
< {
< f p r i n t f ( s t d e r r , " Hyst s n i f f e r and p i p e f i l e must be s u p p l i e d i f an i n t e r f a c e i s ! \ n " ) ;
< re turn −1;
< }
<
−−−
> {
685 ,693 c664
< i f ( cnf−>h y s t e r e s i s _ p a r am . s n i f f e r )
< {
< p r i n t f ( " \ t S n i f f e r : %s \ n " , cnf−>h y s t e r e s i s _ p a r am . s n i f f e r ) ;
< p r i n t f ( " \ t P i p e f i l e : %s \ n " , cnf−>h y s t e r e s i s _ p a r am . p i p e _ f i l e ) ;
< }
< e l s e
< {
< p r i n t f ( " \ t S c a l i n g : %0.2 f \ n " , cnf−>h y s t e r e s i s _ p a r am . s c a l i n g ) ;
< }
−−−
> p r i n t f ( " \ t S c a l i n g : %0.2 f \ n " , cnf−>h y s t e r e s i s _ p a r am . s c a l i n g ) ;
E.6 Modiﬁcations à oparse.y
150 ,152 d149
< %token TOK_HYSTSNIFFER
< %token TOK_HYSTPIPE
< %token TOK_HYSTINTF
207 ,209 d203
< | s h y s t s n i f f e r
< | s h y s t p i p e
< | s h y s t i n t f
886 ,909 d879
< s h y s t s n i f f e r : TOK_HYSTSNIFFER TOK_STRING
< {
< cnf−>h y s t e r e s i s _ p a r am . s n i f f e r = $2−>s t r i n g ;
< PARSER_DEBUG_PRINTF( " H y s t e r e s i s S n i f f e r : %s \ n " , $2−>s t r i n g ) ;
< f r e e ( $2 ) ;
< }
< ;
<
< s h y s t p i p e : TOK_HYSTPIPE TOK_STRING
< {
< cnf−>h y s t e r e s i s _ p a r am . p i p e _ f i l e = $2−>s t r i n g ;
< PARSER_DEBUG_PRINTF( " H y s t e r e s i s S c a l i n g : %s \ n " , $2−>s t r i n g ) ;
< f r e e ( $2 ) ;
< }
< ;
<
< s h y s t i n t f : TOK_HYSTINTF TOK_STRING
< {
< cnf−>h y s t e r e s i s _ p a r am . i n t e r f a c e = $2−>s t r i n g ;
< PARSER_DEBUG_PRINTF( " H y s t e r e s i s I n t e r f a c e : %s \ n " , $2−>s t r i n g ) ;
< f r e e ( $2 ) ;
< }
< ;
<
E.7 Modiﬁcations à oscan.lex
327 ,341 d326
< " Hy s t S n i f f e r " {
< y y l v a l = NULL;
< re turn TOK_HYSTSNIFFER ;
< }
<
< " Hy s t P i p e F i l e " {
< y y l v a l = NULL;
< re turn TOK_HYSTPIPE ;
< }
<
< " H y s t I n t e r f a c e " {
< y y l v a l = NULL;
< re turn TOK_HYSTINTF ;
< }
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<
E.8 Modiﬁcations à hysteresis.c
57 ,59 d56
< i f ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r !=NULL)
< re turn o l d _ q u a l i t y ;
<
68 ,70 d64
< i f ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r !=NULL)
< re turn o l d _ q u a l i t y ;
<
E.9 Modiﬁcations à process_package.c
153 c153
< i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s && ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r ==NULL) )
−−−
> i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s )
E.10 Modiﬁcations à packet.c
96 c96
< OLSR_PRINTF ( 3 , " \ t B u i l d i n g HELLO on i n t e r f a c e %s \ n " , o u t i f −>in t_name ) ;
−−−
> OLSR_PRINTF ( 3 , " \ t B u i l d i n g HELLO on i n t e r f a c e %d \ n " , o u t i f −>i f _ n r ) ;
E.11 Modiﬁcations à parser.c
206 c206
< i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s && ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r ==NULL) )
−−−
> i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s )
E.12 Modiﬁcations à link_set.h
51d50
< # i n c l u d e < n e t i n e t / e t h e r . h>
59d57
< s t r u c t e t h e r _ a d d r hw_address ;
E.13 Modiﬁcations à link_set.c
77 c77
< i n t
−−−
> s t a t i c i n t
100 c101
< i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s && ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r ==NULL) )
−−−
> i f ( o l s r _ c n f−>u s e _ h y s t e r e s i s )
182 c183
< i n t
−−−
> s t a t i c i n t
694 d694
< s t r u c t sockadd r mac ;
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699 ,708 d698
< /∗ Update t h e HW addr e s s f o r t h i s e n t r y ∗ /
< i f (1== conve r t _ i p_ t o_mac ( remote , &mac , i n _ i f −>in t_name ) )
< {
< # i f d e f DEBUG
< OLSR_PRINTF ( 3 , "ARP[%s ] : %s \ n " , o l s r _ i p _ t o _ s t r i n g ( remote ) , e t h e r _ n t o a (&mac . s a _ d a t a ) ) ;
< # e n d i f
<
< memcpy(&( en t r y−>hw_address ) ,&(mac . s a _ d a t a ) , s i z e o f ( s t r u c t e t h e r _ a d d r ) ) ;
< }
<
969 c959
< OLSR_PRINTF ( 1 , "%−∗s %−6s %−6s %−6s %−6s %−6s %−6s %s \ n " , a d d r s i z e , " IP a d d r e s s " , " h y s t " , " pend " , "LQ" , " l o s t " , " t o t a l " , "
NLQ" , "ETX" ) ;
−−−
> OLSR_PRINTF ( 1 , "%−∗s %−6s %−6s %−6s %−6s %−6s %s \ n " , a d d r s i z e , " IP a d d r e s s " , " h y s t " , "LQ" , " l o s t " , " t o t a l " , "NLQ" , "ETX" ) ;
980 c970
< OLSR_PRINTF ( 1 , "%−∗s %5.3 f %−6s %5.3 f %−3d %−3d %5.3 f %.2 f \ n " ,
−−−
> OLSR_PRINTF ( 1 , "%−∗s %5.3 f %5.3 f %−3d %−3d %5.3 f %.2 f \ n " ,
983 d972
< ( walker−>L_ l i nk_pend i ng ? "YES" : "NO" ) ,
E.14 Modiﬁcations à main.c
57d56
< # i n c l u d e " kalman . h "
352 ,356 d350
< i f ( o l s r _ c n f−>h y s t e r e s i s _ p a r am . s n i f f e r != NULL)
< {
< i n i t _ k a lm a n _ p i p e ( ) ;
< }
<
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RÉSULTATS D’ESSAIS RÉELS DE L’ALGORITHME
F.1 Destination ICMP : A
F.1.1 Déplacement du point 1 au point 2
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Figure F.1 Destination ICMP : A, Déplacement : 1 vers 2, Algorithme prédic-
tif : Actif. (a) Délai (b)Gigue (c) Taux de livraison (d) TTL
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Figure F.7 Destination ICMP : B, Déplacement : 2 vers 1, Algorithme prédic-
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Figure F.9 Destination ICMP : C, Déplacement : 1 vers 2, Algorithme prédic-
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Figure F.11 Destination ICMP : C, Déplacement : 2 vers 1, Algorithme prédic-
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