Abstract. This paper deals with an unstirred chemostat model of competition between plasmid-bearing and plasmid-free organisms when the plasmid-bearing organism produces toxins. The toxins are lethal to the plasmid-free organism, which leads to the conservation principle cannot be applied, and the resulting dynamical system is described by three nonlinear partial differential equations and is not monotone. First, the existence and multiplicity of the positive steady-state solutions are determined by bifurcation theory and degree theory. Second, the effects of the toxins are considered by perturbation technique. The results show that if the parameter r, which measures the effect of the toxins, is sufficiently large, this model has at least two positive solutions provided that the maximal growth rate a of u lies in a certain range; and has only a unique asymptotically stable positive solution when a belongs to another range.
1.
Introduction. The chemostat is one of the standard models of an open system in ecology. It is used as an ecological model of a simple lake, as a model of wastetreatment, and as a model for commercial production of fermentation processes. A detailed mathematical description of the chemostat and its properties can be found in [23] .
In industry, genetically altered organisms are frequently used to manufacture a desired product, for instance, a pharmaceutical. The alteration is accomplished by introducing a piece of DNA into the cell in the form of a plasmid. The burden imposed on the cell by the task of production can result in the genetically altered (the plasmid-bearing) organism being a less able competitor than the plasmid-free organism. Unfortunately, the plasmid can be lost in the reproductive process. Since commercial production can take place on a scale of many generations, it is possible for the plasmid-free organism to take over the culture. To avoid 'capture' of the process by the plasmid-free organism, one approach is to induce antibiotic resistance into the cell on the same plasmid that codes for the production and to introduce an antibiotic into the medium, which is usually referred to as a "toxin" or as an inhibitor.
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The inhibitor reduces the growth of the affected organism rather than being lethal. An example of such an inhibitor is the nalidixic acid used in the experiments of Hansen and Hubbell [9] to alter the growth rate of a strain of E.coli. The original model in this direction is that of Lenski and Hattingh [20] . An alternative problem is where one competitor produces toxins at some cost to its own growth, which are lethal to the other competitor. The biological evidence of this can be found in the classic papers of Chao and Levin [1] and Levin [19] . This is then called the lethal inhibitor problem or the toxin problem. The study on such models have been a problem of considerable interest in the last decade, see, for example, [1, 10, 11, 12, 14, 15, 16, 17, 19, 20, 21, 22, 25] and the references therein.
Our study focuses on the competition model between plasmid-bearing and plasmidfree organisms in the unstirred chemostat when the plasmid-bearing organism produces toxins against the plasmid-free organism at some cost to its reproductive abilities. We use the standard chemostat notation [23] . Let s(x, t) be the nutrient concentration at time t, u(x, t), v(x, t) be the concentrations of the plasmid-bearing, plasmid-free organism in the culture vessel, respectively and p(x, t) be the concentration of the toxin. Then using similar arguments as in [13, 21, 22, 25] the model takes the form:
x ∈ (0, 1), t > 0,
x ∈ (0, 1), t > 0, p t = dp xx + akuf 1 (s), x ∈ (0, 1), t > 0 s x (0, t) = −s 0 , s x (1, t) + γs(1, t) = 0, t > 0, u x (0, t) = u x (1, t) + γu(1, t) = 0, t > 0, v x (0, t) = v x (1, t) + γv(1, t) = 0, t > 0, p x (0, t) = p x (1, t) + γp(1, t) = 0, t > 0, s(x, 0) = s 0 (x) ≥ 0, p(x, 0) = p 0 (x) ≥ 0, ≡ 0,
where s 0 > 0 is the input concentration of the nutrient, which is assumed to be constant. d is the diffusion rate of the chemostat, r 1 , r 2 are the growth yield constants. a, b are the maximal growth rates of the plasmid-bearing, plasmid-free organism, respectively. The response functions are denoted by f i (s) = s/(k i + s), i = 1, 2, where k i are the Michaelis-Menten constants. The constant q is the fraction of plasmid lost, k is the fraction of growth that the plasmid-bearing organism sacrifices for producing toxin. Hence, 0 < q, k < 1 and 1 − q − k > 0. γ is a positive constant. Following Chao and Levin [1] , we model the effect of the toxins destroying the plasmid-free organism by a mass action term −rpv, where the constant of proportionality r > 0.
A well-stirred chemostat model between plasmid-bearing and plasmid-free organisms in the presence of an inhibitor was proposed by Hsu and Waltman in [14] . Moreover, some results on the global asymptotic behavior are obtained. Here the plasmid-bearing organism devotes a partition of its resource to produce an inhibitor, which diminishes the growth rate of the plasmid-free organism, but does not reduce that of the plasmid-bearing organism. Considering the environment heterogeneity, the corresponding PDE system is studied in [25] without the well-stirred hypothesis, and sufficient conditions for coexistence of the steady-state are determined. In particular, the effects of the inhibitor are analyzed in detail, and some dynamical behavior of the PDE system is obtained when the effect is large enough.
As mentioned before, an alternative problem is the inhibitor is lethal. Although this change seems slight from the biological perspective (increased death rather than decreased growth), it turns out to be mathematically significant. The usual reduction of the system to a competitive system of one order lower through the "conservation of nutrient" principle is lost. Moreover, mass action terms, quadratic terms, are more difficult to handle than the usual Michaelis-Menten responses of the standard chemostat. By using the perturbation of a globally stable steady state for a sufficiently small plasmid loss rate, the effects of anti-competitor toxins on the well-stirred chemostat model of competition between plasmid-bearing and plasmid-free organisms are studied by Hsu and Waltman in [16] , and some results on the global asymptotic behavior of the solutions are given. However, it is quite natural that the culture vessel is spatially heterogeneous. For this, we remove the well-stirred hypothesis and consider the above PDE system.
For the sake of convenience, by nondimensionalizing the parameters, which are indicated below with bars:s = s/s
), and assuming two plasmid organisms have the same yield constants, i.e. r 1 = r 2 (the explanation see [18, 14, 19] ), we can rewrite this model in the form
For simplicity, we drop the bars over the non-dimensional quantities. Introduce the new variables Φ(x, t) = p − cu into (1), where c = k/(1 − q − k). Then one can argue in the exactly same way as in Refs. [22, 25] to conclude that the limiting system of (1) may be written as
The purpose of the present paper is to investigate the existence and multiplicity of nonnegative steady-state solutions of the system (2) and the effect of the toxins on positive steady-state solutions of this system. Thus we will concentrate on the steady-state system of (2):
Since only positive solutions of (3) are meaningful, we redefine the response functions as follows:f
It is easy to see thatf i ∈ C 1 (−∞, +∞). For convenience, we denotef i (s) by f i (s). As mentioned before, the main purpose of this paper is to determine how the toxins affect the dynamical behavior of (2). The main tools used here include degree theory, bifurcation theory and perturbation technique. A crucial point of the proof for our main results is to make use of the limiting equations of (3) which are obtained by letting r → ∞ formally in (3) . The contents of the present paper are as follows: In section 2, some preliminary results are given, which are needed in the later sections. In section 3, we consider the existence and multiplicity of positive solutions to (3) by bifurcation analysis. Finally, in section 4, the effects of the toxins are studied, and the uniqueness and non-uniqueness of the positive solutions to (3) are obtained. The stability is also obtained for some cases.
2. Preliminaries. We begin with the following known lemma as the preliminaries without proofs.
where γ(x) ∈ C(∂Ω) and γ(x) ≥ 0. Then all eigenvalues of (4) can be listed in order 0 < λ 1 (q(x)) < λ 2 (q(x)) ≤ · · · → ∞ with the corresponding eigenfunctions φ 1 , φ 2 , · · · , where φ 1 > 0 on Ω, and the principal eigenvalue
is simple. Moreover, the comparison principle holds:
In order to study the existence and multiplicity of positive solutions of (3), we start by introducing some notation and recalling some well-known facts. Let λ 1 , σ 1 be respectively the principal eigenvalues of the problems:
with the corresponding positive eigenfunctions uniquely determined by the normalization max [0, 1] 
It is well-known (see [13, 26] ) that if a ≤ 
has zero as its unique nonnegative solution, and if a > λ 1 /(1 − q − k), then (5) has a unique positive solution, which is denoted by ϑ. Moreover, we have the following properties hold: (i) 0 < ϑ < z; (ii) ϑ is continuously differentiable for a ∈ (λ 1 /(1−q− k), +∞), and is point-wise increasing when a increases; (iii) lim a→λ1/(1−q−k) ϑ = 0 uniformly for x ∈ (0, 1), and lim a→∞ ϑ = z(x) for almost every x ∈ (0, 1); (iv) Let
and all eigenvalues of L a are strictly negative.
Remark 1.
For the other steady-state one-species problem
we have the same outcomes. Since we will need this later, we denote the unique positive solution by θ, and the corresponding linear operator by
Next, we derive some a priori estimates for positive solutions of (3) . For this purpose, we first state the following lemma, whose proof can be found in Lemma 2.4 of [25] . 
Lemma 2.3. Assume (s, u, v) is a nonnegative solution of (3) with u ≡ 0 and 1] by the strong maximum principle and Hopf boundary lemma. Let
Hence, φ > 0 by the strong maximum principle, that is,
, it is easy to check that u ≤ 
By Lemma 2.2 and the strong maximum principle, it follows that 0 < v ≤v < z. It remains to show that there exists a constant Finally, we restate the degree results of [4, 5, 6] here, which will be used throughout this paper.
Lemma 2.4. Let F : W → W be a compact, continuously differentiable operator, W be a cone in the Banach space E with zero Θ. Suppose that W − W is dense in E and that Θ ∈ W is a fixed point of F and A 0 = F (Θ). Then the following results hold: 
∩Ω is relatively open and bounded, and A 1 (u, 0) = u for u ∈ ∂U , A 2 (u, 0) ≡ 0 for u ∈ U . Suppose A 2 : Ω → W 2 extends to a continuously differentiable mapping of a neighborhood of Ω into E 2 , W 2 −W 2 is dense in E 2 and T = {u ∈ U : u = A 1 (u, 0)}. Then the following conclusions are true:
(i) deg W (I − A, U × W 2 ( ), 0) = 0 for > 0 small, if for any u ∈ T , the spectral radius r(A 2 (u, 0)| W2 ) > 1 and 1 is not an eigenvalue of A 2 (u, 0)| W2 corresponding to a positive eigenvector.
(
For convenience of discussion, we make a change to the form of (3) first. Let χ = z − s. Then it is easy to see that (3) is equivalent to the following problem
In view of Lemma 2.3, to consider the positive solutions of (3), we only need to study the positive solutions of (6) . To this end, set 
It follows from standard elliptic regularity theory that A τ is a completely continuous operator. Let A = A 1 . Then Lemma 2.3 indicates that (χ, u, v) is a nonnegative solutions to (6) if and only if it is a fixed point of the operator A in D. Moreover, similar arguments as in Lemma 2.3 indicate that A τ has no fixed point on ∂D.
Next, we calculate the indices of the operator A in D at its fixed points. Obviously, (0, 0, 0) and (θ, 0, θ) are the only trivial and semi-trivial nonnegative fixed points of A, respectively, provided that b > σ 1 . By application of Lemma 2.4 and 2.5, their fixed point indices are calculated in the following lemma. Its proof is quite standard and exactly similar to Theorem 2.1 in [7] and Lemma 3.3, 3.4 and 3.6 in [28] .
with the corresponding eigenfunctionφ 1 normalized by
3. Existence and multiplicity of positive solutions. In this section, we consider the existence and multiplicity of positive steady state solutions of (2) by the bifurcation theory. To this end, we only need to study the existence and multiplicity of positive solutions of (6) . Clearly, (6) has a unique trivial nonnegative solution (0, 0, 0), and a unique semi-trivial nonnegative solution (θ, 0, θ) provided b > σ 1 . Notice that for q > 0, there is no semi-trivial nonnegative solution of (6) in the form (χ, u, 0) with χ > 0, u > 0. Now for b > σ 1 fixed, we take a as the bifurcation parameter to construct a local branch that bifurcate from the semi-trivial branch {(a, θ, 0, θ) : a ∈ R + }. For the application of the local and global bifurcation theory, we introduce the spaces
The first assertion we need to show is there is a bifurcation point at a =λ 1 1−q−k such that a smooth curve Γ 1 of positive solutions to (6) bifurcates from the semitrivial branch {(a, θ, 0, θ) :
Moreover by the further application of global bifurcation theory, we can show Γ 1 is contained in a global branch Γ(⊃ Γ 1 ) of positive solutions to (6) . By virtue of Lemma 2.3, one can conclude that the global branch Γ must be extended to infinity in P by increasing a.
To obtain more precise local picture of Γ at the neighborhood of (λ 1 1−q−k , θ, 0, θ), we give more details on the bifurcation analysis. Let ξ = θ − χ, φ = u, ψ = v − θ, and K be the inverse of −d
where
Moreover, the zeroes of G(a, ξ, φ, ψ) = 0 with β 0 − z + θ < ξ < θ, 0 < φ < ϑ 1+c , −θ < ψ <v − θ correspond to the positive solutions of (6) .
At (a, ξ, φ, ψ) = (λ 1 1−q−k , 0, 0, 0), it is easy to verify that the kernel
, whose eigenvalues are all strictly negative (see Remark 1). Thus we can apply the bifurcation theorem from simple eigenvalue of [2] to conclude that the set of positive solutions to (6) near (λ
such that a(0) =λ
. Moreover, putting this positive solution into the second equation of (6), dividing by , and differentiating with respect to , it follows that the derivative of a( ) with respect to at = 0 isȧ
Next, we show Γ 1 can be extended to a global bifurcation Γ. Let a i (λ) be the eigenvalue of the following problem
Then a i (λ) is strictly increasing with respect to λ in (1, +∞) and can be ordered as 0
By the standard global bifurcation arguments (see [26, 21] ), we can show that index(T (a, ·), (0, 0, 0)) = 1 for a <λ
1−q−k . Hence, by Lemma 2.1 in [26] , there exists a continuum Γ of (6) in R × X bifurcating from (λ 1 1−q−k , θ, 0, θ) and satisfying one of the alternatives:
(i) Γ joins with (ã, θ, 0, θ), whereã =λ
. By the strong maximum principle, one can find that (â,χ,û,v) ∈ ∂P means thatχ ≡ 0 orû ≡ 0 orv ≡ 0.
It is easy to claim that ifχ ≡ 0, thenû ≡ 0,v ≡ 0. Supposev ≡ 0. Then by the equation forv, one can find thatû ≡ 0, and henceχ ≡ 0. Hence for these two cases, we have (
By L p estimates and Sobolev embedding theorem, we may assume that there exists
It follows from the maximum principle that U > 0 on [0, 1], which implies that a = On the other hand, for i large enough, there exists > 0 sufficiently small such 
Similarly, by L p estimate and Sobolev embedding theorem, we can find that there
It follows from the maximum principle that W > 0 on [0, 1], which implies b = σ 1 , a contradiction to the hypotheses b > σ 1 .
It follows from the maximum principle that U > 0 on [0, 1], which implies that a =λ [26] , we know that the only possibility is that Γ extends to ∞ in P . Moreover, it follows from Lemma 2.3 that the only way for Γ to extend to ∞ in P is to let a increase to ∞.
We summarize the above results on the global bifurcation in the following theorem.
Theorem 3.2. Suppose b > σ 1 . Then there exists a continuum Γ of positive solutions of (6) occurring at (λ 1 1−q−k , θ, 0, θ), which can be extended to ∞ in P by increasing a. Moreover,
Remark 2. From Lemma 2.3 and Theorem 3.2, it is easy to see that
Remark 3. Theorem 3.2 implies that there exists a positive solution of (6) for a >λ
In the other word, there exists a positive solution of (3) when a >λ In order to discuss the multiplicity of the steady-state solutions of (6), we need to consider the following special elliptic system (8), and it is linearly asymptotically stable.
Proof. The proof of this lemma is exactly similar to that of Lemma 4.1 in [25] . In order to apply the fixed point index theory, we introduce some notation and a family of compact operators F τ in the Banach space
where (−d 
In view of index W (F 1 , (0, 0, 0)) = 0(see Lemma 2.6), one can assert that F 1 has a fixed point inD\D different from (0, 0, 0), which implies (6) has a positive solution inD\D . 
or u is close to zero, and (s, ru, v) is close to a positive solution of the problem ds − bvf 2 (s) = 0, x ∈ (0, 1),
Since the above two equations play an important role in determining the positive solutions of (3), we first study positive solutions of (9) and (10) . Just as Lemma 3.4 in [13] , it is easy to find that the following lemma holds. and (s, ω, v) is a nonnegative solution of (10)
there exists a constant C large enough such that ω ∞ < C.
Proof. At first, since −ds + bvf 2 (s) = 0, s (0) = −1, s (1) + γs(1) = 0, it is easy to see that s > 0 on [0, 1] . Similarly, by the strong maximum principle, we also have
Hence, χ > 0 by the strong maximum principle. That is, 0 < s < z. On the other hand, since
Hence, 0 < v < θ. It follows from the equation for ω, we have a(1 − q − k) = λ 1 (f 1 (s)) > λ 1 (f 1 (z)) = λ 1 based on 0 < s < z. That is, a > λ1 1−q−k . Note that 0 = dχ + bvf 2 (z − χ) < dχ + bθf 2 (z − χ), and the equation dφ + bθf 2 (z − φ) = 0, x ∈ (0, 1), φ (0) = φ (1) + γφ(1) = 0 has a unique positive solution φ = θ(cf. Lemma 2.4 in [25] ). By super-and sub-solution method, one can easily check that 0 < χ < θ. That is, z − θ < s < z. Therefore, (10) with a = a i and
Since z − θ < s i < z, 0 < v i < θ, by L p estimates and the Sobolev embedding theorem, we may assumeω i →ω ≥ 0, ≡ 0, 
where W is the positive cone of E (see Section 2). Since there exists a positive constant
where A >λ 1−q−k , then (10) has only two nonnegative solutions (z, 0, 0) and (z − θ, 0, θ). Namely, B τ has only two nonnegative fixed points (0, 0, 0) and (θ, 0, θ) when τ >λ , (θ, 0, θ) ). Moreover, repeating the same arguments as in Lemma 2.6, we see that index W (B τ , (0, 0, 0)) = 0 for τ > λ1 1−q−k ; and index W (B τ , (θ, 0, θ)) = 1 provided τ <λ
Meanwhile, by the homotopic invariance property of the fixed point index, we can assert that index W (B τ ,D) ≡ 0 for any τ ∈ ( Next, we prove the second part of this lemma by the local bifurcation theorem of Crandall-Rabinowitz [2] . We regard a as the bifurcation parameter and try to construct a positive solution branch of (11) from the semi-trivial nonnegative solution branch {(a, θ, 0, θ) : a ∈ R + }.
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After some standard calculation, we obtain that (λ 1 1−q−k , θ, 0, θ) is a bifurcation point. Close to this bifurcation point, (11) has a positive solution
where a(0) =λ
with 0 < ζ 1. Putting this positive solution into the second equation of (10), dividing by ζ and differentiating with respect to ζ, it follows that the derivative of a(ζ) with respect to ζ at ζ = 0 iṡ
which indicates that the positive solution bifurcation branch is to the left. Namely, there exists 1 > 0 sufficiently small such that ifλ (10) has a positive solution with the form of (a(ζ), z − θ + ζ(ξ 2 +ξ(ζ)), ζ(φ 1 +φ(ζ)), θ − ζ(ψ 2 +ψ(ζ)))(0 < ζ 1). Furthermore, it is unique as long as 1 is sufficiently small. By the standard local bifurcation analysis, it is easy to show that it is also unstable.
As mentioned before, the next lemma shows rigorously that the positive solutions to (3) are of two types. 
Furthermore, if (b) occurs and a ∈ (
Proof. (I) We argue by contradiction. Suppose we can find a i → a ∈ ( 
Multiplying both sides of the above inequality by v i and integrating over [0, 1], we obtain This implies uv = 0. On the other hand, by passing to the limit in the equation for u i , we obtain that u ≥ 0 satisfies
By the strong maximum principle, u > 0 or u ≡ 0. Thus we have two possibilities 
By L p estimates and the Sobolev embedding theorem, we may assumeũ
It follows from the strong maximum principle thatũ > 0, which means a = λ1
Next, we show there exists a positive constant C > 0 such that
It follows from L p estimates and the Sobolev embedding theorem thatω
which impliesω > 0 by the strong maximum principle. Multiplying the third equation of (12) by v i , and integrating over [0, 1], we have
On the other hand, noting that ω i ∞ ≤ C, and
Passing to the limit in (12), we obtain (s, ω, v) satisfies the equation (10) . That is, (s, ω, v) is a nonnegative solution to (10) . Next, we show (s, ω, v) is a positive solution to (10) . Clearly, we have shown s > 0, v ≥ 0, ≡ 0 on [0, 1], and it is easy to check that v satisfies
It follows from the strong maximum principle that v > 0. If ω ≥ 0, ≡ 0, then by the maximum principle, it is easy to see that ω > 0. Thus (s, ω, v) is a positive solution of (10), which contradicts our assumption that (a i , s i , r i u i , v i ) is bounded away from any positive solution of (10) . Therefore, we must have ω ≡ 0. It follows that s = z−θ, v = θ based on v ≡ 0, and hence
], passing to the weak limit in the equation for s i , and the limit in the equation for u i , we obtain that
by the boundary condition, moreover,
ϑ for all large i, and
Thus v i ∞ ≤ M/r i for all large i, which leads to v i → 0 in C([0, 1]). Furthermore, by virtue of the equation for v i , we know that {−dv i } is bounded in L ∞ (0, 1). By elliptic regularity and Sobolev embedding theorem, one can assert that v i → 0 in
This finishes the proof of the first part of this lemma.
(II) Now, we prove that if a i ≥λ
. Repeating the same arguments as in the proof of (I), we can also find that uv = 0. Moreover, we also have two (12) . Similarly, we can show
, and ω i ∞ is bounded. Hence by passing to a subsequence, we may assume that ( 
Similarly, we may supposeũ i →ũ in
which impliesũ > 0 by the strong maximum principle, and henceũ i →ũ =φ 1 . Let
and we have
This implies
Hence, we must have 0 < χ i < θ for all large i. That is, z − θ < z − χ i < z for all large i. Multiplying the equation for u i byφ 1 and integrating over [0, 1] , we obtain
Since
for all large i. This contradiction leads to u > 0. By the same arguments as in the proof of the part (I), one can find (6) with (a, r) = (a i , r i ) such that the eigenvalue problem
has an eigenvalue η i with Reη i ≤ 0, and the associated eigenfunction (ξ i , φ i , ψ i ) satisfying ξ i 
Noting that B i is self-adjoint, by a well-known result in linear operator theory, one can assert that B i = sprB i = 1 σ1(criui−bf2(z−χi)) → 0 as i → ∞. Here σ 1 (q(x)) is the first eigenvalue of the problem
On the other hand,
. Now multiplying the first equation in (14) by ξ i and integrating over [0, 1], we obtain
Similarly, we obtain by using the second equation in (14) that
Adding the above two identities, we obtain
Obviously, the imaginary part of the right hand side of (15) is bounded, hence {Imη i } is bounded. On the other hand, it is also easy to see that the real parts of all the terms in the right side of (15) (14), we find that (ξ, φ) is a weak solution of (and hence classical)
which implies there exists some positive integer i such that
Here µ i (L)(i = 1, 2, · · · ) denotes the eigenvalue of the eigenvalue problem Lφ = µφ, φ (0) = φ (1) + γφ(1) = 0. So the non-degeneracy and linear stability are established.
Next, we show index W (A, (χ, u, v)) = 1. Since (χ, u, v) is in the interior of W , we have
It follows from the non-degeneracy of (χ, u, v) and the Leray-Schauder formula that
where 0 ≤ t ≤ 1. Then B 1 = A (χ, u, v), and
Repeating the same argument as above, we see that (17) has only the solution (ξ, φ, ψ) = (0, 0, 0) if r is large and (χ, u, v) is a positive solution of (6) . By the homotopy invariance of the fixed-point index, we obtain
The remain task is to show index E (B 0 , (0, 0, 0)) = 1. It follows from Leray-Schauder degree theory that index E (B 0 , (0, 0, 0)) = (−1) m , where m is the sum of the multiplicities of all the eigenvalue of B 0 which are greater than one. Hence it suffices to show B 0 has no eigenvalue greater than or equal to 1. Suppose there exist λ ≥ 1 and (ξ, φ, ψ) = (0, 0, 0) such that B 0 (ξ, φ, ψ) = λ(ξ, φ, ψ). Then 
Then it is easy to see that for a ≥ λ1 1−q−k + and r large enough, v(δ, a, χ, u) is continuously differentiable in a neighborhood of (0, a, ϑ, (1 − q − k)ϑ) based on r v ∞ = 1 δ v ∞ is bounded (see (13) ). Moreover, we obtain ∂v ∂χ = (−d 
It is easy to check that H (χ,u) (0, a, (ϑ, (1 − q − k)ϑ)) is compact and 1 is not an eigenvalue of it. Hence I − H (χ,u) (0, a, (ϑ, (1 − q − k)ϑ)) is invertible. On the other hand, by virtue of the continuity of ∂v ∂χ and ∂v ∂u , one can assert that for any a ∈ ( λ1 1−q−k + 2 , A + 1), (δ, a, (χ, u)) → H (χ,u) (δ, a, (χ, u)) is continuous in the operator norm in a neighborhood of (0, a , (ϑ(a ), (1 − q − k)ϑ(a ))), where ϑ(a ) is the unique positive solution of (5) with a = a .
By application of the implicit function theorem, for each a ∈ ( λ1 1−q−k + 2 , A + 1), we can find an a > 0 such that for each (δ, a) with |δ| < a , |a − a | < a , (χ, u) − H(δ, a, (χ, u)) = 0 has a unique solution (χ, u) in the a − neighborhood U a of (ϑ(a ), (1−q −k)ϑ(a )) in E 1 . Since {(a − a , a + a ) : a ∈ ( This contradiction indicates that (6) (and hence (3)) has at least two positive solutions. 
