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NONLINEAR STABILITY FOR THE MAXWELL–BORN–INFELD SYSTEM ON A
SCHWARZSCHILD BACKGROUND
FEDERICO PASQUALOTTO
Abstract. In this paper we prove small data global existence for solutions to the Maxwell–Born–Infeld
(MBI) system on a fixed Schwarzschild background. This system has appeared in the context of string
theory and can be seen as a nonlinear model problem for the stability of the background metric itself,
due to its tensorial and quasilinear nature. The MBI system models nonlinear electromagnetism and does
not display birefringence. The key element in our proof lies in the observation that there exists a first-
order differential transformation which brings solutions of the spin ±1 Teukolsky Equations, satisfied by
the extreme components of the field, into solutions of a “good” equation (the Fackerell–Ipser Equation).
This strategy was established in [31] for the linear Maxwell field on Schwarzschild. We show that analogous
Fackerell–Ipser equations hold for the MBI system on a fixed Schwarzschild background, which are however
nonlinearly coupled. To essentially decouple these right hand sides, we setup a bootstrap argument. We use
the rp method of Dafermos and Rodnianski in [13] in order to deduce decay of some null components, and
we infer decay for the remaining quantities by integrating the MBI system as transport equations.
1. Introduction and motivation
In this paper we consider the Maxwell–Born–Infeld system, which is a system of partial differential
equations for nonlinear electromagnetism, on a fixed Schwarzschild background. This system was first
considered by Born and Infeld in [7], and has been very popular in the context of string theory. Furthermore,
it can be viewed as a nonlinear model problem for the stability of the Schwarzschild metric to the vacuum
Einstein equations. This model problem moreover has the feature that it is tensorial and quasilinear. We
prove that, when the initial data are sufficiently small in a weighted Sobolev space, then there exists a unique
global-in-time solution, decaying with inverse polynomial rates at infinity. This can be interpreted as the
nonlinear stability of the trivial solution to the MBI system on a Schwarzschild background.
1.1. Overview of the result. The Maxwell–Born–Infeld (MBI) system is a hyperbolic system of partial
differential equations which has been widely studied in the string theory literature (see e.g. [19]). In general,
the MBI system can be formulated as follows. Let (M, g) be a smooth, Lorentzian, (3 + 1)-dimensional
spacetime. Let F be a smooth two-form on M. We say that F satisfies the MBI system on M if the
following tensorial equations hold true in M:
(1.1) ∇µ ⋆Fµν = 0, ∇
µ
[
ℓ−1(MBI) (Fµν −G
⋆Fµν)
]
= 0,
here, ℓ2(MBI) := 1 + F−G
2, with the invariants defined as
F =
1
2
FµνF
µν , G =
1
4
Fµν
⋆Fµν .
Furthermore, ∇ denotes the Levi-Civita connection on (M, g) and ⋆Fµν indicates the Hodge dual of Fµν ,
which is ⋆Fµν =
1
2εµναβF
αβ , where ε is the standard volume form on (M, g).
The MBI system (1.1) shows features which are similar to the vacuum Einstein equations, and therefore
can be used as a model problem to understand the stability problem of black holes to the vacuum Einstein
equations. In this context, the interest in the MBI system stems from the fact that it is both quasilinear
and tensorial, and moreover reduces to the Maxwell equations in the weak field limit.
In this work, we solve the MBI system on a fixed Schwarzschild background. Let M be a positive real
number. Recall that the exterior Schwarzschild manifold (which we call (Se, g)) can be parametrized by
the coordinates (t, r, θ, ϕ) ∈ R × (2M,∞) × (−π, π) × (0, 2π). Upon setting µ = 2Mr , we have the following
expression for the metric tensor:
(1.2) g = −(1− µ) dt⊗ dt+ (1− µ)−1 dr ⊗ dr + r2(dθ ⊗ dθ + sin2 θ dϕ⊗ dϕ).
1
2 FEDERICO PASQUALOTTO
Here is an informal version of our main theorem. The Theorem itself is formulated in Section 3, Theo-
rem 3.1. We refer the reader to the relevant sections for the precise definitions.
Theorem 1.1 (Informal version of Theorem 3.1). Let (S, g) be the Schwarzschild spacetime of mass M > 0.
Let furthermore Σ˜t∗0 be a spacelike hypersurface to be defined in Section 2.8 (see also Figure 1). Consider
the MBI system (1.1) on (S, g), with initial data F0 on Σ˜t∗0 such that
(1) F0 is smooth,
(2) F0 is small in a weighted, higher order Sobolev space,
(3) F0 has asymptotically vanishing charge at spacelike infinity on Σ˜t∗
0
,
(4) F0 satisfies the constraint equations (3.5) on Σ˜t∗0 .
Then, the Maxwell–Born–Infeld system (1.1) on the fixed Schwarzschild background admits a global-in-time
solution F defined in the exterior region of Schwarzschild intersected with the causal future of Σ˜t∗0 (the shaded
region in Figure 1), and having F0 as initial data.
Furthermore, F decays with quantitative rates and the total charge of F vanishes at null infinity (denoted
by I+ in Figure 1).
i+
i−
i0
i+
Σ˜t∗
0
r
=
r i
n
I +
I
−H −
r = 0
Figure 1. Penrose diagram depicting Σ˜t∗
0
and the shaded region of existence of our solution.
We need Σ˜t∗0 to extend slightly in the interior region only as a technical requirement.
Remark 1.2. It would be of interest, in view of the analogies with the Kerr stability conjecture, to remove
the assumption (3) regarding absence of charge. We elaborate more on this in Appendix J.
The key ingredient to establish such a result are quantitative decay estimates in a bootstrap setting. Here
is a brief description of our strategy:
(1) We first establish a local existence statement. We then proceed to setup a bootstrap argument: the
bootstrap assumptions are a set of decay estimates for the various null components of the field F .
(2) We then show that the middle components of the MBI field, once differentiated in the angular
direction, satisfy nonlinear scalar Fackerell–Ipser Equations. The analogous strategy in the linear case
appeared in our earlier paper [31], in the context of estimates on the spin ±1 Teukolsky Equations.
See also Blue [4]. The two so-called Fackerell–Ipser Equations, which are completely decoupled in
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the linear case, are now (for MBI) coupled through a cubic, nonlinear right hand side. We remark
here that all calculations are performed at the scalar level, hence the equations are slightly different
from those appearing in [31].
(3) In order to effectively decouple the two Fackerell–Ipser Equations, we need to control the cubic
right hand sides. To accomplish that, we use the bootstrap assumptions to prove conservation of
higher-order weighted energy at the level of the full system.
(4) Having established (3), we proceed to prove decay of solutions to these Fackerell–Ipser Equations
employing the strategy by Dafermos and Rodnianski ([13]).
(5) Finally, we deduce decay of the various components of the field only at lower derivative order, closely
following [31], using the MBI equations as transport equations. This enables us to close the bootstrap
argument.
For a more detailed overview of the proof, see Section 1.4.
1.2. The black hole stability problem: recent advances. Motivation to study our problem arises from
the so-called black hole stability problem. The crucial question of nonlinear stability of Schwarzschild as a
solution to the vacuum Einstein equations, and hence the model’s physical relevance, remains open to date.
In this work, we regard the MBI system as a toy model to understand some aspects of the nonlinear
stability properties of the Schwarzschild geometry. We remark in particular that there have been advances
in understanding other nonlinear models on black hole backgrounds (see point (3) of our list below).
We now give an outline of some recent research efforts towards the black hole stability problem. This
will help us put our analysis into context. Stability problems in General Relativity received great atten-
tion following the monumental work of Christodoulou and Klainerman on the stability of the Minkowski
spacetime [10]. Since then, considerable research efforts have been focussed on understanding the stability
problem of nontrivial solutions. There has been important progress, of which we make an incomplete list
here.
(1) A good amount of effort has been devoted to the analysis of the decay properties of the linear wave
equation on black hole spacetimes (gψ = 0), as this is the most basic problem to study. On a
fixed Schwarzschild background, we cite the fundamental results of Blue–Sterbenz and Dafermos–
Rodnianski (see resp. [5, 12]).
Then, research effort was focussed on understanding the picture for Kerr black holes for |a| ≪ M .
We refer to the work of Andersson–Blue, Dafermos–Rodnianski and Tataru–Tohaneanu (see resp. [2,
14, 37]).
We finally remark that, for the full subextremal range of parameters of the Kerr black hole
|a| < M , the problem has additional difficulties. Only recently has there been a complete proof of
decay of solutions to the wave equation by Dafermos–Rodnianski–Shlapentokh-Rothman in [16]. A
good introduction to the research field can be found in [15].
Furthermore, various authors have provided methods to obtain L∞ decay estimates from L2
decay estimates, with varying degrees of generality of the black hole spacetime considered. Let us
cite here the work by Dafermos–Rodnianski, Metcalfe–Tataru–Tohaneanu, Moschidis, and Tataru,
resp. in [13, 28, 30, 36].
(2) As a second important thread, researchers have been focussing on understanding the decay properties
of the linear Maxwell field on black hole spacetimes. The relevance to the black hole stability problem
lies here in the tensorial nature of the Maxwell equations.
Let us cite the important papers of Blue and Andersson–Blue [4, 1], in which the decay properties
of the Maxwell field respectively on Schwarzschild and on slowly rotating Kerr are proved. In [31], we
approach the problem from a different point of view. We start from the spin ±1 Teukolsky Equations,
apply a differential transformation to the extreme components, and hence obtain a Fackerell–Ipser
Equation for the resulting transformed quantity. This equation is then employed to prove decay
estimates. See also [29, 35, 17].
(3) A third thread has also been studied, namely the analysis of nonlinear model problems. Several
nonlinear equations have been analyzed on curved spacetimes in order to understand how the ge-
ometry of the manifold influences the behaviour of these models. For example, in the context of
semilinear equations, global existence for nonlinear wave equations satisfying the null condition has
been established by Luk in [27] on slowly rotating Kerr spacetimes. In the context of quasilinear
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problems, there has been an advance by Lindblad and Tohaneanu in [26]. In that paper, the authors
prove global existence for solutions to the scalar wave equation on backgrounds which asymptotically
approach the Schwarzschild manifold.
(4) A fourth thread concerns the full linearized picture of black hole stability. In this area, there has
been important work by Dafermos, Holzegel and Rodnianski in [11]. In that paper, the authors
prove the linear stability of the Schwarzschild black hole as a first step in the program to solve the
Kerr stability conjecture. See also the subsequent paper by Hung, Keller and Wang [22].
In the present work, we employ a similar strategy to that used in [11]. In fact, our paper [31] is
based on finding a differential transformation on the extreme components, which is directly analogous
to the differential transformation in [11], used in that context to deduce the Regge–Wheeler Equation.
We can then view the present paper as a nonlinear analogue of [11] and [31]. This also points to
the fact that the physical-space techniques employed seem to be robust for application to nonlinear
problems. We will elaborate more on this point in the later Section 1.3.
(5) A fifth thread, finally, is focussed on the solution of problems with nonzero cosmological constant.
In the case Λ < 0, one expects slow rate of decay for solutions to the scalar wave equation. See
the work of Holzegel and Smulevici [21] for a proof that, on Kerr–AdS spacetimes, solutions to the
Klein–Gordon equation decay only logarithmically. Due to these slow decay rates, this family of
spacetimes is conjectured not to be stable under gravitational perturbations.
On the other hand, in the case Λ > 0, one can prove much stronger decay rates to solutions to the
linear wave equation. This suggests nonlinear stability, and accordingly Hintz and Vasy have indeed
proved the global nonlinear stability of the Kerr–de Sitter solution in the remarkable recent [20].
They make essential use of the exponential decay properties of linear fields on such backgrounds,
and the structure of the nonlinearities does not play a crucial role.
1.3. Motivation to study the MBI system on Schwarzschild. The MBI theory received a good deal
of attention relatively recently, when connections with string theory were unveiled in the physics community.
We will not focus on these aspects, but let us just refer to the introduction of [18], and to the paper [8] for
an example of the connections between Born–Infeld theory and string theory.
It is also worth pointing out that Kiessling recently studied the Born–Infeld theory, in line with Born’s
program of finding a field theory without self-energy divergence. In the papers [24] and [25], the author shows
that in the MBI theory the Cauchy problem of moving charges is well posed, even though the “Lorentz self-
force” is still ill-defined.
Following these developments, some well-posedness results were proved in the context of nonlinear elec-
tromagnetism. In the paper [33], Speck proved the global nonlinear stability for the MBI system, on the
Minkowski spacetime in the small data regime. Subsequently, again Speck, in a follow-up paper [34] showed
nonlinear existence and stability for small initial data of the MBI system (and other nonlinear models of
electromagnetism) coupled with the Einstein equations.
With the present work, we would like to give a contribution to the analysis of black hole stability by
considering a quasilinear problem on the Schwarzschild background. The present work can therefore be
put in the context of point (2) and (3) of the preceding list in Section 1.2, and can be seen as a proxy
to study the nonlinear stability problem of Schwarzschild under gravitational perturbations. We expect an
analogous result to hold for MBI on slowly rotating Kerr, even though the techniques developed here do
not immediately apply to that case. Furthermore, we are chiefly interested in the issues arising from the
presence of a nonlinearity.
Let us also remark that the present work is fundamentally based on estimates on the Fackerell–Ipser Equa-
tion, similar to those established in the linear case in [31]. We may therefore understand the present paper
as a nonlinear application of ideas originated in the work of Dafermos–Holzegel–Rodnianski on linearized
gravity on Schwarzschild. In such work [11], the authors find a first-order differential transformation which
brings the extreme components of the field into quantities which satisfy decoupled Regge–Wheeler Equations.
Thinking ahead towards the nonlinear stability of Schwarzschild (seen as part of the larger Kerr family), in
principle one will need a strategy to handle the fact that the corresponding Regge–Wheeler equations will
not decouple.
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We believe that the main contribution of this paper is how to deal with such coupling, in the context of
the MBI system, which we view as a model problem. The core of our argument are indeed the estimates of
the right hand sides of the nonlinear Fackerell–Ipser Equations, in Section 13 and Section 17.
We now give an outline of our strategy.
1.4. Structure of the proof. The Maxwell–Born–Infeld Lagrangian was discovered in the 1933 pa-
per [7]. Let us assume, in general, that we are considering a 4-dimensional Lorentzian spacetime (M, g)
whose canonical volume form is ε. Assume F is an antisymmetric covariant two-form (the field tensor).
Define the Lagrangian density
(1.3) ∗LMBI :=
1−
√
1 +
1
2
FµνFµν −
(
1
4
Fµν ⋆Fµν
)2 ε.
Here, ⋆Fµν :=
1
2εµνκλF
κλ denotes the Hodge dual.
The Euler–Lagrange equations for the Maxwell–Born–Infeld theory are obtained by imposing that F be
closed as a two-form and be a critical point for closed and compactly supported variations of the action
functional arising from the density ∗LMBI:
(1.4) dF = 0, Hµνκλ[F ] ∇µFκλ = 0.
Here, Hµνκλ[F ] is a 4-contravariant tensorfield which depends at least quadratically on F . See Section 2.1
for the precise definition.
Let us fixM > 0, and consider the Schwarzschild spacetime (S, g). For a precise definition, see Section 2.5.
Recall the coordinates (t∗, r1, θ, ϕ) as in Definition 2.5. We furthermore consider rin < 2M , a number
sufficiently close to 2M . Given t∗ ∈ R, we define Σ˜t∗ := {(s, r1, θ, ϕ), s = t
∗, r1 ≥ rin} as seen in the
(t∗, r1, θ, ϕ) coordinates. Let t
∗
0 > 0, and recall that we are imposing initial data F0 on Σ˜t∗0 .
Define ρ and σ to be the middle components of the MBI field, and α, α to be the extreme components of
the MBI field:
(1.5) ρ :=
1
2(1− µ)
F(L,L), σ :=
1
2(1− µ)
⋆F(L,L), αA := Fµν(∂θA)
µLν , αA := Fµν(∂θA)
µLν ,
where L := ∂t + ∂r∗ , L := ∂t − ∂r∗ , µ :=
2M
r (see Definition 2.7), and finally θ
A is a local coordinate system
for the conformal sphere S2.
Moreover, we define the sets of vectorfields:
V := {L, (1− µ)−1L},  := {Ωi}i=1,2,3, no := {Ωi/r}i=1,2,3.
Here, Ωi are three rotation (Killing) vectorfields on the conformal sphere S
2 whose linear span is 2-dimensional
everywhere.
Furthermore, given k ∈ N k ≥ 0, and given a m1-covariant tensorfield T , we define the following norms:
|T | :=
∑
V1,...,Vm1∈V∪no
|T (V1, . . . , Vm1)|, |∂
kT | :=
∑
V1,...,Vm1∈V∪no
W1,...,Wk∈V∪
|(∇W1 · · · ∇WkT )(V1, . . . , Vm1)|.
Here, ∇ denotes the Levi-Civita connection on S. Furthermore, given j ∈ N≥0, we let
|∂≤jT | :=
j∑
k=0
|∂kT |, ‖F‖
2
HN (Σ˜t∗ )
:=
∫
Σ˜t∗
|∂≤NF|2 dΣ˜t∗ .
Here, dΣ˜t∗ is the induced volume form on the surface Σ˜t∗ .
Finally, let τ := (1− χ1(r))(u
+ + 1) + χ1(r)t
∗, χ1 being a smooth radial cutoff function such that
χ1(r) = 1 for r ∈ [3/2M, 2M ], χ1(r) = 0 for r ∈ (0,M ] ∪ [3M,∞).
Here, u+ := max{u, 0} is the positive part.
We will setup a bootstrap argument in t∗ (see Figure 2): we assume some decay estimates in L∞ for the
null components of the field, and we seek to then improve those estimates. There are three key ingredients
to carry out this program, which we describe here.
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i+
i−
i0
i+
Σ˜t∗0
Σ˜t∗1
r = rin I +
I
−H −
r = 0
Figure 2. Penrose diagram depicting Σ˜t∗0 and the bootstrap region R
t∗1
t∗0
highlighted in gray colour.
(1) We first prove a local existence statement:
Theorem 1.3 (Informal version of Theorem 4.1). Let F0 be initial data for the MBI system on Σ˜t∗
0
. We
suppose that
• F0 is smooth,
• F0 is sufficiently small in a higher-order Sobolev norm,
• F0 satisfies the constraint Equations (3.5) on Σ˜t∗
0
.
Then, there exist a time t∗1 and a smooth solution F to the MBI system (1.4) on R˜
t∗1
t∗0
= ∪t∗∈[t∗0,t∗1 ]Σ˜t∗ having
F0 as initial data.
This Theorem is the constructive element of our proof. We obtain it by first properly linearizing the MBI
system. Our method of proof relies on the Cauchy–Kowalevskaya Theorem to solve the linearized problem.
Finally, we prove in Section 4.5 that only at the nonlinear level, the constraints are propagated.
(2) We then proceed to set up the bootstrap assumptions. For simplicity, in this outline we constrain
ourselves to the exterior region Se. We say that the MBI field F satisfies the bootstrap assumptions
BS (Se, A, j, ε) if on Se there holds:
(1.6) |∂≤jρ|, |∂≤jσ|, |∂≤jα| ≤ Aε
3
4 min{τ−1r−3/2, τ−1/2r−2}, |∂≤jα| ≤ Aε
3
4 τ−1r−1.
Remark 1.4. We remark that α has the worst decay of all components, and we do not have the optimal
decay rate for the good components ρ, σ, α.
Under these bootstrap assumptions, we deduce uniform L2 bounds for higher–order Sobolev norms in
Proposition 8.1.
Proposition 1.5 (Informal version of Proposition 8.1). Let N ∈ N≥0. There exists C > 0 such that the
following holds. Assume that F is a solution to the MBI system on Se. We then assume
• the bootstrap assumptions BS (Se, 1, N, ε),
• smallness in L2 of 2N derivatives of F0: ‖F0‖H2N (Σ˜t∗
0
) ≤ ε
2.
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Then, for all t∗ ≥ t∗0, we have under these conditions,
(1.7) ‖F‖
2
H2N (Σ˜t∗ )
≤ Cε2.
In order to prove this Proposition, we use the canonical stress tensor Q˙, first contracted with the Killing
vectorfield ∂t. The tensor Q˙ is the analogous of the stress–energy–momentum tensor for higher derivatives,
and has the property that its covariant divergence does not contain terms in the top order of derivatives.
On Minkowski, we would already be able to use the Gronwall inequality on this estimate. On Schwarzschild,
on the other hand, degeneracy at the horizon appears, hence the reasoning is slightly more complicated.
Here, we contract the canonical stress with the redshift vectorfield Vred, obtaining various inequalities. Upon
summation, we obtain a differential inequality (8.26), which we can integrate to get the required boundedness.
(3) The key observation is then that, if F satisfies the MBI system, ρ and σ satisfy the nonlinear
Fackerell–Ipser equations:
(1.8) −r−2LL(r2ρ) + (1 − µ) /∆ρ = NL1 +NL2, −r
−2LL(r2σ) + (1− µ) /∆σ = NL3.
The right hand sides of these Equations are nonlinear in F and its derivatives up to order 2. For the exact
form of such nonlinear terms see Section 10, in particular Equations (10.1) and (10.3).
Remark 1.6. Let us notice that the corresponding scalar Fackerell–Ipser Equations for the Maxwell linear
field on Schwarzschild hold equating the nonlinear terms to zero NL1 + NL2 = 0 and NL3 = 0 in the
previous display (1.8).
Remark 1.7. These Fackerell–Ipser equations exhibit stationary solutions. To deal with this issue, we need
to control the spherical averages of σ and ρ. We prove the following statement. Under the assumption that,
on initial data, the charge vanishes at spacelike infinity, and under the bootstrap assumptions, we show that
the spherical average of σ is always zero, and the spherical average of ρ decays sufficiently fast along the
evolution. The proof follows directly from the conservation laws provided by the MBI system integrated on
spheres of constant r-coordinate (see Equation (9.3)).
We would now like to use the uniform estimates (1.7) in order to deduce that there exists a constant C and
an integer j ∈ N≥0 independent of the data, such that the bootstrap assumptions BS (Se, 1, j, ε) imply the
statement BS
(
Se, C, j, ε
2
)
. This basically amounts to prove improved decay for the null components of the
field F . We wish to follow the strategy by Dafermos and Rodnianski in [13]. In order to apply such strategy,
we need e.g. to multiply the first of Equations (1.8) by rp+2L(r2ρ). We will then obtain a p-hierarchy
choosing successively p = 2, then p = 1, then p = 0.
Unfortunately, the uniform bounds (1.7) plus the bootstrap assumptions do not allow us to get all the
way up to p = 2. To overcome this difficulty, we use the rp estimate with p = 1 in order to improve the
r-weights in (1.7) multiplying the good components ρ, σ, α.
Then, we establish the p-estimates with p = 2 using the special structure of the nonlinearities in (1.8),
together with the bootstrap assumptions and the improved uniform L2 estimates. This, in turn, implies decay
of weighted fluxes in σ and ρ. This gives immediately decay for ρ and σ. Finally we deduce, via Sobolev
embedding, L∞ estimates for all the remaining components of the field F , by a very similar reasoning to
that in [31].
1.5. Outline of the paper. We begin by introducing all the necessary notations, definitions and preliminary
lemmas in Section 2. We proceed to state the main result of this work, Theorem 3.1 of Section 3. In the next
Section 4, we establish the local existence statement for the MBI system. In Section 5, we will formulate
the L∞ bootstrap assumptions. The following Section 6 is dedicated to deriving commuted versions of the
system at the tensorial level, for all the components simultaneously. In Section 7 we then derive the crucial
properties enjoyed by the canonical stress. We then proceed to deduce L2 estimates from the L∞ assumptions
in Section 8. We deal with the issue of spherical averages of ρ and σ in Section 9. We consider the nonlinear
Fackerell–Ipser Equations satisfied by the middle components σ and ρ in Section 10, and commute them
in Section 11 in order to obtain higher-order estimates. We then prove that the middle components, once
commuted with angular operators, (Ωσ and Ωρ) satisfy a Morawetz estimate in 12, with no bounds on the
nonlinear right hand sides yet. We proceed to analyze the structure of the nonlinearities arising in the
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Fackerell–Ipser Equations in Section 13. We use the estimates in Section 13 to close the Morawetz estimates
in Section 14. We then apply the rp-method of Dafermos and Rodnianski ([13]) in Section 15, where we
can only choose p = 1. This allows us to obtain (in Section 16) a first improvement of the r-weights on
the spacelike fluxes of all the components. In turn, these improved estimates let us infer better control on
the nonlinearities of the Fackerell–Ipser Equations (Section 17). With these improved estimates, a second
application of the rp-method, now with p = 2 (Sections 18 and Section 19) lets us deduce the correct decay
of the fluxes in order to close the L∞ decay. Finally, in the last Sections 20, 21, 22 we recover the bootstrap
assumptions with better constants. We close the argument in Section 23.
1.6. Acknowledgements. I would like to thank Prof. Jonathan Luk for his patience and guidance, for
suggesting the problem to me, and for inviting me to Stanford University to finish the project. I would
also like to thank Prof. Mihalis Dafermos for his patience and his comments on preliminary versions the
manuscript. Moreover, I thank Jan Sbierski for the suggestion to look at John’s approach to local existence.
2. Definitions and preliminary facts
In this Section, we set up the framework of our study. We formulate the MBI Equations first.
2.1. The MBI system: Lagrangian formulation and equations. In order to proceed, let us introduce
the system we are analyzing in a more formal fashion. Let F be an antisymmetric two-form, the field tensor.
We formulate the MBI system from the Lagrangian point of view. Let us define the Lagrangian density for
the MBI model as
∗
LMBI := 1− ℓ(MBI),
where
ℓ2(MBI) = 1 + F−G
2,
and the invariants F and G are defined as follows:
F =
1
2
FµνF
µν , G =
1
4
Fµν
⋆Fµν .
Remark 2.1. Unless otherwise specified, ℓ(MBI), F and G will all depend on F . If they depend on another
tensor, we will indicate this with square brackets. For instance, if B is a two-form:
F[B] :=
1
2
BµνB
µν .
We then postulate that F is closed:
(2.1) dF = 0 ⇐⇒ ∇[µFνκ] = 0.
Moreover, we define a tensor M in the following way:
∗Mµν :=
∂∗LMBI
∂Fµν
.
The Euler–Lagrange equations for the MBI theory can then be formulated requiring that M be closed:
(2.2) dM = 0.
Together, (2.1) and (2.2) are the equations of motion for the theory arising from the Lagrangian density
∗LMBI.
Remark 2.2. By Taylor-expanding the square root, we obtain, omitting higher order terms,
1− ℓ(MBI) ≈ 1− 1− F/2 = −F
µνFµν .
The latter is (up to a sign) the Lagrangian corresponding to the linear Maxwell theory.
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2.2. The special structure of the MBI theory. As already briefly noted, the Lagrangian density ∗LMBI
can be uniquely determined by imposing some natural requirements on the theory. We specify more precisely
what makes the MBI theory special.
In [9] it is shown that the only Lorentz-invariant and gauge-invariant Lagrangians for a nonlinear theory
of electromagnetism without sources on a general Lorentzian spacetime are of the following form:
(2.3) LNLE = LNLE(F,G)ε,
where LNLE(x, y) is a smooth function of two real variables, F andG are the invariants as previously defined,
and ε is the standard volume form of the considered spacetime.
In the works by Boillat [6] and Plebanski [32], the main observation is that the MBI theory is the only
nonlinear electromagnetic theory whose Lagragian density is of the form (2.3), and which furthermore does
not give rise to birefringence.
We elaborate a little on this statement, starting from the paper of Boillat [6]. Roughly speaking, birefrin-
gence, from a physical point of view, means that there are multiple directions of light propagation basing
on the polarization of the light wave itself. From a mathematical point of view, as proved by Boillat in [6]
(see also Section 2 of [19]), birefringence means that cone of directions of light propagation at each point
comprises only one conical sheet (3-dimensional). In [6], this requirement is imposed by looking at the local
propagation of weak discontinuities. Otherwise, it can be formulated by saying that the characteristic surface
of the considered theory, at each point in spacetime, is made only of one conical sheet.
Here is the formal mathematical description of the absence of birefringence. Consider a nonlinear electro-
magnetic theory with field tensor F on a 4-dimensional Lorentzian spacetime (M, g). Let the equations of
our field theory be
(2.4) dF = 0, Hµνκλ[F ] ∇µFκλ = 0.
Here, ∇ is the Levi-Civita connection of (M, g), and Hµνκλ[F ] is a tensor depending on the components of
F as in (2.4). Define the characteristic set at point p of our theory to be
(2.5) C∗p := {ξ 6= 0 ∈ T
∗
pM, such that N(χ(ξ))/span(ξ) 6= 0},
with χ(ξ) := Hµκνλξκξλ, and N(χ) being the null space of χ at p. This set describes the directions of light
propagation. Then, birefringence can be reformulated saying that the conical set C∗p is composed of only
one (3-dimensional) conic sheet.
Remark 2.3. Notice that the directions of light propagation are connected to positivity properties of the
energy–momentum–stress tensor. The absence of birefringence lets us define a metric, the so-called Boillat
metric, whose null directions are precisely the directions of light propagation in the Born–Infeld theory, and
which furthermore gives good positivity properties in order to obtain a-priori estimates.
It now holds that the MBI theory is, in fact, not birefringent. For a more detailed analysis, see for example
Section 5 in [3], or the introduction of [24].
We proceed to introduce the versions of the MBI system which will be useful for our calculations.
2.3. Formulation of the MBI system (I). We notice that the MBI Equations (2.1) and (2.2) can be
written in the form {
∇µ⋆Mµν = 0,
∇µ ⋆Fµν = 0.
Here, we have defined
⋆Mµν := −ℓ
−1
(MBI)(Fµν −G
⋆Fµν), ℓ
2
(MBI) := 1 + F−G
2.
2.4. Formulation of the MBI system (II). In this section, we formulate a second version of the MBI
system, which we will use in some calculations. The invariants for the MBI system, F and G, are as before.
The form of the MBI system is:
(2.6)
{
∇[µFνλ] = 0,
Hµνκλ[F ] ∇µFκλ = 0.
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Here,
Hµνκλ[F ] :=
1
2
[
gµκgνλ − gµλgνκ
]
+Hµνκλ∆ [F ](2.7)
with
Hµνκλ∆ [F ] :=
1
2
{
−ℓ−2(MBI)F
µνFκλ +Gℓ−2(MBI)
(
Fµν ⋆Fκλ + ⋆FµνFκλ
)
−
(
1 +G2ℓ−2(MBI)
)
⋆Fµν ⋆Fκλ
}
(2.8)
We can rewrite the MBI system also highlighting the “linear part”, which corresponds to the linear Maxwell
system:
(2.9)
{
∇[µFνλ] = 0,
∇κF
κν +H∆
µνκλ[F ] ∇µFκλ = 0.
Remark 2.4. Unless otherwise specified, we will write the tensors
Hµνκλ = Hµνκλ[F ], H µνκλ∆ = H
µνκλ
∆ [F ].
If this is not so, we will specify this by the use of square brackets, cf. Equation (4.4).
2.5. The Schwarzschild spacetime.
Definition 2.5. Fix a number M > 0. The Schwarzschild spacetime (S, g) is the 4-dimensional Lorentzian
manifold which, seen as a set, is
S = (t∗, r1, θ, ϕ) ∈ (−∞,+∞)× (0,+∞)× [0, 2π)× (−π, π),
(here, we slightly abuse of notation by not including the poles). In these coordinates, the metric is given by
g :=

−
(
1− 2Mr
)
2M
r 0 0
2M
r
(
1 + 2Mr
)
0 0
0 0 r2 0
0 0 0 r2 sin2 θ
 .
Furthermore, we define the exterior Schwarzschild region, as a set, by
S = (t∗, r1, θ, ϕ) ∈ (−∞,+∞)× (2M,+∞)× [0, 2π)× (−π, π),
with the same metric g as before.
We further define
H+ := ∪k∈N{p ∈ S, r(p) = 2M, t
∗(p) > −k}
to be the future horizon of the black hole region.
Let ∇ be the Levi–Civita connection of the metric g. Finally, let
µ :=
2M
r1
.
It is useful to describe the exterior region with different systems of coordinates.
Definition 2.6 (Irregular coordinates). We set
t := t∗ − 2M log(r1 − 2M), r := r1.
In these coordinates, the metric on Se becomes:
g = −
(
1−
2M
r
)
dt⊗ dt+
(
1−
2M
r
)−1
dr ⊗ dr + r2gS2 ,
where gS2 is the standard metric on the conformal sphere S
2.
Definition 2.7 (Regge–Wheeler coordinates). We introduce the irregular r∗ coordinates, which are given
by
t2 := t, r
∗ := r + 2M log(r − 2M).
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These coordinates are irregular at the horizon H+. The metric is represented as follows:
g =

−(1− µ) 0 0 0
0 (1− µ) 0 0
0 0 r2 0
0 0 0 r2 sin2 θ
 .
Finally, from the (t2, r
∗) coordinates, we can introduce the null coordinates.
Definition 2.8 (Null coordinates).
(2.10) u := t2 − r
∗, v := t2 + r
∗.
The metric is represented as follows:
g =

0 −2(1− µ) 0 0
−2(1− µ) 0 0 0
0 0 r2 0
0 0 0 r2 sin2 θ
 .
Remark 2.9. The coordinate field ∂t = ∂t∗ , as well as any rotation vectorfield Ω (see Definition in 2.6) are
Killing fields for the metric g. This means that
(L∂tg)µν = (∇µ∂t)ν + (∇ν∂t)µ = 0, (LΩg)µν = (∇µΩ)ν + (∇νΩ)µ = 0.
In particular, the Lie derivative in their direction commutes with the covariant derivatives (see [10]),
[∇,L∂t ] = [∇,LΩ] = 0.
Remark 2.10. We notice that the vectorfield
(
1− 2Mr
)−1
∂u is a regular nonvanishing vectorfield up to and
including H+. It is a geodesic vectorfield. We also compute the covariant derivatives:
∇∂u∂v = ∇∂v∂u = 0,
∇∂u∂u = −∇∂v∂v = −
2M
r2
,
∇∂u(∂φ/r) = ∇∂u(∂θ/r) = 0.
Throughout this paper, we will denote L := ∂v, and L := ∂u.
2.6. Notation for the geometry and connections.
• The Schwarzschild spacetime is defined, as usual, using the (t∗, r1, θ, ϕ) coordinates. See Definition 2.5.
• Let Se be the exterior region of the Schwarzschild spacetime. In the (t
∗, r1, θ, ϕ) coordinates, this is the
region Se := {(t
∗, r1, θ, ϕ) : r1 ≥ 2M}.
• Let H+ ⊂ S be the future event horizon, i. e. H+ := {(t∗, r1, θ, ϕ) : r1 = 2M}.
• Let (t, r, θ, ϕ) be the usual coordinates for Schwarzschild.
• Let (t∗, r1, θ, ϕ) such that t
∗ = t+ 2M log(r − 2M), r1 = r.
• The coordinates (t, r, θ, ϕ) can be used to parametrize the region {(t∗, r1, θ, ϕ) : r1 ∈ (0, 2M)}. The
coordinate transformation then becomes t∗ = t+ 2M log(2M − r), r1 = r.
• Let (t, r∗, θ, ϕ) such that r∗ = r + 2M log(r − 2M)− 2M − log(M).
• Let (u, v, θ, ϕ) such that u = t− r∗, v = t+ r∗.
• Let χ1 be a smooth cutoff function such that χ1(r) = 1 for r ∈
[
3
2M, 3M
]
, and finally χ1(r) = 0 for
r ≥ 4M and 0 < r ≤M . We define
τ := (1− χ1(r))(u
+ + 1) + χ1(r)t
∗.
Here, u+ is the positive part of u: u+ := max{u, 0}.
• Let L := ∂v, L := ∂u.
• Let µ := 2M/r.
• Let V be the set of vectorfields:
V := {L, (1− µ)−1L}.
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• Let  be the set of vectorfields
 := {Ωi}i=1,2,3, no := {Ωi/r}i=1,2,3,
where Ωi are three rotation (Killing) vectorfields whose linear span is bidimensional everywhere.
• Let (θA, θB) be local coordinates for the sphere S2.
• Let ∂θA and ∂θB the associated vectorfields to (θ
A, θB).
• Let
(2.11) K := {T,Ω1,Ω2,Ω3}
be a set of Killing fields on Schwarzschild.
• Let ∇ be the Levi-Civita connection with respect to the metric g, L the associated Lie derivative.
• Let /∇ be the Levi-Civita projected on spheres of constant r. /∇ accepts only capital indexes, which indicate
tensors tangent to the spheres of constant r. /∇ can be extended to the derived bundles in the canonical way,
i.e. asking it to satisfy the Leibniz rule.
• Let /∇L and /∇L be defined on vectorfields as
/∇LX := (∇LX)
p, /∇LX := (∇LX)
p.
Here, (·)p indicates projection on the spheres of constant r. Extend these connections to the derived bundles
in the usual way.
2.7. Notation for derivatives, variations of tensors and functions.
• Let b ∈ N≥0, and let I
b
K be a multi-index consisting only of Killing fields.
I
b
K := {Ordered b-ples of elements of K}.
• Let furthermore
I
b
 := {Ordered b-ples of elements of }.
• Let S be either  or K. Then, we let
I
≤j
S
:=
⋃
m∈N≥0
m≤j
I
m
S .
• If I ∈ I b
S
, and I = (K1,K2, . . . ,Kb), we define
LIS := LK1 · · · LKbF .
• We now define the sum of multi-indices. Let I ∈ I b
S
. Then
J +K = I = (K1. . . . ,Kb)
if and only if there exist b1, b2 ∈ N≥0, b1 + b2 = b and increasing sequences {i1, . . . , ib1} ⊂ {1, . . . , b},
{j1, . . . , jb2} ⊂ {1, . . . , b} such that
(2.12)
{i1, . . . , ib1} ∪ {j1, . . . , jb2} = {1, . . . , b},
I = (Ki1 , . . . ,Kib1 ) ∈ I
b1
S
,
J = (Kj1 , . . . ,Kjb2 ) ∈ I
b2
S
.
• Let χY be a smooth cutoff function such that χY (r) = 1 for r ∈
[
3
2M, 3M
]
, and χY (r) = 0 for r ∈ [4M,∞),
and finally χY (r) = 0 for r ≥ 4M and 0 < r ≤M . Let Y be the vectorfield
Y := χY (r)(1 − µ)
−1L.
• Given an integer number a ∈ N≥0, let
∇aY F := ∇Y . . .∇Y︸ ︷︷ ︸
a-times
F .
Notice that the last expression is different from (∇aF)(Y, . . . , Y︸ ︷︷ ︸
a-times
).
• Let
F˙,I,a := L
I
K∇
a
Y F .
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• If g : S → R is a smooth function and I ∈ I b
S
, I = (K1, . . . ,Kb) we define
∂IS g := K1(· · · (Kbg)),
the iterated derivative.
Definition 2.11. Let b, k, j ∈ N≥0, let I ∈ I
b

, and let g : S → R be a smooth function. Let us recall the
definition of Lˆ := (1− µ)−1L. Then, we define
(2.13) gˆ,I,j,k := ∂
I
Lˆ
j
T kg.
Furthermore, we define
(2.14) g˙,I,j,k := ∂
I
L
jT kg.
Definition 2.12 (Horizon cutoff function). Let rin be a number such that rin ∈ (0, 2M), and let I be an
open interval such that [rin, 4M − rin] ⊂ I ⊂ [M, 3M ]. We define a smooth radial function (in (t
∗, r1, ω, ϕ)-
coordinates) χH+(r), such that
(2.15) χH+(r) =
{
1 for r ∈ [rin, 4M − rin]
0 for r ∈ (0,∞) \ I.
2.8. Spacetime regions and foliation.
• Let t∗2 ≥ t
∗
1 ∈ R. Let
Σt∗
1
:= {t∗ = t∗1} ⊂ Se.
• Let
R
t∗2
t∗1
:= ∪s∈[t∗1 ,t∗2 ]Σs.
• Let nΣ be the future-directed unit normal to the foliation Σt∗ .
• Ler 0 < rin < 2M . Let t
∗
2 ≥ t
∗
1 ∈ R. Let
Σ˜t∗
1
:= {t∗ = t∗1} ∩ {r1 ≥ rin}.
• Let
R˜
t∗2
t∗1
:= ∪s∈[t∗1 ,t∗2 ]Σ˜s.
• Let
Σˆt∗
1
:= {t∗ = t∗1} ∩ {r1 ≥M}.
• Let n˜Σ be the future-directed unit normal to the foliation Σ˜t∗ .
• Let dΣt∗ be the natural volume form induced by the foliation Σt∗ .
• Let dS2 the volume form on the conformal sphere S2.
dS2 := sin θ dθ ∧ dϕ.
• Let dVol the natural volume form on the Lorenztian manifold Se. In (u, v, ω) coordinates, this has the
form
dVol = 2(1− µ)r2 du ∧ dv ∧ dS2.
• If R ⊂ S, we denote by J +(R) the causal future of R. This is, the set of all points in p ∈ Se such that
there exists a C1 curve γ : [0, 1]→ S such that γ(0) ∈ R, γ(1) = p, and furthermore γ′(s) is a future directed
causal vector for all s ∈ [0, 1].
• Let u2 ≥ u1 real numbers, and let
Du2u1 : = {r ≥ R, u ∈ [u1, u2]} ,
Zu1 : =
(
{t∗ = (u1 +R
∗)
∗
} ∩ {0 ≤ r ≤ R}
)
∪ ({u = u1} ∩ {r ≥ R}),
Zu2u1 : = ∪u∈[u1,u2]Zu.
2.9. Raising and lowering indices.
• Let Xµ be a vectorfield in Γ(S). Then Xν is defined as the one-formX
µgµν . Similarly, for derived bundles.
This indicates that we always raise and lower indices with respect to the metric g.
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2.10. Sobolev norms and their equivalences.
Definition 2.13 (Pointwise norm for tensors). Let T be a covariant tensor with m1 indices. Given k ∈
{0, 1, . . .}, we define
|T | :=
∑
V1,...,Vm1∈V∪no
|T (V1, . . . , Vm1)|,(2.16)
|∂kT | :=
∑
V1,...,Vm1∈V∪no
W1,...,Wk∈V∪
|(∇W1 · · ·∇WkT )(V1, . . . , Vm1)|,(2.17)
|LkT | :=
∑
V1,...,Vm1∈V∪no
W1,...,Wk∈V∪
|(LW1 · · · LWkT )(V1, . . . , Vm1)|,(2.18)
| /∇
k
T | :=
∑
V1,...,Vm1∈V∪no
W1,...,Wk∈V∪
|( /∇W1 · · · /∇WkT )(V1, . . . , Vm1)|,(2.19)
|∇kT | :=
∑
V1,...,Vm1∈V∪no
W1,...,Wk∈V∪
|(∇W1 · · ·∇WkT )(V1, . . . , Vm1)|.(2.20)
Furthermore, letting h ∈ N, h ≥ 0, we also define
|∂≤hT | :=
∑
k≤h
|∂kT |, |L≤hT | :=
∑
k≤h
|LkT |,(2.21)
| /∇
≤h
T | :=
∑
k≤h
| /∇
k
T |, |∇≤hT | :=
∑
k≤h
|∇kT |.(2.22)
Remark 2.14. Notice that the angular derivatives carry automatically a factor of r.
Proposition 2.15. Given k ∈ N, we have the following pointwise equivalence of norms:
|∂≤kF| ≃ |L≤kF| ≃ | /∇
≤k
F| ≃ |∇≤kF|.
Here, the symbol A ≃ B indicates that there exist constants C2 > C1 > 0 such that, C1A ≤ B ≤ C2A.
Definition 2.16 (Weighted Sobolev norm). The kth order weighted Sobolev norm of F on Σt∗1 is
‖F‖Hk,p(Σt1 )
:=
∫
Σt∗
1
|∂≤kF|rpdΣt∗ .
We convene that
‖F‖Hk(Σt∗
1
) := ‖F‖Hk,0(Σt∗
1
) .
Proposition 2.17 (Control of all derivatives via the variation F˙). Given b ∈ N≥0, let I ∈ I
b
K, and a ∈ N≥0,
recall that we defined the variation
F˙,I,a := L
I
K∇
a
Y F .
Let 2M > rin ≥
3
2M (recall that the definition of R˜ depends on rin), let furthermore l ∈ N≥0. There exists
constants C1 and C2 and a number εvar > 0 such that the following holds. Let F be a smooth solution to the
MBI system (2.6) on R˜
t∗2
t∗0
, let t∗1 ∈ [t
∗
0, t
∗
2]. Assume the boostrap assumptions BS(R˜
t∗2
t∗0
, 1,
⌊
l
2
⌋
, εvar). We then
have the pointwise inequality, valid on Σ˜t∗1 :
(2.23) C1|∂
≤jF|2 ≤ χH+(r)
j∑
a=0
∑
I∈I≤j−a
K
|F˙,I,a|
2 +
∑
I∈I≤j
K
|F˙,I,0|
2 ≤ C2|∂
≤jF|2,
where χH+(r) is a smooth cutoff as in Definition 2.12.
Sketch of proof. The proof of this Proposition can be achieved by an induction argument and, use of the
MBI equations and the bootstrap assumptions BS(R˜
t∗2
t∗0
, 1,
⌊
l
2
⌋
, εvar), upon restricting the value of εvar. 
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Proposition 2.18 (Pointwise bounds). We have that there holds
|Aµ1...µn | = |Aµ1...µn |.
Furthermore,
|AµνB
µν | . |Aµν ||Bµν |,
where the implicit constant is uniform on the Schwarzschild spacetime S.
Proof. The first claim follows from the definition. The second claim follows writing the product
AµνB
µν
in the frame X := {L, (1 − µ)−1L, ∂θ/r, ∂ϕ/(r sin θ)}, and noticing that the only nonzero numbers among
g(X,Y ), with X,Y ∈ X are
g(L, (1− µ)−1L) = −2, g(∂θ/r, ∂θ/r) = 1, g(∂ϕ/(r(sin θ)
1/2), ∂ϕ/(r(sin θ)
1/2)) = 1,
which is a regular framefield except at θ = ±π/2. By spherical symmetry, we see that there is nothing special
with the points for which θ = ±π/2, and we conclude. 
2.11. The null decomposition.
• Let θA, θB local coordinates for S2.
• Let /εAB be the induced volume form on the spheres of constant r.
• Middle components:
(2.24) ρ :=
1
2
(1 − µ)−1F(L,L), σ := FAB/ε
AB
• Extreme components:
(2.25) αA := Fµν(∂θA)
µLν , αA := Fµν(∂θA)
µLν .
• Nomenclature for the weighted middle components:
Z := r2ρ, W := r2σ.
2.12. Hodge dual.
• Let εαβγδ be the standard volume form on the Schwarzschild exterior.
• The Hodge dual of F is
⋆Fκλ :=
1
2
Fµνεκλµν .
2.13. Stress–energy–momentum tensor and canonical stress. Given G a smooth 2-form on S, define
the Maxwell (linear) stress–energy–momentum tensor as:
Q˙(MW)µν [G] := GµαG
α
ν −
1
4
gµνG
αβGαβ .
Given smooth two-forms F and G on S, we define the canonical stress:
(2.26) Q˙µν [G] := H
µζκλ[F ] GκλGνζ −
1
4
δµνGζηG
ζη.
Remark 2.19. We suppressed the dependence on F of Q˙, as defined in Equation (2.26), since every occurrence
of the tensorfield Q˙ will have F as argument of the tensorfield H .
2.14. Redshift.
• Let the redshift vectorfield be defined as follows:
Vred := 2
∂
∂t∗
+ {(1− µ)(1 + µ) + 5χ1(r)(1 − µ) + χ1(r)}
∂
∂t∗
+ {(1− µ)2 − 5χ1(r)(1 − µ)− χ1(r)}
∂
∂r1
.
Here, χ1 is a smooth cutoff function such that χ1(r) = 1 for r ∈
[
3
2M, 3M
]
, and finally χ1(r) = 0 for r ≥ 4M
and 0 < r ≤M .
With respect to the null vectorfields L and L, we have up to H+,
Vred = L+ L+ 5χ1(r) ((1 − µ)L+ L) + χ1(r)(1 − µ)
−1L.
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Remark 2.20. We remark that, since ∂t∗ is a Killing vectorfield, the deformation tensor relative to Vred
satisfies the following property, when r ∈ [3/2M, 3M ]:
(2.27) (Vred)πµν = (LVredg)µν =
(V1)πµν ,
with V1 = −5µL+ (1− µ)
−1L.
3. Statement of the result
In this work, we prove the following Theorem. Let t∗0 be a positive real number and rin ∈ (M, 2M). We
let i be the inclusion of Σ˜t∗0 = {t
∗ = t∗0} ∩ {r ≥ rin} into S. Let Λ
2 be the space of smooth two-forms on a
vector bundle.
Theorem 3.1 (Global well-posedness for the MBI system on Schwarzschild exterior for small initial data).
There exist ε0 > 0 sufficiently small, and rin ∈ (M, 2M) sufficiently close to 2M such that, letting F0 ∈
Λ2(i∗(TS)), we have the following. Let W , Z be defined as Section 2.11. Furthermore, define the variations
Z˙I,j,k and W˙,I,j,k as in Definition 2.11. Denote by a subscript 0 the quantities derived from initial data, i.e.
derived from F0.
Assume the following boundedness of the initial energy, in terms of the null decomposition, for 0 < ε < ε0:∑
|I|+j+k≤l+4
∫
Σ˜t∗
0
[
r2|L ˙(Z0),I,j,k|
2 + r| /∇ ˙(Z0),I,j,k|
2
]
r−2 dΣ˜t∗ ≤ ε
2,(3.1)
∑
|I|+j+k≤l+4
∫
Σ˜t∗
0
[
r2|L ˙(W0),I,j,k|
2 + r| /∇ ˙(W0),I,j,k|
2
]
r−2 dΣ˜t∗ ≤ ε
2,(3.2)
∫
Σ˜t∗
0
r4|∂≤l+4α0|
2 dΣ˜t∗ ≤ ε
2,(3.3)
‖F0‖
2
Hl+9(Σ˜t∗
0
) ≤ ε
2.(3.4)
Here, we make the choice l = 18. We furthermore suppose that the charge vanishes initially (9.2). We
assume also that F0 satisfies the constraint equations on Σ˜t∗0 :
(3.5) ∇µ( ⋆F0)µλn˜
λ
Σ˜t∗
0
= 0, Hµνκλ[F0] ∇
µ(F0)
κλn˜ν
Σ˜t∗
0
= 0.
Under these assumptions, F0 launches a unique smooth globally-defined solution F ∈ Λ
2({t∗ ≥ t∗0} ∩ {r ≥
rin}) to the MBI system (2.6) on Schwarzschild, whose null components furthermore decay according to the
decay rates in display (5.1).
Remark 3.2. Let us remark that, in view of Proposition 3.3, the set of nontrivial initial data considered here
is nonempty.
3.1. Particular types of solutions to the constraint Equations (3.5). Here, we prove the existence of
compactly supported solutions to the constraint equations. Recall that i is the inclusion of Σ˜t∗0 into S.
Proposition 3.3. There exists F0 ∈ Λ
2(i∗(TS)), smooth and compactly supported in r, which furthermore
satisfies the constraint equations (3.5):
(3.6) ∇µ( ⋆F0)µλn˜
λ
Σ˜t∗
0
= 0, Hµνκλ[F0] ∇
µ(F0)
κλn˜ν
Σ˜t∗
0
= 0.
Proof of Proposition 3.3. We begin by noticing that we have the following expression, with respect to L and
L:
(3.7) nν
Σ˜t∗
0
= f1(r)
1
2
(
L+
1 + µ
1− µ
L
)
,
with f1(r) a nonvanishing smooth function in r which ensures that the right hand side has the right nor-
malization. Dividing Equations (3.6) by f1(r), we obtain that the constraints are satisfied if the following
equations are. For ease of notation, let us drop the subscript 0 in F0, and furthermore notice we are using
the formulation of the MBI system in subsection 2.3.
(3.8) ∇µ ⋆FµL +
1 + µ
1− µ
∇µ ⋆FµL = 0, ∇
µ⋆MµL +
1 + µ
1− µ
∇µ⋆MµL = 0.
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We now make use of the following facts, which follow by computation, as well as the Hodge dual calculations
in Section F of the Appendix:
(3.9)
∇µF
µ
L = −r
−2L(r2ρ) + /div α,
∇µF
µ
L = r
−2L(r2ρ) + /div α,
⊙α = −αB/εBA,
⊙α = αB/εBA,
⊙ρ = σ,
⊙σ = −ρ.
Then, the first equation in (3.8) reduces to
(3.10) r−2
(
−L+
1 + µ
1− µ
L
)
(r2σ) − /curl α−
1 + µ
1− µ
/curl α = 0.
We now make the ansatz
(3.11) σ(r) = 0, α = f(r) /∇h, α = g(r)(1 − µ) /∇h, ρ = ρ(r), f(r) + (1 + µ)g(r) = 0.
with f , g smooth radial functions, and h : S2 → R a smooth function on the sphere S2, we have that previous
Equation (3.11) is identically satisfied, no matter what the choices of f, g, A are. Notice that, under this
ansatz, the invariant G vanishes identically, which simplifies greatly the second equation in display (3.8).
We then seek solutions to the second equation in display (3.8). We again make use of the calculations
(3.9) to deduce that the second equation in display (3.8) reduces to
(3.12) − r−2
(
L−
1 + µ
1− µ
L
)
(r2ρ) +
1
2
ℓ−2(MBI)ρ
(
L−
1 + µ
1− µ
L
)
(ℓ2(MBI)) = 0.
Notice that here we made essential use of the last condition in the ansatz (3.11) in order to cancel the α, α
terms. Also, here ℓ2(MBI) = 1− ρ
2− f(r)g(r)| /∇A|2. Since we assume that ρ is radial, the last display reduces
to a radial ODE for every fixed direction ω ∈ S2:
(3.13) − r−22∂r(r
2ρ) + ℓ−2(MBI)ρ∂r(ℓ
2
(MBI)) = 0.
This equation is valid also across the event horizon, by calculating the same quantities in the interior region
and continuity. We then require that f, g, ρ be zero on the interval [rout,∞], with rout > 2M , sufficiently
close to 2M . We set A to be a nonvanishing function, and f, g be smooth and nonzero on [rin, rout]. By
the Cauchy–Lipschitz Theorem, by possibly choosing rin and rout sufficiently close to 2M , we end up with
a solution to the constraint Equations, and hence the Proposition is proved. 
4. Local existence
This is the first step in our reasoning. Here we establish a local-in-time existence result for the MBI
system on Schwarzschild.
Theorem 4.1 (Local existence for small data). For all N0 ∈ N≥0, N0 ≥ 5, there exist ε0 > 0, and
rin ∈ (M, 2M) such that, letting F0 ∈ Λ
2(i∗(TSe)), we have the following.
Assume the following boundedness of the initial energy
‖F0‖
2
HN0 (Σ˜t∗
0
) ≤ ε
2.(4.1)
We furthermore suppose the vanishing of charge (9.2) on Σt∗0 . We assume also the F0 satisfies the constraint
equations on Σ˜t∗
0
:
(4.2) ∇µ(F0)µλn˜
λ
Σ˜t∗
0
= 0, Hµνκλ[F0] ∇
µ(F0)
κλn˜ν
Σ˜t∗
0
= 0.
Under these assumptions, there exists t∗1 > t
∗
0 such that F0 launches a unique smooth local-in-time solution
F ∈ Λ2({t∗1 > t
∗ ≥ t∗0} ∩ {r ≥ rin}) to the MBI system (2.6) on Schwarzschild.
We will prove this statement later, in Section 4.5. We now introduce a suitable linearization of the system
(2.6), which will be used in order to prove the local existence statement.
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4.1. The linearized form of the MBI system. We now investigate the evolution part of the linearized
MBI system.
Definition 4.2. Let rin ∈ (0, 2M). Consider smooth two-forms F and B defined on R˜
t∗1
t∗0
. We say that the
form F satisfied the B-linearized MBI system on R ⊂ R˜
t∗1
t∗0
with initial data F0 on Σ˜τ0 if there holds
(4.3)

Πνα∇µ
⋆Fµν = 0, on R
Hµνκλ[B] Πνα∇µFκλ = 0, on R
F = F0, on R ∩ Σ˜t∗0
Here, Π is the orthogonal projection on each of the Σt∗ ’s, and H [B] is such that
Hµνκλ[B] : =
1
2
[
gµκgνλ − gµλgνκ
]
+Hµνκλ∆ [B](4.4)
Hµνκλ∆ [B] : =
1
2
{
−ℓ−2(MBI)[B] B
µνBκλ +G[B] ℓ−2(MBI)[B]
(
Bµν⋆Bκλ + ⋆BµνBκλ
)
−
(
1 +G2[B] ℓ−2(MBI)[B]
)
⋆Bµν⋆Bκλ
}
Remark 4.3. We named this system the “evolution part” because it is composed of 6 independent equations
which evolve the 6 components of F . The remaining 2 equations are constraint equations. We first proceed
to prove that there are solutions to the evolution system, and then we will prove that the constraint equations
are transported by the evolution.
4.2. Divergence of the canonical stress. We prove an important lemma on the divergence of the canon-
ical stress for the linearized system (4.3).
Lemma 4.4. Given a two-form F satisfying the B-linearized variation system
(4.5)

Πνα∇µ
⋆Fµν = Jα, on R
Hµνκλ[B] Πνα∇µFκλ = Iα, on R
F = F0, on R ∩ Σ˜t∗
0
The canonical stress is defined as
(4.6) Q˙µν [B] := H
µζκλ[B]FκλFνζ −
1
4
δµνH
µζκλ[B]FκλFµζ .
Here, H is as in Equation (2.7) and Equation (2.8). Under these assumptions, Q˙ satisfies the following
relation:
(4.7)
n˜νΣt∗∇µ(Q˙
µ
ν [B]) = n˜
ν
Σt∗
(
(∇µH
µζκλ[B])FκλFνζ −
1
4
(∇νH
ζηκλ[B]FζηFκλ) + I
ζFνζ
−
1
2
Hζηκλ[B]Fκλ(J
αεανζη)
)
.
Proof of Lemma. Let us consider the normal W0 := n˜Σt∗ , and complete it to a smooth, positively oriented
global orthonormal frame of T (S ∩ {r ≥ rin}). Let us call the resulting frame (W0,W1,W2,W3). By use of
this frame, we notice that the first equation of display (4.5) implies the following:
(4.8) W ηaW
ζ
bW
β
c (∇ηFζβ +∇βFηζ +∇ζFβη) =W
η
aW
ζ
bW
β
c (J
αεαηζβ),
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whenever a, b, c ∈ {0, 1, 2, 3}, and {a, b, c} is not a permutation of {1, 2, 3}. Then, by virtue of (4.8) and the
system (4.5), we have
W ν0∇µQ˙
µ
ν [B]
=W ν0
(
(∇µH
µζκλ[B])FκλFνζ +H
µζκλ[B]∇µFκλFνζ +H
µζκλ[B]Fκλ∇µFνζ
−
1
4
(∇νH
ζηκλ[B]FζηFκλ)−
1
2
δµνH
ζηκλ[B]∇µFζηFκλ
)
=W ν0
(
(∇µH
µζκλ[B])FκλFνζ −
1
4
(∇νH
ζηκλ[B]FζηFκλ) + I
ζFνζ +H
µζκλ[B]Fκλ∇µFνζ
−
1
2
Hζηκλ[B]Fκλ(−∇ηFνζ −∇ζFην + J
αεανζη)
)
=W ν0
(
(∇µH
µζκλ[B])FκλFνζ −
1
4
(∇νH
ζηκλ[B]FζηFκλ) + I
ζFνζ
−
1
2
Hζηκλ[B]Fκλ(J
αεανζη)
)
All in all,
(4.9)
W ν0∇µQ˙
µ
ν [B]
=W ν0
(
(∇µH
µζκλ[B])FκλFνζ −
1
4
(∇νH
ζηκλ[B]FζηFκλ)
+IζFνζ −
1
2
Hζηκλ[B]Fκλ(J
αεανζη)
)
.

Remark 4.5. Using the definition of H∆ we have that Equation (4.7) can be rewritten as
(4.10)
n˜νΣt∗ (∇µQ˙
µ
ν [B]) = n˜
ν
Σt∗
(
(∇µH
µζκλ
∆ [B])FκλFνζ −
1
4
(∇νH
ζηκλ
∆ [B]FζηFκλ) + I
ζFνζ
−
1
2
Hζηκλ∆ [B] Fκλ(J
αεανζη)− J
α ⋆Fαν
)
.
4.3. A priori energy estimates for the linear system. First, let us define useful spacetime regions.
Definition 4.6 (Cones with spacelike boundary). Let rin ∈ (0, 2M). Let t
∗
0 ≥ 0. Consider a point p0 whose
r-coordinate is such that r ≥ rin, and such that its t
∗-coordinate (which we call T ∗) satisfies T ∗ ≥ t∗0. Then,
we define the past cone Ap0t∗0
as the following spacetime region:
Ap0t∗0
:= {p ∈ S, d(p|T∗ , p0) ≤ 2(T
∗ − t∗p),where t
∗
p is the t
∗-coordinate of p} ∩ {r ≥ rin}.
Here, we denote by p|T∗ the point q having the same coordinates of p, except for the t
∗-coordinate, which
we set to be equal to T ∗, and d is the Riemannian distance induced on the Σ˜t∗ -surfaces. Notice that the
boundary of this cone is spacelike (if rin < 2M , the surface r = rin is spacelike).
Remark 4.7. We make this definition in order to have a local version of the existence theorem. By a domain
of dependence argument, we can then construct a global solution to our problem, given that the time of
existence for each piece is uniformly controlled. Furthermore, this definition serves the purpose that, if we
have smallness of G in L∞, we can then say that the boundary terms arising in our energy estimates are
positive, given that the “linear part” of the canonical stress will dominate in such regime.
We state the following a priori estimates for the linear system (4.3).
Proposition 4.8. Let m ∈ N, m ≥ 5. Let t∗0 ≥ 0 and rin ∈ (M, 2M). There exist a small number A(m) > 0,
a large integer w(m) ∈ N≥0 and a constant C(A,m) > 0 so that the following holds. Let p0 ∈ S ∩ {r ≥ rin},
such that 0 ≤ t∗|p0 − t
∗
0 ≤ A. Let T
∗ := t∗|p0 . Let F solve the linearized MBI system (4.3) on A
p0
t∗0
with
smooth initial data F0 ∈ H
m(Σt∗
0
∩Ap0t∗0
). Let us suppose that B is a smooth tensorfield, which satisfies
‖B‖L∞(Ap0
t∗
0
) ≤ A.
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Then, for all t∗ ∈ (t∗0, T
∗),
(4.11) ‖F‖
2
H˜m(Σt∗∩A
p0
t∗
0
) ≤ ‖F0‖
2
H˜m(Σt∗
0
∩A
p0
t∗
0
) exp
(
C
(
t∗ − t∗0 +
∫ t∗
t∗0
‖B‖
w
H˜m(A
p0
t∗
0
∩Σ˜s)
ds
))
.
Remark 4.9. We do not provide the proof of this Proposition, the reason being that it is a standard application
of the divergence of the stress tensor being of lower order, in the case of the linearized system (Lemma 4.4)
along with commutation of the MBI system and the Gronwall inequality.
4.4. Local-in-time existence for the linear system. We now continue to deduce local existence for the
linearized system (4.3) from the estimates just stated above. This argument will make essential use of a
constructive element, which in this case is the Cauchy–Kowalevskaya Theorem. Furthermore, it will use the
fact that we can uniformly approximate a function of several variables and a given number of its derivatives
with a polynomial on a compact set and will make use of the energy estimates to provide compactness.
Proposition 4.10 (Local existence for the linearized system (4.3)). Let t∗0 > 0 the initial time and rin ∈
(M, 2M) an interior radius, and let m ∈ N, m ≥ 5. There exists a small number εlin > 0 such that the
following holds. Let p0 a point in S such that, defining T
∗ := t∗|p0 , T
∗ − t∗0 ≤ εlin and r|p0 ≥ rin.
Let B ∈ Λ2(Ap0t∗0
) be a 2-form defined on the region Ap0t∗0
, which furthermore enjoys the following smallness
property:
(4.12) ‖B‖L∞(Ap0
t∗
0
) ≤ εlin on A
p0
t∗0
.
Let F0 ∈ Λ
2(Σ˜t∗0 ∩ A
p0
t∗0
) a smooth 2-form defined on the base of the cone (the initial data for the linearized
system).
Under these conditions, there exists a unique smooth solution F ∈ Λ2(Ap0t∗0
) to the initial value problem
arising from the linearized system (4.3):
(4.13)

Πνα∇µ
⋆Fµν = 0 on Ap0t∗0
,
Hµνκλ[B] Πνα∇µFκλ = 0 on A
p0
t∗0
,
F = F0 on A
p0
t∗0
∩ Σ˜t∗
0
.
Here, Hµνκλ[G] is the previously defined tensorfield (see (2.7)). Furthermore, Πνα is the orthogonal projection
on the Σ˜τ .
In addition, we have the estimate:
(4.14) ‖F‖
2
H˜m(Σt∗∩A
p0
t∗
0
) ≤ ‖F0‖
2
H˜m(Σt∗
0
∩A
p0
t∗
0
) exp
(
C
(
t∗ − t∗0 +
∫ t∗
t∗0
‖B‖
w
H˜m(A
p0
t∗
0
∩Σ˜s)
ds
))
.
Remark 4.11. We stress that the solution F is defined on the whole set Ap0t∗0
.
Remark 4.12. We follow the exposition in the book by Fritz John [23]. An alternative proof could be obtained
by writing our system in symmetric hyperbolic form (see [38], Section 16.1).
Proof. We divide the proof in three Steps. First, we will express our system in the form required by the
Cauchy–Kowalevskaya Theorem. We will then proceed to apply said theorem to deduce existence of solutions
to the linearized system in analysis when both all the components of F0 and of G are polynomials in regular
coordinates for the set Ap0t∗0
. We finally pass to the limit employing Stone–Weierstrass and the a priori
estimates.
Step 1. Without loss of generality, let us suppose that the cone Ap0t∗0
⊂ {r ≥ 3M}. The case in which Ap0t∗0
is close to {r = 2M} can be dealt with by an appropriate choice of coordinates. Let us furthermore, in this
step, assume that G is analytic on the cone Ap0t∗0
.
Under this assumption, the linearized system, using the electric–magnetic decomposition, can be written
in Cauchy–Kowalevskaya form on Ap0t∗0
.
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We start from the usual coordinates (irregular at r = 2M and at the north and south poles): (t, r, θ, ϕ).
We then define coordinates regular on Ap0t∗0
by the formula:
(4.15)
x0 : = t,
x1 : = r sin θ cosϕ,
x2 : = r sin θ sinϕ,
x3 : = r cos θ.
In these coordinates, it is then clear that the metric g will be represented by the matrix
g1 =

−(1− µ) 0 0 0
0 h11 h12 h13
0 h11 h12 h13
0 h11 h12 h13

with H := (hij)i,j=1,2,3 being a positive definite matrix. Each hij is an analytic function of x
1, x2, x3.
Furthermore, there exists a number b1 > 0 such that, for all points (x
0, x1, x2, x3) in the set r ≥ 3M , we
have that the matrix H − b1I is positive definite.
The electric–magnetic decomposition of F is then defined in the usual way:
Ei := F(∂x0 , ∂xi), Bi :=
⋆F(∂x0 , ∂xi),
EBi := B(∂x0 , ∂xi), B
B
i :=
⋆B(∂x0, ∂xi).
Assemble the first row of numbers into a vector: D := (E1, E2, E3, B1, B2, B3).
We now write the first equations
Πνλ∇µ
⋆Fµν = 0
with respect to the (xi)i=0,...,3 coordinates. These are the equations relative to the B part of the field.
Contracting successively with ∂λxi , i = 1, 2, 3, and expanding the terms arising from the Christoffel symbols,
we obtain
(4.16) − (1− µ)−1∂x0Bi = −(h
−1)kl∂xk
⋆F(∂xl , ∂xi) + F1(x1, x2, x3, D).
Here, F1 is an analytic function of its arguments. Together with the fact that
⋆F(∂xl , ∂xi) =
6∑
i=1
fi(x
1, x2, x3)Ei,
the fi’s being analytic in their arguments, we have that Equation (4.16) is in Cauchy–Kowalevskaya form.
Similarly, we analyze the equation
Hµνκλ[B] Πνα∇µFκλ = 0.
This can be rewritten as
Πνα(∇µF
µν +Hµνκλ∆ [B] ∇µFκλ) = 0.
By an analogous reasoning, we contract successively with ∂αxi , i = 1, 2, 3, and expand the terms arising from
the Christoffel symbols. We obtain
(4.17)
(M1)
ij∂x0Ej + (M2)
ij∂x0Bj = (h
−1)kl∂xkF(∂xl , ∂xi) + (M3)
ijkl∂xiF(∂xj , ∂xk)
+F2(x1, x2, x3, D
G , D).
Here, (M1)
ij and (M2)
ij are matrices depending analytically on x1, x2, x3 and B, such that, when B = 0,
(M1)
ij = −(1 − µ)−1δij and (M2)
ij = 0. Similarly, (M3)
ijkl is a 4-matrix depending analytically on
x1, x2, x3 and B, such that, when B = 0, M3 = 0. Finally, F2 is a smooth function of its arguments.
We then substitute in (4.17) for ∂x0Bi from (4.16), and invert the matrix M1: it is possible to invert
it because we assume that B is small in L∞ norm, by possibly restricting the size of εlin. With these
observations, and the analyticity of the functions involved in Equations (4.16) and (4.17), we conclude that
those two equations, combined, are a Cauchy–Kowalevskaya form for the system (4.3).
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Step 2. Claim: Suppose the conditions in the statement of the Proposition, and furthermore suppose that
B is analytic. Then, the linearized system (4.13) admits a solution on the whole Ap0t∗0
.
Proof of Claim. Let m ∈ N, m ≥ 5. By Stone–Weierstrass, we can approximate the E, B components
of F0 and their derivatives up to order m uniformly by polynomials in x
1, x2, x3 on the set Σ˜t∗ ∩A
p0
t∗0
. Let us
call such an approximating sequence {F
(j)
0 }j∈N. We denote by E
(j)
0 , B
(j)
0 respectively the E, B components
of F0.
Let us now suppose without loss of generality that the E, B components of B all belong to AM,c0(A
p0
t∗0
)
for some M, c0 > 0. Due to linearity of Equations (4.13), by dividing the initial data by a large constant
(depending on the index j), we can also suppose that E
(j)
0 , B
(j)
0 all belong to AM,c0(A
p0
t∗0
∩ Σ˜t∗0 ). Then, the
Cauchy–Kowalevskaya Theorem (Theorem I.1) provides us with a time t∗1 depending only on c0,M and a
sequence of solutions F (j) to the system (4.13) on Ap0t∗0
∩ {t∗ ≤ t∗1}.
By the estimate (4.14) and Ascoli-Arzela` we now have compactness of the sequence F (j) in C1, and hence,
passing to the limit and using again the estimates (4.14), we obtain a smooth solution to the problem (4.13)
on Ap0t∗0
∩ {t∗ ≤ t∗1} with the further assumption that B is analytic. Since t
∗
1 does not depend on F0, and
since the linearized system (4.13) enjoys the domain of dependence property, we have that the solution F
can be extended to Ap0t∗0
.
Step 3. Finally, we have to remove the analyticity assumption on the components of B. We just suppose the
components of B to be smooth. We find an approximating sequence (Bj)j∈N of tensors whose components
EBj and BBj are analytic. Furthermore, we suppose that the approximation is uniform in Cm. This means
that for all multi-indices γ of order less or equal than m, we have the following:
(4.18)
sup
x∈A
p0
t∗
0
|∂γ(EBj − EB)| → 0 as j →∞,
sup
x∈A
p0
t∗
0
|∂γ(BBj −BB)| → 0 as j →∞,
The previous step yields a sequence of smooth solutions F (j) to (4.13), defined on all of Ap0t∗0
. The estimates
(4.14) and Sobolev embedding yield uniform boundedness of the derivatives of F (j) up to order 3. The
Theorem of Ascoli-Arzela` then lets us conclude the existence of a smooth solution in the conditions of the
Proposition. 
4.5. Proof of the local existence Theorem for the MBI system. We are now in shape to prove the
local existence Theorem 4.1.
Proof of Theorem 4.1. Proposition 4.10, and an iteration argument where we set B := F (n) and we solve for
F (n+1), combined with the a priori estimates of Proposition 4.8 give the existence of a smooth solution to
the evolution part of the MBI system on Ap0t∗0
. We recall that the evolution part of the MBI system is the
following:
(4.19)
{
Πνα∇µ
⋆Fµν = 0,
Hµνκλ[B] Πνα∇µFκλ = 0.
Hence, we only need to prove propagation of the constraints. We prove the following Claim. Let
N := nΣ˜t∗ , the future-directed unit normal vector to the foliation Σ˜t
∗ .
Claim. If Y is a 2-covariant antisymmetric tensor on the spacetime slab R, which further satisfies
∇µ⋆YµX = 0, for all X such that g(X,N) = 0, then ∇N (∇
µ⋆YµN ) = 0 on R.
To prove the claim, let’s calculate
∇N∇µ⋆YµN = ∇
µ∇N⋆YµN +Rm
η µ
NN
⋆Yµη +Rm
η µ
µN
⋆YηN = ∇
µ∇N⋆YµN .
The second term in the last display vanishes because of antisymmetry of Y, and the third term vanishes
because of the Ricci-flatness of Schwarzschild. Then
(4.20)
∇µ∇N⋆YµN =
1
2
∇µεµNαβ∇
NYαβ = −∇µεµNαβ∇
βYNα
= −εµNαβ∇
µ∇βYNα − εµδαβ(∇
µN δ)YNα.
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Here, we used the fact that Y satisfies ∇µ⋆YµX = 0, for all X such that g(X,N) = 0. We also notice that,
since Nα = gαβ(dt∗)β , and from the symmetry of the covariant Hessian, we have
εµδαβ∇
µN δ = 0.
Therefore, we proceed to calculate
(4.21) − εµNαβ(∇
µ∇βYNα −∇β∇µYNα) = εβNαµ(Rm
µβ
γN Y
γα +Rm αµβγ Y
Nγ).
By the first Bianchi identity, we see that the second term in the last display (4.21) is necessarily zero.
We notice the following facts, the second implied by the form of the Riemann tensor in Schwarzschild in
Appendix G:
• Away from the horizon, N = A∂t +B∂r, with A and B smooth and bounded functions;
• In the frame ∂t, ∂r, ∂φ, ∂θ, the nonvanishing components of the Riemann tensor are: Rm (∂xα , ∂xβ , ∂xβ , ∂xα).
Define now, abusing notation, the shorthand T := ∂t, R := ∂r, θ := ∂θ, ϕ := ∂ϕ, the coordinate fields in the
irregular coordinate system (t, r, θ, ϕ). We have the following:
εβTαµ(Rm
µβ
γT Y
γα) = 2εβTαT (Rm
Tβ
γT Y
γα) = 0,
εβRαµ(Rm
µβ
γR Y
γα) = 2εβRαR(Rm
Rβ
γR Y
γα) = 0,
εβRαµRm
µβ
γT Y
γα + εβTαµRm
µβ
γR Y
γα
= 2εTRαµRm
µT
γT Y
γα + 2εRTαµRm
µR
γR Y
γα
= 2εTRθϕRm
ϕT
ϕT Y
ϕθ + 2εTRϕθRm
θT
θT Y
θϕ + 2εRTθϕRm
ϕR
ϕR Y
ϕθ + 2εRTθϕRm
θR
θR Y
ϕθ
= 2εTRθϕ(−Rm
RT
RT )Y
ϕθ − 2εTRθϕ(−Rm
TR
TR )Y
ϕθ = 0.
This proves that the right hand side in Equation (4.20) is zero, hence proving propagation of constraints and
the local existence theorem. 
5. The bootstrap assumptions
Recall:
τ := (1− χ1(r))(u
+ + 1) + χ1(r)t
∗,
χ1 being a smooth cutoff function such that
χ1(r) = 1 for r ∈ [3/2M, 5/2M ], χ1(r) = 0 for r ∈ (0,M ] ∪ [3M,∞).
Here, u+ := max{u, 0}.
Assumption 5.1 (Bootstrap assumptions). Let A > 0, N ∈ N≥0, ε > 0, rin ∈ (M, 2M), and R ⊂ S. We
say that F satisfies the bootstrap assumptions BS(R, A,N, ε) if the following two sets of L∞ bounds hold:
(5.1)
(B1, 1)
N∑
i=0
|∂iρ| ≤ Aε3/4τ−1r−3/2, (B1, 2)
N∑
i=0
|∂iρ| ≤ Aε3/4τ−1/2r−2,
(B2, 1)
N∑
i=0
|∂iσ| ≤ Aε3/4τ−1r−3/2, (B2, 2)
N∑
i=0
|∂iσ| ≤ Aε3/4τ−1/2r−2,
(B3, 1)
N∑
i=0
|∂iα| ≤ Aε3/4τ−1r−1,
(B4, 1)
N∑
i=0
|∂iα| ≤ Aε3/4τ−
1
2 r−2, (B4, 2)
N∑
i=0
|∂iα| ≤ Aε3/4τ−1r−
3
2
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in the region R∩ {r ≥ 2M}, and
(5.2)
(B′1)
N∑
i=0
|∂iρ| ≤ Aε3/4, (B′2)
N∑
i=0
|∂iσ| ≤ Aε3/4,
(B′3)
N∑
i=0
|∂iα| ≤ Aε3/4, (B′4)
N∑
i=0
|∂iα| ≤ Aε3/4
in the region R∩ {r ∈ [rin, 2M)}.
Remark 5.2. Notice that, in the interior region, we only have boundedness.
Remark 5.3. Notice that, in particular, this gives additional r-decay for angular derivatives only.
Remark 5.4. Also notice that, since in the region r∗ ≥ 1 u ≥ 1, either
u ≥
1
3
v, or r∗ ≥
1
3
v,
we have that the bootstrap assumptions imply a bound ≤ C′ε3/4(v)−1 for all the components of the MBI
field.
Remark 5.5. Proposition 2.15 gives us a way to interchange these assumptions with assumptions on repeated
Lie differentiation.
6. Commutation of the system
In this section, we find the form of the commuted MBI system. Recall the definition of I bK from Section 2:
it is the set of multi-indices of length b formed from elements of K. Let I ∈ I bK. Given I ∈ I
b
K, and a ∈ N≥0,
recall the variation
F˙,I,a := L
I
K∇
a
Y F .
Remark 6.1. In this Section and in the following, unless otherwise stated, we abbreviate
Hµνκλ = Hµνκλ[F ], H∆
µνκλ = H µνκλ∆ [F ]
Proposition 6.2. Fix rin ∈ (M, 2M), and a number t
∗
1 ≥ t0. Let the smooth tensor F satisfy the MBI
system (2.6) on R˜
t∗1
t∗0
. Then, we have
(6.1)
∇γ(⋆F˙,I,0)γν = 0,
Hµνκλ∇µ(F˙,I,0)κλ = H
µνκλ
∆ ∇µ(F˙,I,0)κλ − L
I
K(H
µνκλ
∆ ∇µ(Fκλ)),
in the region R˜
t∗1
t∗0
. Furthermore, for a ≥ 1,
(6.2)
∇γ(⋆F˙,I,a)γν = a(∇
µY α)∇α(
⋆F˙,I,a−1)µν + (L
I
KOT
(a)
1 )ν ,
Hµνκλ∇µ(F˙,I,a)κλ = a(∇
κY α)∇α(F˙,I,a−1)
ν
κ
−
∑
K+L=I,|K|≥1
(LKKH
µνκλ)∇µ(F˙,L,a)κλ + (L
I
KOT
(a)
1 )
ν ,
in the region R˜
t∗1
t∗
0
∩ {r1 ∈ (3/2M, 5/2M)}. In this formula, we used the definition of sum of multi-indices in
I bK, given in Equation (2.12).
Here, the terms OT
(a)
1 satisfy the schematic equation, in the sense of Definition B.1
(OT
(a)
1 )ν =
∑
(m1,m2)∈N
2
≥0
m1+m2≤a+1
m1,m2≤a
(∇m1H∆∇
m2F +∇min{m1,a−1}F)ν .
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The terms (OT
(a)
1 )ν satisfy also the following bound: there exist a constant C = CM,N0 such that
|(OT
(a)
1 )ν | ≤ CM,N0
∑
(m1,m2)∈N
2
≥0
m1+m2≤a+1
m1,m2≤a
(|∇m1Hµνκλ∆ ||∇
m2Fκλ|+ |∇
min{m1,a−1}Fκλ|).
Proof. We divide the proof in three subsections.
6.1. Commutation with Killing fields. We commute the system with repeated Lie differentiation in
direction K. We obtain the equations of variation
(6.3)
∇γ(⋆F˙,I,0)γν = 0,
Hµνκλ∇µ(F˙,I,0)κλ = (I
,I,0)ν .
Here,
(I,I,0)ν = Hµνκλ∆ ∇µ((F˙,I,0)κλ)− L
I
K(H
µνκλ
∆ ∇µ(Fκλ)).
6.2. Commutation with the Y vectorfield. We commute the system with the operator ∇Y , where we
recall that Y is
Y := χ1(r)(1 − µ)
−1L.
Here, χ1 is a smooth cutoff function such that χ1(r) = 1 for r ∈ [3/2M, 3M ], and χ1(r) = 0 for r ∈
(0,M ]∪ [4M,∞). We introduce the cutoff so that we do not have to deal with the geometry for large values
of r, and we can bound the Riemann tensor and its derivatives by smoothness.
Remark 6.3. We recall that the contractions here are performed in succession, i.e.
∇jY F := ∇Y (∇Y (· · · ∇Y F)),
and not
(∇jF)(Y, . . . , Y ).
Let us then recall the system satisfied by F{
∇[µFνη] = 0,
Hµνκλ∇µFκλ = 0.
⇐⇒
{
∇µ
⋆Fµη = 0,
∇µF
µν +H∆
µνκλ∇µFκλ = 0.
We prove the case I = 0 by induction.
We first prove the base step, a = 1. To do that, we commute said equations with Y , and obtain
Hµνκλ∇µ∇Y Fκλ = H
µνκλ∇µ(Y
α∇αFκλ)
= Hµνκλ(∇µY
α)∇αFκλ +H
µνκλY α∇µ∇αFκλ
= Hµνκλ(∇µY
α)∇αFκλ +H
µνκλY α(∇α∇µFκλ +Rm
γ
µα κFγλ +Rm
γ
µα λFκγ)
=
(
1
2
(gµκgνλ − gµλgνκ) +Hµνκλ∆
)
(∇µY
α)∇αFκλ +H
µνκλY α∇α∇µFκλ + (OT
(1)
1 )
ν
= ∇κY α∇αF
ν
κ + Y
α∇α(H
µνκλ∇µFκλ)− Y
α(∇αH
µνκλ)∇µFκλ + (OT
(1)
1 )
ν .
The terms (OT
(1)
1 )
ν (“other terms of level 1”) can be written as (using the shorthand notation of Defini-
tion B.1):
(OT
(1)
1 )
ν = (H∆∇F +∇H∆∇F + F +H∆F)
ν .
Recall that H∆ is H without its linear part. Furthermore, the smoothness of the Riemann tensor and the
fact that Y is compactly supported, imply that (OT
(1)
1 )
ν satisfies the inequality
|(OT
(1)
1 )
ν | ≤ C(|Hµνκλ∆ |(|∇αFβγ |+ |Fκλ|) + |∇δH
µνκλ
∆ ||∇αFβγ |+ |Fκλ|).
We obtain:
Hµνκλ∇µ∇Y Fκλ = ∇
κY α∇αF
ν
κ + (OT
(1)
1 )
ν
and
∇µ(∇Y
⋆F)µν = (∇
µY α)∇α
⋆Fµν +Rm
µ γ
α ν
⋆Fµγ Y
α = (∇µY α)∇α
⋆Fµν + (OT
(1)
1 )ν .
26 FEDERICO PASQUALOTTO
In conclusion, the first order commuted system is
(6.4)
∇γ(∇Y
⋆F)γν = (J
,0,1)ν ,
Hµνκλ∇µ(∇Y F)κλ = (I
,0,1)ν ,
where we defined
(J ,0,1)ν := (∇
µY α)∇α
⋆Fµν + (OT
(1)
1 )ν ,
(I,0,1)ν := ∇κY α∇αF
ν
κ + (OT
(1)
1 )
ν .
We now recall that the (OT
(a)
1 )ν terms satisfy the schematic equation (Definition B.1)
(OT
(a)
1 )ν =
∑
(m1,m2)∈N
2
≥0
m1+m2≤a+1
m1,m2≤a
(∇m1H∆∇
m2F +∇min{m1,a−1}F)ν ,
along with the bound∣∣∣(OT(a)1 )ν ∣∣∣ ≤ C ∑
(m1,m2)∈N
2
≥0
m1+m2≤a+1
m1,m2≤a
(|∇m1Hµνκλ∆ ||∇
m2Fκλ|+ |∇
min{m1,a−1}Fκλ|).
Here, C = CM,N0 .
Let us now prove the inductive step. By the reasoning which we have just concluded, we know that, when
a = 1,
Hµνκλ∇µ(F˙,0,1)κλ = (∇
κY α)∇αF
ν
κ + (OT
(1)
1 )
ν ,
∇γ(⋆F˙,0,1)γν = (∇
µY α)∇α
⋆Fµν + (OT
(1)
1 )ν .
Let us suppose that this equality holds up to level a− 1, i.e. that there holds
(6.5)
Hµνκλ∇µ(F˙,0,a−1)κλ = (a− 1)∇
κY α∇α(F˙,0,a−2)
ν
κ + (OT
(a−1)
1 )
ν = (I ,0,a−1)ν ,
∇γ(⋆F˙,0,a−1)γν = (a− 1)∇
µY α∇α(
⋆F˙,0,a−2)µν + (OT
(a−1)
1 )ν = (J
,0,a−1)ν .
Remark 6.4. Notice that, by our definition, and by the fact that the volume form is parallel,
∇Y F˙,0,a = F˙,0,a+1, ∇Y
⋆F˙,0,a =
⋆F˙,0,a+1.
Then, as before
Hµνκλ∇µ(∇Y F˙,0,a−1)κλ = H
µνκλ∇µ(Y
α∇α(F˙,0,a−1)κλ)
= Hµνκλ(∇µY
α)∇α(F˙,0,a−1)κλ +H
µνκλY α∇µ∇α(F˙,0,a−1)κλ
=
(
1
2
(gµκgνλ − gµλgνκ) +Hµνκλ∆
)
(∇µY
α)∇α(F˙,0,a−1)κλ +H
µνκλY α∇α∇µ(F˙,0,a−1)κλ + (OT
(a)
1 )
ν
= ∇κY α∇α(F˙,0,a−1)
ν
κ + Y
α∇α(H
µνκλ∇µ(F˙,0,a−1)κλ)− Y
α(∇αH
µνκλ)∇µ(F˙,0,a−1)κλ + (OT
(a)
1 )
ν
= ∇κY α∇α(F˙,0,a−1)
ν
κ + (a− 1)Y
α∇α(∇
κY β∇β(F˙,0,a−2)
ν
κ +OT
(a−1)
1 ) + (OT
(a)
1 )
ν
= ∇κY α∇α(F˙,0,a−1)
ν
κ + (a− 1)Y
α∇κY β∇α∇β(F˙,0,a−2)
ν
κ + (OT
(a)
1 )
ν
= ∇κY α∇α(F˙,0,a−1)
ν
κ + (a− 1)Y
α∇κY β∇β∇α(F˙,0,a−2)
ν
κ + (OT
(a)
1 )
ν
= a∇κY α∇α(F˙,0,a−1)
ν
κ + (OT
(a)
1 )
ν .
This reasoning, along with the (much easier) reasoning for the equation of ⋆F˙ , shows then
(6.6)
∇γ(⋆F˙,0,a)γν = a(∇
µY α)∇α(
⋆F˙,0,a−1)µν + (OT
(a)
1 )ν = (J
,0,a)ν ,
Hµνκλ∇µ(F˙,0,a)κλ = a(∇
κY α)∇α(F˙,0,a−1)
ν
κ + (OT
(a)
1 )
ν = (I,0,a)ν .
The Proposition is then proved for the pure Y -derivatives in the proximity of H+.
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6.3. Commutation with mixed derivatives. We finally complete the reasoning for mixed derivatives.
We commute our previous Equation (6.6) with LIK. We recall that, if I ∈ I
b
K is a multi-index consisting
only of Killing fields,
(6.7) F˙,I,a := L
I
K∇
a
Y F .
We now commute previous Equation (6.6) with LIK. We have the following:
• in virtue of [10], Equation 3.25, if K ∈ K, [LK ,∇] = 0.
• If K is either the vectorfield ∂t or ∂ϕ (or any other rotation Killing field), we have
LKε = 0.
This implies that LK
⋆Fκλ =
⋆(LKF)κλ.
• We have that, for K ∈ K,
LKY = [K,Y ] = 0.
Using these properties, we obtain:
(6.8) ∇γ(⋆F˙,I,a)γν = a(∇
µY α)∇α(
⋆F˙,I,a−1)µν + L
I
KOT
(j)
1 = L
I
K(J
,0,a)ν ,
(6.9)
Hµνκλ∇µ(F˙,I,a)κλ
= a∇κY α∇α(F˙,I,a−1)
ν
κ −
∑
K+L=I,|K|≥1
(LKKH
µνκλ)∇µ(F˙,L,a)κλ + L
I
KOT
(a)
1
= LIK(I
,0,a)ν −
∑
K+L=I
(LKKH
µνκλ)∇µ(F˙,L,a)κλ.
Hence, the equations of variation with mixed derivatives are
(6.10)
∇γ(⋆F˙,I,a)γν = a(∇
µY α)∇α(
⋆F˙,I,a−1)µν + (L
I
KOT
(a)
1 )ν ,
Hµνκλ∇µ(F˙,I,a)κλ = a(∇
κY α)∇α(F˙,I,a−1)
ν
κ
−
∑
K+L=I,|K|≥1
(LKKH
µνκλ)∇µ(F˙,L,a)κλ + (L
I
KOT
(a)
1 )
ν .
This proves the claim and concludes the proof of Proposition 6.2. 
Remark 6.5. The fact that Y is supported away from spatial infinity lets us write
(LIKOT
(a)
1 )ν =
∑
(m1,m2)∈N
2
≥0
m1+m2≤a+|I|+1
m1,m2≤a+|I|
(∇m1H∆∇
m2F +∇min{m1,a−1}F)ν = (OT
(a+|I|)
1 )ν .
Similarly, ∑
K+L=I,|K|≥1
(LKKH
µνκλ)∇µ(F˙,L,a)κλ = (OT
(a+|I|)
1 )ν .
This implies that
(6.11)
∇γ(⋆F˙,I,a)γν = a(∇
µY α)∇α(
⋆F˙,I,a−1)µν + (OT
(a+|I|)
1 )ν ,
Hµνκλ∇µ(F˙,I,a)κλ = a(∇
κY α)∇α(F˙,I,a−1)
ν
κ + (OT
(a+|I|)
1 )
ν .
7. Canonical stress: positivity properties and divergence
7.1. Positivity properties of the canonical stress.
Definition 7.1. Let F ∈ Λ2(Se). Let G ∈ Λ
2(Se) (we think of it as a variation). Define the canonical stress
(7.1) Q˙µν [G] := H
µζκλ[F ]GκλGνζ −
1
4
δµνGζηG
ζη.
Here, the tensorfeld H (depending on F) is as in Equation (2.7) and Equation (2.8).
28 FEDERICO PASQUALOTTO
Remark 7.2. The canonical stress can also be written as
(7.2)
Q˙µν [G] = G
ζ
µ Gνζ −
1
4
gµνGζηG
ζη︸ ︷︷ ︸
linear terms
+
1
2
ℓ−2(MBI)
{
−F ζµ GνζF
κλGκλ +
1
4
gµν(F
κλGκλ)
2
}
+
1
2
ℓ−2(MBI)(1 + F)
{
− ⋆F ζµ Gνζ
⋆FκλGκλ +
1
4
gµν(
⋆FκλGκλ)
2
}
+
1
2
Gℓ−2(MBI)
{
F ζµ Gνζ
⋆FκλGκλ −
1
4
gµνF
κλGκλ
⋆FκλGκλ
}
+
1
2
Gℓ−2(MBI)
{
⋆F ζµ GνζF
κλGκλ −
1
4
gµνF
κλGκλ
⋆FκλGκλ
}
.
Remark 7.3. The canonical stress has the property that its divergence is of lower order in the derivatives of
G, as proved in Lemma 7.6.
We recall the definition of the redshift vectorfield. Recall that χ1 is a smooth cut-off function which
satisfies
χ1(r) =
{
1 if r ∈ [3/2M, 3M ],
0 if r ∈ (0,M ] ∪ [4M,∞).
Then
Vred := 2
∂
∂t∗
+ {(1− µ)(1 + µ) + 5χ1(r)(1 − µ) + χ1(r)}
∂
∂t∗
+ {(1− µ)2 − 5χ1(r)(1 − µ)− χ1(r)}
∂
∂r1
.
With respect to the null vectorfields L and L, we have
Vred = L+ L+ 5χ1(r) ((1 − µ)L+ L) + χ1(r)(1 − µ)
−1L.
Remark 7.4. Notice that the considered vectorfield is regular everywhere, including the horizon. Also, it is
future-directed and strictly timelike on the set r ∈ [15/8M, 17/8M ], in particular
g(Vred, Vred) < −1/2
in that region.
We prove the following lemma.
Lemma 7.5 (Coercivity of canonical stress at the horizon). There exists a constant C > 0 such that there
exists a small number εred > 0, such that the following holds. If |F| < εred on the set
r ∈ [15/8M, 17/8M ],
then we have the following
(7.3) Q˙µν [G] n˜
µ
ΣVred
ν ≥ C|G|2, (Vred)πµνQ˙µν [G] ≥ C|G|
2.
Here, n˜Σ is the future-directed unit Lorentz normal to the foliation Σ˜t∗ , and
(Vred)πµν =
1
2
(∇µV νred +∇
νV µred)
is the deformation tensor relative to Vred.
Proof. By our assumptions, if εred is small enough, we have the following:
ℓ−2(MBI) ≤ (1− ε
2
red − ε
4
red)
−1 ≤ 2.
By the linear theory, we also have
Q˙(MW)µν [G] n˜
µ
ΣVred
ν ≥ C|G|2,
where
Q˙(MW)µν [G] := GµαG
α
ν −
1
4
gµνG
αβGαβ ,
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and C does not depend on εred. An example of nonlinear perturbation term on the right hand side is then∣∣∣∣ℓ−2(MBI)(−F ζµ GνζFκλGκλ + 14gµν(GκλFκλ)
)∣∣∣∣
≤ 2|F ζµ Gνζ ||F
κλGκλ|+
1
4
|gµν ||GκλF
κλ|2 ≤ Cε2red|G|
2.
We notice that the other terms in Q˙ are similar, and conclude by taking εred small and absorbing the terms
coming from the nonlinear part into the linear part. This proves the first claim in (7.3).
Concerning the second claim in (7.3), it follows from the calculations below. We restrict to the region
r ∈ (15/8M, 17/8M). Recall that, since ∂∂t∗ is a Killing vectorfield,
(Vred)π = (V1)π,
where V1 = −5µL+ (1− µ)
−1L. Now,
(Vred)πuu =
2M
r2
(1− µ)−2, (Vred)πuv = (Vred)πvu =
5M
r2
(1− µ)−1(2µ− 1),
(Vred)πvv = 5
2M
r2
, (Vred)πAu = (Vred)πAv = 0, (Vred)πAB = −2r−1(1 + 5µ(1− µ))/g
AB.
Here, the components of the tensors are with respect to the (u, v, θ, ϕ) coordinates, and capital latin indices
indicate contraction with coordinate vectorifields arising from a local parametrization (θ1, θ2) of the confor-
mal sphere S2. Capital latin indices are raised and lowered with the projected metric /g, which is the metric
g projected on sphere of constant r-coordinate. These calculations, combined with the form of Q˙
(MW)
µν , yield
the second claim in (7.3). 
7.2. Divergence of the canonical stress. We now prove a lemma on the divergence of the canonical
stress.
Lemma 7.6. Given G a smooth two-form on S satisfying the system (equations of variation)
(7.4)
∇γ⋆Gγν = Jν ,
Hµνκλ[F ] ∇µGκλ = I
ν .
The canonical stress is defined as
(7.5) Q˙µν [G] := H
µζκλ[F ]GκλGνζ −
1
4
δµνH
µζκλ[F ]GκλGµζ .
Here, H [F ] is as in Equation (2.7) and Equation (2.8). Under these assumptions, Q˙ satisfies the following
relation:
(7.6) ∇µQ˙
µ
ν [G] = (∇µH
µζκλ[F ])GκλGνζ −
1
4
(∇νH
ζηκλ[F ] GζηGκλ) + I
ζGνζ −
1
2
Hζηκλ[F ] Gκλ(J
αεανζη).
Proof of Lemma. In the proof of this lemma, we suppress the dependence of H on F . We notice that the
first equation of display (7.4) implies the following equation:
∇ηGζβ +∇βGηζ +∇ζGβη = J
αεαηζβ .
Then,
∇µQ˙
µ
ν [G]
= (∇µH
µζκλ)GκλGνζ +H
µζκλ∇µGκλGνζ +H
µζκλGκλ∇µGνζ
−
1
4
(∇νH
ζηκλGζηGκλ)−
1
2
δµνH
ζηκλ∇µGζηGκλ
= (∇µH
µζκλ)GκλGνζ −
1
4
(∇νH
ζηκλGζηGκλ) + I
ζGνζ +H
µζκλGκλ∇µGνζ
−
1
2
HζηκλGκλ(−∇ηGνζ −∇ζGην + J
αεανζη)
= (∇µH
µζκλ)GκλGνζ −
1
4
(∇νH
ζηκλGζηGκλ) + I
ζGνζ
−
1
2
HζηκλGκλ(J
αεανζη)
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All in all,
(7.7) ∇µQ˙
µ
ν [G] = (∇µH
µζκλ)GκλGνζ −
1
4
(∇νH
ζηκλGζηGκλ) + I
ζGνζ −
1
2
HζηκλGκλ(J
αεανζη).

Remark 7.7. Using the definition of H∆ we have that Equation (7.6) can be rewritten as
(7.8) ∇µQ˙
µ
ν [G] = (∇µH
µζκλ
∆ )GκλGνζ −
1
4
(∇νH
ζηκλ
∆ GζηGκλ) + I
ζGνζ −
1
2
Hζηκλ∆ Gκλ(J
αεανζη)− J
α⋆Gαν .
8. Deducing L2 bounds from the L∞ bootstrap assumptions
The goal of this section is to prove the following Proposition.
Proposition 8.1. Let N ∈ N≥0, N ≥ 5. There exist a small constant ε0 = ε0(N), a radius rin ∈ (M, 2M)
and a constant C(N) > 0 such that, for all ε ≤ ε0 and F solutions of the MBI system (2.6) on R˜
t∗1
t∗0
,
t∗1 ≥ t
∗
0, with initial Sobolev norm ‖F‖H2N (Σ˜t∗
0
) ≤ ε (see Definition 2.16), satisfying the bootstrap assumptions
BS(R˜
t∗1
t∗0
, 1, N, ε) for the components of F , there holds
(8.1) ‖F‖
2
H2N (Σ˜t∗ )
≤ Cε2,
where t∗ ∈ [t∗0, t
∗
1].
Remark 8.2. For the remainder of the Section, we will consider the integer N as fixed.
Remark 8.3. Notice moreover that we assume boundedness on initial data for up to 2N derivatives in the
T -direction for initial data. These can be converted, through the MBI system, into derivatives tangent to
the surface Σ˜t∗
0
.
Let us notice the following important Corollary of Proposition 8.1, which follows from the usual Sobolev
embedding in three space dimensions:
Corollary 8.4 (Unweighted Sobolev embedding). Let N ∈ N≥0, N ≥ 5. There exist a small constant
ε0 = ε0(N), a radius rin ∈ (M, 2M) and C = C(N) > 0 such that, for all ε ≤ ε0 and F solutions of the MBI
system (2.6) on R˜
t∗1
t∗0
, t∗1 ≥ t
∗
0, with initial Sobolev norm ‖F‖H2N (Σ˜t∗
0
) ≤ ε (see Definition 2.16), satisfying
the bootstrap assumptions BS(R˜
t∗1
t∗0
, 1, N, ε) for the components of F , there holds
(8.2)
2N−2∑
h=0
|∂hF(t∗, r1, θ, φ)| ≤ Cε,
where t∗ ∈ [t∗0, t
∗
1], r1 ≥ rin.
Let us now turn to the proof of Proposition 8.1. The scheme of the argument is as follows: we will show
degenerate estimates at the horizon, then we will show estimates for the L derivatives. Subsequently we
will show estimates for mixed derivatives, and finally we will integrate. We divide this reasoning in several
Lemmas.
8.1. Degenerate estimates at the horizon. In this Section, we apply a first round of energy estimates to
control some degenerate fluxes through the foliation Σt∗ . It is not possible to apply the Gronwall inequality
on these estimates, as the right hand side of inequality (8.3) contains all derivatives up to the horizon, and
the left hand side only contains derivatives in the direction of Killing vectorfields.
Throughout the current Subsection 8.1, denote F˙ := F˙,I,0, with I ∈ I
j
K. We let t
∗
2 ≥ t
∗
1 ≥ t
∗
0. Recall the
definitions
Σt∗1 := {t
∗ = t∗1} ⊂ Se, R
t∗2
t∗1
:= ∪s∈[t∗1 ,t∗2 ]Σs.
Recall that nΣt∗ is defined as the future unit normal to the foliation Σt∗ .
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Lemma 8.5. There exists a constant C and a small constant εdeg > 0 such that for every solution of the
MBI system (2.6) on R˜
t∗1
t∗0
satisfying the bootstrap assumption BS(R˜
t∗1
t∗0
, 1, N, ε) with 0 < ε < εdeg, and every
j ∈ N≥0 such that j ≤ 2N , the following holds. Denote F˙ := F˙,I,0, with I ∈ I
j
K (see Section 2.7 for the
definition). Also, recall from Section 2.13
Q(MW)µν [F˙ ] := F˙µαF˙
α
ν −
1
4
gµνF˙
αβF˙αβ .
We then have:
(8.3)
∫
Σt∗
2
(
Q(MW )µν [F˙ ]T
νnµΣt∗
)
dΣt∗ −
∫
Σt∗
1
(
Q(MW )µν [F˙ ]T
νnµΣt∗
)
dΣt∗
≤ Cε3/2
∫
R
t∗
2
t∗
1
(t∗)−2|F˙ ||∂≤jF| dVol+ C
∫
Σt∗
2
|F|2|F˙ |2 dΣt∗ + C
∫
Σt∗
1
|F|2|F˙ |2 dΣt∗ .
Remark 8.6. The proof will be carried out by using the energy estimates arising from Q˙[F˙,I,0], i.e. the
canonical stress introduced in Section 2.13, where we set G := F˙,I,0. The difference between Q˙[F˙,I,0] and
Q(MW)[F˙,I,0] may be slightly misleading, and we underline such difference here.
Proof of Lemma 8.5. Throghout the proof, we denote the canonical stress:
Q˙µν [F˙,I,0] := H
µζκλ(F˙,I,0)κλ(F˙,I,0)νζ −
1
4
δµνH
µζκλ(F˙,I,0)κλ(F˙,I,0)µζ .
For conciseness, we denote, throughout this proof,
Q˙ := Q˙µν [F˙,I,0].
Here, H = H [F ] is the tensorfield defined in (2.8). Furthermore, let T := ∂t and (b
−1)µν the inverse MBI
metric (also called Boillat metric) defined in Appendix C. The form of the metric b−1 is the following:
(b−1)µν := gµν − (1 + F)−1FµκFνκ .
We carry out energy estimates with the vectorfield
Xν := (b−1)νµgµαT
α.
We denote
Jµ1 := Q˙
µ
νX
ν ,
and we integrate its divergence over the region depicted in Figure 3. The region is bounded above by Σt∗2 ,
below by Σt∗1 , and on the left by the surface Tmax := {t = tmax} ∩ {t
∗
1 ≤ t
∗ ≤ t∗2}, for some tmax > 0.
We denote
Σt∗ := Σt∗ ∩ {t ≤ tmax}, R
t∗2
t∗1
: = R
t∗2
t∗1
∩ {t ≤ tmax}.
We let dTmax the natural induced volume form on Tmax. We obtain
(8.4)
∫
Σt∗
2
(
Q˙µνX
νnµΣ
)
dΣt∗ −
∫
Σt∗
1
(
Q˙µνX
νnµΣ
)
dΣt∗ +
∫
Tmax
(
Q˙µνX
νT µ
)
dTmax
≤ C
∫
R
t∗
2
t∗
1
(
|∇µ(Q˙
µ
ν)X
ν |+ |Q˙µν∇µX
ν |
)
dVol.
Now, Lemma C.1 gives pointwise positivity of the third term in the LHS of Equation (8.4), so we can
just ignore it. We then proceed to estimate the first term in the RHS of Equation (8.4). We have, from
Lemma 7.6, that
(8.5)
∇µ(Q˙
µ
ν) = F˙νηI
η + (∇µH
µζκλ
∆ )F˙κλF˙νζ −
1
4
(∇νH
ζηκλ
∆ )F˙ζηF˙κλ =
(one) + (two) + (three),
where
Iη := (I,I,0)η = Hµηκλ∆ ∇µ(F˙κλ)− L
I
K(H
µηκλ
∆ ∇µ(Fκλ)).
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i+
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Σt∗1
Σt∗2
Σt∗1
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I +
I
−H −
r = 0
Figure 3. Penrose diagram of the integration region.
Let’s now write the term corresponding to (one) in the RHS of (8.4) as∫
R
t∗
2
t∗
1
|XνF˙νηI
η| dVol
≤
∫
R
t∗
2
t∗
1
∣∣∣∣∣∣∣∣∣
XνF˙νη
 ∑
I∈I≤jK ,J∈I
≤j−1
K
|I|+|J|=j
(LIKH
µηκλ
∆ )(L
J
K∇µFκλ)

∣∣∣∣∣∣∣∣∣
dVol
≤
∫
R
t∗
2
t∗
1
∣∣∣F˙νη∣∣∣
 ∑
I∈I≤j
K
,J∈I≤j−1
K
|I|+|J|=j
∣∣∣LIKHµηκλ∆ ∣∣∣ · ∣∣LJK∇µFκλ∣∣
 dVol
≤
∫
R
t∗
2
t∗
1
∣∣∣F˙νη∣∣∣
 ∑
H,K∈I≤j
K
,J∈I≤j−1
K
|H|+|J|+|K|≤j
∣∣LHKFαβ∣∣ · ∣∣LKKFαβ∣∣ · ∣∣LJK∇µFκλ∣∣
 dVol
≤ C
∫
R
t∗
2
t∗
1
ε3/2(t∗1)
−2|F˙ ||∂≤jF| dVol.
The second inequality is true because of the bootstrap assumptions and the form of Xν. The third inequality
is true because of the form of H∆ (quadratic in F). The fourth inequality is true because at least two of
|I|, |J |, |K|+1 are less or equal than N , and we can consequently apply the bootstrap assumptions, together
with Remark 5.4. Finally, we used the equivalence between norms given by Lie derivatives and norms given
by covariant derivatives (Proposition 2.15). Recall that the notation with ∂ contains weights in r.
NONLINEAR STABILITY FOR THE MBI SYSTEM ON A SCHWARZSCHILD BACKGROUND 33
We now examine the second term in the RHS of Equation (8.4). First, the form of b−1 implies, together
with the bootstrap assumptions, if N ≥ 1,
|Q˙µν∇µX
ν | ≤ |Q˙µν∇µT
ν |+ C|F||∇F||Q˙µν | ≤ |Q˙
µ
ν∇µT
ν|+ ε3/2(t∗1)
−2|F˙ |2.
We now use the fact that T is a Killing field. Namely,
Q˙µν∇µT
ν = Q˙(NL)µν ∇
µT ν ,
where,
Q˙
(NL)
αβ :=
1
2
(Q˙αβ − Q˙βα).
Clearly,
|Q˙(NL)| ≤ Cε3/2(t∗1)
−2|F˙ |2.
Estimating similarly the other terms, we obtain the inequality
(8.6)
∫
Σt∗
2
(
Q˙µνX
νnµΣ
)
dΣt∗ −
∫
Σt∗
1
(
Q˙µνX
νnµΣ
)
dΣt∗ ≤ Cε
3/2
∫
R
t∗
2
t∗
1
(t∗1)
−2|F˙ ||∂jF| dVol.
From the form of b−1 and the form of Q˙, and the bootstrap assumptions, we now obtain∫
Σt∗
2
(
Q(MW )µν [F˙ ]T
νnµΣ
)
dΣt∗ −
∫
Σt∗
1
(
Q(MW )µν [F˙ ]T
νnµΣ
)
dΣt∗
≤ Cε3/2
∫
R
t∗
2
t∗
1
(t∗)−2|F˙ ||∂≤jF| dVol +
∫
Σt∗
2
|F|2|F˙ |2 dΣt∗ +
∫
Σt∗
1
|F|2|F˙ |2 dΣt∗ .
Taking now tmax →∞, by the monotone convergence theorem, we obtain the desired estimate.

Remark 8.7. Note that the right hand side of (8.3), in particular the term |∂≤jF|, involves all derivatives of
F . Hence, it is not possible to use a Grownall-type reasoning to conclude boundedness. A further difficulty
arises as we have degeneracy on the left hand side for the component α at the horizon. In the next Section,
we proceed to commute with Y at the horizon and to carry out redshift estimates in order to remove such
degeneracy.
Remark 8.8. The proof of previous Lemma 8.5 also easily yields the following inequality. Start by choosing
tmax such that the r-coordinate of the points of intersection of the hypersurface t = tmax and the hypersurface
Σt∗2 is equal to 2M − rin, with rin ∈ (0, 2M) sufficiently close to 2M . By a similar reasoning as in the above
proof, we obtain the inequality
(8.7)
∫
Σt∗
2
∩{r≥4M−rin}
(
Q(MW )µν [F˙ ]T
νnµΣt∗
)
dΣt∗
≤ C
∫
Σt∗
1
(
Q(MW )µν [F˙ ]n
ν
Σt∗
nµΣt∗
)
dΣt∗ + Cε
3/2
∫
R
t∗
2
t∗
1
(t∗)−2|F˙ ||∂≤jF| dVol.
Integrating Equation (8.7), possibly taking ε sufficiently small, and rin close to 2M ,
(8.8)
∫ s2
s1
∫
Σs∩{r≥4M−rin}
(
Q(MW )µν [F˙ ]T
νnµΣt∗
)
dΣt∗ ds
≤ (s2 − s1)
∫
Σt∗
0
(
Q(MW )µν [F˙ ]n
ν
Σt∗
nµΣt∗
)
dΣt∗ + Cε
3/2
∫ s2
s1
∫
Rs
t∗
0
(t∗)−2|F˙ ||∂≤jF| dVol ds.
We now turn to proving nondegenerate estimates near the horizon H+.
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8.2. Removing the degeneracy at the horizon. In this Section, we prove estimates which control higher
order derivatives in the Y -direction at the horizon, where Y , sufficiently close to r = 2M , is defined as the
transversal null derivative (1 − µ)−1L. We first prove that the bulk of the corresponding energy estimates
with the redshift vectorfield Vred is positive. This is the content of next Lemma 8.9.
Lemma 8.9 (Positivity of the commuted energy near H+). Let I ∈ I bK, a ∈ N≥0, such that a + b ≤ N .
There exist rin ∈ (
15
8 M, 2M) and εred > 0 as well as collections of positive constants C
(1)
a,I , C
(2)
a,I , C
(3)
a,I such
that, if F is a solution to the MBI system (2.6) on R˜
t∗2
t∗1
satisfying the bootstrap assumptions BS(R˜
t∗2
t∗1
, 1, N, ε),
with 0 < ε < εred, there holds
∇µ(Q˙µν [F˙,I,a]V
ν
red)(8.9)
≥ C
(1)
a,I |F˙,I,a|
2 − C
(2)
a,Iε
3/2|∂a+|I|F|2 − C
(3)
a,I
(
3∑
i=1
|F˙,I˜(Ωi),a−1|
2
)
− |OT
(a,I)
2 | if a > 0,
∇µ(Q˙µν [F˙,I,0]V
ν
red) ≥ C
(1)
0,I |F˙,I,0|
2 − C
(2)
0,I ε
3/2|∂|I|F|2 − |OT
(0,I)
2 |(8.10)
in the region R˜
t∗2
t∗1
∩ {rin ≤ r ≤ 4M − rin}.
Here, if K ∈ K, and if I = (K1, . . . ,Kb), the multi-index I˜(K) is given by
I˜(K) = (K,K1, . . . ,Kb).
Also |OT
(a,I)
2 | satisfies the bound
|OT
(a,I)
2 | ≤ C
∑
(m1,m2)∈N
2
≥0
m1+m2≤a+|I|+1
m1,m2≤a+|I|
(|∇m1Hµνκλ∆ ||∇
m2Fκλ|+ |∇
min{m1,a−1}Fκλ|) · |F˙,I,a|.
Proof. In this proof, for brevity, we denote
Q˙µν := Q˙µν [F˙,I,a] = H
µζκλ(F˙,I,a)κλ(F˙,I,a)νζ −
1
4
δµνH
µζκλ(F˙,I,a)κλ(F˙,I,a)µζ .
We calculate
∇µ(Q˙µνV
ν
red) = (∇µQ˙
µ
ν)V
ν
red + Q˙µν∇
µV νred.
Now, in view of the linear theory (Lemma 7.5) possibly restricting to rin sufficiently close to 2M , and to εred
small, there holds
(8.11) Q˙µν∇
µV νred ≥ 2C
(1)
a,I |F˙,I,a|
2.
By Proposition 6.2 and Remark 6.5, we have that F˙,I,a satisfies the following equations of variation:
(8.12)
Jν := ∇
γ(⋆F˙,I,a)γν = a(∇
µY α)∇α(
⋆F˙,I,a−1)µν + (OT
(a+|I|)
1 )ν ,
Iν := Hµνκλ∇µ(F˙,I,a)κλ = a(∇
κY α)∇α(F˙,I,a−1)
ν
κ + (OT
(a+|I|)
1 )
ν .
We now consider (∇µQ˙
µ
ν)V
ν
red. By Lemma 7.6,
∇µQ˙
µ
ν = (∇µH
µζκλ
∆ )(F˙,I,a)κλ(F˙,I,a)νζ −
1
4
(∇νH
ζηκλ
∆ (F˙,I,a)ζη(F˙,I,a)κλ)︸ ︷︷ ︸
(i)
−
1
2
Hζηκλ∆ (F˙,I,a)κλ(J
αεανζη)︸ ︷︷ ︸
(ii)
+ Iζ(F˙,I,a)νζ + J
α(⋆F˙,I,a)να︸ ︷︷ ︸
(iii)
.
By possibly choosing εred to be smaller, we impose, in the region R˜
t∗2
t∗1
∩ {rin ≤ r ≤ 4M − rin},
|(i)νV
ν
red| ≤ C
(1)
a,I/4|F˙,I,a|
2.
NONLINEAR STABILITY FOR THE MBI SYSTEM ON A SCHWARZSCHILD BACKGROUND 35
Concerning (ii),
(ii)ν = −
1
2
Hζηκλ∆ (F˙,I,a)κλ(J
αεανζη)
= −
1
2
Hζηκλ∆ (F˙,I,a)κλ εανζη
(
a(∇µY β)∇β(
⋆F˙,I,a−1)
α
µ + (OT
(a+|I|)
1 )
α
)
.
Therefore, under the bootstrap assumptions,
|(ii)νV
ν
red| ≤ C
(2)
a,Iε
3/2|∂a+|I|F|2
on R˜
t∗2
t∗1
∩ {rin ≤ r ≤ 4M − rin}. We first notice that
∇Y Y = 0, ∇LY = −
2M
r2
Y, ∇∂
θA
Y = −
1
r
∂θA .
We calculate
(∇κY
α)∇α(F˙,I,a−1)
κζ(F˙,I,a)νζL
ν
= (∇LY )
Y (∇Y F˙,I,a−1)
Lζ(F˙,I,a)Lζ + (∇BY )
A(∇AF˙,I,a−1)
Bζ(F˙,I,a)Lζ
= −
2M
r2
(∇Y F˙,I,a−1)
Lζ(F˙,I,a)Lζ −
1
r
/g
AB∇A(F˙,I,a)
ζ
B (F˙,I,a)Lζ
= −
2M
r2
(∇Y F˙,I,a−1)
LY (F˙,I,a)LY −
2M
r2
(∇Y F˙,I,a−1)
LA(F˙,I,a)LA −
1
r
/g
AB∇A(F˙,I,a−1)
ζ
B (F˙,I,a)Lζ
=
M
2r2
((F˙,I,a)Y L)
2 +
M
r2
(F˙,I,a)
A
Y (F˙,I,a)LA −
1
r
/g
AB∇A(F˙,I,a−1)
ζ
B (F˙,I,a)Lζ +OT
(a,I)
2 .
Here, if a ∈ N≥0, J ∈ I
b
K in the schematic notation of Definition B.1,
OT
(a,I)
2 = OT
(a+|I|)
1 F˙,I,a.
The expression satisfies the following bound:
|OT
(a,I)
2 | ≤ C
∑
(m1,m2)∈N
2
≥0
m1+m2≤a+|I|+1
m1,m2≤a+|I|
(|∇m1Hµνκλ∆ ||∇
m2Fκλ|+ |∇
min{m1,a−1}Fκλ|) · |F˙,I,a|.
Similarly,
(∇κY
α)∇α(F˙,I,a−1)
κζ(F˙,I,a)νζY
ν
= (∇LY )
Y (∇Y F˙,I,a−1)
Lζ(F˙,I,a)Y ζ + (∇BY )
A(∇AF˙,I,a−1)
Bζ(F˙,I,a)Y ζ
= −
2M
r2
(∇Y F˙,I,a−1)
Lζ(F˙,I,a)Y ζ −
1
r
/g
AB∇A(F˙,I,a−1)
ζ
B (F˙,I,a)Y ζ
= −
2M
r2
(∇Y F˙,I,a−1)
LA(F˙,I,a)Y A −
1
r
/g
AB∇A(F˙,I,a−1)
ζ
B (F˙,I,a)Y ζ
=
M
r2
(F˙,I,a)
A
Y (F˙,I,a)Y A −
1
r
/g
AB∇A(F˙,I,a)
ζ
B (F˙,I,a−1)Y ζ +OT
(a,I)
2 .
Using the expression for the Hodge dual,
(∇κY
α)∇α(
⋆F˙,I,a−1)
κζ(⋆F˙,I,a)νζL
ν
=
M
2r2
((⋆F˙,I,a)Y L)
2 +
M
r2
(⋆F˙,I,a)
A
Y (
⋆F˙,I,a)LA −
1
r
/g
AB∇A(
⋆F˙,I,a−1)
ζ
B (
⋆F˙,I,a)Lζ +OT
(a,I)
2
=
M
2r2
((⋆F˙,I,a)Y L)
2 −
M
r2
(F˙,I,a)
A
Y (F˙,I,a)LA −
1
r
/g
AB∇A(
⋆F˙,I,a−1)
ζ
B (
⋆F˙,I,a)Lζ +OT
(a,I)
2
Also,
(∇κY
α)∇α(
⋆F˙,I,a−1)
κζ(⋆F˙,I,a)νζY
ν
=
M
r2
(⋆F˙,I,a)
A
Y (
⋆F˙,I,a)Y A −
1
r
/g
AB∇A(
⋆F˙,I,a−1)
ζ
B (
⋆F˙,I,a)Y ζ +OT
(a,I)
2 .
Concerning (iii), let’s write
(8.13) Vred = f1(r)L + f2(r)Y,
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with f1(r) = 1+5χ1(r)(1−µ), f2(r) = (1−µ)(1+5χ1(r))+χ1(r). Here, if K ∈ K, and if I = (K1, . . . ,Kb),
the multi-index I˜(K) is given by
I˜(K) = (K,K1, . . . ,Kb).
Using the previous calculations, with the fact that f1 and f2 are strictly positive on the considered region,
we get the following estimates:
(iii)νV
ν
red
=f1(r)a
(
M
2r2
((F˙,I,a)Y L)
2 −
1
r
/g
AB∇A(F˙,I,a−1)
ζ
B (F˙,I,a)Lζ
+
M
2r2
((⋆F˙,I,a)Y L)
2 −
1
r
/g
AB∇A(
⋆F˙,I,a−1)
ζ
B (
⋆F˙,I,a)Lζ
)
+ f2(r)a
(
M
r2
(F˙,I,a)
A
Y (F˙,I,a)Y A −
1
r
/g
AB∇A(F˙,I,a−1)
ζ
B (F˙,I,a)Y ζ
+
M
r2
(⋆F˙,I,a)
A
Y (
⋆F˙,I,a)Y A −
1
r
/g
AB∇A(
⋆F˙,I,a−1)
ζ
B (
⋆F˙,I,a)Y ζ
)
+OT
(a,I)
2
≥ −C
(3)
a,I
(
|/g
AB∇A(F˙,I,a−1)
ζ
B |+ |/g
AB∇A(
⋆F˙,I,a−1)
ζ
B |
)
|(F˙,I,a)νζ |+ |OT
(a,I)
2 |
≥ −C
(3)
a,I
(
3∑
i=1
|F˙,I˜(Ωi),a−1|
)
|(F˙,I,a)νζ | −
C
(1)
I,a
4
|(F˙,I,a)νζ |
2 + |OT
(a,I)
2 |
≥ −C
(3)
a,I
(
3∑
i=1
|F˙,I˜(Ωi),a−1|
2
)
−
C
(1)
I,a
2
|(F˙,I,a)νζ |
2 + |OT
(a,I)
2 |.
Combining the estimates in Equation (8.11), and the estimates for terms (i), (ii), (iii) we obtain the claim. 
We now sum and integrate the estimate in Lemma 8.9, and we obtain the following statement.
Lemma 8.10. There exist a number rin ∈ (0, 2M), sufficiently close to 2M , a positive constant C > 0,
and finally a small εint > 0 such that the following holds. Let F be a smooth 2-form which satisfies the
MBI system (2.6) on R := R˜
t∗1
t∗0
, with t∗1 > t
∗
0. Let 0 < ε < εint and assume the bootstrap assumptions
BS(R˜
t∗1
t∗0
, 1, N, ε) (see Section 5). Let t∗1 ≥ s2 ≥ s1 ≥ t
∗
0, j ∈ N≥0, j ≤ 2N , a ∈ N≥0, and I ∈ I
b
K. Let
a+ b ≤ j, and let the variation F˙ , for notational convenience, be defined as
F˙ := F˙,I,a.
Then, there exist positive constants (Ba)a∈N≥0 (dependence on j is suppressed in the notation) such that,
defining
Qtot :=
∑
a+b=j
∑
I∈I b
K
Ba(V
ν
red(n˜Σ)µQ˙
µ
ν [F˙,I,a])
the following inequality holds:
(8.14)
∫
Σ˜s2
Qtot dΣ˜t∗ −
∫
Σ˜s1
Qtot dΣ˜t∗
+ C
∫
R˜
s2
s1
∩{rin≤r≤4M−rin}
∑
a+b=j
∑
I∈I b
K
|(F˙,I,a)µν |
2 dVol
≤ C
∫
R
s2
s1
∩{4M−rin≤r≤3M}
∑
a+b=j
∑
I∈I bK
|∇µ(Q˙
µ
νV
ν
red)| dVol
+ C
∫
R˜
s2
s1
∑
a+b=j
∑
I∈I b
K
∣∣∣OT(I,a)∣∣∣ dVol.
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i+
i−
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r = rin I +
I
−H −
r = 0
Figure 4. Penrose diagram of the modified integration region. Notice that the surface
inside the black hole region, r = rin, is strictly spacelike.
Here, Q˙µν = Q˙
µ
ν [F˙,I,a] is the canonical stress associated to F˙ = F˙,I,a (and in particular it depends on the
two indices I and a). Also, the terms OT
(I,a)
2 satisfy the following inequality∣∣∣OT(I,a)2 ∣∣∣ ≤ C ∑
K+L≤I
∑
(m1,m2)∈N2≥0,m1+m2≤a−1
(|LKK∇
m1
Y H
µνκλ
∆ ||L
L
K∇
m2
Y ∇αFβγ |
+ |LKK∇
m1
Y ∇δH
µνκλ
∆ ||L
L
K∇
m2
Y ∇αFβγ |+ |L
K
K∇
m1
Y Fκλ|)|(F˙,I,a)νζ |.
Furthermore, we recall that dVol is the standard volume form on Schwarzschild, and dΣ˜t∗ is the induced
volume form on the foliation Σ˜t∗ .
Remark 8.11. This Proposition is the crucial point in our argument where we need to integrate inside the
black hole region. This is in order to obtain positivity for the corresponding boundary term, as the surface
r = rin is strictly spacelike inside the black hole region.
Proof. The Proof of this Proposition will be carried out by an induction argument on the total number of
derivatives j.
(1) Case j = 0. We integrate Equation (7.6) on the region {r ≥ rin} ∩ R
t∗2
t∗1
(see Figure 4). By possibly
restricting to rin close enough to 2M and to εint smaller, we obtain that the boundary term at rin is positive,
and we get: ∫
Σ˜s2
Q˙µνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ −
∫
Σ˜s1
Q˙µνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ +
∫
R˜
t∗
2
t∗
1
Q˙µν∇µV
ν
red dVol
≤
∫
R˜
t∗
2
t∗
1
(∇µH
µζκλ)FκλFνζ −
1
4
(∇νH
ζηκλFζηFκλ) dVol.
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The bootstrap assumptions then imply, together with the positivity of the deformation term near H+,
possibly taking εint smaller,∫
Σ˜s2
Q˙µνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ −
∫
Σ˜s1
Q˙µνV
µ
redn˜
ν
Σt∗
dΣ˜t∗
+ C
(1)
0,0
∫
R˜
t∗
2
t∗
1
∩{rin≤r≤4M−rin}
|Fµν |
2 dVol
≤ C
(2)
0,0ε
3
2
∫
R˜
t∗
2
t∗
1
∩{r≥4M−rin}
τ−2|Fµν |
2 dVol + C
(3)
0,0
∫
R˜
t∗
2
t∗
1
∩{3M≥r≥4M−rin}
|Fµν |
2 dVol.
(2) Case j > 0 We notice that, in the notation of Lemma 8.9, if b ∈ N≥0, b ≥ 1, we have the control∑
I∈I b
K
|F˙,I,a|
2 ≥
∑
J∈I b
K
3∑
i=1
|F˙,J˜(Ωi),a|
2,
where, if J = (K1, . . . ,Kb), J˜(Ωi) = (Ωi,K1, . . . ,Kb). This follows from the definition.
Let a+ b = j. Let
C˜(1)a : = min
I∈I bK
C
(1)
a,I ,
C˜(3)a : = max
I∈I b
K
C
(3)
a,I .
Let us now sum inequality (8.9) for all I ∈ I bK. We obtain, on {rin ≤ r ≤ 4M − rin}:
(8.15)
∑
I∈I b
K
∇µ(Q˙µνV
ν
red)
≥ C˜(1)a
∑
I∈I b
K
|F˙,I,a|
2 − C˜(2)a ε
3/2|∂a+|I|F|2 − C˜(3)a
∑
I∈I b
K
(
3∑
i=1
|F˙,I˜(Ωi),a−1|
2
)
−
∑
I∈I b
K
|OT
(a,I)
2 |
≥ C˜(1)a
∑
I∈I bK
|F˙,I,a|
2 − C˜(2)a ε
3/2|∂a+|I|F|2 − C˜(3)a
∑
J∈I b+1K
|F˙,J,a−1|
2 −
∑
I∈I bK
|OT
(a,I)
2 |,
for a ≥ 1.
Let us now choose a sequence of positive real numbers {Bi}i=1,...,j such that Bj = 1, and such that for
i ∈ {1, . . . , j}, we have
(8.16) Bi−1C˜
(1)
i−1 ≥ BiC˜
(3)
i + 2.
Multiply now previous inequality (8.15) by Ba and sum for a from 1 to j, in order to obtain
(8.17)
j∑
a=1
∑
I∈I bK
Ba∇
µ(Q˙µνV
ν
red)
≥ 2
j∑
a=1
∑
I∈I bK
|F˙,I,a|
2 − C˜(2)ε3/2|∂jF|2 − C˜
(3)
1 B1
∑
J∈I jK
3∑
i=1
|F˙,J,0|
2 − C˜(4)
j∑
a=1
∑
I∈I bK
|OT
(a,I)
2 |
≥ 2
j∑
a=0
∑
I∈I bK
|F˙,I,a|
2 − C˜(2)ε3/2|∂jF|2 − C˜(4)
j∑
a=0
∑
I∈I bK
|OT
(a,I)
2 |.
in the last line, we used inequality (8.10). We notice finally that the term in ∂jF in the last line of the
previous inequality can be absorbed by the first and last terms in the same line.
All in all, we obtain, on {rin ≤ r ≤ 4M − rin}:
(8.18)
j∑
a=1
∑
I∈I b
K
Ba∇
µ(Q˙µνV
ν
red) ≥
j∑
a=0
∑
I∈I b
K
|F˙,I,a|
2 − C˜(4)
j∑
a=0
∑
I∈I b
K
|OT
(a,I)
2 |.
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Let
Qtot :=
j∑
a=1
∑
I∈I bK
Ba∇
µ(Q˙µνV
ν
red).
We now integrate on R˜s2s1 ∩ {rin ≤ r ≤ 4M − rin} (see Figure 4). By restricting to εint small enough and
to rin sufficiently close to 2M , we have that the boundary term at {r = rin} is nonnegative, and therefore∫
Σ˜s2
Qtot dΣ˜t∗ −
∫
Σ˜s1
Qtot dΣ˜t∗ +
∫
R˜
s2
s1
∩{r≥rin}
∇µ(Q˙µνV
ν
red) dVol ≥ 0.
We obtain estimate (8.14) splitting the integral between the region {rin ≤ r ≤ 4M−rin} and {4M−rin ≤ r},
and considering the fact that Vred = T on the latter region {r ≥ 3M}. Hence
(∇µT
ν)Q˙µν = OT
(I,a)
2
on {r ≥ 3M}. This implies the claim (8.14).

8.3. Concluding the proof of L2 estimates. In this subsection, we finish the proof of Proposition 8.1. We
integrate the differential inequality from Lemma 8.10, together with the degenerate estimate in Lemma 8.5
and the idea of the Gronwall inequality to obtain L2 boundedness.
Proof of Proposition 8.1. We prove this Proposition by induction on j ≤ 2N .
• We start from the induction base case: j = 0. This step must be carried out considering the standard
stress-energy tensor Q relative to the MBI theory. Its expression is
Qµν = ℓ−1(MBI)(gκλF
µκFνλ −G2gµν) + gµν(1− ℓ(MBI)).
The remarkable property of this tensor is that, if F satisfies the MBI system (2.6), its divergence vanishes:
∇µQ
µν = 0.
Also, Qµν = Qνµ, and it satisfies the positive energy condition. Furthermore, we have that there exist
positive constants C1, C2, εnul such that, for every 0 ≤ ε ≤ εnul,
C1|F|
2 ≤ QµνV
µ
redn˜
ν
Σt∗
≤ C2|F|
2.
Furthermore, the same inequality holds with QµνT
µn˜νΣt∗ , on the region r ≥ 4M − rin.
Applying now the divergence theorem with the current Jµ1 = T
νQµν gives, when s2 ≥ s1 ≥ s0, upon
integration on the region Rs2s1 :
(8.19)
∫
Σs2
QµνT
µnνΣt∗ dΣt∗ −
∫
Σs1
QµνT
µnνΣt∗ dΣt∗ ≤ 0.
An application of the divergence theorem with the current Jµ2 = Vred
νQµν gives, if s2 ≥ s1 ≥ s0, upon
integration on the region R˜s2s1 :
(8.20)
∫
Σ˜s2
QµνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ −
∫
Σ˜s1
QµνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ + C3
∫
R˜
s2
s1
∩{rin≤r≤4M−rin}
|F|2 dVol
≤ C4
∫
R˜
s2
s1
∩{4M−rin≤r≤3M}
|F|2 dVol.
We now bound the RHS of (8.20) by (8.19), we divide the resulting inequality by s2 − s1 and we take the
limit s1 → s2. We obtain:
(8.21) F ′(s) + C3F (s) ≤ C4F (s0),
where we denoted
(8.22) F (s) :=
∫
Σ˜s
QµνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ .
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Integrating (8.21), and using the fact that we assume∫
Σ˜t∗
0
QµνV
µ
redn˜
ν
Σt∗
dΣ˜t∗ ≤ ε
2,
we obtain the claim when j = 0, i.e.
(8.23) ‖F‖
2
H0(Σ˜t∗ )
≤ Cε2.
• Let us now turn to the induction step. Let j ≤ 2N − 1. Let us assume that
‖F‖
2
Hj(Σ˜t∗ )
≤ ε2.
We will deduce that
‖F‖
2
Hj+1(Σ˜t∗ )
≤ Cε2.
We now notice that we can control the right hand side of the previous estimate (8.14) by estimate (8.8).
Recall that s0 ≤ s1 ≤ s2. We now add a multiple of∫
R˜
s2
s1
∩{r≥4M−rin}
∑
a+b=j
∑
I∈I b
K
|(F˙,I,a)µν |
2 dVol
to both sides of inequality (8.14). We obtain the following estimates:
(8.24)
∫
Σ˜s2
Qtot dΣ˜t∗ −
∫
Σ˜s1
Qtot dΣ˜t∗ + C
∫
R˜
s2
s1
∑
a+b=j
∑
I∈I bK
|(F˙,I,a)µν |
2 dVol
≤ C
∫
R
s2
s1
∩{4M−rin≤r≤3M}
∑
a+b=j
∑
I∈I b
K
|∇µ(Q˙
µ
νV
ν
red)| dVol
+ C
∫
R˜
s2
s1
∩{r≥4M−rin}
∑
a+b=j
∑
I∈I bK
|(F˙,I,a)µν |
2 dVol
+ C
∫
R˜
s2
s1
∑
a+b=j
∑
I∈I b
K
∣∣∣OT(I,a)2 ∣∣∣ dVol
≤ C
∫
R
s2
s1
∩{r≥4M−rin}
∑
a+b=j
∑
I∈I bK
Q(MW )µν [F˙,I,a]T
µnνΣt∗ dVol
+ C
∫
R˜
s2
s1
∑
a+b=j
∑
I∈I b
K
∣∣∣OT(I,a)2 ∣∣∣ dVol
≤ C
∫ s2
s1
∫
Σs0
 ∑
I∈I jK
Q(MW )µν [F˙,I,0]T
νnµΣ
 dΣt∗ ds
+ C
∫ s2
s1
∫
Rss0
(t∗)−2ε3/2
∑
I∈I j
K
|F˙,I,0||∂
≤jF|dVol
 ds
+ Cε3/2
∫ s2
s1
∫
Σs
∑
I∈I j
K
|F|2|F˙,I,0|
2 dΣt∗ ds
+ Cε3/2(s2 − s1)
∫
Σs0
∑
I∈I jK
|F˙,I,0|
2 dΣt∗
+ C
∫
R˜
s2
s1
∑
a+b=j
∑
I∈I b
K
∣∣∣OT(I,a)2 ∣∣∣ dVol.
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In the last inequality we used the fact that, away from the horizon, under the bootstrap assumptions, it is
enough to control the fluxes corresponding to commutation with Killing vectorfields (see Proposition 2.17):
|∂≤jF| ≤ C
∑
I∈I≤j
K
|F˙,I,0|
2 if r ≥ 4M − rin
Hence, in our case, ∫
Σs∩{r≥4M−rin}
∑
a+b=j
∑
I∈I bK
Q(MW )µν [F˙,I,a]T
µnνΣt∗ dΣt∗
≤ C
∫
Σs∩{r≥4M−rin}
∑
I∈I j
K
Q(MW )µν [F˙,I,0]T
µnνΣt∗ dΣt∗ + Cε
2.
In the last step of inequality (8.24), we applied Fubini’s theorem and the bound (8.8) to the fluxes containing
commutation only with Killing vectorfields in the exterior region (notice that all the corresponding integrals
are on the exterior region). We now denote
F (s) :=
∫
Σ˜s
Qtot dΣ˜t∗ .(8.25)
In these conditions, we obtain:
F (s2)− F (s1) + C1
∫ s2
s1
F (s¯)ds¯
≤ C(s2 − s1)F (s0) + C
∫ s2
s1
(∫ s¯
s0
ε3/2(s¯)−2F (s¯)ds¯
)
ds¯+ Cε2(s2 − s1) + C
∫ s2
s1
ε3/2s¯−2F (s¯)ds¯.
Dividing the previous inequality by s2 − s1 and taking the limit s2 → s1, we get the following differential
inequality for F
(8.26) F ′(s) + C1F (s) ≤ CF (s0) + Cε
3/2
∫ s
s0
s¯−2F (s¯)ds¯+ Cε3/2s−2F (s),
which is
(8.27) e−C1s(eC1sF (s))′ ≤ CF (s0) + Cε
3/2
∫ s
s0
s¯−2F (s¯)ds¯+ Cε3/2s−2F (s).
We integrate the last display between s0 and some b ≥ s0 to obtain
(8.28)
eC1bF (b)− eC1s0F (s0) ≤
∫ b
s0
eC1s
(
CF (s0) + Cε
3/2
∫ s
s0
s¯−2F (s¯)ds¯+ Cε3/2s−2F (s)
)
ds =
(i) + (ii) + (iii).
We now define, for b ≥ s0,
S(b) := sup
s∈[s0,b]
F (s)
We have then
(i) ≤ CeC1bF (s0).
Furthermore,
e−C1b(ii) ≤ CS(b)ε3/2
∫ b
s0
eC1(s−b)s−1 ds.
We integrate in the last display to obtain∫ b
s0
eC1(s−b)s−1 ds ≤ Cε3/2.
Regarding (iii),
(iii) ≤ Cε3/2S(b)
∫ b
s0
eC1s ds ≤ Cε3/2eC1bS(b).
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Taking the sup on the left hand side of (8.28), and by restricting to small ε, we obtain
F (s) :=
∫
Σs
Qtot dΣt∗ ≤ Cε
2,(8.29)
for all s ≥ s0. This concludes the induction argument and proves the Proposition.

9. The asymptotic behaviour of spherical averages
In this Section we prove that the spherical averages of σ and ρ decay, given that the charge on Σt∗
0
vanishes
at spacelike infinity. Recall the definition of ,  = {Ω1,Ω2,Ω3}, where all Ωi’s are rotation Killing fields.
Furthermore, recall that we defined
Z := r2ρ, W = r2σ.
Also, recall that
⋆Mµν := −ℓ
−1
(MBI)(Fµν −G
⋆Fµν).
We are going to prove the following Proposition.
Proposition 9.1. Let b, l, j, k ∈ N≥0, l ≥ 1, b + j + k ≤ l, let I ∈ I
b

. There exist a small number ε˜ > 0
and a constant C > 0 such that the following holds. Let F be a smooth solution of the MBI system (2.6)
on R := R
t∗2
t∗0
⊂ Se. Assume the bootstrap assumptions BS
(
R, 1,
⌊
l+3
2
⌋
, ε
)
. Assume the bound on the initial
energy:
(9.1) ‖F‖
2
Hl+3(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Assume that the electric and magnetic charge vanish asymptotically on Σt∗
0
. In other
words, assume that there exists a real number η > 0 such that:
(9.2)
∫
S2
(1− µ)−1r2 ⋆F(L,L) dS2 ≤ Cr−η , on Σt∗0 ,
∫
S2
(1− µ)−1r2⋆M(L,L) dS2 ≤ Cr−η on Σt∗0 .
Then we have ∫
S2
Wˆ,I,j,k(u, v, ω) dS
2(ω) = 0 for (u, v, ω) ∈ R
t∗2
t∗0
,∣∣∣∣∫
S2
Zˆ,I,j,k(u, v, ω) dS
2(ω)
∣∣∣∣ ≤ Cεr−1τ−2 for (u, v, ω) ∈ Rt∗2t∗0 .
Proof. We subdivide the proof in two steps. In Step 1, we will analyse the case b+ j + k = 0, and in Step
2, we will consider the case b+ j + k > 0.
Step 1. We recall that the MBI equations can also be written in the form{
∇µ⋆Mµν = 0,
∇µ ⋆Fµν = 0.
Recall the form of ⋆M:
⋆Mµν := −ℓ
−1
(MBI)(Fµν −G
⋆Fµν),
and the form of ℓ(MBI):
ℓ2(MBI) := 1 + F−G
2.
By plugging ν = L,L in these equations, and integrating on the spheres of constant r, under the assump-
tion (9.2), there holds
(9.3)
∫
S2
(1− µ)−1r2 ⋆F(L,L) dS2 = 0,∫
S2
(1 − µ)−1r2⋆M(L,L) dS2 = 0.
From the first it follows immediately that the spherical average of σ is zero everywhere.
The mean value theorem applied to the function
(1 + t)−
1
2
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around t = 0 assures that for each x ∈ [−1/2, 1/2] there exists a ξx ∈ (−|x|, |x|) such that
(1 + x)−
1
2 = 1−
1
2
x(1 + ξx)
− 3
2 .
Choosing x := F−G2, we deduce the existence of a ξx ∈ (−|x|, |x|) satisfying the above conditions. Hence,
the equations (9.3) now give:
(9.4)
∫
S2
(1−
1
2
(F−G2)(1 + ξx)
− 3
2 )ρ dS2 =
∫
S2
(1 −
1
2
(F−G2)(1 + ξx)
− 3
2 )Gσ dS2.
From the bootstrap assumptions it now follows that
(9.5)
∣∣∣∣∫
S2
ρ dS2
∣∣∣∣ ≤ Cε9/4r−5τ− 52 .
The decay rate follows by looking at the worst term, which is the second term in the previous formula (9.4).
Indeed, term F decays at least like τ−
3
2 r−3, and also ρ decays like τ−1/2r−2. This proves the claim.
Step 2. We immediately notice that, when b > 0,∫
S2
Wˆ,I,j,k(u, v, ω) dS
2(ω) = 0 for (u, v, ω) ∈ R
t∗1
t∗0
,∫
S2
Zˆ,I,j,k(u, v, ω) dS
2(ω) = 0 for (u, v, ω) ∈ R
t∗1
t∗0
.
Hence, we restrict to the case b = 0. We also notice that the MBI equations (2.6) imply the following
transport equations:
− Lˆ(r2σ) + (1− µ)−1r2 /curl α = 0, Lˆ(r2ρ) + r2(1 − µ)−1 /div α = −r2H
∆
µ κλ
Lˆ
∇µFκλ,(9.6)
L(r2σ) + r2 /curl α = 0, −L(r2ρ) + r2 /div α = −r2H
∆
µ κλ
L ∇µFκλ.(9.7)
Upon differentiation of the equations for σ, and subsequent integration on S2 with respect to the form dS2,
we obtain the claim for Wˆ,I,j,k (notice that the claim is valid for any order of derivatives, as long as the
solution is smooth.)
We now wish to obtain the claim for Zˆ. We first focus on the case j ≥ 1. Recall that k+ j = l. We have,
since [r /∇, /∇Lˆ] = 0,
Lˆ
j
T k(Z) +
∑
a+b=j
Lˆ
a
T k(r) · r /div /∇
b
Lˆrα = −Lˆ
j
T k
(
r2H
∆
µ κλ
Lˆ
∇µFκλ
)
.
Upon integration on S2, the divergence term disappears, and we need to estimate
(9.8)
∣∣∣∣∫
S2
Lˆ
j
T k
(
r2H
∆
µ κλ
Lˆ
∇µFκλ
)
dS2
∣∣∣∣ .
By the L2 uniform estimates of Equation (8.1), and the “unweighted” Sobolev embedding, Corollary 8.4, we
know that
l∑
m=0
|∂mF| ≤ Cε,
for some constant C > 0. This remark, together with the bootstrap assumptions BS
(
R, 1,
⌊
l+3
2
⌋
, ε
)
, and
the reasoning in Lemma 13.2, imply∣∣∣∣∫
S2
Lˆ
j
T k
(
r2H
∆
µ κλ
Lˆ
∇µFκλ
)
dS2
∣∣∣∣ ≤ Cετ−2r−1.
This proves the case j ≥ 1. If j = 0, we have, since L = 2T − (1 − µ)Lˆ,
−2T (Z) + (1 − µ)Lˆ(Z) + r2 /div α = −r2H
∆
µ κλ
L ∇µFκλ.
Upon taking k − 1 time derivatives of the last display, and integrating on S2, we conclude. 
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10. The Fackerell–Ipser Equations for ρ and σ
In this Section, we derive the Fackerell–Ipser Equations satisfied by the middle components σ and ρ. For
simplicity, we carry out the corresponding calculation in the linear Maxwell system in Appendix D. The
proofs in the present Section are just a slight extension of those in such Appendix, adding the nonlinear
terms arising from the MBI system.
Lemma 10.1 (The Fackerell–Ipser Equation satisfied by ρ in the MBI system). Let us suppose that the
smooth two-form F satisfies the MBI system (2.6). We have the equation:
(10.1) −r−2LL(r2ρ) + (1 − µ) /∆ρ = NL1 +NL2.
Here,
NL1 := 2
1− µ
r
(
−H
∆
µ κλ
L ∇µFκλ
)
− 2
1− µ
r
(
H
∆
µ κλ
L ∇µFκλ
)
,
and
NL2 := L
νLα
(
−∇α(∇
µFµν ) +∇ν∇
µFµα
)
= LνLα
(
∇α
(
H
∆
µ κλ
ν ∇µFκλ
)
−∇ν
(
H
∆
µ κλ
α ∇µFκλ
))
.
Proof. As in the proof for the linear Maxwell Equations (Lemma D.2), we write
∇µ∇
µ(LνLαFνα) =
(∇µ∇
µLν)LαFνα + (∇
µLν)(∇µL
α)Fνα + (∇
µLν)Lα∇µFνα
+ (∇µL
ν)(∇µLα)Fνα + L
ν(∇µ∇
µLα)Fνα + L
ν(∇µLα)∇µFνα+
(∇µL
ν)Lα∇µFνα + L
ν(∇µL
α)∇µFνα + L
νLα∇µ∇µFνα =
(a) + (b) + (c)+
(d) + (e) + (f)+
(g) + (h) + (i).
Comparing with the proof of Lemma D.2, the additional contribution we get in this case comes from the
terms (c) + (f) + (g) + (h). In addition to the terms we had in the linear Maxwell case, we obtain here the
nonlinearities
NL1 := 2
1− µ
r
(
−H
∆
µ κλ
L ∇µFκλ
)
− 2
1− µ
r
(
H
∆
µ κλ
L ∇µFκλ
)
.
Furthermore, (i) gives additional second order terms:
NL2 := L
νLα
(
−∇α(∇
µFµν ) +∇ν∇
µFµα
)
= LνLα
(
∇α
(
H
∆
µ κλ
ν ∇µFκλ
)
−∇ν
(
H
∆
µ κλ
α ∇µFκλ
))
.
The equation satisfied by ρ is then, analogously to (D.4),
(10.2) − r−2LL(r2ρ) + (1− µ) /∆ρ = NL1 +NL2.

We now turn to the proof of a similar Equation for σ.
Lemma 10.2 (The Fackerell–Ipser Equation satisfied by σ in the MBI system). Let us suppose that the
smooth two-form F satisfies the MBI Equation (2.6). We have the equation:
(10.3) −r−2LL(r2σ) + (1− µ) /∆σ = NL3.
Here,
(10.4) NL3 := L
νLα∇µWαµν ,
where the tensor W is defined by
(10.5) Wηζδ := −ε
ν
η ζδH∆
µ κλ
ν ∇µFκλ.
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Proof. We again recall:
∇[µFκλ] = 0,(10.6)
∇λFλν +H∆
µ κλ
ν ∇µFκλ = 0.(10.7)
To derive an equation for σ, we seek to perform our calculations using Hodge duality. Remember that
Equation (10.6) is equivalent to
∇λ ⋆Fλν = 0.
Also, the properties of the Hodge dual give:
⋆⋆F = −F .
Above Equation (10.7) is then equivalent to
(10.8) −
1
2
ελ αβν ∇λ
⋆Fαβ +H∆
µ κλ
ν ∇µFκλ = 0,
and contracting with ε νη ζδ we obtain
(10.9) ∇[η
⋆Fζδ] + ε
ν
η ζδH∆
µ κλ
ν ∇µFκλ = 0.
Let us define
(10.10) Wηζδ := −ε
ν
η ζδH∆
µ κλ
ν ∇µFκλ.
We therefore obtain
0 = ∇α(∇
µ ⋆Fµν ) = −Rm
µ
νβ α
⋆F βµ +∇
µ∇α
⋆Fµν
(∗)
=
− Rm µνβ α
⋆F βµ −∇
µ∇ν
⋆Fαµ −∇
µ∇µ
⋆Fνα +∇
µWαµν
(∗)
=
− Rm µνβ α
⋆F βµ +Rm
µ
αβ ν
⋆F βµ +∇ν∇
µ ⋆Fµα −∇
µ∇µ
⋆Fνα +∇
µWαµν
= 2Rm µαβ ν
⋆F βµ +∇ν∇
µ ⋆Fµα −∇
µ∇µ
⋆Fνα +∇
µWαµν
= 2Rm µαβ ν
⋆F βµ −∇
µ∇µ
⋆Fνα +∇
µWαµν .
We again calculate
∇µ∇
µ(LνLαFνα).
The calculation goes through exactly the same as in Lemma D.2, except for term (i). In that case, we obtain
an additional term on the right hand side, which is
NL3 := L
νLα∇µWαµν .
All in all, we obtain the claim:
(10.11) − r−2LL(r2σ) + (1 − µ) /∆σ = NL3.

11. Commutation of the Fackerell–Ipser Equations
In this section, we derive commuted versions of Equations (10.1) and (10.3). Let us first recall a shorthand
notation for the derivatives of the null components of the field, in Definition 2.11. Let b, k, j ∈ N≥0, let
I ∈ I b

, and let g : S → R be a smooth function. Let us recall the definition of Lˆ := (1 − µ)−1L. Then, we
recall
(11.1) gˆ,I,j,k := ∂
I
((Lˆ)
j(T )kg).
Furthermore, we recall
(11.2) g˙,I,j,k := ∂
I
((L)
j(T )kg).
46 FEDERICO PASQUALOTTO
Lemma 11.1. Let
Z := r2ρ, W := r2σ, Rρ := −r
2(NL1 +NL2), Rσ := −r
2NL3.
If ρ (resp. σ) satisfy Equation (10.1) (resp. Equation (10.3)), then we have the following equations for Z
and W :
(11.3) LLZ − (1− µ) /∆Z = Rρ, LLW − (1− µ) /∆W = Rσ.
We have the Equations for Z˙ and W˙ , when j = 0:
LLZ˙,I,0,k − (1 − µ) /∆Z˙,I,0,k = ∂
I
T
k(Rρ),(11.4)
LLW˙,I,0,k − (1− µ) /∆W˙,I,0,k = ∂
I
T
k(Rσ).(11.5)
Furthermore, we have the following Equations for Zˆ and Wˆ , for j ≥ 1:
L(Zˆ,I,j,k) + j
2M
r2
Zˆ,I,j,k − Lˆ
j−1
( /∆Zˆ,I,0,k)− ∂
I
T
kLˆ
j−1
((1 − µ)−1Rρ) +
j−1∑
i=1
f
(j−1)
i Zˆ,I,i,k = 0,(11.6)
L(Wˆ,I,j,k) + j
2M
r2
W˙,I,j,k − Lˆ
j−1
( /∆W˙,I,0,k)− ∂
I
T
kLˆ
j−1
((1 − µ)−1Rσ) +
j−1∑
i=1
f
(j−1)
i Wˆ,I,i,k = 0.(11.7)
Here, for each j ∈ N≥0,i ∈ {1, . . . , j}, f
(j)
i is a smooth and bounded function depending only on r. Further-
more, we have that there exist constants c(j) > 0 such that the following bound holds on Se:
(11.8) |f
(j−1)
i | ≤ c
(j−1)r−3, all i ∈ {0, . . . , j − 1}.
Furthermore, we have the equations for Z˙,I,j,k := L
jZ˙,I,0,k, W˙,I,j,k := L
jW˙,I,0,k as follows:
(11.9)
LLZ˙,I,j,k −
∑
a+b=j
La
(
1− µ
r2
)
/∆S2L
bZ˙,I,0,k = ∂
I
T
kLjRρ,
LLW˙,I,j,k −
∑
a+b=j
La
(
1− µ
r2
)
/∆S2L
bW˙,I,0,k = ∂
I
T
kLjRσ.
Proof. Equations (11.4) and (11.5) follow immediately because the Ωi’s and T are Killing fields.
The second part of the Lemma can be easily proved by induction. We focus on the Equation satisfied
by Z, the other Equation being analogous, and we furthermore restrict to the case I = k = 0 (I and k
correspond to Killing vectorfields which can be commuted inside easily).
The case j = 1 is evident (we convene that a sum whose upper limit is lower than the lower limit is the
empty sum). Let us assume now that the conclusion holds for j ≥ 0, and derive it for j + 1. We take the L
derivative of (11.6), and subsequently multiply both sides by (1 − µ)−1. We have
0 = (1− µ)−1LL(Zˆ,0,j,0) + (1 − µ)
−1jL
(
2M
r2
)
Zˆ,0,j,0
+ j(1 − µ)−1
2M
r2
L
(
Zˆ,0,j,0
)
− Lˆ
j
( /∆Zˆ,I,0,k)− Lˆ
j
((1 − µ)−1Rρ) +
j∑
i=1
g
(j)
i Zˆ,0,i,0
= L
(
(1− µ)−1L(Zˆ,0,j,0)
)
+ jLˆ
(
2M
r2
)
Zˆ,0,j,0 + j
2M
r2
Lˆ
(
Zˆ,0,j,0
)
+
2M
r2
Lˆ
(
Zˆ,0,j,0
)
− Lˆ
j
( /∆Zˆ,I,0,k)− Lˆ
j
((1 − µ)−1Rρ) +
j∑
i=1
g
(j)
i Zˆ,0,i,0
= L(Zˆ,0,j+1,0) + j
2M
r2
Zˆ,0,j+1,0 − Lˆ
j
( /∆Zˆ,I,0,k)− Lˆ
j
((1− µ)−1Rρ) +
j∑
i=1
f
(j)
i Zˆ,0,i,0,
with the appropriate definition of g
(j)
i and f
(j)
i . It is evident that the f
(j)
i ’s satisfy the bound (11.8). The
same reasoning holds for Wˆ .
Finally, the proof of relations (11.9) is straightforward. 
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12. Morawetz estimate: first step
Following [11], we wish to obtain Morawetz estimates for solutions to the Regge-Wheeler Equation, as well
as a hierarchy of rp-weighted estimates. We emphasize that, in this section, we will not bound the nonlinear
part in the right hand side of the Fackerell–Ipser Equations. We will prove estimates on the nonlinear right
hand sides in Section 13.
12.1. Energy conservation for Z and W .
Lemma 12.1. Let k ∈ N≥0, and let I ∈ I
b

. There exists a constant C > 0 such that the following holds.
Suppose that Z˙I,0,k and W˙I,0,k be solutions to the following:
LLZ˙,I,0,k − (1 − µ) /∆Z˙,I,0,k = ∂
I
T
k(Rρ),(12.1)
LLW˙,I,0,k − (1− µ) /∆W˙,I,0,k = ∂
I
T
k(Rσ)(12.2)
on the region R := R
t∗2
t∗1
. Suppose also that b ≥ 1. Then, for u˜ ≥ t∗2 − 2M logM , there holds
1
(12.3)
∫
Σt∗
2
∩{u≤u˜}
(|LZ˙,I,0,k|
2 + (1− µ)−1|LZ˙,I,0,k|
2 + | /∇Z˙,I,0,k|
2)r−2 dΣt∗
+
∫
Cu˜∩R
t∗
2
t∗
1
|LZ˙,I,0,k|
2 + (1− µ)| /∇Z˙,I,0,k|
2 dv
− C
∫
Σt∗
1
(|LZ˙,I,0,k|
2 + (1 − µ)−1|LZ˙,I,0,k|
2 + | /∇Z˙,I,0,k|
2)r−2 dΣt∗
≤ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1− µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗ .
1Note that the condition u˜ ≥ t∗
2
− 2M logM implies that the surface {u = u˜} ∩ R lies in the region {r ≤ 3M}.
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Similarly,
(12.4)
∫
Σt∗
2
∩{u≤u˜}
(|LW˙,I,0,k|
2 + (1− µ)−1|LW˙,I,0,k|
2 + | /∇W˙,I,0,k|
2)r−2 dΣt∗
+
∫
Cu˜∩R
t∗
2
t∗
1
|LW˙,I,0,k|
2 + (1− µ)| /∇W˙,I,0,k|
2 dv
− C
∫
Σt∗
1
(|LW˙,I,0,k|
2 + (1− µ)−1|LW˙,I,0,k|
2 + | /∇W˙,I,0,k|
2)r−2 dΣt∗
≤ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|W˙,I,0,k||∂
I
T
k+1(Rσ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|W˙,I,0,k+1||∂
I
T
k(Rσ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rσ)|
2 + |∂IT
k((1− µ)−1Rσ)|
2) dVol
+ C
∫
Σt∗
2
|∂IT
k((1 − µ)−1Rσ)|
2 dΣt∗
+ C
∫
Σt∗
1
|∂IT
k((1 − µ)−1Rσ)|
2 dΣt∗ .
Proof of Lemma 12.1. For simplicity, let Z˙ := Z˙I,0,k, W˙ := W˙I,0,k. We have the following relations:
(12.5)
1
2
L|LZ˙|2 +
1
2
L|LZ˙|2 +
1
2
(L+ L)
(
(1− µ)| /∇Z˙|2
)
S
2
= (T Z˙)∂IT
k(Rρ)
S
2
= T
(
Z˙∂IT
k(Rρ)
)
− Z˙∂IT
k+1(Rρ),
1
2
L|LW˙ |2 +
1
2
L|LW˙ |2 +
1
2
(L+ L)
(
(1− µ)| /∇W˙ |2
)
S
2
= (TW˙ )∂IT
k(Rσ)
S
2
= T
(
W˙∂IT
k(Rσ)
)
− W˙∂IT
k+1(Rσ).
Here, as usual
S
2
= meant that the equality is valid upon integration on the sphere S2 with respect to the form
dS2.
We now proceed to integrate (12.5) on R
t∗2
t∗1
∩ {u ≤ u˜} with respect to the form du dv. Let us focus on
the case of Z, the reasoning for W being analogous.
We have that ∫
R∩{u≤u˜}
L|LZ˙|2 + L|LZ˙|2 + (L+ L)
(
(1− µ)| /∇Z˙|
)
du dv
≥
∫
Σt∗
2
∩{u≤u˜}
(|LZ˙|2 + (1 − µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗
+
∫
Cu˜∩R
t∗
2
t∗
1
|LZ˙,I,0,k|
2 + (1− µ)| /∇Z˙,I,0,k|
2 dv
− C
∫
Σt∗
1
(|LZ˙|2 + (1− µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗
On the other hand,∫
R∩{u≤u˜}
(T Z˙)∂IT
k(Rρ) du dv
≤
∫
R∩{u≤u˜}∩{2M≤r≤4M}
(
T
(
Z˙∂IT
k(Rρ)
)
− Z˙∂IT
k+1(Rρ)
)
du dv︸ ︷︷ ︸
(i)
+
∫
R∩{u≤u˜}∩{r≥4M}
(T Z˙)∂IT
k(Rρ) du dv︸ ︷︷ ︸
(ii)
.
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Now, we have, from the Cauchy–Schwarz inequality and the Poincare´ inequality (Lemma H.1 in the Appendix,
note that b ≥ 1),
(i) ≤ C
∫
Σt∗
2
∩{2M≤r≤4M}
(1− µ)−1|Z˙||∂IT
kRρ| dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
(1− µ)−1|Z˙||∂IT
kRρ| dΣt∗
+
∫
Cu˜∩R
|Z˙||∂IT
lRρ| dv
≤
1
4
∫
Σt∗
2
∩{2M≤r≤4M}
| /∇Z˙|r−2 dΣt∗ +
1
4
∫
Σt∗
1
∩{2M≤r≤4M}
| /∇Z˙|r−2 dΣt∗ +
1
4
∫
Cu˜∩R
(1− µ)|Z˙|2 dv
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Cu˜∩R
(1 − µ)−1|∂IT
kRρ|
2 dv.
Finally, the fundamental Theorem of calculus implies
∫
Cu˜∩R
(1− µ)−1|∂IT
kRρ|
2 dv
≤ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1− µ)−1Rρ)|
2) dVol.
To conclude, (ii) is estimated trivially. We obtain the claim. 
12.2. Morawetz estimate for Z˙, W˙ . In this subsection we prove an unweighted Morawetz estimate for
the quantities Z˙,I,0,k and W˙,I,0,k.
Proposition 12.2. Let k ∈ N≥0, and let I ∈ I
b

, let b ≥ 1. There exists a constant C > 0 such that the
following holds. Suppose that Z˙,I,0,k and W˙,I,0,k be solutions to the following:
LLZ˙,I,0,k − (1 − µ) /∆Z˙,I,0,k = ∂
I
T
k(Rρ),(12.6)
LLW˙,I,0,k − (1− µ) /∆W˙,I,0,k = ∂
I
T
k(Rσ)(12.7)
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in the region R := R
t∗2
t∗1
. For simplicity, let Z˙ := Z˙I,0,k, W˙ := W˙I,0,k. Then, there holds
(12.8)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
R
t∗
2
t∗
1
(r2(1− µ)−1|∂IT
k(Rρ)|
2 + r−1(1− µ)|∂IT
k(Rρ)|
2) du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1− µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
(|LZ˙|2 + (1 − µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗ .
We furthermore have the same inequality for W˙ , with Rσ replacing Rρ.
Proof. We consider the following identities, which can be checked via direct calculation, recalling the fact
that /∇L/g = 0, /∇L/g = 0 (see Lemma A.1 in the Appendix).
(12.9)
4f(r)(LZ˙ − LZ˙)∂IT
k(Rρ)
S
2
= (L+ L)
{
f(|LZ˙|2 − |LZ˙|2)
}
+ (L− L)
{
f(|LZ˙|2 + |LZ˙|2 − 2
1− µ
r2
|r /∇Z˙|2)
}
+ 2f ′(|LZ˙|2 + |LZ˙|2)− 4∂r⋆
(
f
1− µ
r2
)
|r /∇Z˙|2.
We also have
(12.10)
4f ′Z˙ ∂IT
k(Rρ)
S
2
= (L+ L)
{
f ′Z˙ · (L+ L)Z˙
}
− (L− L)
(
f ′Z˙ · (L− L)Z˙ + f ′′|Z˙|2
)
− 2f ′′′|Z˙|2 − 4f ′LZ˙ · LZ˙ + 4f ′
(
1− µ
r2
|r /∇Z˙|2
)
.
Let us now add the previous Equations (12.9) and (12.10), to get
(12.11)
4f(LZ˙ − LZ˙)∂IT
k(Rρ) + 4f
′Z˙ ∂IT
k(Rρ)
S
2
= (L+ L)
{
f(|LZ˙|2 − |LZ˙|2) + f ′Z˙ · (L + L)Z˙
}
+ (L− L)
{
f(|LZ˙|2 + |LZ˙|2 − 2
1− µ
r2
|r /∇Z˙|2)− f ′Z˙ · (L− L)Z˙ − f ′′|Z˙|2
}
+ 2f ′(|LZ˙ − LZ˙|2)− 4f∂r⋆
(
1− µ
r2
)
|r /∇Z˙|2 − 2f ′′′|Z˙|2.
Let us now make the choice
(12.12) f(r) :=
(
1 +
M
r
)(
1−
3M
r
)
.
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We now proceed to integrate Equation (12.11) on the spacetime region R
t∗2
t∗1
∩ {u ≤ u˜} with respect to the
form du dv. The boundary terms relative to Σt∗
2
and to the outgoing surface C u˜ ∩R
t∗2
t∗1
can be estimated by
means of inequality (12.3).
We now would like to check that the bulk term is positive. Due to the fact that f ′(r) > 0 for r ≥ 2M ,
we see that the term in |LZ˙|2 is positive. If b ≥ 1, by Lemma H.1, we note that for the bulk term (in Z˙ and
/∇Z˙) to be positive, it suffices that there exists a c > 0 such that
(12.13) − 2
( 2r2 (1− µ))
′
1− µ
f −
f ′′′
1− µ
≥
c
r3
,
for some positive number c. Let us calculate, as in [11]
f ′ = (1− µ)
(
2M
r2
+
6M2
r3
)
,
f ′′ = (1− µ)∂r(f
′) =
2M
(
−48M3 + 30M2r +Mr2 − 2r3
)
r6
,
f ′′′ = (1− µ)∂r(f
′′) =
4M(r − 2M)
(
144M3 − 75M2r − 2Mr2 + 3r3
)
r8
.
Multiplying (12.13) by − 14r
3, we obtain that inequality (12.13) is achieved if and only if
144M4 − 93M3r − 8M2r2 + 13Mr3 − 2r4
r4
< c,
which is the case for r ≥ 2M .
We therefore obtain the following estimate, making use of the positivity of the angular terms:
(12.14)
∫
R
t∗
2
t∗
1
∩{u≤u˜}
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
| /∇Z˙|2 +
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(|LZ˙ − LZ˙||∂IT
k(Rρ)|+ (1− µ)r
−2|Z˙| |∂IT
k(Rρ)|) du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1− µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
(|LZ˙|2 + (1− µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗ .
Notice that the last term comes from estimating the future boundary term with the L2 estimates obtained
previously.
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We can recover the missing derivative by integrating Equation (12.9) with a monotonically increasing f ,
which vanishes of third order at r = 3M , and get:
(12.15)
∫
R
t∗
2
t∗
1
∩{u≤u˜}
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(|LZ˙ − LZ˙||∂IT
k(Rρ)|+ (1− µ)r
−2|Z˙| |∂IT
k(Rρ)|) du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1− µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1− µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
(|LZ˙|2 + (1− µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗ .
We first take u˜→∞. We then use the Cauchy–Schwarz inequality on the right hand side of the last display,
absorbing the relevant terms in the left hand side, to obtain∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
R
t∗
2
t∗
1
(r2(1− µ)−1|∂IT
k(Rρ)|
2 + r−1(1− µ)|∂IT
k(Rρ)|
2) du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1 − µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
(|LZ˙|2 + (1− µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗ .
This is the claim. 
12.3. The redshift estimate.
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Proposition 12.3. Let k, h, l ∈ N≥0, and let k+h ≤ l. There exists a constant C > 0 such that the following
holds. Suppose that Z and W be solutions to the following:
LLZ − (1 − µ) /∆Z = Rρ,(12.16)
LLW − (1− µ) /∆W = Rσ(12.17)
in the region R := R
t∗2
t∗1
. Recall now the definition of Zˆ and Wˆ :
Zˆ,I,j,k := ∂
I
((Lˆ)
j(T )kZ), Wˆ,I,j,k := ∂
I
((Lˆ)
j(T )kW ).
In these conditions, we have
(12.18)
∑
1≤|I|+j≤h
I∈I b

,b≥1

∫
Σt∗
2
r−2|Zˆ,I,j,k|
2r−2 dΣt∗ +
∫
R
t∗
2
t∗
1
1− µ
r3
|Zˆ,I,j,k|
2 du dv

≤ C
∑
1≤|J|≤h
J∈I b

,b≥1
∫
R
t∗
2
t∗
1
(1− µ)r−5|Zˆ,J,0,k|
2 du dv + C
∑
1≤|I|+j≤h
I∈I b

,b≥1
∫
Σt∗
1
r−2|Zˆ,I,j,k|
2r−2 dΣt∗
+ C
∑
1≤|I|+j≤h
I∈I b

,b≥1
∫
R
t∗
2
t∗
1
(1− µ)r−1|∂IT
kLˆ
j−1
((1− µ)−1Rρ)|
2 du dv.
Furthermore, we have the same inequality for Wˆ , with Rρ replaced by Rσ.
Remark 12.4. The estimate (12.18) could as well have been localized around r = 2M , and it would have
served its purpose. Here we formulate it on the whole exterior region in order not to deal with cut-off
functions.
Proof. To simplify notation, let us set Zˆj := Zˆ,I,j,k. Let us start by calculating, for j ≥ 1,
(12.19)
L(r−2(1− µ)|Zˆj |
2) = −2
(1− µ)2
r3
|Zˆj |
2
+ r−2
{
(1− µ)
2M
r2
|Zˆj|
2 + 2(1− µ)Zˆj
[
−j
2M
r2
Zˆj + Lˆ
j−1
( /∆Zˆ0) + ∂
I
T
kLˆ
j−1
((1 − µ)−1Rρ)−
j−1∑
i=1
f
(j−1)
i Zˆi
]}
= −2
(1− µ)2
r3
|Zˆj |
2 − (1− µ)(2j − 1)
2M
r4
|Zˆj |
2 + 2(1− µ)r−2ZˆjLˆ
j−1
( /∆Zˆ0)︸ ︷︷ ︸
(i)
+ 2r−2(1− µ)Zˆj∂
I
T
kLˆ
j−1
((1− µ)−1Rρ)︸ ︷︷ ︸
(ii)
− 2r−2(1 − µ)Zˆj
(
j−1∑
i=1
f
(j−1)
i Zˆi
)
︸ ︷︷ ︸
(iii)
.
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Now, we examine −(i):
(12.20)
− (i) = −2(1− µ)r−2ZˆjLˆ
j−1
( /∆Zˆ0) = −2r
−2LZˆj−1Lˆ
j−1
(r−2 /∆S2Zˆ0)
S
2
= 2r−2 /∇L(( /∇Lˆ)
j−1(( /∇S2)
AZˆ0)) ·
{
( /∇Lˆ)
j−1(r−2( /∇S2)AZˆ0)
}
= 2r−2( /∇L /∇
j−1
Lˆ
( /∇S2)
AZˆ0)
 ∑
a+b=j−1
a,b∈N≥0
(Lˆ
a
r−2)( /∇
b
Lˆ( /∇S2)AZˆ0)

=
1
r4
L| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2
+ 2r−2
j−1∑
a=1
Car
−2−a
[
L
(
( /∇
j−1−a
Lˆ
( /∇S2)AZˆ0)( /∇
j−1
Lˆ
( /∇S2)
AZˆ0)
)]
− 2
1− µ
r2
j−1∑
a=1
Car
−2−a( /∇
j−a
Lˆ
( /∇S)
AZˆ0)( /∇
j−1
Lˆ
( /∇S2)AZˆ0)
= L
{
1
r4
| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2
}
− L(r−4)| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2
+ L
[
j−1∑
a=1
2Car
−4−a
(
( /∇
j−1−a
Lˆ
( /∇S2)AZˆ0)( /∇
j−1
Lˆ
( /∇S2)
AZˆ0)
)]
−
j−1∑
a=1
2CaL(r
−4−a)
(
( /∇
j−1−a
Lˆ
( /∇S2)AZˆ0)( /∇
j−1
Lˆ
( /∇S2)
AZˆ0)
)
− 2
1− µ
r2
j−1∑
a=1
Car
−2−a( /∇
j−a
Lˆ
( /∇S)
AZˆ0)( /∇
j−1
Lˆ
( /∇S2)AZˆ0)
Subsequently, we examine (ii). Let us choose a small parameter η > 0, and let us use the Cauchy–Schwarz
inequality in order to obtain:
|(ii)| ≤ η(1 − µ)r−3|Zˆj |
2 + η−1r−1(1− µ)|∂IT
kLˆ
j−1
((1 − µ)−1Rρ)|
2
Regarding (iii), we estimate
|(iii)| = 2r−2(1− µ)
∣∣∣∣∣Zˆj
(
j−1∑
i=1
f
(j−1)
i Zˆi
)∣∣∣∣∣
≤ η(1 − µ)r−3|Zˆj |+ Cη
−1 1− µ
r3
j−1∑
i=1
|Zˆi|
2
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Upon integration of the previous relation on the spacetime region R
t∗2
t∗1
∩ {u ≤ u˜} with respect to the form
du dv, we obtain, by possibly redefining the constants Ca ≥ 0,
(12.21)
∫
Σt∗
2
∩{u≤u˜}
(r−2|Zˆj |
2)r−2 dΣt∗ +
∫
R
t∗
2
t∗
1
∩{u≤u˜}
1− µ
r3
|Zˆj |
2 du dv
+
∫
Cu˜∩R
t∗
2
t∗
1
r−4| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2 dv +
∫
Σt∗
2
∩{u≤u˜}
r−4| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2r−2 dΣt∗
≤
∫
Cu˜∩R
t∗
2
t∗
1
[
j−1∑
a=1
2Car
−4−a
∣∣∣ /∇j−1−aLˆ /∇S2 Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣
]
dv
+ C
∫
Σt∗
1
{
1
r2
|Zˆj |
2 +
1
r4
| /∇
j−1
Lˆ
/∇S2Zˆ0|
2
}
r−2 dΣt∗
+
∫
Σt∗
2
∩{u≤u˜}
[
j−1∑
a=1
2Car
−4−a
∣∣∣ /∇j−1−aLˆ /∇S2Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣
]
r−2 dΣt∗
+
∫
Σt∗
1
[
j−1∑
a=1
2Car
−4−a
∣∣∣ /∇j−1−aLˆ /∇S2 Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣
]
r−2 dΣt∗
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
j−1∑
a=1
2Ca(1− µ)r
−5−a
∣∣∣ /∇j−1−aLˆ /∇S2 Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2Zˆ0∣∣∣ du dv
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
2
1− µ
r
j−1∑
a=1
Car
−3−a
∣∣∣ /∇j−aLˆ /∇SZˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣ du dv
+ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
1− µ
r3
j−1∑
i=1
|Zˆi|
2 du dv
+ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−5| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2 du dv
+ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−1|∂IT
kLˆ
j−1
((1− µ)−1Rρ)|
2 du dv.
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Repeated application of the Cauchy–Schwarz inequality gives, choosing η > 0 to be a small parameter,
∫
Cu˜∩R
t∗
2
t∗
1
[
j−1∑
a=1
2Car
−4−a
∣∣∣ /∇j−1−aLˆ /∇S2 Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣
]
dv
+
∫
Σt∗
2
∩{u≤u˜}
[
j−1∑
a=1
2Car
−4−a
∣∣∣ /∇j−1−aLˆ /∇S2Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣
]
r−2 dΣt∗
+
∫
Σt∗
1
[
j−1∑
a=1
2Car
−4−a
∣∣∣ /∇j−1−aLˆ /∇S2 Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣
]
r−2 dΣt∗
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
j−1∑
a=1
2Ca(1− µ)r
−5−a
∣∣∣ /∇j−1−aLˆ /∇S2 Zˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ /∇S2 Zˆ0∣∣∣ du dv
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
j−1∑
a=1
2Ca(1− µ)r
−4−a
∣∣∣ /∇j−aLˆ ( /∇S)AZˆ0∣∣∣ ∣∣∣ /∇j−1Lˆ ( /∇S2)AZˆ0∣∣∣ du dv
≤
∫
Cu˜∩R
t∗
2
t∗
1
r−3η| /∇
j−1
Lˆ
/∇S2Zˆ0|
2 dv +
∫
Σt∗
2
∩{u≤u˜}
r−3η| /∇
j−1
Lˆ
/∇S2Zˆ0|
2r−2 dΣt∗
+ C
∫
Cu˜∩R
t∗
2
t∗
1
r−4
j−2∑
a=0
∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 dv + C ∫
Σt∗
2
∩{u≤u˜}
r−4
j−2∑
a=0
∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 r−2 dΣt∗
+ C
∫
Σt∗
1
j−2∑
a=0
∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 r−2 dΣt∗ + C ∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−4
j−1∑
a=0
∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 du dv
Combining the last display with (12.21), we obtain
(12.22)
∫
Σt∗
2
∩{u≤u˜}
(r−2|Zˆj |
2 + r−4| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2)r−2 dΣt∗
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
1− µ
r3
|Zˆj|
2 du dv +
∫
Cu˜∩R
t∗
2
t∗
1
r−4| /∇
j−1
Lˆ
/∇S2 Zˆ0|
2 dv
≤ C
∫
Cu˜∩R
t∗
2
t∗
1
r−5
j−2∑
a=0
∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 dv
+ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−5
j−1∑
a=0
(∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 + r2|Zˆi|2) du dv
+ C
∫
Σt∗
2
∩{u≤u˜}
r−5
j−2∑
a=0
∣∣∣ /∇aLˆ /∇S2 Zˆ0∣∣∣2 r−2 dΣt∗
+ C
∫
Σt∗
1
{
r−2|Zˆj |
2 +
1
r5
j−2∑
a=0
∣∣∣ /∇aLˆ /∇SZˆ0∣∣∣2
}
r−2 dΣt∗
+ C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−1|∂IT
kLˆ
j−1
((1 − µ)−1Rρ)|
2 du dv.
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Since | /∇
a
Lˆ /∇S2 Zˆ0| = | /∇S2 /∇
a
LˆZˆ0| ≈
∑
I∈I 1

|Z,I,a,k|, we have the following, letting b ∈ N≥0, such that
b+ k ≤ l,
(12.23)
∑
1≤|I|≤b
1≤|J|≤b+1
{∫
Σt∗
2
∩{u≤u˜}
(r−2|Zˆ,I,j,k|
2 + r−4|Zˆ,J,j−1,k|
2)r−2 dΣt∗
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
1− µ
r3
|Zˆ,I,j,k|
2 du dv +
∫
Cu˜∩R
t∗
2
t∗
1
r−4|Zˆ,J,j−1,k|
2 dv

≤
∑
1≤|I|≤b
1≤|J|≤b+1
C
∫
Cu˜∩R
t∗
2
t∗
1
r−5
j−2∑
a=0
|Zˆ,J,a,k|
2 dv
+C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−5
j−1∑
a=0
(
|Zˆ,J,a,k|
2 + r2|Zˆ,I,a,k|
2
)
du dv
+ C
∫
Σt∗
2
∩{u≤u˜}
r−5
j−2∑
a=0
|Zˆ,J,a,k|
2r−2 dΣt∗ + C
∫
Σt∗
1
(
r−2|Zˆ,I,j,k|
2 +
1
r5
j−1∑
a=0
|Zˆ,J,a,k|
2
)
r−2 dΣt∗
+C
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−1|∂IT
kLˆ
j−1
((1− µ)−1Rρ)|
2 du dv
 .
An induction argument then shows
(12.24)
∑
1≤|I|+j≤h
{∫
Σt∗
2
∩{u≤u˜}
(r−2|Zˆ,I,j,k|
2 + r−4|Zˆ,J,j−1,k|
2)r−2 dΣt∗
+
∫
R
t∗
2
t∗
1
∩{u≤u˜}
1− µ
r3
|Zˆ,I,j,k|
2 du dv +
∫
Cu˜∩R
t∗
2
t∗
1
r−4|Zˆ,J,j−1,k|
2 dv

≤ C
∑
1≤|J|≤h
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−5|Zˆ,J,0,k|
2 du dv + C
∑
1≤|I|+j≤h
∫
Σt∗
1
{
r−2|Zˆ,I,j,k|
2
}
r−2 dΣt∗
+ C
∑
1≤|I|+j≤h
∫
R
t∗
2
t∗
1
∩{u≤u˜}
(1− µ)r−1|∂IT
kLˆ
j−1
((1− µ)−1Rρ)|
2 du dv.
This implies, finally, taking u˜→∞,
(12.25)
∑
1≤|I|+j≤h

∫
Σt∗
2
r−2|Zˆ,I,j,k|
2r−2 dΣt∗ +
∫
R
t∗
2
t∗
1
1− µ
r3
|Zˆ,I,j,k|
2 du dv

≤ C
∑
1≤|J|≤h
∫
R
t∗
2
t∗
1
(1− µ)r−5|Zˆ,J,0,k|
2 du dv + C
∑
1≤|I|+j≤h
∫
Σt∗
1
r−4|Zˆ,I,j,k|
2 dΣt∗
+ C
∑
1≤|I|+j≤h
∫
R
t∗
2
t∗
1
(1 − µ)r−1|∂IT
kLˆ
j−1
((1− µ)−1Rρ)|
2 du dv.
The same reasoning holds for Wˆ . 
13. The structure of the nonlinear terms
We begin with a fundamental lemma.
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Lemma 13.1 (Form of Hµνκλ∆ ∇µFκλ). If the MBI system (2.6) holds, then we have
(13.1) Hµνκλ∆ ∇µFκλ =
1
2ℓ2(MBI)
∇µ(F−G
2) (−Fµν +G ⋆Fµν)−∇µG
⋆Fµν .
Proof. This relation follows directly from the MBI equations (2.6):
(13.2) ∇µ
⋆Mµν = 0, ∇µ
⋆Fµν = 0,
along with the form of ⋆M = −ℓ−1(MBI)(F
µν −G ⋆Fµν), and the equation Hµνκλ∆ :
(13.3) ∇µF
µν = −Hµνκλ∆ ∇µFκλ.

13.1. Bounds on Rρ.
Lemma 13.2 (Bound on Rρ and its derivatives.). Let l, j, k, b ∈ N≥0, let I ∈ I
b
K, and assume b + j + k ≤
l. Let F be a smooth solution of the MBI system (2.6) on R ⊂ Se. Assume the bootstrap assumptions
BS
(
R, 1,
⌊
l+2
2
⌋
, ε
)
. Under these conditions, we have the following pointwise bound on R:
(13.4) |∂IT
kLˆ
j
(Rρ)|+ |∂
I
T
kLˆ
j
((1 − µ)−1Rρ)| ≤ τ
−2r−1
l+2∑
i=0
|∂iF|.
Proof. We first notice that we have, by definition,
(13.5) (1− µ)−1Rρ = (1− µ)
−1r2NL1︸ ︷︷ ︸
(i)
+(1− µ)−1r2NL2︸ ︷︷ ︸
(ii)
.
We divide the Proof in two Steps. In Step 1, we will analyse term (i) in Equation (13.5), whereas in
Step 2, we will analyse term (ii) in Equation (13.5).
Step 1: analysis of (i). We have
NL1 = 2
1− µ
r
(
−H
∆
µ κλ
L ∇µFκλ
)
− 2
1− µ
r
(
H
∆
µ κλ
L ∇µFκλ
)
.
Hence,
(i) = −2r
(
H
∆
µ κλ
L ∇µFκλ
)
− 2r
(
H
∆
µ κλ
L ∇µFκλ
)
.
We now have, from Equation (13.1),
r
(
H
∆
µ κλ
L ∇µFκλ
)
=
r
2ℓ2(MBI)
∇µ(F−G
2)
(
−FµL +G
⋆FµL
)
−∇µG
⋆FµL
= −
r
2ℓ2(MBI)
∇A(F−G
2)
(
1 + /εBAG
)
αB + r/εBA∇
AGαB
+
r
2ℓ2(MBI)
∇L(F−G
2)(−ρ+Gσ)− r∇LGσ.
Now, we have, from the bootstrap assumptions,
(13.6)
∣∣∣∣∣ r2ℓ2(MBI)∇A(F−G2)
(
1 + /εBAG
)
αB + r/εBA∇
AGαB
∣∣∣∣∣ ≤ C(|∂F|+ |∂G|)|α|.
We use the relations
(13.7) F = −ρ2 + σ2 − 2αAαA, G = −ρσ − /ε
ABαAαB.
Hence, again from the bootstrap assumptions, there holds
(13.8)
|∂(F+G)||α| ≤ C
 ∑
a+b≤1
|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|
 |α|
≤ Cε3/2τ−2r−2(|∂F|+ |F|).
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Similarly,
(13.9)
∣∣∣∣∣ r2ℓ2(MBI)∇L(F−G2)(−ρ+Gσ) − r∇LGσ
∣∣∣∣∣ ≤ Cr(|∂F|+ |∂G)|)(|ρ|+ |σ|)
Again, using the bootstrap assumptions,
r(|∂(F)|+ |∂(G)|)(|ρ| + |σ|) ≤ Cε3/2τ−2r−2(|F|+ |∂F|).
In conclusion, we have
(13.10)
∣∣∣r (H∆µ κλL ∇µFκλ)∣∣∣ ≤ Cε3/2τ−2r−2(|F|+ |∂F|).
In a similar way, we can estimate
(13.11)
∣∣∣∂IT kLˆj (rH∆µ κλL ∇µFκλ)∣∣∣
≤ C
∑
a+b≤l
(|∂a+1F|+ |∂a+1G|)(|∂bα|+ r|∂bρ|+ r|∂bσ|)
≤ C
∑
a+b+c≤l
a+c≥1
(|∂aρ||∂cρ|+ |∂aσ||∂cρ|+ |∂aσ||∂cσ|+ |∂aα||∂cα|) (|∂bα|+ r|∂bρ|+ r|∂bσ|).
Now, the key observation is that, if a+ b+ c ≤ l + 2, we have
max {{a, b, c} \ {max{a, b, c}}} ≤
⌊
l + 2
2
⌋
.
Since we are assuming the bootstrap assumptions BS
(
R, 1,
⌊
l+2
2
⌋
, ε
)
, we obtain
(13.12)
∣∣∣∂IT kLˆj (rH∆µ κλL ∇µFκλ)∣∣∣ ≤ Cε3/2r−2τ−2 l+1∑
i=0
|∂iF|.
A very similar reasoning yields the corresponding bound:
(13.13)
∣∣∣∂IT kLˆj (rH∆µ κλL ∇µFκλ)∣∣∣ ≤ Cε3/2r−2τ−2 l+1∑
i=0
|∂iF|.
Combining the previous two inequalities, we obtain the bound for (i):
(13.14) |(i)| ≤ Cε3/2r−2τ−2
l+1∑
i=0
|∂iF|.
This concludes Step 1.
Step 2: analysis of (ii). Similarly, we examine the terms given by NL2. We first state a fundamental
remark, following from the fact that ∇LL = ∇LL = 0:
NL2 : = L
νLα
(
∇α
(
H
∆
µ κλ
ν ∇µFκλ
)
−∇ν
(
H
∆
µ κλ
α ∇µFκλ
))
= L
(
H
∆
µ κλ
L ∇µFκλ
)
︸ ︷︷ ︸
(a)
−L
(
H
∆
µ κλ
L ∇µFκλ
)
︸ ︷︷ ︸
(b)
.
We now estimate
|∂IT
kLˆ
j
((1 − µ)−1r2(a))|
≤ C
∣∣∣∂l ((1 − µ)−1r2L(H∆µ κλL ∇µFκλ))∣∣∣
≤
∣∣∣∂l {(1− µ)−1rL(rH∆µ κλL ∇µFκλ)}∣∣∣+ ∣∣∣∂l (rH∆µ κλL ∇µFκλ)∣∣∣ .
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In view of Step 1, we have
(13.15)
∣∣∣∂l (rH∆µ κλL ∇µFκλ)∣∣∣ ≤ Cε3/2τ−2r−2 l+1∑
i=0
|∂iF|.
Furthermore, the Leibniz rule implies the bound
(13.16)
∣∣∣∂l {(1− µ)−1rL (rH∆µ κλL ∇µFκλ)}∣∣∣ ≤ Cr l+1∑
i=1
∣∣∣∂i (rH∆µ κλL ∇µFκλ)∣∣∣ .
Since we are assuming the bootstrap assumptions BS
(
R, 1,
⌊
l+2
2
⌋
, ε
)
, we finally obtain, again from Step 1:
(13.17) r
l+1∑
i=1
∣∣∣∂i (rH∆µ κλL ∇µFκλ)∣∣∣ ≤ Cτ−2r−1 l+2∑
i=0
|∂iF|.
A similar reasoning holds for the term (b). We eventually obtain
(13.18) |(ii)| ≤ Cτ−2r−1
l+2∑
i=0
|∂iF|.
This concludes Step 2.
The combination of Step 1 and Step 2 now yields the claim. 
13.2. Bounds on Rσ.
Lemma 13.3 (Bound on Rσ and its derivatives.). Let l, j, k, b ∈ N≥0, let I ∈ I
b
K, and assume b + j + k ≤
l. Let F be a smooth solution of the MBI system (2.6) on R ⊂ Se. Assume the bootstrap assumptions
BS
(
R, 1,
⌊
l+2
2
⌋
, ε
)
. Under these conditions, we have the following pointwise bound on R:
(13.19) |∂IT
kLˆ
j
(Rσ)|+ |∂
I
T
kLˆ
j
((1− µ)−1Rσ)| ≤ Cτ
−2r−1
l+2∑
i=0
|∂iF|.
Proof. We start by recalling the definition of NL3 and Rσ:
(13.20) Rσ = −r
2NL3, NL3 = L
νLα∇µWαµν , Wαµν = −ε
λ
α µνH∆
β δ
λγ ∇βFγδ.
Let us now fix a smooth local framefield {e1, e2} such that g(ei, ej) = δij , e1, e2 are both tangent to the
spheres of constant r-coordinate, and furthermore
(e2)
B = /ε
CB
/gCA(e1)
A
Here, we used the definition of /εAB and /gAB, they are resp. the induced volume form and the metric on
the spheres of constant r. In other words, e2 is the oriented (with respect to /ε) normal vector to e1 on the
spheres of constant r.
By an appropriate choice of coordinates, we may assume that, locally,
e1 = r
−1∂θ, e2 = r
−1 ∂ϕ
sin θ
.
With these conventions, we have that
(13.21) NL3 = −2(1− µ)∇α
(
H
∆
β γδ
η ∇βFγδ
)
(e1)
α(e2)
η + 2(1− µ)∇α
(
H
∆
β γδ
η ∇βFγδ
)
(e2)
α(e1)
η.
Since [e1, e2] = −r
−1(cos θ)(sin θ)−1e2, we have
(13.22)
NL3 =− 2(1− µ)∇α
(
H
∆
β γδ
η ∇βFγδ(e2)
η
)
(e1)
α︸ ︷︷ ︸
(a)
+2(1− µ)∇α
(
H
∆
β γδ
η ∇βFγδ(e1)
η
)
(e2)
α︸ ︷︷ ︸
(b)
+ 2(1− µ)r−1H
∆
β γδ
e2
∇βFγδ︸ ︷︷ ︸
(c)
.
Let us focus our attention on (a), the reasoning for (b) and (c) being analogous. We have
(13.23) r2(1− µ)−1(a) = −2r∂θ
(
H
∆
β γδ
e2
∇βFγδ
)
= −2∂θ
(
rH
∆
β γδ
e2
∇βFγδ
)
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We now use Equation (13.1) to get
(13.24)
H
∆
µ κλ
e2
∇µFκλ =
1
2ℓ2(MBI)
∇µ(F−G
2)
(
−Fµe2 +G
⋆Fµe2
)
−∇µG
⋆Fµe2
=
1
2ℓ2(MBI)
∇e1(F−G
2)
(
−Fe1e2 +G
⋆Fe1e2
)
−∇e1G
⋆Fe1e2
+
1
2ℓ2(MBI)
∇L(F−G
2)
(
−FLe2 +G
⋆FLe2
)
−∇LG
⋆FLe2
+
1
2ℓ2(MBI)
∇L(F−G
2)
(
−FLe2 +G
⋆FLe2
)
−∇LG
⋆FLe2 .
Hence, as before, we have, using the bootstrap assumptions as well as the expression of the invariants F and
G, in view of (13.23),
(13.25)
∣∣(1− µ)−1r2(a)∣∣
≤ Cr
∑
a+b≤1
(|∂ae1(F)|+ |∂
ae1(G)|)(|∂
bFe1e2 |+ |∂
b ⋆Fe1e2 ||)
+ Cr
∑
a+b≤1
(|∂aL(F)|+ |∂aL(G)|)(|∂bFLe2 |+ |∂
b ⋆FLe2 ||)
+ Cr
∑
a+b≤1
(|∂aL(F)|+ |∂aL(G)|)(|∂bFLe2 |+ |∂
b ⋆FLe2 ||)
≤ C
∑
a+b+c≤2
(|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|)(|∂cσ|+ |∂cρ|)
+ Cr
∑
a+b+c≤2
(|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|)|∂cα|
+ Cr
∑
a+b+c≤2
(|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|)|∂cα|
≤ Cτ−2r−1(|F|+ |∂F|+ |∂2F|).
Similarly, we have, under the bootstrap assumptions,
(13.26)
∣∣∣∂IT kLˆj((1− µ)−1r2(a))∣∣∣
≤ C
∑
a+b+c≤l+2
(|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|)(|∂cσ|+ |∂cρ|)
+ Cr
∑
a+b+c≤l+2
(|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|)|∂cα|
+ Cr
∑
a+b+c≤l+2
(|∂aρ||∂bρ|+ |∂aσ||∂bρ|+ |∂aσ||∂bσ|+ |∂aα||∂bα|)|∂cα|
≤ Cτ−2r−1
l+2∑
i=0
|∂iF|.
This is the claim. 
14. Morawetz estimate: second step
We now combine the results in Sections 12 and 13 in order to obtain, under the bootstrap assumptions,
a non-degenerate Morawetz estimate for Zˆ,I,j,k and Wˆ,I,j,k when the number of derivatives is high. Here we
combine the structure of the nonlinear terms to obtain estimates on the RHS of the bounds in Section 12.
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14.1. Degenerate Morawetz estimate.
Proposition 14.1. Let l, k, b ∈ N≥0, let furthermore I ∈ I
b

, and assume b+ k ≤ l and b ≥ 1. There exist
a small number ε˜ > 0 and a constant C > 0 such that the following holds. Let t∗2 ≥ t
∗
0, and let F be a smooth
solution of the MBI system (2.6) on R := R
t∗2
t∗0
⊂ Se. Assume the bootstrap assumptions BS
(
R, 1,
⌊
l+3
2
⌋
, ε
)
.
Assume furthermore the smallness of initial energy (3.4)
‖F‖
2
Hl+3 (Σt∗0 ) ≤ ε
2.
Here, 0 < ε < ε˜. For ease of notation, denote, throughout this Proposition, Z˙ := Z˙,I,0,k. Under these
conditions, we have the following degenerate Morawetz estimate on R:
(14.1)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol ≤ Cε2.
Furthermore, the same estimate holds with Z˙ replaced by W˙ and ρ replaced by σ.
Remark 14.2. We notice that this estimate already “loses two derivatives” in the error terms.
Proof. We recall the estimate (12.8):
(14.2)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
R
t∗
2
t∗
1
(r2(1− µ)−1|∂IT
k(Rρ)|
2 + r−1(1− µ)|∂IT
k(Rρ)|
2) du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
R
t∗
2
t∗
1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1 − µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
(|LZ˙|2 + (1− µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗ .
This estimate, combined with the Cauchy–Schwarz inequality, Propositions (13.2) and (13.3), an application
of Fubini’s theorem to the spacetime terms, and the initial smallness of energy (14.1) yield the claim. 
14.2. Removing the degeneracies. Communting with angular momentum operators once gives the fol-
lowing improved version of Proposition 14.1
Proposition 14.3. Let l, k, b ∈ N≥0, let t
∗
2 ≥ t
∗
0, let furthermore I ∈ I
b

, and assume b+ k ≤ l and b ≥ 1.
There exist a small number ε˜ > 0 and a constant C > 0 such that the following holds. Let F be a smooth
solution of the MBI system (2.6) on R := R
t∗2
t∗0
⊂ Se. Assume the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
.
Assume furthermore the smallness of initial energy (3.4):
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. For ease of notation, denote, throughout this Proposition, Z˙ := Z˙,I,0,k. Under these
conditions, we have the following degenerate estimate on R:
(14.3)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙|2 +
1
r
| /∇Z˙|2 +
1
r3
|Z˙|2 +
1
r2
|LˆZ˙|2
}
r−2 dVol ≤ Cε2.
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Furthermore, the same estimate holds with Z˙ replaced by W˙ and ρ replaced by σ.
Proof. First, we notice that, if we assume the bootstrap assumption BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
, as well as the
smallness of energy up to 4 + l derivatives, we have
(14.4)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙ − LZ˙|2 +
1
r
| /∇Z˙|2 +
(
1− 3Mr
)2
r2
|LZ˙ + LZ˙|2 +
1
r3
|Z˙|2
}
r−2 dVol ≤ Cε2.
We then combine this estimate with inequality (12.18), in which we set l = 1. We notice that the error terms
on the right hand side of previous (12.18) are all bounded by the assumptions of this Proposition. We have:
(14.5)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙ − LZ˙|2 +
1
r
| /∇Z˙|2 +
(
1− 3Mr
)2
r2
|LZ˙ + LZ˙|2 +
1
r3
|Z˙|2 +
1
r3
|LˆZ˙|2
}
r−2 dVol ≤ Cε2.
This easily implies:
(14.6)
∫
R
t∗
2
t∗
1
{
1
r2
|LZ˙|2 +
1
r
| /∇Z˙|2 +
1
r3
|Z˙|2 +
1
r2
|LˆZ˙|2
}
r−2 dVol ≤ Cε2.

Combining the previous Propositions, we finally obtain
Proposition 14.4. Let l ∈ N≥0. There exist a constant C > 0 and a small number ε˜ > 0 such that the
following holds. Let t∗2 ≥ t
∗
0. Let F be a smooth solution of the MBI system (2.6) on R := R
t∗2
t∗0
⊂ Se. Assume
the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume furthermore the smallness of initial energy (3.4):
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Under these conditions, we have the following estimate on R:
(14.7)
∑
b+j+k≤l
I∈I b

,b≥1
∫
R
t∗
2
t∗
1
{
1
r2
(
|LZˆ,I,j,k|
2 + |LˆZˆ,I,j,k|
2
)
+
1
r
| /∇Zˆ,I,j,k|
2 +
1
r3
|Zˆ,I,j,k|
2
}
r−2 dVol ≤ Cε2.
Furthermore, the same estimate holds with Zˆ replaced by Wˆ and ρ replaced by σ.
Proof of Proposition 14.4. We have, from Proposition 12.3, in the conditions given by the hypotheses,∑
1≤|I|+j≤h
I∈I b

,b≥1

∫
Σt∗
2
r−2|Zˆ,I,j,k|
2r−2 dΣt∗ +
∫
R
t∗
2
t∗
1
1− µ
r3
|Zˆ,I,j,k|
2 du dv

≤ C
∑
1≤|H|≤h−1
H∈I b

,b≥1
∫
R
t∗
2
t∗
1
(1 − µ)r−3| /∇Zˆ,H,0,k|
2 du dv + C
∑
1≤|I|+j≤h
I∈I b

,b≥1
∫
Σt∗
1
r−2|Zˆ,I,j,k|
2r−2 dΣt∗
+ C
∑
1≤|I|+j≤h
I∈I b

,b≥1
∫
R
t∗
2
t∗
1
(1− µ)r−1|∂IT
kLˆ
j−1
((1− µ)−1Rρ)|
2 du dv.
The terms on the right hand side are now controlled by data, the bootstrap assumptions, and by the estimate
in Proposition 14.3. 
We will use the following version of Proposition 14.4, valid in a region of bounded r:
Proposition 14.5. For all R∗ > 0, there exist a constant C > 0, a small number ε˜ > 0, such that the
following holds. Let t∗2 ≥ t
∗
0. Let F be a smooth solution of the MBI system (2.6) on R := R
t∗2
t∗0
⊂ Se. Assume
the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume furthermore the smallness of initial energy (3.4):
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
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Here, 0 < ε < ε˜. Under these conditions, for all Ω ∈ , we have the following estimate on R:
(14.8)
∫
R
t∗
2
t∗
1
∩{r∗≤R∗}
∑
i≤l
|∂iΩZ|2 dVol ≤ Cε2.
Furthermore, the same estimate holds with Z replaced by W .
Remark 14.6. In the above Proposition we are estimating ΩZ, since we have to exclude the zeroth mode.
Cf. with the fact that, throughout all the above Propositions in this Section 14, we always have to assume
I ∈ I b

, with b ≥ 1.
15. rp estimates: first improvement of the r-weight
Goal of this section is to prove the following Proposition.
Proposition 15.1. Let l ∈ N≥0. There exists a constant C > 0 such that the following holds true. Let
t∗3 ≥ t
∗
2 ≥ t
∗
1 ≥ t
∗
0. Let F satisfy the MBI system (2.6) on R := R
t∗3
t∗0
, assume furthermore the bootstrap
assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume that the initial Sobolev norm satisfies the following bound:
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
Let Z˙ := Z˙,I,0,k, with |I|+ k ≤ l, I ∈ I
b

, with b ≥ 0. Then, the following inequality holds true:
(15.1)
∫
Σt∗
2
∩{r≥5M}
[
r|LZ˙|2 + r| /∇Z˙|2
]
r−2 dΣt∗ +
∫
R
t∗
2
t∗
0
∩{r≥5M}
[
|LZ˙|2 + | /∇Z˙|2
]
(1 − µ) du dv dS2
≤ C
∫
Σt∗
0
[
r|LZ˙|2 + r| /∇Z˙|2
]
r−2 dΣt∗ + Cε
2.
The same bound holds true correspondingly for W .
Proof of Proposition 15.1. Let us consider the identity, which follows from Equation (11.4), valid upon in-
tegration on a sphere of constant r:
(15.2)
L
{
f(r)rp|LZ˙|2
}
+ L
{
f(r)(1 − µ)rp| /∇Z˙|2
}
− L (f(r)rp) |LZ˙|2 − r2L
(
f(r)(1 − µ)rp−2
)
| /∇Z˙|2
S
2
= 2rpf(r)(LZ˙)∂IT
k(Rρ).
We let p = 1, and we choose f(r) smooth such that 1 ≥ f(r) ≥ 0, f(r) = 0 for r ∈ [2M, 4M ], and f(r) = 1
for r ≥ 5M . We integrate identity (15.2) on R
t∗2
t∗0
∩{u ≤ u˜}∩{v ≤ v˜}. Upon discarding the positive boundary
terms, and an application of inequality (14.1) to bound the error term in the region r ∈ [4M, 5M ], we obtain
(15.3)
∫
Σt∗
2
∩{r≥5M}
[
r|LZ˙|2 + r| /∇Z˙|2
]
r−2 dΣt∗
+
∫
R
t∗
2
t∗
0
∩{r≥5M}
[
|LZ˙|2 + | /∇Z˙|2
]
(1− µ) du dv dS2 ≤ C
∫
Σt∗
0
(r|LZ˙|2)r−2 dΣt∗
+ C
∫
R
t∗
2
t∗
0
∩{r≥4M}
[
r|LZ˙| · |∂IT
k(Rρ)|
]
(1− µ) du dv dS2
+ C
∫
R
t∗
2
t∗
0
∩{4M≤r≤5M}
| /∇Z˙| du dv dS2 + Cε2.
We now use the Cauchy–Schwarz inequality with a small parameter η > 0 to bound the third term in the
RHS of (15.3), “hiding” the term in LZ˙ into the first term of the second integral in the LHS, in a region of
large r. We then bound the resulting error term by use of the inequality
(15.4)
∫
R
t∗
2
t∗
0
∩{r≥4M}
r2|∂IT
k(Rρ)|
2 du dv dS2 ≤ Cε2,
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This last bound indeed follows from Lemma 13.2, plus Lemma 13.3, plus the L2 bounds of Proposition 8.1.
Finally, the third term in the RHS of display (15.3) is controlled by use of the degenerate Morawetz estimate,
in Proposition 14.1. Notice that, for this purpose, we have to ask one more derivative to be bounded (cf. with
the statement of Proposition 14.1). 
16. Improving the weights on the Σt∗-fluxes
In this section we are going to prove stronger integrated estimates for the “good” components, i.e. α, ρ,
σ. This will enable us to prove the correct decay rates in order to close the bootstrap argument.
16.1. Improved estimates for α. In this subsection, we wish to use the equation satisfied by α (E.1) plus
the rp estimates obtained in the previous section in order to improve the weight on the L2 estimates for α.
Recall the definition of Lˆ := (1− µ)−1L.
Proposition 16.1 (Improved weights on fluxes of α). Let l ∈ N≥0. There exist a constant C and a small
number ε˜ > 0 such that the following holds. Let t∗3 ≥ t
∗
2 ≥ t
∗
1 ≥ t
∗
0. Let F satisfy the MBI system (2.6)
on R := R
t∗3
t∗0
. Assume furthermore the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume that the initial
Sobolev norm satisfies the following bound:
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Then, the following inequality holds true:
(16.1)
∫
Σt∗
2
r|∂mα|2 dΣt∗ ≤ Cε
2 + C
m∑
h=0
∫
Σt∗
0
r|∂hα|2 dΣt∗
+ C
∑
|I|+k≤m
I∈I b

,b≥0
∫
Σt∗
0
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗
+ C
∑
|I|+k≤m
I∈I b

,b≥0
∫
Σt∗
0
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗
for all m ≤ l, t∗3 ≥ t
∗
2 ≥ t
∗
0.
Proof. First of all, in Step 1, we derive the zeroth-order estimates, which are also valid for derivatives in
direction of the Killing fields. Then, in Step 2, we will commute the equation by /∇L to obtain higher-order
control on the flux of /∇Lα.
Let us recall that α satisfies the following equation:
(16.2) /∇L(rαA) = r(1 − µ)( /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ.
Step 1. We apply the operator /L
I
 /∇
k
T , with |I| + k ≤ l, to both sides of the previous display. We have,
denoting α˙ := /L
I
 /∇
k
Tα,
(16.3) /∇L(rα˙A) = r(1 − µ)(r
−2 /∇AZ,I,0,k + r
−2/εAB /∇
B
WI,0,k) + (1− µ)/L
I
 /∇
k
T
(
r(H∆)µAκλ∇
µFκλ
)
.
Let f(r) smooth, nondecreasing, such that 0 ≤ f(r) ≤ 1, f(r) = 0 for r ∈ [2M, 4M ], and f(r) = 1 for
r ≥ 5M . We then have, from (16.2), letting η > 0 be a small parameter,
L(rf(r)|rα|2) = L(rf(r))r2 |α|2 + 2f(r)r(rαA) /∇L(rαA)
= L(rf(r))r2 |α|2 + 2f(r)r2αA
(
r(1 − µ)( /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ
)
≤ −(1− µ)f(r)r2 |α|2 + η(1− µ)r2f(r)|α|2 + η−1f(r)(1 − µ)(| /∇Z|2 + | /∇W |2)
+ r4f(r)(1 − µ)|(H∆)µAκλ∇
µFκλ|2.
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Similarly, from (16.3), we have, again with η > 0 a small parameter,
L(rf(r)|rα˙|2) = L(rf(r))r2 |α˙|2 + 2f(r)r(rα˙A) /∇L(rα˙A)
≤ −(1− µ)f(r)r2|α˙|2 + 2η(1− µ)r2f(r)|α˙|2
+ η−1f(r)(1 − µ)(| /∇Z˙,I,0,k|
2 + | /∇W˙,I,0,k|
2) + η−1r4f(r)(1 − µ)|/L
I
 /∇
k
T
(
(H∆)µAκλ∇
µFκλ
)
|2.
Integrating such equation on R
t∗2
t∗1
, using the volume form du dv dS2, we have then∫
Σt∗
2
∩{r≥5M}
r|α˙|2 dΣt∗ +
∫
R
t∗
2
t∗
1
∩{r≥5M}
|α˙|2 dVol
≤ C
∫
R
t∗
2
t∗
1
∩{r≥4M}
(1− µ)(| /∇Z˙,I,0,k|2 + | /∇W˙,I,0,k|2)︸ ︷︷ ︸
(∗)
+r2(1− µ)|/L
I
 /∇
k
T
(
r(H∆)µAκλ∇
µFκλ
)
|2
 du dv dS2
+ C
∫
Σt∗
1
∩{r≥4M}
r|α|2 dΣt∗ .
By (15.1), we can bound the terms (∗). The other terms can be estimated by the uniform L2 control of
Equation (8.1):
‖F‖
2
Hl+4(Σt∗ )
≤ ε2, for t∗ ∈ [t∗0, t
∗
3],
plus the bootstrap assumptions.
We finally obtain:
(16.4)
∫
Σt∗
2
r|α˙|2 dΣt∗ ≤ Cε
2 +
∫
Σt∗
0
r|α˙|2 dΣt∗ .
Step 2. We would now like to estimate the L-derivatives. We let j ≤ l. We use again Equation (16.2) in
order to deduce
/∇
j
LαA = /∇
j−1
L
(
1− µ
r
αA
)
+ /∇
j−1
L
(
1− µ
r
[
(r /∇)Aρ+ r/εAB /∇
B
σ
])
+ /∇
j−1
L
(
(1− µ)(H∆)µAκλ∇
µFκλ
)
.
This implies, taking absolute values, on the region {r ≥ 5M},
| /∇
j
Lα|
2 ≤ C
1
r2
j−1∑
h=0
| /∇
h
Lα|
2 +
C
r2
j−1∑
h=0
(|r /∇ /∇
h
Lρ|
2 + |r /∇ /∇
h
Lσ|
2) + | /∇
j−1
L
(
(1− µ)(H∆)µAκλ∇
µFκλ
)
|2.
Integration on the surface Σt∗
2
yields∫
Σt∗
2
r| /∇
j
Lα|
2 dΣt∗ ≤ C
∫
Σt∗
2
1
r
j−1∑
h=0
| /∇
h
Lα|
2 dΣt∗
+ C
∫
Σt∗
2
1
r
j−1∑
h=0
(|r /∇ /∇
h
Lρ|
2 + |r /∇ /∇
h
Lσ|
2) dΣt∗ + C
∫
Σt∗
2
r| /∇
j−1
L
(
(1 − µ)(H∆)µAκλ∇
µFκλ
)
|2 dΣt∗ .
We now use the bootstrap assumptions and the uniform L2 bounds on σ, ρ deriving from Equation (8.1):
(16.5) ‖F‖
2
Hl+4(Σt∗ )
≤ ε2, for t∗ ∈ [t∗0, t
∗
3],
to deduce
l∑
h=0
∫
Σt∗
2
r(| /∇ /∇
h
Lρ|
2 + | /∇ /∇
h
Lσ|
2) dΣt∗ ≤ Cε
2,
l∑
h=1
∫
Σt∗
2
r| /∇
h−1
L
(
(1 − µ)(H∆)µAκλ∇
µFκλ
)
|2 dΣt∗ ≤ Cε
2.
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An induction argument implies, together with the uniform L2 estimates (16.5), for 0 ≤ m ≤ l:
(16.6)
m∑
h=0
∫
Σt∗
2
r| /∇
h
Lα|
2 dΣt∗ ≤ Cε
2 + C
m∑
h=0
∫
Σt∗
0
r|∂hα|2 dΣt∗ .
Recall the definition of Lˆ := (1 − µ)−1L. By the L2 bounds (16.5) and the previous estimate (16.6), we
remove the degeneracy at r = 2M and obtain
(16.7)
m∑
h=0
∫
Σt∗
2
r| /∇
h
Lˆα|
2 dΣt∗ ≤ Cε
2.
It is now standard to extend the bound to all the mixed derivatives of α of order m ≤ l. Finally, the
equivalence of norms stated in Proposition 2.15, implies the claim. 
16.2. Improved estimates for σ and ρ. In this subsection, we wish to use inequality (15.1) in order to
improve the r-weight on the L2 estimates for ρ and σ. Notice that it is an improvement only on the weight
of certain derivatives. Indeed, estimate (15.1) already is an improvement on the L2 estimates for σ and ρ
contained in Proposition 8.1. But we need here to improve weights also on derivatives in L-direction and on
all the mixed derivatives.
Proposition 16.2 (Improved weights on fluxes of ρ and σ). There exist a small number ε˜ > 0 and a constant
C > 0 such that the following holds. Let t∗3 > t
∗
2 ≥ t
∗
1 ≥ t
∗
0. Let R := R
t∗3
t∗0
. Let F satisfy the MBI system
(2.6) on R, assume furthermore the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume also that the initial
Sobolev norm satisfies the following bound:
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Then, the following inequality holds true:
(16.8)
∫
Σt∗
2
r|∂mρ|2 dΣt∗ +
∫
Σt∗
2
r|∂mσ|2 dΣt∗ ≤ Cε
2
+
∑
|I|+k≤m−1
I∈I b

,b≥0
∫
Σt∗
0
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗
+
∑
|I|+k≤m−1
I∈I b

,b≥0
∫
Σt∗
0
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗ ,
for all 1 ≤ m ≤ l, t∗0 ≤ t
∗
1 ≤ t
∗
2 ≤ t
∗
3.
Remark 16.3. Notice that we do not have the weighted bound on the 0th order terms. On the other hand,
we do not require the 0th order weighted integral term to be bounded (this is because we always use this
boundedness statement when taking care of the nonlinear error terms).
Proof of Proposition 16.2. We divide the proof in two steps. In Step 1, we will prove the claim for ρ,
whereas in Step 2, we will prove the claim for σ.
Step 1. We immediately notice that, if b+ k ≤ l, and I ∈ I b

, we have, from Proposition 15.1,∫
Σt∗
2
∩{r≥5M}
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗ ≤ C
∫
Σt∗
0
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗ + Cε
2.
This already proves the claim for angular derivatives and mixed angular and T -derivatives, when there is at
least one angular derivative (looking at the second term in the LHS of the above display). We now would
like to use the transport equation satisfied by ρ to extend this statement to all other derivatives. Let us
recall that ρ satisfies the following equation:
−L(r2ρ) + r2 /div α = −r2H
∆
µ κλ
L ∇µFκλ.
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This implies
L(rρ) + (1 − µ)ρ− r /div α = rH
∆
µ κλ
L ∇µFκλ.
Let us apply h times the differential operator L to both sides of the previous display. We obtain
Lh+1(rρ) + Lh((1− µ)ρ)− Lh(r /div α) = Lh
(
rH
∆
µ κλ
L ∇µFκλ
)
Hence: ∣∣Lh+1(rρ)∣∣2︸ ︷︷ ︸
(1)
≤
∣∣Lh((1 − µ)ρ)∣∣2︸ ︷︷ ︸
(2)
+
∣∣Lh(r /div α)∣∣2︸ ︷︷ ︸
(3)
+
∣∣∣Lh (rH∆µ κλL ∇µFκλ)∣∣∣2︸ ︷︷ ︸
(4)
Let us multiply the previous equation by r and integrate on Σt∗
2
with respect to the form r−2 dΣt∗ . The error
terms arising from (1) and the terms (2) can be estimated by the uniform L2 estimates of Equation (8.1):
‖F‖
2
Hl(Σt∗ )
≤ Cε2.
Furthermore, we can estimate the terms in (3) by the L2 estimates in Propositon 8.1 (the r-weights are lower
on α). We also estimate (4) by the bootstrap assumptions and the uniform L2 bounds of Equation (8.1), as
in Lemma 13.2.
We therefore obtain, for m ≤ l,
m∑
h=1
∫
Σt∗
2
r|Lhρ|2 dΣt∗ ≤ Cε
2.
The remaining derivatives in direction L are obtained by the same method, given the fact that ρ satisfies
the transport equation:
Lˆ(r2ρ) + r2(1− µ)−1 /div α = −r2H
∆
µ κλ
Lˆ
∇µFκλ.
Upon summation of the resulting inequalities with the uniform L2 estimates of Equation (8.1) (in order to
deal with the region of bounded r-coordinate), we obtain the claim for ρ.
Step 2. As in the previous step, we have, from Proposition 15.1, if b+ k ≤ l, and I ∈ I b

,∫
Σt∗
2
∩{r≥5M}
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗ ≤ C
∫
Σt∗
0
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗ + Cε
2.
Upon summation with the uniform L2 estimates of Equation (8.1), we obtain the claim for angular derivatives.
As in the reasoning for ρ, we now use the transport equation satisfied by σ:
L(r2σ) + r2 /curl α = 0.
It follows, as before, that
m∑
h=1
∫
Σt∗
2
r|Lhσ|2 dΣt∗ ≤ Cε
2.
To extend the bound on derivatives in direction L, we proceed as in the previous step, using the transport
equation satisfied by σ:
−Lˆ(r2σ) + (1− µ)−1r2 /curl α = 0.
Finally, it is standard to extend the bound to all mixed derivatives. This concludes the proof. 
17. Improved bounds on Rρ and Rσ
Combining the reasoning appearing in the proof of Lemma 13.2 and Lemma 13.3 with the improved flux
estimates of Section 16 we obtain the following.
Lemma 17.1 (Improved bounds on Rρ and Rσ.). Let l ∈ N≥0, l ≥ 2. There exist a small number ε˜ > 0
and a constant C > 0 such that the following holds. Let F be a smooth solution of the MBI system (2.6)
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on R := R
t∗2
t∗0
⊂ Se. Assume the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume the following weighted
bounds on the initial energy:
(17.1)
∑
|I|+k≤l−1
∫
Σt∗
0
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∑
|I|+k≤l−1
∫
Σt∗
0
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∫
Σt∗
0
r|∂≤lα|2 dΣt∗ ≤ ε
2,
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Under these conditions, we have the following integrated bounds, for t∗1 ∈ [t
∗
0, t
∗
2], with
|I|+ j + k ≤ l− 2:∫
Σt∗
1
r(|∂IT
kLˆ
j
(Rρ)|
2 + |∂IT
kLˆ
j
((1− µ)−1Rρ)|
2) dΣt∗ ≤ Cε
2(t∗1)
−2,(17.2) ∫
Σt∗
1
(|∂IT
kLˆ
j
(Rρ)|
2 + |∂IT
kLˆ
j
((1 − µ)−1Rρ)|
2) dΣt∗ ≤ Cε
2(t∗1)
−3,(17.3) ∫
Σt∗
1
r−1(|∂IT
kLˆ
j
(Rρ)|
2 + |∂IT
kLˆ
j
((1 − µ)−1Rρ)|
2) dΣt∗ ≤ Cε
2(t∗1)
−3,(17.4)
∫
Σt∗
1
r(|∂IT
kLˆ
j
(Rσ)|
2 + |∂IT
kLˆ
j
((1− µ)−1Rσ)|
2) dΣt∗ ≤ Cε
2(t∗1)
−2,(17.5) ∫
Σt∗
1
(|∂IT
kLˆ
j
(Rσ)|
2 + |∂IT
kLˆ
j
((1 − µ)−1Rσ)|
2) dΣt∗ ≤ Cε
2(t∗1)
−3,(17.6) ∫
Σt∗
1
r−1(|∂IT
kLˆ
j
(Rσ)|
2 + |∂IT
kLˆ
j
((1 − µ)−1Rσ)|
2) dΣt∗ ≤ Cε
2(t∗1)
−3.(17.7)
Proof. The proof is a straightforward adaptation of the proof of Lemma 13.2, using the fact that now we
can “incorporate more r-weight” in the L2-norm of α, ρ, σ and their derivatives. We focus on the estimates
for the integrals in Rρ, as the remaining three estimates ((17.7), (17.6), (17.5)) are proved analogously.
Step 1: proof of (17.2) and (17.3). As just stated, we focus on the case of Rρ, and in particular on the
estimates relative to the term (b) in NL2, the reasoning for the other terms being analogous. We perform
the same calculations as in Step 2 of the proof of Lemma 13.2, until we arrive at the expression
|∂IT
kLˆ
j
(
(1 − µ)−1r2L
(
H
∆
µ κλ
L ∇µFκλ
))
|
≤ C
∣∣∣∂l−2 ((1− µ)−1r2L(H∆µ κλL ∇µFκλ))∣∣∣
≤
∣∣∣∂l−2 {(1− µ)−1rL(rH∆µ κλL ∇µFκλ)}∣∣∣︸ ︷︷ ︸
(x)
+
∣∣∣∂≤l−2 (rH∆µ κλL ∇µFκλ)∣∣∣︸ ︷︷ ︸
(y)
,
Now,
(x) + (y) ≤ Cr
∣∣∣∂≤l−1 (rH∆µ κλL ∇µFκλ)∣∣∣+ Cr ∣∣∣∂≤l−2 (rH∆µ κλL ∇µFκλ)∣∣∣ .
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Since the structure of the two terms in the last display is the same, we can just focus on r
∣∣∣∂≤l−1 (rH∆µ κλL ∇µFκλ)∣∣∣.
We have
(17.8)
r
∣∣∣∂≤l−1 (rH∆µ κλL ∇µFκλ)∣∣∣
≤ Cr
∑
a+b≤l
(|∂a+1F|+ |∂a+1G|)(|∂bα|+ r|∂bρ|+ r|∂bσ|)
≤ Cr
∑
a+b+c≤l
a+c≥1
(|∂aρ||∂cρ|+ |∂aσ||∂cρ|+ |∂aσ||∂cσ|+ |∂aα||∂cα|) (|∂bα|+ r|∂bρ|+ r|∂bσ|).
Let us analyse the different terms in the last display. The bootstrap assumptions now imply that ρ, σ and
α have the same decay rates. It is therefore enough to bound the following expression, the remaining terms
being treated analogously:
r
∑
a+b+c≤l
a+c≥1
(|∂aρ||∂cρ|+ |∂aα||∂cα|) (|∂bα|+ r|∂bρ|).
Let us consider each term in the product:
r
∑
a+b+c≤l
a+c≥1
|∂aρ||∂cρ||∂bα| ≤ Cτ−2r−2|∂≤lF|+ Cτ−3/2r−2|∂≤lF|,
r2
∑
a+b+c≤l
a+c≥1
|∂aρ||∂cρ||∂bρ| ≤ Cτ−3/2r−3/2|∂≤lF|,
r
∑
a+b+c≤l
a+c≥1
|∂aα||∂cα||∂bα| ≤ Cτ−2r−3/2r1/2|∂≤lα|+ Cτ−3/2r−2|∂≤lF|,
r2
∑
a+b+c≤l
a+c≥1
|∂aα||∂cα||∂bρ| ≤ Cτ−3/2r−3/2r1/2|∂≤lα|
+ Cτ−3/2r−3/2|∂≤lF|+ Cτ−3/2r−3/2
l∑
h=1
r1/2|∂hρ|.
We therefore obtain
r
∣∣∣∂IT kLˆj ((1 − µ)−1r2L(H∆µ κλL ∇µFκλ))∣∣∣2 ≤ Cτ−3r−2
(
|∂≤lF|2 + r|∂≤lα|2 +
l∑
h=1
r|∂hρ|2
)
.
An analogous reasoning gives us:
(17.9) r(|∂IT
kLˆ
j
(Rρ)|
2 + |∂IT
kLˆ
j
((1− µ)−1Rρ)|
2) ≤ Cτ−3r−2
(
|∂≤lF|2 + r|∂≤lα|2 +
l∑
h=1
r|∂hρ|2
)
.
Integrating this bound on Σt∗
1
, with t∗1 ∈ [t
∗
0, t
∗
2], combining it with the uniform L
2 estimates of Equation (8.1),
plus the weighted bounds in Proposition 16.1 and Proposition 16.2, yields the claims (17.2) and (17.3).
Step 2: proof of (17.4). We repeat the same reasoning as in Step 1, until we get to inequality (17.9).
Due to the different weight in r, it becomes
r−1(|∂IT
kLˆ
j
(Rρ)|
2 + |∂IT
kLˆ
j
((1 − µ)−1Rρ)|
2) ≤ Cτ−3r−3
(
|∂≤lF|2 + r|∂≤lα|2 +
l∑
h=1
r|∂hρ|2
)
.
It is now straightforward to conclude the bound (17.2), simply by the fact that there exists a positive constant
C1 such that τ · r ≥ C1v, in the region R
∞
t∗0
. 
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18. The full hierarchy of rp-estimates
The improved bounds in the previous section let us extend the hierarchy of p-weighted estimates in
Section 15 to the weight p = 2. This in turn enables us to close the nonlinear terms.
Fix a number R∗ > 0 and a spacetime region R ⊂ Se. Given Z a smooth function, Z : Se 7→ R, let us
define the following fluxes:
(18.1)
FT
Cu,R
[Z](v1, v2) :=
∫
Cu∩{v1≤v≤v2}∩R
[|LZ|2 + (1− µ)| /∇Z|2] dv dS2,
FTCv ,R [Z](u1, u2) :=
∫
Cv∩{u1≤u≤u2}∩R
[|LZ|2 + (1− µ)| /∇Z|2] du dS2,
FTΣt∗
1
,R [Z](r1, r2) :=
∫
Σt∗
1
∩{r1≤r≤r2}∩R
[|LZ|2 + |LˆZ|2 + | /∇Z|2]r−2 dΣt∗ .
We furthermore define the following fluxes, useful for application of the rp method. We consider P = (uP , vP )
a point in (u, v)–coordinates, we let tP :=
1
2 (v1+u1), (rP )∗ :=
1
2 (v1−u1), and t
∗
P := tP +2M log(rP − 2M),
where rP is such that (rP )∗ = rP + 2M log(rP − 2M)− 3M − 2M logM . Then, we define
(18.2)
F∞R [Z](P ) : = F
T
Σt∗
P
,R [Z](2M, rP ) + F
T
CuP ,R
[Z](vP ,∞),
FR

[Z](u) : = F∞R [Z](u, u+ 2R∗).
We finally recall the spacetime regions corresponding to the semi-null foliation, defined as follows:
Du2u1 : = {r ≥ R, u ∈ [u1, u2]} ,(18.3)
Zu1 : =
(
{t∗ = (u1 +R
∗)∗} ∩ {0 ≤ r ≤ R}
)
∪ ({u = u1} ∩ {r ≥ R}),(18.4)
Zu2u1 : = ∪u∈[u1,u2]Zu.(18.5)
Here is a Penrose diagram of what these regions look like:
i+
i−
Du2u1
Zu2
Z
u
2
H
+
I +
I
−H −
r = 0
Zu2u1
Figure 5. Penrose diagram of the regions in the semi-null foliation.
We proceed to state and prove the weighted rp-estimates.
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Proposition 18.1. Let l ∈ N, l ≥ 2. There exists a small number ε˜ > 0, a constant C > 0 and a number
R∗ > 0 such that the following holds. Let F be a smooth solution of the MBI system (2.6) on R := R
t∗2
t∗0
⊂ Se.
Assume the bootstrap assumptions BS
(
R, 1,
⌊
l+4
2
⌋
, ε
)
. Assume the following weighted bounds on the initial
energy:
(18.6)
∑
|I|+j+k≤l−1
∫
Σt∗
0
[
r2|LZ˙,I,j,k|
2 + r2| /∇Z˙,I,j,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∑
|I|+j+k≤l−1
∫
Σt∗
0
[
r2|LW˙,I,j,k|
2 + r2| /∇W˙,I,j,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∫
Σt∗
0
r|∂≤lα|2 dΣt∗ ≤ ε
2,
‖F‖2Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Let us define, in the context of this Proposition, for ease of notation, Z˙ := Z˙,I,j,k =
LjZ˙,I,0,k, and similarly W˙ := W˙,I,j,k = L
jW˙,I,0,k.
Let u0 = t0 −R∗, where t0 = t
∗
0 − 2M log(R− 2M), and R∗ = R+ 2M log(R − 2M)− 3M − 2M logM .
Under these conditions, we have the following integrated bounds on R:
(18.7)
∫
S2
∫
{u=u2}∩{r≥R}∩R
∑
|I|+j+k≤l−2
|I|≥1
(r2|LZ˙|2) dv dS2 ≤ C
∫
Σt∗
0
∑
|I|+j+k≤l−2
|I|≥1
(r2|LZ˙|2)r−2 dΣt∗ + Cε
2,
valid for any u2 ∈ R.
(18.8)
∫
S2
∫
{u=u2}∩{r≥R}∩R
∑
|I|+j+k≤l−2
|I|≥1
(r2|LZ˙|2) dv dS2
+
∫
D
u2
u1
∩R
∑
|I|+j+k≤l−2
|I|≥1
[
r|LZ˙|2 + | /∇Z˙|2 + r−2|Z˙|2
]
(1− µ) du dv dS2
≤
∫
S2
∫
{u=u1}∩{r≥R}∩R
∑
|I|+j+k≤l−2
|I|≥1
(r2|LZ˙|2) dv dS2 + Cε2,
valid for u2 ≥ u1 ≥ u0.
(18.9)
∫
S2
∫
{u=u2}∩{r≥R}∩R
∑
|I|+j+k≤l−2
(r|LZ˙|2) dv dS2
+
∫
D
u2
u1
∩R
∑
|I|+j+k≤l−2
|I|≥1
[
|LZ˙|2 + | /∇Z˙|2 + r−2|Z˙|2
]
(1− µ) du dv dS2
≤ C
∑
|I|+j+k≤l−2
|I|≥1
FR

[Z˙](u1) +
∫
S2
∫
{u=u1}∩{r≥R}∩R
r
∑
|I|+j+k≤l−2
|I|≥1
|LZ˙|2 dv dS2 + Cε2(1 + |u1|)
−1
+ C
∫
R∩Z
u2
u1
∩{4M≤r≤R}
∑
|I|+j+k≤l−2
|I|≥1
(|LZ˙|2 + | /∇Z˙|2) du dv dS2,
valid again for u2 ≥ u1 ≥ u0.
Furthermore, the same inequalities hold when Z˙ is replaced by W˙ .
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Proof. We will divide the proof in two Steps. In Step 1, we will prove estimates (18.7), (18.8), (18.9) with
the restriction that, in the sums appearing in such estimates, j always be equal to 0. In Step 2, we will
remove the restriction j = 0 in the sums.
Step 1. Let us consider the identity, which follows from Equation (11.4), valid upon integration on a sphere
of constant r:
(18.10)
L
{
f(r)rp|LZ˙|2
}
+ L
{
f(r)(1 − µ)rp| /∇Z˙|2
}
− L (f(r)rp) |LZ˙|2 − r2L
(
f(r)(1 − µ)rp−2
)
| /∇Z˙|2
S
2
= 2rpf(r)(LZ˙)∂IT
k(Rρ).
We choose f(r) smooth such that 3 ≥ f(r) ≥ 0, f(r) = 0 for r ∈ [2M, 4M ], and f(r) = (1 − µ)−2 for
r ≥ 5M . We furthermore choose p = 2. We integrate identity (18.10) on R ∩ {u ≤ u2}. We discard
the positive boundary terms, and we apply inequality (14.1) to bound the angular error term in the region
r ∈ [4M, 5M ] plus the error arising from the term −L (f(r)rp) |LZ˙|2 in the region R ∩ {4M ≤ r ≤ R}. We
obtain, upon choosing R big enough,
(18.11)
∫
S2
∫
{u=u2}∩{r≥R}∩R
(r2|LZ˙|2) dv dS2
+
∫
R∩{r≥R}
[
r|LZ˙|2 + | /∇Z˙|2
]
(1− µ) du dv dS2 ≤ C
∫
Σt∗
0
(r2|LZ˙|2)r−2 dΣt∗
+ C
∫
R∩{r≥4M}
[
r2|LZ˙| · |∂IT k(Rρ)|
]
(1 − µ) du dv dS2 + Cε2.
We divide the integral in the last line of the previous display as the sum:∫
R∩{r≥4M}
[
r2|LZ˙| · |∂IT k(Rρ)|
]
(1 − µ) du dv dS2
=
∫
R∩{4M≤r≤R}
[
r2|LZ˙| · |∂IT k(Rρ)|
]
(1 − µ) du dv dS2︸ ︷︷ ︸
(x)
+
∫
R∩{r≥R}
[
r2|LZ˙| · |∂IT k(Rρ)|
]
(1− µ) du dv dS2︸ ︷︷ ︸
(y)
.
The term (y) in the display above can be incorporated in the LHS of previous inequality (18.11), by means
of the Cauchy–Schwarz inequality with a small parameter η > 0. The term (x), on the other hand, can be
dealt with using the bootstrap assumptions and the uniform L2 control given by Proposition 8.1. All in all,
we obtain ∫
S2
∫
{u=u2}∩{r≥R}∩R
(r2|LZ˙|2) dv dS2
+
∫
R
[
r|LZ˙|2 + | /∇Z˙|2
]
(1− µ) du dv dS2 ≤ C
∫
Σt∗
0
(r2|LZ˙|2)r−2 dΣt∗
+ C
∫
R∩{r≥4M}
r3|∂IT k(Rρ)|
2(1− µ) du dv dS2 + Cε2.
Combining this with bound (17.2), we obtain the claim (18.7), when j is restricted to be 0 in the sum.
Almost the same reasoning gives the bound (18.8).
Finally, in order to prove (18.9) in the special case j = 0, we carry out the same estimate (18.11) with
the choice p = 1, and f : [2M,∞) → R smooth, f(r) = 0 for r ∈ [2M, 4M ], f(r) = 1 for r ≥ 5M . We
integrate the resulting identity on the region R ∩ Zu2u1 . We then proceed with the same estimates as in the
previous case, being careful this time to use estimate (17.3) in order to get the |u|−1 decay appearing in
inequality (18.9).
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Step 2. Let us again consider the identity, which follows from Equation (11.9), valid upon integration on a
sphere of constant r-coordinate:
(18.12)
∫
S2
L
{
f(r)rp|LZ˙|2
}
dS2 +
∫
S2
L
{
f(r)(1 − µ)rp| /∇Z˙|2
}
dS2
−
∫
S2
L (f(r)rp) |LZ˙|2 dS2 −
∫
S2
r2L
(
f(r)(1 − µ)rp−2
)
| /∇Z˙|2 dS2
−
∫
S2
f(r)rp(LZ˙)
∑
a+b=j
a≥1
La
(
1− µ
r2
)
/∆S2L
bZ˙,I,0,k dS
2
=
∫
S2
2rpf(r)(LZ˙)∂IT
kLj(Rρ) dS
2.
Now, ∣∣∣∣∣∣∣∣
∫
S2
f(r)rp(LZ˙)
∑
a+b=j
a≥1
La
(
1− µ
r2
)
/∆S2L
bZ˙,I,0,k dS
2
∣∣∣∣∣∣∣∣
≤
1
2
∫
S2
pf(r)rp−1|LZ˙|2 dS2 + C
∫
S2
rp−5
j−1∑
b=0
| /∆S2L
bZ˙,I,0,k|
2 dS2
≤
1
2
∫
S2
pf(r)rp−1|LZ˙|2 dS2 + C
∫
S2
rp−3
∑
Ω∈
j−1∑
b=0
| /∇LbΩZ˙,I,0,k|
2 dS2
We choose f(r) smooth such that 3 ≥ f(r) ≥ 0, f(r) = 0 for r ∈ [2M, 4M ], and f(r) = (1 − µ)−2 for
r ≥ 5M . We furthermore choose p = 2. We integrate identity (18.12) on R ∩ {u ≤ u2}. Upon discarding
the positive boundary terms, and an application of inequality (14.8) to bound the error term in the region
r ∈ [4M, 5M ], we obtain∫
S2
∫
{u=u2}∩{r≥R}∩R
(r2|LZ˙|2) dv dS2
+
∫
R∩{r≥4M}∩{u≤u2}
[
r|LZ˙|2 + | /∇Z˙|2
]
(1− µ) du dv dS2 ≤ C
∫
Σt∗
0
(r2|LZ˙|2)r−2 dΣt∗
+ C
∫
R∩{r≥4M}
[
r2|LZ˙| · |∂IT k(Rρ)|
]
(1 − µ) du dv dS2
+ C
∫
R∩{r≥4M}∩{u≤u2}
r−1
∑
Ω∈
j−1∑
b=0
| /∇LbΩZ˙,I,0,k|
2 dS2 du dv + Cε2.
An application of the Cauchy–Schwarz inequality yields∫
S2
∫
{u=u2}∩{r≥R}∩R
(r2|LZ˙|2) dv dS2
+
∫
R∩{r≥4M}∩{u≤u2}
r|LZ˙|2 + | /∇Z˙|2︸ ︷︷ ︸
(i)
 (1− µ) du dv dS2 ≤ C ∫
Σt∗
0
(r2|LZ˙|2)r−2 dΣt∗
+ C
∫
R∩{r≥4M}∩{u≤u2}
r3|∂IT k(Rρ)|
2(1− µ) du dv dS2
+
∫
R∩{r≥4M}∩{u≤u2}
r−1
j−1∑
b=0
∑
Ω∈
| /∇LbΩZ˙,I,0,k|
2
︸ ︷︷ ︸
(ii)
dS2 du dv + Cε2.
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We conclude now by an induction argument, using the fact that, upon summation, we have the following
relation between terms (i) and (ii), if a ∈ N:∑
|J|=a+1
| /∇Z˙,J,j,k|
2 ≥
∑
Ω∈
|I|=a
| /∇ΩZ˙,I,j,k|
2

18.1. Morawetz estimate in terms of FR

. In order to close our estimates, we need a Morawetz estimate
and a bound on the energy involving only terms in FR

.
Proposition 18.2 (Morawetz estimate in terms of FR

). Let l ∈ N, l ≥ 5. There exist a small number
ε˜ > 0, a constant C > 0 and a number R∗ > 0 such that the following holds. Let F be a smooth solution of
the MBI system (2.6) on R
t∗3
t∗0
⊂ Se. Let R := R
t∗2
t∗1
. Assume the bootstrap assumptions BS
(
R
t∗3
t∗0
, 1,
⌊
l+4
2
⌋
, ε
)
.
Assume the following weighted bounds on the initial energy, similar to (17.1):
(18.13)
∑
|I|+k≤l−1
∫
Σt∗
0
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∑
|I|+k≤l−1
∫
Σt∗
0
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∫
Σt∗
0
r|∂≤lα|2 dΣt∗ ≤ ε
2,
‖F‖2Hl+4(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Let u0 = t0 − R∗, where t0 = t
∗
0 − 2M log(R − 2M), and R∗ = R + 2M log(R − 2M) −
3M − 2M logM .
Then, we have the following inequalities:
∑
|I|+k≤l−2
|I|≥1
∫
Z
u2
u1
∩R∩{r≥4M}
r−3|Zˆ,I,0,k|
2r−2 dVol ≤ Cε2(|u1|+ 1)
−2 + C
∑
|I|+k≤l−3
|I|≥1
FR

[Zˆ,I,0,k](u1),(18.14)
∑
|I|+k≤l−3
|I|≥1
∫
Z
u2
u1
∩R
r−3|Zˆ,I,0,k|
2r−2 dVol ≤ Cε2(|u1|+ 1)
−2 + C
∑
|I|+k≤l−3
|I|≥1
FR

[Zˆ,I,0,k](u1),(18.15)
∑
|I|+j+k≤l−3
|I|≥1
∫
Z
u2
u1
∩R
r−3|Zˆ,I,j,k|
2r−2 dVol ≤ Cε2(|u1|+ 1)
−2 + C
∑
|I|+j+k≤l−3
|I|≥1
FR

[Zˆ,I,j,k](u1).(18.16)
∑
|I|+j+k≤l−4
|I|≥1
∫
Z
u2
u1
∩R
r−2|T Zˆ,I,j,k|
2r−2 dVol ≤ Cε2(|u1|+ 1)
−2 + C
∑
|I|+j+k≤l−3
|I|≥1
FR

[Zˆ,I,j,k](u1).(18.17)
Furthermore, the same inequalities hold true if Z is replaced by W .
Remark 18.3. Notice that estimates (18.15), (18.16) and (18.17) lose one derivative on the right hand side,
due to the degeneracy of the Morawetz estimate at r = 3M .
Proof of Proposition 18.2. Let us first set Z˙ := Z˙,I,0,k, with |I|+ k ≤ l − 4.
By a similar reasoning to the one leading to (12.8), we obtain the following inequality (notice that, in
particular, this depends on deriving an estimate analogous to (12.3) in the region Zu2u1):
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(18.18)
∫
Z
u2
u1
∩R
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
Z
u2
u1
(r2(1− µ)−1|∂IT
k(Rρ)|
2 + r−1(1− µ)|∂IT
k(Rρ)|
2) du dv
+ C
∫
Z
u2
u1
∩{2M≤r≤4M}
|Z˙,I,0,k||∂
I
T
k+1(Rρ)| du dv
+ C
∫
Z
u2
u1
∩{r≥4M}
|Z˙,I,0,k+1||∂
I
T
k(Rρ)| du dv
+ C
∫
Z
u2
u1
∩{2M≤r≤3M}
(|∂ILˆT
k(Rρ)|
2 + |∂IT
k((1 − µ)−1Rρ)|
2) dVol
+ C
∫
Σt∗
2
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤4M}
|∂IT
k((1 − µ)−1Rρ)|
2 dΣt∗
+ C
∫
Σt∗
1
∩{2M≤r≤R}
(|LZ˙|2 + (1− µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗
+ C
∫
Cu1∩R∩{r≥R}
(
|LZ˙|2 + | /∇Z˙|2
)
du dS2.
We use the Cauchy–Schwarz inequality with a small parameter η > 0 on the second and third term on the
RHS of the previous display, to incorporate the terms in Z into the LHS. We then have a total maximum
number of |I|+ k+ 1 derivatives on Rρ in the RHS, and the hypotheses of Lemma 17.1 let us only estimate
l − 2 of them, so we need to have |I|+ k ≤ l − 3. Hence, using decay estimate (17.7), this implies
(18.19)
∫
Z
u2
u1
∩R
{
1
r2
|LZ˙ − LZ˙|2 +
(r − 3M)2
r3
(
| /∇Z˙|2 +
1
r
|LZ˙ + LZ˙|2
)
+
1
r3
|Z˙|2
}
r−2 dVol
≤ C
∫
Σt∗
1
∩{2M≤r≤R}
(|LZ˙|2 + (1 − µ)−1|LZ˙|2 + | /∇Z˙|2)r−2 dΣt∗
+ C
∫
Cu1∩R∩{r≥R}
(
|LZ˙|2 + | /∇Z˙|2
)
du dS2 + Cε2(|u1|+ 1)
−2,
with |I|+ k ≤ l − 3. The last display, in particular, implies inequalities (18.14) and (18.15).
We now consider again relation (12.19). It follows that, letting Zˆj := Zˆ,I,j,k, with |I|+ j + k ≤ l − 3,
(18.20)
L(r−2(1− µ)|Zˆj |
2)
+ 2
(1− µ)2
r3
|Zˆj|
2 + (1− µ)(2j − 1)
2M
r4
|Zˆj|
2−2(1− µ)r−2ZˆjLˆ
j−1
( /∆Zˆ0)︸ ︷︷ ︸
(i)
−2r−2(1− µ)Zˆj∂
I
T
kLˆ
j−1
((1− µ)−1Rρ)︸ ︷︷ ︸
(ii)
+2r−2(1 − µ)Zˆj
(
j−1∑
i=1
f
(j−1)
i Zˆi
)
︸ ︷︷ ︸
(iii)
= 0.
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We have
(i)
S
2
= 2r−2(LZˆj−1)r
−2 /∆S2 Zˆj−1 + 2r
−2LZˆj−1
∑
a+b=j−1
a≥1
Lˆ
a
(r−2) /∆S2 Zˆb
S
2
= 2r−2( /∇L( /∇S2)AZˆj−1)(( /∇S2)
AZˆj−1) + 2r
−2LZˆj−1
∑
a+b=j−1
a≥1
Lˆ
a
(r−2) /∆S2 Zˆb
≤ L
(
r−2| /∇Zˆj−1|
2
)
− L(r−4)| /∇S2 Zˆj−1|+
1
4
r−3|Zˆj |
2 + C
j−2∑
b=0
r−7| /∆S2 Zˆb|
2
≤ L
(
r−2| /∇Zˆj−1|
2
)
− L(r−4)| /∇S2 Zˆj−1|+
1
4
(1− µ)r−3|Zˆj |
2 + C
j−2∑
b=0
∑
Ω∈
(1− µ)r−5| /∇ΩZˆb|
2.
Let us proceed to integrate the relation (18.20) on the spacetime region Zu2u1 ∩ R. An induction argument,
together with the bound (18.19) then yields:
∑
|I|+j+k≤l−3
|I|≥1
∫
Z
u2
u1
∩R
r−3|Zˆ,I,j,k|
2r−2 dVol ≤ Cε2(|u1|+ 1)
−2 + C
∑
|I|+j+k≤l−3
|I|≥1
FR

[Zˆ,I,j,k](u1).
This is the claim (18.16). Finally, the proof of (18.17) is straightforward, as one just needs to incorporate a
further r-weight in the left hand side of the estimate. 
Remark 18.4. In view of previous Proposition 18.2, we can estimate the bulk term on the right hand side of
estimate (18.9), to obtain (under the same assumptions of Proposition 18.1)
(18.21)
∫
S2
∫
{u=u2}∩{r≥R}∩R
∑
|I|+j+k≤l−4
|I|≥1
(r|LZ˙|2) dv dS2
+
∫
D
u2
u1
∩R
∑
|I|+j+k≤l−4
|I|≥1
[
|LZ˙|2 + | /∇Z˙|2 + r−2|Z˙|2
]
(1− µ) du dv dS2
≤ C
∑
|I|+j+k≤l−3
|I|≥1
FR

[Z˙](u1) +
∫
S2
∫
{u=u1}∩{r≥R}∩R
r
∑
|I|+j+k≤l−4
|I|≥1
|LZ˙|2 dv dS2 + Cε2(1 + |u1|)
−1.
Proposition 18.5 (Energy conservation for the FR

-fluxes). Let l ∈ N, l ≥ 4. There exist a small number
ε˜ > 0, a number R∗ > 0 and a constant C > 0 such that the following holds. Let t
∗
3 ≥ t
∗
0. Let F be a
smooth solution of the MBI system (2.6) on R
t∗3
t∗0
⊂ Se. Let R := R
t∗3
t∗0
. Assume the bootstrap assumptions
BS
(
R
t∗3
t∗0
, 1,
⌊
l+4
2
⌋
, ε
)
. Assume the following bounds on the initial energy:
(18.22)
∑
|I|+k≤l−1
∫
Σt∗
0
[
r|LZ˙,I,0,k|
2 + r| /∇Z˙,I,0,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∑
|I|+k≤l−1
∫
Σt∗
0
[
r|LW˙,I,0,k|
2 + r| /∇W˙,I,0,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∫
Σt∗
0
r|∂≤lα|2 dΣt∗ ≤ ε
2,
‖F‖
2
Hl+4(Σt∗
0
) ≤ ε
2.
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Here, 0 < ε < ε˜. Let ui = ti−R∗, where ti = t
∗
i − 2M log(R− 2M), and R∗ = R+2M log(r− 2M)− 3M −
2M logM , i ∈ {0, 3}. Under these conditions, we have the energy conservation statement:
(18.23)
∑
|I|+j+k≤l−4
|I|≥1
FR

[Zˆ,I,j,k](u2) ≤ C
∑
|I|+j+k≤l−3
|I|≥1
FR

[Zˆ,I,j,k](u1) + Cε
2(|u1|+ 1)
−2.
valid for u0 ≤ u1 ≤ u2 ≤ u3.
Furthermore, the same inequality holds when Zˆ is replaced by Wˆ .
Proof of Proposition 18.5. First, let us set |I|+k ≤ l− 4. Let us also recall the energy conservation identity,
Equation (12.5), valid upon integration on the sphere S2:
(18.24)
1
2
L|LZ˙,I,0,k|
2 +
1
2
L|LZ˙,I,0,k|
2 +
1
2
(L+ L)
(
(1− µ)| /∇Z˙,I,0,k|
2
)
S
2
= (T Z˙,I,0,k)∂
I
T
k(Rρ).
We proceed to integrate the last display on {u ≤ u˜} ∩ R
t∗3
t∗0
∩ Zu2u1 . The restriction {u ≤ u˜} is to avoid issues
at the future horizon H+. We obtain:∫
Σt∗
2
∩{2M≤r≤R}∩{u≤u˜}
(
|LZ˙|2 + | /∇Z˙|2 + (1− µ)|LˆZ˙|2
)
dΣt∗ +
∫
Cu2∩R∩{r≥R}
(
|LZ˙|2 + | /∇Z˙|2
)
du dS2
+
∫
Σt∗
3
∩Z
u2
u1
|LZ˙|2r−2 dΣt∗ +
∫
{u=u˜}∩R
|LZ˙|2 dS2 dv
≤ C
∫
Σt∗
1
∩{2M≤r≤R}
(
|LZ˙|2 + | /∇Z˙|2 + (1− µ)|LˆZ˙|2
)
dΣt∗ + C
∫
Cu1∩R∩{r≥R}
(
|LZ˙|2 + | /∇Z˙|2
)
du dS2
+ C
∫
R∩Z
u2
u1
∩{u≤u˜}
∣∣∣(T Z˙,I,0,k)∂IT k(Rρ)∣∣∣ du dv dS2.
We let u˜ → ∞, and use the monotone convergence theorem. We then proceed to estimate the right hand
side of the resulting inequality in the following way. Combining with estimate (18.17) (notice the important
fact that we need the weight r−2), we obtain∫
R
t∗
2
t∗
1
∩D
u2
u1
∣∣∣(T Z˙,I,0,k)∂IT k(Rρ)∣∣∣ du dv dS2
≤
∫
R∩D
u2
u1
r−2|Z˙,I,0,k+1|
2 du dv dS2 +
∫
R∩D
u2
u1
|∂IT
k(Rρ)|
2 dVol
≤ C
∑
|I|+k′≤l−3
|I|≥1
(∫
Σt∗
1
∩{2M≤r≤R}
(|LZ˙,I,0,k′ |
2 + (1 − µ)−1|LZ˙,I,0,k′ |
2 + | /∇Z˙,I,0,k′ |
2)r−2 dΣt∗
+C
∫
Cu1∩R∩{r≥R}
(
|LZ˙,I,0,k′|
2 + | /∇Z˙,I,0,k′ |
2
)
du dS2
)
+ Cε2(|u1|+ 1)
−2.
We then improve the weight of the L derivative near the horizon by a redshift estimate (we omit the details).
This gives the following restricted version of the claim:
(18.25)
∑
|I|+k≤l−4
|I|≥1
FR

[Zˆ,I,0,k](u2) ≤ C
∑
|I|+k≤l−3
|I|≥1
FR

[Zˆ,I,0,k](u1) + Cε
2(|u1|+ 1)
−2.
We now extend the claim to all derivatives. Recall that we have, from (11.9), the following:
(18.26) LLZ˙,I,j,k −
∑
a+b=j
La
(
1− µ
r2
)
/∆S2L
bZ˙,I,0,k = ∂
I
T
kLjRρ.
Let us impose the following requirement throughout the rest of the proof: |I|+ j + k ≤ l − 4. Choose now
f(r) a smooth nondecreasing radial function such that f(r) = 1 for 2M ≤ r ≤ R, f(r) = 0 for r ≥ R +M .
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Multiplying by f(r)T Z˙,I,j,k the previous display (18.26) implies the following equation, valid upon integration
on S2:
(18.27)
1
2
L(f(r)|LZ˙,I,j,k|
2)−
1
2
Lf(r)|LZ˙,I,j,k|
2
+
1
2
L(f(r)|LZ˙,I,j,k|
2)−
1
2
Lf(r)|LZ˙,I,j,k|
2 +
1
2
f(r)(L + L)((1− µ)| /∇Z˙,I,j,k|
2)
S
2
= f(r)
∑
a+b=j
a≥1
(T Z˙,I,j,k)L
a
(
1− µ
r2
)
/∆S2 Z˙,I,b,k + f(r)(T Z˙,I,j,k)∂
I
T
kLjRρ.
Let us integrate the previous display on {2M ≤ r ≤ R+M} ∩ Zu2u1 ∩R (recall that R = R
t∗3
t∗1
). We obtain
(18.28)
∫
Σt∗
2
∩{r≤R}
|LZ˙,I,j,k|
2 + (1 − µ)|LˆZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dΣt∗ −
∫
Z
u2
u1
∩{R≤r≤R+M}
|LZ˙,I,j,k|
2 dVol
≤ C
∫
Σt∗
1
∩{r≤R}
|LZ˙,I,j,k|
2 + (1 − µ)|LˆZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dΣt∗
+ C
∫
Cu1∩{R≤r≤R+M}
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dΣt∗
+ C
∫
Z
u2
u1
∩{2M≤r≤R+M}
(
|T Z˙,I,j,k|
2 +
j−1∑
b=0
| /∆S2 Z˙,I,b,k|
2 + |∂IT
kLjRρ|
2
)
dVol
Recall again the equation:
(18.29) LLZ˙,I,j,k −
∑
a+b=j
La
(
1− µ
r2
)
/∆S2L
bZ˙,I,0,k = ∂
I
T
kLjRρ.
Let us now choose a smooth nondecreasing radial function g(r) which satisfies the following: g(r) = 0 for
r ∈ [2M,R−M ], g(r) = 1 for r ∈ [R,∞). We now multiply relation (18.29) through by (1− µ)g(r)LZ˙,I,j,k,
and integrate on S2, in order to obtain:
L
(
(1− µ)g(r)|LZ˙,I,j,k|
2
)
− L((1− µ)g(r))|LZ˙,I,j,k|
2
+ L(g(r)(1 − µ)2| /∇Z˙,I,j,k|
2)− L(r−2(1− µ)2g(r))| /∇S2 Z˙,I,j,k|
2
− (1− µ)g(r)
 ∑
a+b=j
a≥1
(LZ˙,I,j,k)L
a
(
1− µ
r2
)
/∆S2 Z˙,I,b,k
 S2= (1 − µ)g(r)LZ˙,I,j,k∂IT kLjRρ.
We now proceed to integrate the previous display on Zu2u1 ∩R∩{r ≥ R−M} with respect to the form du dv.
We obtain the following inequality:
(18.30)
∫
Cu2∩R∩{r≥R}
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dS2 dv −
∫
Z
u2
u1
∩{R−M≤r≤R}
| /∇Z˙,I,j,k|
2 + |LZ˙,I,j,k|
2 dVol
+
∫
D
u2
u1
∩R
r−2|LZ˙,I,j,k|
2 + r−1| /∇Z˙,I,j,k|
2 dS2 du dv
≤ C
∫
Σt∗
1
∩{R−M≤r≤R}
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dS2 dv
+ C
∫
Cu1∩{r≥R}∩R
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dS2 dv
+ C
∫
R∩Z
u2
u1
∩{r≥R−M}
(
j−1∑
b=0
r−5| /∆S2 Z˙,I,b,k|
2 + r2|∂IT
kLjRρ|
2
)
dS2 du dv
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Using now the estimate (17.4) to bound the spacetime error terms, as well as the Morawetz estimate in
Proposition 18.2, we obtain, adding displays (18.28) and (18.30), if |I|+ j + k ≤ l − 4,∫
Σt∗
2
∩{r≤R}
|LZ˙,I,j,k|
2 + (1− µ)|LˆZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dΣt∗
+
∫
Cu2∩R∩{r≥R}
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dS2 dv
≤ C
∫
Σt∗
1
∩{r≤R}
|LZ˙,I,j,k|
2 + (1− µ)|LˆZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dΣt∗
+ C
∫
Cu2∩R∩{r≥R}
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dS2 dv
+ C
∫
Z
u2
u1
∩{2M≤r≤R+M}
(
|T Z˙,I,j,k|
2 +
j−1∑
b=0
| /∆S2Z˙,I,b,k|
2 + |∂IT
kLjRρ|
2
)
dVol
+ C
∫
R∩Z
u2
u1
∩{r≥R−M}
(
j−1∑
b=0
r−5| /∆S2 Z˙,I,b,k|
2 + r2|∂IT
kLjRρ|
2
)
dS2 du dv
≤
∑
|I|+j+k≤l+2
(
C
∫
Σt∗
1
∩{r≤R}
|LZ˙,I,j,k|
2 + |LˆZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dΣt∗
+C
∫
Cu1∩R∩{r≥R}
|LZ˙,I,j,k|
2 + | /∇Z˙,I,j,k|
2 dS2 dv
)
+ Cε2(|u1|+ 1)
−2.
The last display is almost the claim, as we still have to improve the weight on the Lˆ derivative near r = 2M .
To remove such degeneracy, we perform a standard redshift estimate: we integrate inequality (12.19) on
Zu2u1 ∩ {2M ≤ r ≤ R}, and we bound the resulting spacetime terms by the degenerate Morawetz estimate
(18.15) and the inequality (17.4). 
19. Application of the rp method: decay of null fluxes
Now that we have all the necessary estimates, we can apply the rp method of Dafermos and Rodnianski
to prove integrated decay for Z and W . The argument will rely on exploiting the rp-hierarchy, proving
integrated decay on dyadic sequences and then using the results of previous Subsection 18.1 to remove the
restriction to sequences.
Proposition 19.1. Let l ∈ N, l ≥ 1. There exist a small number ε˜ > 0, a number R∗ > 0 and a constant
C > 0 such that the following holds. Let F be a smooth solution of the MBI system (2.6) on R
t∗3
t∗0
⊂ Se. Let
R := R
t∗3
t∗0
. Assume the bootstrap assumptions BS
(
R
t∗3
t∗0
, 1,
⌊
l+9
2
⌋
, ε
)
. Assume the following bounds on the
initial energy:
(19.1)
∑
|I|+j+k≤l+4
∫
Σt∗
0
[
r2|LZ˙,I,j,k|
2 + r| /∇Z˙,I,j,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∑
|I|+j+k≤l+4
∫
Σt∗
0
[
r2|LW˙,I,j,k|
2 + r| /∇W˙,I,j,k|
2
]
r−2 dΣt∗ ≤ ε
2,
∫
Σt∗
0
r|∂≤l+4α|2 dΣt∗ ≤ ε
2,
‖F‖
2
Hl+9(Σt∗
0
) ≤ ε
2.
Here, 0 < ε < ε˜. Let u0 = t0 − R∗, where t0 = t
∗
0 − 2M log(R − 2M), and R∗ = R + 2M log(R − 2M) −
3M − 2M logM .
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Recall that Z := r2ρ, and it satisfies Equation (11.4). Under these assumptions, we have the inequality:
(19.2)
∑
|I|+j+k≤l+3
|I|≥1
∫
S2
∫
Cu1∩R∩{r≥R}
r2|LZˆ,I,j,k|
2 dv dS2 ≤ Cε2,
valid for all u1 ∈ R. Furthermore, we have the decay of fluxes, valid for u ≥ u0,
(19.3)
∑
|I|+j+k≤l+1
|I|≥1
FR

[Zˆ,I,j,k](u) +
∫
Cu∩R∩{r≥R}
r|LZˆ,I,j,k|
2 dS2 dv ≤ C(|u|+ 1)−1ε2,
(19.4)
∑
|I|+j+k≤l
|I|≥1
FR

[Zˆ,I,j,k](u) ≤ C(|u|+ 1)
−2ε2.
Remark 19.2. Notice that in this Proposition we require four plus the number of derivatives needed in all
Propositions of Section 18. Hence, all results of previous propositions have four more derivatives.
Proof. Let us set Z˙ := Z˙,I,j,k, and Zˆ := Zˆ,I,j,k. It clearly follows, from (18.7) and the assumptions on the
initial energy, that we have the uniform bound∫
S2
∫
{u=u2}∩{r≥R}∩R
∑
|I|+j+k≤l+2
(r2|LZ˙|2) dv dS2 ≤ C
∫
Σt∗
0
∑
|I|+j+k≤l+2
(r2|LZ˙|2)r−2 dΣt∗ + Cε
2 ≤ Cε2,
for all u1 ∈ R. The hypotheses let us use Proposition 18.1. Furthermore, adding a multiple of the Morawetz
estimate (18.16), we have, from (18.8), letting u1 ≥ u0, recalling that Lˆ = (1− µ)
−1L,
(19.5)
∫
R
t∗
2
t∗
1
∩{r≤R}
∑
|I|+j+k≤l+3
|I|≥1
(|LZˆ|2 + |LˆZˆ|2 + | /∇Zˆ|2 + |Zˆ|2) dVol
+
∫
D
u2
u1
∩R
∑
|I|+j+k≤l+3
|I|≥1
[
r|LZ˙|2 + | /∇Z˙|2 + r−2|Z˙|2
]
(1− µ) du dv dS2 ≤ Cε2.
Here, t∗i := ui +R∗ + 2M log(R− 2M), where R∗ = R+ 2M log(R− 2M)− 3M − 2M logM , for i = 1, 2.
Since we can easily estimate the weight (1−µ) in the region {r ≥ R}, the last display in particular implies
(19.6)
∫
R
t∗
2
t∗
1
∩{r≤R}
∑
|I|+j+k≤l+3
|I|≥1
(|LZˆ|2 + |LˆZˆ|2 + | /∇Zˆ|2 + |Zˆ|2) dVol
+
∫
D
u2
u1
∩R
∑
|I|+j+k≤l+3
|I|≥1
[
r|LZˆ|2 + | /∇Zˆ|2 + r−2|Zˆ|2
]
(1− µ) du dv dS2 ≤ Cε2.
We identify the sequence un := 2
nu0. We deduce the existence of a sequence u˜n such that un ≤ u˜n ≤ un+1
and
(19.7)
∑
|I|+j+k≤l+3
|I|≥1
(
F[Zˆ](u˜n) +
∫
Cu˜n∩R∩{r≥R}
r|LZˆ|2 dv dS2
)
≤ Cε2u−1n .
We eliminate the restriction to the dyadic sequence via estimate (18.21). We have, for u ≥ u0, (note that
we add 5 derivatives, so l − 4 + 5 = l + 1)
(19.8)
∑
|I|+j+k≤l+1
|I|≥1
(
F[Zˆ](u) +
∫
Cu˜∩R∩{r≥R}
r|LZˆ|2 dv dS2
)
≤ Cε2u−1.
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We now use inequality (18.21), added to the Morawetz estimate (18.16). We estimate the boundary terms
in the resulting inequality using previous estimate (19.7). We finally obtain, along the sequence un = u02
n,
the bound
(19.9)
∫
R
t∗
n+1
t∗n
∩{r≤R}
∑
|I|+j+k≤l+1
|I|≥1
(|LZˆ|2 + |LˆZˆ|2 + | /∇Zˆ|2 + |Zˆ|2) dVol
+
∫
D
un+1
un ∩R
∑
|I|+j+k≤l+1
|I|≥1
[
|LZˆ|2 + | /∇Zˆ|2 + r−2|Zˆ|2
]
(1− µ) du dv dS2 ≤ Cε2(1 + un)
−1.
Here, again, t∗i := ui + R∗ + 2M log(R − 2M), where R∗ = R + 2M log(R − 2M) − 3M − 2M logM , for
i = 1, 2, . . . Hence, along a sequence u¯n, such that un ≤ u¯n ≤ un+1, we have
(19.10)
∑
|I|+j+k≤l
|I|≥1
F[Zˆ](u¯n) ≤ Cε
2u¯−2n .
We remove the restriction to the dyadic sequence via conservation of energy, Proposition 18.5. 
20. Sobolev embedding for ρ and σ
In this section we use the bounds on the fluxes to prove L∞ decay for ρ and σ.
Proposition 20.1. There exists a small number ε˜ > 0, a number R∗ > 0 and a constant C > 0 such that
the following holds. Let us require the same assumptions of Proposition 19.1. We have then
(20.1) |∂≤l−2ρ|, |∂≤l−2σ| ≤ Cετ−1r−
3
2 on R, |∂≤l−2ρ|, |∂≤l−2σ| ≤ Cετ−
1
2 r−2 on R.
Proof. We divide the proof in two steps. In Step 1, we will prove the claim in the region R ∩ {u ≥ u0}. In
Step 2, we will accomplish the easier task to prove the claim in the region R ∩ {u ≤ u0}. We restrict our
reasoning to the estimates for ρ, the estimates for σ being analogous.
Step 1. Recall the definition of the spherical average of a function:
f¯ :=
1
4π
∫
S2
f(ω) dS2(ω).
Let |I|+ j + k ≤ l − 2. We apply the Sobolev embedding in the Appendix, Lemma H.4, with the choice of
f := r3ρ, and obtain
(20.2)
sup
r1∈[2M,R]
|ρˆ,I,j,k(t
∗
1, r1, ω)− ρˆ,I,j,k(t
∗
1, r1)| ≤ C
∫ R
2M
∫
S2
(| /∇ /∇ρˆ,I,j,k|
2 + | /∇∂r1
/∇ /∇ρˆ,I,j,k|
2) dS2 dr1
≤
∑
|I|+j+k≤l
|I|≥1
F[Zˆ](u) ≤ Cε
2u−2.
Together with the decay of the spherical average in Proposition 9.1, we have the claim in the region R∩{r ≤
R}.
We now wish to derive bounds on the region R ∩ {u ≥ u0} ∩ {r ≥ R}. We begin by noticing:
(20.3)
|ρˆ,I,j,k − ρˆ,I,j,k|
2 ≤ C
∫
S2
3∑
i,j=1
| /∇Ωi /∇Ωj ρˆ,I,j,k|
2 dS2
≤ C
∫
S2
r4| /∇ /∇ρˆ,I,j,k|
2 dS2 ≤ C
∫
S2
r−2
∑
|J|=|I|+1
| /∇Zˆ,J,j,k|
2 dS2.
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Also, we have that, letting Zˆ := Zˆ,J,j,k, and vR such that −u+ vR = 2R∗,
(20.4)
r
∫
S2
| /∇Zˆ|2(u, v, ω) dS2
≤ C
∫ v
vR
∫
S2
| /∇Zˆ|2(u, v, ω) dS2 dv + C
∫ v
vR
∫
S2
r
(
| /∇Zˆ|| /∇L /∇Zˆ|
)
dS2 dv + C
∫
S2
| /∇Zˆ|2(uR, vR, ω) dS
2
≤ C
∫ v
vR
∫
S2
3∑
i=1
(
| /∇Zˆ|| /∇L /∇Ωi Zˆ|
)
dS2 dv + C
∫ v
vR
∫
S2
3∑
i=1
| /∇Zˆ|2 dS2 dv + C
∫
S2
| /∇Zˆ|2(uR, vR, ω) dS
2
≤ Cε2τ−2 + C
(∫ v
vR
∫
S2
| /∇Zˆ|2 dS2 dv
) 1
2
(∫ v
vR
∫
S2
3∑
i=1
| /∇L /∇Ωi Zˆ|
2 dS2 dv
) 1
2
≤ Cε2τ−2.
Let us now restrict to |I|+ j + k ≤ l − 2, and furthermore |J | = |I|+ 1, so that
(20.5)
∫ v
vR
∫
S2
3∑
i=1
| /∇L /∇Ωi Zˆ|
2 dS2 dv ≤ C
∑
H+j′+k′≤l
|H|≥1
FR

[Zˆ,H,j′,k′ ](u) ≤ Cε
2(|u|+ 1)−2,
by Proposition 19.1. This implies, together with the decay of the spherical average in Proposition 9.1, that
the claim holds in the region R ∩ {u ≥ u0}:
(20.6) |∂mρ|, |∂mσ| ≤ Cετ−1r−
3
2 ,
for m ≤ l − 2.
We now turn to the second part of the claim (decay rate: τ−
1
2 r−2). We have, again letting Zˆ := Zˆ,J,j,k,
and vR such that −u+ vR = 2R∗,
(20.7)
r2
∫
S2
| /∇Zˆ|2(u, v, ω) dS2(ω) ≤ C
∫
S2
3∑
i=1
| /∇ΩiZˆ|
2(u, v, ω) dS2(ω)
≤ C
∫
S2
3∑
i=1
| /∇Ωi Zˆ|
2(uR, vR, ω) dS
2(ω) + C
∫ v
vR
∫
S2
/∇L(
3∑
i=1
| /∇Ωi Zˆ|
2) dS2(ω) dv.
The first term in the right hand side of the last display is estimated by averaging in r and using the decay
estimate (19.4). For the second term, we notice that
(20.8)
∣∣∣∣∣
∫ v
vR
∫
S2
/∇L(
3∑
i=1
| /∇Ωi Zˆ|
2) dS2(ω) dv
∣∣∣∣∣
≤ C
3∑
i=1
(∫ v
vR
∫
S2
r−2| /∇Ωi Zˆ|
2 dS2(ω) dv
) 1
2
×
(∫ v
vR
∫
S2
r2| /∇L /∇Ωi Zˆ|
2 dS2(ω) dv
) 1
2
≤ Cε2τ−1.
Here, we used both inequalities (19.2) and (19.4). This reasoning, together with the spherical Sobolev
estimate in Lemma H.2 and Proposition 9.1 on the spherical average implies the bound for ρ:
(20.9) |∂mρ| ≤ Cετ−
1
2 r−2,
for all m ≤ l − 2. This concludes the proof of Step 1.
Step 2. In the region u ≤ u0, it suffices to show, for some constant C > 0, that
|∂mρ| ≤ Cεr−2.
This follows by the uniform estimate (19.2), and the bounds on initial data on Σt∗
0
, plus r-weighted Sobolev
embedding on Σt∗0 . 
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21. L∞ decay for α
In this section, we establish L∞ bounds for α. These arguments are very similar in nature to those carried
our for the linear case, both in [31] and in [11]. We prove the following Proposition.
Proposition 21.1. There exist a small number ε˜ > 0, a number R∗ > 0 and a constant C > 0 such that the
following holds. Let us require the same assumptions of Proposition 19.1. Furthermore, let us assume that
α satisfies the initial bound
(21.1)
∫
Σt∗
0
r4|∂≤lα|2 dΣt∗ ≤ ε
2.
We have then
(21.2) |∂≤l−5α| ≤ Cετ−
1
2 r−2, |∂≤l−5α| ≤ Cετ−1r−
3
2 ,
on the region R.
Proof. We divide the proof in two Steps. In Step 1, we will derive the uniform bound |∂mα| ≤ Cεr−1 for
m ≤ l− 4. In Step 2, we will improve the rate up to the one claimed in the statement of the Proposition.
Step 1. We have, from Equation (9.7), that α satisfies the following transport equations:
L(r2σ) + r2 /curl α = 0, −L(r2ρ) + r2 /div α = −r2H
∆
µ κλ
L ∇µFκλ.(21.3)
We commute these Equations with ∂I

Lˆ
j
T k, with |I| + j + k ≤ l − 3, and the decay estimates proved in
Proposition 20.1. We use the unweighted Sobolev embedding of Corollary 8.4 to bound the terms in σ and
ρ. Then, we use the Sobolev embedding on the sphere S2, plus the fact that the map α 7→ ( /div α, /curl α)
has no kernel. We finally have the claim:
(21.4) |∂≤l−4α| ≤ Cεr−1.
Step 2. By Equation (E.1) for α derived in Lemma E.1, we have
(21.5) /∇L(rαA) = r(1 − µ)( /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ.
This implies, letting ei := Ωi/r, where i ∈ {1, 2, 3}, since /∇Lei = 0,
L(rα(ei)) = r(1 − µ)( /∇eiρ+ /εeiB
/∇
B
σ) + r(1 − µ)(H∆)µeiκλ∇
µFκλ.
Commuting the previous display with derivatives ∂I

T k, such that |I| + k ≤ l − 5, we then obtain, letting
A := α(ei),
L(rA˙,I,0,k) = r(1 − µ)∂
I
T
k( /∇eiρ+ /εeiB
/∇
B
σ) + r(1 − µ)∂IT
k((H∆)µeiκλ∇
µFκλ).
We let p := (u, v, θ, ϕ), and we integrate the previous display on a line of constant v from the initial
hypersurface Σt∗0 to u. We let ut∗0 be the coordinate of the point of intersection of the line of constant v-
coordinate passing through p. The boundary term at Σt∗
0
can be estimated from initial data, by the Sobolev
embedding, and the assumptions on the norm in (21.1):
(21.6)
r|A˙I,0,k| .
∫ u
ut∗
0
3∑
i=1
(| /∇Ωi ρ˙,I,0,k|+ | /∇Ωi σ˙,I,0,k|︸ ︷︷ ︸
(I)
+ |∂IT
k((H∆)µΩiκλ∇
µFκλ)|︸ ︷︷ ︸
(II)
) du′
+ Cε2min{τ−1r−
1
2 , τ−
1
2 r−1}.
Here, we implicitly used the fact that our definition of τ implies v−1 ≤ Cmin{τ−1, r−1}, for some constant
C > 0. We now would like to show the following Claim:
(I) + (II) ≤ Cεmin{τ−1r−
3
2 , τ−
1
2 r−2}.
The term (II) is estimated using the unweighted Sobolev embedding of Corollary 8.4, estimate Step 1 in
Equation (21.4), and the bootstrap assumptions. Indeed, by the form of H
∆
, it suffices to estimate the term
|∂IT
k(FµΩi∇
µF)|.
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After expressing the sum we obtain
(21.7) |∂IT
k(FµΩi∇
µF)| ≤ C|∂IT
k(σΩi(F))|+ r|∂
I
T
k(α(ei)L(F))|+ r|∂
I
T
k(α(ei)L(F))|.
All the terms except the last in (21.7) can be estimated by the unweighted Sobolev embedding of Corollary 8.4,
plus the bootstrap assumptions. Regarding the last term, we again use the unweighted Sobolev embedding
of Corollary 8.4, plus the bootstrap assumptions, except when α has the highest number of derivatives. In
that case, we use Step 1 and the bootstrap assumptions, to obtain
r|∂aα||∂bα||∂cα| ≤ εmin{τ−1r−
3
2 , τ−
1
2 r−2},
if a+ b + c ≤ l − 4. We have therefore obtained the Claim for term (II).
Regarding term (I), we recall what we proved in Proposition 20.1:
(21.8) |∂mρ|, |∂mσ| ≤ Cετ−1r−
3
2 on R, |∂mρ|, |∂mσ| ≤ Cετ−
1
2 r−2 on R,
for all m ≤ l − 2. Hence, we have the Claim also for (I).
We would then like to estimate the integral appearing in (21.6). If necessary, we split such integral in two
parts:
(21.9)
∫ u
u
Σt∗
0
=
∫ u0
u
Σt∗
0
+
∫ u
u0
.
In order to estimate the first integral in the decomposition (21.9), we just use the fact that, in the region
{u ≤ u0} ∩ R, v ≤ 2r∗ + u0 and v ≥ v0, for some constant v0 ∈ R. The claim follows in a straightforward
manner.
To estimate the second integral in the decomposition (21.9), we observe that trivially, on the region
{u ≥ u0} ∩ R, either
u ≥ v/3 or (u ≤ v/3 ⇐⇒ 3r∗ ≥ v).
Hence, in R ∩ {u ≥ v/3} ∩ {u ≥ u0},
|∂mρ|, |∂mσ| ≤ Cεv−1r−
3
2 ,
whereas in R ∩ {u ≤ v/3} ∩ {u ≥ u0},
|∂mρ|, |∂mσ| ≤ Cεu−1/2v−2,
for m ≤ l − 2. Then,∫ v
u0
(u′)−
1
2 v−2 du′ =
∫ v/3
u0
(u′)−
1
2 v−2 du′ +
∫ u
v/3
(v − u′)−3/2v−1 du′
= 2((v/3)
1
2 − u
1
2
0 )v
−2 − 2((v − u)−
1
2 − (v − v/3)−
1
2 )v−1 . v−1r−
1
2 .
This implies the decay rates
|A˙,I,0,k| ≤ Cετ
− 1
2 r−2, |A˙,I,0,k| ≤ Cετ
−1r−
3
2 ,
with |I| + k ≤ l − 5. Finally, commuting the transport equation for α (Equation (21.5)) multiple times
with Lˆ, using the bootstrap assumptions, the unweighted Sobolev embedding of Corollary 8.4, and Step 1,
implies
|Aˆ,I,j,k| ≤ Cετ
− 1
2 r−2, |A˙,I,j,k| ≤ Cετ
−1r−
3
2 ,
with again |I|+ j + k ≤ l − 5. This concludes the proof of the Proposition. 
22. Decay for α
Proposition 22.1. There exists a small number ε˜ > 0, a number R∗ > 0 and a constant C > 0 such that
the following holds. Let us require the same assumptions of Proposition 19.1. We have then
(22.1) |∂≤l−4α˜| ≤ Cετ−1r−1 on R.
Here, recall that α˜ := (1 − µ)−1α.
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Proof. This proof will be carried out looking at the transport equations satisfied by α, and using the L∞
decay estimates previously obtained in Proposition 20.1 and Proposition 21.1. We divide the proof in two
Steps. In Step 1, we will prove the required decay estimate in the region R ∩ {r ≤ R}. In Step 2, we will
prove the required estimate in R ∩ {r ≥ R}.
Step 1. We recall the transport equations (9.6):
(22.2) − Lˆ(r2σ) + (1− µ)−1r2 /curl α = 0, Lˆ(r2ρ) + r2(1 − µ)−1 /div α = −r2H
∆
µ κλ
Lˆ
∇µFκλ.
Commuting these relations with ∂I

Lˆ
j
T k, with |I| + j + k ≤ l − 4, using the decay rates obtained in
Proposition 21.1 and Proposition 20.1, and the bootstrap assumptions on the terms containing H
∆
, we
obtain the claim in the region R ∩ {2M ≤ r ≤ R}.
Step 2. Look at the equation for α:
(22.3) /∇L(rαA) = r(1 − µ)(− /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ.
Let ei := r
−1Ωi as before, and use the fact that /∇Lei = 0 to obtain
L(rα(ei)) = (1− µ)(− /∇Ωiρ+ /εΩiB
/∇
B
σ) + (1− µ)(H∆)µΩiκλ∇
µFκλ.
Letting now A := α(ei), we commute the previous display with the operator ∂
I

T k, with |I|+ k ≤ l− 4. We
obtain:
L(rA˙,I,0,k) = (1− µ)(− /∇Ωi ρ˙,I,0,k + /εΩiB(
/∇
B
σ˙,I,0,k)) + (1 − µ)∂
I
T
k((H∆)µΩiκλ∇
µFκλ).
Hence, integrating on a line of constant u-coordinate, letting vR ∈ R such that vR − u = 2R∗, we obtain
(22.4)
r|A˙,I,0,k(u, v, ω)| −R|A˙(u, vR, ω)| ≤ C
∫ v
vR
(|Ωiρ˙,I,0,k|+
3∑
a=1
|Ωaσ˙,I,0,k|)︸ ︷︷ ︸
(i)
+ |∂IT
k((H∆)µΩiκλ∇µFκλ)|︸ ︷︷ ︸
(ii)
dv.
We now notice that term (ii) can be dealt with exactly in the same way as term (II) in the proof of
Proposition 21.1. We have then, under our assumptions, that, in the region R ∩ {r ≥ R},
(ii) ≤ Cε(|u|+ 1)−1r−
3
2 .
Similarly, from Proposition 20.1, we have
(i) ≤ Cε(|u|+ 1)−1r−
3
2 .
We now notice that
(22.5)
∫ v
vR
(|u|+ 1) r(u, v′)−
3
2 dv′ = (|u|+ 1)−1
(
1
R
1
2
−
1
r
1
2
)
≤ C(|u|+ 1)−1.
Plugging this into Equation (22.4), we obtain the claim for all derivatives of α, except those in the Lˆ direction.
Since we are far from {r = 2M}, it suffices to show the desired claim for derivatives only in the frame
{L, T,Ω1,Ω2,Ω3}.
From Equation (22.3), it follows that
L(rA˙,I,0,k) = (1− µ)(− /∇Ωi ρ˙,I,0,k + /εΩiB(
/∇
B
σ˙,I,0,k)) + (1 − µ)∂
I
T
k((H∆)µΩiκλ∇
µFκλ).
Commuting the last display with the operator Lj , using the decay rates obtained in Proposition 20.1, the
bootstrap assumptions and the unweighted Sobolev embedding of Corollary 8.4, we obtain
(22.6) |∂mα| ≤ Cετ−1r−1,
on the region {r ≥ R} ∩ R. We combine this estimate with the bound for small r obtained previously in
Step 1, and conclude the proof of the Proposition. 
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23. Closing the bootstrap argument
In this Section, we conclude the argument and prove the global existence Theorem 3.1.
Proof of Theorem 3.1. Let ε0 > 0, and consider F0 from the statement of the Theorem. Let 0 < ε <
ε0. Let I ⊂ R (depending on F0 and ε0) be the set such that a smooth solution F exists to the MBI
system (2.6) on RI := {r ≥ rin}∩{t
∗ ∈ I} which has initial data F0, and satisfies the bootstrap assumptions
BS
(
RI , 1,
⌊
l+9
2
⌋
, ε
)
. The set I ∩ (t∗0 ,∞) is nonempty, because of the local existence statement Theorem 4.1.
Furthermore, by continuity, the set I is closed.
Finally, we would like to prove that the set I ∩ (t∗0,∞) is open. Suppose then that x ∈ I. We apply
Propositions 8.1, 20.1, 21.1, 22.1. We arrive to the conclusion that, possibly restricting ε0 to be smaller, there
exists an open interval J ⊂ R, x ∈ J , such that F satisfies the bootstrap assumptions BS
(
RJ ,
1
2 , l − 5, ε
)
,
where RJ := {r ≥ rin} ∩ {t
∗ ∈ J}. We now just need to choose l such that l− 5 ≥
⌊
l+9
2
⌋
. The choice l = 18
serves the purpose. 
Appendix A. Computation with the projected connection
Lemma A.1. We have the following identities:
/∇L/g = 0, /∇L/g = 0,
as well as the commutation relations
[ /∇L, /∇L] = 0, [ /∇L, r /∇] = 0, [ /∇L, r /∇] = 0.
The last two equalities are meant in the following sense: if T B1,...,BMA1,...,AN is a tensor of type (N,M)
tangential to the spheres of constant r, then we have
( /∇L(r /∇T ))
B1,...,BM
C,A1,...,AN
= (r /∇( /∇LT ))
B1,...,BM
C,A1,...,AN
and similarly
( /∇L(r /∇T ))
B1,...,BM
C,A1,...,AN
= (r /∇( /∇LT ))
B1,...,BM
C,A1,...,AN
Lemma A.2. We have the following identities:
[ /∇L, /LΩi ] = 0, [ /∇L, /LΩi ] = 0, [ /∇, /LΩi ] = 0.
Here, /L is the Lie derivative induced by the connection /∇.
Proof. We notice that, since Ωi are Killing for /g, the last equality holds true by standard theory, cf. [10].
We will only prove the first equality when the derivatives are acting on a spherical one-form ω. Let
ei := Ωi/r. Let η be a spherical one form, and X := ej . We compute
(/LΩiη)(X) = ( /∇Ωiη)(X) + η( /∇XΩi).
(see Lemma 3.2.1 in [33]). Then,
([ /∇L, /LΩi ]ω)(X)
= L(/LΩiω(X))− (/LΩi)( /∇LX)− Ωi( /∇Lω(X)) + ( /∇Lω)([Ωi, X ])
= L(Ωi(ω(X))− ω([Ωi, X ]))− Ωi(ω( /∇LX)) + ω([Ωi, /∇LX ])
− Ωi(L(ω(X))− ω( /∇LX)) + L(ω([Ωi, X ]))− ω( /∇L[Ωi, X ]) = 0.
Since /∇LX = 0, as well as /∇L[Ωi, X ] = 0. This proves the lemma, as the quantity in the beginning is a
tensor, so it suffices to verify is vanishes on a basis at each point. 
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Appendix B. Shortand notation for tensors
Let N ∈ N≥0, let A1, A2, . . . , An be tensors of type (ki, li), i ∈ {1, . . . , n} on TS. Using the Schwarzschild
metric, we can suppose that such tensors are all covariant of order ki, so that
Ah = (Ah)αh1 ...αhkh
.
Definition B.1 (Shorthand notation for tensors on S). Let m,N ∈ N≥0, let R ⊂ S. Then there exists a
smooth covariant tensorfield T on TR, such that the following holds:
(A1 · · ·An)β1...βm := T
(α11···α
1
k1
)···(αn1 ···α
n
kn
)
β1···βm
(A1)α11...α1k1
· · · (Ah)αn1 ···αnkn
.
Remark B.2. We will often require T to satisfy the following type of bound on R: we require the existence
of a constant C depending only on R, M and N such that
|∂NT | ≤ CM,N,R,
in the sense of Definition 2.13 (without loss of generality, we can suppose T to be covariant).
Remark B.3. Fix rin ∈ (0, 2M). Notice that, if we consider the region R := Se \ {r1 ≤ rin}, the Riemann
tensor Rm satisfies (w.l.o.g. it is covariant)
|∂NRm | ≤ CM,N,rin.
Appendix C. Positivity of a flux of Q˙ through the inverse MBI metric
This section closely follows similar calculations done by J. Speck in the paper [33] (Proposition 7.4.4).
Given F solution to the MBI system (2.6), we define the inverse MBI metric as
(C.1) (b−1)µν := gµν − (1 + F)−1FµκFνκ .
We prove the following lemma.
Lemma C.1 (Positivity of Q˙(T,X)). Let F be a solution to the MBI system (2.6) on a region R ⊂ Se.
Define the vectorfield Xν to be
(C.2) (b−1)νµgµαT
α.
Then, as long as
(C.3) ℓ(MBI) > 0
on R, we have that the contraction
(C.4) Q˙µνT
µXν ≥ 0.
Proof. Let us begin by defining the shorthand notation F˙ := F˙,I,0. We decompose the field in the electric
and magnetic parts.
Bν := −T µ ⋆F νµ , E
ν := T µF νµ ,
ans similarly we define E˙, B˙ using the tensor F˙ . We note that E,B, E˙, B˙ are parallel to the foliation of Se
by surfaces of constant t. We therefore denote by 〈·, ·〉 the (positive definite) inner product induced by the
Schwarzschild metric on that foliation. With this notation, we calculate the contractions:
(C.5)
F κT F˙Tκ = 〈E, E˙〉,
⋆F κT F˙Tκ = −〈B, E˙〉,
Fκλ F˙
κλ = 2(1− µ)−1(−〈E, E˙〉+ 〈B, B˙〉)
⋆FκλF˙κλ = 2(1− µ)
−1(〈B, E˙〉+ 〈E, B˙〉)
F =
1
2
FκλF
κλ = (1− µ)−1(−|E|2 + |B|2)
G =
1
4
⋆FκλFκλ = (1− µ)
−1〈B,E〉.
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Let us now denote by latin letters a, b, c, . . . indices relative to tensors tangent to the surfaces {t = const}.
Recall:
(C.6) 2ℓ2(MBI)(1 + F)X
µ = 2ℓ2(MBI)(1 + F)(b
−1)µνTν = 2ℓ
2
(MBI)(1 + F)T
µ − 2ℓ2(MBI)F
µκFTκ.
We then have
(C.7) 2ℓ2(MBI)(1 + F)Q˙µνT
µXν = 2ℓ2(MBI)(1 + (1− µ)
−1|B|2)Q˙TT − 2ℓ
2
(MBI)Q˙TaF
aκFTκ.
Recalling the form of Q˙, Equation (7.2), we have
(C.8)
Q˙µν = F˙
ζ
µ F˙νζ −
1
4
gµνF˙ζηF˙
ζη +
1
2
ℓ−2(MBI)
{
−F ζµ F˙νζF
κλF˙κλ +
1
4
gµν(F
κλF˙κλ)
2
}
+
1
2
ℓ−2(MBI)(1 + F)
{
− ⋆F ζµ F˙νζ
⋆FκλF˙κλ +
1
4
gµν(
⋆FκλF˙κλ)
2
}
+
1
2
Gℓ−2(MBI)
{
F ζµ F˙νζ
⋆FκλF˙κλ −
1
4
gµνF
κλF˙κλ
⋆FκλF˙κλ
}
+
1
2
Gℓ−2(MBI)
{
⋆F ζµ F˙νζF
κλF˙κλ −
1
4
gµνF
κλF˙κλ
⋆FκλF˙κλ
}
.
We then compute the first term in (C.7):
2ℓ2(MBI)Q˙TT = ℓ
2
(MBI)(|E˙|
2 + |B˙|2)
+ (1− µ)−1(〈E, E˙〉2 − 〈B, B˙〉2)
+ (1 + (1 − µ)−1(|B|2 − |E|2))(1 − µ)−1(〈B, E˙〉2 − 〈E, B˙〉2)
+ 2(1− µ)−2〈E,B〉(〈B, B˙〉〈E, B˙〉+ 〈E, E˙〉〈B, E˙〉).
We compute the second term in (C.7):
(C.9)
ℓ2(MBI)Q˙TaF
aκFTκ
=− (1 − µ)−2〈B, B˙〉2
(
|E|2 + (1− µ)−1〈E,B〉
)
+ (1 − µ)−2〈B, B˙〉〈B, E˙〉(1 + (1− µ)−1|B|2)〈E,B〉
+ 2(1− µ)−2〈B, B˙〉〈E, B˙〉(1 + (1 − µ)−1|B|2)〈E,B〉
+ (1 − µ)−1〈B, B˙〉〈E, E˙〉(1 + (1− µ)−1|B|2)
− (1 − µ)−2〈E, B˙〉
{
(1 + (1 − µ)−1(|B|2 − |E|2))|B|2 + (1 − µ)−1〈E,B〉2
}
− (1 − µ)−1〈E, B˙〉〈B, E˙〉(1 + (1− µ)−1(|B|2 − |E|2))(1 + (1− µ)−1|B|2)
− (1 − µ)−2〈E, B˙〉〈E, E˙〉〈E,B〉(1 + (1 − µ)−1|B|2)
These expressions are exactly the same as the ones appearing in the paper [33], with the formal substitutions
E → (1− µ)−
1
2E, B → (1− µ)−
1
2B, E˙ → E˙, B˙ → B˙.
We proceed to show nonnegativity (in the components of E˙, B˙) for the resulting quadratic form:
2ℓ2(MBI)(1 + F)Q˙µνT
µXν = 2ℓ2(MBI)(1 + (1− µ)
−1|B|2)Q˙TT − 2ℓ
2
(MBI)Q˙TaF
aκFTκ.
We choose vectorfields e1, e2, e3 such that E ∈ span{e1}, B ∈ span{e1, e2}, 〈ei, e3〉 = δi3, |ei| = 1. We
decompose:
E = E1e1,
B = B1e1 +B2e2,
E˙ = E˙1e1 + E˙2e2 + E˙3e3,
B˙ = B˙1e1 + B˙2e2 + B˙3e3.
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Due to the orthogonality of e1, e2, e3, the only terms containing E3 and B3 are the terms arising from the
first term in 2ℓ2(MBI)(1 + F)Q˙µνT
µXν, i.e. the “linear” term
(C.10) ℓ2(MBI)(1 + (1− µ)
−1|B|2)(E23 +B
2
3),
which is manifestly positive in E3, B3 if ℓ(MBI) > 0 on R.
We then proceed to calculate the components of the matrix A such that
(C.11) (B1, B2, E1, E2)A(B1, B2, E1, E2)
t = 2ℓ2(MBI)(1+F)Q˙µνT
µXν− ℓ2(MBI)(1+(1−µ)
−1|B|2)(E23 +B
2
3).
Here, the superscript t denotes transposition. We have that A is obviously a symmetric matrix, with entries
A11 =
(
B22 − E
2
1
1− µ
+ 1
)(
B22E
2
1
(1 − µ)2
+ ℓ2(MBI)
)
A12 = −
B1B2
(
B22E
2
1
(1−µ)2 + ℓ
2
(MBI)
)
1− µ
A13 =
B1B
2
2E1
(
B21+B
2
2
1−µ + 1
)
(µ− 1)2
A14 = (1− µ)
−1B2E1
(
1 +
B21 +B
2
2
1− µ
)(
1 +
B22 − E
2
1
1− µ
)
A22 =
(
B21
1− µ
+ 1
)(
B22E
2
1
(1 − µ)2
+ ℓ2(MBI)
)
A23 = −
B2E1
(
B21
1−µ + 1
)(
B21+B
2
2
1−µ + 1
)
1− µ
A24 = −
B1B
2
2E1
(
B21+B
2
2
1−µ + 1
)
(1− µ)2
A33 =
(
B21
1− µ
+ 1
)(
B21 +B
2
2
1− µ
+ 1
)2
A34 =
B1B2
(
B21+B
2
2
1−µ + 1
)2
1− µ
A44 =
(
B21 +B
2
2
1− µ
+ 1
)2(
B22 − E
2
1
1− µ
+ 1
)
.
We now denote by Mk the k-th principal minor of the matrix A: Mk := (Aij)(i,j)∈{1,...,k}×{1,...,k}. Let us
calculate the determinants of such minors:
det(M1) =
(
B22 − E
2
1
1− µ
+ 1
)(
B22E
2
1
(1 − µ)2
+ ℓ2(MBI)
)
,(C.12)
det(M2) =
ℓ2(MBI)
(
B22E
2
1 + ℓ
2
(MBI)(1− µ)
2
)2
(1− µ)4
,(C.13)
det(M3) =
ℓ4(MBI)
(
B21 + 1− µ
) (
B21 +B
2
2 + 1− µ
)2 (
B22E
2
1 + ℓ
2
(MBI)(1− µ)
2
)
(1− µ)5
,(C.14)
det(M4) =
ℓ8(MBI)
(
B21 +B
2
2 + 1− µ
)4
(1− µ)4
.(C.15)
Since R ⊂ Se, and since we are assuming ℓ(MBI) > 0, the expressions in (C.13), (C.14), (C.15) are manifestly
positive.
Concerning det(M1), we distinguish two cases.
• If 1− (1− µ)−1E1 > 0, clearly det(M1) > 0,
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• If 1− (1− µ)−1E1 ≤ 0, we notice
B22 − E
2
1
1− µ
+ 1 = ℓ2(MBI) − (1− µ)
−1B21(1 − (1− µ)
−1E1) ≥ ℓ
2
(MBI) > 0.
This concludes the proof of the Lemma. 
Appendix D. Calculations to deduce the Fackerell–Ipser Equations
In this appendix, we collect useful calculations which are used to derive the form of the Fackerell–Ipser
Equations in Proposition 10.1 and 10.2. We restrict here to the case of the linear Maxwell system. In the
proofs of Proposition 10.1 and Proposition 10.2, we extend the reasoning to the MBI case.
Let’s first prove a simple lemma about commutation of derivatives.
Lemma D.1. We have the equation
∇α(∇
µFµν )−∇ν∇
µFµα = 2Rm
µ
αβ νF
β
µ −∇
µ∇µFνα .
Proof. Commuting derivatives,
∇α(∇
µFµν ) = −Rm
µ
νβ αF
β
µ +∇
µ∇αFµν
(∗)
=
− Rm µνβ αF
β
µ −∇
µ∇νFαµ −∇
µ∇µFνα
(∗)
=
− Rm µνβ αF
β
µ +Rm
µ
αβ νF
β
µ +∇ν∇
µFµα −∇
µ∇µFνα
= 2Rm µαβ νF
β
µ +∇ν∇
µFµα −∇
µ∇µFνα .
This implies the claim. 
D.1. The wave equation, Maxwell case. Let’s derive the wave equation for ρ and σ suppressing the
nonlinear term.
Lemma D.2. Let F satisfy the Maxwell system
∇µF
µ
ν = 0, ∇[µFνκ] = 0.
We then have
− r−2LL(r2ρ) + (1− µ) /∆ρ = 0,(D.1)
− r−2LL(r2σ) + (1− µ) /∆σ = 0.(D.2)
Here, σ and ρ are the middle components defined in Equation (2.24).
Proof. We calculate:
∇µ∇
µ(LνLαFνα) =
(∇µ∇
µLν)LαFνα + (∇
µLν)(∇µL
α)Fνα + (∇
µLν)Lα∇µFνα
+ (∇µL
ν)(∇µLα)Fνα + L
ν(∇µ∇
µLα)Fνα + L
ν(∇µLα)∇µFνα+
(∇µL
ν)Lα∇µFνα + L
ν(∇µL
α)∇µFνα + L
νLα∇µ∇µFνα =
(a) + (b) + (c)+
(d) + (e) + (f)+
(g) + (h) + (i).
We first consider (c) + (f) + (g) + (h). We obtain
(c) + (f) + (g) + (h)
= (∇µLν)Lα∇µFνα + L
ν(∇µLα)∇µFνα + (∇µL
ν)Lα∇µFνα + L
ν(∇µL
α)∇µFνα
= 2(∇µLν)Lα∇µFνα + 2L
ν(∇µLα)∇µFνα =
2(∇µL)L∇µFLL + 2(∇
µL)θ∇µFθL + 2(∇
µL)ϕ∇µFϕL+
2(∇µL)L∇µFLL + 2(∇
µL)θ∇µFLθ + 2(∇
µL)ϕ∇µFLϕ
= 2(∇LL)
L∇LFLL + 2(∇LL)
L∇LFLL + (angular terms).
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The first two terms in the last line of the previous equation then read:
2(∇LL)
L∇LFLL + 2(∇LL)
L∇LFLL =
2M
r2
(1− µ)−1(∇LFLL −∇LFLL).
The angular terms, instead, become
= 2
1− µ
r
(∇θFθL +∇
ϕFϕL)− 2
1− µ
r
(∇θFLθ +∇
ϕFLϕ)
(∗)
= 2
1− µ
r
(−∇LFLL +∇
LFLL) =
1
r
(∇LFLL −∇LFLL)
= −
1− µ
r
(1− µ)−1(∇LFLL −∇LFLL).
Therefore,
(c) + (f) + (g) + (h) =
2M
r2
(1− µ)−1(∇LFLL −∇LFLL)−
1− µ
r
(1 − µ)−1(∇LFLL −∇LFLL)
= (1− µ)−1
(
2M
r2
−
1
r
+
2M
r2
)
(∇LFLL −∇LFLL).
Let us notice that
(D.3)
∇θ∂θ =
r
2
L−
r
2
L,
∇ϕ∂ϕ = sin
2 θ
r
2
L− sin2 θ
r
2
L− sin θ cos θ∂ϕ.
Now, consider
∇µ∇µL = g
LL(∇L∇LL−∇∇LLL) + g
LL(∇L∇LL−∇∇LLL)
+ gθθ(∇θ∇θL−∇∇θ∂θL) + g
ϕϕ
(
∇ϕ∇ϕL−∇∇ϕ∂ϕL
)
= −
1
2
(1− µ)−1
(
−∇L
(
2M
r2
L
))
+ r−2
(
−
1− µ
r
∇θ∂θ −∇ r
2
L− r
2
LL
)
+ r−2 sin−2 θ
(
−
1− µ
r
∇ϕ∂ϕ −∇sin2 θ r
2
L−sin2 θ r
2
L−sin θ cos θ∂ϕL
)
=
1
2
(1− µ)−1
(
−2
2M
r3
)
(1− µ)L+
r−2
(
−
1− µ
r
( r
2
L−
r
2
L
)
+
r
2
2M
r2
L
)
+ r−2 sin−2 θ
(
−
1− µ
r
(
sin2 θ
r
2
L− sin2 θ
r
2
L− sin θ cos θ∂ϕ
)
−
r
2
sin2 θ∇LL+ sin θ cos θ∇ϕL
)
=
−
2M
r3
L+ r−2
(
−
1− µ
2
L+
1− µ
2
L+
M
r
L
)
+ r−2
(
−
1− µ
2
L+
1− µ
2
L+
r
2
2M
r2
L
)
= −
2M
r3
L+ 2r−2
(
−
1− µ
2
L+
1− µ
2
L+
M
r
L
)
= −
1− µ
r2
L+
1− µ
r2
L.
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Similarly,
∇µ∇µL = g
LL(∇L∇LL−∇∇LLL) + g
LL(∇L∇LL−∇∇LLL)
+ gθθ(∇θ∇θL−∇∇θ∂θL) + g
ϕϕ
(
∇ϕ∇ϕL−∇∇ϕ∂ϕL
)
= −
1
2
(1 − µ)−1∇L
(
2M
r2
L
)
+ r−2
(
1− µ
r
∇θ∂θ −∇ r
2
L− r
2
LL
)
+ r−2 sin−2 θ
(
1− µ
r
∇ϕ∂ϕ −∇sin2 θ r
2
L−sin2 θ r
2
L−sin θ cos θ∂ϕL
)
= −
1
2
(1 − µ)−1∇L
(
2M
r2
L
)
+
r−2
(
1− µ
r
( r
2
L−
r
2
L
)
+
r
2
2M
r2
L
)
+ r−2 sin−2 θ
(
1− µ
r
(
sin2 θ
r
2
L− sin2 θ
r
2
L− sin θ cos θ∂ϕ
)
+
r
2
sin2 θ∇LL+ sin θ cos θ∇ϕL
)
=
−
2M
r3
L+ r−2
(
1− µ
2
L−
1− µ
2
L+
M
r
L
)
+ r−2
(
1− µ
2
L−
1− µ
2
L+
r
2
2M
r2
L
)
= −
2M
r3
L+ 2r−2
(
1− µ
2
L−
1− µ
2
L+
M
r
L
)
=
1− µ
r2
L−
1− µ
r2
L.
Now,
(a) + (e) = (∇µ∇
µLν)LαFνα + L
ν(∇µ∇
µLα)Fνα = −2
1− µ
r2
F(L,L)
Finally,
(b) + (d) = 2(∇µL
ν)(∇µLα)Fνα
= 2(∇LL)
L(∇LL)LF(L,L) = (1− µ)−1
4M2
r4
F(L,L).
Putting everything together, we obtain
g(F(L,L)) = (1− µ)
−1
(
2M
r2
−
1
r
+
2M
r2
)
(∇LFLL −∇LFLL)
+−2
1− µ
r2
F(L,L) + (1− µ)−1
4M2
r4
F(L,L) + 2Rm µαβ νF
β
µ L
νLα.
Let us now define
f := F(L,L).
Now, we calculate
g(f) = 2g
LLLLf + gθθ∇θ∇θf −∇∇θ∂θf + g
ϕϕ∇ϕ∇ϕf −∇∇ϕ∂ϕf
= −(1− µ)−1LLf + /∆f + r−1Lf − r−1Lf.
Also,
∇LFLL −∇LFLL = Lf − Lf −F(∇LL,L) + F(L,∇LL) = Lf − Lf −
4M
r2
f.
We also calculate:
2Rm µαβ νF
β
µ L
νLα = 2RmLβµLF
µβ = 2Rm LLLLF
LL = 2(−8M(1− µ)2r−3)
1
4
(1− µ)−2f
= −4Mr−3f.
We finally have:
− (1 − µ)−1LLf + /∆f + r−1Lf − r−1Lf = (1− µ)−1
(
2M
r2
−
1
r
+
2M
r2
)(
Lf − Lf −
4M
r2
f
)
+
− 2
1− µ
r2
f + (1− µ)−1
4M2
r4
f − 4Mr−3f.
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This implies
− (1− µ)−1LLf + /∆f = (1 − µ)−1
(
2M
r2
−
2
r
+
4M
r2
)
(Lf − Lf)− (1− µ)−1
(
2M
r2
−
1
r
+
2M
r2
)
4M
r2
f+
− 2
1− µ
r2
f + (1− µ)−1
4M2
r4
f − 4Mr−3f,
− (1− µ)−1LLf + /∆f = −(1− µ)−1
2
r
(
1−
3M
r
)
(Lf − Lf)− (1− µ)−1
(
2M
r2
−
1
r
+
2M
r2
)
4M
r2
f+
− 2
1− µ
r2
f + (1− µ)−1
4M2
r4
f − 4Mr−3f,
− (1− µ)−1LLf + /∆f = −(1− µ)−1
2
r
(
1−
3M
r
)
(Lf − Lf)− (1− µ)−1
2
r
(
1−
4M
r
+ 6
M2
r2
)
f.
The last display is equivalent to the equation
r−2(−LL(r2(1 − µ)−1f) + (1 − µ) /∆((1 − µ)−1f)) = 0,
which is the equation
(D.4) − r−2LL(r2ρ) + (1− µ) /∆ρ = 0,
having defined ρ := 12 (1− µ)
−1F(L,L).
By Hodge duality (see Appendix F), the reasoning for σ is the same. 
Appendix E. Derivation of the transport equations satisfied by α and α
Recall that (θA, θB) is a system of local coordinates on S2. Let ∂θA , ∂θB the associated local vectorfields.
To shorten notation, contraction with ∂θA is denoted by a capital subscript A.
Lemma E.1. Assume F satisfies the MBI system (2.6). Then:
(E.1) /∇L(rαA) = r(1 − µ)( /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ,
and
(E.2) /∇L(rαA) = r(1 − µ)(− /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ.
Proof. By the MBI system (2.6), we have
∇AFLL +∇LFAL +∇LFLA = 0.
Now, [∂θA , L] = [∂θA , L] = 0. Since ∇L∂θA =
1−µ
r ∂θA , and ∇L∂θA = −
1−µ
r ∂θA , the previous display implies
2(1− µ) /∇Aρ+
1− µ
r
FAL −
1− µ
r
FLA + /∇LαA − /∇LαA = 0
which in turn implies
(E.3) 2(1− µ) /∇Aρ+
1
r
/∇L(rαA)−
1
r
/∇L(rαA) = 0.
Similarly, from the second equation of the MBI system (2.6), we deduce
∇LFAL +∇
LFAL +∇
BFAB = (H∆)µAκλ∇
µFκλ.
This implies
−
1
2
(1− µ)−1
(
1
r
/∇L(rαA) +
1
r
/∇L(rαA)
)
+ /εAB /∇
B
σ = (H∆)µAκλ∇
µFκλ,
which implies
(E.4) −
(
1
r
/∇L(rαA) +
1
r
/∇L(rαA)
)
+ 2(1− µ)/εAB /∇
B
σ = 2(1− µ)(H∆)µAκλ∇
µFκλ.
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Summing now (E.3) and (E.4), we obtain
1
r
/∇L(rαA) = (1− µ)( /∇Aρ+ /εAB /∇
B
σ) + (1− µ)(H∆)µAκ)λ∇
µFκλ.
Which is,
(E.5) /∇L(rαA) = r(1 − µ)( /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ.
On the other hand, subtracting (E.4) from (E.3), we obtain:
(E.6) /∇L(rαA) = r(1 − µ)(− /∇Aρ+ /εAB /∇
B
σ) + r(1 − µ)(H∆)µAκλ∇
µFκλ.

Appendix F. Calculations with the dual tensorfield
Recall the definition of the null components:
(F.1)
αµ : = /g
ν
µ
FνλL
λ,
αµ : = /g
ν
µ
FνλL
λ
ρ : =
1
2
(
1−
2M
r
)−1
F (L,L),
σ : =
1
2
/εCDFCD.
Lemma F.1. The components of ⋆F are
⊙α = −αB/εBA,
⊙α = αB/εBA,
⊙ρ = σ, ⊙σ = −ρ.(F.2)
Proof. For the first two, it suffices to calculate (recall that indices A and B indicate contraction with resp.
∂θA , ∂θB)
(F.3) ⊙α(∂θA) =
1
2
/g
ν
A
εαβνLF
αβ =
1
2
εαβALF
αβ = εBLALF
BL = −r2 sin θ2(1− µ)FBL = αB/εBA.
Similarly for the other:
(F.4) ⊙α(∂θA) =
1
2
/g
ν
A
εαβνLF
αβ =
1
2
εαβALF
αβ = εBLALF
BL = r2 sin θ2(1− µ)FBL = −αB/εBA.
Also,
(F.5) ⊙ρ =
1
2
(1− µ)−1 ⋆F(L,L) =
1
2
(1− µ)−1
1
2
εαβLLF
αβ =
1
4
(1 − µ)−12(1− µ)/εABF
AB = σ.
Finally,
(F.6) ⊙σ =
1
2
εAB ⋆FAB =
1
4
/ε
ABεαβABF
αβ = 2(1− µ)(−1/2)2(1− µ)−2FLL = −ρ.

Appendix G. The nonzero components of the Riemann tensor
We define the Riemann tensor Rm as as 4-covariant tensor such that, for any four vectorfields A,B,C,D
we have the following:
(G.1) Rm (A,B,C,D) = g(A,∇C∇DB −∇D∇CB −∇[C,D]B).
Then, we have the commutation relations (valid for two-forms F ):
∇µ∇νFαβ −∇ν∇µFαβ = −FαλRm
λ
βµν − FλβRm
λ
αµν
We notice that, in the (u, v, θ, ϕ) coordinates on Schwarzschild, the only nonzero components of the
Riemann tensor are:
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(G.2)
Rm uvuv = −8M(1− µ)
2r−3, Rm θuθv =
2M
r
(1− µ),
Rm ϕuϕv =
2M
r
(1− µ) sin2 θ, Rm θϕθϕ = 2Mr sin
2 θ.
Appendix H. Poincare´ and Sobolev lemmas
We collect here a few useful results used in the paper. We begin by a standard Poincare´ estimate on the
sphere S2:
Lemma H.1 (Poincare´ inequality for functions on S2). Let F be a smooth function on S2 with vanishing
integral average on S2. Then, we have the inequality∫
S2
|dF |2 dS2 ≥ 2
∫
S2
|F |2 dS2.
We also recall the following standard result.
Lemma H.2 (Sobolev estimate for scalar functions on the sphere). Let (S2, gS2) be the two-sphere with the
standard metric, let ∇ be the associated Levi-Civita connection, and let f be a smooth function f : S2 → R.
Let f¯ := 14π
∫
S2
f dS2 be the spherical average of f . There exists a universal constant C such that
(H.1) sup
S2
|f − f¯ |2 ≤ C
∫
S2
|∇∇f |2 dS2.
The following Lemma is also standard.
Lemma H.3 (1-d trivial inequality). Let [a, b] ⊂ R, with a < b. Let f : [a, b] → R a smooth function with
zero integral on [a, b]. Then there holds:
(H.2) sup
[a,b]
|f | ≤ C
∫
[a,b]
|f ′(x)| dx
We furthermore recall the following Lemma:
Lemma H.4 (Sobolev inequality with only certain derivatives). Let f : (Σt∗1 = {t
∗ = t∗1}) → R. Let
R > rc > 2M . Let f¯ be again the mean of f over the spheres:
(H.3) f¯ :=
1
4π
∫
S2
f(ω) dS2(ω).
There exists a constant Crc,R such that
(H.4) sup
r1∈[rc,R],ω∈S2
|f(t∗1, r1, ω)− f¯(t
∗
1, r1)|
2 ≤ C
∫ R
rc
∫
S2
(| /∇ /∇f |2 + | /∇∂r1
/∇ /∇f |2) dS2 dr1
Proof. Let
F (r1) :=
∫
S2
|( /∇ /∇f)(t∗1, r1, ω)|
2 dS2(ω)−
1
R− rc
∫ R
rc
∫
S2
|( /∇ /∇f)(t∗1, r1, ω)|
2 dS2(ω) dr1.
The preceding lemma then shows
sup
r1∈[rc,R]
|F (r1)| ≤
∫ R
rc
|∂r1F (s)| ds.
Since /∇L/g = /∇L/g = 0, f is smooth, and the Cauchy-Schwarz inequality, we have∣∣∣∣∂r1 ∫
S2
/g
AB
/g
CD( /∇A /∇Cf)( /∇B /∇Df) dS
2
∣∣∣∣ . ∫
S2
(| /∇ /∇f |2 + | /∇∂r1
/∇ /∇f |2) dS2.
Combining this with the previous Sobolev lemma on spheres H.2, we have the claim. 
NONLINEAR STABILITY FOR THE MBI SYSTEM ON A SCHWARZSCHILD BACKGROUND 97
Appendix I. The theorem of Cauchy–Kowalevskaya
Let B be an open connected set in Rn, and f : B → R be analytic. We say that f belongs to the class
AM,c0(B) for some M, c0 > 0 if, on B, we have, for all multi-indices α,
(I.1) |Dαf | ≤Mc0
−k,
where |α| = k and D denotes partial differentiation.
We state here the form of the Cauchy–Kowalevskaya Theorem useful for our purposes.
Theorem I.1 (Cauchy–Kowalevskaya Theorem). Let B ⊂ Rn be an Euclidean ball. Suppose that W is the
graph of an analytic function φ over B:
W = {x ∈ Rn+1, x = (φ(x1, . . . , xn), x1, . . . , xn), for (x1, . . . , xn) ∈ B}.
Suppose furthermore that we have a quasilinear system of PDEs in Cauchy–Kowalevskaya form:
(I.2) ∂x0U =
n∑
i=1
Mi(x, U)∂xiU + F (x, U),
where the unknown U is a vector in Rk, x = (x1, . . . , xn), and furthermore Mi : R
n+k → Rk
2
are matrices
with analytic coefficients in the variables x, U . Also, F : Rn+k → Rk is an analytic function of all its
arguments. We impose analytic initial data U0 for U on W .
Then, for every point q ∈ B, let p := (φ(q), q) ∈ Rn+1. In these conditions, there is a radius rp > 0 such
that the system of equations
(I.3)
{
∂tU =
∑n
i=1Mi(x, U)∂xiU + F (x, U) on B(p, rp)
U = U0 on W ∩B(p, rp).
admits an analytic solution U : B(p, rp) → R
k. Here, B(p, rp) denotes the (n + 1)-dimensional Euclidean
ball of center p and radius rp.
Furthermore, let c0,M be positive numbers. The radius rp depends only on c0, M if all the following
requirements are satisfied:
(I.4)
U0 ∈ AM,c0(B),
Mi, F ∈ AM,c0(B × R
2n) for i = 1, . . . , n,
φ ∈ AM,c0(B),
rp ≤ d(q, ∂B).
Here, d denotes the Euclidean distance in Rn, and diam denotes the Euclidean diameter.
Remark I.2. The last requirement ensures that the ball B(p, rp) does not “overshoot” the ball B.
Appendix J. Addendum: stationary solutions and a heuristic calculation of the
asymptotics of the spherical averages of σ and ρ
The aim of this Section is to elaborate on how the spherical averages of σ and ρ evolve dynamically, both
in the linear Maxwell theory and in the MBI theory. We first describe charged (stationary) solutions to the
Maxwell system on Schwarzschild, then we discuss charged solutions to the MBI system on Schwarzschild.
Finally, we sketch a derivation of the asymptotics of the spherical averages of σ and ρ, as a function of the
initial data, under some reasonable (but not justified) assumptions on the decay of the null components.
J.1. Charged solutions to the linear Maxwell equations on Schwarzschild. In the case of the linear
Maxwell theory, there exist solutions to the Maxwell Equations on the Schwarzschild spacetime that are
regular, stationary and nonzero (in particular, they do not decay in time). It can be proved that all such
solutions are given by the following expression for the field tensor F :
F =
ρ0
r2
dt ∧ dr∗ +
σ0
r2
sin θ(dθ ∧ dφ),
with ρ0 and σ0 real numbers.
In order to prove time-decay, then, one has to exclude the presence of these charged solutions. In the case
of linear Maxwell, it is easy to eliminate such issue as the Equations are linear, hence it suffices to subtract
the corresponding charged components in order to obtain decay of the field tensor. See [31].
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J.2. Charged solutions to the MBI system on Schwarzschild. A similar phenomenon appears in the
MBI case, and indeed there exist stationary solutions to the MBI system on Schwarzschild. Here, we limit
our calculation to stationary solutions in spherical symmetry, such that α = α = 0 (cf. the “hairy ball
theorem”).
Proposition J.1. Let F be a spherically symmetric smooth stationary solution to the MBI system (2.6) on
Schwarzschild, such that the null components α = α = 0 identically. Then, there exist numbers σ0, ρ0 ∈ R
such that
(J.1) σ(t∗, r1, θ, ϕ) = σ(r) =
σ0
r2
, ρ(t∗, r1, θ, ϕ) = ρ(r) =
ρ0√
ρ20 + σ
2
0 + r
4
.
Proof. Let us start from the form of Equations (9.6) to obtain the form of the stationary solutions of the
MBI system.
− Lˆ(r2σ) + (1 − µ)−1r2 /curl α = 0, Lˆ(r2ρ) + r2(1− µ)−1 /div α = −r2H
∆
µ κλ
Lˆ
∇µFκλ,(J.2)
L(r2σ) + r2 /curl α = 0, −L(r2ρ) + r2 /div α = −r2H
∆
µ κλ
L ∇µFκλ.(J.3)
In these equations, set α = α = 0, and assume that ρ, σ are functions of r only. Then, the equations in the
first column readily give the existence of σ0 ∈ R such that σ = σ0r
−2 identically. We then proceed to sum
the equations in the right column of displays (J.2) and (J.3), to obtain
L(r2ρ)− L(r2ρ) = r2H∆
µ κλ
L+L ∇µFκλ.
By our choice of α = α = 0, we have
(J.4) F = σ2 − ρ2, G = −ρσ.
By Equation (13.1), then,
(J.5) Hµνκλ∆ ∇µFκλ =
1
2ℓ2(MBI)
∇µ(F−G
2) (−Fµν +G ⋆Fµν)−∇µG
⋆Fµν .
Hence
2(1− µ)∂r(r
2ρ) =
r2(1− µ)
(1 + σ2)(1− ρ2)
∂r
(
(1 + σ2)(1 − ρ2)
)
(1 + σ2)ρ− 2r2(1− µ)∂r(ρσ)σ.
By the fact that σr2 = σ0, we then have
2∂r(ρr
2(1 + σ2)) =
r2
(1 + σ2)(1 − ρ2)
∂r
(
(1 + σ2)(1 − ρ2)
)
(1 + σ2)ρ.
Integrating the previous display yields the existence of ρ0 ∈ R such that
(J.6) ρ2r4(1 + σ2) = ρ20(1− ρ
2).
Given the form of σ, this implies the claim. 
J.3. Asymptotic behaviour of the spherical averages of ρ and σ when the initial charge is
nonzero. Recall that, in the above proof of global stability for the MBI system on Schwarzschild, we
needed to deduce asymptotic bounds for spherical averages of ρ and σ along the evolution. To do that, we
imposed the charge to vanish at spacelike infinity, on Σt∗
0
. This was then propagated along the evolution in
Section 9. We remark that such is an essential element of our proof, since we make large use of Poincare´
estimates, which in turn require information on the spherical means.
In the remaining part of this Section, we would like to address the problem of determining the asymptotic
behaviour of the spherical averages of σ and ρ, if we assume nonzero initial charge and certain decay in time
for all the components of the field. This may prove useful in a proof of global stability of the MBI system
on Schwarzschild with non-vanishing initial charge.
We point out that a similar problem arises in the context of the Kerr stability conjecture, the so-called
final state problem. In that case, one seeks to calculate, as a function of initial data, the parameters a and
M such that the solution will be asymptotic to a Kerr black hole of parameters (a,M).
However, there is a caveat. The calculation below points to the fact that the charge for the MBI system
is conserved in the nonlinear evolution, along future null infinity. We do not expect a similar statement to
hold for angular momentum and mass in the context of the Kerr stability conjecture.
NONLINEAR STABILITY FOR THE MBI SYSTEM ON A SCHWARZSCHILD BACKGROUND 99
We prove the following Proposition.
Proposition J.2. Let F be a smooth solution to the MBI system (2.6) on Schwarzschild, satisfying the
following decay assumptions: there exist a, b, C > 0, and a smooth radial function ρf (r) such that
(J.7)
|ρ− ρf (r)| ≤ Cτ
−a,
|σ − σ0r
−2| ≤ Cτ−ar−b,
|α| ≤ Cτ−1r−1,
|α| ≤ Cτ−
1
2 r−3.
Then, we let
ρ0 :=
1
4π
lim
r→∞
r2
∫
S2
ρ(t∗0, r) dS
2.
(In particular, the limit appearing in the right hand side of the previous display exists). In these conditions,
we have
(J.8) ρf (r) =
ρ0√
r4 + σ20 + ρ
2
0
.
Remark J.3. We remark that the assumption (J.7) is a reasonable one but, in a proof of stability of MBI on
Schwarzschild, such assumption will need to be proved in the context of a bootstrap argument. Hence the
above Proposition is very far from addressing the stability problem for MBI in the charged case.
Remark J.4. We remark that both ρ0 and σ0 can be calculated starting from initial data on Σ˜t∗0 . Hence the
Proposition gives a way of calculating the asymptotic behaviour of spherical means as a function of initial
data.
Remark J.5. Furthermore, we remark that the expression for the final charge (J.8) coincides with the form
of stationary solutions found in (J.1).
Remark J.6. This Proposition is not concerned with the behaviour of the charge along null infinity, rather
with the behaviour of spherical averages of ρ and σ on a region of finite r-coordinate. Nevertheless, very
similar calculations indicate that the charge for ρ is conserved along future null infinity.
Proof of Proposition J.2. The set of equations
∇µ⋆Mµν = 0, ∇
µ ⋆Fµν = 0
implies, through the null decomposition, that the quantities
(J.9)
∫
S2
1
2(1− µ)
⋆M(L,L)r2 dS2 = Cρ,
∫
S2
1
2(1− µ)
⋆F(L,L)r2 dS2 = Cσ,
where Cρ, Cσ are constant along the evolution. From the second equation, we obtain that∫
S2
σr2 dS2 = const.
The goal now is to determine ρf(r). Recall that
⋆Mµν = −ℓ
−1
(MBI)(Fµν −G
⋆Fµν),
and that
F = σ2 − ρ2 + 2αAαA, G = −ρσ − 2/εABα
AαB .
From (J.9) and the assumptions, we obtain, taking the limit as r →∞ along points of the form (t∗0, r),
−Cρ = lim
r→∞
r2
∫
S2
ρ(t∗0, r) dS
2.
This follows from the expression for M, in which the only term that survives is the linear term (the one
corresponding to F) and furthermore ℓ(MBI) → 1 as r →∞. We let ρ0 := −
1
4πCρ. Now,
1
2(1− µ)
ℓ−1(MBI)(F(L,L)−G
⋆F(L,L)) =
ρ+ ρσ2 + 2ρ/εABα
AαB√
1 + F−G2
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Let us now consider the limit as r is fixed, and t∗ →∞. Then,
lim
t∗→∞
F = σ20r
−4 − ρ2f (r), lim
t∗→∞
G2 = σ20r
−4ρ2f (r).
We obtain eventually, ∫
S2
((1 + σ20r
−4)(1− ρ2f ))
− 1
2 ρfr
2 dS2 = 4πρ0.
This implies
(1 + σ20r
−4)−
1
2 (1− ρ2f )
− 1
2 ρfr
2 = ρ0.
By inverting the last display, we get
ρf (r) =
ρ0√
r4 + σ20 + ρ
2
0

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