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WEIGHTED EMBEDDINGS FOR FUNCTION SPACES ASSOCIATED
WITH HERMITE EXPANSIONS
THE ANH BUI, JI LI, AND FU KEN LY
Abstract. We study weighted Besov and Triebel–Lizorkin spaces associated with Hermite
expansions and obtain (i) frame decompositions, and (ii) characterizations of continuous
Sobolev-type embeddings. The weights we consider generalize the Muckhenhoupt weights.
1. Introduction
One of the most important features of smooth function spaces is the presence of Sobolev
type embeddings. The ability to exchange regularity for increased integrability is a critical
tool in the study of partial differential equations. In particular weighted embedding theorems
for Besov and Triebel–Lizorkin spaces have found applications in a variety of situations (see
[27, 29] and the references therein).
To facilitate the rest of this discussion let us recall such embeddings. For a non-negative
and locally integrable function w let Bp,qα,w and F
p,q
α,w be the weighted inhomogeneous Besov
and Triebel–Lizorkin spaces on Rn respectively, where 0 < p <∞ is the integrability index,
0 < q < ∞ the fine index, and α ∈ R the smoothness index. Suppose α1 ≥ α2, 0 < p1 ≤
p2 < ∞, 0 < q1, q2 ≤ ∞ and α1 − γ/p1 = α2 − γ/p2 for some γ > 0. Then under suitable
conditions on w one has the continuous embedding
F p2,q2α2,w →֒ F p1,q1α1,w ,(1.1)
and for 0 < q2 ≤ q1 ≤ ∞,
Bp2,q2α2,w →֒ Bp1,q1α1,w .(1.2)
Situations for which (1.1)–(1.2) holds include of course the unweighted case of w = 1 and
γ = n, which can be found in [11, 12, 34]. Other situations include power weights [20, 27]
and radial weights [7]. When w is a Muckenhoupt weight (1.1)–(1.2) is known to hold if and
only if w satisfies a kind of (local) lower bound property, namely that
w(B(x, r)) ≥ Crγ, x ∈ Rn, 0 < r ≤ 1(1.3)
for some C > 0 independent of x and r. This was proved in [3, Theorem2.6], [20, Prop
2.1(i)], [28, Theorem 1.2]. That latter two articles in fact consider two-weight embeddings
of which (1.1)–(1.3) are a special case.
In recent times various works have been devoted to generalizations of the Besov and
Triebel–Lizorkin spaces in a variety of directions. Such directions include generalizing the
ambient space Rn [8, 19], replacing the Fourier system by other orthogonal expansions [9,
10, 22, 23, 30], spaces adapted to a general class of operators [4, 6, 21, 13] or hybrids of the
above.
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It is thus natural to ask if embeddings similar to (1.1)–(1.2) can be retained in these
generalizations. For the setting of a space of homogeneous type, a complete characterization
of (1.1)–(1.2) was given in [18] by (1.3), where w = µ is the underlying measure, unifying
and completing several earlier results [14, 15, 16, 17].
In the present article we consider the case of Hermite function expansions [33], which are
naturally associated with the harmonic oscillator
L = −∆+ |x|2
on Rn for n ≥ 1. Besov and Triebel–Lizorkin spaces associated with Hermite expansions
have been developed in [5, 9, 10, 30]. In this article we introduce weighted versions with the
aim of characterizing Sobolev–type embeddings.
To describe our main results let us first define our function spaces. Let (ϕ0, ϕ) be an
admissible pair as defined in Definition 2.1. Let {hξ}ξ∈Nn0 be the multi-dimensional Hermite
functions (see Section 2) and consider, for j ≥ 0, the Littlewood–Paley type operators defined
by
ϕj(
√
L)f :=
∑
ξ∈Nn0
ϕj(
√
2|ξ|+ n)〈hξ, f〉hξ, f ∈ S ′
where 〈hξ, f〉 := f(hξ). Then we introduced the following weighted spaces. Let α ∈ R,
0 < q ≤ ∞ and w be a non-negative and locally integrable function. For 0 < p ≤ ∞,
we define the weighted Hermite Besov space Bp,qα,w as the class of tempered distributions
f ∈ S ′(Rn) such that
‖f‖Bp,qα,w =
(∑
j∈N0
(
2jα‖ϕj(
√
L)f‖Lpw
)q)1/q
<∞,(1.4)
while for 0 < p <∞, the weighted Hermite Triebel–Lizorkin space F p,qα,w consists of all those
f ∈ S ′(Rn) for which
‖f‖F p,qα,w =
∥∥∥(∑
j∈N0
(
2jα|ϕj(
√
L)f |)q)1/q∥∥∥
Lpw
<∞.(1.5)
We adopt the usual modifications to the norm when q = ∞ (or p = ∞ in the Besov case).
The spaces can be shown to be independent of the choice of (ϕ0, ϕ) (see Theorem 3.1).
Our aim in this paper is to characterize embedding theorems for such spaces for a suitable
class of weights. The kinds of weights we consider are more general than (and include) the
Muckenhoupt weights. Such weights, introduced in [2], have sparked some recent activity
(see for example [1, 24, 25, 32]). They can be non-doubling and may even admit a certain
degree of exponential growth (see Section 2.2). Note that embedding in the unweighted
situation (with w = 1) was given in [30].
Our main result, Theorem 1.1 characterizes (1.1)–(1.2) via a similar condition to (1.3).
Theorem 1.1. Let γ > 0 and w ∈ A∞(L). Then one has the embeddings (1.1) or (1.2) if
and only if w satisfies the following “Hermite lower bound property” of order γ: there exists
a constant C > 0 such that,
w(B(x, r)) ≥ C rγ, x ∈ Rn, 0 < r ≤ 1
1 + |x|∞ .(1.6)
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Examples of weights which satisfy (1.6) include the power weights w(x) = |x|ǫ, for −n <
ǫ < ∞ provided that γ ≥ n + ǫ. An example which is not a Muckenhoupt weight is the
exponential weight w(x) = eǫ|x|
2
with γ ≥ n.
Some remarks on our method of proof are in order. Our overall approach to Theorem 1.1
is to work with the associated sequence spaces (see Definition 2.7). To do so we firstly obtain
suitable frame characterizations (Theorem 3.1) before obtaining embeddings for sequences
(Theorem 4.1). For the actual embeddings in the Triebel–Lizorkin scale we employ the well
known distribution function method which harks back to Jawerth [12] and refined in [34].
The Besov scale are relatively easier.
We give a final important remark on the relevance of condition (1.6). Our proofs rely on
the ability to pass from a lower bound estimate on frame elements to the estimate on balls
(Proposition 4.2). This is a simple matter in the classical situation since the frame elements
are dyadic cubes whose sizes depend only on the scale. In the Hermite setting however, the
frame elements are so-called ‘tiles’ (see Section 2.3) which are dependent on both scale and
location. This principle is quantified in (1.6) and Proposition 4.2.
The organization of the article is as follows. In Section 2 we give the necessary background
that will be used throughout the paper including facts concerning Hermite functions, kernel
estimates for our Littlewood-Paley type operators, Hermite weights and Hermite tiles (frame
elements). In particular the associated weighted sequence spaces are introduced here in Def-
inition 2.7. In Section 3 we introduce frames, and give frame characterizations in Theorems
3.1. In Section 4 we prove our embedding results. Here we first develop embeddings for
Hermite sequence spaces in Theorem 4.1 before finally giving the proof of Theorem 1.1.
Finally it would be interesting to extend our results to two-weights embeddings, as done
in [20, 28]. However we do not pursue this here.
Notation: We conclude this introduction with some notational matters. We set |x|∞ :=
max
1≤i≤n
|xi|. We denote by Q(x, r) := {y ∈ Rn : |x − y|∞ < r} to be the cube centred at x
with sidelength 2r. By a ‘cube Q’ we mean the cube Q(xQ, rQ) with some fixed centre xQ
and sidelength 2rQ. By a weight we mean a non-negative locally integrable function. We
denote λk := 2k + n for k ∈ N0, where N0 = N ∪ {0}. For two Banach spaces X0 and X1
the notation X0 →֒ X1 means that X0 embeds continuously into X1. We denote by S (Rn)
the space of Schwartz functions on Rn and by S ′(Rn) the space of tempered distributions
on Rn. The letter n will always mean Euclidean dimension.
2. Preliminaries
In this section we give the necessary material that will be used throughout the rest of the
paper. After detailing some basic facts concerning Hermite functions we introduce and give
some kernel estimates for our Littlewood–Paley operators in Section 2.1. In Section 2.2 we
define and give some useful estimates for the Hermite weight classes employed throughout
the paper. Finally in Section 2.3 we detail the construction of dyadic ‘tiles’ and introduce
weighted sequence spaces associated with Hermite expansions.
For each k ∈ N, the Hermite function of degree k is
hk(t) = (2
kk!
√
π)−1/2Hk(t)e−t
2/2, t ∈ R
where
Hk(t) = (−1)ket2∂kt (e−t
2
)
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is the kth Hermite polynomial.
The n-dimensional Hermite functions hα are defined over the multi-indices α by
hξ(x) =
n∏
j=1
hξj(xj), x ∈ Rn, ξ ∈ Nn0 .
The Hermite functions are eigenfunctions of L in the sense that L(hξ) = λ|ξ|hξ, where
λk = 2k + n. Furthermore they form an orthonormal basis for L
2(Rn).
Let Wk = span{hξ : |ξ| = k} and VN =
⊕N
k=0Wk. We define the orthogonal projection of
f onto Wk by
Pkf =
∑
|ξ|=k
〈f, hξ〉hξ with kernel Pk(x, y) =
∑
|ξ|=k
hξ(x)hξ(y).
We also define the orthogonal projection of f onto VN by
QNf =
N∑
k=0
Pkf with kernel QN (x, y) =
N∑
k=0
∑
|ξ|=k
hξ(x)hξ(y).
The following bounds are known (see [30, p.376]): there exists ϑ > 0 such that for any N ≥ 1
QN (x, x) .
{
Nn/2 ∀x
e−2ϑ|x|
2
if |x| ≥ √4N + 2.(2.1)
We also set
eN (x) :=
{
1 if |x|2 < N
e−ϑ|x|
2
if |x|2 ≥ N.
It follows from (2.1) that for any ε > 4 and N ∈ N, we have
Q4j+N (x, x) . 2
jn(eε4j (x))
2 ∀ j ∈ N0,(2.2)
where the implicit constant depends only on N, n, ε and ϑ.
2.1. Littlewood–Paley operators. The following band-limited functions will play a fun-
damental role in this paper. Recall that they were used to define our weighted function
spaces in (1.4) and (1.5).
Definition 2.1 (Admissible functions). We say that (ϕ0, ϕ) are an admissible pair if ϕ0, ϕ ∈
C∞(R+) and
supp ϕ0 ⊂ [0,
√
2], |ϕ0| > c > 0 on [0, 2−3/8], ϕ(m)0 (0) = 0, ∀m ∈ Z+
supp ϕ ⊂ [ 1√
2
,
√
2], |ϕ| > c > 0 on [2−3/8, 23/8].
Given an admissible pair (ϕ0, ϕ), we set ϕj(λ) := ϕ(2
−jλ) if j ≥ 1 and call the resulting
collection {ϕj}j≥0 an admissible system.
Since the Hermite functions {hξ}ξ∈Nn0 are members of S (Rn), then for an admissible
system {ϕj}j∈N0 we may define the operators ϕj(
√L) on S ′(Rn) by
ϕj(
√
L)f =
∑
ξ∈N0
ϕj(
√
λξ)Pξf, f ∈ S ′(Rn),
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where 〈f, φ〉 = f(φ) for f ∈ S ′(Rn). The kernels of operators ϕj(
√L) are given by
ϕj(
√
L)(x, y) =
∑
ξ∈N0
ϕj(
√
λξ)Pξ(x, y) =
∑
ξ∈N0
ϕj(
√
λξ)
∑
|µ|=ξ
hµ(x)hµ(y).
Let {Ij}j∈N0 denote the following subsets of N0: Ij = [4j−1 − ⌊n2 ⌋, 4j − ⌈n2 ⌉] ∩ N0 for j ∈ N,I0 = {0} if n = 1, 2 and I0 = ∅ if n ≥ 3. The support of ϕj implies that
ϕj(
√
L)(x, y) =
∑
ξ∈Ij
ϕj(
√
λξ)Pξ(x, y).(2.3)
We give now some estimates on the kernels of the operators ϕj(
√L). Some of these have
appeared in [26, 30] but we give their proofs for the convenience of the reader.
Proposition 2.2 (Kernel estimates). Let {ϕj}j≥0 be an admissible system. Then for each
N ≥ 1 and ε > 4, we have
|ϕj(
√
L)(x, y)| . 2
jn
(1 + 2j |x− y|)N eε4j(x)eε4j (y), ∀ x, y ∈ R
n.(2.4)
Suppose that {ψj}j≥0 is another admissible system. If |j − k| ≥ 2 then
ϕj(
√
L)ψk(
√
L)(x, y) = 0, ∀ x, y ∈ Rn.(2.5)
If |j − k| ≤ 1 then for any N ≥ 1 and ε > 4 we have
|ϕj(
√
L)ψk(
√
L)(x, y)| . 2
kn
(1 + 2k|x− y|)N eε4k+1(x)eε4k(y)(2.6)
for every x, y ∈ Rn. Here the implicit constants depend on N , ϑ, ε andmax {‖ϕ(N)0 ‖∞, ‖ϕ(N)‖∞}.
Proof. We begin with the proof of (2.4). If |x − y| ≤ 2−j then by the Cauchy–Schwarz
inequality,
|ϕj(
√
L)(x, y)| ≤ ‖ϕj‖∞
∑
ξ∈Ij
∑
|µ|=ξ
|hµ(x)| |hµ(y)| . Q4j+N(x, x)1/2Q4j+N(y, y)1/2.
If on the other hand, |x − y| > 2−j, then applying the identity in [30, Lemma 8] (see also
[33, p.72] or [26, (B.1)]) to (2.3) we obtain
∣∣2N(xi − yi)Nϕj(√L)(x, y)∣∣ = ∑
N/2≤ℓ≤N
cℓ,N
∑
ξ∈Ij
∣∣△ℓϕj(√λξ)∣∣ ∣∣(A(y)i − A(x)i )2ℓ−NPξ(x, y)∣∣,
(2.7)
where cℓ,N = (−4)N−ℓ(2N − 2ℓ− 1)!!
(
N
2ℓ−N
)
. Using the mean value theorem for finite differ-
ences along with Hoppe’s chain rule formula we have
|△ℓϕj(
√
λξ)| = |∂ℓνϕj(
√
λν)| =
∣∣∣ ℓ∑
r=1
crϕ
(r)
j (
√
λν)λ
r/2−ℓ
ν 2
−jr
∣∣∣, |cr| ≤ ℓ!(2.8)
for some ξ < ν < ξ + ℓ. Now our assumption ϕ
(m)
j (0) = 0 for every m ∈ Z+ in conjunction
with Taylor’s remainder theorem gives |ϕ(r)j (x)| ≤ ‖ϕ(N)j ‖∞|x|N−r for any N ≥ 1 and x ∈ R+.
Inserting this into (2.8) we arrive at
|△ℓϕj(
√
λk)| . λN/2−ℓk 2−jN(2.9)
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since k < ν < k + ℓ. Next we recall the following estimate from [30, pp.397–398],
|(A(y)i − A(x)i )2ℓ−NPξ(x, y)| . λℓ−N/2ξ
( 2ℓ−N∑
k=0
Pξ+k(x, x)
)1/2( 2ℓ−N∑
k=0
Pξ+k(y, y)
)1/2
,(2.10)
which is obtained through the Binomial theorem and Cauchy–Schwarz inequality. Inserting
(2.9) and (2.10) into (2.7) and applying Cauchy–Schwarz inequality we obtain
|(xi − yi)Nϕj(
√
L)(x, y)|
. 2−jN
∑
N/2≤ℓ≤N
∑
ξ∈Ij
( 2ℓ−N∑
k=0
Pξ+k(x, x)
)1/2( 2ℓ−N∑
k=0
Pξ+k(y, y)
)1/2
. 2−jNQ4j+N(x, x)
1/2Q4j+N(y, y)
1/2.
Now combining both cases we arrive at
|ϕj(
√
L)(x, y)| . Q4j+N(x, x)
1/2Q4j+N(y, y)
1/2
(1 + 2j|x− y|)N ,
which, in view of (2.2), yields (2.4).
We turn to the proof of (2.5). By orthonormality of the Hermite functions
ϕj(
√
L)ψk(
√
L)(x, y) =
∑
ξ∈N0
ϕj(
√
λξ)ϕk(
√
λξ)
∑
|µ|=ξ
hµ(x)hµ(y).
From the supports of ϕj and ψk (see the comments after (2.3)), it can be easily seen that
ϕj(
√
λξ)ψk(
√
λξ) = 0 whenever |j − k| ≥ 2, which gives (2.5).
We now prove (2.6). From the bounds (2.4) and the fact that |j − k| ≤ 1 we have
|ϕj(
√
L)ψk(
√
L)(x, y)|
≤
ˆ ∣∣ϕj(√L)(x, w)∣∣ ∣∣ψk(√L)(w, y)∣∣dw
. eε4j (x)eε4k(y)
ˆ
2kn
(1 + 2k|x− w|)N
2kn
(1 + 2k|w − y|)M dw
for some M > N + n. The triangle inequality then gives
|ϕj(
√
L)ψk(
√
L)(x, y)| . 2
kneε4j(x)eε4k(y)
(1 + 2k|x− y|)N
ˆ
2kn
(1 + 2k|w − y|)M−N dw.
The integral is finite since M > N +n and, on noting that eε4j (x) ≤ eε4k+1(x) (which follows
from j − 1 ≤ k) we complete our proof. 
2.2. Hermite weights. Here we define the classes of weights used in our function and
sequence spaces. They generalize the Muckenhoupt classes and were introduced in [2]. These
weights are based on the following ‘critical radius’ function.
̺(x) :=
1
1 + |x|∞ ,(2.11)
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which was introduced in [31] in a more general context. It can be easily seen that there
exists C > 0 and κ ≥ 1 such that
C−1̺(x)
(
1 +
|x− y|
̺(x)
)−κ
≤ ̺(y) ≤ C̺(x)
(
1 +
|x− y|
̺(x)
) κ
κ+1
(2.12)
for any x, y ∈ Rn (see also [31, Lemma 1.4]).
Definition 2.3 (Hermite weights). For each cube Q and θ ≥ 0 set
Ψθ(Q) :=
(
1 +
ℓ(Q)
̺(xQ)
)θ
.
For each 1 < p < ∞ and η > 0 we define the class Aηp(L) to be the collection of all non-
negative and locally integrable functions w such that for some C > 0,(
−
ˆ
Q
w(y) dy
)1/p(
−
ˆ
Q
w1−p
′
(y) dy
)1/p′
≤ C Ψη(Q)(2.13)
for every cube Q. For p = 1 we require the following in place of (2.13)
1
Ψη(Q)
−
ˆ
Q
w(y) dy ≤ w(x) a.e. x ∈ Q.
We also set
Ap(L) =
⋃
η≥0
Aηp(L) and A∞(L) :=
⋃
p≥1
Ap(L).
Remark 2.4. (i) Throughout the rest of the article we shall drop the L in the notation
and just write Aηp in place of A
η
p(L), and Ap in place of Ap(L).
(ii) We denote the usual class of Muckenhoupt weights by Ap for p ≥ 1. Then one may
observe that the Hermite weights form a larger class than the Muckenhoupt weights in
the sense that for each p ≥ 1 and η ≥ 0 we have Ap ⊂ Aηp.
(iii) We note that these weights are increasing in both parameters in the sense that for any
η ≥ 0, then whenever 1 ≤ p1 ≤ p2 <∞ we have
A
η
1 ⊂ Aηp1 ⊂ Aηp2
and for any p ≥ 1 and η1 ≤ η2 then
Aη1p ⊂ Aη2p .
(iv) An example of such a weight is the following. For each p > 1 we have eǫ1|x|
2
, e−ǫ2|x|
2 ∈ Ap
for some ǫ1, ǫ2 > 0. See [24].
(v) The class A∞ is ‘open’ in the sense that whenever w ∈ Ap then w ∈ Ap−ǫ for some
ǫ > 0. Thus for each w ∈ A∞ we may define
rw := inf
{
r > 1 : w ∈ Ar
}
.
For each s > 0 and θ ≥ 0 we define a maximal function as follows:
Mθsf(x) := sup
Q∋x
( 1
Ψθ(Q)
−
ˆ
Q
|f(y)|s dy
)1/s
.(2.14)
When s = 1 we drop the s and writeMθ. These maximal functions satisfy a Fefferman–Stein
inequality for vector valued functions.
Lemma 2.5 (Fefferman–Stein type inequality). Assume one of the following two conditions.
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(a) 1 < p, q <∞, η > 0 and suppose that w ∈ Aηp.
(b) 0 < p, q <∞ and suppose that w ∈ A∞. Then for any 0 < s < min{p/rw, q}
Then there exists θ depending on p, q, η, n, w and κ (the constant from (2.12)) such that∥∥∥(∑
j
∣∣Mθ(fj)∣∣q)1/q∥∥∥
Lpw
≤ C
∥∥∥(∑
j
|fj|q
)1/q∥∥∥
Lpw
.
Proof. The proof of part (a) can be found in the proof of [32, Theorem 2.7]. To prove (b) we
first observe that since w ∈ A∞ then w ∈ Aη∞ for some η ≥ 0. Now if s < prw then w ∈ A
η
p/s
by Remark 2.4. We may then apply part (a) because p/s > 1 and q/s > 1. Thus we have∥∥∥(∑
j
∣∣Mθs(fj)∣∣q) 1q∥∥∥
Lpw
.
∥∥∥(∑
j
∣∣f sj ∣∣ qs) sq ∥∥∥ 1s
L
p/s
w
=
∥∥∥(∑
j
∣∣fj∣∣q) 1q ∥∥∥
Lpw
. 
2.3. Hermite tiles and sequence spaces. The aim of this section is to detail an appro-
priate notion of discretized sets for Rn and then use these sets to define weighted sequence
spaces in Definition 2.7.
It is well known that the dyadic cubes of Rn play an important role in the development
of frames for the classical distribution spaces. In the Hermite setting, the notion of ‘tiles’ or
‘rectangles’ constructed in [30] will play the role of dyadic cubes for L. The construction of
these tiles rely on the zeros of the Hermite polynomials.
Fix a constant δ⋆ ∈ (0, 137) and for each j ≥ 0 we set
Nj =
[
(1 + 11δ⋆)(
4
π
)24j
]
+ 3.
Let {ξν} with ν ∈ {±1,±2, . . . ,±Nj} be the zeros of the H2Nj (t), ordered so that
ξ−Nj < · · · < ξ−1 < 0 < ξ1 < · · · < ξNj .(2.15)
It will be useful to note that ξ−ν = −ξν .
The index sets Xj for j ≥ 0 are now defined in the following manner. For each multi-index
α = (α1, . . . , αn) with |αν | < Nj we write ξα = (ξα1 , . . . , ξαn) where each ξαν is a zero of
H2Nj (t) from (2.15). Then Xj will be the collection of all such points or nodes ξα in Rn. We
write X = ⋃j≥0Xj .
The families of dyadic tiles Ej for j ≥ 0 are defined as follows. For each ξα ∈ Xj we set
Rξα := Iα1 × Iα2 × · · · × Iαn ,
where Iαν are the intervals defined by
Iν :=


[0, (ξ1 + ξ2)/2] , ν = 1
[(ξν−1 + ξν)/2, (ξν + ξν+1)/2] , ν ∈ {2, 3, . . . , Nj−1}[
(ξNj−1 + ξNj)/2, ξNj + 2
−j/6] , ν = Nj
and I−ν = −Iν for ν ∈ {1, 2 . . . , Nj}.
We denote by Ej the collection of tiles {Rξ}ξ∈Xj and by E :=
⋃
j≥0 Ej the collection of all
tiles. Then Ej contains approximately 4jn tiles (with constants depending on δ⋆ and n). By
a rectangle (or tile) R we mean a rectangle from Ej for some j ≥ 0 and denote its node by
xR. We summarize the properties of these tiles below. For their proofs we direct the reader
to [30, pp.379–380].
Lemma 2.6. There exist constants c0, c1, c2, c3 and c4 depending only on δ⋆ and n such
that for each j ≥ 0 and each tile R ∈ Ej the following holds.
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(a) If |xR| ≤ (1 + 4δ⋆)2j+1, it holds that
R = Q(xR, c02
−j).(2.16)
(b) In general, it holds that
Q(xR, c12
−j) ⊂ R ⊂ Q(xR, c22−j/3).(2.17)
(c) Set Qj :=
⋃
P∈Ej
P = Q(0, ξNj + 2
−j/6); it holds that
Q(0, 2j) ⊂ Qj ⊂ Q(0, c32j).(2.18)
(d) R can be subdivided into a disjoint union of subcubes of sidelength roughly equal to 2−j;
more precisely each such subcube Q satisfies
Q(xQ, c42
−j−1) ⊂ Q ⊂ Q(xQ, c42−j).
Denoting by Êj the collection of all subdivided cubes from Ej, then it holds that⋃
Q∈Êj
Q = Qj .(2.19)
We may now introduce our weighted sequence spaces associated with Hermite expansions,
which are spaces of sequences indexed over the collection of tiles just described.
Definition 2.7 (Weighted Hermite sequence spaces). Let α ∈ R, 0 < q ≤ ∞ and 0 ≤ w ∈
L1loc(R
n). For 0 < p ≤ ∞, we define the weighted Hermite Besov sequence space bp,qα,w as the
set of all sequences of complex numbers s = {sR}R∈E such that
‖s‖bp,qα,w :=
{∑
j≥0
2jαq
(∑
R∈Ej
(
w(R)1/p|R|−1/2|sR|
)p)q/p}1/q
<∞;
for 0 < p < ∞, we define the weighted Hermite Triebel–Lizorkin sequence space f p,qα,w as the
set of all sequences of complex numbers s = {sR}R∈E such that
‖s‖fp,qα,w :=
∥∥∥∥(∑
j≥0
2jαq
∑
R∈Ej
(
1R(·)|R|−1/2|sR|
)q)1/q∥∥∥∥
Lpw
<∞.
We use the supremum norm ℓ∞ when q =∞ (or if p =∞ in the Besov case).
These spaces are critical for our frame characterizations in Section 3 and the embedding
results of Section 4.
Throughout the rest of this article, we will use the notation Ap,qα (L) (or Ap,qα ) to refer to
Bp,qα (L) or F p,qα (L), with the understanding that α ∈ R, 0 < q ≤ ∞, and either 0 < p ≤ ∞
if A = B or 0 < p < ∞ if A = F. An analogous comment applies to the sequence spaces,
denoted by ap,qα (L) (or ap,qα ).
3. Frame characterizations
In this section we obtain frame characterizations of our weighted Hermite spaces. Frames
were constructed in [30] for the unweighted setting and here we show that the same notions
can be used to characterize the weighted spaces. Our frames rely on a certain cubature
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formula for functions in VN (the spaces of projections defined in Section 2). Consider the
well known ‘Christoffel function’
τ(N, x) :=
1
QN (x, x)
, x ∈ R, N ∈ N0,
which has certain useful asymptotic properties (see [30, p376]). Then the following cubature
formula ˆ
Rn
f(x) g(x) dx ∼
∑
ξ∈Xj
τξ f(ξ) g(ξ), ξ = (ξα1 , . . . , ξαn), τξ =
n∏
k=1
τ(2Nj , ξαk)(3.1)
is exact for all f ∈ Vk and g ∈ Vℓ with k + ℓ ≤ 4Nj − 1.
If {ϕj}j≥0 is an admissible system then for each tile R ∈ Ej we set
ϕR(x) := τ
1/2
R ϕj(
√
L)(x, xR)(3.2)
where xR is the node of R and τR = τxR, the coefficient in the cubature formula (3.1). They
satisfy |τR| ∼ |R| for any tile R (see [30, (2.33)]). The functions ϕR were termed needlets in
[30].
Given any admissible systems {ϕj}j≥0 and {ψj}j≥0 we define the synthesis Sϕ and analysis
Tψ operators by
Sϕ : f 7−→ {〈f, ϕR〉}R∈E and Tψ : {sR}R∈E 7−→
∑
R∈E
sRψR.
The main result in this section is the following. For the unweighted case see [30, Theorems
3 and 5].
Theorem 3.1 (Frame characterization). Let α ∈ R, 0 < q ≤ ∞, and 0 < p < ∞ if
Ap,qα (L) = F p,qα (L) or 0 < p ≤ ∞ if Ap,qα (L) = Bp,qα (L). Suppose that {ϕj}j≥0 and {ψj}j≥0
are two admissible systems. Then,
(a) the operator Tψ : a
p,q
α (L)→ Ap,qα (L) is bounded;
(b) the operator Sϕ : A
p,q
α (L)→ ap,qα (L) is bounded;
(c) if {ϕj}j≥0 and {ψj}j≥0 satisfy∑
j≥0
ψj(λ)ϕj(λ) = 1 ∀λ ≥ 0,(3.3)
then Tψ ◦ Sϕ = I on Ap,qα (L), with convergence in S ′(Rn). Furthermore, the definitions
of Ap,qα,w(L) are independent of the choice of (ϕ0, ϕ).
The proof of Theorem 3.1 is given in Section 3.2. Before embarking on the proof we need
to give some preparatory facts and estimates. Our first set of results deals with the analysis
and synthesis operators, which adapts [30, Proposition 3] to our band-limited operators.
Proposition 3.2. Let {ϕj}j≥0 and {ψj}j≥0 be two admissible systems satisfying (3.3). Then
we have the following:
f =
∑
j≥0
ψj(
√
L)ϕj(
√
L)f in S ′(Rn)(3.4)
and
f =
∑
R∈E
〈f, ϕR〉ψR in S ′(Rn).(3.5)
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Remark 3.3. It is worth pointing out that if (3.3) holds then Proposition 3.2 implies that
Tψ ◦ Sϕ = I on S ′(Rn). Another consequence of Proposition 3.2 is that our spaces Bp,qα,w(L)
and F p,qα,w(L) are quasi-Banach spaces embedded continuously into S ′(Rn). To see this one
can reason as in [30, Proposition 4] and [30, Section 5.1].
Proof of Proposition 3.2. The reproducing formula (3.4) can be found in [21, Proposition 5.5(b)]
and [30, Proposition 3], so we only address (3.5).
To prove (3.5) we firstly have ϕj(
√L)(x, ·) ∈ V4j . Indeed from (2.3) we see that ϕj(
√L)(x, ·)
is a finite combination of Hermite functions hµ, of order |µ| not exceeding 4j which, by the
definition of VN , implies ϕj(
√L)(x, ·) ∈ V4j . One can reason similarly for ψj(
√L)(x, ·).
Therefore since 2 · 4j ≤ 4Nj − 1 we may apply (3.1) to ϕj(
√L)(x, ·) and ψj(
√L)(x, ·) to
obtain
ψj(
√
L)ϕj(
√
L)(x, y) =
ˆ
ψj(
√
L)(x, u)ϕj(
√
L)(u, y) du =
∑
ξ∈Xj
τξ ψj(
√
L)(x, ξ)ϕj(
√
L)(ξ, y).
Then in view of (3.2) we see that
ψj(
√
L)ϕj(
√
L)(x, y) =
∑
R∈Ej
τ
1/2
R ψj(
√
L)(x, ξ) τ 1/2R ϕj(
√
L)(y, ξ) =
∑
R∈Ej
ψR(x)ϕR(y).
The result now follows by invoking (3.4) and then utilising the above equality. Thus we have
f(x) =
∑
j≥0
ˆ
ψj(
√
L)ϕj(
√
L)(x, y)f(y) dy =
∑
j≥0
∑
R∈Ej
(ˆ
ϕR(y)f(y) dy
)
ψR(x),
which is (3.5). 
The next estimate will be needed in the proofs of Theorems 3.1 and 4.1.
Lemma 3.4. Let {ϕj}j≥0, {ψj}j≥0 be any pair of admissible systems and let σ ≥ 1. Then
for any sequence of numbers s = {sR}R∈E ,
∣∣ϕj(√L)(Tψs)(x)∣∣ . j+1∑
k=j−1
∑
R∈Ek
|R|−1/2|sR|
(1 + 2k|x− xR|)σ , ∀x ∈ R
n.
Proof of Lemma 3.4. Recall from (2.5) that ϕj(
√L)ψR(x) = 0 whenever R ∈ Ek with |j −
k| ≥ 2. It follows that
ϕj(
√
L)(Tψs)(x) =
j+1∑
k=j−1
∑
R∈Ek
sR τ
1/2
R ϕj(
√
L)ψk(
√
L)(x, xR).
Then by (2.6) with ε = 4(1 + 4δ⋆)
2 we obtain for any σ ≥ 1,
∣∣ϕj(√L)(Tψs)(x)∣∣ . j+1∑
k=j−1
∑
R∈Ek
|sR| |R|1/22
kneε4k(xR)eε4k+1(x)
(1 + 2k|x− xR|)σ
The proof is concluded by invoking the following estimate:
|R|1/22kneε4k(xR) . |R|−1/2 ∀ R ∈ Ek, k ∈ N0.
We can see this estimate by considering the two types of tiles listed in Lemma 2.6. Indeed if
|xR|∞ ≤ (1 + 4δ⋆)2k+1 then 2kn ∼ |R|−1 by (2.16). Otherwise, from our choice of ε we have
eε4k(xR) . 2
−2kn/3, and so 2kneε4k(xR) . |R|−1 by (2.17). 
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3.1. Maximal lemmas. In this section we gather and prove some maximal lemmas for
sequences (Lemmas 3.5, 3.6 and 3.7) that will be needed in the proof of Theorem 3.1. Recall
that the maximal function Mθs was defined in (2.14).
We first have a generalization of [30, Lemma 4].
Lemma 3.5. Let s > 0, θ ≥ 0, σ > θ
s
+max{n, n
s
} and j ≥ 0. For a collection of numbers
{aR}R∈Ej we set
a∗j (x) :=
∑
R∈Ej
|aR|
(1 + 2j|x− xR|)σ , x ∈ R
n,(3.6)
and a∗R := a
∗
j (xR). Then there exists C > 0 such that for any c˜ ∈ (0, 2c4] and x ∈ Rn we
have
a∗j(x) ≤ C inf
y∈Q(x,c˜2−j)
Mθs
(∑
R∈Ej
|aR|1R
)
(y),(3.7)
and
a∗R1R(x) ≤ C inf
y∈Q(x,c˜2−j)
Mθs
(∑
R∈Ej
|aR|1R
)
(y).(3.8)
Proof of Lemma 3.5. We first set
a˜j(x) :=
∑
R∈Ej
|aR|
(1 + 2jd(x,R))σ
where d(x,R) := sup
y∈R
|x− y|∞. Since a∗j(x) . a˜j(x) and a∗R1R(x) . a˜j(x) for every x ∈ Rn,
then to obtain (3.7) and (3.8) it suffices to prove
a˜j(x) . inf
y∈Q(x,c˜2−j)
Mθs
( ∑
R∈Ej
|aR|1R
)
(y), ∀x ∈ Rn.(3.9)
Set ν = 1−min{1, 1/s} and Q˜ := Q(x, c˜2−j). Let c3 and c4 be the constants from Lemma 2.6.
We split the proof of (3.9) into two cases.
Case 1: |x|∞ > 2(c3 + c4)2j.
For each such x we have d(x,R) > |x|∞
2
for any R ∈ Ej. Then by either Ho¨lder’s inequality
if s > 1 or the s-triangle inequality if s ≤ 1, we have
a˜j(x) .
( 2−j
|x|∞
)σ ∑
R∈Ej
|aR| . 2
−j(σ−2nν)
|x|σ∞
(∑
R∈Ej
|aR|s
)1/s
.
Set Qx := Q(0, 2|x|∞). Then Lemma 2.6 (c) ensures Qj ⊆ Qx. Using the 1/s-triangle in-
equality if s ≥ 1, and the Ho¨lder inequality if s ≥ 1, along with the estimates Ψθ(Q(0, 2|x|∞)) ∼
|x|θ∞ and |R| & 2−jn for every R ∈ Ej, we have(∑
R∈Ej
|aR|s
)1/s
. 2j
n
s |x|
n+θ
s∞
( 1
Ψθ(Qx)
−
ˆ
Qx
( ∑
R∈Ej
|aR|1R(y)
)s
dy
)1/s
.
Inserting this into the previous calculation and observing that σ > n+θ
s
we have
a˜j(x) . 2
−j(2σ− 2n
s
− θ
s
−2nν) inf
y∈Q˜
Mθs
(∑
R∈Ej
|aR|1R
)
(y).
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We arrive at (3.9) on recognizing that σ > n
s
+ θ
2s
if s ≤ 1 and σ > n + θ
2s
if s ≥ 1, both of
which hold because of our assumption on σ.
Case 2: |x|∞ ≤ 2(c3 + c4)2j .
Let Êj be the collection of cubes defined in (2.19). Then for each Q ∈ Êj, we set aQ := aR
whenever Q ⊂ R. Then we have
a˜j(x) ≤
∑
Q∈Êj
|aQ|
(1 + 2jd(x,Q))σ
and
∑
R∈Ej
|aR|1R =
∑
Q∈Êj
|aQ|1Q.(3.10)
We shall discretize Rn into the following ‘square annuli’ and cube centred at x. For each
m ≥ 1, we set
A0 = A0(x, j) = {Q ∈ Êj : |x− xQ|∞ ≤ c42−j},
and Am = Am(x, j) = {Q ∈ Êj : c42m−j−1 < |x− xQ|∞ ≤ c42m−j}.
We shall also need the the following cubes centred at x. For each m ≥ 0, we set
Bm = Bm(x, j) = Q(x, c42m−j+1).
These sets satisfy the following properties
#Am . 2mn, Êj =
⋃
m≥0
Am,
⋃
Q∈Am
Q ⊂ Bm.(3.11)
By (3.10) and Ho¨lder’s inequality if s > 1 and the s-triangle inequality otherwise,
a˜j(x) ≤
∑
m≥0
∑
Q∈Am
|aQ|
(1 + 2jd(x,Q))σ
.
∑
m≥0
2−m(σ−nν)
( ∑
Q∈Am
|aQ|s
)1/s
.
Using the last property in (3.11), along with the 1/s-triangle inequality if s ≥ 1 and Ho¨lder’s
inequality otherwise, we have( ∑
Q∈Am
|aQ|s
)1/s
≤
(ˆ
Bm
∑
Q∈Am
|aQ|s|Q|−11Q(y) dy
)1/s
.
Now using the estimates |Bm| ∼ 2n(m−j), |Q| ∼ 2−jn, Ψθ(Bm) . 2(m−j)θ|x|θ∞ and |x|∞ . 2j
with the fact that Bm contains x we haveˆ
Bm
∑
Q∈Am
|aQ|s|Q|−11Q(y) dy . 2m(n+θ) 1
Ψθ(Bm) −
ˆ
Bm
( ∑
Q∈Am
|aQ|1Q(y)
)s
dy.
Combining the previous three calculations gives
a˜j(x) . inf
y∈Q˜
Mθs
(∑
R∈Ej
|aR|1R
)
(y)×
∑
m≥0
2−m(σ−nν−
n
s
− θ
s
).
Our assumption on σ ensures the convergence of the sum, giving (3.9) and completing the
proof of Lemma 3.5. 
Lemma 3.6 ([30] Lemma 5). Fix j ≥ 0 and let g ∈ V4j . For each tile R ∈ Ej we define
aR := sup
x∈R
|g(x)| and bR := inf
x∈R
|g(x)|(3.12)
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Then there exists k ≥ 1 depending only on n, δ⋆, σ such that for every R ∈ Ej we have
a∗R ≤ c b∗P , ∀P ∈ Ej+k, with P ∩ R 6= ∅
and
a∗R1R(x) ≤ c
∑
P∈Ej+k,
P∩R6=∅
b∗P1P (x), ∀x ∈ Rn.(3.13)
Lemma 3.7. Fix 0 < p ≤ ∞ and w ∈ A∞. Then for any j ≥ 0 and g ∈ V4j we have( ∑
R∈Ej
w(R)max
x∈R
|g(x)|p
)1/p
. ‖g‖Lpw .
Proof of Lemma 3.7. For any tile R ∈ Ej let aR and bR denote the collection of numbers
defined in (3.12). Let k be the integer from Lemma 3.6. Fix a s ∈ (0,min{p/rw, 1}) and let
θ be the number from Lemma 2.5.
From the fact that the tiles in Ej are all disjoint, then the inequality aR ≤ a∗R and (3.13)
give (∑
R∈Ej
w(R)max
x∈R
|g(x)|p
)1/p
≤
∥∥∥∥∑
R∈Ej
a∗R1R
∥∥∥∥
Lpw
.
∥∥∥∥∑
R∈Ej
∑
P∈Ej+k,
P∩R6=∅
b∗P1P
∥∥∥∥
Lpw
.
Now note that
⋃
R∈Ej R ⊂
⋃
P∈Ej+k P . Applying (3.8) with σ > θ/s+max{n, ns } we have∥∥∥∥∑
R∈Ej
∑
P∈Ej+k,
P∩R6=∅
b∗P1P
∥∥∥∥
Lpw
≤
∥∥∥∥ ∑
P∈Ej+k
b∗P1P
∥∥∥∥
Lpw
.
∥∥∥∥Mθs( ∑
P∈Ej+k
bP1P
)∥∥∥∥
Lpw
.
Finally we invoke Lemma 2.5 (b) with q = 1 to obtain( ∑
R∈Ej
w(R)max
x∈R
|g(x)|p
)1/p
.
∥∥∥∥ ∑
P∈Ej+k
bP1P
∥∥∥∥
Lpw
≤ ‖g‖Lpw ,
which concludes the proof. 
3.2. Proof of Theorem 3.1. In this section we prove the frame characterizations for our
weighted Besov and Triebel–Lizorkin spaces. We start by observing that (3.3) follows readily
from Proposition 3.2 (see Remark 3.3). Furthermore, the independence of ϕ in the definitions
of the spaces Ap,qα,w(L) can be seen by following a similar argument to the unweighted case
(see [30, Theorems 3,5]). Thus we only need to prove (a) and (b). We shall tackle the
Triebel–Lizorkin and Besov cases separately.
The Triebel–Lizorkin case.
Part (a). Let {ψ˜j}j≥0 be another admissible system. We shall prove the boundedness of Tψ˜.
Let 0 < r < min{p/rw, q} and θ be the number from Lemma 2.5. Fix σ > θ/r+max{n, n/r}.
By Lemma 3.4 and (3.7) with aR = |R|−1/2|sR| we have
∣∣ϕj(√L)(Tψ˜s)(x)∣∣ .
j+1∑
k=j−1
∑
R∈Ek
|R|−1/2|sR|
(1 + 2k|x− xR|)σ .
j+1∑
k=j−1
Mθr
( ∑
R∈Ek
|R|−1/2|sR|1R
)
(x).
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Applying this estimate along with Lemma 2.5 (b) we have
‖Tψ˜s‖F p,qα,w .
∥∥∥(∑
j≥0
(
2jα
j+1∑
k=j−1
Mθr
( ∑
R∈Ek
|R|−1/2|sR|1R
))q)1/q∥∥∥
Lpw
.
∥∥∥(∑
j≥0
Mθr
(
2jα
∑
R∈Ej
|R|−1/2|sR|1R
)q)1/q∥∥∥
Lpw
.
∥∥∥(∑
j≥0
(
2jα
∑
R∈Ej
|R|−1/2|sR|1R
)q)1/q∥∥∥
Lpw
= ‖s‖fp,qα,w .
Part (b). Let f ∈ F p,qα,w. Note that for each j ≥ 0 we have ϕj(
√L)f ∈ V4j and hence
Lemma 3.6 can be applied to g = ϕj(
√L)f . Define the sequences
〈fϕ,R〉 := sup
x∈R
|ϕj(
√
L)f(x)|, R ∈ Ej
〈fϕ,P,k〉 := inf
x∈P
|ϕj(
√
L)f(x)|, P ∈ Ej+k
Then we firstly have
|〈f, ϕR〉| =
∣∣τ 1/2R ϕj(√L)f(xR)∣∣ . |R|1/2〈fϕ,R〉 ≤ |R|1/2〈fϕ,R〉∗(3.14)
where 〈fϕ,R〉∗ is defined in (3.6). Secondly, we apply Lemma 3.6 to aR = 〈fϕ,R〉 and bP =
〈fϕ,P,k〉 to obtain
〈fϕ,R〉∗1R(x) .
∑
P∈Ej+k,
P∩R6=∅
〈fϕ,P,k〉∗1P (x), x ∈ Rn.(3.15)
Then by (3.14), (3.15) and (3.8) with 0 < r < min{p/rw, q} and θ from Lemma 2.5 we have
‖Sϕf‖fp,qα,w .
∥∥∥(∑
j≥0
2jαq
∑
R∈Ej
(〈fϕ,R〉∗1R)q)1/q∥∥∥
Lpw
.
∥∥∥(∑
j≥0
2jαq
( ∑
P∈Ej+k
〈fϕ,P,k〉∗1P
)q)1/q∥∥∥
Lpw
.
∥∥∥(∑
j≥0
Mθr
(
2jα
∑
P∈Ej+k
〈fϕ,P,k〉1P
)q)1/q∥∥∥
Lpw
.
Now we invoke Lemma 2.5 (b) and arrive at
‖Sϕf‖fp,qα,w .
∥∥∥(∑
j≥0
(
2jα
∑
P∈Ej+k
〈fϕ,P,k〉1P
)q)1/q∥∥∥
Lpw
≤ ‖f‖F p,qα,w ,
which completes the proof of part (b).
The Besov case. As in the Triebel–Lizorkin case, part (c) follows from Proposition 3.2 (see
Remark 3.3).
Part (a). Let {ψ˜j}j≥0 be another admissible system. We shall prove the boundedness of
Tψ˜. Let 0 < r < min{p/rw, 1} and θ be the number from Lemma 2.5. Then by Lemma 3.4
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with σ > θ/r+max{n, n/r}, (3.7) with aR = |R|−1/2|sR|, and Lemma 2.5 (b) with q = 1 we
have ∥∥ϕj(√L)(Tψ˜s)∥∥Lpw .
j+1∑
k=j−1
∥∥∥Mθr( ∑
R∈Ek
|R|−1/2|sR|1R
)∥∥∥
Lpw
.
j+1∑
k=j−1
∥∥∥ ∑
R∈Ek
|R|−1/2|sR|1R
∥∥∥
Lpw
.
j+1∑
k=j−1
( ∑
R∈Ek
(
w(R)1/p|R|−1/2|sR|
)p)1/p
.
From the preceding estimate it follows readily that
‖Tψ˜s‖Bp,qα,w .
{∑
j≥0
2jαq
( j+1∑
k=j−1
( ∑
R∈Ek
(
w(R)1/p|R|−1/2|sR|
)p)1/p)q}1/q
. ‖s‖bp,qα,w .
Part (b). Since ϕj(
√L)f ∈ V4j , we may apply Lemma 3.7 to obtain
‖Sϕf‖bp,qα,w .
{∑
j≥0
2jαq
( ∑
R∈Ej
w(R) |ϕj(
√
L)f(xR)|p
)q/p}1/q
. ‖f‖Bp,qα,w .
This concludes the Besov case and also completes the proof of Theorem 3.1.
4. Embeddings for weighted Hermite spaces
In this section we characterize continuous Sobolev-type embeddings for weighted Besov
and Triebel–Lizorkin spaces associated the Hermite operator. The main result in this section
is the following.
Theorem 4.1 (Embedding for sequence spaces). Let γ > 0 and w be any weight. Then the
following holds.
(a) For any α1 ≤ α2 and 0 < p1, p2, q1, q2 ≤ ∞ with 0 < q2 ≤ q1 ≤ ∞ and α1− γp1 = α2−
γ
p2
,
we have
bp2,q2α2,w →֒ bp1,q1α1,w
if and only if w satisfies the lower bound property (1.6) of order γ.
(b) If in addition w ∈ A∞ then for any α1 ≤ α2, 0 < p1, p2 < ∞ and 0 < q1, q2 ≤ ∞ with
α1 − γp1 = α2 −
γ
p2
, we have
f p2,q2α2,w →֒ f p1,q1α1,w
if and only if w satisfies the lower bound property (1.6) of order γ.
Theorem 4.1 will be used to prove Theorem 1.1 in Section 4.2. The proof of Theorem 4.1
will be given in Section 4.1. Before turning to its proof we state a crucial fact concerning
the the lower bound property (1.6). Recall that the function ̺(·) was defined in (2.11).
Proposition 4.2 (Lower bound for tiles and balls). Suppose that γ > 0 and let w be any
weight. The following are equivalent.
(a) There exists C > 0 such that for every j ≥ 0 and R ∈ Ej we have
w(R) ≥ C 2−jγ.
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(b) There exists C˜ > 0 such that for every ball B with 0 < rB ≤ ̺(xB) we have
w(B) ≥ C˜ rγB.
Proof of Proposition 4.2. Proof of (a) ⇒ (b).
Fix a ball B with 0 < rB ≤ ̺(xB). We observe that there exists j ≥ 0 with
2j ≤ |xB|∞ < 2j+1(4.1)
and thus it follows that rB ≤ 2−j. Furthermore, there exists k ≥ 0 with
2−(j+k+1) < rB ≤ 2−(j+k).(4.2)
Next choose an integer ℓ such that
2ℓ ≥ max
{
4c0
√
n,
( c2
4δ⋆
)3}
(4.3)
Now consider tiles from Ej+k+ℓ. Firstly there is a tile R from the collection Ej+k+ℓ that
contains the centre of B. Indeed from (4.1) and our assumption on ℓ we have |xB|∞ ≤ 2j+k+ℓ
and hence, by property (2.18), it follows that
xB ∈ Q
(
0, 2j+k+ℓ
) ⊂ Qj+k+ℓ.
Secondly such a tile R is approximately cubic. To see this we note that by (2.17) and (4.3),
|xB − xR| ≤ c22−(j+k+ℓ)/3 ≤ 4δ⋆.
It follows that |xR|∞ ≤ (1 + 4δ⋆)2j+k+ℓ+1 and so by (2.16)
R = Q
(
0, c02
−(j+k+ℓ)).(4.4)
Thirdly R is contained in B. Indeed since xB ∈ R and by (4.4), (4.3) and (4.2) we have
diam(R) = 2c0
√
n 2−(j+k+ℓ) ≤ 2−(j+k+1) < rB.
Hence R ⊂ B. Combining the above three facts on B and R we conclude, by (4.2),
w(B) ≥ w(R) ≥ C 2−(j+k+ℓ)γ ≥ C˜ rγB
with C˜ = C 2−ℓγ.
We turn to the proof of (b) ⇒ (a). Fix j ≥ 0 and let R be a tile from Ej. Then consider
the ball B(xR, r) where
r := min
{
c1,
1
1 + c3
}
2−j.
Then firstly we have B ⊂ R by (2.17). Secondly we know that |xR| ≤ c32j by (2.18). Thus
r ≤ ̺(xR) and so B(xR, r) meets the hypothesis of Proposition 4.2 (b). Thus we have
w(R) ≥ w(B) ≥ C˜ rγ = C 2−jγ
where C = C˜ min{c1, (1 + c3)−1}γ. 
We are now ready to give the proofs of our embedding theorems.
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4.1. Proof of Theorem 4.1. Part (a). We first prove necessity of the lower bound property.
Suppose that for some C > 0 we have
‖s‖bp1,q1α1,w ≤ C‖s‖bp2,q2α2,w(4.5)
for all sequences s ∈ bp2,q2α2,w . Fix j ≥ 0 and a tile R ∈ Ej and consider the sequence with
sR = 1 and sR˜ = 0 for any tiles R˜ 6= R. Then for any p, q and α we have
‖s‖bp,qα,w =
{
2jαq
(
w(R)|R|−p/2)q/p}1/q = 2jαw(R)1/p|R|−1/2.
Then (4.5) implies that
2jα1w(R)1/p1|R|−1/2 ≤ C2jα2w(R)1/p2|R|−1/2,
which in turn gives
w(R)1/p2−1/p1 ≥ C−12−jγ(1/p2−1/p1).
Now noting that p2 ≤ p1 we obtain w(R) ≥ C ′ 2−jγ, where C ′ = C−p1p2/(p1−p2). Since this
holds for any tile R then Proposition 4.2 yields the lower bound property for w with order γ.
We now prove sufficiency for part (a). Since q1 ≥ q2 and p1 ≥ p2 we may apply the
q2/q1-triangle inequality followed by the p2/p1-triangle inequality to obtain
‖s‖bp1,q1α1,w ≤
{∑
j≥0
2jα1q2
(∑
R∈Ej
(
w(R)1/p1|R|−1/2|sR|
)p1)q2/p1}1/q2
≤
{∑
j≥0
2jα1q2
(∑
R∈Ej
(
w(R)1/p1−1/p2w(R)1/p2 |R|−1/2|sR|
)p2)q2/p2}1/q2
.
Now the lower bound property of w and Proposition 4.2 allow us to control the last expression
by a constant multiple of{∑
j≥0
2jα1q2
( ∑
R∈Ej
(
2−jγ(1/p1−1/p2)w(R)1/p2|R|−1/2|sR|
)p2)q2/p2}1/q2 ,
which equals ‖s‖bp2,q2α2,w .
Part (b). Necessity can be done in the same way as part (a), after observing that for the
same sequence s defined in (a) we have
‖s‖fp,qα,w =
(ˆ
R
2jαp|R|−p/2w(x) dx
)1/p
= 2jαw(R)1/p|R|−1/2
for any p, q, α and w.
We turn to sufficiency of the lower bound property for part (b). We shall prove that there
exists C > 0 with
‖s‖fp1,q1α1,w ≤ C‖s‖fp2,q2α2,w(4.6)
for all sequences s ∈ f p2,q2α2,w . Without loss of generality we may assume that s = {sR}R is a
sequence with ‖s‖fp2,q2α2,w = 1. To simplify notation we denote
Fj(α, q, x) :=
∑
R∈Ej
2jαq
(|R|−1/2|sR|1R(x))q.
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We claim that (4.6) will follow from the following two estimates: there exists β˜ > 0 such
that for each x ∈ Rn and any N ≥ 0,{ N∑
j=0
Fj(α1, q1, x)
}1/q1 ≤ β˜ 2Nγ/p1 ;(4.7)
and for any N ≥ −1,{ ∞∑
j=N+1
Fj(α1, q1, x)
}1/q1 ≤ 2−Nγ( 1p2− 1p1 ){ ∞∑
j=N+1
Fj(α2, q2, x)
}1/q2
.(4.8)
Let us show how (4.7) and (4.8) lead to (4.6). We first discretize the left hand side of (4.6)
using the well known representation of the Lp norm as follows.
‖s‖p1
f
p1,q1
α1,w
= p1
ˆ ∞
0
tp1−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α1, q1, x)
)1/q1
> t
})
dt =: I + II,
where
I = p1
ˆ β
0
tp1−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α1, q1, x)
)1/q1
> t
})
dt,
II = p1
∞∑
N=0
ˆ β2(N+1)γ/p1
β2Nγ/p1
tp1−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α1, q1, x)
)1/q1
> t
})
dt,
and β = 2β˜21/q1 with β˜ being the constant from (4.7).
We estimate I by applying (4.8) withN = −1 along with the substitution t = 2γ(1/p2−1/p1)u.
Thus,
I ≤ p1
ˆ β
0
tp1−1w
({
x ∈ Rn : 2γ( 1p2− 1p1 )
(∑
j≥0
Fj(α2, q2, x)
)1/q2
> t
})
dt
= p1
ˆ β
0
tp1−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α2, q2, x)
)1/q2
> 2
−γ( 1
p2
− 1
p1
)
t
})
dt
= p12
γ(
p1
p2
−1)
ˆ β2−γ( 1p2− 1p1 )
0
up1−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α2, q2, x)
)1/q2
> u
})
du.
Now from inequality up1 ≤ up2(β2−γ(1/p2−1/p1))p1−p2, we have
I . p2
ˆ β2−γ( 1p2− 1p1 )
0
up2−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α2, q2, x)
)1/q2
> u
})
du ≤ ‖s‖p2
f
p2,q2
α2,w
= 1.
For term II we first employ (4.7) and (4.8) respectively to obtain
II ≤ p1
∞∑
N=0
ˆ β2(N+1)γ/p1
β2Nγ/p1
tp1−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α1, q1, x)
)1/q1
> 2−1/q1t
})
dt
≤ p1
∞∑
N=0
ˆ β2(N+1)γ/p1
β2Nγ/p1
tp1−1w
({
x ∈ Rn :
( ∞∑
j=N+1
Fj(α1, q1, x)
)1/q1
> 2
−1/q1
2
t
})
dt
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≤ p1
∞∑
N=0
ˆ β2(N+1)γ/p1
β2Nγ/p1
tp1−1w
({
x ∈ Rn :
( ∞∑
j=N+1
Fj(α2, q2, x)
)1/q2
> 2
Nγ( 1
p2
− 1
p1
) 2−1/q1
2
t
})
dt.
Now note that t ∼ β2Nγ/p1 implies 2Nγ( 1p2− 1p1 ) 2−1/q1
2
t ∼ β ′tp1/p2 with β ′ = β1−p1/p22−γ/p2 .
This estimate, along with the substitution u = β ′tp1/p2, gives
II ≤ p1
∞∑
N=0
ˆ β2(N+1)γ/p1
β2Nγ/p1
tp1−1w
({
x ∈ Rn :
( ∞∑
j=N+1
Fj(α2, q2, x)
)1/q2
> β ′tp1/p2
})
dt
. p2
ˆ ∞
0
up2−1w
({
x ∈ Rn :
(∑
j≥0
Fj(α2, q2, x)
)1/q2
> u
})
du,
which equals ‖s‖p2
f
p2,q2
α2,w
.
It remains to estimate (4.7) and (4.8). We begin with (4.7). The idea is to apply almost
orthogonality to estimate |sR|. Let {ϕj}j≥0 and {ψj}j≥0 be admissible systems so that (3.3)
holds. Then we have
sR = 〈Tψs, ϕR〉 = τ 1/2R ϕj(
√
L)(Tψs)(xR),
and so by Lemma 3.4 we have for any σ ≥ 1,
|sR| ≤ |τ 1/2R |
∣∣ϕj(√L)(Tψs)(xR)∣∣ . |R|1/2 j+1∑
k=j−1
∑
P∈Ek
|P |−1/2|sP |
(1 + 2k|xR − ξP |)σ .(4.9)
Now fix an r ∈ (0,min{p2/rw, q2}) and let θ be the number from Lemma 2.5. Then applying
(3.7) to (4.9) with σ > θ/r +max{n, n/r} and aP = |P |−1/2|sP |, we have
|R|−1/2|sR| .
j+1∑
k=j−1
∑
P∈Ek
|P |−1/2|sP |
(1 + 2k|xR − ξP |)σ .
j+1∑
k=j−1
Mθr
( ∑
P∈Ek
|P |−1/2|sP |1P
)
(x′)(4.10)
for any x′ ∈ Q(x, 2c42−k) and x ∈ R.
Write Q˜ := Q(x, 2c42
−k). Then for each k ∈ {j − 1, j, j + 1} we have, by Lemma 2.5 (b),
inf
x′∈Q˜
Mθr
(
Fk(α2, 1, ·)
)
(x′) ≤
{
inf
x′∈Q˜
[∑
k≥0
Mθr
(
Fk(α2, 1, ·)
)
(x′)q2
] p2
q2
} 1
p2
≤
{ 1
w(Q˜)
ˆ
Q˜
(∑
k≥0
Mθr
(
Fk(α2, 1, ·)
)
(y)q2
)p2
q2 w(y) dy
} 1
p2
≤ w(Q˜)−1/p2
∥∥∥(∑
k≥0
∣∣∣Mθr(Fk(α2, 1, ·))∣∣∣q2) rq2 ∥∥∥ 1r
L
p2
r
w
. w(Q˜)−1/p2
∥∥∥(∑
k≥0
∣∣∣(Fk(α2, 1, ·))∣∣∣q2) rq2 ∥∥∥ 1r
L
p2
r
w
.
Thus noting that∥∥∥(∑
k≥0
∣∣∣(Fk(α2, 1, ·))∣∣∣q2) rq2 ∥∥∥ 1r
L
p2
r
w
=
∥∥∥(∑
k≥0
Fk(α2, q2, ·)
) 1
q2
∥∥∥
L
p2
w
= ‖s‖fp2,q2α2,w = 1,
WEIGHTED EMBEDDINGS FOR HERMITE SPACES 21
we arrive at the estimate
inf
x′∈Q˜
Mθr
( ∑
P∈Ek
|P |−1/2|SP |1P
)
(x′) = 2−kα2 inf
x′∈Q˜
Mθr
(
Fk(α2, 1, ·)
)
(x′) . 2−kα2w(Q˜)−1/p2 .
(4.11)
Therefore by combining (4.10) and (4.11), and observing that because
∑
R∈Ej 1R = 1Qj ≤ 1
and 2−kα2 ∼ 2−jα2, we have for each x ∈ Rn,{ N∑
j=0
Fj(α1, q1, x)
}1/q1
=
{ N∑
j=0
∑
R∈Ej
2jα1q1
(|R|−1/2|sR|1R(x))q1}1/q1
.
{ N∑
j=0
∑
R∈Ej
2jα1q11R(x)
( j+1∑
k=j−1
inf
x′∈Q˜
Mθr
( ∑
P∈Ek
|P |−1/2|sP |1P
)
(x′)
)q1}1/q1
.
{ N∑
j=0
∑
R∈Ej
2jα1q11R(x)
( j+1∑
k=j−1
2−kα2w(Q˜)−1/p2
)q1}1/q1
.
{ N∑
j=0
2jq1(α1−α2)
( j+1∑
k=j−1
w(Q˜)−1/p2
)q1}1/q1
.(4.12)
To complete the estimate we apply the lower bound condition to handle w(Q˜)−1/p2 . First
note that if x /∈ Q(0, c32j) then 1R(x) = 0 for every R ∈ Ej and so estimate (4.7) holds
trivially. Thus we may assume x ∈ Q(0, c32j). Let us take the ball B with xB = x and
rB = min
{ 1
1 + c3
, c4
}
2−j.
Then we have B ⊂ Q˜ because k ∈ {j − 1, j, j + 1} implies rB ≤ 2c42−k. We also have
|x|∞ ≤ c32j because x ∈ Q(0, c32j), and so rB ≤ ̺(xB). Thus we may apply the lower bound
condition to B and obtain
w(Q˜) ≥ w(B) & rγB ∼ 2−jγ.
Inserting this into the final line of (4.12), we have for each x ∈ Q(0, c32j),{ N∑
j=0
Fj(α1, q1, x)
}1/q1
.
{ N∑
j=0
2jq1(α1−α2)2jγq1/p2
}1/q1
=
{ N∑
j=0
2jγq1/p1
}1/q1 ≤ β˜ 2Nγ/p1.
This proves (4.7), after taking into account that that the estimate holds trivially if x /∈
Q(0, c32
j).
We turn to the proof of (4.8). Now since all the tiles in Ej are disjoint we have{ ∞∑
j=N+1
Fj(α1, q1, x)
}1/q1
=
{ ∞∑
j=N+1
2jq1(α1−α2)Fj(α2, 1, x)q1
}1/q1
.(4.13)
If q1 ≥ q2 we apply the q2/q1-triangle inequality, but if q1 ≤ q2 then we apply Ho¨lder’s
inequality with exponent q2/q1 to the the terms 2
jq2(α1−α2)/2Fj(α2, 1, x) and 2jq2(α1−α2)/2. In
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either case (4.13) becomes{ ∞∑
j=N+1
Fj(α1, q1, x)
}1/q1 ≤ { ∞∑
j=N+1
2jq2(α1−α2)Fj(α2, 1, x)q2
}1/q2
. 2N(α1−α2)
{ ∞∑
j=N+1
Fj(α2, q2, x)
}1/q2
,
which yields (4.8).
This completes the proof of (4.7) and (4.8) and hence of Theorem 4.1.
4.2. Proof of Theorem 1.1. We can now bring together the material developed throughout
the paper to prove our main result stated in the Introduction. The theorem follows by
combining our frame decompositions with our embedding result for the sequence spaces. In
fact by invoking in turn Theorem 3.1 (a), Theorem 4.1 and Theorem 3.1 (b) we have
‖f‖Ap2,q2α2,w (L) . ‖{〈f, ϕR〉}R‖ap2,q2α2,w (L) . ‖{〈f, ϕR〉}R‖ap1,q1α1,w (L) . ‖f‖Ap1,q1α1,w (L),
concluding the proof of Theorem 1.1.
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