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OPTIMAL APPROXIMATION OF STOCHASTIC INTEGRALS IN
ANALYTIC NOISE MODEL
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Abstract. We study approximate stochastic Itoˆ integration of processes belonging
to a class of progressively measurable stochastic processes that are Ho¨lder continuous
in the rth mean.
Inspired by increasingly popularity of computations with low precision (used on
Graphics Processing Units – GPUs and standard Computer Processing Units – CPU
for significant speedup), we introduce a suitable analytic noise model of standard
noisy information about X and W . In this model we show that the upper bounds on
the error of the Riemann-Maruyama quadrature are proportional to n−% + δ1 + δ2,
where n is a number of noisy evaluations of X and W , % ∈ (0, 1] is a Ho¨lder exponent
of X, and δ1, δ2 ≥ 0 are precision parameters for values of X and W , respectively.
Moreover, we show that the error of any algorithm based on at most n noisy evalua-
tions of X and W is at least C(n−% + δ1). Finally, we report numerical experiments
performed on both CPU and GPU, that confirm our theoretical findings, together
with some computational performance comparison between those two architectures.
Key words: Wiener process, noisy information, analytic noise model, optimal ap-
proximation, minimal error, GPU
Mathematics Subject Classification: 68Q25, 65C30.
1. Introduction
In this paper we investigate the problem of optimal approximation of stochastic
integrals of the following form
I(X,W ) =
T∫
0
X(t) dW (t), (1)
where T > 0 and W = {W (t)}t≥0 is a one-dimensional Wiener process on some prob-
ability space (Ω,Σ,P), and we consider integrands X = {X(t)}t∈[0,T ] from a class of
progressively measurable stochastic processes that are Ho¨lder continuous in the rth
mean. Such quadrature problems arise, for example, in the context of numerical solu-
tions of stochastic differential equations, see Section 4.4 in [13] and [2]. Since the exact
values of such stochastic integrals are known only in limited cases, an efficient approx-
imation of I(X,W ) with the error as small as possible is of interest. We are aiming at
methods that are based only on discrete values of X and W which are, additionally,
corrupted with some noise.
The problem of optimal approximation of stochastic Itoˆ integrals under exact infor-
mation about X and W has been well studied in the literature, see, [6], [7], [8], [21],
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[22], [23], [28]. Less explored is the approximation of stochastic integrals in the case
when values of X and W are corrupted with some noise. The noise may arise from
measurement errors, previous computations or simply the floating point numbers rep-
resentation errors. There is a trend observed in deep learning, where the computations
are mostly conducted in lower precision, i.e. using not only single but also half preci-
sion. Exemplary performance for NVIDIA V100 graphic card is about 7 TFLOPS for
double precision and 14 TFLOPS for single precision. For deep learning purposes, using
the nature of the operations and also further lowering the precision to half precision in
chosen operations, enabled obtaining up to 112 TFLOPS of performance [16]. Hence,
it is a huge motivation for analyzing how lowering the precision for other than deep
learning applications, influence the computed result.
There are many results on solving problems under noisy information, including the
problems such as integrating or approximating regular functions (see, e.g., [9, 10, 19]),
Lp approximation of piecewise regular functions (see [17]), approximate solving of IVPs
(see [11]) or PDEs (see [29,30]).
In this paper we study noisy information for stochastic Itoˆ integration. According
to our best knowledge this is the first paper that deals with noisy information for
stochastic processes and its application to numerical computation of Itoˆ integrals. In
this sense this paper can be seen as the extension of the model presented in [18] in
the context of SDEs. However, in that paper only drift and diffusion coefficients were
corrupted with noise, information about the Wiener process was exact.
We use the Information–Based Complexity framework (see [19] and [27]). We assume
that the algorithms may use only noisy standard information about the integrand X
and the Wiener process W . Namely, let δ1, δ2 ≥ 0 be the precision levels corresponding
to the processes X and W , respectively. (The case of δ1 = δ2 = 0 corresponds to the
exact information.) Available standard information about each coefficient consists of
noisy evaluations of X and W of points ti, zi ∈ [0, T ]. This means that, for example,
for the Wiener process and for a given zi ∈ [0, T ] an evaluation returns W˜ (zi) such
that |W (zi)−W˜ (zi)| ≤ δ2(1+ |W (zi)|s) for some s ≥ 0. In the context of computations
performed on GPUs, this can be interpreted as the standard relative error. (Detailed
description of the noisy information is given in Section 2.) From the reasons that
become clear in Section 2 we refer to the model presented as to analytical noise model.
The error of an algorithm is measured in the r-th mean maximized over the class
of input data X and over all permissible information about (X,W ) with the given
precisions δ1, δ2 ≥ 0. In the model we show that the upper bounds on the error of
the Riemann-Maruyama quadrature are proportional to n−% + δ1 + δ2, where n is a
number of noisy evaluations of X and W , % ∈ (0, 1] is a Ho¨lder exponent of X, and
δ1, δ2 ≥ 0 are precision parameters for values of X and W , respectively. Moreover,
we show that the error of any algorithm based on at most n noisy evaluations of X
and W is at least C(n−% + δ1). We also present numerical experiments that confirm
our theoretical findings. As we perform the similar operations for multiple trajectories
of considered processes, the proposed algorithm is highly parallel. Hence, the usage of
GPU for computation acceleration is very natural. There is a vast list of problems where
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employing GPUs gives significant speedups [26], including matrix operations [3, 14],
bioinformatics [15] or solving ordinary or random differential equations [24,25].
The paper is organized as follows. Section 2 contains basic notion and definitions. The
Riemann-Maruyama quadrature rule ARMn for the perturbed information and upper
estimate on its error (Theorem 1) are presented in Section 3. Section 4 consists of some
lower bounds (Lemma 1, Proposition 1). This leads to the conclusion that the algorithm
ARMn is optimal (Theorem 2). Section 5 reports numerical experiments performed for
the GPU implementation of the algorithm.
2. Preliminaries
Denote N = {1, 2, . . .}. Let W = {W (t)}t≥0 be the standard, one-dimensional Wiener
process defined on a complete probability space (Ω,Σ,P). By {Σt}t≥0 we denote a
filtration, satisfying the usual conditions, such that W is a Wiener process with respect
to {Σt}t≥0.
For a random variable Y : Ω→ R we write ‖Y ‖q = (E|Y |q)1/q, q ≥ 2. Moreover, by
L we mean the following differential operator
L = ∂
∂t
+
1
2
∂2
∂y2
. (2)
For r, q ∈ [2,+∞), q ≥ r, L ≥ 0, % ∈ (0, 1] we consider the following class F %,r,qL of
stochastic processes X = {X(t)}t∈[0,T ]
F %,r,qL = {X : [0, T ]× Ω→ R | X is {Σt}t≥0 − progressively measurable,∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
q
≤ L,
‖X(t)−X(z)‖r ≤ L|t− z|%, t, z ∈ [0, T ]}.
Let us recall that by Theorem 33 from Chapter IV in [1] for X being {Σt}t≥0-
progressively measurable, the process { sup
0≤z≤t
|X(z)|}t∈[0,T ] is also {Σt}t≥0-progressively
measurable. Hence, sup
t∈[0,T ]
|X(t)| is (ΣT -measurable) random variable. Moreover, the
processes from the class F %,r,qL are Itoˆ integrable, see, for example, [5] and [12].
The numbers r, q, L, %, T will be called parameters of the class F %,r,qL . Except for T
the parameters are not known and the algorithm presented later on will not use them
as input parameters.
In order to define suitable model of computation under inexact information about
X, W we need to introduce the following auxiliary classes.
Let
K1 = {p : [0, T ]× R→ R | p(·, ·)− Borel measurable,
|p(t, y)| ≤ 1 + |y| for all t ∈ [0, T ], y ∈ R}.
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For s ∈ [0,+∞) we define
K2s =
{
p : [0, T ]× R→ R | p ∈ C1,2([0, T ]× R),
max
{∣∣∣∂p
∂t
(t, y)
∣∣∣, ∣∣∣∂p
∂y
(t, y)
∣∣∣, ∣∣∣∂2p
∂y2
(t, y)
∣∣∣} ≤ 1 + |y|s for all t ∈ [0, T ], y ∈ R},
K¯2s =
{
p : [0, T ]× R→ R | p ∈ C1,1([0, T ]× R),
max
{∣∣∣∂p
∂t
(t, y)
∣∣∣, ∣∣∣∂p
∂y
(t, y)
∣∣∣} ≤ 1 + |y|s for all t ∈ [0, T ], y ∈ R},
(if s = 0 then we set |y|s := 0 for all y ∈ R), and for α, β ∈ (0, 1]
K3α,β = {p : [0, T ]× R→ R | |p(t, x)− p(z, y)| ≤ |t− z|α + |x− y|β
for all t, z ∈ [0, T ], x, y ∈ R}
We have that K20 ⊂ K31,1. In the sequel, the classes above will allow us to to model, at
least in some sense, the influence of the regularity of the noise on the error bound.
For δ1, δ2 ≥ 0 we define
VX(δ1) = {X˜ | ∃pX∈K1 : ∀(t,ω)∈[0,T ]×Ω X˜(t, ω) = X(t, ω) + δ1 · pX(t,X(t, ω))}, (3)
and the classes of disturbed Wiener process
Ws(δ2) = {W˜ | ∃pW∈K2s : ∀(t,ω)∈[0,T ]×Ω W˜ (t, ω) = W (t, ω) + δ2 · pW (t,W (t, ω))}, (4)
W¯s(δ2) = {W˜ | ∃pW∈K¯2s : ∀(t,ω)∈[0,T ]×Ω W˜ (t, ω) = W (t, ω) + δ2 · pW (t,W (t, ω))}, (5)
Wα,β(δ2) = {W˜ | ∃pW∈K3α,β : ∀(t,ω)∈[0,T ]×Ω W˜ (t, ω) = W (t, ω) + δ2 · pW (t,W (t, ω))}. (6)
Since we impose some functional structure on corrupting functions, we refer to this
model as to analytic noise model. (See also Remark 2 for possible alternative approach.)
For X ∈ F %,r,qL let X˜ ∈ VX(δ1) and W˜ ∈ W(δ2) where W ∈ {Ws,Wα,β}. We assume
that the algorithm is based on discrete noisy information about X and W . Hence, a
vector of noisy information has the following form
N (X˜, W˜ ) = [X˜(t0), X˜(t1), . . . , X˜(ti1−1), W˜ (z0), W˜ (z1), . . . , W˜ (zi2−1)], (7)
where i1, i2 ∈ N. Moreover, t0, t1, . . . , ti1−1 ∈ [0, T ] and z0, z1, . . . , zi2−1 ∈ [0, T ] are
given time points. Hence, the information is nonadaptive (see [6] and [27] for more
discussion on adaptive and nonadaptive information). We assume that ti 6= tj, zi 6= zj
for all i 6= j. The total number of (noisy) evaluations of X and W is l = i1 + i2.
An algorithm A using N (X˜, W˜ ), that approximates I(X,W ), is of the form
A(X˜, W˜ , δ1, δ2) = ϕ(N (X˜, W˜ )), (8)
where
ϕ : Ri1+i2 → R, (9)
is a Borel measurable mapping.
For a given n ∈ N we denote by Φn a class of all algorithms of the form (8) for which
the total number of evaluations l is at most n.
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For a fixed X ∈ F %,r,qL the error of A ∈ Φn is defined as
e(r)(A, X,W , δ1, δ2) = sup
(X˜,W˜ )∈VX(δ1)×W(δ2)
‖I(X,W )−A(X˜, W˜ , δ1, δ2)‖r, (10)
where W ∈ {Ws, W¯s,Wα,β}. The worst case error of A in G is given by
e(r)(A,G,W , δ1, δ2) = sup
X∈G
e(r)(A, X,W , δ1, δ2) (11)
where G is a subclass of F %,r,qL . Finally, the nth minimal error is defined as
e(r)n (G,W , δ1, δ2) = infA∈Φn e
(r)(A,G,W , δ1, δ2). (12)
The aim is to develop an optimal algorithm and its efficient implementation by using
GPUs.
Unless otherwise stated, all constants appearing in this paper (including those in the
’O’, ’Ω’, and ’Θ’ notation) will only depend on the parameters of the respective classes.
Furthermore, the same symbol may be used for different constants.
3. The Riemann-Maruyama quadrature for noisy information
Let n ∈ N and
0 = t0 < t1 < . . . < tn = T, (13)
be an arbitrary discretization on [0, T ]. We denote by ∆ti = ti+1−ti, i = 0, 1, . . . , n−1.
We define the Riemann-Maruyama quadrature that use noisy evaluations of X and W
by
ARMn (X˜, W˜ ) =
n−1∑
i=0
X˜(ti) · (W˜ (ti+1)− W˜ (ti)), (14)
where (X˜, W˜ ) ∈ VX(δ1) ×W(δ2) for W ∈ {Ws, W¯s,Wα,β}. It is easy to see that the
information cost of computing ARMn (X˜, W˜ ) is 2n noisy evaluations of X and W . The
combinatory cost consists of O(n) arithmetic operations.
The aim of this section it to prove the following result.
Theorem 1. Let us assume that % ∈ (0, 1] and r ≥ 2.
(i) Let s ≥ 0 and q ∈ (r,+∞). There exists a positive constant C, depending only
on the parameters of the class F %,r,qL and s, such that for all n ∈ N, δ1, δ2 ≥ 0,
X ∈ F %,r,qL , (X˜, W˜ ) ∈ VX(δ1)×Ws(δ2) it holds
‖I(X,W )−ARMn (X˜, W˜ )‖r ≤ C
(
max
0≤i≤n−1
(∆ti)
% + δ1 + δ2 + δ1 · δ2
)
. (15)
(ii) Let s ≥ 0 and q ∈ (r,+∞). There exists a positive constant C, depending only
on the parameters of the class F %,r,qL and s, such that for all n ∈ N, δ1, δ2 ≥ 0,
X ∈ F %,r,qL , (X˜, W˜ ) ∈ VX(δ1)× W¯s(δ2) it holds
‖I(X,W )−ARMn (X˜, W˜ )‖r ≤ C
(
max
0≤i≤n−1
(∆ti)
% + δ1 +
δ2(1 + δ1) · (1 +
n−1∑
i=0
(∆ti)
1/2)
)
(16)
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(iii) Let α, β ∈ (0, 1] and q ∈ [r,+∞). There exists a positive constant C, depending
only on the parameters of the class F %,r,qL and α, β, such that for all n ∈ N,
δ1, δ2 ≥ 0, X ∈ F %,r,qL , (X˜, W˜ ) ∈ VX(δ1)×Wα,β(δ2) it holds
‖I(X,W )−ARMn (X˜, W˜ )‖r ≤ C
(
max
0≤i≤n−1
(∆ti)
% + δ1 +
δ2(1 + δ1) ·
n−1∑
i=0
((∆ti)
α + (∆ti)
β/2)
)
. (17)
Proof. Let X˜ ∈ VX(δ1). We first show (15), where W˜ ∈ Ws(δ2). Let the process
Z = {Z(t)}t∈[0,T ] be defined as Z(t) = pW (t,W (t)). Then, by the Itoˆ formula we get
that
Z(t) = M(t) + V (t), t ∈ [0, T ], (18)
where
V (t) =
t∫
0
LpW (z,W (z)) dz, (19)
M(t) =
t∫
0
∂pW
∂y
(z,W (z)) dW (z). (20)
We stress that {V (t)}t∈[0,T ] is continuous process with bounded variation, while {M(t)}t∈[0,T ]
is continuous martingale with respect to the filtration {Σt}t≥0. Hence, the process Z is
continuous semimartingale.
We denote by
∆Yi = Y (ti+1)− Y (ti) i = 0, 1 . . . , n− 1,
for Y ∈ {W,Z} and for all t ∈ [0, T ]
Xˆn(t) =
n−1∑
i=0
X(ti) · 1(ti,ti+1](t), (21)
pˆX,n(t) =
n−1∑
i=0
pX(ti, X(ti)) · 1(ti,ti+1](t). (22)
Note that {Xn(t)}t∈[0,T ] and {pX,n(t)}t∈[0,T ] are {Σt}t≥0-progressively measurable simple
processes. Since Z and W are continuous semimartingales, by Property (v) at page 110
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in [5] we can write the algorithm ARMn as follows
ARMn (X˜, W˜ ) =
n−1∑
i=0
(X(ti) + δ1 · pX(ti, X(ti))) · (∆Wi + δ2 ·∆Zi) (23)
=
T∫
0
Xˆn(t) dW (t) + δ1
T∫
0
pˆX,n(t) dW (t)
+δ2
T∫
0
Xˆn(t) dZ(t) + δ1 · δ2
T∫
0
pˆX,n(t) dZ(t). (24)
We thus obtain
‖I(X,W )−ARMn (X˜, W˜ )‖r ≤
4∑
i=1
Ai,n, (25)
where
A1,n =
∥∥∥∥∥
T∫
0
(
Xˆn(t)−X(t)
)
dW (t)
∥∥∥∥∥
r
, (26)
A2,n = δ1 ·
∥∥∥∥∥
T∫
0
pˆX,n(t) dW (t)
∥∥∥∥∥
r
, (27)
A3,n = δ2 ·
∥∥∥∥∥
T∫
0
Xˆn(t) dZ(t)
∥∥∥∥∥
r
, (28)
A4,n = δ1 · δ2 ·
∥∥∥∥∥
T∫
0
pˆX,n(t) dZ(t)
∥∥∥∥∥
r
. (29)
By the Burkholder inequality and the Ho¨lder continuity of X in rth mean we get
A1,n ≤ C1 ·
(
n−1∑
i=0
ti+1∫
ti
E|X(t)−X(ti)|r dt
)1/r
≤ C2 max
0≤i≤n−1
(∆ti)
%, (30)
and
A2,n ≤ δ1 · C3 ·
(
E
T∫
0
|pˆX,n(t)|r dt
)1/r
= δ1 · C3 ·
(
n−1∑
i=0
E|pX(ti, X(ti))|r ·∆ti
)1/r
≤ δ1 · C4
(
1 +
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
r
)
≤ δ1 · C4
(
1 +
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
q
)
≤ δ1 · C5(1 + L), (31)
since pX is of at most linear growth.
Since Z = M + V , from Definition 5.7 at page 109 in [5] we obtain
A3,n ≤ δ2 · (B1,n +B2,n), (32)
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where
B1,n =
∥∥∥∥∥
T∫
0
Xˆn(t) dM(t)
∥∥∥∥∥
r
, (33)
B2,n =
∥∥∥∥∥
T∫
0
Xˆn(t) dV (t)
∥∥∥∥∥
r
. (34)
Note that
sup
t∈[0,T ]
|Xˆn(t)| ≤ sup
t∈[0,T ]
|X(t)|, (35)
sup
t∈[0,T ]
|pˆX,n(t)| ≤ 1 + sup
t∈[0,T ]
|X(t)|, (36)
and
E
( T∫
0
∣∣∣∂pW
∂y
(t,W (t))
∣∣∣r dt) qq−r ≤ C6, (37)
E
( T∫
0
|LpW (t,W (t))|r dt
) q
q−r ≤ C7, (38)
since ∂pW
∂y
and LpW (t, y) are of at most linear growth. (The constants C6, C7 depend
only on T , s, r, and q.) Hence, by the associativity property (see, for example, Property
(ii) at page 109 in [5]), Burkholder and Ho¨lder inequalities we get
B1,n =
∥∥∥∥∥
T∫
0
Xˆn(t) · ∂pW
∂y
(t,W (t)) dW (t)
∥∥∥∥∥
r
≤ C8
(
E
T∫
0
|Xˆn(t)|r ·
∣∣∣∂pW
∂y
(t,W (t))
∣∣∣r dt)1/r
≤ C8
∥∥∥ sup
t∈[0,T ]
|Xˆn(t)|
∥∥∥
q
·
(
E
( T∫
0
∣∣∣∂pW
∂y
(t,W (t))
∣∣∣r dt) qq−r) 1r− 1q
≤ C9
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
q
≤ C9L, (39)
and
B2,n =
∥∥∥∥∥
T∫
0
Xˆn(t) · LpW (t,W (t)) dt
∥∥∥∥∥
r
≤ C10
(
E
T∫
0
|Xˆn(t)|r · |LpW (t,W (t))|r dt
)1/r
≤ C11
∥∥∥ sup
t∈[0,T ]
|Xˆn(t)|
∥∥∥
q
·
(
E
( T∫
0
|LpW (t,W (t))|r dt
) q
q−r
) 1
r
− 1
q
≤ C12
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
q
≤ C12L, (40)
where C9, C12 depend only on T , s, q, r and L. Therefore, by (39), (40), and (32) we
arrive at
A3,n ≤ C13 · δ2. (41)
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By proceeding analogously as for A3,n we obtain
A4,n ≤ C14 · δ1 · δ2. (42)
Combining (25), (30), (31), (41), and (42) we get (15), which ends the proof of (15).
We now justify (17) and (16). In this cases the process Z is not necessarily a semi-
martingale. Hence, we use the following decomposition of ARMn , that follows directly
from (23),
ARMn (X˜, W˜ ) =
T∫
0
Xˆn(t) dW (t) + δ1
T∫
0
pˆX,n(t) dW (t)
+δ2
n−1∑
i=0
X(ti) ·∆Zi + δ1 · δ2
n−1∑
i=0
pX(ti, X(ti)) ·∆Zi. (43)
We have that
‖I(X,W )−ARMn (X˜, W˜ )‖2 ≤
4∑
i=1
Di,n, (44)
where
D1,n = A1,n, (45)
D2,n = A2,n, (46)
D3,n = δ2 ·
∥∥∥∥∥
n−1∑
i=0
X(ti) ·∆Zi
∥∥∥∥∥
r
, (47)
D4,n = δ1 · δ2 ·
∥∥∥∥∥
n−1∑
i=0
pX(ti, X(ti)) ·∆Zi
∥∥∥∥∥
r
. (48)
For D1,n and D2,n we use the bounds (30), (31) obtained for A1,n and A2,n, respectively.
However, for D3,n and D4,n we have to differ between the case when W˜ ∈ W¯s(δ2) and
W˜ ∈ Wα,β(δ2).
Let W˜ ∈ W¯s(δ2). Since in this case pW ∈ K¯2s we get, by the mean value theorem,
that
|pW (t, x)− pW (z, y)| ≤ C1
(
|t− z|+ (1 + |x|s + |y|s) · |x− y|
)
, (49)
for all t, z ∈ [0, T ] and x, y ∈ R, where C¯ > 0 depends only on T and s. This implies
|∆Zi|rγ ≤ C2(∆ti)rγ + C3(1 + |W (ti)|rsγ + |W (ti+1)|rsγ) · |∆Wi|rγ, (50)
for i = 0, 1, . . . , n− 1, where γ = q/(q − r). Hence, by the Ho¨lder inequality
‖X(ti) ·∆Zi‖r ≤
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
q
·
(
E|∆Zi|rγ
)1/(rγ)
, (51)
and
E|∆Zi|rγ ≤ C3
(
E(1 + |W (ti)|rsγ + |W (ti+1)|rsγ)2
)1/2
·
(
E|∆Wi|2rγ
)1/2
+C2(∆ti)
rγ ≤ C2(∆ti)rγ + C4(∆ti)rγ/2, (52)
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since W has all absolute moments bounded. Therefore,
‖X(ti) ·∆Zi‖r ≤ C5
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
q
·
(
∆ti + (∆ti)
1/2
)
, (53)
which implies that
D3,n = δ2 ·
∥∥∥∥∥
n−1∑
i=0
X(ti) ·∆Zi
∥∥∥∥∥
r
≤ δ2 ·
n−1∑
i=0
‖X(ti) ·∆Zi‖r ≤ C6 ·δ2 · (T +
n−1∑
i=0
(∆ti)
1/2). (54)
For D4,n we proceed analogously as for D3,n. This gives (16).
Finally, let W˜ ∈ Wα,β(δ2). Since X(ti) and ∆Wi are independent, we have in this
case that
D3,n = δ2 ·
∥∥∥∥∥
n−1∑
i=0
X(ti) ·∆Zi
∥∥∥∥∥
r
≤ δ2 ·
n−1∑
i=0
‖|X(ti)|‖r · ‖(∆ti)α + |∆Wi|β‖r
≤ δ2 ·
∥∥∥ sup
t∈[0,T ]
|X(t)|
∥∥∥
r
·
n−1∑
i=0
(
(∆ti)
α + ‖|∆Wi|β‖r
)
≤ δ2 · L ·
n−1∑
i=0
(
(∆ti)
α +mβrβ(∆ti)
β/2
)
, (55)
where mrβ = ‖Z‖rβ and Z is a standard normal random variable with mean zero and
variance equal to 1. For D4,n we proceed analogously as for D3,n. This ends the proof.

Directly from Theorem 1 we have the following corollary that states the worst-case
error of the algorithm ARMn in the class F %,r,qL .
Corollary 1. Let % ∈ (0, 1], r ≥ 2, and let us consider the Riemann-Maruyama
quadrature ARMn based on the equidistant mesh ti = iT/n, i = 0, 1, . . . , n.
(i) Let s ≥ 0 and q ∈ (r,+∞). Then
e(r)(ARMn , F %,r,qL ,Ws, δ1, δ2) = O(n−% + δ1 + δ2), (56)
as n→ +∞ and max{δ1, δ2} → 0+.
(ii) Let s ≥ 0 and q ∈ (r,+∞). Then
e(r)(ARMn , F %,r,qL , W¯s, δ1, δ2) = O(n−% + δ1 + δ2 · (1 + n1/2)), (57)
as n→ +∞ and max{δ1, δ2} → 0+.
(iii) Let α, β ∈ (0, 1] and q ∈ [r,+∞). Then
e(r)(ARMn , F %,r,qL ,Wα,β, δ1, δ2) = O(n−% + δ1 + δ2 · n1−min{α,β/2}), (58)
as n→ +∞ and max{δ1, δ2} → 0+.
Let us comment on the result obtained so far.
Remark 1. As we can see from Theorem 1 and Corollary 1 domination of the noise
term become more on more visible as the regularity of disturbing functions pW is
decreasing.
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Remark 2. We considered the setting that we called analytic noise model, since we
assumed certain form of the noise via disturbance function p. Of course another ap-
proach is possible. Namely, one can assume that the exact values of X are corrupted
by noise in the following way
X˜(ti) = X(ti) + εi, (59)
where (εi)i=0,1,...,n are σ
(⋃
t≥0 Σt
)
-measurable random variables. Preliminary estimates
indicate that it is possible to achieve upper bounds like in Theorem 1, under certain
assumptions on the discrete-time process (εi)i=0,1,...,n. We postpone this problem to our
future work.
4. Lower bounds and optimality of the Riemann-Maruyama quadrature
In this section we investigate lower bounds on the worst-case error of an arbitrary
algorithm from Φn and, in particular cases, we establish optimality of the Riemann-
Maruyama algorithm ARMn . We concentrate on the classWs of noisy evaluations of W .
Essentially sharp lower bounds in the classes W¯s andWα,β are left as an open problem.
The following lemma follows directly from (91) in [18], where the lower bound on the
error for approximating Itoˆ integrals of deterministic functions from the Ho¨lder class
has been established.
Lemma 1. Let % ∈ (0, 1], r ≥ 2, q ∈ (r,+∞), and s ≥ 0. Then
e(r)(F %,r,qL ,Ws, δ1, δ2) = Ω
(
max{n−%, δ1}
)
. (60)
From Corollary 1 and Lemma 1 we get the main result of this paper.
Theorem 2. Let % ∈ (0, 1], r ≥ 2, q ∈ (r,+∞), and s ≥ 0. Then the nth minimal
error satisfies
e(r)n (F
%,r,q
L ,Ws, δ1, 0) = Θ(n−% + δ1), (61)
and
e(r)n (F
%,r,q
L ,Ws, δ1, δ1) = Θ(n−% + δ1), (62)
as n→ +∞ and δ1 → 0+. An optimal algorithm is the Riemann-Maruyama quadrature
ARMn based on the equidistant discretization ti = iT/n, i = 0, 1, . . . , n.
The results above hold for particular values of the precision parameter δ2, namely,
for δ2 = 0 and δ2 = δ1. In general case preliminary estimates suggest that in order
to establish dependence of the lower bounds also on δ2 completely new technique is
required. (We stress that the results from [19] are not applicable here, since we consider
a different model of noise.) Nevertheless, for the algorithm ARMn we have the following
sharp (worst-case) error bounds in the case of arbitrary δ2.
Proposition 1. Let % ∈ (0, 1], r ≥ 2, q ∈ (r,+∞), s ≥ 0, and let us consider
the Riemann-Maruyama quadrature ARMn based on the equidistant mesh ti = iT/n,
i = 0, 1, . . . , n. Then
e(r)(ARMn , F %,r,qL ,Ws, δ1, δ2) = Θ(n−% + δ1 + δ2), (63)
as n→ +∞ and max{δ1, δ2} → 0+.
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Proof. Upper bounds in (63) follows directly from Corollary 1. In the case when
δ1 ≥ 0 = δ2, the lower bound Ω(max{n−%, δ1}) again follows from (91) in [18].
Now we consider the case δ2 ≥ 0 = δ1. Let us take
X0(t, ω) = L, (t, ω) ∈ [0, T ]× Ω, (64)
and take W˜ ∈ Ws(δ2) of the following form
W˜ (t) = W (t) + δ2 · t. (65)
We get that
I(X0,W ) = L ·W (T ), (66)
and
ARMn (X0, W˜ ) = L
n−1∑
i=0
∆Wi + Lδ2
n−1∑
i=0
∆ti = I(X0,W ) + Lδ2T, (67)
which gives
‖I(X0,W )−ARMn (X0, W˜ )‖r = LTδ2. (68)
This implies the thesis. 
Remark 3. In the case of exact information (i.e., δ1 = δ2 = 0) we know, by the results
of [6], that even randomized adaptive information does not help, and the rate n−% is
optimal.
5. Numerical results
We present results for the Riemann-Maruyama quadrature ARMn . There will be four
exemplary problems presented, where for the first one we know the exact solution
and for the others we need to assume some convergence of the analyzed method to
estimate the obtained error. In the end of this section some practical guides on how
to implement the algorithm efficiently using GPUs will be presented together with the
discussion about the obtainable speedup of using such architecture.
5.1. Problems. For the test purposes we analyze following integration problem
I(X,W ) =
T∫
0
X(t) dW (t) (69)
and we consider the following four examples
X1(t) = W (t), I(X1,W ) = 1
2
W 2(T )− 1
2
T, (70)
X2(t) = W2(t), (71)
X3(t) = f(S(t))S(t), f(x) = max{0, K − x}, S(t) = S(0)e− 12σ2t+σW (t) (72)
where K = 9, σ = 1, S(0) = 1,
X4(t) = N(t)e
W (t), (73)
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(a) pX(t, x) = xt
2 pW (t, x) = xt
2 (b) pX(t, x) = xt
2 pW (t, x) = xt
2
(c) pX(t, x) = x pW (t, x) = 1 (d) pX(t, x) = 1 pW (t, x) = x
Figure 1. Error behavior for Riemann-Maruyama quadrature under
exact/inexact information for problem (70).
where N = {N(t)}t∈[0,T ] is a Poisson process with insensitivity λ = 5 and W2 =
{W2(t)}t∈[0,T ] is a standard one-dimensional Wiener process, both independent from
W . We also apply ARMn to the weak approximation of the following scalar SDE{
dY (t) = µY (t) dt+W2(t) dW (t), t ∈ [0, T ],
Y (0) = 0,
(74)
where µ = 3. The exact solution of (74) leads to the quadrature problem, since
Y (T ) = I(X,W ) =
T∫
0
eµ(T−t)W2(t) dW (t), (75)
where X(t) = eµ(T−t)W2(t), see [2], [13]. We use GPU implementation of the Riemann-
Maruyama quadrature in order to compute an approximation of the following expec-
tation
E(f(Y (T ))) = E
(
f
( T∫
0
eµ(T−t)W2(t) dW (t)
))
(76)
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(a) pX(t, x) = 1 pW (t, x) = x (b) pX(t, x) = 1 pW (t, x) = x
(c) pX(t, x) = 1 pW (t, x) = x (d) pX(t, x) = 1 pW (t, x) = x
Figure 2. Error behavior for Riemann-Maruyama quadrature under
exact/inexact information for problem (71).
for f = f(x) given as in (72) with K = 2. Computation of (76) corresponds to derivative
pricing, where the price of the underlying risky asset is described by (74).
The approximation to E(f(Y (T ))) is defined by
1
M
M∑
j=1
f(ARMn,j (X˜, W˜ )), (77)
where M is a number of independent copies of ARMn (X˜, W˜ ). Due to the strong law of
large numbers we get for all n ∈ N
1
M
M∑
j=1
f(ARMn,j (X˜, W˜ ))→ E(ARMn (X˜, W˜ )), a.s., (78)
as M → +∞. Moreover, since f : R → R is a Lipschitz function and X ∈ F 1/2,2,qL
with q > 2, the standard arguments and Theorem 1 (i) yield the following estimate for
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(a) pX(t, x) = 1 pW (t, x) = x (b) pX(t, x) = 1 pW (t, x) = x
(c) pX(t, x) = 1 pW (t, x) = x (d) pX(t, x) = 1 pW (t, x) = x
Figure 3. Error behavior for Riemann-Maruyama quadrature under
exact/inexact information for problem (72).
averaged weak error, where (X˜, W˜ ) ∈ VX(δ1)×Ws(δ2) and δ1, δ2 ∈ [0, 1],∥∥∥E(f(I(X,W )))− 1
M
M∑
j=1
f(ARMn,j (X˜, W˜ ))
∥∥∥
2
≤ C1 · ‖I(X,W )−ARMn (X˜, W˜ )‖2
+ 2M−1/2‖f(ARMn (X˜, W˜ ))‖2
≤ C2(n−1/2 + δ1 + δ2 +M−1/2). (79)
5.2. Noise. For the purpose of testing we analyze following disturbing functions
p1(t, x) = 1,
p2(t, x) = x,
p3(t, x) = xt
2.
It is worth to mention that the noise function p1 corresponds to the standard absolute
deterministic noise and p2, p3 are related to the standard relative error. The latter
can be connected with the computation precision. There is a trend now observed in
computations, e.g. for deep learning, where the computations are conducted in lower
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(a) pX(t, x) = xt
2 pW (t, x) = 1 (b) pX(t, x) = xt
2 pW (t, x) = xt
2
(c) pX(t, x) = 1 pW (t, x) = x (d) pX(t, x) = xt
2 pW (t, x) = xt
2
Figure 4. Error behavior for Riemann-Maruyama quadrature under
exact/inexact information for problem (73).
precision in order to gain huge computation speedup. The novel GPU architectures
(e.g. NVIDIA Volta) are designed with some dedicated accelerators for single or half
precision operations.
For each test the information about the analyzed precision level δ1 and δ2 will be
given. All the tests were conducted with r = 2.
5.3. Error criterion. For the problem (70) we know the exact value of the solution,
therefore we can have the following error estimate
‖I(X1,W )−ARMn (X˜1, W˜ )‖2 ≈
(
1
M
M∑
j=1
(
Ij(X1,W )−ARMn,j (X˜1, W˜ )
)2)1/2
,
where M = 2048 corresponds to the number of computed independent realizations
under given precision levels. In case of the problems (71)-(74), the exact solution is not
known, hence in order to analyze the algorithm error, we need to compare the obtained
result with the result obtained on the same trajectories for denser mesh. In our tests, as
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(a) pX(t, x) = 1 pW (t, x) = x (b) pX(t, x) = xt
2 pW (t, x) = 1
(c) pX(t, x) = xt
2 pW (t, x) = 1 (d) pX(t, x) = x pW (t, x) = 1
Figure 5. Behavior of weak error under exact/inexact information for
problem (76).
the expected convergence ratio is of no less than 0.5, it is reasonable to have thousand
times more points. That leads to following error estimation formula, used for (71)-(73)
‖I(Xm,W )−ARMn (X˜m, W˜ )‖2 ≈
(
1
M
M∑
j=1
(
ARML·n,j(Xm,W )−ARMn,j (X˜m, W˜ )
)2)1/2
,
(80)
where m ∈ {2, 3, 4} and L = 1000. For (74) we use the following quantity∣∣∣ 1
M
M∑
j=1
f(ARMn,j (X˜, W˜ ))−
1
M
M∑
j=1
f(ARML·n,j(X,W ))
∣∣∣ (81)
as the approximation of the weak error∣∣∣E(f(ARMn (X˜, W˜ )))− E(f(Y (T )))∣∣∣. (82)
5.4. Results. In Figure 1 we present the behavior of the error for the Riemann-
Maruyama quadrature ARMn for problem (70). The numerical results are compared
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(a) Problem (70) (b) Problem (71)
(c) Problem (72) (d) Problem (73)
Figure 6. Error behavior for Riemann-Maruyama quadrature under
exact/inexact information for problem (70) - (73) where δ1, δ2 are on the
level n−1/2.
with the theoretical rate of convergence obtained for the algorithm, i.e. we present the
effect of changing the precision levels δ1 and δ2. In Figures 2-4 we present behavior of
the error for the Riemann-Maruyama quadrature ARMn for problems (71)-(73). (The
errors are measured accordingly to (80).) From the Figure 6 we see that if δ1, δ2 are on
the level n−1/2 then the Riemann-Maruyama quadrature preserves the error O(n−1/2),
known from the case when the information is exact. The results confirm the necessity
of tending with the precision parameters to zero in order to maintain the convergence
rate for the Riemann-Maruyama quadrature.
Results for the weak approximation are given at Figure 5.
5.5. GPU implementation. Below we present pseudo-code for the GPU implemen-
tation of the algorithm ARMn . This algorithm is designed for the case where we wish to
compute multiple realizations of ARMn , returning the array of results. That algorithm,
because of straightforward usage of parallel programming, enabled significant compu-
tational improvement of using graphics processing units. Moreover, additional speedup
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Figure 7. Performance speedup observed for GPU (NVIDIA Tesla
P100) vs CPU (Intel Broadwell)
can be observed for using GPUs also for generating normally distributed numbers.
Hence, it is suitable for e.g. derivative pricing.
Algorithm 1 Riemann–Maruyama Quadrature
1: function ARMn (n, T , M , X˜, W˜ ) . Z˜ = (Z˜1, Z˜2, . . . , Z˜M), Z˜ ∈ {X˜, W˜}
2: w = w prev= res = 0 . all variables are arrays of length M
3: for j = 1 to M do . this loop can be processed in parallel in independent
threads
4: x[j] = X˜j(0)
5: for i = 0 to n do
6: t = T*i/n
7: w[j] = W˜j(t)
8: res[j] = res[j] + x[j]*(w[j]-w prev[j])
9: x[j] = X˜j(t)
10: w prev[j] = w[j]
11: end for
12: end for
13: return res
14: end function
In our experiments we compared the performance of the algorithm ARMn for both
GPU and CPU implementations. For GPU implementation we used 32 blocks and 64
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threads for problems (70), (71), (73) and 512 threads for problem (72). The CPU per-
formance was tested using 8 threads. The used hardware was GPU – NVIDIA TESLA
P100 (Maxwell), CPU – Intel Xeon E5-2680v4 (Broadwell). The speedup comparison
for problem (72) is presented in Figure 7. As we can see it is possible to have speedup
of level 100x.
6. Conclusions
We investigated the problem of efficient approximation of Itoˆ integrals under inexact
information about the Wiener process and an integrand. We showed that for certain
precisions (δ1 = δ2 ≥ 0) the Riemann-Maryama quadrature rule is optimal. We also
proposed GPU implementation of the algorithm that is suitable for practical purposes.
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