We consider the Dirac equation in the magnetic-solenoid field (the field of a solenoid and a collinear uniform magnetic field). For the case of Aharonov-Bohm solenoid, we construct self-adjoint extensions of the Dirac Hamiltonian using von Neumann's theory of deficiency indices. We find self-adjoint extensions of the Dirac Hamiltonian and boundary conditions at the AB solenoid. Besides, for the first time, solutions of the Dirac equation in the magnetic-solenoid field with a finite radius solenoid were found. We study the structure of these solutions and their dependence on the behavior of the magnetic field inside the solenoid. Then we exploit the latter solutions to specify boundary conditions for the magnetic-solenoid field with Aharonov-Bohm solenoid.
Introduction
The present article is a natural continuation of the works [1, 2, 3, 4] where solutions of the Schrödinger, Klein-Gordon, and Dirac equations in the superposition of the AharonovBohm (AB) field (the field of an infinitely long and infinitesimally thin solenoid) and a collinear uniform magnetic field were studied. In what follows, we call the latter superposition the magnetic-solenoid field. In particular, in the paper [4] solutions of the Dirac equation in the magnetic-solenoid field in 2 + 1 and 3 + 1 dimensions were studied in detail. Then, in [5] , these solutions were used to calculate various characteristics of the particle radiation in such a field. In fact, the AB effect in synchrotron radiation was investigated. However, a number of important and interesting aspects related to the rigorous treatment of the solutions of the Dirac equation in the magnetic-solenoid field were not considered. One ought to say that in the work [4] it was pointed out that a critical subspace exists where the Hamiltonian of the problem is not self-adjoint. But the corresponding self-adjoint extensions of the Hamiltonian were not studied. The completeness of the solutions was not considered from this point of view as well.
One has to remark that even for the pure AB field it was not simple to solve the two aforementioned problems. First, the construction of self-adjoint extensions of the nonrelativistic Hamiltonian in the AB field was studied in detail in [6] . In the work [6] solutions in the regularized AB field were thoroughly considered as well. The need to consider self-adjoint extensions of the Dirac Hamiltonian in the pure AB field in 2 + 1 dimensions was recognized in [7, 8] . The interaction between the magnetic momentum of a charged particle and the AB field essentially changes the behavior of the wave functions at the magnetic string [8, 9, 10] . It was shown that a one-parameter family of boundary conditions at the origin arises. Self-adjoint extensions of the Dirac Hamiltonian in 3 + 1 dimensions were found in [11] . The works [12, 13] present an alternative method of treating the Hamiltonian extension problem in 2 + 1 and in 3 + 1 dimensions. It was shown in [14] that in 2 + 1 dimensions only two values of the extension parameter correspond to the presence of the point-like magnetic field at the origin. Thus, other values of the parameter correspond to additional contact interactions. One possible boundary condition was obtained in [9, 15, 16] by a specific regularization of the Dirac delta function, starting from a model in which the continuity of both components of the Dirac spinor is imposed at a finite radius, and then this radius is shrunk to zero. Other extensions in 2 + 1 and 3 + 1 dimensions were constructed in the works [17, 18, 19] by imposing spectral boundary conditions of the Atiyah-Patodi-Singer type [20] (MIT boundary conditions) at a finite radius, and then the zero-radius limit is taken. In the works [21, 22] it was shown that, given certain relations between the extension parameters, it is possible to find the most general domain where the Hamiltonian and the helicity operator are selfadjoint. The bound state problem for particles with magnetic moment in the AB potential was considered in detail in the works [23, 24, 25] . The physically motivated boundary conditions for the particle scattering on the AB field and a Coulomb center was studied in [26] .
The study of similar problems in the magnetic-solenoid field is a nontrivial task. Indeed, the presence of the uniform magnetic field changes the energy spectrum of the spinning particle from continuous to discrete. Thus, the boundary conditions that were obtained for a continuous spectrum cannot be automatically used for the discrete spectrum. By analogy with the pure AB field it is important to consider the regularized magnetic-solenoid field (we call the regularized magnetic-solenoid field the superposition of a uniform magnetic field and the regularized AB field). Here one has to study solutions of the Dirac equation in such a field. The latter problem was not solved before, and is of particular interest regardless of the extension problem in the AB field. One ought to say that the Pauli equation in the magnetic-solenoid field was recently studied in [27, 28] .
In the present article we consider the Dirac equation in the general magnetic-solenoid field (the uniform magnetic field and the AB field may have both the same and opposite directions) and in the regularized magnetic-solenoid field. First we construct self-adjoint extensions of the Dirac Hamiltonian using von Neumann's theory of deficiency indices. We demonstrate how to reduce the (3 + 1)-dimensional problem to the (2 + 1)-dimensional one by a proper choice of the spin operator. We find self-adjoint extensions of the Dirac Hamiltonian in both above dimensions and boundary conditions at the AB solenoid. Then, we study properties of the corresponding solutions and energy spectra. We discuss the spectrum dependence upon the extension parameter. In the regularized magneticsolenoid field, we find for the first time solutions of the Dirac equation. We study the structure of these solutions and their dependence on the behavior of the magnetic field inside the solenoid. Then we use these solutions to specify boundary conditions for the singular magnetic-solenoid field. To this end, we consider the zero-radius limit of the solenoid. One ought to say that the problem of the Hamiltonian extension in a particular case of the magnetic-solenoid field (both fields have the same directions) was considered in [29] (scalar case) and in [30] (spinning case in 2 + 1 dimensions). However, the 3 + 1 dimensional spinning problem was not studied as well as the relation of the extensions with the regularized problem.
Exact solutions
Consider the Dirac equation (c = = 1) in (3 + 1) and (2 + 1) dimensions,
Here
, for 2 + 1, and k = 1, 2, 3, for 3 + 1, ν = (0, k) ; q is an algebraic charge, for electrons q = −e < 0. As an external electromagnetic field we take the magnetic-solenoid field. The magnetic-solenoid field is a collinear superposition of a constant uniform magnetic field B and the Aharonov-Bohm field B AB (the AB field is a field of an infinitely long and infinitesimally thin solenoid). The complete Maxwell tensor has the form:
The AB field is singular at r = 0,
The AB field creates the magnetic flux Φ. It is convenient to present this flux as:
where l 0 is integer, and 0 ≤ µ < 1. If we use the cylindric coordinates ϕ, r : x 1 = r cos ϕ, x 2 = r sin ϕ, then the potentials have the form,
Solutions in 2+1 dimensions
First, we consider the problem in 2 + 1 dimensions. In 2 + 1 dimensions there are two non-equivalent representations for γ-matrices:
where the "polarizations" ζ = ±1 correspond to "spin up" and "spin down", respectively, σ = (σ i ) are Pauli matrices. In the stationary case, we may select the following form for the spinors Ψ(x),
Solutions of the equation (14) were studied in [4] . Taking into account these results, we get: For any l, there exist a set of regular
Here I n,m (ρ) are the Laguerre functions that are presented in Appendix A. For l = 0 there exist solutions irregular at r = 0. A general irregular solution for l = 0, µ = 0 reads:
where W λ,α/2 are the Whittaker functions (see [31] , 9.220.4). The spinors in (10) constructed with the help of the latter functions are square integrable for arbitrary complex λ. The functions ψ λ,α were studied in detail in [4] , some important relations for these functions are presented in Appendix A. We see that interpretation of ω as energy is impossible for complex λ. For real λ there exist a set of solutions (16) which can be expressed in terms of the Laguerre functions with integer indices:
All the corresponding solutions ψ l (r) of Eq. (10) are square integrable on the half-line with the measure rdr. The Laguerre functions in Eqs. (15) , (17) are expressed via the Laguerre polynomials. Eigenvalues ω and the form of spinors depend on sgnB. Below we present the results for B > 0. The results for B < 0 can not be obtained trivially from ones for B > 0. We present them in Appendix B. The spectrum of ω corresponding to the functions φ m,l,σ (r) reads
and the spectrum of ω corresponding to the functions φ ir m,σ (r) reads
We demand the spinors u l (r) to be eigenvector for Π, such that the functions u m,l,± have to obey the equation
Then we can specify the coefficients in (13) .
In the case ω = 0,
That can be easily seen from the relations (88) -(91) for the Laguerre functions I n,m (ρ) .
For ω = 0, we construct solutions of the Dirac equation using the spinors u corresponding to the positive eigenvalues of the operator Π. These solutions have the form,
where N is a normalization constant. Substituting (23) into (10) we obtain two types of states corresponding to particles + ψ and antiparticles − ψ with ε = ± ε = ± √ M 2 + ω, respectively. The particle and antiparticle spectra are symmetric, that is | + ε| = | − ε|, for given quantum numbers m, l.
Consider the case ω = 0. As it follows from (10), (21) only negative energy solutions (antiparticles) are possible. They coincide with the corresponding spinors u up to a normalization constant
Thus, only antiparticles have the rest energy level. The particle lowest energy level for l ≤ 0 is + ε = M 2 + 2γ. All the radial spinors ψ m,l (r) are orthogonal for different m. The same is true both for the spinors ψ I m and ψ II m . In the general case, the spinors of the different types are not orthogonal. By the help of Eq. (94) of Appendix A, one can prove this fact and at the same time calculate the normalization factor which has the same form for all types of the spinors,
Besides, on the subspace l = 0 there are solutions of Eq. (10) that are expressed via the functions ψ λ,α (ρ) (16) . We present these solutions as follows,
Using the relations (100) for the functions ψ λ,α (ρ), we obtain the useful expressions
By the help of Eq. (102) from Appendix A, one can see that the spinors ψ ω (r), ψ ω ′ (r), ω = ω ′ are not orthogonal in the general case. The fact that on the subspace l = 0 (in what follows we call this subspace the critical subspace, and the subspace l = 0 the noncritical subspace) there exist solutions with complex eigenvalues indicates that the radial Hamiltonian is not self-adjoint, at least on this subspace.
Solutions in 3+1 dimensions
To exploit the symmetry of the problem under z translations, we use the following representations for γ-matrices (see [15] ),
In 3 + 1 dimensions a complete set of commuting operators can be chosen as follows (
Then we demand the wave function to be eigenvector for these operators,
is z-component of the momentum and j 3 is z-component of the total angular momentum. Remark that the energy eigenvalues can be positive, ε = + ε > 0 , or negative, ε = − ε < 0. The eigenvalues j 3 are half-integer, it is convenient to use the representation:
, where l = 0, ±1, ±2, ... . To specify the spin degree of freedom we select the operator S 3 which is the z-component of the polarization pseudovector [35] ,
eigenvalues of the corresponding spin projections are s M /M, s = ±1. Then in 3 + 1 dimensions one can separate the spin and coordinate variables and get the following representation for the spinors Ψ,
Here ψ ε,s (x ⊥ ) are two-component spinors, x ⊥ = (0, x 1 , x 2 , 0), N is a normalization factor. As a result, the equation (29) is reduced to the equation
Presenting ψ ε,s (x ⊥ ) in the form
where g l (ϕ) is given by Eq. (9), one comes to the radial equation
where h s is the radial Hamiltonian acting on the subspace with the spin quantum number s, Π is given by Eq. (11). We remark that
One can see that at fixed s and p 3 , Eq. (35) is similar to Eq. (5) in 2 + 1 dimensions. Thus, after separation the angular variable with the help of (9), the radial spinor (36), ψ l,+1 (r), can be obtained from the radial spinor (9), ψ l (r), with the substitution M by M . The same is true for the particular case l = 0. Here the radial spinor ψ ω,+1 (r), can be obtained from the radial spinor (26) , ψ ω (r).
Using the results for (2 + 1)-dimensional case, one concludes that in the critical subspace complex eigenvalues of Eq. (29) exist. That means the Hamiltonian in 3 + 1 dimensions is not self-adjoint.
Self-adjoint extensions
As well-known [7, 8, 15] , the radial Hamiltonian in the pure AB field requires a self-adjoint extension for the critical subspace l = 0. As a result [8] one gets a one-parameter family of acceptable boundary conditions. In the case of our interest, the external background is more complicated, it includes besides the AB field a uniform magnetic field. The wave functions and the spectrum in such a background differ in a nontrivial manner from ones in the pure AB field. Thus, the problem of self-adjoint extension of the Dirac Hamiltonian in such a background, which is considered below, is not trivial.
Extensions in 2+1 dimensions
First, we study the (2 + 1)-dimensional case. To this end we use the standard theory of von Neumann deficiency indices [36] . The (2 + 1)-dimensional case was formally considered in [30] . We reproduce calculations for the (2 + 1)-dimensional case in terms of the functions of Sect. 2. We generalize the results of [30] for arbitrary sign of B that allows to determine the non-trivial spectrum dependence on the signs of B, Φ. The (2 + 1)-dimensional case results are necessary in order to extend this result to the (3 + 1)-dimensional case.
The Hamiltonian (1) acts on the space of two-spinors ψ (x ⊥ ). The angular variable can be separated, Eq. (10) , that enables us to single out the radial Hamiltonian h (10) which acts on the space of two-spinors ψ (r). We start with the choice of the domain of definition of h, D (h). Let D (h) be the space of absolutely continuous square integrable on the halfline (with the measure rdr) and regular at the origin functions. One can make sure that h is symmetric on the domain D (h). To determine whether the Hamiltonian is self-adjoint we have to define its deficiency indices,
is the adjoint of h. That is we have to find the number of linearly independent solutions of the equations,
Here M is introduced by dimensional reasons. For both cases (ψ ± (r) ) there exist only one linear independent square-integrable solution, for l = 0, that reads,
where, using (16),
Thus, on the non-critical subspace the deficiency indices are (0, 0), and on the critical subspace the deficiency indices are (1, 1). Therefore, on the non-critical subspace the radial Hamiltonian is (essentially) self-adjoint, and on the critical subspace the radial Hamiltonian has self-adjoint extensions. Besides, there exist the isometry from
, Ω ∈ R. According to von Neumann's theory, the extensions of a closed symmetric operator 2 are in one-to-one correspondence with a set of isometries. Thus, self-adjoint extensions of the original operator h form the one-parameter family labelled by the parameter Ω, h Ω . The domain of h Ω reads,
where χ is a two component spinor, χ = (χ 1 , χ 2 ). The behavior of the functions from D h Ω at r → 0 is defined by the behavior of χ (r). Using the behavior (101) of the function ψ λ,α (ρ) at small ρ, we find,
One can verify that the limit γ → 0 of the right hand sides of (44) coincides with the corresponding expression obtained in [8] in the case of pure AB field. For our purposes it is convenient to pass from the parametrization by Ω to the parametrization by the angle Θ, 0 ≤ Θ < 2π, such that
To guarantee the self-adjointness of the Hamiltonian one has to demand the functions of its domain to satisfy Eq. (45). Thus, the solutions (26) obtained in Sect. 2 must be subjected to the condition (45) at r → 0. Then, with the help of (27) , (109) and (101), we find
Extensions in 3+1 dimensions
Now we pass to the (3 + 1)-dimensional case. Usually, the helicity operator S h = ΣP/|P| is used as the spin operator. It relates to t-component of polarization pseudovector (33) as, S h = S 0 M/ |P|. In this case it is necessary to find a common domain for two operators: H and S h . That is not a trivial problem even in the special case p 3 = 0 [21, 22] . Moreover, not for all the extension parameter values of the Hamiltonian there exists a self-adjoint extension of the operator S h . This is the principal reason of our choice S 3 as the spin operator.
In ( We choose the domain of definition of h s , D (h s ) as follows. Let D (h s ) be the space of absolutely continuous square integrable on the half-line (with the measure rdr) and regular at the origin functions. The radial Hamiltonian h s is symmetric on the domain D (h s ). Now we apply von Neumann's theory of deficiency indices to each of the subspaces.
To define the deficiency indices of operators h s we have to solve the problem, (38) one obtains that for l = 0 the solutions read,
whereas for l = 0 there exist no square integrable solutions. Therefore, for each subspace s = ±1 on the non-critical subspace the deficiency indices are (0, 0), and on the critical subspace the deficiency indices are (1, 1). Thus, on the non-critical subspace the radial Hamiltonian h s is (essentially) self-adjoint, and on the critical subspace it has self-adjoint extensions.
Using the results of (2 + 1)-dimensional case we conclude that on each subspace s = ±1 self-adjoint extensions of the radial Hamiltonian h s form the one-parameter family labelled by the parameter Ω s , h 
Therefore, in each subspace s = ±1 solutions ψ ω,s (r) on the critical subspace must be subjected to the condition (51) at r → 0. Thus, in 3 + 1 dimensions there exist the two-parameter family of self-adjoint extensions of the Hamiltonian.
Spectra of self-adjoint extensions
Let us study spectra of the self-adjoint extensions h Ω . To this end we have to solve the transcendental equations (46) for ω considering two branches of ε, one for particles and another one for antiparticles, ± ε = ± √ M 2 + ω. Introducing the notations
we can rewrite Eq. (46) for B > 0 as follows,
Having ω for B > 0, one can obtain ω for B < 0 making the transformation
Therefore, below we consider the case B > 0 only. Possible solutions x = x (η) of the equation (53) are functions of the parameter η (of µ, γ/M 2 , Θ) and are labelled by m = 0, 1, ... . One can find the following asymptotic representations for these solutions at |η| → 0 ,
All x m (0) , m = 1, 2, ... are positive and integer. The asymptotic representation of + x 0 (η) at |η| → 0 is discussed below. The function + x 0 (η) vanishes at the point η = 2Γ(µ) and, in the neighborhood of the latter point, has the form
Here ψ(x) is the logarithmic derivative of the gamma function Γ(x), and −ψ(1) ≃ 0.577 is the Euler-Mascheroni constant [37] . At |η| → ∞ we found the following asymptotic representations,
These approximations hold true only for |∆x m | ≪ µ , |x 0 (η)| ≪ µ. According to [38] (see there Theorem 8.19, Corollary 1) if T 1 and T 2 are two selfadjoint extensions of the same symmetric operator with equal finite defect indices (d, d) then any interval (a, b) ⊂ R not intersecting the spectrum of T 1 contains only isolated eigenvalues of the operator T 2 with total multiplicity at most d. Let us select the extension h Ω at Θ = π/2 with the eigenvalues + ε = M 1 + 2γ + x 0 (∞) /M 2 and
. Then the above theorem implies that if (a, b)
is an open interval where a, b are two subsequent eigenvalues of h Ω at Θ = π/2, or ± ε = 0, then any self-adjoint extension h Ω at Θ = π/2 has at most one eigenvalue in (a, b). According to [39] (see there Chapter VIII Sect. 105 Theorem 3) for any ε ∈ (a, b) there exist a self-adjoint extension h Ω with the eigenvalue ε. As it follows from (53), (56), on the ranges (m 
where δQ = Below we discuss some limiting cases. Consider weak fields B, for which γ/M 2 ≪ 1, and nonrelativistic electron energies,
Here the functions ± x (η) change significantly in the neighborhood of η = 0 only. Beyond the neighborhood of η = 0 the functions ± x (η) take the values close to the corresponding asymptotic values given by (56).
In the ultrarelativistic case, x m (η) γ/M 2 ≫ 1, the behavior of x m (η) qualitatively depends on µ . One can distinguish three cases: µ < 1/2, µ > 1/2, µ = 1/2. If µ < 1/2 then the interval near η = 0 on which the functions change significantly diminishes with , we get the asymptotic representation,
One can see that negative ± x 0 (η) exist only for η > 0 . That is, in the problem under consideration for π/2 < Θ < 3π/2 there exist only one particle state and only one antiparticle state with energies |ε| < M. The same situation was observed in the pure AB field case [8] . The minimal admissible negative x 0 (η) is defined by the condition ε = 0. In strong fields B, for which γ/M 2 ∼ 1, the quantity x 0 (η) is close to zero. Let Θ 0 correspond to such an extension that admits ε = 0. The value of Θ 0 is defined by the expression
In weak fields, γ/M 2 ≪ 1, x 0 (η) take big absolute values, and the angle Θ 0 is defined by the expression
and does not depend on the magnetic field. It follows from (59) that in the superstrong fields B, for which γ/M 2 ≫ 1, the angle Θ 0 does not depend on the magnetic field as well.
In weak magnetic fields, γ/M 2 ≪ 1, and for nonrelativistic energy values, x 0 γ/M 2 ≪ 1, one can get relations
that are valid when η is small in (61) and ηM 2 /γ ≫ 1 in (62). Let us consider the particular case Θ = −π/2. It follows from (46) that for B > 0, there exists − ε = −M. The energies |ε| > M are defined by poles of Γ(1 − x) or of Γ(1 − µ − x) for B > 0 or B < 0, respectively. The spectrum ε coincides with one defined by Eqs. (107), (23) for ψ I . Moreover, using the relation (98), we can see that the spinors ψ ω (r) coincide with ψ I up to a normalization constant,
In the case Θ = π/2 we have the following picture: It follows from (46) that for B < 0 there exists + ε = M. The energies |ε| > M are defined by poles of Γ(µ − x) or of Γ(1 − x) for B > 0 or B < 0, respectively. The spectrum ε coincides with one found by Eqs. (107), (23) for ψ II . From (98) it follows that the spinor ψ ω (r) coincides with ψ II up to a normalization constant,
Using results for B < 0 which are presented in Appendix B one can conclude that the spectrum asymmetry takes place for the spinning particles in the magnetic-solenoid field. There is a relation between the three-dimensional chiral anomaly and fermion zero modes in a uniform magnetic field [32] (for review see [33, 34] ). One can see the effect also takes place in the AB potential presence.
The spectrum asymmetry is known in 2+1 QED for the uniform magnetic field. In the uniform magnetic field the states with ω = 0 for l = 0 are observed if sgnl = −sgnB (for antiparticle if B > 0 and for particle if B < 0). The spectrum changes mirror-like with the change of the magnetic field sign. One can see that for l = 0 the spectrum properties in the magnetic-solenoid field is similar to the spectrum properties in the uniform magnetic field. The presence of the AB potential is especially essential for the states with l = 0, when the particle penetrates the solenoid. Spectra in 3 + 1 dimensions can be obtained from the results in 2 + 1 dimensions. Namely, we use the fact that the solutions ψ ε,1 (x ⊥ ) in 3 + 1 dimensions are obtained from the solutions ψ ε (x ⊥ ) in 2 + 1 dimensions. Thus, spectra in 3 + 1 dimensions can be obtained from the results in 2 + 1 dimensions with the substitution M by M , and the relation (38) . As a consequence, we obtain an additional interpretation of Figs. 1, 2. In particular, Fig.1 presents energy lowest levels for particles with spin s = 1, and Fig. 2 presents energy lowest levels for particles with spin s = −1.
Solenoid regularization
One can introduce the AB field as a limiting case of a finite radius solenoid field (the regularized AB field). In this way, one can fix the extension parameters. First, the manner of doing that in the pure AB field was presented by Hagen [9] . Below, we consider the problem in the presence of the uniform magnetic field. To this end we have to study solutions of the Dirac equation (1) in the combination of the regularized AB field and the uniform magnetic field.
Let the solenoid have a radius R. We assume that inside the solenoid there is an axially symmetric magnetic field B in (r) that creates the flux Φ = (l 0 + µ) Φ 0 , Φ 0 = 2π/e. Outside the solenoid (r > R) the field B in (r) vanishes. Thus, e R 0 B in (r) rdr = l 0 + µ. The function B in (r) is arbitrary but such that integrals in the functions ϑ (x) , b (x) in (70) are not divergent. We select the potentials of the field B in (r) in the form
where
The potentials of the uniform magnetic field are
Outside the solenoid the potentials have the form (3) . Let us analyze solutions of the Dirac equation in the above defined field. To this end we have to solve the equation inside and outside the solenoid and continuously join the corresponding solutions. The former Dirac spinors we are going to call the inside solutions, whereas the latter ones the outside solutions.
First, we study the problem in 2 + 1 dimensions. We demand the solutions to be square integrable and regular at r → 0. By the same manner as in the Sect. 2, we can find that the inside radial spinors ψ in ω,l (r) (r ≤ R) obey the equation:
We demand the functions ψ in ω,l (r) to be square integrable on the interval (0, R). For ω = 0 (|ε| = M) the solutions read,
where c is an arbitrary constant. For ω = 0 we present the spinors in the form
where c σ are arbitrary constants. The functions φ in l,σ (x) satisfy the equation
and must be regular at r = 0 in order to satisfy the square integrability condition for ψ in ω,l (r). We are interested in the limiting case R → 0. For our purposes it is enough to use the approximation ρ R ≪ 1, ωR 2 ≪ 1. Dropping terms proportional to R 2 in (67) and (69), we find that solutions of Eq. (69) have the form
The outside solutions (r ≥ R) obey the equation
and must be square integrable on the interval (R, ∞). Here h is defined by Eqs. (10), (11) . The general form of the outside solutions reads:
The solutions ψ out ω,l (r) and ψ in ω,l (r) must be joined continuously at r = R,
and obey the normalization relation
One can treat the AB field as a limiting case of a finite radius solenoid field if
The joining condition (73) one can realize using the following conditions for the functions φ in l,σ (r) and φ out l,σ (r) at r = R,
It is convenient to use in (72) the representation (98) for ψ λ,α (ρ). Then, the functions φ out l,σ (r) read:
where n σ , m σ are real numbers. Using (76) one can find the coefficients a σ , b σ : for the case l − l 0 ≤ 0,
whereas for the case l − l 0 > 0,
where the non-vanishing coefficientsã,b,ã ′ ,b ′ are not depending on ρ R , the coefficients c, c ′ are normalizing factors which depend on ρ R . Calculating the normalization factors one obtains at R → 0, for l − l 0 ≤ 0,
whereas for l − l 0 > 0,
For l = 0 the value of the coefficients is defined by sgnΦ. One can verify that the condition (75) is satisfied. Thus, one obtains that for any sign of B the solutions are expressed via Laguerre polynomials (23) . Particularly, for l = 0 we find that the solutions ψ 
In Sect. 3 we have found the relation between the extension parameter values and solution types in the critical subspace l = 0 (63), (64). Now we are in position to refine this relation. Namely, if one introduces the AB field as a field of the finite radius solenoid for a zero-radius limit, then the extension parameter Θ is fixed to be Θ = −sgn (Φ) π/2. Besides, this way of the AB field introduction explicitly implies no additional interaction in the solenoid core.
To solve the problem in 3+1 dimensions we use the results in 2+1 dimensions presented above. In the limit R → 0 solutions in the critical subspace have the form
where the functions g 0 (ϕ), ψ out ω,l (r) are defined in (9) and (82), (23), respectively. We specify the values of the extension parameters in 3 + 1 dimensions as follows,
Summary
We have studied in detail solutions of the Dirac equation in the magnetic-solenoid field in 2 + 1 and 3 + 1 dimensions. In the general case, solutions in 2 + 1 and 3 + 1 dimensions are not related in a simple manner. However, it has been demonstrated that solutions in 3 + 1 dimensions with special spin quantum numbers can be constructed directly on the base of solutions in 2 + 1 dimensions. To this end, one has to choose the z-component of the polarization pseudovector S 3 as the spin operator in 3 + 1 dimensions. This is a new result not only for the magnetic-solenoid field background, but for the pure AB field as well. The choice S 3 as the spin operator was convenient from different points of view. For example, solutions with arbitrary momentum p 3 are eigenvectors of the operator S 3 . This allows us to separate explicitly spin and coordinate variables in 3 + 1 dimensions. Thus, in 3 + 1 dimensions one has to study self-adjoint extensions of the radial Hamiltonian only. Moreover, boundary conditions in such a representation do not violate translation invariance along the natural direction which is the magnetic-solenoid field direction. The self-adjoint extensions of the Dirac Hamiltonian in the magnetic-solenoid field have been constructed using von Neumann's theory of deficiency indices. A one-parameter family of allowed boundary conditions in 2 + 1 dimensions and a two-parameter family in 3 + 1 dimensions have been constructed. By that the complete orthonormal sets of solutions have been found. The energy spectra dependent on the extension parameter Θ have been defined for the different self-adjoint extensions. Besides, for the first time solutions of the Dirac equation in the regularized magnetic-solenoid field have been described in detail. We considered an arbitrary magnetic field distribution inside a finite-radius solenoid. It was shown that the extension parameters Θ = −sgn(Φ)π/2 in 2 + 1 dimensions and Θ +1 = Θ −1 = −sgn(Φ)π/2 in 3 + 1 dimensions correspond to the limiting case R → 0 of the regularized magnetic-solenoid field. The function ψ λ,α (x) is correctly defined and infinitely differentiable for 0 < x < ∞ and for any complex λ, α. In this respect one can mention that the Laguerre function are not defined for negative integer n, m. In particular cases, when one of the numbers n, m is non-negative and integer, the function ψ λ,α (x) coincides (up to a constant factor) with the Laguerre function.
According to (101), the functions ψ λ,α (x) are square integrable on the interval 0 ≤ x < ∞ whenever |α| < 1. It is not true for |α| ≥ 1. The corresponding integrals at α = 0 can be calculated as following ([31] , 7.611),
In the case ω = 0 they are
