INTRODUCTION
There has been a rapid growth in the last couple of decades in wireless mobile communications thus creating a need for research. New and cheaper wireless devices and services have emerged due to advantages in Digital signal processing (DSP), Radio frequency (RF) circuit fabrication and large scale deployment of communication networks.
Performance is critical in wireless cellular communications and can be to a large degree affected by fading [1] . Wireless communication fading is defined as the fluctuation in attenuation of a signal over a specific transmission medium. Fading can vary depending on geographical location and frequency in time. Fading can be a result of multipath propagation or shadowing.
Shadowing is described as the effect of the power fluctuation of the received power due to objects obstructing the propagation path between the transmitter and receiver [1] [2] [3] .
High performance shadow/fading power estimation methods are very important for use in power control of mobile device and base station handoff coordination. There are two main causes of fading between a mobile station (MS) and a base station (BS) [1] [2] [3] . One is multipath propagation loss, where the received signal strength fluctuates due to multiple paths, and shadowing (Local Mean), where the transmitted signal is lost through physical phenomena, such as absorption, refraction (Figure 1 ), scattering and diffraction. Shadowing is caused by obstacles, such as buildings or trees along the path of a signal from the base station (BS) to the mobile station [1] [2] [3] .
The amplitude and phase of the transmitted signal will change as the carrier frequency of a signal is being varied [3] .
For mobile users, frequently occurring fading dips will cause unnecessary and capacity degrading, retransmissions. To achieve a high throughput over fading channels, adaptive methods for adjustment of (e.g. the modulation alphabet, and the coding complexity) can be used [10] [11] [12] . All these techniques require accurate shadow power estimation and prediction to combat time-variability.
Weighted sample average estimators of local mean power, are currently used by many wireless communication system providers [10] . Window based estimators work best under the assumptions that the shadow power process is constant over the duration of the averaging window [1] . In reality shadow power varies with time due to fading, which causes deterioration of these estimates as the window size increases beyond a certain value. The Kalman Filter (KF) algorithm has been used for discrete linear systems. KF is an optimal recursive estimator. Estimate errors are minimized by the Mean Squared Error (MSE).
Wiener-Kolmogorov filter was the predecessor that Kalman filter [2] . While KF can be applied to linear systems is not a good solution for systems with nonlinearities. EKF Techniques have been proposed to modify KF to be applied to nonlinear systems. For example, EKF has been proposed by linearizing estimated state variables through Jacobian matrices [2] . However, EKF may not be a good choice in system with high nonlinearity, or systems that are very difficult to calculate their Jacobian matrices.
State space models provide systematic quality channel approximation. Low-order, high-quality models are of interest because they hold the prospect of requiring fewer parameters for their descriptions and consequently an improved adaptation rate. This paper has been organized as follows. Section I is an introduction. Section II is explaining the Kalman filter theory used. The method of Kalman filtering also known as linear quadratic estimator has been used for shadow power estimation in wireless communication [1] [2] [3] . The algorithm was originally developed for systems with the assumption of system model linearity.
Kalman filter works in a two-step process. In the prediction step, produces estimates of the current state variable, along with their uncertainties. The result of the next measurement corrupted with certain amount of error which includes random noise is observed and these estimates are updated via a weighted average. The weighted average has more weight toward the applied estimates with higher certainty. Due to the recursive nature of the algorithm, it can be performed in real time using only the present input measurements and the previously calculated state and its uncertainty matrix. Kalman filtering is a repeated process of time updating projecting the current state estimate ahead in time and measurement updating that adjusts the projected estimate by an actual measurement at that time. The equations below show the two updates:
where:
x k is the state vector containing the terms of interest for the system A k is the state transition matrix model that is applied to the previous state x k-1 B k is the control input matrix model that is applied to the control vector u k on the state vector.
w k is the vector that contains the process noise that is assumed to be drawn from a zero mean normal distribution with covariance Q.
(2) Project the error covariance ahead:
The second step is the Update:
(1) Compute the KF gain:
where H is the measurement vector of the measurement z k of the true state space:
V k is the vector measurement noise that is assumed to have a zero mean Gaussian white noise with covariance R. 
(3) Update the error covariance:
(1 )
The following assumptions are used when applying Kalman filter to shadow power in mobile communications:
1) The Shadow process S(n) is constant of the average window.
2) The multipath process H(nT s ) is independent and identically distributed, and independed of shadow process S(nT s )
3) The shadow process S(n) represents the 1 st order Autoregressive model. The specific 1 st order kalman filtering application is descripted below:
Prediction Steps:
The state ahead in equation (9) .
The error covariance ahead in equation (10) .
where 2 H  is noise due to multipath Update Steps:
Updates the estimate using P(n) the measured value ˆˆ( n | n) S(n | n 1) K(n)(P(n) S(n | n 1))
The error covariance updates is shown in equation (13).
III. Extended Kalman Filter Theory
The Extended Kalman Filter (EKF) is the nonlinear extension of Kalman Filter (KF). EKF is therefore suitable due to take into account the non-linearity's of the shadow power system model [23 -25] . EKF is a well-known method and standard that has been considered in the theory of for a linearized nonlinear process is expressed as follows:
The following expression is representing the error covariance k P  of the predicted state estimation:
where 1 k Q  is the process noise, and
are the Jacobian matrix and its transpose respectively. As it can been seen below EKF was applied to our system implemented in matlab as illustrated in the block diagram in Figure 6 . 
Kalman Gain:
Shown below is a piecewise linear representation used for in the state jacobian linearization. Path loss in wireless communications is defined as the difference between the transmitter power and the receiver power. The units are in decibels (dB). Received power is being represented as signal level attenuation that is a result of free space propagation and various physical phenomena's for example, reflection, diffraction and scattering as in figure 7 [23] . S(t) of power P t is transmitted through a given channel, then the received signal r(t) of power P r is averaged over any random variations due to shadowing [23] .
Linear path loss of a channel is defined as the ratio of the transmitted power to the received power as it can be seen in the equation below: (22) (23) Figure 7 . Path loss as a result of physical phenomena.
Several simulation scenarios' were used in our system to illustrate the effects of path loss. There are two main scenarios that were looked at. One is the Urban ( figure 8, 9 ) setting where there are tall buildings, not many trees or vegetation, major streets, vehicles. The other setting is where residential homes are a relative spread out from each other, major streets exist, tall trees and vegetation is present ( figure 10, 11 ).
These two environment settings play a big role in path-loss. It can be shown also that EKF performs satisfactory within the range of -8dB to 8dB. Non-Gaussian noise distributions were included as well as zero-mean Gaussian distributions.
Even though the computational complexity of EKF is higher than the KF results are satisfactory. The assumption made when using KF is that the shadow process is driven by nonGaussian white noise. 
