We say that a set of points ⊂ R is an -nearly -distance set if there exist 1 ≤ 1 ≤ . . . ≤ , such that the distance between any two distinct points in falls into
Introduction
Let us start with some definitions. We call any point set that determines at most distances a -distance set. Let us denote by ( ) the cardinality of the largest -distance set in R . It is easy to see that 1 ( ) = + 1 and (1) = + 1. Let ( , ) denote the number of edges in a balanced complete -partite graph on vertices, i.e., a graph whose vertices are partitioned into groups of size ⌊ / ⌋ or ⌈ / ⌉, and two vertices are connected by an edge if and only if they belong to different groups. A set is separated if ‖ 1 − 2 ‖ ≥ 1 for any (ii) There exists = ( , ) > 0, such that for any 1 , . . . , > 0 and a separated set ⊂ R , the number of pairs of points in whose distance lies in [ 1 , 1 +1]∪. . .∪[ , +1] is at most ( , ( − 1)). This bound is sharp. Moreover, the same holds with intervals of the form [ , + 1/ ] for some = ( , ) > 0.
Theorem 1 (ii) for = 1 was proved by Erdős, Makai, Pach, and Spencer [10] (see Theorem 3 below). For = 2, it was shown by Erdős, Makai, and Pach [9] in a slightly weaker form (see Theorem 6 below). Although (ii) basically implies (i) for the corresponding , the "max clique" problem in (i) has not been addressed before. Theorem 1 is a combination of Theorems 10 and 13 below.
In the long introductory section that follows, we tried to address several points: First, we relate the study of "nearly-equal distances" to that of "equal distances". The history of the latter is summarised in the next subsection, and the relation between the two notions is developed in Section 1.4, in which we give constructions of nearly -distance sets and compare them with the known constructions of -distance sets.
Second, we relate the older Turán-type problem on the number of "nearly-equal distances" to the proposed problem of determining the largest nearly -distance set. We give the history of this Turán-type problem in Section 1.2, introduce the study of nearly -distance sets in Section 1.3, and establish the first result that relates the two questions in Section 1.4.
Third, we introduce some of the more technical, but important, notions used in the proofs in Section 2, and in particular -flat nearly -distance sets, defined in Section 1.3.1. It is via the notion of -flat nearly -distance sets that we actually establish the link between the "nearly -distance set" problem and the Turán-type problem.
Our main results are presented in Section 1.5, and their proofs in Section 2.
Equal distances
In 1946, Erdős [5] asked the following two questions, which greatly influenced the course of discrete geometry. Take a set of points on the plane. 1. What is the smallest number of distinct distances that can determine? 2. What is the maximum number of equal distances that can determine? These questions have a rich history, and we refer the reader to the book of Brass, Moser and Pach [3] and the references therein. In the recent years, the development of algebraic methods in discrete geometry lead to a breakthrough of Guth and Katz [13] , who showed that the quantity in the first question is Ω( / log ), which almost matches Erdős' upper bound ( / log 1/2 ). Even though questions 1 and 2 seem to have exactly the same flavour, (which is backed by, e.g., the fact that upper bounds in question 2 imply lower bounds in question 1), much less is known about question 2. The best upper bound ( 4/3 ) is due to Spencer, Szemerédi, and Trotter [24] , and the lower bound due to Erdős is only slightly superlinear. Interestingly, this problem becomes much simpler in dimensions ≥ 4: there are point sets that determine quadratically many unit distances. (Brass [2] and Van Wamelen [28] determined the maximum number of unit distances exactly for = 4 and Swanepoel [27] for even ≥ 6 and large , respectively.) Stated slightly differently, question 1 above asks to determine 2 ( ). The bounds mentioned above give Ω( log 1/2 ) ≤ 2 ( ) ≤ ( log ). In 1947, Kelly [14] showed that 2 (2) = 5. Larman, Rogers, and Seidel [19] showed that 2 ( ) ≤
( + 1)( + 4). Several years later, Bannai, Bannai, and Stanton [1] found the following better bound, which additionally works for any :
There is the following very natural construction of a -distance set in R if ≤ + 1: in R +1 , take all vectors in {0, 1} +1 and with exactly 1's. Then they lie on a sphere in the hyperplane ∑︀ = and determine only distinct scalar products (and thus only distinct distances). This gives the lower bound Table 1 , taken from a paper of Szöllősi andÖstergård [25] , summarises the best known lower bounds on (and in some cases exact values of) ( ) for small values of and .
Nearly equal distances
Most of the results on -distance sets use proofs with an algebraic flavour and often use results on incidences of points and surfaces. In the 80s, Erdős, Makai, Pach, and Spencer [10] proposed the following variant of the problem, which is not of this type: given a set of points on the plane, how many of the distances between the points could be nearly equal, that is, that fall into the interval [ , + 1] for some ? To avoid trivialities, we only consider separated sets.
It turns out that the answer to this question is very different from the answer to question 2 from the beginning of the introduction: we can have as many as ⌊ 2 2 ⌋ nearly equal distances in a separated set of size . To see that, take points of the form ( , ), where ∈ {0, 2 } and ∈ {1, . . . , }. Then any distance between points with different -coordinates is between 2 and √ 4 + 2 < 2 + 1. This example turns out to be optimal. The following theorem was proved by Erdős, Makai, Pach, and Spencer [10] .
Theorem 2 ([10]).
Let be a separated set of points in the plane. If is sufficiently large, then, for every > 0, the number of pairs of points in whose distance lies in the interval [ , + 1] is at most ⌊ 2 /4⌋. This bound can be attained for every ≥ ( ), where ( ) is a suitable function of .
They have studied two natural types of generalisations: one deals with higher dimensions and the other with more intervals in which the distances may fall.
Theorem 3 ([10]).
Let be a separated set of points in R . If is sufficiently large, then for every > 0, the number of pairs of points in whose distance lies in the interval [ , + 1] is at most ( , ). This bound can be attained for every ≥ ( , ), where ( , ) is a suitable function of and .
In the case of several intervals, Erdős, Makai, and Pach [8] proved the following theorem.
Theorem 4 ([8])
. Let be a separated set of points in the plane, and let be a positive integer. Then for any > 0 and sufficiently large the following is true. For any 1 , . . . , > 0, the number of pairs of points in whose distance lies in
This estimate is tight for every fixed and for some 1 = 1 ( , ), . . . , = ( , ).
Actually, they have proved something stronger: the allowed intervals are of the form [ , + √ ] where = ( , ) is a constant. In [21] Makai, Pach and Spencer surveyed the results on this topic and also stated the following theorem that was supposed to appear in a follow-up paper by Erdős, Makai and Pach.
Theorem 5 (stated without proof in [21] ). Let ≥ 2 be an integer and let be a separated set of points in R . For any > 0 and sufficiently large the following is true. For any 1 , 2 > 0 the number of pairs of points in whose distance lies in
This bound is tight for some 1 = 1 ( ), 2 = 2 ( ).
The proof of this theorem was kept in the form of handwritten notes until recently, when Makai and Pach [9] placed on the arXiv a typed version of those notes (joint with Paul Erdős). There, they prove Theorem 5 in a stronger form.
Theorem 6 ([9]
). The statement of Theorem 5 is true. Moreover, even with intervals of the form [ , +
1/ ], where > 0 is a constant that depends on the number of such pairs is at most
The authors of [8] also considered a less restrictive variant of the notion of nearlydistance sets. Let us denote by ( ) the maximum cardinality such that for any > 0 there exist 1 ≤ · · · ≤ and a set ⊂ R with | | = such that for any 1 ̸ = 2 ∈ we have
In [9] they proved that ( ) = ( + 1) , showing that "weakly" nearly -distance sets can be much bigger than -distance sets.
Nearly -distance sets
We say that a separated set of points is an -nearly -distance set with distances 1
holds for any 1 ̸ = 2 ∈ . By analogy with ( ), for ≥ 1, ≥ 0, let ( ) denote the largest number such that for any > 0 there exists an -nearly -distance set in R of cardinality .
1 Obviously, ( ) ≥ ( ). An expression equivalent to ( ) occurs in [9, page 19] , where they speculate that "for k fixed, d sufficiently large probably ( ) = ( )." We confirm this later.
Note that the difficulty in relating the maximal cardinalities of -distance sets and nearly -distance sets lies in the fact that, in nearly -distance sets, distances of different order of magnitude may appear. If we additionally assume +1 ≤ for some universal constant in the definition of nearly -distance sets, a compactness argument would immediately imply that ( ) equals this modified ( ) (see Lemma 15 below). For , ≥ 1 let ( , ) denote the largest number for which there is a separated set ⊆ R of points and real numbers 1 ≤ 1 ≤ · · · ≤ such that the number of pairs
is at least .
In these terms, Theorems 2-5 determine (or asymptotically determine) the quantity ( , ) for = 1, 2, ≥ 2 and for ≥ 1, = 2, provided is large enough. It is natural to state the following general question. Problem 1. For any fixed , ≥ 1 and ≥ ( , ), determine, at least asymptotically, the value of ( , ).
Flat sets
For reasons that appear to be technical, let us also introduce the following notions. By plane we mean affine subspace and by plane of dimension or -plane an affine subspace of dimension . The angle between a vector and a plane Λ is the infimum of the angles between and the vectors ∈ Λ − Λ. For 1 ≤ ≤ ′ we say that a set of vectors ⊆ R ′ is ( , )-flat with respect to some -plane Λ if the angle between any ∈ and Λ is at most . A set ⊆ R ′ is ( , , )-flat (for some ∈ ) with respect to some -plane Λ if { − : ∈ } is ( , )-flat with respect to Λ . We call a set ( , )-flat if for every ∈ we have that is ( , , )-flat with respect to some Λ . We say is globally ( , )-flat with respect to a plane Λ of dimension if { − : , ∈ } is ( , )-flat with respect to Λ. We also say that is ( , 0, )-flat (for any ∈ ), and (0, )-flat if | | ≤ 1.
Note that, for any ≥ 2 and < arcsin −1/2 , ( , )-flatness for any does not in general imply global ( , )-flatness. For example for = 2 by {(0, 0, 1), (0, 0, 0), ( , 0, 0), ( , 1, 0)}, where = ( , ) is sufficiently large. However, if for some universal constant a set is ( , , )-flat for some ∈ and
where is a constant depending on and . For 0 ≤ ≤ ′ let ( ′ , ) be the largest number such that for every , > 0 there exists a ( , )-flat -nearly -distance set in R ′ of cardinality . Note that
. Surprisingly, the behaviour of ( , ) is asymptotically determined by the value of ( ) (see Proposition 8 and Theorem 12), thus the asymptotic resolution of Problem 1 reduces to the following problem.
Below, we state Conjecture 1, which relates the behaviour of ( ), ( ) and ( ).
Constructions of nearly -distance sets
In this subsection, we relate the quantities ( ), ( , ), ( ), and ( ). For ≥ 0 and ≥ 1 let us define
Conjecture 1.
( + 1) = ( ) = ′ ( ) holds for all but finitely many pairs , ≥ 1. 
Remark. Note the following essential difference between "flat" and "globally flat" constructions. It is not true in general that for any if , > 0 are sufficiently small then any ( − 1, )-flat -nearly -distance of cardinality ( ) is globally ( − 1, )-flat. Indeed, for example for any we can construct (3, )-flat -nearly 2-distance sets of cardinality 2 (4) = 2 (3) = 6 in R 4 as follows. Consider an equilateral triangle
4 of side length spanning a 2-plane . For each ∈ [3] let − be a vector of length
is sufficiently large. However, if 1 − 1 and 2 − 2 are orthogonal, then is not globally (3, /6)-flat.
We can give a lower bound on ( , ) in terms of ( ).
Proposition 8. For any fixed ≥ 1, ≥ 2 we have
The statement of Proposition 8 also holds with ( ) replaced by
Proof. Let , > 0 be sufficiently small, and 1 > 2 2 . Consider a ( − 1, )-flat -nearly -distance set ′ ⊆ R with distances 1 ≤ · · · ≤ of cardinality ( ). For each ∈ ′ , let Λ be a hyperplane with normal vector of unit length such that for any ∈ ′ the angle of − and Λ is at most . For simplicity assume that ( )| . Replace each point ∈ ′ with an arithmetic progression
, then the distances between any point from and any point on ( ̸ = ) is within 1/2 from the distance between and . The set = ⋃︀ ∈ ′ has cardinality , and the graph with edges between its points that are at a distance closer than 1 to a distance in the set ′ is a complete ( )-partite graph with equal parts. By definition its number of edges is ( , ( )). This argument can easily be modified to deal with the case when ( ) ̸ | .
We point out the following difference between the case of = 1 and ≥ 2 of the known constructions with ( , ) nearly equal distances. Let ⊆ R be a set of points and 1 ≤ 1 ≤ · · · ≤ be reals such that the number of pairs 1 , 2 ∈ with
. For = 1 the known constructions are all of the type that was described in Proposition 8 with ′ being globally ( − 1, )-flat with → 0, and thus the normal vectors are almost parallel. However, this is not the case for = 2. For = 2, = 4, as explained before, there are (3, )-flat nearly 2-distance sets of cardinality 2 (4) in R 4 for any and sufficiently small that are not globally (3, /6)-flat, and hence the normal vectors are not pairwise almost parallel.
Example from [9] . The authors of [9] suggested that a construction in the same spirit as the one in Proposition 8 should give a close to optimal bound for ( , ). With the two propositions above in hand, their construction is easy to describe: take 1 , . . . , ,
In each R , take the following -distance set: either the set that gives the lower bound (2) or, if = 1, an arithmetic progression of length + 1. Then combine the sets in the same way as in the proof of Proposition 7, obtaining a nearly -distance set in the hyperplane = 0. Then extend it in R as in Proposition 8. Assume that = 1 < +1 , and we have chosen arithmetic progressions in the first subspaces. The obtained set has 
2
(1 − 1 + (1)) distances that fall in the intervals, where
One then needs to optimise the value of over all choices of , , and . It is possible that gives the value of ( ), ( + 1) in many cases. The authors of [9] observed that, in order to maximise , one should take 1 , . . . , to be nearly equal.
We add the following observation. Observation. For any fixed , , there is a choice of , , , that maximises and such that = − 1, that is, there is only one term of the form (︀ +1 )︀ . Let us prove this. First, we observe that for any ≥ + 1, we have ≤ ( + 1)/2. Otherwise, reducing the number of distances used increases . We need the following claim.
Claim 9. For any integers , ≥ 3 and ≤ /2, ≤ /2, except = = 4, = = 2, we have
The proof is a simple calculation and is deferred to appendix. Using this claim, we can replace in (6) any pair of binomial coefficients with , ≥ 2 ( , > ) with one binomial coefficient without decreasing , unless both binomial coefficients are )︀ , then we may replace them with
)︀ , which is larger, and also uses 6 dimensions and 4 distances.
Examples with fixed or . It is not true that ( ) = ( ) holds for every and . There are several examples of and for which we need more than one multiplicative term to maximise (4), and hence
Some of these examples we list below. When needed, we rely on the information from Table 1 .
• In R 2 the largest cardinality of a 6-distance set is 13, while the product of two arithmetic progressions of length 4 ( 1 = 2 = 1, 1 = 2 = 3 in (6)) gives a -nearly 6-distance sets of cardinality 16.
• In R 3 , the largest 4-distance set has 13 points, while we can construct -nearly 4-distance sets of cardinality 15 = 3 · 5 as a product of arithmetic progression of length 3 and a 2-distance set on the plane of cardinality 5.
• In R 2 for any 0 > 0 the cardinality of a -distance set is 0 (︁ 1
)︁ by [13] , while the product of two arithmetic progressions of length (⌊ /2⌋ + 1) and of length (⌈ /2⌉ + 1) gives an -nearly -distance set of cardinality (⌊ /2⌋ + 1)(⌈ /2⌉ + 1) ≥ 2 /4.
• In R for any 0 > the cardinality of a -distance set is (︁ 
+1
)︁ by combining the result of Solymosi and Vu [26] with the result of Guth and Katz [13] . On the other hand the product of arithmetic progressions of size ⌊ / ⌋ + 1 gives an -nearly -distance set of cardinality
The largest 5-distance set in R 2 is of cardinality 12. We may construct -nearly 5-distance sets using product-type constructions as described in the list above, also of cardinality 12.
In addition, we can construct an -nearly 5-distance set of size 12 that is not of this product construction, and neither does it have the structure of a 5-distance set. Take a large equilateral triangle, and in each of its vertices put a rhombus of a much smaller size with angles 30 ∘ and 60 ∘ such that the angle of the corresponding sides of the rhombus and the triangle is 90 ∘ as shown on Figure 1 . This example makes us suspect that there could be some exceptions to Conjecture 1. Though we also believe there are only finitely many examples with ( ) points that are not products of -distance sets.
Main results
Let us stress that all the sets that we consider in the paper are separated, which we assume tacitly for the rest of the paper. The first theorem deals with small values of and are of the main results of the paper. For fixed and large we prove the following simple estimate.
We conjecture that if = + for 0 ≤ < and is sufficiently large compared to , then
Another main result of the paper is the following theorem, which gives the promised relation between ( ) and ( , ).
Theorem 12. For any ≥ 2, ≥ 1, > 0 there exists 0 , such that for any ≥ 0 we have
Moreover, (8) remains valid if in the definition of ( , ) we change the intervals of the form [ , + 1] to intervals of the form [ ,
Theorem 12 combined with Theorem 10 and Proposition 8 gives the value of 2 ( , ),
Again, in view of Proposition 8, we only need to show that
). This is a consequence of the more general Theorem 26, presented in Section 2.4.
Observe that ( , ) ≤ ( , ( )) is obvious from Turan's theorem and the definition of ( ). Hence the difficulty in proving Theorem 12 lies in bounding ( , ) by the maximal cardinality of ( − 1, )-flat nearly -distance sets. Similarly, the difficulty in proving Theorem 13 is bounding ( , ) by the maximal cardinality of -distance sets in the one dimension smaller space.
We note that many different classes of dense geometric graphs were studied from a similar perspective. We mention diameter graphs [27, 16, 18] and double-normal graphs [22, 23, 17] . In some cases, the relationship between the largest clique and the maximum number of parts in an arbitrarily large complete multipartite graph is quite intricate, as it is the case for double-normal graphs, see [17] .
Proofs
We start with proving some auxiliary results, the first of which is a simple statement implied by the triangle inequality. Lemma 14. Let ⊆ R a finite set and assume that the pairs of points { 1 , 2 }, 1 , 2 ∈ , are coloured in red and blue, such that the distance between the points in any blue pair is strictly more than 3 times as big as the distance between any red pair. If is the largest blue clique in then can be partitioned into | | vertex-disjoint red cliques 1 , . . . , | | satisfying the following properties.
Each
shares exactly one vertex with .
2. If ∈ , ∈ , ̸ = , then { , } is blue.
Proof. Take the largest blue clique = { 1 , . . . , }. Construct by including in it and all the points that form a red pair with . By the triangle inequality each is a red clique. Further, by the maximality of , each point from forms a red distance with at least one point in , and thus 1 , . . . , cover . Next, they are disjoint: if ∈ ∩ , then both { , } and { , } are red, which by triangle inequality implies that either = or that { , } is red (but the second possibility contradicts the definition of ). Finally, if ∈ , ∈ , ̸ = , then { , } must be blue by the triangle inequality: otherwise ‖ − ‖ ≤ ‖ − ‖ + ‖ − ‖ + ‖ − ‖, and if all the pairs on the right are red, then { , } is red.
The next lemma follows by a standard compactness argument.
Lemma 15. Let 1 , 2 , . . . be a sequence such that is an -nearly -distance set in R ′ with distances 1 ≤ 1 < · · · < and with → 0. Then the following is true.
(ii) If there is a such that sup max 1≤ < +1 ≤ and for some 1 ≤ ≤ − 1 we
Proof. We only give details of the proof of (ii), the rest can be done similarly. We start with the first part of the statement. . Note that +1 = due to the assumption lim →∞ +1 = 1, thus is a ( − 1)-distance set, and so
. Let us next show the second part of the statement. Taking the set as above, we obtain that it must additionally be ( , 0)-flat, which means that lies in a -plane and thus
The statement below allows us to get a grip on ( ).
Lemma 16. For any 1 ≤ , and 0 ≤ ≤ ′ we have
In particular ( ) < ∞.
Note the difference in the definition of ′ ( ) and the function above.
Proof. First note that satisfies
If 
The next four statements basically describe some cases when -flatness with respect to different planes can be "combined" into -flatness with respect to a smaller-dimensional plane. For a -plane ⊆ R ′ and a point ∈ , we shall denote ( ) ⊥ the ( ′ − )-plane through , orthogonal to .
Lemma 17. For any > 0 there exists 0 > 0 such that the following is true for all ≤ 0 . Let Λ 1 , . . . , Λ ⊆ R be hyperplanes, ∈ ⋂︀ ∈[ ] Λ and be the smallest integer for which the set of their unit normal vectors := { 1 , . . . , } is ( , )-flat with respect to some -plane ∈ Λ . If for some the angle between = − and Λ is at most for every ∈ [ ] then the angle between and Λ := (Λ )
Proof. Arguing indirectly, assume that for any 0 there is a < 0 such that the angle between and Λ is larger than . We will show that then is ( − 1, −1 )-flat with respect to Λ ∩ ⊥ where ⊥ = ( ) ⊥ , contradicting the minimality of . We may assume that ‖ ‖ = 1. Let { 1 , . . . , } be an orthonormal basis of R , where additionally
. . , } is a basis of Λ , and { +1 , . . . , } is a basis of Λ. Then can be written as = + · · · + , where
since has angle larger than with Λ. Next, any ∈ can be written as 1 1 + · · · + , where
since has an angle at most with Λ . Further, we have
since the angle of and is in [ 2 − , 2 + ]. By the Cauchy-Schwarz inequality we have
Combining the previous two inequalities, we get
This implies
and thus if is sufficiently small, then
where the last inequality follows from the fact that cos = 1 − ( 
We call two planes , then the angle between and Λ 1 ∩ Λ 2 is at most 10 .
Proof. We may assume that ‖ ‖ = 1 and ∈ Λ 1 ∩ Λ 2 , and will use the notation from the definition above. First note that the length of the projection of on Λ 2 ( ) ⊥ is at most sin ≤ .
Next we prove that the length of the projection of on the plane spanned by { 1 , . . . , } is at most 2 . Indeed, if it is of length larger than 2 then, using the fact that this projection forms an angle in [ /2−0.01, /2+0.01] with Λ 2 , we get that the projection of on (Λ 2 )
⊥ has length larger than , and thus the angle that forms with Λ 2 is larger than , contradicting the first observation.
Noting further that the length of the projection of on Λ 1 ( ) ⊥ is at most sin ≤ , we obtain that the projection of on Λ 1 ∩ Λ 2 ( ) ⊥ has length at most 2 + = 3 . Indeed, this follows since Λ 1 ∩ Λ 2 ( ) ⊥ is the subspace spanned by the union of { 1 , . . . , } and Λ 1 ( ) ⊥ , further the plane spanned by { 1 , . . . , } and Λ 1 ( ) ⊥ are orthogonal. Thus we conclude that forms an angle at most arcsin(3 ) < 10 with
Lemma 20. For any ′ and > 0 there exist , ′ > 0 such that the following is true for any ′ ≥ > 0. Let = ∪ ⊆ R ′ with { } = ∩ be a separated set that satisfies the following properties.
For any
2. For any 1 ̸ = ∈ there is a distance such that for any ∈ we have . Thus, the angle of 1 − 2 and − is contained in [
In other words, is
-flat with respect to the hyperplane Λ with normal vector − . Since is the lowest dimension such that { − : ∈ } is ( , )-flat with respect to a -plane Λ , by Corollary 18 we obtain that is ( 1 , ′ − , )-flat with respect to Λ.
(ii) To prove this part it suffices to remark that then Λ and Λ are almost-orthogonal if is sufficiently large and is sufficiently small, and apply Lemma 19 to each vector 1 − for 1 ∈ ∖ { }.
The proof of the following lemma is a simple calculation.
Lemma 21. Let ⊆ R be a set such that
Proof. Let be ( , , )-flat with respect to Λ and ̸ = ∈ . We will show that for any , ̸ = ∈ there is a vector ∈ Λ such that the angle between − and is at most 20( ) 1/2 . Let ′ , ′ ∈ Λ such that the angle of − and − ′ and the angle of − and − ′ is 2 , further ‖ − ‖ = ‖ − ‖ and ‖ − ‖ = ‖ − ′ ‖. The following claim, whose proof is deferred to the Appendix, finishes the proof. We need the following seemingly technical variant of -flatness, which is however crucial for proving Theorem 10 and Theorem 13. For 0 ≤ we say that is almost ( , )-flat if is ( , , )-flat for all but at most two ∈ . Note that this means if is almost (0, )-flat then | | ≤ 2. Let ( ′ , ) denote the largest number such that for any , > 0 there exists an almost ( , )-flat -nearly -distance set in R ′ of cardinality . Note that ( ′ , 0) = 2. Let us summarise the trivial inequalities between the different parameters we introduced:
for any ′ ≥ ≥ 0.
Proof of Theorem 10 (i)
We will prove that for any ′ ≥ ≥ 1 we have ( ′ , ) = ( ) if is sufficiently large compared to . This is sufficient in view of (9) . We induct on . The case = 1 is implied by Lemma 15 (i). Assume that the statement of Theorem 10 is true for ′ ≤ − 1 with > −1 . We shall prove the statement for and > , where the quantity is chosen later.
For an -nearly -distance set with distances 1 ≤ 1 < · · · < and > 0, let ( ) be the largest index 1 < ≤ such that Since ∪ is ( , , )-flat for all but at most two ∈ , we obtain that is almost ( − , 10 )-flat. Thus if is sufficiently small we have | | ≤ −1 ( ′ , − ). Note also that | | ≤ 1 ( ) = + 1 by Lemma 15 (i) and the fact that and are sufficiently small. These imply
We separate two cases in order to bound ( + 1) −1 ( ′ , − ). Case 1: − ≥ −1 . In this case we obtain the following chain of inequalities, where the first one is true by induction, and the second one is true if is sufficiently large.
Case 2: − < −1 . In this case we have −1 ( ′ , − ) ≤ 2 + −1 ( ′ , − ), which is by Lemma 16 bounded by a constant depending on and −1 and hence only on . Thus
if is sufficiently large. We now turn to the induction step. Assume that the statement holds for all ′ > , and let us prove it for . Again colour a pair { 1 , 2 } in in blue if ‖ 1 − 2 ‖ ≥ and in red otherwise. Let be the largest blue clique in . Then can be covered by | | red cliques 1 , . . . , | | as in Lemma 14.
We may assume that ( +1 ) ≤ , otherwise we are done by induction. It implies that max < ≤ −1 ≤ +1 by the choice of . Thus, by Lemma 15 (ii) we may assume that there exists a constant > 1 such that the following is true for sufficiently small , :
, +1 }︀ . We are ready to verify the statement of the lemma for sufficiently large > 2 ′ . We separate two cases.
Case 1: min < ≤ −1 < . If is the largest red clique then, using (10), the induction hypothesis and (1) for fewer distances, we have
where the second to last inequality holds for all sufficiently large . Case 2: min < ≤ −1 ≥ . Let be the largest red clique and ∩ = { }. Apply Lemma 20 with , , take ≥ 2 , ≤ ′ +1 , where , ′ +1 are as in Lemma 20. Then condition 1 is satisfied automatically. Condition 2 is satisfied as well, as long as "all the distances from a point in to fall in one interval", i.e., as long as we can show that it is impossible to have 1 > 2 ≥ and points ̸ = ′ ∈ , 1 , 2 ∈ , such that
If that would have been the case, then, by the triangle inequality 1 
Let , Λ be as in the lemma. Thus is ( ′ − , )-flat with respect to Λ by Lemma 20 (i). Further, if for some ∈ we have that ∪ ⊆ is ( , , )-flat, then is ( , − , 10 )-flat by Lemma 20 (ii).
Since ∪ is ( , , )-flat for all but at most two ∈ , we obtain that is almost ( − , )-flat. Thus if is sufficiently small we have | | ≤ −1 ( ′ , − ). Note also that max < ≤ −1 ≤ +1 , and thus, by making and ′ ≤ sufficiently small, we get that | | ≤ − +1 ( ) by Lemma 15 (i). We obtain that
We separate two cases in order to bound
Case 2.1: − ≥ −1 . In this case we obtain the following chain of inequalities, where the first two are true by induction, and the third is true if is sufficiently large.
Case 2.2: − < −1 In this case we have −1 ( ′ , − ) ≤ 2 + −1 ( ′ , − ), which is by Lemma 16 bounded by a constant depending on and −1 and hence only on . Thus
if is sufficiently large.
Proof of Theorem 10 (ii)
For = 0 the statement is obvious since (1) = (0) = (0) = 1 holds for any ≥ 1. As for ≥ 1 we will prove that for any ′ ≥ and = 2, 3 we have ( ′ , ) = ( ). This is sufficient in view of (9) .
Let us first prove that 2 ( ′ , ) = 2 ( ). Let , > 0 be sufficiently small and be an almost ( , )-flat -nearly 2-distance set in R ′ with distances 1 < 2 . Then is ( , , )-flat with respect to some -plane Λ for all but at most two ∈ . Let > 3 be a sufficiently large constant to be specified later. We may assume that Let be the dimension of the plane Λ spanned by . Note that, since is an almost 1-distance set, is very close to a regular simplex, and hence there is an absolute > 0 such that, for any ∈ , the set is not ( , − 1, )-flat if is sufficiently small. We apply Lemma 20 to ∪ , where is a red clique, and obtain that is ( ′ − , )-flat. Moreover, since is ( , , )-flat for all but at most two ∈ , for all but at most two (say and ) red cliques we have that is ( , − , 10 )-flat for some ∈ , and | | + | | ≤ 2. Now Lemma 15 (i) implies that for a red clique ̸ = , we have | | ≤ 1 ( − ) = − + 1.
Noting further that | | = + 1 we obtain
Then either = or ( + 1)( − + 1) ≥ ( − + 1) + 2 holds. In the first case, we have
, and | | ≤ + 2 ≤ 2 ( ) for = 1, 2 since 2 (1) = 3 and 2 (2) = 5. In the second case, we have
, and | | ≤ ( + 1)( − + 1) ≤ 2 ( ) if = 2, 3 since 2 (2) = 5 and 2 (3) = 6 (see Table 1 ).
Next we prove 3 ( ′ , ) = 3 ( ). Let , > 0 be sufficiently small and be an -nearly almost ( , )-flat 3-distance set in R ′ with distances 1 < 2 < 3 . Let > 3 be a sufficiently large constant. We may assume that 2 1 ≥ or 3 2 ≥ holds, otherwise we have | | ≤ 3 ( ) by Lemma 15 (i). We will analyse these two cases.
Case 1:
≥ . Colour a pair { 1 , 2 } ( 1 , 2 ∈ ) with blue if ‖ 1 − 2 ‖ ≥ 3 and with red otherwise. Let be the largest blue clique in . Then can be covered by | | red cliques 1 , . . . , | | as in Lemma 14. Let be the dimension of the plane Λ spanned by . Note that, since is an almost 1-distance set, is very close to a regular simplex, and hence there is an absolute constant > 0 such that, for any ∈ , the set is not ( , − 1, )-flat if is sufficiently small. We apply Lemma 20 (i) to ∪ , where is a red clique, and obtain that is ( ′ − , )-flat. Moreover, is ( , , )-flat for all but at most two ∈ , and thus, by Lemma 20 (ii), each red clique is almost ( , − , 10 )-flat.
Using that | | = + 1 we obtain Table 1 ). In the second case, for ≥ 9
, using the known values and bounds of 2 ( ) and 3 ( ), we check in the Appendix that
Case 2:
. Colour a pair { 1 , 2 } ( 1 , 2 ∈ ) with blue if ‖ 1 − 2 ‖ ≥ 2 and with red otherwise. Let be the largest blue clique in . Using Lemma 14, partition the set into | | red cliques 1 , . . . , | | .
Case 2.1: Note that | | ≤ 2 ( ). We obtain
Then either = or 2 ( )( − + 1) ≥ ( 2 ( ) − 1)( − + 1) + 2 holds. In the first case, we Table 1 ). Finally, in the second case we do the same analysis as in the end of Case 1.
Case 2.2:
For a sufficiently small > 0 let be the lowest dimension such that is ( , )-flat. Then by Lemma 21 we may assume that is the lowest dimension for any 1 ∈ such that is ( 1 , , )-flat. By Lemma 15 (ii), if 2 is sufficiently small then | | ≤ 1 ( ) = + 1. Further, any red clique is almost ( , )-flat, thus either there is no ∈ for which is ( , , )-flat, or by Lemma 15 (i) we have | | ≤ 1 ( ) = + 1. These two imply | | ≤ max{2, 1 ( )} ≤ 1 ( ) = + 1. We obtain
2 , where the first inequality is by 2. and the second is true if if ≥ 9. Therefore, in the rest of the proof we may assume that ≤ 6.
. First we will show that in this case any red clique is ( − + 1, )-flat, provided is sufficiently small and is sufficiently large. Let ∩ = { } and be ( , , )-flat with respect to Λ . Further let , ∈ and for ̸ = 1 ∈ let 2 , 3 be spheres centered at 1 and of radii 2 and 3 respectively (see Figure  2) . Then is -close to one of them, w.l.o.g. to 2 , and is -close to 2 or 3 . Let Λ 1 , the hyperplane through orthogonal to 1 − . If is -close to 2 , then for some absolute constant 1 the vector − has angle at most 1 / with Λ 1 . If is -close to 3 , then,
, and because the radius of 3 is much bigger than 1 , − has an angle at most 2 / 0.1 with Λ 1 , where 2 is some absolute constant. Thus we can conclude that if is sufficiently large, then − has an angle at most +1 with Λ 1 . Since the above conclusion is true for any ̸ = 1 ∈ , Corollary 18 implies that is
Moreover if is ( , , )-flat with respect to Λ for some ∈ , then Lemma 19 implies that is ( , − , 10 )-flat: indeed, Figure 3 the planes Λ and Λ are almost orthogonal. Thus either there is no ∈ for which is ( , , ), in which case | | ≤ 2, or by Lemma 15 (i) we have | | ≤ 1 ( − ). These two imply | | ≤ max{2, 1 ( − )}. We obtain that | | ≤ ( + 1)( − + 1) ≤ 3 ( ), where the second inequality was already checked in the previous cases. Proof. Assume the contrary. We may assume that | − | ∈ [ 2 , 2 + ] (the case with 2 replaced by 3 is treated similarly). Then there are points ∈ , ∈ such that is in the -neighbourhood of 3 ( ), and is in the -neighbourhood of 3 ( ) (see Figure 3 ). Let ′ , ′ denote the projections of , on the line passing through and , and let and denote the points of intersection of and spheres 3 ( ), 3 ( ) respectively. Note that
( 3 − 2 ) > 3 + , which is a contradiction. Let us only show ‖ − ′ ‖ ≤ ( 3 − 2 )/10, since the other inequality is proved in the same way. Due to our condition on 2 , we have ‖ − ‖ ≤ ‖ − ‖ + ‖ − ‖ ≤ 2 + 2 ≤ 3 0.1 ( 3 − 2 ). Since we have 3 − 2 ≤ 2 3 / , and lies in the -neighbourhood of 3 ( ), the angle between − and the line satisfies 2 cos =
Since each of and 1 , . . . , | | are nearly-regular simplices, the following lemma is applicable to . Note that the third condition in its formulation is satisfied for due to Claim 24. The conclusion of the lemma is that | | ≤ 3 ( ), which finishes the proof. 
⊆ R
′ be an almost ( , )-flat set for which the following is true.
• is the vertex set of a nearly-regular simplex of dimension .
• Each is the vertex set of a nearly-regular simplex (of dimension at most ) such that any edge-length in is at least times larger than any edge-length .
• For every pair , ∈ , one of , , say , lies in the -neighbourhood of the sphere ( ) for = 2 or 3, and the other (i.e., ) lies in the -neighbourhood of 2 ( ) ∪ 3 ( ).
Then | | ≤ 3 ( ) if is sufficiently small.
Proof. Let Λ be -flat spanned by . Assign an ordered pair ( 1 , 2 ) to each ordered pair ( , ), ̸ = , if can be covered by the -neighbourhood of 1 spheres out of 2 ( ), 3 ( ), and by the -neighbourhood of 2 spheres out of 2 ( ), 3 ( ). By Claim 24,
is contained in the intersection of the -neighbourhood of ( ) spheres of radii 2 or 3 (and having centers in 1 , . . . , ( ) ). Let Λ ′ denote the -plane spanned by the vectors − , = 1, . . . , ( ). Corollary 18 implies that is ( ,
we have that is ( , , )-flat with respect to Λ , then Λ and Λ are almost orthogonal (if is sufficiently large and sufficiently small). Hence, by Lemma 19 we obtain that is almost ( − ( ), 10 )-flat. Moreover, since each pair of vertices contributes at least 1 to one of ( ), we remark that
Recall that is ( , , )-flat for all but at most 2 of its vertices. Thus, for all but at most two (say, 1 or 1 , 2 ) sets we have | | ≤ − ( ) + 1 by Lemma 15 (i). If in all there is an such that is ( , , )-flat, then we obtain
Otherwise, repeating the same argument for
and using
In both (12) and (13) the last inequality follows from 3 (2) = 7, 3 (3) = 12, 3 (4) = 16,
Proof of Theorem 11
We start with introducing the following spherical version of ( ). Let ( ) denote the largest number such that for any , > 0 there is an -nearly ( − 1, )-flat -distance set of cardinality on a ( − 1)-sphere S −1 ⊂ R . Note that ( ) ≤ ( ) holds for any .
To see that ( ) = Ω (︀ )︀ and ( ) = Ω (︀ −1 )︀ consider the product of -distance sets in R as in the examples in Section 1.4. For the lower bound it is sufficient to prove ( + 1) = (︀ )︀ , since any set in R is 0-flat in R +1 .
First we prove ( + 1) = (︀ −1 )︀ . We induct on . The statement is clearly true for = 1. Assuming it is true for ′ < , we prove it for . Let , > 0 be sufficiently small and be a ( , )-flat -nearly -distance set on a sphere S in R +1 with distances 1 ≤ 1 < · · · < , and let ∈ . Define := ∩ ( , ), where ( , ) is the -neighbourhood of the sphere ( , ) of radius centered at . Then = ⋃︀
=1
and each is a ( , )-flat -nearly -distance set, contained in the -neighbourhood of the ( − 1)-sphere S ∩ ( , ).
Moving each point of by a distance at most , we obtain a ( , 2 )-flat 3 -nearlydistance set ′ on the sphere ( , ) with 
We now turn to the proof of ( + 1) = (︀ )︀ . For sufficiently small and , let be a ( , )-flat -nearly -distance set in R +1 with distances 1 ≤ 1 < · · · < , and let ∈ . Define = ∩ ( , ), where where ( , ) is the -neighbourhood of the sphere ( , ) of radius centered at . Then = ⋃︀
, and each is a ( , )-flat -nearly -distance set, contained in the -neighbourhood of the ( − 1)-sphere S ∩ ( , ). Similarly as in the first half of the proof, we obtain | | ≤ ( + 1) = ( −1 ) by induction, and overall we
Proof of Theorems 12 and 13
Let us start with the proof of the upper bound in Theorem 13. It is immediately implied by the following theorem, combined with the fact that ( ) = 
Moreover, (14) remains valid if in the definition of ( , ) we change the intervals of the form [ , + 1] to intervals of the form [ , +
1/ ] for some constant = ( , ).
We first give the proof of Theorem 26, that is, we show that (14) holds with intervals of the form [ , +
1/ ], where = ( , ) is a sufficiently small constant, to be specified later. The proof of Theorem 12 is very similar and is actually simpler. We sketch the changes needed to be made in order to prove it in the end of this section.
Let us denote ℓ := ( ) + 1 and , > 0 be fixed such that there exists no almost -flat -nearly -distance set in R of cardinality ℓ. Assume on the contrary that (14) does not hold for some set of points ′′ ⊂ R for sufficiently large . Let 1 ≤ . . . ≤ be the corresponding distances, and be the constant from the statement of the theorem. Our goal is then to derive a contradiction by constructing an almost -flat -nearly -distance set of cardinality ℓ.
In the proof, we shall use a hierarchy of "small" constants given below. We say that ← if is a certain (positive, but typically quickly tending to 0) function, depending on only. Thus, the arrows indicate the order of choosing the parameters: from the right to the left below (and thus, for consistency, one only needs to check that every condition we impose on a constant in the hierarchy only depends on the constants that are to the right from it and is of the form "it is sufficiently small compared to some of the constants to the right"). Note also that all the constants given below are independent of .
We recommend the reader to refer to this chain of dependencies throughout the proof. We use the following simple claim.
Claim 27. For any ≥ 0, we have ( ) < +1 ( ).
Proof. Take a construction of a ( −1, )-flat -nearly -distance set in R with all distances of order at least 1/ . Pick any ∈ , and let Λ be a ( − 1)-plane such that is ( , − 1, )-flat with respect to Λ. Let ∈ R be a point at distance 1 apart from such that − is orthogonal to Λ. Then it is easy to see that ∪ { } is an almost ( − 1, 3 )-flat 3 -nearly + 1-distance set in R .
Using this claim, we may assume that 1 ≥ 2 1/ . Indeed, assume the contrary. Since ′′ is separated, a volume argument implies that, for each vertex ∈ ′′ , the number of vertices in ′′ at distance at most 2 1/ from is at most (4 2 ) . Thus, removing all edges from ′′ that correspond to such distances, we only remove at most (4 2 ) 2 edges. At the same time, we reduce the size of the set of possible intervals by 1. Hence we apply Theorem 12 with playing the role of and obtain using the hierarchy (15)
We note here that, in the proof of Theorem 12, this step of the proof is automatic since the removal of edges corresponding to small distances only change the potential value of . Our first goal is to obtain a sufficiently structured subset of ′′ . We need the following result of Erdős.
Theorem 28 ([7]
). Every -vertex graph with at least ( , ℓ − 1) + 1 edges contains an edge that is contained in ℓ−2 cliques of size ℓ, where is a constant that depends only on ℓ.
Consider the graph ′′ = ( ′′ , ), where the set of edges consist of all pairs of points 1 , 2 ∈ that satisfy
Using the theorem above, we shall show that the following lemma holds.
Lemma 29. For any fixed , there exists a choice of 1 = 1 ( ) such that ′′ contains a complete ℓ-partite subgraph 1,1, ,..., with the distances between any two of its vertices strictly bigger than 1 1/ .
Proof. We construct this multipartite graph in three steps.
Step 1. Using Theorem 28, we find an edge = { 1 , 2 } that is contained in
cliques of size ℓ. Let ′′ be the set of those edges of the ℓ-cliques, that are not incident to 1 or 2 , and be the set of ℓ − 2-tuples formed by the ℓ − 2 vertices of the cliques that are different from 1 and 2 . The vertices of form the first two parts of the multipartite graph. In what follows, we shall work with the graph ′′ induced on
Step 2. Indeed, the total number of pairs of vertices is (︀ 2 )︀ , and for each pair the probability that it is at distance ≤ 1 1/ is at most (4 1 ) /( − 2). The inequality in (i) is possible to satisfy by fixing ℓ, and choosing 1 to be sufficiently small.
Next, we consider the − 2-uniform hypergraph
. It is an easy consequence of a Markov inequality-type argument that (ii) With probability at least /2, the edge density of the hypergraph
Indeed, the average density of cliques should be the same as of ′′ , i.e., at least . But if (ii) does not hold, then the average density is at most (1 − /2) · /2 + /2 · 1 = − 2 /4 < , a contradiction.
If we choose 1 < /2 then with positive probability both the property in (i) and in (ii) hold. Pick a subset ⊆ ∖ { 1 , 2 } that satisfies both.
Step 3. We apply the following hypergraph generalisation of the Kővári-Sós-Turán due to Erdős.
Theorem 30 ( [6] ). For any ℓ ≥ 4, ≥ 1, > 0 there is a constant (ℓ, , ) such that the following holds for any ≥ (ℓ, , ). Any (ℓ−2)-uniform hypergraph on vertices of edge density at least 2 contains a copy of a complete (ℓ − 2)-partite (ℓ − 2)-uniform hypergraph with parts of size .
Applying the theorem to the (ℓ − 2)-hypergraph ′ , we obtain a complete (ℓ − 2)-partite (ℓ − 2)-uniform hypergraph with parts of size . This complete multipartite hypergraph corresponds to a complete (ℓ − 2)-partite graph in with parts of size and with all distances between points being at least 1 1/ . Together with the edge , this gives the desired ℓ-partite subgraph 1,1, ,. .., .
Let the ℓ parts of the 1,1, ..., in ′′ be To reduce it to one interval between any two parts, we will do the second "preprocessing" step using the following version of the Kővári-Sós-Turán theorem:
then at the end of this second procedure each ( / ∈ {1, 2}) has at least 2 points. Thus we obtain a subset ⊂ ′ , such that := ′′ [ ] is complete multipartite with parts 1 , . . . , ℓ such that
and ∠ ≤ .
For each 3 ≤ ≤ ℓ let = { , }. We will show that = 1 2 1/ { 1 , . . . , ℓ } is an almost -flat -nearly -distance set and obtain the desired contradiction. Indeed, this set is separated since all distances between were at least 2 1/ . Next, it is -nearly -distance since the length of each of the intervals in which the distances fall is 1/ / 2 1/ = / 2 ≤ . Finally, we claim that for any / ∈ {1, 2} and any ̸ = we have ∠ ∈ [ 2 − , 2 + ]. Let us show this. Take the point ′ on the line through , such that 
. Thus for every / ∈ {1, 2} we can choose Λ to be the hyperplane orthogonal to − . This finishes the proof Theorem 26.
We now turn to the proof of Theorem 12: that for every > 0 inequality (8) holds with intervals of the form [ , +
1/ ] where = ( , , ) if is sufficiently large. As the proof is very similar to those of Theorem 26 we only sketch it, pointing out the differences.
We fix , > 0 such that there is no ( − 1, )-flat -nearly -distance set in R of cardinality ( ) + 1 and set ℓ = ( ) + 1. After including in the hierarchy of constants on the same level as , the proof is the same as that of (26) up to the point of Lemma 29. Instead of Lemma 29 we will use the following.
Lemma 32. For any fixed there exists a choice 1 = 1 ( , ) such that ′′ contains a complete ℓ-partite subgraph ,..., such that the distance between any two of its vertices is bigger than 1 1/ .
The proof of Lemma 32 is very similar to the proof of Lemma 29, except that instead of Theorem 28 we use a result of Lovász and Simonovits [20] about the supersaturation of ℓ-cliques. (And then work with ℓ-uniform hypergraphs instead of ℓ − 2.) Therefore we only give an outline of the proof.
Theorem 33 ( [20] ). For any ℓ, > 0 there is a and an 0 such that for ≥ 0 (ℓ, , ) if a graph on vertices has at least ( , ℓ) + 2 edges, then it contains at least 2 cliques of size ℓ.
Sketch of proof of Lemma 32. We construct this multipartite graph in three steps.
Step 1. Using Theorem 33, we find ℓ cliques of size ℓ. Let ′′ be the set of the ℓ-cliques, and be the set of the ℓ-tuples. In what follows, we shall work with the graph ′′ induced on ′′ by ′′ .
Step 2. (i) With probability at least > 1 − 1 , every pair of vertices in is at distance bigger than 1 1/ from each other.
Next, we consider the -uniform hypergraph ′′ = ( ′′ , ). As before we obtain the following.
(ii) With probability at least /2, the edge density of the hypergraph ′ = ′′ [ ] is /2.
If we choose 1 < /2 then with positive probability both the property in (i) and in (ii) hold. Pick a subset ⊆ that satisfies both.
Step 3. Applying Theorem 30 to the ℓ-hypergraph ′ , we obtain a complete ℓ-partite ℓ-uniform hypergraph with parts of size . This complete multipartite hypergraph corresponds to a complete ℓ-partite graph in with parts of size and with all distances between points being at least 1 1/ .
Let the ℓ parts of the 
Concluding remarks
Let us list some of the intriguing open problems that arose in our studies. One important step forward would be to get rid of the (almost-)flatness in the relationship between nearly -distance sets and the quantity ( , ) that appears in Theorems 12 and 26. In particular, it would be desirable to prove the first equality in Conjecture 1 and, more generally, show the following. In fact, even showing the first equality would imply that the value of ( , ) for large is determined exactly by the value of ( + 1). Another interesting question that looks approachable is to determine the value of ( ) on the part of the spectrum opposite to that of Theorem 10: for any fixed and sufficiently large. Note that the order of magnitude of ( ) in this regime is easy to find, as it is shown in Theorem 11. If resolved, then with some effort it would most likely be possible to determine the value of ( , ) for large in this regime as well.
Proof of Claim 9. First, assume that < /2. Then
The proof is the same for < /2. Finally, assume that = /2 and = /2 (and thus that , ≥ 2). Since = = 2 is excluded, assume that ≥ 3. We use the following inequalities: (︀ )︀ . Using these two inequalities, we can repeat the calculations as above:
Proof of (11) . Using the known values of 2 ( ) and bounds on 3 ( ), we obtain the following. Proof of Claim 22. Let 1 = ∠ ′ and 2 = ∠ ′ ′ . Then ≤ 1 + 2 thus it is sufficient to show that 1 , 2 ≤ 10( ) 1/2 . We will prove it for 2 , for 1 it can be done similarly. By the low of cosines we have 
