I. INTRODUCTION
HERE are a large number of industrial processes T w h i c h are distributed in space (e.g., processes involving heating, drying, chemical reaction, etc.), and thus should offer scope for profitable application of distributed parameter systems theory. However, in spite of a large and growing theoretical literature in this area (cf. theory, and only a small number of laboratory studies have been carried out [2] . One of the present limitations to widespread application of real-time distributed parameter systems theory is the lack of experience in real-time implementation and the dearth of experimental studies showing the benefits and limitations of such methods. In this paper we present the results of a very detailed experimental study in which real-time state estimation, deterministic optimal and suboptimal feedback control, as well as stochastic feedback control were applied to a two-dimensional laboratory process. A comprehensive study of the design variables, and their influence on the control systems performance was made. Among the variables studied were 1) number and location of sensors, 2) level of measurement errors, 3) model accuracy, 4) controller and estimator weighting parameters, and 5) computational approximations. As a test process, a cylindrical steel ingot placed in a three-zone furnace was chosen because it has the essential features of ingot heating processes of importance in steelmaking [2] - [5] , and it has two space dimensions. Previous laboratory studies with one-dimensional distributed systems (e.g., [6] , [7] ) showed good results; however, the present study provides first results on the control system performance and real-time computational requirements for a representative two-dimensional process. Earlier results of a state estimation study with a full set of axial sensors were reported in [4] and demonstrated the workability of the state estimation algorithm. In the present paper we explore the properties of the state estimation scheme in much more detail and extend the study to include both deterministic and stochastic feedback control.
THE PROCESS
The apparatus used in our experiments is the same as described in [4], and in more detail in [5]. The process consists of a stainless steel cylinder with a hole drilled through the center to allow the passage of cooling water. A three-zone furnace permits the control of both radial and axial temperature profiles. Fig. 1 shows an axial cross section of the apparatus. Thermocouples are placed at four radial positions r;, i = 1,. . . 4 in eight axial planes located at z,, k = 1; -8. In dimensionless form the equations governing this system can be written as ae a% I ae a28 where 8(r,z,t) is the dimensionless temperature within the cylinder, u(t) is the dmensionless amplitude of the heat flux of the heaters, and u(t) represents the power input into the heater. The parameter Bi is a biot number for heat transfer. A and B are diagonal matrices describing the heater dynamics. The vector g(z) is the spatial distribution function for the furnace heaters. Equations (1)-(4) may be solved by modal approximation using the eigenfunction expansion 
where A is the diagonal matrix comprised of the eigenvalues of the system, while BD is an ( N M X 3) matrix and given by n = 1,2; -.
(1 1)
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The spatially discrete temperature measurements are given by Yjk(t)=6(rj,z,,r)+qj,(t) i=1,2;..N,,k=1,2;..MZ
where 8(rj,z,,t) is the true dimensionless temperature at location r = rj and z = z,, and qik(t) represents the measurement error.
STATE ESTIMATION
The optimal state estimation equations are derived (cf.
[4], [5]) such that for the present study, the following least squares performance index is minimized:
where f(r,z, t ) is the right-hand side (RHS) of (1) and hrr and M, denote the maximal number of radial and axial measurement positions used by the estimator. The spatial integral minimizes the model error, while the second term minimizes the measurement error. The quantity Qvkl(t) is a positive definite weighting function and R is defined by = -+ --+a'-+ 6 ( r -l)g'(z)u(t)
Here B(r,z, t ) denotes the filtered estimate of B(r,z, t ) and the covariance' P(r,r',z,z',t) of this estimate is given as the solution of ap a2P 1 ap a2P In addition, we have assumed Qvk,(t) to be diagonal and time independent (i.e., Qijkl(f)=Qik). N , and M , are the total numbers of radial and axial eigenfunctions used in the covariance equations. With two radial and seven axial eigenfunctions (the standard case for our experiments), (20) represents 14 coupled linear equations, while (21) would yield a total of 196 coupled nonlinear equations. Due to the symmetry of P(r,r',z,z', t), however, these reduce to 84 equations-still a formidable system. Note that (20) and (21) are decoupled because of the linearity of the model and measurement equations.
Before these equations can be solved numerically, one must specify proper initial conditions B(r,z, 0) and P(r,r',z,z',O) according to best a priori estimates. However, in our experiments, we often chose a rather poor initial condition for the filter in order to investigate its convergence properties.
IV. OPTIMAL FEEDBACK CONTROL
In a similar fashion, optimal controller equations are derived which minimize the quadratic cost functional:
.yd(r,r',z,z',t)[Bd(r',z',t)-B(r',z',t)]drdr'dzdz'
where BAr, z , t ) is the desired temperature profile at time t and u*(t) is the corresponding control setting. yf(r,r',z,z') and yd(r, r', z,z', t ) are positive semidefinite weighting functions of the deviations of the state variables from the desired state, while rJt) is a positive definite matrix weighting the control effort. The optimal control law takes the form where R, is the solution of
V. SUBOPTIMAL RICCATI EQUATIONS
A closer look at (21) and (28) reveals that if the initial conditions and weighting functions are chosen to be diagonal, the only coupling between the equations is due to the quadratic terms. This suggests a way to simplify the coupled system of Riccati equations by neglecting any off-diagonal terms in the quadratic expansion. In this case, the "suboptimal" Riccati equations take the form parametric changes can be made directly without requiring laborious off-line calculation for each parameter set. One must stress here, however, that the decoupling is only feasible because in our system, as our computations showed, the diagonal terms are dominant and the actual coupling is very weak. It is not expected that such subop-(26) timal procedures would be a good approximation in general unless the system has diagonal dominance.
The suboptimal filter equations and suboptimal feedback controller now take the simpler form
N R and MR denote the number of radial and axial eigenfunctions used in the controller Riccati equations (28). In formulating the optimal linear-quadratic control law (25), we have neglected the heater dynamics and assume the desired heat flux is imposed instantaneously. For our small laboratory system this introduces some error into the feedback control scheme due to the implemented heat flux lagging the theoretical value; however, for a large scale industrial system, the heater dynamics would be negligible because gas fired furnaces respond much faster than electrical heaters.
so that there is considerable savings in on-line computation as well.
VI. CHOICE OF THE WEIGHTING FUNCTIONS
Before the algorithms developed above can be implemented for real-time estimation and control, the weighting functions to be used in the quadratic objectives have to be specified appropriately. It turns out that this is the crucial step determining the dynamic behavior of the estimator and controller. For a distributed parameter system, one must choose not only the time dependence, but also the spatial shape of these functions. To make the best choice of these weighting functions, one must build in as much physical knowledge as possible about the system and the goals of the control system. With this type of physical insight, we found that the first set of filter and controller parameters selected usually gave good results. This is in contrast to reports of parameter tuning difficulties where "early" lumping was done (i.e., when one destroys the distributed character of the problem by approximate lumping in the first instance followed by direct application of lumped parameter control theory). Thus, there is great value in retaining the distributed nature of the problem in order to allow the physics to aid in parameter selection. Our parameter selection procedure is described in what follows.
For a linear system with Gaussian white noise processes as described above, it can be shown that
P (~,~~,~,~~, o ) = E { [~(~,~, o ) -B (~,~, o ) ]
which is the covariance of the initial estimation error. Using this idealized Gaussian white noise case as a guide in choosing our filter parameters, we can say that R +(r,r',z,z', t ) should be proportional to the modeling error covariance, while Qvkl(t) is to be chosen inversely proportional to the measurement error covariance.
One should note that our theoretical formulation assumes a continuous process with continuous measurements, while in implementation we take only discrete measurements with sampling interval, At,, and implement control at control interval, At,. Thus, the continuous noise parameters can be approximated in the following way [5]:
cooled inner wall), it makes sense to choose the simplest radially increasing function in (38). In addition, P(r,r') must be symmetric in r and r', since P is a symmetric function. This choice is also of particular mathematical convenience, permitting analytical solutions of the integrals resulting from the eigenfunction expansion. f ( z , z ' ) in (37) was chosen to reflect the error correlation in the axial direction, which should be symmetric in z and z' and a decreasing function of IZ-Z'~. Since the eigenfunctions are cosines, it makes some sense to choose a cosine correlation, but many other functions could have been chosen as well. To investigate the influence of assuming axial error correlation, we also considered f ' ( z , z ' ) = 6 ( z -z ' ) (40) which states that the estimation error is axially uncorrelated.
The process noise which we implement in a discrete way was selected to take one of two forms: R +(r,r',z,z',nAt)dis= Tidcos 1 ; ( z -z ' ) ] (41) or Note that we assumed in both cases that the error is not correlated radially, which can be justified by the small ratio of radius to length ( < / L 2 < lop2). The constants Si and T20d (the mean-square amplitude of the errors) can be chosen reasonably well from physical considerations, and then improved according to practical experience.
If we assume time independence and no spatial correla-R + ( r, r', z', t ) = R + (, . , f , z , n~t ) d i s A t s (35) tion of the measurement error, which is generally reasonable, we can define the discrete measurement weights as QG'(t)=Qs,'(nAt)&At,
where R +(r, r',z,z',nAt)dis, Qi,;,'(nAt),, are discrete pro-
cess noise and measurement error covariances to be decovariance which we assume to take the form the variance of the measurement error.
fined below. A third filter parameter is the initial error where '?, a d %, denote Kronecker symbols and is
Let us now define the controller parameters. Recogniz-P(r,r',z,z',O)= S02f'(r,r')fz(z,z') (37) ing that each heater section is almost identical and that where Si is a constant, the mean-squared initial error, and
are spatial functions, which we chose as off-diagonal elements in the weighting matrix I ? , would have no physical significance, we define f ' ( r, r') = rr'
and where I is a (3 X 3) identity matrix and k,, is a constant fz(z,z')=cos -( z -Z ' ) .
L 1 gain factor to'be chosen such that fie controllers just do (39) not saturate?
For the state variable weighting function in the feedThese particular functions were chosen according to the back controller objective (241, we chose following physical considerations. In most cases in our experiments, the filter receives an erroneously low and yd(r,r',z,Z',t)=y'(r,r')y=(Z,z') (45) spatially uniform initial condition equal to the cooling water temperature. Since the radial temperature gradient heat flux is directed from the heated outer wall to the remain unconstrained. in the ingot is positive (because the feedback controllers is to choose control weights the controllers %ne of the practical limitations in testing optimal hearquadratic where yr,y' are selected as follows. Because we want to steer our system as close to the desired state as possible with no axial preference, and there is no physical reason to correlate the deviation at ( r , z ) with the deviation at (r',z'), we set yr(r,i-')=rS(t--r') (46) y 2 ( z , z ' ) = S ( 2 -2 ' ) .
(47)
Note that the factor r in (46) was introduced not only for mathematical convenience, but also to reflect the fact that the filter receives only surface measurements. Thus, we give more weight to the control on the surface. This also makes sense in the practical case, where the object is to control the ingot surface temperature in order to avoid surface melting. The choice of y, was of minor importance to us because we found it generally sufficient to use the steady-state solution of the controller Riccati equations ([+GO) , where y, need not be specified.
VII. EXPERIMENTAL RESULTS
A large number of experiments were carried out to investigate open-and closed-loop behavior of the estimator-controller system; however, only a fraction of the most representative results are presented here. The relevant parameters for these experiments are collected in Tables I  and 11 SA, SN, OC, SC, FS) ; the standard deviation of measurement errors, a; and the number of thermocouples provided to the filter, NTc. The filter parameters chosen as a standard were as follows: S0-31.6"C (i.e., the dimensionless initial error So was chosen to reflect an actual mean initial error of 31.6"C), TmeaS-2"C (i.e., the dimensionless mean standard deviation of the measurement error reflects an actual error of 2"C), and Tmd-0.02/s (i.e., the dimensionless mean standard deviation of process noise reflects an actual value of O.O2"C/s. The notation -is used to indicate this correspondence between the dimensionless values chosen and the actual dimensional quantities. These parameter values can be justified on physical grounds and seem to work well even with poorer initial conditions and larger imposed measurement errors. The controller parameter selected was k, =4. The filter and controller types considered were: 1) OA-full optimal filter with axial correlation given 2) SA-suboptimal filter (neglecting off-diagonal terms in the Riccati equations) with axial correlation given by (39), (41).
by (39), (41).
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3) SN-suboptimal filter with no axial correlation 4) OC-full optimal feedback controller.
) SC-suboptimal feedback controller (neglecting the off-diagonal terms in the Riccati equations).
) FS-fixed-step manual control (no feedback). (weighting parameters given by (40), (42).
The number of thermocouples chosen was either 1,3, or 8, depending on the number of external surface ingot temperatures provided to the filter. The particular sensors provided are marked on each of the figures below. In order to be able to present the multitude of experiments in condensed form and to facilitate comparison, a statistical analysis was performed using the following parameters:
where T is the actual, TE is the estimated, and TO is the desired temperature, while the time, t,, is given by tn = nAt.
(54)
Here eF represents the average absolute error of the filter (per thermocouple) in "C at time t = tn. whereas SF is the sum of the squared error per thermocouple accumulated up to time t = t,. Thus, SF can be viewed as a quadratic performance index describing the convergence properties of the filter. Similarly represents the average absolute deviation from the desired state @er thermocouple) and Sc is a quadratic measure of the performance of the controller. Since we do not know the actual temperature, T(r,z, t), within the system, the use of these equations is based on the assumption that T can be effectively replaced by T,, the measured temperature. An error analysis in various steady states showed that the average absolute measurement error due to natural noise is typically 0.1 "C per thermocouple, and the sum of the meansquarederror per thermocouple over a period of 320 s is typically 0.2"Cz. The actual error, however, cannot be determined since the true temperature is not known. By careful calibration and comparison with known steadystate temperatures (e.g., room temperature, cooling water temperature, etc.), the actual error was kept very small. The low natural noise thus permits us to replace T by TM in our statistical analysis at the cost of a relatively small error. Using these measures as a basis of comparison, we shall proceed to describe the influence of the various variables on the control system performance.
Accuracy of The Modal Approximation
There are a number of possible simplifications and approximation in our model and algorithms (cf. [5D, but clearly the number of eigenfunctions chosen very much determines the accuracy of the solution to all the equations. Unfortunately, greater accuracy by the use of more terms has to be paid for in real time. Thus, a tradeoff is necessary in all cases where real-time limitations are crucial. Fig. 2 illustrates the influence of the number of eigenfunctions on the performance of the filter in openloop operation. While both Run # 1 and Run #7 show initially almost the same rate of convergence, eF for Run * 1 (having only one radial and 3 axial eigenfunctions) increases again steadily, leading to a strong increase in SF, too. This situation is again depicted in Figs. 3-5 , where the axial temperature profiles for all four radii are presented. In this case, three thermocouple sensors were provided to the filter at the marked positions. Fig. 3 shows the typical initial conditions of the filter and the system, which were used in almost all experiments. The state of the system after 320 s is poorly approximated with only 1 radial and 3 axial eigenfunctions (Fig. 4) , while with two radial and seven axial eigenfunctions fairly good convergence is achieved (Fig. 5) .
Optinzai and Suboptimal Filters
Three types of filters are compared: the suboptimal filter with no axial correlation ( S N ) , as given by the solutions of (30) with (38) and (40), the suboptimal filter with axial correlation (SA), also given by the solutions of (30), but with (37) and (39), and the optimal filter with axial correlation (OA) derived from (37) and (39) and given by the solution fo (21). Figs. 6 and 7 show a comparison of the performance of all three filters. It is evident that there is little difference between the filters with all eight outer sensors used (Fig. 6) . However, with only three sensors provided the filter (Fig. 7) , the SN filter performs much poorer than the other two, but the optimal filter ( O A ) and suboptimal filter with axial correlation ( S A ) perform approximately the same. Thus, it appears that the off-diagonal elements in the Riccati equations are negligible for our system and the optimal filter can effectively be replaced by the SA filter, resulting in considerable computational savings. This conclusion was s u p location provided to filter. notes sensor locations provided to filter. 
Influence of Filter Parameters
The effect of changing filter parameters may be illustrated through Figs. 8-1 1. Starting with an initial condition as shown in Fig. 3 , the evolution of the filter estimates for two different choices of filter parameters may be seen. Figs. 8 and 9 show the performance for the standard set of parameters (SO-31.6"C, T, , -2OC, Tmd -O.O2'C/s) while Figs. 10 and 11 give the estimates when Fig. 7 . Comparison of filter performance with three sensors; oA: dimensionless T , , is changed to correspond to 1.5"C. optimal filter; SA: suboptimal filter ( a x i a l correlation); SN: suboptiNote that while Fig. 8 shows a small amount of overshoot mal filter (no axial cone'ation).
in the estimates (from the initial condition, Fig. 3) at 40 s, the filter converges rapidly and is tracking nicely at 320 s ence with a wide range of physically reasonable parame- (Fig. 9) . In contrast, with T,,,-lS"C, there is a large ters showed the filter to be remarkably stable even when amount of overshoot in the estimates at 40 s (Fig. IO) . there were large amplitude short term oscillations. Nevertheless, the filter still remains stable and is also Through parameter tuning we could always optimize this tracking nicely at 320 s (Fig. 11) . Our experimental experi-short term behavior. 
Influence of Number and Location of Sensors
As seems obvious, the more sensors provided to the filter, the better the estimates. This may be clearly seen from the experiments reported in Tables I and 11 . In addition, as noted in the last section, axial error correlation was found necessary in order to give acceptable results with a limited number of sensors. As an example, in Fig. 7 , the filter ( S N ) will not converge well at all with only three sensors. However, with axial correlation, three sensors and even only one sensor were found adequate for good filter performance. For an illustration of the case of one sensor, see Figs. 14-19.
The axial location of our sensors did not seem to influence the performance significantly, if axial error correlation was used in the filter equations. However, our thermocouple locations were chosen by design to guarantee observability [5].
Influence of Added Random Measurement Error
Because the natural thermocouple measurement error was very small, artificial zero-mean Gaussian pseudorandom noise was added in some cases to the measurements to study the robustness of the filter. Table I .
Nevertheless, the filter is enormously robust, providing reasonable estimates even in the face of 20°C standard deviation measurement noise.
Comparison of Feedback Controllers
In order to judge the relative performance of optimal ( O C ) and suboptimal ( S C ) feedback control schemes when compared to manual fixed-step control (FS), we present a comparison in Fig. 13 . Here the filter was given the correct initial condition, no measurement error, and eight sensors so that it tracked the exact temperature profile from the initial time. Thus, Fig. 13 is essentially a comparison of deterministic controllers. Note that there is little difference in the performance of the optimal and suboptimal controllers and that both are substantially better than fixed-step manual control. Hence, neglecting the off-diagonal terms in the controller Riccati equations seems fully justified and, as noted earlier, greatly reduces the computations required.
Combined Filter and Controller Performance
When the filter with a poor initial guess and random measurement error is used in tandem with the feedback controller, we have a stochastic feedback control system. 
Controllability for this system is easily proved
[5], and because the system is linear, a separation theorem applies and certainty-equivalence holds. 
Real-Time Computational and Memory Requirements
All of the experiments were performed in conjunction with our PDP 11/55 real-time computer, which is perhaps typical of what might be available in an industrial environment. With seven axial and two radial eigenfunctions and eight sensors, the full optimal filter equations were solved in less than 5 s per 20 s time step. One should note that there is some difference between the optimal (20) and suboptimal (32) on-line filter equations, since the filter covariance equations are different and there are substantial savings in real-time requirements for the suboptimal filter. Moreover, the optimal covariance parameters have to be transferred from the disk, while the suboptimal covariances can easily be stored in the on-line program. The execution time includes then the actual sampling of all 32 thermocouples, writing data onto the disk for later analysis and display, reading optimal covariance and controller data from the disk (optimal algorithm only), and displaying data on a terminal screen. However, the bulk of the computer time is consumed in executing the numerical algorithm. Considering that time constants for real ingots in steel-making processes are typically on the order of several hours (our laboratory system has a dominant time constant of 160 s), permitting sampling intervals of perhaps 10 min, our algorithm uses less than 1 percent of real time of the industrial process. Thus, there seems to be ample time for the implementation of even more complex algorithms in real time.
Memory requirements for the filters were 24K words, while the off-line covariance program for the full optimal case, (which was also used to solve the controller Riccati equations after slight modification), used 32K words. Although no geat effort was made to optimize the efficiency of the off-line Riccati equation programs, execution times for the solution of these 84 differential equations, employing a fifth-order Runge-Kutta routine, with variable step size and control of the numerical errors, were typically about 3 h on our PDP 11/55 for 320 s of system time. This can be compared with the solution of the suboptimal Riccati equations which required a fraction of a second of computing time.
correlation for the initial covariance and the modeling error, especially if only few sensors are available.
4) The filter algorithm is very robust. Even with a poor choice of filter parameters and high noise levels the filter is stable and converges well. 5 ) Filter parameters may be readily selected from physical considerations.
6) The performance of the stochastic controller (consisting of a filter and linear-quadratic feedback controller in tandem) was outstanding.
Given such results, potential industrial users of realtime distributed parameter systems theory should be encouraged to explore practical applications in greater depth.
VIII. CONCLUSIONS
