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Conformal field theories (CFTs) with MN and tetragonal global symmetry in d = 2 + 1 dimensions
are relevant for structural, antiferromagnetic and helimagnetic phase transitions in a wide class of
materials. The study of these theories with the nonperturbative numerical conformal bootstrap is
initiated in this work. Bounds for operator dimensions are obtained and they are found to possess
sharp kinks in the MN case, suggesting the existence of full-fledged CFTs. In the tetragonal case,
no new kinks are found. Estimates for critical exponents are provided for a few cases describing
phase transitions in various materials. In two particular MN cases, corresponding to theories with
global symmetry groups O(2)2oS2 and O(2)3oS3, a second kink is found. In the O(2)2oS2 case
it is argued to be saturated by a CFT that belongs to a new universality class relevant for the
structural phase transition of NbO2 and paramagnetic-helimagnetic transitions of the rare-earth
metals Ho and Dy. In the O(2)3 o S3 case it is suggested that the CFT that saturates the second
kink belongs to a new universality class relevant for the paramagnetic-antiferromagnetic phase
transition of the rare-earth metal Nd.
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1. Introduction and discussion of results
In recent years it has become clear that the numerical conformal bootstrap as conceived in [1]1
is an indispensable tool in our quest to understand and classify conformal field theories (CFTs).
Its power has already been showcased in the 3D Ising [3] and O(N) models [4–6], and recently
it has suggested the existence of a new cubic universality class in 3D, referred to as C3 or
Platonic [7,8]. Now that the method has showed its strength, it is time for it to be applied to the
plethora of examples of CFTs in d = 3 suggested by the ε = 4− d expansion [9–11]. This is of
obvious importance, for the bootstrap gives us nonperturbative information that is useful both for
comparing with experiments as well as in testing the validity of field theory methods such as the
ε expansion in the ε→ 1 limit.
In this work we apply the numerical conformal bootstrap to CFTs with global symmetry
groups that are semidirect products of the form Kn o Sn, where K is either O(m) or the dihedral
group D4 of eight elements, i.e. the group of symmetries of the square. These cases have been
analyzed in detail with the ε expansion and other field theory methods due to their importance for
1See [2] for a recent review.
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structural, antiferromagnetic and helimagnetic phase transitions. This provides ample motivation
for their study with the bootstrap, with the hope of resolving some of the controversies in the
literature.
One of the cases we analyze in detail in this work is that of O(2)2oS2 symmetry. Such theories
are relevant for frustrated models with noncollinear order—see [10, Sec. 11.5], [12] and references
therein. Monte Carlo simulations as well as the ε expansion and the fixed-dimension expansion
have been used in the literature. Disagreements both in experimental as well as theoretical results
described in [12] and [13] paint a rather disconcerting picture. In this work we observe a clear
kink in a certain operator dimension bound—see Fig. 1 below. Following standard intuition, we
attribute this kink to the presence of a CFT with O(2)2 o S2 symmetry. Using existing results in
the literature, namely [4], we can exclude the possibility that this kink is saturated by the CFT
of two decoupled O(2) models. Obtaining the spectrum on the kink as explained in [14], we are
able to provide estimates for the critical exponents β and ν that are frequently quoted in the
literature.2 We find
β = 0.293(3) , ν = 0.566(6) . (1.1)
These results are incompatible with the ε expansion at order ε4, which gives β ≈ 0.370 and
ν ≈ 0.715 [15, Table II]. Experimental results for β for XY stacked triangular antiferromagnets
and the helimagnet (spiral magnet) Tb are slightly lower, and for the helimagnets Ho and Dy
higher. Based on the results summarized in [13, Table II] and [10, Table 37] we may estimate that
experimentally β = 0.24(2), ν = 0.55(5) for XY stacked triangular antiferromagnets, β = 0.23(4),
ν = 0.53(4) for Tb, and β = 0.39(4), ν = 0.57(4) for Ho and Dy. Also, our result for β is below
the value measured in the structural phase transition of NbO2, β = 0.40
+0.04
−0.07 [16].
Another case of interest is that of CFTs with O(2)3 o S3 symmetry. Here we again find a
kink—see Fig. 2 below—and for the CFT that saturates it we obtain, with a spectrum analysis,
β = 0.301(3) , ν = 0.581(6) . (1.2)
Just like in the previous paragraph, we do not find good agreement with results of the ε expansion,
where β ≈ 0.363 and ν ≈ 0.702 [15, Table II]. A CFT with O(2)3 o S3 symmetry is supposed
to describe the antiferromagnetic phase transition of Nd [17], but the experimental result for β
in [18], namely β = 0.36(2), is incompatible with our β in (1.2).
In both O(2)2 o S2 and O(2)3 o S3 cases we just discussed, we find that the stability of our
theory, as measured by the scaling dimension of the next-to-leading scalar singlet, S′, is not in
question.3 More specifically, in both cases the scaling dimension of S′ is slightly below four, while
marginality is of course at three. The ε expansion predicts that S′, an operator quartic in φ, has
2In terms of the dimensions of the order parameter φ and the leading scalar singlet S it is β = ∆φ/(3−∆S) and
ν = 1/(3−∆S).
3This relies on a spectrum analysis, a procedure explained in [14] and [7, Sec. 3.2].
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dimension slightly above three [15, Table I]. The purported closeness of the dimension of S′ to
three according to the ε expansion has contributed to controversies in the literature regarding the
nature of the stable fixed point, with arguments that it may be that of decoupled O(2) models.
In fact, there is a nonperturbative argument that the theory of n decoupled O(2) models is stable
under the deformation to the MN2,n theory. On the other hand, the bootstrap suggests that the
fully-interacting O(2)2 o S2 and O(2)3 o S3 CFTs are also stable. We elaborate more on these
issues at the end of section 3.
It is not clear from our discussion so far that our bootstrap bounds are saturated by CFTs
predicted by the ε expansion. Our bootstrap results suggest that there is a well-defined large-m
expansion in O(m)noSn theories. This was verified by the authors of [11] for the fully interacting
O(m)n o Sn theory of the ε expansion—see v7 of [11] on the arXiv. The important point here
is that since the large-m results of the ε-expansion theory reproduce the behavior we see in our
bootstrap bounds, we conclude that the kinks we observe are indeed due to the theory predicted
by the ε expansion. We stress that this argument is robust at large m, but may fail at small m,
e.g. m = 2, 3.
As we alluded to above, experimental results for phase transitions in the helimagnets Ho and
Dy as well as the structural phase transition of NbO2 differ from those in XY stacked triangular
antiferromagnets and the helimagnet Tb [13]. Prompted by these disagreements, we have explored
theories with O(2)2oS2 symmetry in a larger region of parameter space. The idea is that perhaps
XY stacked triangular antiferromagnets and the helimagnet Tb are not in the same universality
class as NbO2 and the helimagnets Ho and Dy, although at criticality both these theories have
O(2)2 o S2 global symmetry. We find support for this suggestion due to a second kink in our
bound and a second local minimum in the central charge—see Figs. 3 and 5 below. Although this
kink is not as sharp as the one described above, a spectrum analysis yields
β = 0.355(5) , ν = 0.576(8) . (1.3)
These numbers are in good agreement with experiments on paramagnetic-helimagnetic transitions
in Ho and Dy, β = 0.39(4), ν = 0.57(4) [13, Table II], [10, Table 37] and with the structural phase
transition of NbO2, where β = 0.40
+0.04
−0.07 [16].
The critical exponent β in (1.2) is not in good agreement with that measured for the antiferro-
magnetic phase transition of Nd in [18]. Exploration of theories with O(2)3 o S3 global symmetry
in a larger part of the parameter space reveals a second kink and a second local minimum in the
central charge, much like in the O(2)2 o S2 case—see Figs. 4 and 6 below. At the second kink we
find
β = 0.394(5) , ν = 0.590(8) , (1.4)
in good agreement with the measurement β = 0.36(2) of [18].
The result of our analysis is that there exist two CFTs with O(2)2 o S2 symmetry and two
CFTs with O(2)3 o S3 symmetry. In the O(2)2 o S2 case, the first CFT, with critical exponents
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given in (1.1), is relevant for XY stacked triangular antiferromagnets and the helimagnet Tb.
The second, with critical exponents given in (1.3), is relevant for the structural phase transition
of NbO2 and the helimagnets Ho and Dy. In the case of O(2)
3 o S3 symmetry, we only found
experimental determination of the critical exponent β in Nd in the literature [18]. It agrees very
well with the exponent in (1.4), computed for the CFT that saturates the second kink. We should
mention here that all CFTs appear to have only one relevant scalar singlet, which in experiments
would correspond to the temperature. The ε expansion finds only one CFT in each case, and does
not appear to compute the critical exponents and the eigenvalues of the stability matrix with
satisfactory accuracy.
Our conclusions do not agree with the suggestion of [19,13] that in frustrated systems the phase
transitions are of weakly first order. The reason for this is that we find kinks in our bootstrap
bounds and we suggest that they arise due to the presence of second-order phase transitions. Note
that our determinations of the correlation-length critical exponent ν are in remarkable agreement
with experiments. In some cases mild tension exists between our results for the order-parameter
critical exponent β and the corresponding experimental measurements.
For CFTs with symmetry D4
noSn we have not managed to obtain any bounds with features not
previously found in the literature or not corresponding to a symmetry enhancement to O(2)noSn.
The ε expansion does not find a fixed point with D4
n o Sn symmetry. The lack of kinks in our
plots combined with the lack of CFTs with such symmetry in the ε expansion suggests that they
do not exist in d = 3. However, bootstrap studies of D4
noSn CFTs in larger regions of parameter
space are necessary before any final conclusions can be reached.
This paper is organized as follows. In the next section we describe in detail the relevant group
theory associated with the global symmetry group O(m)n o Sn and derive the associated crossing
equation. In section 3 we briefly mention results of the ε expansion for theories with O(m)n o Sn
symmetry and some of the physical systems such theories are expected to describe at criticality.
In section 4 we turn to the group theory of the global symmetry group D4
n o Sn and we derive
the crossing equation for this case. In section 5 we mention some aspects of the application of
the ε expansion to theories with D4
n o Sn symmetry. Finally, we present our numerical results in
section 6 and conclude in section 7.
2. MN symmetry
Let us recall some basic facts about semidirect products. To have a well-defined semidirect product,
G = N oH, with N,H subgroups of G with H proper and N normal, i.e. H ⊂ G and N C G,
we need to specify the action of H on the group of automorphisms of N . This action is defined
by a map f : H → Aut(N), f : h 7→ f(h) = fh. The action of fh on N is given by conjugation,
fh : N → N , fh : n 7→ hnh−1. (By definition hnh−1 ∈ N since N C G.) With this definition, f
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is a homomorphism, i.e. fh1fh2 = fh1h2 . One can show that, up to isomorphisms, N,H and f
uniquely determine G. The multiplication of two elements (n, h) and (n′, h′) of G is given by
(n, h)(n′, h′) = (nfh(n′), hh′) , (2.1)
the identity element is (eN , eH), with eN the identity element of N and eH that of H, and the
inverse of (n, h) is given by
(n, h)−1 = (fh−1(n−1), h−1) . (2.2)
Note that a direct product is a special case of a semidirect product where f is the trivial
homomorphism, i.e. the homomorphism that sends every element of H to the identity automorphism
of N .
In this work we analyze CFTs with global symmetry of the form Kn o Sn, where Kn denotes
the direct product of n groups K and Sn the permutation group of n elements. In this case
the action of the homomorphism f : Sn → Aut(Kn) is to permute the K’s in Kn, i.e. fσ :
(k1, . . . , kn) 7→ (kσ(1), . . . , kσ(n)), with σ an element of Sn and ki, i = 1, . . . , n, an element of the
i-th K in Kn.4
The first example we analyze is that of the MNm,n CFT. By this we refer to the CFT with global
symmetry MNm,n = O(m)
n o Sn. The vector representation is furnished by the operator φi, i =
1, . . . ,mn. The crucial group-theory problem is of course to decompose 〈φi(x1)φj(x2)φk(x3)φl(x4)〉
into invariant subspaces in order to derive the set of crossing equations that constitutes the starting
point for our numerical analysis. Invariant tensors help us in this task. As far as the OPE is
concerned we have
φi × φj ∼ δijS +X(ij) + Y(ij) + Z(ij) +A[ij] +B[ij] , (2.3)
where S is the singlet, X,Y, Z are traceless-symmetric and A,B antisymmetric.
If one thinks of the symmetry breaking O(mn)→MNm,n, then the irreducible representations
(irreps) X,Y, Z stem from the traceless-symmetric irrep of O(mn), while A,B stem from the
antisymmetric irrep of O(mn). The way to figure out the explicit way the O(mn) representations
decompose under the action of the MNm,n group is by constructing the appropriate projectors.
The first step to doing that is to construct the invariant tensors of the group under study. This
way of thinking, in terms of invariant theory, was recently applied to the ε expansion in [11], and
it turns out to be very useful when thinking about the problem from the bootstrap point of view.
4This type of semidirect product is an example of a wreath product, for which the standard notation is K o Sn.
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2.1. Invariant tensors and projectors
For the MNm,n CFT there are two four-index primitive invariant tensors [11]. They can be defined
as follows:
γijklφiφjφkφl = (φ
2
1 + · · ·+ φ2m)2 + (φ2m+1 + · · ·+ φ22m)2 + · · ·+ (φ2m(n−1)+1 + · · ·+ φ2mn)2 , (2.4a)
ωijklφiφjφ
′
kφ
′
l = (φ1φ
′
2 − φ2φ′1)2 + (φ3φ′4 − φ4φ′3)2 + · · ·+ (φmn−1φ′mn − φmnφ′mn−1)2 . (2.4b)
The tensor γ is fully symmetric, while the tensor ω satisfies
ωijkl = ωjikl , ωijkl = ωklij , ωijkl + ωikjl + ωiljk = 0 . (2.5)
A non-primitive invariant tensor with four indices is defined by
ξijklφiφjφkφl = (φ
2
1 + φ
2
2 + · · ·+ φ2mn)2 , (2.6)
which respects O(mn) symmetry. One can verify that (repeated indices are always assumed to be
summed over their allowed values)
γiijk =
1
3(m+ 2)δjk , ωiijk = (m− 1)δjk , (2.7)
and
γijmnγklmn =
1
9(m+ 8)γijkl +
2
27(m+ 2)ωijkl ,
γijmnωklmn =
1
3(m− 1)γijkl + 29(m+ 2)ωijkl ,
ωijmnωklmn = (m− 1)γijkl + 13(2m− 5)ωijkl ,
ωimjnωkmln =
1
4(m− 1)γijkl + 16(m+ 2)ωijkl + 32 ωikjl .
(2.8)
With the help of (2.7) and (2.8) it can be shown that the tensors
PSijkl =
1
mn δijδkl , (2.9a)
PXijkl =
1
m γijkl +
2
3m ωijkl − 1mn δijδkl , (2.9b)
P Yijkl = (1− 1m)γijkl − 13(1 + 2m)ωijkl , (2.9c)
PZijkl = −γijkl + 13 ωijkl + 12(δikδjl + δilδjk) , (2.9d)
PAijkl =
1
3(ωijkl + 2ωikjl) , (2.9e)
PBijkl = −13(ωijkl + 2ωikjl) + 12(δikδjl − δilδjk) , (2.9f)
satisfy
P IijmnP
J
mnkl = P
I
ijkl δ
IJ ,
∑
I
P Iijkl = δikδjl , P
I
ijkl δikδjl = d
I
r , (2.10)
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where dIr is the dimension of the representation indexed by I, with
{dSr , dXr , dYr , dZr , dAr , dBr } = {1, n− 1, 12(m− 1)(m+ 2)n, 12m2n(n− 1), 12mn(m− 1), 12m2n(n− 1)} .
(2.11)
The dimensions dXr , d
Y
r , d
Z
r are as expected from the results of [11, Eq. (5.98)].
Knowledge of the projectors (2.9a–f) allows the derivation of the corresponding crossing equation
in the usual way. The four-point function can be expressed in a conformal block decomposition in
the 12→ 34 channel as
〈φi(x1)φj(x2)φk(x3)φl(x4)〉 = 1
(x212x
2
34)
∆φ
∑
I
∑
OI
λ2OIP
I
ijkl g∆I ,`I (u, v) , (2.12)
where the sum over I runs over the representations S,X, Y, Z,A,B, xij = xi−xj , λ2OI are squared
OPE coefficients and g∆I ,`I (u, v) are conformal blocks
5 that are functions of the conformally-
invariant cross ratios
u =
x212x
2
34
x213x
2
24
, v =
x214x
2
23
x213x
2
24
. (2.13)
The crossing equation can now be derived. With
F±∆, `(u, v) = v
∆φg∆, `(u, v)± u∆φg∆, `(v, u) , (2.14)
we find6
∑
S+
λ2O

F−∆, `
0
0
0
F+∆, `
0

+
∑
X+
λ2O

−F−∆, `
F−∆, `
0
0
−F+∆, `
F+∆, `

+
∑
Y +
λ2O

0
m−1
n F
−
∆, `
F−∆, `
0
0
−m+22n F+∆, `

+
∑
Z+
λ2O

0
0
0
F−∆, `
−12 F+∆, `
1
2n F
+
∆, `

+
∑
A−
λ2O

0
0
1
m F
−
∆, `
0
0
1
2n F
+
∆, `

+
∑
B−
λ2O

−F−∆, `
1
n F
−
∆, `
0
F−∆, `
1
2 F
+
∆, `
− 12n F+∆, `

=

0
0
0
0
0
0

.
(2.15)
The signs that appear as superscripts in the various irrep symbols indicate the spins of the
operators we sum over in the corresponding term: even when positive and odd when negative.
5We define conformal blocks using the conventions of [20].
6In (2.15) we omit, for brevity, to label the F∆,`’s and λ
2
O’s with the appropriate index I. The appropriate labeling,
however, is obvious from the overall sum in each term.
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3. MN anisotropy
The MNm,n fixed points were first studied in [21,22,15] and more recently in [11,23]. The relevant
Lagrangian is7
L = 12 ∂µφi∂
µφi +
1
8 (λξijkl +
1
3 gγijkl)φiφjφkφl . (3.1)
In the ε expansion below d = 4 (3.1) has four inequivalent fixed points. They are
1. Gaussian (λ = g = 0),
2. O(mn) (λ > 0, g = 0)
3. n decoupled O(m) models (λ = 0, g > 0),
4. n coupled O(m) models with symmetry MNm,n = O(m)
n o Sn (λ 6= 0, g > 0).8
These fixed points are known to be physically relevant for m = 2 and n = 2, 3. As already
mentioned in the introduction, the MN2,2 fixed point has applications to XY stacked triangular
antiferromagnets and paramagnetic-helimagnetic transitions in the rare-earth metals Ho (holmium),
Dy (dysprosium) and Tb (terbium) [10, Sec. 11.5]. Additionally, it has been argued to describe
the structural phase transition of NbO2 (niobium dioxide). The MN2,3 fixed point is relevant for
the antiferromagnetic phase transitions in K2IrCl6 (potassium hexachloroiridate), TbD2 (terbium
dideuteride) and Nd (neodymium) [17].
In the ε expansion, the MN2,2 CFT is equivalent to a theory with O(2)
2/Z2 symmetry [10,11,23].
Lagrangians with O(2)×O(n)/Z2 symmetry have fixed points with collinear (also referred to as
sinusoidal) or noncollinear (also referred to as chiral) order depending on n [12,10]. It is widely
believed that the O(2)2/Z2 CFT has a fixed point in the chiral region [12], and so our results in
this work should apply to stacked triangular antiferromagnets, whose phase transitions are indeed
described by O(2)2/Z2 CFTs in the chiral region.
The stability of the MNm,n fixed point for m = 2 and n = 2, 3 has been supported by higher-
loop ε expansion calculations [22,15]. However, there exist higher-loop calculations based on the
fixed-dimension expansion—see [10] and references therein—indicating that the stable fixed point
is actually that of n decoupled O(2) models. In d = 3, the theory of n decoupled O(2) models is
nonperturbatively stable, due to the fact that in the decoupled O(2) model the potentially relevant
perturbation has dimension twice that of the leading scalar singlet of the O(2) model, which in
turn has dimension slightly above 1.5 [6]. As mentioned in the introduction, our numerical results
indicate that the MN2,2 and MN2,3 theories of the ε expansion are both stable (assuming that
our corresponding kinks correspond to the ε expansion fixed points). This suggests either that
7Compared to couplings λ, g of [11, Sec. 5.2.2] we have λhere = λthere − m+2
3(mn+2)
gthere and ghere = gthere.
8Although the theory of n decoupled O(m) models in item 3 on the list also has symmetry MNm,n, we will never
characterize it that way; we will reserve that characterization for the fully-interacting case in 4.
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there are two stable fixed points in d = 3, in direct contradiction with intuition derived from the
ε expansion [24,23], or that our spectrum analysis misses the slightly relevant operator expected
from the ε expansion. It is also possible that our numerical results for MN2,2 and MN2,3 theories
do not actually pertain to the fixed points of the ε expansion—in that case our results would
signify the discovery of new CFTs. We are unable to conclusively resolve these issues in this work.
4. Tetragonal symmetry
The tetragonal CFT [10,11] has global symmetry Rn = D4
n o Sn, where D4 is the eight-element
dihedral group. For n = 0 R0 = {e}, where e is the identity element, and for n = 1 R1 = D4. The
order of Rn is ord(Rn) = 8
nn!. Note that Rn is a subgroup of the hypercubic group CN = Z2NoSN ,
N = 2n, whose order is ord(CN ) = 2
NN !. It is easy to see that ord(CN )/ ord(Rn) = (2n − 1)!!,
which is an integer for any integer n > 0.
The number of irreps of the group Rn for n = 0, 1, 2, 3, 4, 5, . . . is 1, 5, 20, 65, 190, 506, . . . ,
respectively.9 Among the irreps of Rn one always finds a 2n-dimensional one; we will refer to this
as the vector representation φi, i = 1, . . . , 2n.
In this work we analyze bootstrap constraints on the four-point function of the vector operator
φi. A standard construction of the character table shows that the group R2 has eight one-
dimensional, six two-dimensional and six four-dimensional irreps.10 In this case we may write11
4
φi ×
4
φj ∼ δij
1
S +
2
W(ij) +
1
X(ij) +
2
Y (ij) +
4
Z(ij) +
2
A[ij] +
4
B[ij] . (4.1)
S is the singlet. The dimensions of the various irreps are given by the number over their symbol.
W,X, Y, Z are two-index symmetric and traceless, while A,B are two-index antisymmetric.
4.1. Invariant tensors
In the tetragonal case there are three primitive invariant tensors with four indices, defined by
δijklφiφjφkφl = φ
4
1 + φ
4
2 + · · ·+ φ42n , (4.2a)
ζijklφiφjφkφl = 2(φ
2
1φ
2
2 + φ
2
3φ
2
4 + · · ·+ φ22n−1φ22n) , (4.2b)
ωijklφiφjφ
′
kφ
′
l = (φ1φ
′
2 − φ2φ′1)2 + (φ3φ′4 − φ4φ′3)2 + · · ·+ (φ2n−1φ′2n − φ2nφ′2n−1)2 . (4.2c)
The tensors δ, ζ are fully symmetric, while the tensor ω is the same as that in (2.4b) for m = 2.
It can be verified that these satisfy
δiijk = 3ζiijk = ωiijk = δjk , (4.3)
9These numbers have been obtained with the use of the freely available software GAP [25].
10Character tables for a wide range of finite groups can be easily generated using GAP [25].
11Of course these S,X, Y, Z,A,B have nothing to do with the ones of section 2.
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and
δijmnδklmn = δijkl ,
δijmnζklmn =
1
3 ζijkl +
2
9 ωijkl ,
δijmnωklmn = ζijkl +
2
3 ωijkl ,
ζijmnζklmn =
1
9 δijkl +
4
9 ζijkl − 427 ωijkl ,
ζijmnωklmn =
1
3 δijkl − 23 ζijkl + 29 ωijkl ,
ωijmnωklmn = δijkl + ζijkl − 13 ωijkl ,
ωimjnωkmln =
1
4 δijkl +
1
4 ζijkl +
2
3 ωijkl +
3
2 ωikjl .
(4.4)
These relations are valid for any n > 2.
To verify that there are only three invariant polynomials of Rn made out of the components
of the vector φi, we have computed the Molien series for n = 2, 3, 4.
12 To do this, we think of Rn
as represented by 2n× 2n matrices acting on the 2n-component vector φTi . Using those matrices,
which represent the group elements gi ∈ G as ρ(gi), i = 1, . . . , ord(G), we can then explicitly
compute the Molien series. The Molien formula is
M(t) =
1
ord(G)
ord(G)∑
i=1
1
det(1− tρ(gi)) , (4.5)
where 1 is the identity matrix of appropriate size. It is obvious that the summands in (4.5) only
depend on the conjugacy class, so the sum can be taken to be over conjugacy classes with the
appropriate weights. For n = 2, 3, 4 (4.5) gives, respectively,
M2(t) =
t4 − t2 + 1
(t4 + 1)2(t2 + 1)2(t2 − 1)4 ,
M3(t) =
t16 − t14 + t12 + t8 + t4 − t2 + 1
(t4 + t2 + 1)2(t4 − t2 + 1)2(t4 + 1)(t2 + 1)3(t2 − 1)6 ,
M4(t) =
(t20 − t18 + t14 + t12 − t10 + t8 + t6 − t2 + 1)(t8 − t6 + t4 − t2 + 1)
(t8 + 1)(t4 − t2 + 1)(t4 + 1)2(t2 + t+ 1)2(t2 − t+ 1)2(t2 + 1)4(t2 − 1)8 ,
(4.6)
whose series expansions are
M2(t) = 1 + t
2 + 3t4 + 4t6 + 8t8 + O(t10) ,
M3(t) = 1 + t
2 + 3t4 + 5t6 + 10t8 + O(t10) ,
M4(t) = 1 + t
2 + 3t4 + 5t6 + 11t8 + O(t10) .
(4.7)
Thus, we see that we have one quadratic and three quartic invariants. The latter are generated
by δijkl, ζijkl and ξijkl, and their form is given in (4.2a,b) and (2.6) with m = 2. The unique
quadratic invariant is obviously generated by δij and it is given by φ
2 = φ21 + φ
2
2 + · · ·+ φ22n.
12For n = 3, 4 the computation of the Molien series was performed with GAP [25].
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4.2. Projectors and crossing equation
If we now define
P̂Sijkl =
1
2nδijδkl , (4.8a)
P̂Wijkl =
1
2(δijkl − ζijkl)− 13 ωijkl , (4.8b)
P̂Xijkl =
1
2(δijkl + ζijkl) +
1
3 ωijkl − 12nδijδkl , (4.8c)
P̂ Yijkl = ζijkl − 13 ωijkl , (4.8d)
P̂Zijkl = −δijkl − ζijkl + 13 ωijkl + 12(δikδjl + δilδjk) , (4.8e)
P̂Aijkl =
1
3(ωijkl + 2ωikjl) , (4.8f)
P̂Bijkl = −13(ωijkl + 2ωikjl) + 12(δikδjl − δilδjk) , (4.8g)
we may verify, using (4.3) and (4.4), the projector relations
P̂ IijmnP̂
J
mnkl = P̂
I
ijkl δ
IJ ,
∑
I
P̂ Iijkl = δikδjl , P̂
I
ijkl δikδjl = dˆ
I
r , (4.9)
where dˆIr is the dimension of the representation indexed by I, with
{dˆSr , dˆWr , dˆXr , dˆYr , dˆZr , dˆAr , dˆBr } = {1, n, n− 1, n, 2n(n− 1), n, 2n(n− 1)} . (4.10)
The generalization of (4.1), valid for any n > 2, is
2n
φi ×
2n
φj ∼ δij
1
S +
n
W(ij) +
n−1
X(ij) +
n
Y(ij) +
2n(n−1)
Z(ij) +
n
A[ij] +
2n(n−1)
B [ij] . (4.11)
The projectors (4.8a–g) allow us to express the four-point function of interest in a conformal
block decomposition in the 12→ 34 channel:
〈φi(x1)φj(x2)φk(x3)φl(x4)〉 = 1
(x212x
2
34)
∆φ
∑
I
∑
OI
λ2OI P̂
I
ijkl g∆I ,`I (u, v) , (4.12)
where the sum over I runs over the representations S,W,X, Y, Z,A,B. For the crossing equation
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we find13
∑
S+
λ2O

F−∆, `
0
0
0
0
F+∆, `
F+∆, `

+
∑
W+
λ2O

0
F−∆, `
0
0
0
−F+∆, `
0

+
∑
X+
λ2O

− 1nF−∆, `
F−∆, `
F−∆, `
−F−∆, `
0
(1− 1n)F+∆, `
− 1nF+∆, `

+
∑
Y +
λ2O

0
0
F−∆, `
0
0
−F+∆, `
0

+
∑
Z+
λ2O

2F−∆, `
−2F−∆, `
−2F−∆, `
2F−∆, `
F−∆, `
0
−F+∆, `

+
∑
A−
λ2O

0
0
0
F−∆, `
0
F+∆, `
0

+
∑
B−
λ2O

0
0
0
0
F−∆, `
0
F+∆, `

=

0
0
0
0
0
0
0

.
(4.13)
Let us make a comment about (4.13). We observe that we obtain the same crossing equation if
we exchange the second and third line in all vectors and at the same time relabel W+ ↔ Y +. This
implies, for example, that operator dimension bounds on the leading scalar W operator and the
leading scalar Y operator will be identical. Furthermore, if we work out the spectrum on the W -
and the Y -bound, then all operators in the solution will have the same dimensions in both cases
(except for the relabeling W+ ↔ Y +). The reason for this is that there exists a transformation of
φi that permutes the projectors P̂
W and P̂X .14 Indeed, if
φi → 1√2(φi + φi+1) , i odd and φi →
1√
2
(φi−1 − φi) , i even , (4.14)
then
δij → δij , δijkl → 12(δijkl + 3ζijkl) , ζijkl → 12(δijkl − ζijkl) and ωijkl → ωijkl . (4.15)
Under (4.15) we obviously have P̂W ↔ P̂ Y . Let us remark here that something similar happens
in the N = 2 cubic theory studied in [7, Sec. 6], again due to the transformation (4.14) that
exchanges two projectors.15
13In (4.13) we omit, for brevity, to label the F∆,`’s and λ
2
O’s with the appropriate index I. The appropriate labeling,
however, is obvious from the overall sum in each term.
14This was suggested to us by Hugh Osborn.
15In the N = 2 cubic case, which corresponds to n = 1 here in which case the ζ tensor does not exist, we can show
that δij → δij and δijkl → −δijkl + 12 (δijδkl + δikδkl + δilδjk).
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With the crossing equation (4.13) we can now commence our numerical bootstrap explorations.
Before that, however, let us first summarize results of the ε expansion for theories with tetragonal
anisotropy.
5. Tetragonal anisotropy
Theories with tetragonal anisotropy were first studied with the ε expansion a long time ago in [17]
and later [26], and they were revisited recently in [11, 23]. A standard review is [10, Sec. 11.6].
The Lagrangian one starts with is16
L = 12 ∂µφi∂
µφi +
1
8 (λξijkl +
1
3 g1 δijkl +
1
3 g2 ζijkl)φiφjφkφl . (5.1)
For g1 = g2 = g this reduces to (3.1). The theory (5.1) in d = 4 − ε has six inequivalent fixed
points. They are17
1. Gaussian (λ = g1 = g2 = 0),
2. 2n decoupled Ising models (λ = g2 = 0, g1 > 0),
3. n decoupled O(2) models (λ = 0, g1 = g2 > 0),
4. O(2n) (λ > 0, g1 = g2 = 0),
5. Hypercubic with symmetry C2n = Z22n o S2n (λ > 0, g1 > 0, g2 = 0),18
6. n coupled O(2) models with symmetry MN2,n = O(2)
n o Sn (λ > 0, g1 = g2 > 0).19
Note that in the ε expansion there is no Rn symmetric fixed point. According to the ε
expansion the stable fixed point is the MN2,n symmetric one we discussed in section 3.
6. Numerical results
The numerical results in this paper have been obtained with the use of PyCFTBoot [20] and
SDPB [27]. We use nmax = 9, mmax = 6, kmax = 36 in PyCFTBoot and we include spins up to
`max = 26. For SDPB we use the options --findPrimalFeasible and --findDualFeasible and we
choose precision = 660, dualErrorThreshold = 10−20 and default values for other parameters.
16Compared to couplings λ, g1, g2 of [11, Sec. 7] we have λ
here = λthere− 2
3(n+1)
gthere, ghere1 = g
there
1 and g
here
2 = g
there
2 .
17Fixed points physically-equivalent to those in items 2 and 5 on the list are also found in other positions in coupling
space, related to the ones given in the list by the field redefinition in (4.14) [10,11].
18The theory of 2n decoupled Ising models in item 2 on the list has symmetry C2n as well. However, we reserve the
C2n characterization for the theory in 5.
19The theory of n decoupled O(2) models in item 3 on the list has symmetry MN2,n as well. However, we reserve
the MN2,n characterization for the theory in item 6.
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6.1. MN
For theories with MNm,n symmetry the bound on the leading scalar singlet is the same as the
bound on the leading scalar singlet of the O(mn) model. We will thus focus on bounds on the
leading scalar in the X sector, which we have found to display the most interesting behavior. Let
us mention here that in the theory of n decoupled O(m) models the dimension of the leading
scalar in the X sector is the same as the dimension of the leading scalar in the two-index traceless-
symmetric irrep of O(m). Based on the results of [4] we can see that the theory of n decoupled
O(m) models is located deep in the allowed region of our corresponding X-bounds below.
0.5 0.505 0.51 0.515 0.52 0.525 0.53 0.535
1
1.2
1.4
1.6
1.8
2
2.2
MN2,2
MN3,3
MN4,4
MN5,5
MN10,10
MN20,20
∆φ
∆X
Fig. 1: Upper bound on the dimension of the first scalar X operator in the φi × φj OPE as a
function of the dimension of φ. Areas above the curves are excluded in the corresponding theories.
For some theories with m = n the bounds are shown in Fig. 1. The form of these bounds is
rather suggestive regarding the large m,n behavior of the MNm,n theories. Recall that in the
O(N) models as N → ∞ we have ∆O(N)φ → 12 and ∆
O(N)
S → 2. There is another case where a
type of large N expansion exists, namely in the O(m)× O(n) theories [28]. There, for fixed m
one can find a well-behaved expansion at large n. Of course m and n are interchangeable in the
O(m) × O(n) example, but in our MNm,n case it is not clear if we should expect the large-N
behavior to arise due to m or due to n. It is perhaps not surprising that it is in fact due to m.
Keeping m fixed and increasing n does not have a significant effect on the location of the kink—see
Fig. 2. On the other hand, keeping n fixed and raising m causes the kink to move toward the
point (12 , 2)—see Fig. 2. (After these bootstrap results were obtained the authors of [11] realized
that the large-m expansion was easy to obtain in the ε expansion and they updated the arXiv
version of [11] to include the relevant formulas. The anomalous dimension of X is equal to ε at
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leading order in 1/m, and so ∆εX = d− 2 + ε+ O( 1m) = 2 + O( 1m).)
0.5 0.505 0.51 0.515 0.52 0.525 0.53 0.535
1
1.2
1.4
1.6
1.8
2
2.2
MN2,20
MN2,3
MN3,2
MN5,2
MN10,2
MN20,2
∆φ
∆X
Fig. 2: Upper bound on the dimension of the first scalar X operator in the φi × φj OPE as a
function of the dimension of φ. Areas above the curves are excluded in the corresponding theories.
0.5 0.52 0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7 0.72 0.74
1
1.5
2
2.5
3
3.5
MN2,2
second kink
∆φ
∆X
0.58 0.6 0.62 0.64 0.66
2.2
2.4
2.6
2.8
3
Fig. 3: Upper bound on the dimension of the first scalar X operator in the φi × φj OPE as a
function of the dimension of φ in the MN2,2 theory. The area above the curve is excluded.
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0.5 0.52 0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7 0.72 0.74
1
1.5
2
2.5
3
3.5
MN2,3
second kink
∆φ
∆X
0.63 0.65 0.67 0.69 0.71
2.4
2.6
2.8
3
3.2
3.4
Fig. 4: Upper bound on the dimension of the first scalar X operator in the φi × φj OPE as a
function of the dimension of φ in the MN2,3 theory. The area above the curve is excluded.
Continuing our investigation of the MN2,2 theory for larger ∆φ we obtain Fig. 3. There we
observe the presence of a second kink. Although not as convincing as the kink for smaller ∆φ in
the same theory, it is tempting to associate this kink with the presence of an actual CFT. This is
further supported by the results from our spectrum analysis which give us the critical exponents
(1.3) that match experimental results very well as mentioned in the introduction.
Let us mention here that the spectrum analysis consists of obtaining the functional ~α right at
the boundary of the allowed region (on the disallowed side) and looking at its action on the vectors
~V∆,` of F
±
∆,` that appear in the crossing equation
∑
all sectors λ
2
O~V∆,` = −~V0,0, where ~V0,0 is the
vector associated with the identity operator. Zeroes of ~α · ~V∆,` appear for (∆, `)’s of operators in
the spectrum of the CFT that saturates the kink and provide a solution to the crossing equation.
More details for this procedure can be found in [14] and [7, Sec. 3.2]. For the determination of
critical exponents we simply find the dimension that corresponds to the first zero of ~α · ~V∆S ,0.
For the MN2,3 theory we also find a second kink—see Fig. 4—which is more pronounced than
in the MN2,2 case. A spectrum analysis for the theory that lives on this second kink yields the
critical exponents (1.4), in good agreement with the measurement of [18].
Another physical quantity one can study in a CFT is the central charge CT , i.e. the coefficient
in the two-point function of the stress-energy tensor:
〈Tµν(x)Tρσ(0)〉 = CT 1
S2d
1
(x2)d
Iµνρσ(x) , (6.1)
16
where Sd = 2pi
1
2
d/Γ(12d) and
Iµνρσ = 12(Iµρ Iνσ + Iµσ Iνρ)−
1
d
ηµνηρσ , Iµν = ηµν − 2
x2
xµxν . (6.2)
The central charge of a free scalar in d = 3 is C scalarT =
3
2 .
0.5 0.52 0.54 0.56 0.58 0.6 0.62 0.64 0.66 0.68 0.7 0.72 0.74
0.75
0.8
0.85
0.9
0.95
1
MN2,2
∆φ
CT /C
free
T
Fig. 5: Central charge values in the MN2,2 theory assuming that the dimension of the leading
scalar X operator lies on the bound in Fig. 3.
In Figs. 5 and 6 we obtain values of the central charge of MN2,2 and MN2,3 theories assuming
that the leading scalar X operator lies on the bound in Figs. 3 and 4, respectively. The free
theory of mn scalars has central charge C freeT = mnC
scalar
T =
3
2mn. We observe two local minima
in Figs. 5 and 6, located at ∆φ’s very close to those of the kinks in Figs. 3 and 4. We consider
this a further indication of the existence of the CFTs we have associated with the kinks in Figs. 3
and 4.
6.2. Tetragonal
The bound on the leading scalar in the singlet sector in the Rn theory is identical, for the cases
checked, to the bound obtained for the leading scalar singlet in the O(2n) model. The bound
on the leading scalar in the X sector is identical, again for the cases checked, to the bound on
the leading scalar in the X sector of the MN2,n theory. Both these symmetry enhancements are
allowed, and they show that if a tetragonal CFT exists, then its leading scalar singlet operator
has dimension in the allowed region of the bound of the leading scalar singlet in the O(2n) model.
A similar comment applies to the leading scalar X operator and the bound on the leading scalar
X operator of the MN2,n theory.
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MN2,3
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Fig. 6: Central charge values in the MN2,3 theory assuming that the dimension of the leading
scalar X operator lies on the bound in Fig. 4.
Let us focus on the bound of the leading scalar in the W sector, shown in Fig. 7. It turns
out that the W -bound is the same for all n checked, even for n very large. It is also identical
to the V-bound in [7, Fig. 14]. The coincidence of the W bound with that of [7, Fig. 14] is
ultimately due to the fact that the N = 2 “cubic” theory has global symmetry D4. Indeed, taking
n decoupled copies of the D4 theory leads to a theory with symmetry Rn. The leading scalar
operator V, whose dimension is bounded in the D4 theory in [7, Fig. 14], gives rise to a direct-sum
representation that is reducible under the action of Rn. That representation splits into two irreps
of Rn, namely our W and X, and it is easy to see that, if the Rn theory is decoupled, the leading
scalar operator in the irrep W must have the same dimension as V of [7, Fig. 14]. Hence, the
corresponding bounds have a chance to coincide and indeed they do. If a fully interacting Rn
theory exists, then the dimension of the leading scalar W operator of that theory is in the allowed
region of Fig. 7. We point out here that the putative theory that lives on the bound of [7, Fig. 14]
is not predicted by the ε expansion.
To see if a fully-interacting Rn theory exists, we have obtained bounds for the leading scalar and
spin-one operators in other sectors. Unfortunately, our (limited) investigation has not uncovered
any features that could signify the presence of hitherto unknown CFTs with Rn global symmetry.
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Fig. 7: Upper bound on the dimension of the first scalar W operator in the φi × φj OPE as a
function of the dimension of φ. The area above the curve is excluded. This bound applies to all
Rn theories checked.
7. Conclusion
In this paper we have obtained numerical bootstrap bounds for three-dimensional CFTs with
global symmetry O(m)n o Sn and D4n o Sn, where D4 is the dihedral group of eight elements.
The O(m)n o Sn case displays the most interesting bounds. We have found clear kinks that
appear to correspond to the theories predicted by the ε expansion and have observed that the ε
expansion appears to be unsuccessful in predicting the critical exponents and other observables
with satisfactory accuracy in the ε → 1 limit. However, the identification of our kinks with
the ε expansion theories is not conclusively demonstrated, especially for the interesting cases of
O(2)2 o S2 and O(2)3 o S3 global symmetry, and is left for future work.
Experiments in systems that are supposed to be described by CFTs with O(2)2oS2 symmetry
have yielded two sets of critical exponents [13]. Having found two kinks in a certain bound for
such CFTs, we conclude that there are two distinct universality classes with O(2)2 o S2 global
symmetry. Our critical-exponent computations in these two different theories, given in (1.1) and
(1.3), match very well the experimental results. It would be of great interest to examine further
the conditions under which the renormalization-group flow is driven to one or the other CFT.
For theories with O(2)3 o S3 symmetry we also find two kinks. The corresponding critical
exponents are given in (1.2) and (1.4). The CFT that lives on the second kink, with critical
exponents (1.4), is the one with which we can reproduce experimental results. This is not the
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CFT predicted by the ε expansion. A more complete study of the second set of kinks that appear
in our bounds would be of interest. Note that the kinks we find do not occur in dimension bounds
for singlet scalar operators, so we consider it unlikely (although we cannot exclude it) that the
second kinks correspond to a theory with a different global symmetry group as has been observed
in a few other cases [29].
Beyond the examples mentioned or studied in this work, bootstrap studies of CFTs with
O(2) × O(N) and O(3) × O(N) symmetry with N > 2 have been performed in [30, 31], where
evidence for a CFT not seen in the standard ε expansion was presented. Such CFTs have been
suggested to be absent in perturbation theory, but to arise after resummations of perturbative
beta functions. Examples have been discussed in O(2) × O(N) frustrated spin systems [32–34].
These examples have been criticized in [35]. However, the results of [31] for the O(2)×O(3) case
are in good agreement with those of [32,34], lending further support to the suggestion that new
fixed points actually exist.
The study of more examples with numerical conformal bootstrap techniques is necessary in
order to examine the conditions under which perturbative field theory methods may fail to predict
the presence of CFTs or in calculating the critical exponents and other observables with accuracy.
Examples of critical points examined with the ε expansion in [10, 11, 23, 36] constitute a large
unexplored set. The generation of crossing equations for a wide range of finite global symmetry
groups was recently automated [37]. This provides a significant reduction of the amount work
required for one to embark on new and exciting numerical bootstrap explorations.
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