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Abstract
Strong Feller property and irreducibility are study for a class of non-linear monotone
stochastic partial differential equations with multiplicative noise. Ho¨lder continuity of the
associated Markov semigroups are discussed in some special cases. The main results are
applied to several examples such as stochastic porous media equations, stochastic fast diffusion
equations.
AMS Subject Classification: Primary 60H15
Keywords: Strong Feller, irreducibility, multiplicative noise, Ho¨lder continuity, stochastic par-
tial differential equations
1 Introduction
In the present paper, we concern the strong Feller property and irreducibility of the transition
semigroups corresponding to a class of non-linear monotone stochastic partial differential equa-
tions(SPDEs) with multiplicative noise. Both of them are important in the study of ergodicity
of stochastic systems, for example, it is well known that strong Feller property and irreducibility
ensure the uniqueness of invariant measure of the transition semigroup, see [18, 7]. Indeed, there
have been abundant literatures contributing to the study of these two properties for semilinear
SPDEs with either additive or multiplicative noise. It is a pity that we can not to list them all
here, and only mention monograph [7] for a systematic introduction on ergodicity for semilin-
ear SPDEs and [18] for the fist result on this topic about semilinear SPDEs with multiplicative
noise. On the other hand, the non-linear monotone SPDEs basing on the variational approach
have been intensively investigated recently. The research of this type SPDEs can be dated back
to Pardoux [17]. Further development is given by Krylov and Rozovoskii [11]. For the existence
and uniqueness of strong and weak solutions, we refer to [5, 2, 8, 20, 14, 13, 15]. Besides this, we
shall mention that [3, 22, 9] for extinction problem of solutions, and [25, 16, 12, 27] for Harnack
inequalities and related topics, and [29] for the first result on the gradient estimate for this type of
equations. Though the dimensional free Harnack inequalities introduced by [24] are powerful tool
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to study strong Feller property and irreducibility, the existing results on this type inequalities for
such equations are mainly for additive noise.
Before further discussion, let us recall the framework of this type of equations briefly. Let
(H, 〈·, ·〉, | · |) be a real separable Hilbert space. Let V be a reflective Banach space continuously and
densely embedded into H and V∗ be the dual space with respect to H. We denote the dualization
between V∗ and V by V∗〈·, ·〉V. Then V∗〈u, v〉V = 〈u, v〉 for u ∈ H, v ∈ V. (V,H,V∗) is called a
Gelfand triple. Let L (H)(L2(H)) be the set of all bounded(resp. Hilbert-Schmidt) operators on
H. We denote the operator norm and Hilbert-Schmidt norm by | · | and | · |2 respectively. Consider
the following non-Linear SPDEs on H
(1.1) dX(t) = A(X(t))dt+B(X(t))dW (t),
where {W (t)}t≥0 is cylindrical Brownian motion onH with respect to a complete filtered probability
spaces
(
Ω,F ,P, {Ft}t≥0
)
. The coefficients
A : V→ V∗, B : V→ L2(H)
are measurable and such that the following assumptions hold
(H1) (Hemicontinuity) For all v1, v2, v ∈ V, R ∋ s→V∗ 〈A(v1 + sv2), v〉V is continuous.
(H2) (Monotonicity) There exists K1 ∈ R such that for all v1, v2 ∈ V,
2V∗〈A(v1)−A(v2), v1 − v2〉V + |B(v1)− B(v2)|22 ≤ K1|v1 − v2|2.
(H3) (Coercivity) There exist r > 0 and c1, c3 ∈ R, c2 > 0 such that for all v ∈ V,
2V∗〈A(v), v〉V + |B(v)|22 ≤ c1 − c2|v|r+1V + c3|v|2.
(H4) (Growth) There exists c3, c4 ∈ R such that
|V∗〈A(u), v〉V| ≤ c4 + c5(|u|rV + |v|r+1V + |u|2 + |v|2).
Definition 1.1. A continuous H-valued adapted process X is called a solution to (1.1), if
E
∫ T
0
(
|X(t)|r+1V + |X(t)|2
)
dt <∞, T > 0,
and P-a.s.
X(t) = X(0) +
∫ t
0
A(X(s))ds+
∫ t
0
B(X(s))ds, t > 0.
According to [19, 14], for X(0) ∈ L2(Ω→ H,P), (H1)-(H4) ensure that (1.1) has a unique pathwise
continuous solution. Denote Bb(H) as all bounded Borel measurable functions on H. Let X
x(t)
be the solution of (1.1) starting from x, and
Ptf(x) = Ef(X
x(t)), f ∈ Bb(H), x ∈ H.
Then Pt is the associated Markov semigroup of (1.1).
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The main aim of this paper is to study the strong Feller property and irreducibility of Pt via
coupling by change of measure. The coupling used to prove strong Feller property here was first
introduced in [25]. In [32], the strong Feller property and irreducibility for stochastic differential
equations with non-Lipschitz and monotone coefficients are concerned using the coupling as well as
the approximative controllability method, moreover, the exponential ergodicity is obtained there.
We shall follow the line of [25] and [32]. Here, the drift term A : V→ V∗ is usually singular, and can
not be taken in the sense of usual nonlinear function in finite dimensional case. Moreover, though
we shall assume that the noise term B is non-degenerate, it is Hilbert-Schmidt operator, that
means it is weaker than the usual semilinear SPDEs or SDEs cases where supx∈H |B−1(x)| < ∞,
see [18, 7, 32]. So another detailed discussion for this type of equations is needed. As in [32], or
[21, 26, 31, 27], we shall introduce the following non-degenerate condition for the SPDEs discussed
here:
• (Non-degenerate condition) There exist a positive self-adjoint operator B0, and a mea-
surable function ρ : V→ (0,∞) which satisfies
inf
v∈V,|v|≤R
ρ(v) > 0, R > 0,
such that
(1.2) B(v)B∗(v) ≥ ρ(v)B20 , v ∈ V.
Define the intrinsic norm induced by B0 as follow
|u|B0 =
{
|B−10 u|, u ∈ B0(H),
∞, u /∈ B0(H).
At last, we shall mention a recent result in [29] which provided the gradient/Ho¨lder estimates for
this type of SPDEs for the first time. That is a quite strong result. But there, the noise term is
split into a multiplicative part and an additive part independently. It is different from us.
The following two theorems are devoted to the strong Feller property.
Theorem 1.1. Let r ≥ 1. Assume that
(1) (H1), (H3)-(H4) and the non-degenerate condition (1.2) hold, |·|B0 : V→ [0,∞) is measurable,
and for all n ∈ N, there exists Cn ∈ R such that
(1.3) |B(v1)− B(v2)|2 ≤ Cn|v1 − v2|, v1, v2 ∈ V, |v1| ∨ |v2| ≤ n,
(2) there exist θ ∈ [2,+∞) ∩ (r − 1,+∞) and K1 ≥ 0, δ1 > 0 such that
2V∗〈A(v1)− A(v2), v1 − v2〉V + |B(v1)−B(v2)|22
≤ −δ1|v1 − v2|θB0 |v1 − v2|r+1−θ +K1|v1 − v2|2, v1, v2 ∈ V.
(1.4)
Then Pt is strong Feller.
Theorem 1.2. Let 0 < r < 1. Assume that
(1) (H1), (H4) and the non-degenerate condition (1.2) hold, | · |B0 : V → [0,∞) is measurable,
and B is locally Lipschitz in the sense of (1.3),
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(2) there exists θ ≥ 4
r+1
, K1 ≥ 0, δ1 > 0 and measurable function h : V→ [0,+∞) such that
2V∗〈A(v1)−A(v2), v1 − v2〉V + |B(v1)−B(v2)|22
≤ − δ1|v1 − v2|
θ
B0
|v1 − v2|θ−2
(
h(v1) ∨ h(v2)
)1−r +K1|v1 − v2|2, v1, v2 ∈ V,(1.5)
(3) there exist c1, c3 ∈ R, c2 > 0 such that
(1.6) 2V∗〈A(v), v〉V + |B(v)|22 ≤ c1 − c2h1+r(v) + c3|u|2, v ∈ V.
Then Pt is strong Feller.
Typical examples for Theorem 1.1 are stochastic porous media equations and stochastic p-
Laplace equations. Theorem 1.2 can be applied to stochastic fast diffusion equations. Conditions
(1.4), (1.5) and (1.6) have been used in the previous works on studying Harnack inequalities, see
[25, 16, 12, 27]. For technical reason, we still need local Lipschitz condition (1.3). If infv∈V ρ(v) > 0,
by some global conditions, we can get that Ptf is Ho¨lder continuous on H for all f ∈ Bb(H), see
Lemma 2.1 and 2.2.
The next theorem is for irreducibility. Pt is said to be irreducibility at t > 0 if for arbitrary
non empty open set S ⊂ H and all x ∈ H,
Pt(x, S) ≡ Pt1S(x) > 0.
We generalize a result in [4] to multiplicative noise. For more about using approximative control-
lability method to prove the irreducibility, we would like to refer [7].
Theorem 1.3. Assume that (H1)-(H4) hold, the non-degenerate condition (1.2) holds with
(1.7) inf
v∈V
ρ(v) > 0,
and | · |B0 : V→ [0,+∞) is measurable, and for all n ∈ N, there exists Cn such that
(1.8) |B(u)|2 ≤ Cn, u ∈ V, |u| ≤ n.
Then Pt is irreducible.
Though we assume that B is locally bounded on H, we should point out that it follows from
(H3) and (H4) that there exists constant c˜ > 0 such that
(1.9) |B(u)|22 ≤ c˜
(
1 + |u|r+1V + |u|2
)
.
The rest parts of the paper are organized as follows. In the following section, we give the proofs
of the main results. Simple applications and examples are provided in Section 3.
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2 Proof of main results
Fix T > 0. We shall concern strong Feller property and irreducibility for PT . Firstly, we shall
prove the strong Feller property for PT under some global conditions. Throughout this section,
(H1)-(H4) are assumed to be hold.
Lemma 2.1. Assume that (1.2) and (1.4) hold for some self-adjoint Hilbert-Schmidt operator B0
and ρ with infv∈V ρ(v) =
1
c0
> 0.
(1) If there exists K2 ≥ 0 such that
(2.1) |(B(u)− B(v))∗(u− v)| ≤ K2
(
|u− v|2 ∧ |u− v|
)
, u, v ∈ V.
Then PTf is
θ−r+1
2θ
-Ho¨lder continuous on H for all f ∈ Bb(H).
(2) If θ > r and there exists K2 ≥ 0 such that
(2.2) |(B(u)−B(v))∗(u− v)| ≤ K2|u− v|, u, v ∈ V.
Then PTf is
θ−r+1
2θ
-Ho¨lder continuous on H for all f ∈ Bb(H).
Proof. We prove (1) firstly. Let ǫ ∈ (0, 1) such that 0∨ (r−1) < θ(1− ǫ) < (2r)∧ (r+1). Consider
the following coupling equations
dX(t) = A(X(t))dt+B(X(t))dW (t), X(0) = x
dY (t) = A(Y (t))dt +B(Y (t))dW (t) + |x− y|α X(t)− Y (t)|X(t)− Y (t)|ǫdt, Y (0) = y,
(2.3)
where 0 < α < ǫ. By Itoˆ’s formula,
d|X(t)− Y (t)|2
= 2〈A(X(t))−A(Y (t)), X(t)− Y (t)〉dt + |B(X(t))−B(Y (t))|22dt
+ 2〈(B(X(t))− B(Y (t)))dW (t), X(t)− Y (t)〉 − 2|x− y|α|X(t)− Y (t)|2−ǫdt.
(2.4)
According to (1.4) and (2.4), we also have
d|X(t)− Y (t)|2
≤ −δ1|X(t)− Y (t)|θB0|X(t)− Y (t)|r+1−θdt+K1|X(t)− Y (t)|2dt
+ 2〈(B(X(t))− B(Y (t)))dW (t), X(t)− Y (t)〉 − 2|x− y|α|X(t)− Y (t)|2−ǫdt.
(2.5)
Let 2γ = r + 1− θ(1− ǫ). Then γ > 0, r + 1− θ − 2γ = −θǫ, moreover
γ =
r + 1− θ(1− ǫ)
2
<
r + 1− (r − 1) ∨ 0
2
≤ 1.
So
d|X(t)− Y (t)|2−2γ
≤ −(1− γ)δ1
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt+ (1− γ)K1|X(t)− Y (t)|
2−2γdt
+ 2(1− γ)
〈(B(X(t))−B(Y (t)))∗(X(t)− Y (t))
|X(t)− Y (t)|2γ , dW (t)
〉
.
(2.6)
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Let
τn = inf{t > 0 | |X(t)− Y (t)| ≥ 1
n
}, τ = inf{t > 0 | |X(t)− Y (t)| = 0}.
Then
(2.7) E
∫ T∧τ
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt ≤
e(1−γ)K1T
(1− γ)δ1 |x− y|
2−2γ.
We can define
ζn = inf{s > 0 |
∫ s
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt ≥ n}.
Due to (2.7), limn→∞ ζn ≥ τ . Let
ηn = ζn ∧ τn ∧ T.
Then limn→∞ ηn = τ ∧ T . Let B˜−1(y) = B∗(y)(B(y)B∗(y))−1,
(2.8) W˜ (t) = W (t) +
∫ t∧τ
0
|x− y|α B˜
−1(Y (s))(X(s)− Y (s))
|X(s)− Y (s)|ǫ ds,
and
Rt = exp
{
|x− y|α
∫ t∧τ
0
〈B˜−1(Y (s))(X(s)− Y (s))
|X(s)− Y (s)|ǫ , dW (s)
〉
− |x− y|
2α
2
∫ t∧τ
0
|B˜−1(Y (s))(X(s)− Y (s))|2
|X(s)− Y (s)|2ǫ ds
}
.
(2.9)
By Novikov’s condition, {W (s)}0≤s≤ηn∧t is cylindrical Brownian motion on H under probability
measure Rt∧ηnP. Next, we shall prove that {W (t)}0≤t≤T is cylindrical Brownian motion under
RTP.
In the following, we denoteQn,t(Q) as the probability measure Rt∧ηnP(resp. RTP) and EQn,t(EQ)
the expectation with respect to Rηn,tP(resp. RTP). According to (2.6) and (2.8),
d|X(t)− Y (t)|2−2γ
≤ −(1− γ)δ1
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt+ (1− γ)K1|X(t)− Y (t)|
2−2γdt
− 2(1− γ)|x− y|α
〈(B(X(t))−B(Y (t)))B˜−1(Y (t))(X(t)− Y (t))
|X(t)− Y (t)|2γ ,
X(t)− Y (t)
|X(t)− Y (t)|2γ
〉
dt
+ 2(1− γ)
〈(B(X(t))− B(Y (t)))∗(X(t)− Y (t))
|X(t)− Y (t)|2γ , dW˜ (t)
〉
.
By Ho¨lder inequality, there is C > 0 such that∣∣∣− 2(1− γ)|x− y|α〈(B(X(t))− B(Y (t)))B˜−1(Y (t))(X(t)− Y (t))|X(t)− Y (t)|2γ , X(t)− Y (t)|X(t)− Y (t)|ǫ
〉∣∣∣
≤ 2(1− γ)c0|x− y|αK2
(
|X(t)− Y (t)|1−2γ ∧ |X(t)− Y (t)|2−2γ
) |X(t)− Y (t)|B0
|X(t)− Y (t)|ǫ
≤ C(1− γ) θθ−1 |x− y| αθθ−1
(
|X(t)− Y (t)|1−2γ ∧ |X(t)− Y (t)|2−2γ
) θ
θ−1
+
(1− γ)δ1
2
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ .
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Moreover, since (1− 2γ) θ
θ−1
≤ 2− 2γ, we get that
(
|X(t)− Y (t)|1−2γ ∧ |X(t)− Y (t)|2−2γ
) θ
θ−1 ≤ |X(t)− Y (t)|2−2γ .
Hence
d|X(t)− Y (t)|2−2γ
≤ −δ1
2
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt + 2(1− γ)
〈(B(X(t))−B(Y (t)))∗(X(t)− Y (t))
|X(t)− Y (t)|2γ , dW˜ (t)
〉
+
(
C|x− y| αθθ−1 (1− γ) 1θ−1 +K1
)
(1− γ)|X(t)− Y (t)|2−2γdt.
Taking expectation with respect to Qn,s, we have that
EQn,s
∫ s∧ηn
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt ≤
2e(C|x−y|
αθ
θ−1 (1−γ)
1
θ−1 +K1)(1−γ)s
(1− γ)δ1 |x− y|
2−2γ, 0 ≤ s ≤ T.
Consequently,
(2.10) sup
s∈[0,T ],n≥1
ERηn∧s logRηn∧s ≤
2T
θ
θ−2 e
(
C|x−y|
αθ
θ−1 (1−γ)
1
θ−1 +K1
)
2(1−γ)T
θ
((1− γ)δ1)2/θ |x− y|
4(1−γ)
θ
+2α,
due to Ho¨lder inequality. So, {Rηn∧s}s∈[0,T ],n is uniformly integrable. Consequently, {Rs}s∈[0,T ] is
uniformly integrable martingale. Then, by Girsanov’s theorem, {W˜ (t)}0≤t≤T is cylindrical Wiener
process under the probability measure RTP. Moreover, Y (t) is a weak solution of the following
equation
(2.11) dY (t) = A(Y (t))dt+B(Y (t))dW˜ (t), Y (0) = y.
Thus, we get that
|PTf(x)− PTf(y)| = |Ef(X(T ))− ERT f(Y (t))|
= |Ef(Y (T ))(1− RT )|+ |E(f(X(T ))− f(Y (T )))1{τ≥T}|
≤ |f |∞|
(
E|1− RT |+ P(τ ≥ T )
)
, f ∈ Bb(H).
(2.12)
The last task is to give estimations of the two term in the last inequality.
By (2.10), (2.7) and
|1− ex| ≤ xex + 2|x| ∧ 1, x ∈ R,
there is C > 0 such that
E|1− RT | ≤ ERT logRT + 2E| logRT |
≤ C
(
|x− y| 2(1−γ)θ +α + |x− y| 4(1−γ)θ +2α
)
.
(2.13)
On the other hand, according to (2.4), we have
d|X(t)− Y (t)|ǫ = ǫ/2|X(t)− Y (t)|ǫ−2d|X(t)− Y (t)|2
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+
1
2
ǫ(ǫ/2 − 1)|X(t)− Y (t)|ǫ−4|(B(X(t))−B(Y (t)))∗(X(t)− Y (t))|2dt
≤ ǫK1
2
|X(t)− Y (t)|ǫdt− |x− y|αdt
+ ǫ
〈
(B(X(t))−B(Y (t)))dW (t), X(t)− Y (t)|X(t)− Y (t)|2−ǫ
〉
.
Then
E|X(s ∧ τ)− Y (s ∧ τ)|ǫ ≤ |x− y|ǫ + ǫK1
2
E
∫ s∧τ
0
|X(t)− Y (t)|ǫdt− |x− y|αE(s ∧ τ).
By Gronwall’s inequality, we have that
E|X(s ∧ τ)− Y (s ∧ τ)|ǫ ≤ |x− y|ǫe ǫK1s2 ,∫ s
0
E|X(t ∧ τ)− Y (t ∧ τ)|ǫdt ≤ 2|x− y|
ǫ(e
ǫK1s
2 − 1)
ǫK1s
, s ∈ [0, T ].
Hence
E(s ∧ τ) ≤ |x− y|ǫ−αe
ǫK1s
2 − 1 + s
s
, s ∈ [0, T ],
and
P(τ ≥ T ) ≤ E(τ ∧ T )
T
≤ |x− y|ǫ−αe
ǫK1T
2 − 1 + T 2
T 2
, s ∈ [0, T ].
Therefore, there exists constant C depending on |f |∞, δ1, |B0|, K1, K2, T, ǫ, r, θ such that
|PTf(x)− PTf(y)| ≤ C|x− y|β,
with
β =
(2(1− γ)
θ
+ α
)
∧ (ǫ− α).
Let α = ǫ
2
− 1−γ
θ
. Then β = θ−r+1
2θ
. The proof of (1) is completed.
For (2). Since θ > r, we can choose ǫ = 1 − r
θ
. Repeating the argument used in (1) with
γ = 1/2 and (2.2) instead of (2.1), we obtain the claim in (2).
Proof of Theorem 1.1: We truncate B as follow
BR(v) =
{
B(v), |v| ≤ R,
B(Rv
|v|
), |v| > R,
where R > 0. By (1.3), it is clear that BR is a bounded Lipschitz map, hence (2.1) and (2.2)
in Lemma 2.1 hold for BR with some constant CR > 0. Moreover, we have the following non-
degenerate condition:
BR(v)B
∗
R(v) ≥ ρRB20 = (
√
ρRB0)
2,
where ρR = inf |v|≤R ρ(v). Let
τxR = inf{t > 0 | |Xx(t)| ≥ R}, τ yR = inf{t > 0 | |Xy(t)| ≥ R},
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and
XR,x(t), XR,y(t)
be the solution of the following equation
(2.14) dXR(t) = A(XR(t))dt+BR(X
R(t))dW (t)
starting form x, y respectively. Let PRT f(x) = Ef(X
R,x(T )). By the uniqueness of (2.14), Xx(T ) =
XR,x(T ) and Xy(T ) = XR,y(T ) for T < τxR ∧ τ yR. So
|PTf(x)− PTf(y)|
≤ |E(f(Xx(T ))− f(Xy(T )))1{τxR∧τyR>T}|+ |f |∞
(
P
(
τxR ≤ T
)
+ P
(
τ yR ≤ T
))
= |E(f(XR,x(T ))− f(XR,y(T )))1{τxR∧τyR>T}|+ |f |∞
(
P
(
τxR ≤ T
)
+ P
(
τ yR ≤ T
))
(2.15)
≤ |PRT f(x)− PRT f(y)|+ 2|f |∞
(
P
(
τxR ≤ T
)
+ P
(
τ yR ≤ T
))
.
Applying Lemma 2.1 to (2.14), PRT is strong Feller. On the other hand, by Itoˆ’s formula and (H3),
we have that
d|Xx(t)|2 ≤ c1 − c2|Xx(t)|r+1V + c3|Xx(t)|2dt+ 2〈B(Xx(t))dW (t), Xx(t)〉, x ∈ H.(2.16)
According to Gronwall’s inequality, we obtain that
E|Xx(t)|2 +
∫ t
0
E|Xx(t)|r+1V dt ≤
(c1t + |x|2
c2 ∧ 1
)(
1 + c3e
c3t
c2∧1
)
, t ∈ [0, T ], x ∈ H.(2.17)
Combining (2.16), (2.17) with B-D-G inequality and (H3), (H4), there exists C > 0 which is
independent of T and x such that
(2.18) E sup
t∈[0,T ]
|Xx(t)|2 ≤ C
(
1 + eCT
)(
T + |x|2
)
, x ∈ H.
Since
P
(
τxR ≤ T
)
≤ P
(
sup
t∈[0,T ]
|X(t)| ≥ R
)
≤ 1
R2
E sup
t∈[0,T ]
|X(t)|2 ≤ C
R2
(
1 + eCT
)(
T + |x|2
)
, x ∈ H,
we have
sup
z∈B(x,l)
P
(
τ zR ≤ T
)
≤ C
R2
(
1 + eCT
)(
T + (|x|+ l)2
)
, x ∈ H, l > 0.
Letting y → x in (2.15) first(assume that |y−x| ≤ 1) and then R ↑ ∞, we obtain the strong Feller
property of PT :
lim
y→x
|PTf(x)− PTf(y)| ≤ 2|f |∞ lim
R↑∞
sup
z∈B(x,1)
P(τ zT ≤ T ) = 0.
To prove Theorem 1.2, we only have to prove the following lemma.
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Lemma 2.2. Assume that conditions of Theorem 1.2 hold with infv∈V ρ(v) =
1
c0
> 0 and the locally
Lipschitz condition (1.3) replaced by the boundedness of B: there exists C > 0 such that
|B(v)| ≤ C, v ∈ V.
Then PT is locally (
2θ
3θ+4
∧ 1
2
)-Ho¨lder continuous.
Proof. Let ǫ = θ
θ+2
. Consider the coupling equations as (2.3). By (1.5) and Itoˆ’s formula, we have
d|X(t)− Y (t)|2 ≤ − δ2|X(t)− Y (t)|
θ
B0
|X(t)− Y (t)|θ−2(h(X(t)) ∨ h(Y (t)))1−rdt
+K1|X(t)− Y (t)|2dt− 2|x− y|α|X(t)− Y (t)|2−ǫdt
+ 2
〈
(B(X(t))− B(Y (t)))dW (t), X(t)− Y (t)
〉
.
(2.19)
Then
d|X(t)− Y (t)|2ǫ
≤ − ǫδ2|X(t)− Y (t)|
θ
B0
|X(t)− Y (t)|2(1−ǫ)+θ−2(h(X(t)) ∨ h(Y (t)))1−rdt
+ ǫK1|X(t)− Y (t)|2ǫdt + 2ǫ
〈
(B(X(t))−B(Y (t)))dW (t), X(t)− Y (t)|X(t)− Y (t)|2(1−ǫ)
〉
(2.20)
+ ǫ(ǫ− 1)|X(t)− Y (t)|2(ǫ−2)|(B(X(t))− B(Y (t)))∗(X(t)− Y (t))|2dt.
Let
τn = inf{t > 0 | |X(t)− Y (t)| ≤ 1/n}, τ = inf{t > 0 | |X(t)− Y (t)| = 0}.
It is clear that
E
∫ t∧τ
0
|X(s)− Y (s)|θB0
|X(s)− Y (s)|2(1−ǫ)+θ−2(h(X(s)) ∨ h(Y (s)))1−rds ≤
eǫK1t|x− y|2ǫ
ǫδ2
, t > 0.(2.21)
Let
ζn = inf
{
t > 0 |
∫ t
0
|X(s)− Y (s)|θB0
|X(s)− Y (s)|θǫ(h(X(s)) ∨ h(Y (s)))1−rds ≥ n
}
.
By (2.21), we have
lim
n→∞
ζn ≥ τ, P-a.s.
On the other hand, by Itoˆ’s formula and (1.6), we get that
d|X(t)|2 ≤ c1dt− c2h1+r(X(t))dt+ c3|X(t)|2dt + 2〈B(X(t))dW (t), X(t)〉(2.22)
So
E
∫ t
0
h1+r(X(s))ds ≤ e
c3T
c2
[c1(1− e−c3T )
c3
+ |x|2
]
, t ≤ T.
According to Itoˆ’s formula, it is easy to see that
E
∫ t
0
h1+r(Y (s))ds <∞, t > 0.
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Define
ξn = inf
{
t > 0 |
∫ t
0
[
h1+r(X(s)) ∨ h1+r(Y (s))
]
ds ≥ n
}
,
ηn = τn ∧ ζn ∧ ξn ∧ T.
Then limn→∞ ξn =∞ and limn→∞ ηn = T ∧ τ. Let W˜ (t) and Rt defined as in (2.8) and (2.9). Since∫ t∧ηn
0
|X(s)− Y (s)|2B0
|X(s)− Y (s)|2ǫ ds
≤
(∫ t∧ηn
0
|X(s)− Y (s)|θB0
|X(s)− Y (s)|θǫ(h(X(s)) ∨ h(Y (X(s))))1−rds
) 2
θ
×
(∫ t∧ηn
0
(h(X(s)) ∨ h(Y (s))) 2(1−r)θ−2 ds
) θ−2
θ
,
(2.23)
{W˜ (s)}0≤s≤ηn∧t is cylindrical Brownian Motion under probability measure Qn,t := Rηn∧tP accord-
ing to Noikov’s condition, moreover
(2.24) EQn,s
∫ ηn∧s
0
h1+r(Y (s))ds ≤ e
c3T
c2
[c1(1− e−c3T )
c3
+ |y|2
]
, s ∈ [0, T ].
Next, we shall prove that {W˜ (t)}0≤t≤T is cylindrical Brownian Motion on H. To this end, we
shall prove that supt∈[0,T ] E(Rt logRt) is finite. By Itoˆ’s formula and (1.6),
d|X(t)|2 ≤ c1dt− c2h1+r(X(t))dt+ c3|X(t)|2dt + 2〈B(X(t))dW (t), X(t)〉
= c1dt− c2h1+r(X(t))dt+ c3|X(t)|2dt + 2〈B(X(t))dW˜ (t), X(t)〉
−
2|x− y|α
〈
B(X(t))B˜−1(Y (t))(X(t)− Y (t)), X(t)
〉
|X(t)− Y (t)|ǫ dt.
(2.25)
Since θ ≥ 4
r+1
, we have 1−r
(1+r)θ
+ 1
2
+ 1
θ
≤ 1. Then, by Ho¨lder inequality, there exist nonnegative
constants c˜1, c˜2, c˜3 such that
|x− y|α|X(t)− Y (t)|B0|X(t)|
|X(t)− Y (t)|ǫ
≤ c˜3 + c˜1|x− y|2α|X(t)|2 + c2
2
(h(X(t)) ∨ h(Y (t)))1+r
+
c˜2|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−r .
So, there exist cˆ1, cˆ2, cˆ3 ∈ R+ such that
d|X(t)|2 ≤ cˆ1dt− c2h1+r(X(t))dt+ cˆ3(1 + |x− y|2α)|X(t)|2dt
+
cˆ2|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−r dt
+
c2
2
(h1+r(X(t)) + h1+r(Y (t)))dt+ 2〈B(X(t))dW˜ (t), X(t)〉.
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Denote EQn,s as the expectation with respective to probability Qn,s. We obtain that
EQn,s
∫ ηn∧s
0
e−cˆ3(1+|x−y|
2α)th1+r(X(t))dt
≤ 2|x|
2
c2
+
cˆ1(1− e−cˆ3(1+|x−y|2α)T )
c2cˆ3(1 + |x− y|2α) + EQn,s
∫ ηn∧s
0
e−cˆ3(1+|x−y|
2α)th1+r(Y (t))dt
+
2cˆ2
c2
EQn,s
∫ ηn∧s
0
e−cˆ3(1+|x−y|
2α)t|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt
≤ 2|x|
2
c2
+
cˆ1(1− e−cˆ3(1+|x−y|2α)T )
c2cˆ3(1 + |x− y|2α) +
ec3T
c2
[c1(1− e−c3T )
c3
+ |x|2
]
+
2cˆ2
c2
EQn,s
∫ ηn∧s
0
e−cˆ3(1+|x−y|
2α)t|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt, s ∈ [0, T ],
combining this with (2.24), we get that
EQn,s
∫ ηn∧s
0
(h(X(t)) ∨ h(Y (t)))1+rdt
≤ EQn,s
∫ ηn∧s
0
h1+r(X(t))dt+ EQn,s
∫ ηn∧s
0
h1+r(Y (t))dt
≤ 2e
cˆ3(1+|x−y|2α)T
c2
{
|x|2 + cˆ1(1− e
−cˆ3(1+|x−y|2α)T )
cˆ3(1 + |x− y|2α)
+
ec3T
2
[c1(1− e−c3T )
c3
+ |y|2
]}
+
ec3T
c2
[c1(1− e−c3T )
c3
+ |y|2
]
+
2cˆ2
c2
ecˆ3(1+|x−y|
2α)EQn
∫ ηn
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt, s ∈ [0, T ].
By (2.20), we have
d|X(t)− Y (t)|2ǫ
≤ − ǫδ2|X(t)− Y (t)|
θ
B0
|X(t)− Y (t)|θ−2ǫ(h(X(t)) ∨ h(Y (t)))1−rdt+ ǫK1|X(t)− Y (t)|
2ǫdt
+ 2ǫ
〈
(B(X(t))− B(Y (t)))dW˜ (t), X(t)− Y (t)|X(t)− Y (t)|2(1−ǫ)
〉
−
2ǫ|x− y|α
〈
(B(X(t))− B(Y (t)))B˜−1(Y (t))(X(t)− Y (t)), X(t)− Y (t)
〉
|X(t)− Y (t)|2−ǫ .
Since B(·) is bounded, we have that
∣∣∣2ǫ|x− y|α
〈
(B(X(t))− B(Y (t)))B˜−1(Y (t))(X(t)− Y (t)), X(t)− Y (t)
〉
|X(t)− Y (t)|2−ǫ
∣∣∣
≤ 2c0ǫ|x− y|
α|X(t)− Y (t)|B0 |(B(X(t))−B(Y (t)))∗(X(t)− Y (t))|
|X(t)− Y (t)|2−ǫ
=
2Cǫ|x− y|α|X(t)− Y (t)|B0 |X(t)− Y (t)|2ǫ−1(h(X(t)) ∨ h(Y (t)))
1−r
θ
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t))) 1−rθ
12
≤ δ2ǫ|X(t)− Y (t)|
θ
B0
2|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−r
+ C˜|x− y| αθθ−1 |X(t)− Y (t)| θ(θ−2)(θ+2)(θ−1) (h(X(t)) ∨ h(Y (t))) 1−rθ−1 ,
for some C˜ > 0. Since θ(θ−2)
2(θ+2)(θ−1)ǫ
+ 1−r
(θ−1)(r+1)
< 1, by Ho¨lder inequality, we get that for all l > 0,
there is c(l) > 0 such that
d|X(t)− Y (t)|2ǫ ≤ − δ1ǫ|X(t)− Y (t)|
θ
B0
2|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt
+ (ǫK1 + c(l))|X(t)− Y (t)|2ǫdt
+ l|x− y|2α
[
(h(X(t)) ∨ h(Y (t)))1+r + 1
]
dt
+ 2ǫ
〈
(B(X(t))−B(Y (t)))dW˜ (t), X(t)− Y (t)|X(t)− Y (t)|2(1−ǫ)
〉
, s ∈ [0, T ].
Hence
EQn,s
∫ ηn∧s
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt
≤ 2le
(ǫK1+c(l))T
δ2ǫ
|x− y|2α
[
EQn,s
∫ ηn∧s
0
(h(X(t)) ∨ h(Y (t))1+rdt + 1− e
−(ǫK1+c(l))T
ǫK1 + c(l)
]
+
2e(ǫK1+c(l))T
δ2ǫ
|x− y|2ǫ, s ∈ [0, T ].
If |x− y| ≤
(
δ2ǫ
4le(ǫK1+c(l))T
) 1
2α
, then
EQn
∫ ηn
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt
≤ 4
δ2ǫ
[
e(ǫK1+C(l))T |x− y|2ǫ + |x− y|2α δ2ǫ(1− e
−(ǫK1+C(l)))
ǫK1 + C(l)
]
.
According to (2.23) and Fatou lemma, we get that for |x− y| ≤
(
δ2ǫ
4le(ǫK1+c(l))T
) 1
2α
sup
s∈[0,T ]
ERs logRs =
|x− y|2α
2
EQ
∫ T∧τ
0
|B˜−1(Y (t))(X(t)− Y (t))|2
|X(t)− Y (t)|2ǫ dt
≤ c0|x− y|
2α
2
(
EQ
∫ T∧τ
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt
) 2
θ
×
(
EQ
∫ T∧τ
0
(h(X(t)) ∨ h(Y (t))) 2(1−r)θ−2 dt
) θ−2
θ
≤ c0T
θ−2
θ |x− y|2α
2
(
EQ
∫ T∧τ
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ(h(X(t)) ∨ h(Y (t)))1−rdt
) 2
θ
×
(
EQ
∫ T∧τ
0
(h(X(t)) ∨ h(Y (t)))1+rdt
) 2(1−r)θ(1+r)
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≤ C(T, ǫ,K1, |x|, |y|)
(
|x− y|2ǫ + |x− y|2α
) 2
θ |x− y|2α
From (2.23), we have
E
∫ T∧τ
0
|X(s)− Y (s)|2B0
|X(s)− Y (s)|2ǫ ds
≤ T θ−2θ
(
E
∫ T∧τ
0
|X(s)− Y (s)|θB0
|X(s)− Y (s)|θǫ(h(X(s)) ∨ h(Y (s)))1−rds
) 2
θ
×
(
E
∫ T∧τ
0
(h(X(s)) ∨ h(Y (s)))1+rds
) 2(1−r)
(1+r)θ
≤ C(|x|, |y|, T, δ2, ǫ, θ)|x− y| 4ǫθ .
Then
E|1− RT | ≤ ERT logRT + 2E| logRT |
≤ C(T, ǫ,K1, δ2, |x|, |y|)
(
|x− y|2ǫ + |x− y|2α
) 2
θ |x− y|2α
+ C
[
|x− y|α+ 2ǫθ + |x− y|2α+ 4ǫθ
]
, |x− y| ≤
( δ2ǫ
4le(ǫK1+c(l))T
) 1
2α
.
Repeating the argument used in Theorem 2.1, we get that there is C > 0 depending on |f |∞, δ2,
|B0|, K1, K2, T , ǫ, r, θ, |x|, |y| such that
|PTf(x)− PTf(y)| ≤ C|x− y|β, |x− y| ≤
( δ2ǫ
4le(ǫK1+c(l))T
) 1
2α
with β = (α+ 2ǫ
θ
)∧ (2(θ+2)α
θ
)∧ (ǫ−α). Since 0 < α < ǫ arbitrary, we can choose that β = 2θ
3θ+4
∧ 1
2
.
Therefore, we complete the proof.
Let D(A) = {x | A(x) ∈ H, x ∈ V}. The next lemma will be used to character the domain of
the non-linear operator A as an operator on H. The proof of the following lemma follows from [1]
completely. For the sake of completeness, we include the proof here.
Lemma 2.3. Assume that (H1)-(H4). Then D(A) is dense in H.
Proof. Let A˜(x) =
[
1/2(K1 ∨ c3) − A
]
(x), x ∈ D(A). Then, according to (H1)-(H3) and [1,
Theorem 2.4. and Corollary 2.3.], A˜ is surjective and maximal monotone operator on H. For
x ∈ H. Let xn = (I + 1/nA˜)−1(x), n ∈ N. Then
|xn|2 + 1/n〈A˜(xn), xn〉 = 〈xn, x〉 ≤ |xn| · |x|.
By (H3) and (H4), we have that
(2.26) |xn|2 + c2|xn|r+1V /n ≤ |x| · |xn|+ c1/n,
and
(2.27) |x− xn|V∗ = |A˜(xn)|V∗/n ≤ (K1 ∨ c3)|xn|V∗/(2n) + c5(|xn|rV + |xn|2 + 1)/n.
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Then
sup
n
(
|xn|+ |xn|r+1V /n
)
<∞
due to (2.26). So
lim
n→∞
|x− xn|V∗ = 0,
and there exists a subsequence denoted also by {xn} such that xn convergent in H weakly. Con-
sequently, xn convergent to x weakly in H. That means for all x ∈ H, there exists a sequence
{xn} ⊂ D(A) that convergent to x weakly. But D(A) is convex according to [1, Corollary 2.5.].
Therefore x ∈ D(A), i.e. D(A) = H.
Proof of Theorem 1.3: Let x ∈ H, and X(t) be the solution of (1.1) starting from x. To prove
the irreducibility of PT , we have to prove that for all y0 ∈ H and l > 0,
P(|X(T )− y0| ≤ l) > 0 or P(|X(T )− y0| > l) < 1.
By Lemma 2.3, we can choose y ∈ D(A) such that |y − y0| ≤ l/4. So, we only have to prove that
P
(
|X(T )− y| > 3l
4
)
< 1.
To this end, we need some preparations. The proof due to [4, 7, 32] essentially.
Fix y. Let R > 0. Firstly, we consider the following multivalued equation
(2.28) dz(t) = A(z(t))dt− CRsgn(z(t)− y)dt, t ∈ [t1, T ],
where
CR =
K1(R + |y|)
2
(
1− e−K1(T−t1)/2
) + |A(y)|,
and sgn is a multivalued mapping on H
sgn(h) =
{
h/|h|, h 6= 0,
{h | |h| ≤ 1}, h = 0.
Due to Lemma 2.3, A is quasi-m-accretive on H. So there is a unique mild solution to (2.28) for
arbitrary z ∈ H according to [1, Corollary 4.1]. We denote the solution with initial value z by
z(t, z). Moreover, z(·, ·) ∈ C([t1, T ]×H;H) due to [1, Theorem 4.2]. By differentiation formula for
norm of solution and some necessary regularization, or see the proof of [4, Lemma 2.3], one can
get that
(2.29) |z(t, z)− y|2 ≤ |z − y|2eK1(T−t1), t ∈ [t1, T ],
moreover, if |z| ≤ R, then z(T, z) = y. Let
v(t, z) =
z(t, z) − y
|z(t, z)− y|1{z(t,z)6=y} +
A(y)
CR
1{z(t,z)=y}, z ∈ H,
and Y˜z(t, h) be the solution of the following equation with initial point h ∈ H
dY˜z(t) = A(Y˜z(t))dt− CRv(t, z)dt, t ∈ [t1, T ].
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Then v(t, ·) ∈ Bb(H) for all t ∈ [t1, T ], and for |z| ≤ R, we have
(2.30) Y˜z(t, z) = z(t, z), t ∈ [t1, T ].
In deed, let T1 = inf{t ∈ [t1, T ] | z(t, z) = y}. Before T1, it is clear that Y˜z(t, z) = z(t, z). Since
Y˜z(·, z) and z(·, z) are continuous, Y˜z(T1, z) = z(T1, z) = y. Starting from T1, z(t, z) ≡ y and then
Y˜z(t, z) satisfies
dY˜z(t, z) = A(Y˜z(t, z))dt− A(y)dt, Y˜z(T1, z) = y, t ≥ T1.
By differentiation formula and (H2), we have
|Y˜z(t, z)− y|2 ≤ |y − y|2e−K1(t−T1) = 0, t ≥ T1.
So, z(t, z) = Y˜z(t, z), t ∈ [t1, T ].
Let ǫ > 0, XR(t1) = X(t1)1{|X(t1)|≤R}, and Y
ǫ be the solution of the following equation
dY ǫ(t) = A(Y ǫ(t))dt− CR(ǫB−10 + I)−1v(t, XR(t1))dt, t ≥ t1, Y ǫ(t1) = XR(t1).
Since v(t, ·) is measurable for all t ∈ [t1, T ], it is clear that Y˜ ǫ(t) ∈ Ft1 , and adapted consequently.
By differentiation formula,
d|Y˜XR(t1)(t, XR(t1))− Y ǫ(t)|2
= 2V∗
〈
A(Y˜XR(t1)(t, XR(t1)))− A(Y ǫ(t)), Y˜XR(t1)(t, XR(t1))− Y ǫ(t)
〉
V
dt
− 2CR
〈(
(ǫB−10 + I)
−1 − I
)
v(t, XR(t1)), Y˜ (t)− Y ǫ(t)
〉
dt
≤ (K1 + CR)
∣∣∣Y˜XR(t1)(t, XR(t1))− Y ǫ(t)∣∣∣2dt+ CR∣∣∣((ǫB−10 + I)−1 − I)v(t, XR(t1))∣∣∣2dt.
(2.31)
Then we obtain that for t1 ≤ t ≤ T
(2.32) |Y˜XR(t1)(t, XR(t1))− Y ǫ(t)|2 ≤ CRe(K1+CR)(T−t1)
∫ T
t1
∣∣∣((ǫB−10 + I)−1 − I)v(t, XR(t1))∣∣∣2dt.
Since |(ǫB−10 + I)−1 − I| ≤ 1 and |v(t, XR(t1))| ≤ 1, we have, in particularly at time T ,
(2.33) lim
ǫ→0
E|Y˜XR(t1)(T,XR(t1))− Y ǫ(T )|2 = lim
ǫ→0
E|y − Y ǫ(T )|2 = 0.
On the other hand, due to infx∈(0,T ] |1−e−xx | ≥ e−T , we have
CR(T − t1) ≤ K1eT (R + |y|) + |A(y)|T.
Hence, it follows from (2.32) that there exists a constant CR,T,y,K1 depending on R, T, y,K1 such
that
(2.34) sup
t1∈[0,T ]
sup
t∈[t1,T ]
|Y˜XR(t1)(t, XR(t1))− Y ǫ(t)|2 ≤ CR,T,y,K1.
Let X˜ be the solution of the following equation
dX˜(t) = A(X˜(t))dt +B(X˜(t))dW (t)− CR
(
ǫB−10 + I
)−1
v(t, XR(t1))1{t>t1}dt, X˜(0) = x.
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This equation is well define, since
(
CR
(
ǫB−10 +I
)−1
v(t, XR(t1))
)
t∈[t1,T ]
is a known adapted process.
By Itoˆ’s formula, we get that
d|X˜(t)− Y ǫ(t)|2 = 2〈A(X˜(t))−A(Y ǫ(t)), X˜(t)− Y ǫ(t)〉dt
+ 2〈X˜(t)− Y ǫ(t), B(X˜(t))dW (t)〉+ |B(X˜(t))|22dt
≤ K1|X˜(t)− Y ǫ(t)|2dt+ (2|B(X˜(t))|2|B(Y ǫ(t))|2 + |B(Y ǫ(t))|22)dt
+ 2〈X˜(t)− Y ǫ(t), B(X˜(t))dW (t)〉, t > t1.
Moreover, according to (2.34), (2.29), (2.30) and (1.8), there exists a constant depending on
R, T, y,K1 such that
sup
t∈[t1,T ]
|B(Y ǫ(t))|2 ≤ CR,T,y,K1.
So, by Gronwall inequality,
E|X˜(T )− Y ǫ(T )|2
≤ eK1(T−t1)
(
E|X(t1)− Y ǫ(t1)|2 + CR,T,y,K1E
∫ T
t1
|B(X˜(t))|2dt + CR,T,y,K1(T − t1)
)
≤ eK1T
(
E
[
|X˜(t1)|21{|X(t1)|≥R}
]
+ CR,T,y,K1(T − t1) + CR,T,y,K1E
∫ T
t1
|B(X˜(t))|2dt
)
.
The fist term in the last inequality goes to 0 as R tending to infinity, and the second term goes
to 0 as t1 tending to T if R is fixed. What remains to do is to prove that the last term goes to 0
when fixing R and letting t1 tend to T . In fact, by Itoˆ’s formula, (H3), (H4) and∣∣∣(ǫB−10 + I)−1v(t, XR(t1))∣∣∣ ≤ 1,
we have that there exists a constant C˜ > 0 which is independent of t1 and ǫ such that
E sup
t∈[0,T ]
|X˜(t)|2 + E
∫ T
0
|X˜(t)|r+1V dt < C˜.
According to Ho¨lder inequality and (1.9), there exists a constant c > 0, independent of t1 and ǫ,
such that
E
∫ T
t1
|B(X˜(t))|2dt ≤ cE
∫ T
t1
(
|X˜(t)|r+1V + |X(t)|2 + 1
)1/2
dt
≤ c
√
T − t1.
Therefore,
(2.35) E|Y ǫ(T )− X˜(T )|2 ≤ eK1T
(
E
[
|X˜(t1)|21{|X(t1)|≥R}
]
+ CT,K1,R,y
√
T − t1
)
.
Now, we can prove that
(2.36) P
(
|X(T )− y| > 3l
4
)
< 1.
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Due to (2.33) and (2.35), we choose R large enough and then ǫ and T − t1 small enough such that
E|Y ǫ(T )− X˜(T )|2 ≤ l
2
36
, E|y − Y ǫ(T )|2 ≤ l
2
144
.
Let
R˜T = exp
{
CR
∫ T
0
〈
B˜−1(X˜(t))(ǫB−10 + I)
−1v(t, XR(t1))1{t>t1}, dW (t)
〉
− C
2
R
2
∫ T
0
∣∣∣B˜−1(X˜(t))(ǫB−10 + I)−1v(t, XR(t1))1{t>t1}∣∣∣2dt}.
Due to (1.2) and (1.7)(it is no harm to assume that ρ ≥ 1), we obtain that
E exp
{C2R
2
∫ T
0
∣∣∣B˜−1(X˜(t))(ǫB−10 + I)−1v(t, XR(t1))1{t>t1}∣∣∣2dt}
≤ E exp
{( K1(R + |y|)
2
√
2(1− e−K1(T−t1)/2) +
|A(y)|√
2
)2 ∫ T
t1
∣∣∣B−10 (ǫB−10 + I)−1v(t, XR(t1))∣∣∣2dt}
≤ exp
{ (R + |y|)2K21 (T − t1)
4ǫ2(1− e−K1(T−t1)/2)2 + |A(y)|
2(T − t1)
}
<∞.
Then, according to Girsanov’s theorem,
W˜ (t) := W (t) + CR
∫ t
0
〈
B˜−1(X˜(s))(ǫB−10 + I)
−1v(s,X(t1))1{s>t1}, dW (s)
〉
, t ∈ [0, T ]
is cylindrical Brownian motion under the probability measure R˜TP and R˜TP is equivalent to P.
Moreover, the law of X˜(T ) under R˜TP equal to that of X(T ) under P. Thus, under the probability
measure P, the law of X˜(T ) is equivalent to that of X(T ). So, to prove (2.36), we only have to
prove that
P
(
|X˜(T )− y0| > 3l
4
)
< 1.
In fact,
P
(
|X˜(T )− y| ≥ 3l
4
)
≤ P
(
|X˜(T )− Y ǫ(T )|+ |Y ǫ(T )− y| ≥ 3l
4
)
≤ P
(
|X˜(T )− Y ǫ(T )|+ |Y ǫ(T )− y| ≥ 3l
4
; |Y ǫ(T )− y| ≤ l
4
)
+ P
(
|Y ǫ(T )− y| > l
4
)
≤ P
(
|X(T )− Y ǫ(T )| ≥ l
2
)
+ P
(
|Y ǫ(T )− y| > l/4
)
≤ 1/3 + 1/3 = 2/3 < 1.
Therefore, we have proved the irreducibility of PT .
3 Applications and examples
In this part, we present some applications and examples.
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Corollary 3.1. Assume that r > 1 and the conditions of Theorem 1.1 hold with infv∈V ρ(v) > 0
and (1.3) replaced by
|(B(u)− B(v))∗(u− v)| ≤ K2|u− v|2, u, v ∈ V,
for some K2 ≥ 0. Then PTf is β-Ho¨lder continuous on H for all f ∈ Bb(H) with
0 < β < sup
1− (2(r−1))∧(r+1)
θ
<ǫ<1− r−1
θ
[
ǫ− inf
p∈(0,1)
(α1 ∨ α2 ∨ α3)
]
,
where
α1 =
ǫ
[
2(r − 1)− θ(1 − ǫ)
]
2(pθ + 1)(r − 1)− θ(1− ǫ) , α2 =
ǫ(θ − 2)
2(1− p)θ + θ − 2 , α3 =
ǫ− 2(1− γ)
pθ + 1
.
Proof. Let ǫ ∈ (0, 1) such that r−1 < θ(1− ǫ) < 2(r−1)∧ (r+1). Consider the coupling as (2.3).
Let 2γ = r + 1− θ(1− ǫ). Since
4− 4γ = 4− 2(r + 1− θ(1− ǫ)) = 2θ(1− ǫ)− 2(r − 1) < θ(1− ǫ),
there is C > 0 depending on K1, K2, δ1, ǫ, θ, r, T, |B0| such that
E exp
{
u
∫ T∧τ
0
e−(1−γ)K1t
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt−
u|x− y|2−2γ
δ1(1− γ)
}
≤
(
E exp
{u2K22
δ21
∫ T∧τ
0
e−2(1−γ)K1t|X(t)− y(t)|4−4γdt
})1/2
≤
(
E exp
{ u
|B0|θ
∫ T∧τ
0
e−(1−γ)K1t|X(t)− Y (t)|θ(1−ǫ)dt + Cu[2− 4−4γθ(1−ǫ) ]/[1− 4−4γθ(1−ǫ) ]
})1/2
≤
(
E exp
{
u
∫ T∧τ
0
e−(1−γ)K1t
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt+ Cu
[2− 4−4γ
θ(1−ǫ)
]/[1− 4−4γ
θ(1−ǫ)
]
})1/2
,
according to (1.4), (2.4), (2.6) and Ho¨lder inequality. So there is C > 0 depending on K1, K2, δ1,
ǫ, θ, r, T , |B0| such that
E exp
{
u
∫ s∧τ
0
e−(1−γ)K1t
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt
}
≤ exp
{
C
(
u
2(r−1)
2(r−1)−θ(1−ǫ) + u|x− y|2−2γ
)}
<∞, u ∈ R+.
Defining RT as in lemma 2.1, we obtain that there exists C depending on K1, K2, δ1, ǫ, θ, r, T ,
|B0| such that
ER2T ≤
(
E exp
{7|x− y|2α
2
∫ T∧τ
0
|B˜−1(Y (t))(X(t)− Y (t))|2
|X(t)− Y (t)|2ǫ dt
})1/2
≤
(
E exp
{7|x− y|2α
2
∫ T∧τ
0
|(X(t)− Y (t))|2B0
|X(t)− Y (t)|2ǫ dt
})1/2
≤
(
E exp
{
C
(
|x− y|pαθ
∫ T∧τ
0
|X(t)− Y (t)|θB0
|X(t)− Y (t)|θǫ dt + (θ − 2)|x− y|
2αθ(1−p)
θ−2
)})1/2
(3.1)
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≤ exp
{
C
(
|x− y| 2pθα(r−1)2(r−1)−θ(1−ǫ) + (θ − 2)|x− y| 2αθ(1−p)θ−2 + |x− y|2(1−γ)+pθα
)}
=: exp{Φ(|x− y|)} <∞.
with p ∈ (0, 1) and if θ = 2 we set (θ − 2)|x − y| 2αθ(1−p)θ−2 = 0. It is clear that Φ is continuous and
Φ(0) = 0. By Girsanov’s theorem, {W˜ (t)}t≥0 is cylindrical Wiener process under the probability
measure RTP. Repeating the same argument in Lemma 2.1 and via the following inequality
E|1− RT | ≤
(
E|1− RT |2
)1/2
=
(
ER2T − 1
)1/2
≤ Φ1/2(|x− y|) exp{Φ(|x− y|)/2},
we obtain that
|PTf(x)− PTf(y)| ≤ |f |∞
[
Φ1/2(|x− y|) exp{Φ(|x− y|)/2}+ |x− y|ǫ−αe
ǫK1T
2 − 1 + T 2
T 2
]
.
So
|PTf(x)− PTf(y)| ≤ C|x− y|β
with
β =
2pθα(r − 1)
2(r − 1)− θ(1− ǫ) ∧
2αθ(1− p)
θ − 2 ∧ (2(1− γ) + pθα) ∧ (ǫ− α).
Since p ∈ (0, 1) and ǫ is arbitrary such that (r − 1) < θ(1− ǫ) < (2(r − 1)) ∧ (r + 1),
β < sup
1−
(2(r−1))∧(r+1)
θ
<ǫ<1− r−1
θ
[
ǫ− inf
p∈(0,1)
(α1 ∨ α2 ∨ α3)
]
.
Therefore, the proof is completed.
Remark 3.1. Since the coupling used here neither is optimal nor succeed in deterministic finite
time, the Ho¨lder continuity got in Lemma 2.1, Lemma 2.2 and the corollary above are worse
comparing with results obtained in [27, 29].
Combining Theorem 1.1, Theorem 1.2 and Theorem 1.3, we have
Corollary 3.2. The same conditions of Theorem 1.1(or Theorem 1.2) with infv∈V ρ(v) > 0 and
(1.8) hold. Moreover, we assume that | · |B0 is bounded on bounded sets of V. Then Pt has a unique
invariant measure ν with full support on H, and for all probability measure µ on H
lim
t→∞
||P ∗t µ− ν||V T = 0,
where || · ||V T is the total variation norm and P ∗t is the adjoint operator of Pt.
Proof. It is a direct consequence of the Doob theorem and [23, Corollary 1.].
We present some specific examples to illustrate our main results. These examples have been
intensively study in additive noise case. Here we do not repeat the details, one can consult
[25, 16, 12, 27] for more general discussion. The non-degenerate condition (1.2) allows us to
compare the multiplicative noise with the additive noise situation.
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Example 3.3. (Stochastic porous media equations) Let D ⊂ Rd be a bounded domain with smooth
boundary, µ be the normalized Lebesgue measure on D. Let ∆D be the Dirichlet Laplace on D and
L = −(−∆D)γ for some constant γ > 0. Consider the Gel’fand triple
Lr+1(D, µ) ⊂ Hγ(D, µ) ⊂ (Lr+1(D, µ))∗,
where Hγ(D, µ) is the completion of L2(D, µ) under the norm
(3.2) |x| :=
(∫
D
|(−∆D)−γ/2x|2dµ
)1/2
, x ∈ L2(D, µ),
and (Lr+1(D))∗ is the dual space of Lr+1(D, µ) w.r.t. Hγ(D, µ). Let
λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · ·
be the eigenvalues of −∆D including multiplicities with unite eigenfunctions {ej}j≥1. Let r > 1,
Ψ(s) = s|s|r−1, Φ(s) = cs, B0ej = j−qej, j ≥ 1,
for some constants c ≥ 0 and q > 1/2. Then B0 ∈ L2(Hγ(D, µ)). Let
B(x)ej = bj(x)j
−qej , j ≥ 1,
with b ∈ R such that
|bj(x)− bj(y)| ≤ b|x− y|, x, y ∈ Hγ(D, µ),
inf
|x|≤R
inf
j≥1
bj(x) > 0, R > 0.
(3.3)
We consider the following equation under the triple introduced above
(3.4) dX(t) =
(
LΨ(X(t)) + Φ(X(t))
)
dt +B(X(t))dW (t),
where W (t) is cylindrical Brownian motion on H w.r.t. a complete filtered probability space
(Ω, {F}t≥0,P). According to [25, Corollary 3.1], or [27, Example 2.4.1], if γ ≥ dq, then (1.4)
holds for all θ ∈ (r − 1, r + 1]. By (3.3) and the definition of the noise term B, (1.2) holds with
ρ(x) = infj≥1 bj(x). So the claim in Theorem 1.1 holds. If infv,j≥1 bj(x) > 0, then Theorem 1.3
holds.
Example 3.4. (Stochastic fast diffusion equations) Let D = (0, 1) ⊂ R1, µ, Hγ(D, µ), L, Φ, Ψ
as in Example 3.3. Let 1
3
< r < 1, γ = 1 V = Lr+1(D, µ)
⋂
H1(D, µ) with
|v|V = |v|Lr+1 + |v|, v ∈ V.
We consider the equation (3.4) under the triple
V ⊂ H1(D, µ) ⊂ V∗.
Let B0 and B defined as in Example 3.3 with q to be determined later. According to [16], or [27,
Example 2.4.2], for all θ ∈ ( 4
r+1
, 6r+2
r+1
) and q ∈ (1
2
, 3r+1
θ(r+1)
) such that (1.5) and (1.6) hold with
h(v) = |v|V, v ∈ V. Then Theorem 1.2 holds.
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At last, we give an explicit example of B satisfying (3.3).
Example 3.5. Let D ⊂ Rd, µ, {λj}j≥1, {ej}j≥1 are defined as in Example 3.3. Let
bj(x) =
1
1 + j−
2γ
d |µ(xej)|
, x ∈ Lr+1(D, µ), j ≥ 1,
where µ(x) :=
∫
D
xdµ. By the Weyl’s formula, see [30], or [10], there is a constant Cd depending
on d such that limj→∞
j2/d
λj
= CdVol(D), where Vol(D) means the volume of D. So there is C
independent of j such that
1
C
|〈x, ej〉| ≤ j−
2γ
d |µ(xej)| ≤ C|〈x, ej〉|, x ∈ Lr+1(D, µ), j ≥ 1,
where 〈·, ·〉 is the inner product induced by the norm (3.2). It is easy to check that (3.3) holds.
Acknowledgements
The author would like to thank Professor Feng-Yu Wang for his useful suggestions.
References
[1] Barbu, V. (2010). Nonlinear Differential Equations of Monotone Types in Banach Spaces.
Springer Monographs in Mathematics.
[2] Barbu, V., Bogachev, V. I., Da Prato, G. and Ro¨ckner, M. (2006). Weak solutions to the
stochastic porous media equation via Kolmogorov equations: the degenerate case, J. Funct.
Anal. 237, 54–75.
[3] Barbu, V., Da Prato, G. and Ro¨ckner, M. (2012). Finite time extinction of solutions to fast
diffusion equations driven by linear multiplicative noise, J. Math. Anal. Appl. 389, 147–164.
[4] Barbu, V. and Da Prato, G. (2005). Irreducibility of the transition semigroup associated with
the two phase stefan problem. Variational Analysis and Applications Nonconvex Optimization
and Its Applications 79, pp. 147–159.
[5] Da Prato, G. and Ro¨ckner, M. (2004). Weak solutions to stochastic porous media equations,
J. Evolution Equ. 4, pp. 249–271.
[6] Da Prato, G. and Zabczyk, J. (1992). Stochastic Equations in Infinite Dimensions. Cambridge
University Press.
[7] Da Prato, G. and Zabczyk, J. (1996). Ergodicity for Infinite Dimensional Systems. London
Mathematical Society Lecture Notes, Vol. 229. Cambridge University Press.
[8] Da Prato, G., Ro¨ckner, M., Rozovskii, B. L. and Wang, F.-Y. (2006). Strong solutions of
stochastic generalized porous media equations: existence, uniqueness, and ergodicity. Comm.
Part. Diff. Equ. 31, 277–291
[9] Gess, B. (2013). Finite time extinction for stochastic sign fast diffusion and self-organized
criticality, arXiv:1310.6971
22
[10] Guillemin, V. (1985). A new proof of Weyl’s formula on the asymptotic distribution of eigen-
values. Adv. in Math. 55, 131–160.
[11] Krylov, N. V. and Rozovskii, B. L. (1979). Stochastic evolution equations. Ser. Sovrem. Probl.
Mat. 14, pp. 71–146.(translated from Itogi Nauki i Tekhniki.)
[12] Liu, W. (2009). Harnack inequality and applications for stochastic evolution equations with
monotone drifts. J. Evol. Equat. 9, pp. 747–770.
[13] Liu, W. (2013). Well-posedness of stochastic partial differential equations with Lyapunov
condition. J. Differential Equations 255, 572–592
[14] Liu, W. and Ro¨ckner, M. (2010). SPDE in Hilbert space with locally monotone coefficients.
J. Funct. Anal. 259, pp. 2902–2922.
[15] Liu, W. and Ro¨ckner, M. (2013). Local and global well-posedness of SPDE with generalized
coercivity conditions. J. Differential Equations 254, pp. 7250–755.
[16] Liu, W. and Wang, F.-Y. (2008). Harnack inequality and strong Feller property for stochastic
fast-diffusion equations. J. Math. Anal. Appl. 342, pp. 651–662.
[17] Pardoux, E. (1975). Equations aux de´rive´es partielles stochastiques non line´aires monotones.
PhD thesis, Universite´ Paris XI.
[18] Peszat, S. and Zabczyk, J. (1995). Strong Feller property and irreducibility for diffusions on
Hilbert spaces, Ann. Probab. 23, 157–172.
[19] Pre´voˆt, C. and Ro¨ckner, M. (2007). A Concise Course on Stochastic Partial Differential Equa-
tions. Lecture Notes in Math., 1905. Springer, Berlin.
[20] Ren, J., Ro¨kner, M. and Wang, F.-Y. (2007). Stochastic generalized porous media and fast
diffusion equations. J. Differential Equations 238, pp. 118–152.
[21] Ro¨ckner, M. and Wang, F.-Y. (2010). Log-Harnack inequality for stochastic differential equa-
tions in Hilbert spaces and its consequences. Infin. Dimens. Anal. Quantum Probab. Relat.
Top. 13, pp. 27–37.
[22] Ro¨ckner, M. and Wang, F.-Y. (2013). General extinction results for stochastic partial differ-
ential equations and applications, J. Lond. Math. Soc. 87, 545–560.
[23] Stettner, L.(1994). Remarks on ergodic conditions for Markov processes on Polish spaces.
Bull. Polish Acad. Sci. Math. 42, pp. 103–114.
[24] Wang, F.-Y. (1997). Logarithmic Sobolev inequalities on noncompact Riemannian manifolds,
Probab. Theory Related Fields 109, pp. 417–424.
[25] Wang, F.-Y. (2007). Harnack inequality and applications for stochastic generalized porous
media equations. Ann. Probab. 35, pp. 1333–1350.
[26] Wang, F.-Y. (2011). Harnack inequality for SDE with multiplicative noise and extension to
Neumann semigroup on nonconvex manifolds. Ann. Probab. 39, pp. 1449–1467.
23
[27] Wang, F.-Y. (2013). Harnack Inequalities for Stochastic Partial Differential Equations.
Springer-Verlag.
[28] Wang, F.-Y. (2014). Ultra-Exponential convergence rate for non-linear monotone SPDEs.
arXiv:1310.7997
[29] Wang, F.-Y. (2014). Asymptotic couplings by reflection and applications for non-linear mono-
tone SPDES. arXiv:1407.3522v1
[30] Weyl, H. (1911). Das asymptotische Verteilungsgesetz der Eigenwerte linearer partieller Dif-
ferentialgleichungen. Math. Ann. 71, 441–469.
[31] Zhang, S.-Q. (2013). Harnack inequality for semilinear SPDE with multiplicative noise, Statist.
Probab. Letters 83, 1184–1192.
[32] Zhang, X. (2009). Exponential ergodicity of non-Lipschitz stochastic differential equations.
Proc. Amer. Math. Soc. 137, pp. 329–337.
24
