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Resumen
Se consideran dos problemas de Dirichlet asinto´ticamente lineales. En primer lugar se
estudia un problema el´ıptico semilineal el cual es abordado usando te´cnicas variacionales
y se demuestra que tiene al menos tres soluciones no triviales cuando la derivada de la
no linealidad cruza por lo menos los dos primeros valores propios, y en segunda instancia
se investiga un problema no lineal con el p-Laplaciano para el cual obtenemos, usando
teor´ıa de bifurcacio´n, mu´ltiples soluciones radiales.
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Introduccio´n
En esta tesis consideramos dos problemas de Dirichlet asinto´ticamente lineales: un pro-
blema el´ıptico semilineal y un problema no lineal con el p-Laplaciano.
En primer lugar, estudiamos, en el Cap´ıtulo 2, el problema

∆u+ f(u) = 0 en Ω,
u = 0 en ∂Ω,
(0.1)
donde Ω es un dominio acotado de RN (N ≥ 3) con frontera suave, ∆ es el operador de
Laplace y f : R→ R es una funcio´n diferenciable tal que f(0) = 0 y f es asinto´ticamente
lineal, esto es,
f ′(∞) := l´ım
|t|→∞
f(t)
t
∈ R.
Este problema es abordado usando te´cnicas variacionales, es decir, las soluciones son
obtenidas como puntos cr´ıticos del funcional
J(u) =
∫
Ω
(
1
2
‖∇u‖2 − F (u)
)
dx,
definido en el espacio de Sobolev H10 (Ω), donde F (t) =
∫ t
0
f(s)ds.
Sean 0 < λ1 < λ2 ≤ λ3 ≤ · · · ≤ λk ≤ λk+1 ≤ · · · la sucesio´n de valores propios
de −∆ con condicio´n de Dirichlet cero en la frontera y {ϕk} la sucesio´n de funciones
propias correspondientes. El resultado principal del Cap´ıtulo 2 es el siguiente teorema.
Teorema A. Si f ′(0) < λ1, f
′(∞) ∈ (λk, λk+1) con k ≥ 2, y todos los puntos cr´ıticos
de J son no degenerados, entonces (0.1) tiene al menos tres soluciones no triviales:
u1 > 0 en Ω, u2 < 0 en Ω y u3. Las soluciones de un signo tienen ı´ndice de Morse
menor o igual que 1 y u3 tiene ı´ndice de Morse mayor o igual que 2.
Demostramos el Teorema A usando el Teorema del paso de la montan˜a, el Teorema
de punto de silla y argumentos del ı´ndice de Morse del tipo Lazer-Solimini (ve´ase [21]).
En el mismo Cap´ıtulo 2 presentamos otro resultado el cual garantiza la existencia
de tres soluciones no triviales para el problema (0.1) pero omitiendo la hipo´tesis sobre
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el no degeneramiento de los puntos cr´ıticos. Antes de enunciar dicho resultado, notemos
que las hipo´tesis f ′(0) < λ1 y f
′(∞) ∈ (λk, λk+1) con k ≥ 2 implican la existencia de las
soluciones de un signo u1 y u2. Adema´s, f
′(∞) ∈ (λk, λk+1) implica que f es sublineal,
es decir existen dos constantes 0 < a1 < λk+1 y a2 > 0 tales que
|f(t)| ≤ a1|t|+ a2, para todo t ∈ R.
De esto y la diferenciabilidad de f resulta que J es dos veces diferenciable y adema´s
∀u, v, w ∈ H10 (Ω),
J ′′(u)(v, w) =
∫
Ω
(
∇v · ∇w − f ′(u)vw
)
dx = 〈v, w〉H −
∫
Ω
f ′(u)vw dx.
Como J ′′(0), J ′′(u1) y J
′′(u2) son de la forma identidad menos compacto, entonces son
operadores de Fredholm y por tanto tienen nu´cleo finito dimensional.
Teorema B. Sea ν := ma´x{dim ker J ′′(u1), dim ker J ′′(u2)}. Supongamos que
f ′(0) < λ1 y f
′(∞) ∈ (λk, λk+1) para algu´n k > 1 + ν. Entonces el problema (0.1)
tiene al menos tres soluciones no triviales.
La existencia de la tercera solucio´n es consecuencia de un resultado de Lazer-Soli-
mini el cual expresa que si un funcional satisface las hipo´tesis del Teorema de punto
de silla y posee un nu´mero finito de puntos cr´ıticos entonces es posible encontrar otro
punto cr´ıtico siempre que la derivada segunda del funcional en dichos puntos cr´ıticos sea
un operador de Fredholm y el ı´ndice de Morse este´ fuera de cierto intervalo compacto.
El segundo problema, que estudiamos en el Cap´ıtulo 3, es el problema

∆p u+ g(u) = 0 en Ω,
u = 0 en ∂Ω,
(0.2)
donde Ω = { x ∈ RN : ‖x‖ < 1 } es la bola unitaria en RN , N ≥ 2, g es una funcio´n no
lineal que satisface las condiciones especificadas ma´s adelante y ∆p es el p -Laplaciano
definido por
∆p u := div
(
|∇u|p−2∇u
)
, p > 1.
Sea ϕp(t) := |t|p−2 t para t 6= 0, ϕp(0) = 0 y sea {µk(p)}k∈N la sucesio´n de valores
propios del problema radial para −∆p, es decir existe uk 6= 0 tal que el par (µk(p), uk)
satisface 

(
rN−1 ϕp(u
′)
)′
+ µ rN−1 ϕp(u) = 0, 0 < r < 1
u′(0) = 0 = u(1).
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Como es sabido, para el estudio de este tipo de problemas se imponen condiciones a la
no linealidad con el fin de garantizar existencia de soluciones; las hipo´tesis para la no
linealidad g son las siguientes:
(g1) g ∈ C1(R), g(0) = 0 y g tiene un u´nico cero positivo β;
(g2) Para algu´n j ∈ N, µj(p) < l´ım
|t|→∞
g(t)
ϕp(t)
=: λ∞ ∈ R;
(g3) l´ım
t→0
g′(t)
ϕ′p(t)
= λ∞;
(g4) Existe una constante positiva, C, tal que
l´ım sup
t→β
∣∣∣∣ g(t)ϕp(t− β)
∣∣∣∣ ≤ C.
Nuestro aporte final en este trabajo es la generalizacio´n de un resultado obtenido en
el caso semilineal ( i.e., p = 2 ) por A. Castro y J. Cossio en [6]. En el Cap´ıtulo 3 se
demuestra el siguiente resultado.
Teorema C. Sea p ≥ 2. Bajo las hipo´tesis (g1), (g2), (g3) y (g4), el problema (0.2) tiene
al menos 4j − 1 soluciones radialmente sime´tricas.
Demostramos este teorema utilizando teor´ıa de bifurcacio´n; concretamente bifurca-
cio´n en un valor propio simple (ve´ase [15]), bifurcacio´n global en el sentido de Rabi-
nowitz (ve´ase [15]) y un resultado tipo Crandall-Rabinowitz (ve´ase [19]).
So´lo resta mencionar que este trabajo consta de tres cap´ıtulos y que el primero de
ellos contiene algunos conceptos y resultados preliminares de la teor´ıa de puntos cr´ıticos
y de la teor´ıa de bifurcacio´n necesarios para la prueba de los Teoremas A, B y C.
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Cap´ıtulo 1
Preliminares
1.1. Introduccio´n
El propo´sito fundamental de este cap´ıtulo es presentar algunos resultados y conceptos
necesarios para el desarrollo de los Cap´ıtulos 2 y 3.
El cap´ıtulo esta´ dividido en tres secciones. En la Seccio´n 1.2 se presentan algunos
aspectos de la teor´ıa de puntos cr´ıticos necesarios para la demostracio´n de los teoremas
A y B. Se presentan las nociones de ı´ndice de Morse, punto cr´ıtico no degenerado y la
condicio´n de Palais-Smale. Se incluyen tambie´n dos teoremas importantes de la teor´ıa
de puntos cr´ıticos: El Teorema del paso de la montan˜a y el Teorema de punto de silla.
Luego se introduce el Principio del Ma´ximo para el operador L = ∆ + c, donde c es
una funcio´n acotada no positiva y finalmente, presentamos la Desigualdad de Poincare´.
En la Seccio´n 1.3 presentamos las herramientas de la teor´ıa de bifurcacio´n necesarias
para la demostracio´n del Teorema C. Se incluyen la nocio´n de punto de bifurcacio´n
y algunos resultados sobre bifurcacio´n conocidos en el caso semilineal y que tambie´n
son va´lidos para el p-Laplaciano radial: los valores propios radiales son simples con
funciones propias asociadas caracterizadas por un nu´mero fijo de ceros y un teorema
tipo Crandall-Rabinowitz que describe parame´tricamente las soluciones en una vecindad
del punto de bifurcacio´n.
4
1.2. Resultados de la teor´ıa de puntos cr´ıticos
Consideremos el problema el´ıptico semilineal

∆u+ f(u) = 0 en Ω
u = 0 en ∂Ω,
(1.1)
donde Ω es un dominio acotado de RN (N ≥ 3) con frontera suave, ∆ es el operador
de Laplace y f : R→ R es una funcio´n diferenciable.
Una te´cnica muy utilizada para encontrar soluciones de (1.1) consiste en encontrar
puntos cr´ıticos del funcional asociado definido en H10 (Ω) por
J(u) =
∫
Ω
(
1
2
||∇u||2 − F (u)
)
dx,
donde F (t) =
∫ t
0
f(s) ds. Esta te´cnica es conocida con el nombre de me´todo variacional
y la usaremos en el Cap´ıtulo 2.
A continuacio´n daremos la definicio´n de ı´ndice de Morse de una solucio´n u del
problema (1.1). Este concepto nos sera´ de gran utilidad en el Cap´ıtulo 2 pues nos
permitira´ distinguir las soluciones del problema (1.1).
Definicio´n 1.2.1 (´Indice de Morse). Sea u un punto cr´ıtico del funcional J , es decir,
DJ(u) = 0. Si existe un entero maximal no negativo σ tal que D2J(u) es definida
negativa en algu´n subespacio σ-dimensional de H10 (Ω), entonces el ı´ndice de Morse de
u es σ y lo denotaremos por m(u). Si tal entero no existe, definimos m(u) =∞.
Los puntos cr´ıticos son de dos tipos: degenerados o no degenerados. En la siguiente
definicio´n, H∗ denota el dual de H.
Definicio´n 1.2.2 (Punto cr´ıtico no degenerado). Un punto cr´ıtico u de J se dice no
degenerado si D2J(u) : H10 (Ω)→ (H
1
0 (Ω))
∗
es invertible.
A continuacio´n se presenta una condicio´n que expresa un tipo de compacidad y que
se requiere para aplicar el Teorema del paso de la montan˜a y el Teorema de punto de
silla, los cuales presentamos ma´s adelante.
Definicio´n 1.2.3 (Condicio´n de Palais-Smale). Sean E un espacio de Banach real e
I ∈ C1(E,R). Decimos que el funcional I satisface la condicio´n de Palais-Smale (PS),
si dada una sucesio´n {un}n∈N ⊂ E tal que {I (un)}n∈N es acotada y DI (un)→ 0 cuando
n→∞, tiene una subsucesio´n convergente.
5
El siguiente teorema es una de las principales herramientas para demostrar exis-
tencia de soluciones de ecuaciones diferenciales; su demostracio´n puede encontrarse en
[26].
Teorema 1.2.1 (Teorema del Paso de la Montan˜a). Sean E un espacio de Banach real
e I ∈ C1(E,R) que satisface (PS). Supongamos que I(0) = 0 y adema´s
(I1) existen constantes positivas ρ y α tales que I(x) ≥ α para todo x ∈ ∂Bρ;
(I2) existe e ∈ E r Bρ tal que I(e) ≤ 0.
Entonces I posee un valor cr´ıtico c ≥ α. Adema´s, c esta´ caracterizado por
c = ı´nf
g∈Γ
ma´x
u∈g[0,1]
I(u),
donde Γ = {g ∈ C([0, 1], E) : g(0) = 0, g(1) = e}.
En las demostraciones de los teoremas del Cap´ıtulo 2 usaremos tambie´n los siguien-
tes tres resultados los cuales son presentados en [21]. Sea E un espacio de Banach
real tal que E = V ⊕ X, donde V y X son subespacios cerrados con dimV < ∞.
Sea Φ ∈ C1(E,R) que satisface la condicio´n de Palais-Smale, (PS), y consideremos las
siguientes hipo´tesis sobre Φ:
(S1) ı´nf{Φ(x) : x ∈ X} = d > −∞,
(S2) Φ(v)→ −∞ cuando ‖v‖ → ∞ y v ∈ V.
Teorema 1.2.2 (Teorema de Punto de Silla). Sea D = {v ∈ V : ||v|| ≤ r} donde r es
escogido suficientemente grande tal que v ∈ V y ||v|| = r implica Φ(v) < d. Si Γ denota
el conjunto de funciones continuas g : D → E tales que g(v) = v si ||v|| = r, entonces
c = ı´nf
g∈Γ
ma´x
v∈D
Φ(g(v)) > −∞
y existe u0 ∈ E tal que Φ(u0) = c y Φ′(u0) = 0.
Teorema 1.2.3. Supongamos que Φ verifica (S1), (S2) y (PS). Supongamos, adema´s,
que {uj}mj=1 son puntos cr´ıticos aislados de Φ tales que para j = 1, . . . , m, Φ
′′(uj) es
un operador de Fredholm y tal que dim V < m(uj) o´ dimV > m(uj) + dimker Φ
′′(uj),
donde m(uj) denota el ı´ndice de Morse de uj. Entonces existe un punto cr´ıtico uo de
Φ con uo 6= uj, j = 1, . . . , m.
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Teorema 1.2.4. Si Φ satisface (S1), (S2) y (PS) y tiene so´lo un nu´mero finito de puntos
cr´ıticos todos ellos no degenerados, entonces existe un punto cr´ıtico de Φ con ı´ndice de
Morse igual a dimV.
Presentamos ahora una versio´n particular del Principio del ma´ximo fuerte que sera´
usado en el Cap´ıtulo 2. En [25] (ve´ase Teorema 6, p. 64) se encuentra un resultado
similar para operadores el´ıpticos ma´s generales.
Teorema 1.2.5. Sea u una solucio´n de la desigualdad diferencial ∆u + c(x) u ≥ 0 en
Ω, con c(x) ≤ 0 acotada. Si u alcanza un ma´ximo no negativo M en un punto interior
de Ω entonces u ≡M.
Finalizamos esta seccio´n recordando una importante desigualdad del ana´lisis fun-
cional no lineal, cuya demostracio´n puede verse en [23].
Desigualdad de Poincare´. Sea Ω un dominio acotado en RN . Entonces
λ1||u||
2
L2
≤ ||u||2
H
, ∀u ∈ H10 (Ω), (1.2)
donde λ1 es el primer valor propio de −∆.
1.3. Resultados de la teor´ıa de bifurcacio´n
Los resultados de bifurcacio´n que requeriremos en este trabajo sera´n presentados en
esta seccio´n.
En el Cap´ıtulo 3 centraremos nuestra atencio´n en soluciones radiales del problema

∆p u+ λ g(u) = 0 en Ω,
u = 0 en ∂Ω,
(1.3)
donde λ ∈ R es un para´metro positivo, Ω = { x ∈ RN : ‖x‖ < 1 } es la bola unitaria en
R
N , N ≥ 2, y ∆p es el p -Laplaciano definido por
∆p u := div
(
|∇u|p−2∇u
)
, p > 1.
La versio´n radial del problema (1.3) es

(
rN−1 ϕp(u
′)
)′
+ λ rN−1 g(u) = 0, 0 < r < 1
u′(0) = 0 = u(1).
(1.4)
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Definicio´n 1.3.1. Decimos que (µ, 0) es un punto de bifurcacio´n para el problema
(1.4) si existe una sucesio´n {(µn, vn)} ∈ R × C1[0, 1] de soluciones de (1.4) tal que
µn → µ y ||vn|| → 0. Similarmente, decimos que (µ,∞) es un punto de bifurcacio´n
de infinito para el problema (1.4) si existe una sucesio´n {(µn, vn)} ∈ R × C1[0, 1] de
soluciones de (1.4) tal que µn → µ y ||vn|| → ∞.
En este trabajo juegan un papel muy importante los valores propios y las respectivas
funciones propias asociadas al p-Laplaciano radial, es decir parejas (µ, u) con u 6= 0 que
resuelven el problema

(
rN−1 ϕp(u
′)
)′
+ µ rN−1 ϕp(u) = 0, 0 < r < 1
u′(0) = 0 = u(1),
(1.5)
donde ϕp(t) es la funcio´n continua definida por ϕp(t) := |t|p−2 t para t 6= 0 y
ϕp(0) = 0. Observamos que ϕp es derivable en todo punto t distinto de cero con de-
rivada ϕ′p(t) = (p − 1)|t|
p−2 > 0 y por tanto ϕp es creciente, con inversa ϕp′, donde
1/p + 1/p′ = 1. Notemos tambie´n que ϕp es (p − 1)-homoge´nea y por ello, si (µ, u) es
una solucio´n de (1.5) con u 6= 0, resulta natural llamar al para´metro µ valor propio y
a u la funcio´n propia asociada.
Presentamos sin demostracio´n (ve´ase [2], [15]) el siguiente resultado, el cual, adema´s
de la importancia en s´ı mismo, sera´ u´til para demostrar un teorema global de bifurcacio´n
que nos proporcionara´, para cada natural k, una componente conexa no acotada, Gk,
cuya clausura contiene el punto de bifurcacio´n (µk(p)/λ∞, 0).
Teorema 1.3.1. El conjunto de escalares µ tal que (1.5) admite una solucio´n no trivial
consiste de una sucesio´n creciente no acotada
0 < µ1(p) < µ2(p) < · · · < µk(p) < · · · .
Adema´s el conjunto de soluciones de (1.5) para µ = µk(p) es el espacio 1-dimensional
generado por una solucio´n φk de (1.5) con exactamente k − 1 ceros simples en (0,1).
La teor´ıa de regularidad implica que todas las funciones propias radiales de −∆p
son de clase C1( Ω ) (ve´ase [3]) y satisfacen la ecuacio´n diferencial ordinaria en (1.5).
Como los pro´ximos teoremas son cruciales para demostrar nuestros resultados y
hacen referencia a una ecuacio´n diferencial diferente a la nuestra, introducimos una
funcio´n auxiliar f la cual permite transformar el problema que nos ocupa en otro
equivalente para el cual los teoremas son aplicables. Dicha funcio´n esta´ definida por
f(t) := g(t)− λ∞ϕp(t),
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donde λ∞ esta´ definido por
λ∞ := l´ım
|t|→∞
g(t)
ϕp(t)
·
Con esto en mente, el problema (1.3) es equivalente al problema

∆p u+ λ [λ∞ ϕp(u) + f(u)] = 0 en Ω,
u = 0 en ∂Ω.
(1.6)
Terminamos la seccio´n presentando los dos resultados claves en nuestro trabajo.
Primero, en [19], J. Garc´ıa Melia´n y J. Sabina de Lis demuestran un teorema tipo
Crandall-Rabinowitz para el p-Laplaciano radial (p ≥ 2), el cual permite parametrizar
las curvas de bifurcacio´n que emanan del eje trivial de soluciones en cada valor propio
radial. En el enunciado del teorema se usa la siguiente notacio´n: φk es una funcio´n
propia asociada al valor propio µk(p),
F = {u ∈ C1[0, 1] : u′(0) = u(1) = 0}
y
Yk =
{
u ∈ F :
∫ 1
0
rN−1 ϕp(φk(r)) u(r) dr = 0
}
.
Teorema 1.3.2. Sea f ∈ C1 con f(0) = 0 y λf ′(u) = o(|u|p−2) cuando u → 0,
uniformemente para λ en intervalos acotados. Entonces para cada k ∈ N existen
ε = ε(k) > 0 y aplicaciones continuas λk : (−ε, ε) → R, yk : (−ε, ε) → Yk tal que
λk(0) = µk(p), yk(0) = 0 y toda solucio´n radial (λ, u) 6= (µk(p), 0) de (1.6) en una
vecindad de (µk(p), 0) en R× {u ∈ C1(Ω¯) : u = 0 en ∂Ω} ≡ R× C10
¯(Ω) tiene la forma
(λk(s), s[φk + yk(s)]) .
Los mismos autores tambie´n presentan, en [19], un resultado que da una descripcio´n
detallada de la estructura global del continuo de soluciones no triviales que se ramifican
de cada valor propio, µk(p). Sea S
±
k ⊂ C
1[0, 1] los conjuntos abiertos que contienen las
funciones u ∈ F con exactamente k − 1 ceros simples en (0,1) y ∓u′(1) > 0 y sea
Ok ⊂ R × C10
¯(Ω) el continuo de soluciones radiales (λ, u) de (1.6) que se bifurcan de
(µk(p), 0), es decir la componente conexa de (µk(p), 0) en la clausura del conjunto de
soluciones no triviales de (1.6).
Teorema 1.3.3. Para cada k ∈ N las siguientes propiedades se cumplen:
(i) Ok = O
+
k ∪ {(µk(p), 0)} ∪ O
−
k , donde O
±
k son conexas, O
±
k ⊂ R × S
±
k ; y por tanto
O
+
k ∩ O
−
k = ∅.
(ii) Tanto O+k como O
−
k son no acotadas y no contienen soluciones triviales (λ, 0).
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Cap´ıtulo 2
Soluciones no triviales para un
problema de Dirichlet
asinto´ticamente lineal
2.1. Introduccio´n
En este cap´ıtulo se estudia el problema de Dirichlet no lineal (0.1) y se demuestran los
Teoremas A y B.
Muchos autores han estudiado problemas el´ıpticos semilineales como (0.1) tanto en
los casos resonante como no resonante (ve´ase [4], [6], [7], [8], [9], [10], [11], [14], [28]). A.
Castro y J. Cossio en [7] estudiaron el problema (0.1), usando el me´todo de reduccio´n
de Lyapunov-Schmidt, cuando el rango de la derivada de la no linealidad incluye al
menos los dos primeros valores propios y la derivada de la no linealidad es acotada.
Nuestro resultado no depende del acotamiento global de la derivada de la no linealidad.
Usando argumentos del tipo paso de la montan˜a y el grado de Leray-Schauder, J. Cossio
y C. Ve´lez [11] probaron la existencia de al menos tres soluciones del problema (0.1)
cuando k es un entero positivo par. Infortunadamente su prueba no funciona cuando k
es impar. Nuestro teorema extiende y complementa ese resultado en el sentido de que
probamos la existencia de al menos tres soluciones sin ninguna restriccio´n sobre k. En
el caso resonante, F.O.V. De Paiva en [14], usando grupos cr´ıticos, tambie´n obtuvo tres
soluciones no triviales suponiendo que
f ′(0) < λ1 < λm+1 ≤ l´ım inf
|t|→∞
f(t)
t
≤ l´ım sup
|t|→∞
f(t)
t
≤ λm+2,
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para algu´n m ≥ 1. Nuestra prueba ofrece ma´s informacio´n acerca de las soluciones
dadas en [14], proporcionando el ı´ndice de Morse de los puntos cr´ıticos.
El cap´ıtulo se divide en cuatro secciones. En la Seccio´n 2.2, demostramos la existen-
cia de las soluciones de un signo u1 y u2. En la Seccio´n 2.3 probamos la existencia de
la tercera solucio´n u3 y se demuestra el Teorema A. Esta tercera solucio´n es obtenida
v´ıa un importante resultado de A. Lazer y S. Solimini (ve´ase Teorema 1.2.4) el cual
prueba que si las hipo´tesis del Teorema de punto de silla se satisfacen, entonces existe
al menos un punto cr´ıtico de ı´ndice de Morse mayor o igual que 2. En la Seccio´n 2.4
se demuestra el Teorema B en el cual se obtiene el mismo nu´mero de soluciones que en
el Teorema A pero sin la restriccio´n de que los puntos cr´ıticos del funcional J sean no
degenerados.
2.2. Existencia de soluciones de un signo
En esta seccio´n usaremos el Teorema del paso de la montan˜a para demostrar la
existencia de puntos cr´ıticos. Para obtener la solucio´n positiva se considera la funcio´n
f+ : R→ R definida por
f+ (t) :=


f (t) t ≥ 0,
f ′ (0) t t < 0.
Denotemos con H el espacio de Sobolev H10 (Ω) y sean F
+(t) =
∫ t
0
f+(s) ds y
J+ : H → R el funcional definido por
J+(u) =
∫
Ω
(
1
2
||∇u||2 − F+(u)
)
dx.
Como f ′(∞) ∈ (λk, λk+1), tanto f como f
+ resultan sublineales, esto es, existen dos
constantes 0 < a1 < λk+1 y a2 > 0 tales que
|f(t)| ≤ a1|t|+ a2, para todo t ∈ R.
Por lo tanto J+ es de la clase C1 (H,R) (ve´ase [26]) y
DJ+ (u) v =
∫
Ω
(
∇u · ∇v − f+ (u) v
)
dx, ∀u, v ∈ H. (2.1)
Probaremos que el funcional J+ satisface las hipo´tesis del Teorema del paso de la
montan˜a. El lema que presentamos a continuacio´n expresa que en la frontera de cierta
bola, el funcional J+ es positivo.
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Lema 2.2.1. Existen constantes α > 0 y ρ > 0 tales que
J+ (u) ≥ α si ‖u‖
H
= ρ. (2.2)
Demostracio´n. Como f ′(0) < λ1 existen ε > 0 y δ > 0 tales que
F+ (ξ) =
∫ ξ
0
f+ (t) dt ≤ (λ1 − ε)
ξ2
2
, ∀ξ ∈ (−δ, δ) . (2.3)
Como f es sublineal, existen constantes a1 > 0 y a2 > 0 tales que, si η > 0 entonces
|F+ (ξ) | ≤
( a1
2δη
+
a2
δη+1
)
|ξ|2+η =: P (δ, η) |ξ|2+η , si |ξ| ≥ δ. (2.4)
Sean u ∈ H, A1 := {x ∈ Ω / |u (x)| < δ} y A2 := {x ∈ Ω / |u (x)| ≥ δ} .
Usando (2.3) y (2.4) se tiene que
J+ (u) =
1
2
‖u‖2
H
−
∫
A1
F+ (u) dx−
∫
A2
F+ (u) dx
≥
1
2
‖u‖2
H
−
(λ1 − ε)
2
∫
Ω
u2 dx− P (δ, η)
∫
Ω
|u|2+η dx.
(2.5)
Sea 0 < η ≤ 4
N−2
. De (2.5), usando la desigualdad de Poincare´ (ve´ase (1.2)) y el Teorema
de Encaje de Sobolev de H en L2+η (Ω) (ve´ase [5]), encontramos una constante C > 0
tal que
J+ (u) ≥
1
2
‖u‖2
H
−
(λ1 − ε)
2λ1
‖u‖2
H
− C P (δ, η) ‖u‖2+η
H
= ‖u‖2
H
(
ε
2λ1
− C P (δ, η) ‖u‖η
H
)
.
El lema se deduce tomando 0 < ρ <
(
ε/(2CP (δ, η)λ1
)1/η
. X
Por la continuidad de f+ y como f ′(∞) > λ1 existen constantes a3 ∈ R y a4 > λ1
tales que para ξ ≥ 0,
F+(ξ) ≥ a3 + a4
ξ2
2
·
Luego, para t > 0
J+(t ϕ1) ≤
t2
2
(λ1 − a4)
∫
Ω
ϕ21 − a3|Ω| −→ −∞
cuando t→∞. En particular existe uˆ ∈ H tal que
J+(uˆ) < 0 para ‖uˆ‖ > ρ. (2.6)
Demostraremos a continuacio´n que el funcional J+ satisface la condicio´n (PS).
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Lema 2.2.2. Dada una sucesio´n {un}n∈N en H tal que {J
+ (un)}n∈N es acotada y
DJ+ (un)→ 0 cuando n→∞, entonces existe una subsucesio´n {unk}k∈N que converge.
Demostracio´n. Segu´n la proposicio´n B.35 en [26] basta probar que {un}n∈N es acota-
da. Supo´ngase, razonando por el absurdo, que {un}n∈N no es acotada. Entonces, existe
una subsucesio´n, que por abuso de notacio´n denotaremos igual, tal que ‖un‖
H
→+∞.
Definimos la funcio´n h : R→ R como
h (t) =


f ′ (∞) t, t ≥ 0
f ′ (0) t, t < 0.
Claramente h es continua y, por la definicio´n de f+,
f+ (t) = h (t) + γ (t) , (2.7)
donde
γ (t)
t
→ 0 cuando |t| → +∞. (2.8)
Como DJ+ (un) / ‖un‖
H
→ 0 cuando n → ∞, de (2.1) y (2.7) se sigue que para cada
v ∈ H, ∫
Ω
(
∇
( un
‖un‖
H
)
· ∇v −
h (un)
‖un‖
H
v −
γ (un)
‖un‖
H
v
)
dx −→ 0. (2.9)
Afirmamos que ∫
Ω
(
γ (un)
‖un‖
H
v
)
dx −→ 0, ∀v ∈ H. (2.10)
En efecto, dado ε > 0, por (2.8), existe M2 > 0 tal que si |t| ≥M2 entonces∣∣∣∣γ (t)t
∣∣∣∣ < ε. (2.11)
Por la continuidad de γ, existe l > 0 tal que
|γ (t) | ≤ l, ∀t ∈ [−M2,M2] . (2.12)
Entonces, para v ∈ H fijo, teniendo en cuenta (2.11), (2.12), la Desigualdad de Ho¨lder
y la continuidad del encaje H →֒ L2 (Ω) ,∣∣∣∣∣
∫
Ω
(
γ (un)
‖un‖
H
v
)
dx
∣∣∣∣∣ ≤
∫
|un|>M2
∣∣∣∣ γ (un)‖un‖
H
v
∣∣∣∣ dx+
∫
|un|≤M2
∣∣∣∣ γ (un)‖un‖
H
v
∣∣∣∣ dx
≤
ε
‖un‖
H
‖un‖
2
‖v‖
2
+
l
‖un‖
H
‖v‖
2
|Ω|
1
2
≤ ε C ‖v‖
2
+
l |Ω|
1
2
‖un‖
H
‖v‖
2
.
(2.13)
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Como
l |Ω|
1
2 ‖v‖
2
‖un‖
H
→ 0, n→∞, de (2.13) se sigue (2.10). Por (2.9) y (2.10) se obtiene
∫
Ω
(
∇
(
un
‖un‖
H
)
· ∇v −
h (un)
‖un‖
H
v
)
dx −→ 0, ∀v ∈ H. (2.14)
Puesto que
{
un/ ‖un‖
H
}
n∈N
es una sucesio´n acotada, podemos suponer que para algu´n
ω ∈ H, un/ ‖un‖
H
⇀ ω. Dado que el encaje H →֒ L2 (Ω) es compacto,
un
‖un‖
H
−→ ω en L2 (Ω) . (2.15)
A continuacio´n se demuestra que ω 6= 0. Es claro que∣∣∣∣∣DJ
+ (un)
‖un‖
H
un
‖un‖
H
∣∣∣∣∣ ≤ ‖DJ
+ (un)‖
H⋆
‖un‖
H
−→ 0. (2.16)
Por lo tanto, por (2.1) y (2.16),∥∥∥∥ un‖un‖
H
∥∥∥∥
2
H
−
∫
Ω
[
h (un)
‖un‖
H
un
‖un‖
H
+
γ (un)
‖un‖
H
un
‖un‖
H
]
dx −→ 0. (2.17)
Razonando como en (2.10) se tiene que
∫
Ω
(
γ (un)
‖un‖
H
un
‖un‖
H
)
dx −→ 0. (2.18)
Si ω = 0, por (2.15) se sigue que∣∣∣∣∣
∫
Ω
(
h (un)
‖un‖
H
un
‖un‖
H
)
dx
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
un≥0
(
h (un)
‖un‖
H
un
‖un‖
H
)
dx
∣∣∣∣∣ +
∣∣∣∣∣
∫
un<0
(
h (un)
‖un‖
H
un
‖un‖
H
)
dx
∣∣∣∣∣
= |f ′ (∞)|
∫
un≥0
u2n
‖un‖
2
H
dx+ |f ′ (0)|
∫
un<0
u2n
‖un‖
2
H
dx
≤ |f ′ (∞)|
∥∥∥∥ un‖un‖
H
∥∥∥∥
2
2
+ |f ′ (0)|
∥∥∥∥ un‖un‖
H
∥∥∥∥
2
2
−→ 0.
(2.19)
Combinando (2.17), (2.18) y (2.19) se llega a que 1 = 0. Esta contradiccio´n demuestra
que ω 6= 0. De (2.14), (2.15) y el Lema de Vainberg (ve´ase [26]), se tiene que∫
Ω
(
∇ω · ∇v − h (ω) v
)
dx = 0, ∀v ∈ H.
Esto lleva a concluir que ω es solucio´n de´bil no trivial del problema

∆ω + h (ω) = 0 en Ω
ω = 0 en ∂Ω.
(2.20)
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Como h es sublineal, por los resultados cla´sicos de regularidad de S. Agmon para ope-
radores el´ıpticos (ve´ase [1]) se concluye que ω es solucio´n cla´sica de (2.20). Afirmamos
que ω es no negativa: sea A := {x ∈ Ω : ω(x) < 0}. Luego, por definicio´n de h,
 ∆ω + f
′(0)ω = 0 en A
ω = 0 en ∂A.
Como f ′(0) < λ1 y el valor propio principal de −∆ en cualquier subregio´n de Ω es
mayor o igual que λ1 (ve´ase [12]), tenemos que ω = 0 en A y por lo tanto A = ∅. Esto
muestra que ω ≥ 0 en Ω y satisface

∆ω + f ′ (∞)ω = 0 en Ω
ω = 0 en ∂Ω,
pero esto contradice la condicio´n f ′ (∞) > λ1. Por lo tanto {un}n∈N es acotada. X
Como J+(0) = 0, por (2.2), (2.6) y el Lema 2.2.2 se sigue que el funcional J+
satisface las hipo´tesis del Teorema del paso de la montan˜a, con lo cual se concluye que
el problema 
 ∆u+ f
+(u) = 0 en Ω
u = 0 en ∂Ω,
tiene una solucio´n de´bil u 6= 0. Por los resultados de S. Agmon en [1], esta solucio´n
de´bil es cla´sica. Argumentos similares a los anteriores demuestran que u ≥ 0 en Ω y
por lo tanto f+(u) = f(u) en Ω, lo que implica que J+ = J y por ende el punto cr´ıtico
u de J+ es tambie´n un punto cr´ıtico de J ; de esta forma u resulta ser solucio´n de (0.1).
Reescribimos (0.1) como

∆(−u) +
f−(u)
u
(−u) =
f+(u)
u
u en Ω
u = 0 en ∂Ω,
donde
f+(ξ)
ξ
:=
ma´x{f(ξ), 0}
ξ
,
f−(ξ)
ξ
:=
mı´n{f(ξ), 0}
ξ
para todo ξ > 0 y se define
f±(ξ)
ξ
(0) := {f ′(0)}±. De esta manera, las funciones
f±(ξ)
ξ
son continuas en [0,+∞). Sea c(x) := f−(u(x))/u(x) ≤ 0. Como u ∈ C(Ω¯), u es acotada
y, por lo tanto, c es acotada. Por el Principio del Ma´ximo Fuerte (ve´ase Teorema 1.2.5),
se sigue que u > 0 en Ω. Se ha demostrado as´ı la existencia de una solucio´n positiva de
(0.1).
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La existencia de la solucio´n negativa se prueba de manera similar, truncando la
funcio´n f , as´ı:
f− (t) :=


f (t) si t ≤ 0,
f ′ (0) t si t > 0.
2.3. Demostracio´n del Teorema A
En esta seccio´n usaremos el Teorema de punto de silla para encontrar otra solucio´n.
Sea J : H → R el funcional definido por
J(u) :=
∫
Ω
(
1
2
||∇u||2 − F (u)
)
dx.
Como f es continua y sublineal, J es de clase C1 y adema´s
DJ (u) v =
∫
Ω
(
∇u · ∇v − f (u) v
)
dx, ∀u, v ∈ H.
Sean V := 〈ϕ1, ϕ2, . . . , ϕk 〉 el subespacio de H generado por las primeras k funciones
propias y X := V ⊥. Claramente dimV <∞ y H = V ⊕X.
Demostramos a continuacio´n que J satisface las hipo´tesis del Teorema de punto de
silla (ve´ase Teorema 1.2.2).
Lema 2.3.1. Sea u ∈ V. Si ‖u‖
H
→∞ entonces J(u)→ −∞.
Demostracio´n. Como f ′(∞) ∈ (λk, λk+1), existen constantes a > λk y K ∈ R tales
que
F (s) ≥
a
2
s2 −K, ∀ s ∈ R. (2.21)
Por tanto, de (2.21) y teniendo en cuenta que ‖u‖2
H
≤ λk
∫
Ω
u2 (ve´ase [23]), tenemos
J(u) =
1
2
‖u‖2
H
−
∫
Ω
F (u) dx ≤
1
2
‖u‖2
H
−
a
2
∫
Ω
u2 dx+K|Ω|
≤
1
2
‖u‖2
H
−
a
2λk
‖u‖2
H
+K|Ω| =
1
2λk
(λk − a)‖u‖
2
H
+K|Ω|,
de donde se sigue el lema pues λk − a < 0. X
El siguiente lema implica que J verifica la condicio´n (S1) del Teorema 1.2.2.
Lema 2.3.2. Sea x ∈ X. Si ||x|| → ∞ entonces J(x)→∞.
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Demostracio´n. Como f ′(∞) ∈ (λk, λk+1), existen constantes a1 < λk+1 y K1 ∈ R
tales que
F (s) ≤
a1
2
s2 +K1, ∀s ∈ R.
Por lo tanto, como ‖x‖2
H
≥ λk+1
∫
Ω
x2 (ve´ase [23]), se deduce que
J(x) ≥
1
2
‖x‖2
H
−
a1
2
∫
Ω
x2 −K1|Ω|
≥
1
2
(
1−
a1
λk+1
)
‖x‖2
H
−K1 |Ω|,
lo que demuestra el lema. X
De manera ana´loga a como se hizo en la Seccio´n 2.2 se demuestra que J satisface la
condicio´n de Palais-Smale.
Demostracio´n del Teorema A. La condicio´n de Palais-Smale y los Lemas 2.3.1,
2.3.2 garantizan que el funcional J satisface las hipo´tesis del Teorema de punto de
silla y en consecuencia existe un punto cr´ıtico de tipo minimax. Luego, por el Teorema
1.2.4, si el conjunto de puntos cr´ıticos de J es discreto, entonces existe un punto cr´ıtico
v con ı´ndice de Morse igual a dim V = k ≥ 2. Esta solucio´n no es la trivial puesto que
e´sta tiene ı´ndice de Morse igual a cero. Por otra parte, los resultados de Hofer en [20],
implican que la solucio´n positiva u1 y la solucio´n negativa u2 tienen ı´ndice de Morse a
lo sumo uno; de esto se sigue que v 6= ui para i = 1, 2. Esto completa la demostracio´n
del Teorema A. X
2.4. Demostracio´n del Teorema B
Por las hipo´tesis de diferenciabilidad y sublinealidad de la funcio´n f, J resulta dos
veces diferenciable (ve´ase [26]) y adema´s ∀u, v, w ∈ H,
J ′′(u)(v, w) =
∫
Ω
(
∇v · ∇w − f ′(u)vw
)
dx = 〈v, w〉H −
∫
Ω
f ′(u)vw dx.
Denotemos por u+ y u− la solucio´n positiva y negativa, respectivamente, halladas en la
Seccio´n 2.2. Como J ′′(0), J ′′(u+) y J
′′(u−) son de la forma identidad menos compacto
(ve´ase [26]), entonces son operadores de Fredholm y por tanto tienen nu´cleo finito di-
mensional (ve´ase [5]). Sin pe´rdida de generalidad, podemos suponer que
u1 = 0, u2 = u+ y u3 = u− son puntos cr´ıticos aislados de J . Como
dimV = k > 1 + ν ≥ m(uj) + dimker J
′′(uj),
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para j = 1, 2, 3, y como el funcional J satisface las hipo´tesis (S1), (S2) y (PS) del
Teorema 1.2.3 (ve´ase Secciones 2.2 y 2.3) se sigue que existe un punto cr´ıtico uo de J
tal que uo 6= uj, j = 1, 2, 3. Esto demuestra la existencia de una tercera solucio´n no
trivial y as´ı la prueba del Teorema B queda completa. X
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Cap´ıtulo 3
Existencia de soluciones radiales
para un problema de Dirichlet
asinto´ticamente lineal con el
p-Laplaciano
3.1. Introduccio´n
En este cap´ıtulo estudiamos el problema de Dirichlet (0.2) y demostramos el Teo-
rema C.
El problema (0.2) ha sido estudiado por diversos autores, entre los cuales destacamos
los trabajos desarrollados en [15, 16, 17, 18, 22, 24]. M. del Pino y R. Mana´sevich
estudiaron en [15] el feno´meno de bifurcacio´n para el −∆p y como una aplicacio´n en
el caso radial demuestran que el problema (0.2) tiene n− k + 1 soluciones radiales no
triviales suponiendo que la no linealidad g es continua, g(0) = 0, g(t)/ϕp(t) es acotada
y
l´ım
t→0
g(t)
ϕp(t)
< µk(p) ≤ µn(p) < l´ım inf
|t|→∞
g(t)
ϕp(t)
,
donde n y k son naturales con k ≤ n.
M. Garc´ıa-Huidobro et al., en [16], estudiaron el problema radial introduciendo dos
homeomorfismos impares y crecientes de R, los cuales satisfacen ciertas condiciones
asinto´ticas de homogeneidad. Su te´cnica extiende los resultados obtenidos en [15] y
como un caso particular demuestran la misma aplicacio´n obtenida por los autores en
[15]. Usando te´cnicas de blow-up, la misma autora en colaboracio´n con R. Mana´sevich y
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P. Ubilla demuestra en [17] la existencia de soluciones positivas y radialmente sime´tricas.
Por su parte, S. Liu y S. Li, en [22], utilizando Teor´ıa de Morse, v´ıa grupos cr´ıticos,
prueban la existencia de soluciones del problema (0.2). Otras referencias de autores que
han trabajado en problemas similares pueden encontrarse en [24].
Para demostrar el Teorema C estudiamos el problema de bifurcacio´n

∆p u+ λ g(u) = 0 en Ω,
u = 0 en ∂Ω,
(3.1)
donde λ ∈ R.
Las herramientas principales que utilizamos en la prueba del Teorema C son: una
versio´n radial del teorema global de bifurcacio´n de P. Rabinowitz para el p-Laplaciano
(ve´ase Teorema 3.2.3), un resultado tipo Crandall-Rabinowitz debido a Garc´ıa-Melia´n
y Sabina de Lis (ve´ase Teorema 1.3.2) y bifurcacio´n en el infinito.
El cap´ıtulo se divide en cuatro secciones. En la Seccio´n 3.2 se demuestra un teorema
global de bifurcacio´n en el caso radial, el cual nos proporciona, para cada natural k,
una componente conexa no acotada, Gk, cuya clausura contiene el punto de bifurcacio´n
(µk(p)/λ∞, 0). En la Seccio´n 3.3 se estudia la existencia y unicidad de la solucio´n de un
problema de Cauchy asociado con las soluciones radiales de (3.1), lo que sera´ una herra-
mienta importante en la demostracio´n del Teorema C. En la Seccio´n 3.4 se demuestra
el Teorema C.
3.2. Teoremas Preliminares
En esta seccio´n presentamos algunos resultados que sera´n importantes en la prueba
del teorema principal de este cap´ıtulo. El primero de ellos habla de la continuidad y
compacidad de cierto operador que permite obtener la unicidad de la solucio´n de una
ecuacio´n diferencial ordinaria con el p-Laplaciano. Este resultado sera´ usado posterior-
mente, en esta misma seccio´n, en la demostracio´n del teorema global de bifurcacio´n en
el caso radial.
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Lema 3.2.1.
a) Dada h ∈ C[0, 1], el problema

−∆p u = h(|x|) en Ω,
u = 0 en ∂Ω,
(3.2)
tiene una u´nica solucio´n radial de clase C1;
b) Dados p > 1 y h ∈ C[0, 1], si denotamos por S(p, h) la u´nica solucio´n radial de
(3.2), entonces para cada p0 > 1, el operador S : [p0,+∞)×C[0, 1] −→ C[0, 1] es
compacto. Adema´s, S : (1,+∞)× C[0, 1] −→ C1[0, 1] es continuo.
Demostracio´n.
a) En efecto, la versio´n radial de (3.2) es

−
(
rN−1 ϕp(v
′)
)′
= rN−1 h(r), r ∈ (0, 1)
v′(0) = 0 = v(1),
donde v(r) = u(x), con r = ||x||, la cual tiene una solucio´n dada por
v(r) =
∫ 1
r
ϕp′
(∫ s
0
(t/s)N−1 h(t) dt
)
ds,
que es de clase C1 pues el integrando es una funcio´n continua. La unicidad se sigue de
la representacio´n integral y por tanto u(x) = v(||x||) es la solucio´n radial de (3.2).
b) Sea {(pn, hn)} una sucesio´n en [p0,+∞)× C[0, 1] acotada, digamos
||hn||∞ + |pn| ≤M, ∀n ∈ N.
Sin pe´rdida de generalidad podemos suponer que pn → p ∈ [p0,+∞). Debemos probar
que H := {S(pn, hn)} es relativamente compacto. Por el Teorema de Arze`la-Ascoli
basta demostrar que H es acotada en C[0, 1] y equicontinua. Dados r ∈ [0, 1] y n ∈ N,
y teniendo en cuenta que ϕp (st) = ϕp (s)ϕp (t), tenemos que
|S(pn, hn)(r)| ≤
∫ 1
r
ϕp′n
(∫ s
0
(t/s)N−1 ||hn||∞ dt
)
ds ≤ (M/N)p
′
n−1 ≤M0,
donde la constante M0 > 0 existe ya que la sucesio´n
{
(M/N)p
′
n−1
}
converge. Esto
prueba que H es acotado en C[0, 1].
Demostremos ahora la equicontinuidad: Sean ε > 0, r, τ ∈ [0, 1] y n ∈ N. Entonces
|S(pn, hn)(r)− S(pn, hn)(τ)| ≤
∫ τ
r
ϕp′
n
(∫ s
0
(t/s)N−1 ||hn||∞ dt
)
ds
≤ (M/N)p
′
n−1 |r − τ | ≤M0 |r − τ |.
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Por tanto, escogiendo 0 < δ < ε/M0 se tiene la equicontinuidad deH. Queda probada la
compacidad de S.Argumentos similares permiten demostrar la continuidad del operador
S : (1,+∞)× C[0, 1] −→ C1[0, 1]. X
Consideremos el problema radial asociado al problema (0.2), es decir

(
rN−1 ϕp(u
′(r))
)′
+ rN−1 g(u(r)) = 0, 0 < r < 1
u′(0) = 0 = u(1).
(3.3)
Para r ∈ [0, 1] se define la funcio´n de Energ´ıa E asociada al problema (3.3),
E(r) :=
1
p′
|u′(r)|p +G(u(r)),
donde G(ξ) =
∫ ξ
0
g(t) dt. Diferenciando la funcio´n E y aplicando (3.3) se obtiene
E ′(r) = −
N − 1
r
|u′(r)|p ≤ 0,
es decir, E es una funcio´n decreciente.
Sea f : R −→ R la funcio´n definida por
f(t) := g(t)− λ∞ ϕp(t).
f tiene las siguientes propiedades:
(f0) f ∈ C
1(R), f ′(t) = o(|t|p−2) si t→ 0, (p ≥ 2) y f(0) = 0;
(f1) l´ım
t→0
f(t)
|t| p−1
= 0;
(f2) l´ım
|t|→∞
|f(t)|
|t| q−1
= 0, 1 < p ≤ q < p∗,
donde
p∗ :=


Np/(N − p) si p < N
+∞ si p ≥ N.
En (f0), para que f ∈ C1(R) es crucial que ϕp(t) sea de clase C1 lo cual es cierto ya
que p ≥ 2.
El problema de bifurcacio´n (3.1) es equivalente al problema

∆p u+ λ [λ∞ ϕp(u) + f(u)] = 0 en Ω,
u = 0 en ∂Ω,
(3.4)
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cuya versio´n radial es el problema

(
rN−1 ϕp(v
′)
)′
+ λ rN−1 [λ∞ ϕp(v) + f(v)] = 0, 0 < r < 1
v′(0) = 0 = v(1),
(3.5)
donde v(r) = u(x), con r = ||x||.
Sea E el espacio de Banach de las funciones radialmente sime´tricas en C1(Ω¯) tales
que u(x) = 0 si ||x|| = 1. Estamos interesados en soluciones cla´sicas radiales del pro-
blema (3.4), esto es, parejas (λ, u) con λ en intervalos acotados de (0,+∞), con v ∈ E
y v solucio´n de la ecuacio´n diferencial ordinaria en (3.5).
El siguiente lema lo usaremos ma´s adelante para demostrar un teorema global de
bifurcacio´n en el caso radial.
Lema 3.2.2. Si Γ es una componente conexa en R× E del conjunto de soluciones no
triviales del problema (3.5) entonces existe un natural m tal que si (λ, v) ∈ Γ entonces
v tiene exactamente m− 1 ceros simples en (0,1).
Demostracio´n. Sea (λ, v) ∈ Γ. Luego v ∈ C1[0, 1], v 6= 0 y v es solucio´n de la
ecuacio´n diferencial ordinaria en (3.5). Adema´s se tiene que
[v(r)]2 + [v′(r)]
2
> 0 (3.6)
para todo r ∈ [0, 1]; pues de lo contrario, por el resultado de unicidad de M. del Pino
y R. Mana´sevich (ve´ase Lema 5.1 en [15]), con a(r) = λ [λ∞ + f(u(r))/ϕp (u(r))] , se
tendr´ıa que v ≡ 0.
Probemos que v tiene un nu´mero finito de ceros. Supongamos, por contradiccio´n, que
v tiene un nu´mero infinito de ceros, entonces existe una sucesio´n de ceros
{rn} ⊂ [0, 1] tal que rn → r¯ ∈ [0, 1] y por continuidad de v se tiene que v(r¯) = 0.
Ahora bien, si rk y rk+1 son dos ceros consecutivos, el Teorema de Rolle nos garantiza
la existencia de un ξk ∈ (rk, rk+1) tal que v′(ξk) = 0 y por la continuidad de v′ llega-
mos a que v′(r¯) = 0. Luego, v satisface la ecuacio´n (3.5) con v(r¯) = v′(r¯) = 0 y en
consecuencia v ≡ 0, lo cual es una contradiccio´n.
Sea m el nu´mero de ceros de v en [0,1] y notemos que de (3.6) se deduce que los
ceros de v son simples.
Sea Σm es el conjunto de pares (λ, w) ∈ Γ tales que w tiene exactamente m − 1
ceros simples en (0,1). Probemos que Σm es un subconjunto abierto y cerrado en
Γ. Sean (λ¯, u) ∈ Bε ((λ, v)) ∩ Γ con Bε ((λ, v)) ⊂ R × C1 y ε > 0 a determi-
nar. Demostremos que (λ¯, u) ∈ Σm para lo cual basta ver que u tiene exactamente
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m − 1 ceros simples en (0,1), quedando as´ı demostrado que Σm es abierto en Γ. Sean
0 < a1 < a2 < · · · < am−1 < am = 1 los ceros de v en [0, 1] y sin pe´rdida de generalidad
supongamos que v(0) > 0. Por la continuidad de v, e´sta resulta positiva en una vecin-
dad de 0, ma´s au´n en [0, a1]. Por el decrecimiento de la energ´ıa se tiene que v(r) ≤ v(0)
para r ∈ [0, a1]. Sean
b1 = v(0) = ma´x
[0,a1]
v, b2 = mı´n
[a1,a2]
v, b3 = ma´x
[a2,a3]
v, . . . , y ε0 > 0
donde ε0 < b/2 y b := mı´n{|bi| : 1 ≤ i ≤ m} > 0. Sea C = {c1, c2, . . . , cm} el
conjunto de puntos cr´ıticos de v. Es fa´cil ver que u y v tienen el mismo signo en C, es
decir u(ci) v(ci) > 0 para todo i = 1, 2, . . . , m. Por el Teorema del valor intermedio en
[ci, ci+1], i = 1, 2, . . . , m− 1 existe αi ∈ (ci, ci+1) tal que u(αi) = 0 y as´ı u tiene por lo
menos m− 1 ceros en (0,1), los cuales son simples puesto que (3.6) tambie´n se cumple
para u.
Afirmamos que u no tiene ma´s ceros en (0,1). Efectivamente, por la regularidad de
v, existen constantes positivas δ, γ1 y γ2 suficientemente pequen˜as y tales que
(i) |v′(s)| ≥ γ1 ∀ s ∈ C := [a1 − δ, a1 + δ] ∪ [a2 − δ, a2 + δ] ∪ · · · ∪ [1− δ, 1];
(ii) |v(s)| ≥ γ2 ∀ s ∈ D := [0, 1]r C.
Fijemos ε > 0 tal que ε < mı´n{1
2
γ1,
1
2
γ2, ε0}. Luego, si s ∈ D, por (ii),
|u(s)| ≥ |v(s)| − |v(s)− u(s)| ≥ γ2 − |u(s)− v(s)| > γ2 − ε > γ2 −
1
2
γ2 > 0.
En consecuencia u no tiene ceros en D y por tanto los ceros esta´n en C. Si existiera
otro cero distinto de los ai, digamos s¯, existir´ıa un j tal que s¯ ∈ [aj − δ, aj + δ] y por el
Teorema de Rolle tendr´ıamos un c entre aj y s¯ tal que u
′(c) = 0. Usando (i) se llegar´ıa
a la contradiccio´n γ1 ≤ |v′(c)| = |v′(c)− u′(c)| < ε <
1
2
γ1. Por tanto Σm es abierto en
Γ.
Demostremos que Σm es cerrado en Γ. Sea {(λn, un)} una sucesio´n en Σm tal que
(λn, un)→ (λ, u) ∈ Γ. Como antes, se demuestra que u tiene un nu´mero finito de ceros
simples en (0,1). Por otra parte, como las un tienen exactamente m−1 ceros simples en
(0,1) y un → u en C1[0, 1], entonces para n suficientemente grande, u y un tienen el
mismo nu´mero de ceros y por tanto u tiene exactamente m− 1 ceros simples en (0,1),
es decir Σm es cerrado en Γ, lo que demuestra que Σm = Γ y se concluye as´ı la prueba
del lema. X
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El siguiente teorema es una versio´n radial del Teorema global de bifurcacio´n de
P. Rabinowitz (ve´ase [27]) que sera´ utilizado en la prueba del Teorema C; su demos-
tracio´n sigue los lineamientos de M. del Pino y R. Mana´sevich (ve´ase [15]).
Teorema 3.2.3. Para cada k ∈ N existe una componente Gk ⊆ R×C[0, 1] del conjunto
de soluciones no triviales del problema (3.5) cuya clausura Gk contiene a (µk(p)/λ∞, 0).
Ma´s au´n, Gk es no acotada en R×C[0, 1] y si (λ, v) ∈ Gk, entonces v tiene exactamente
k − 1 ceros simples en (0,1).
Demostracio´n. Los resultados de M. del Pino y R. Mana´sevich (ve´ase Proposicio´n
4.2 y prueba del Teorema 1.1 en [15]) garantizan la existencia de una componente
Gk ⊂ R× C[0, 1] cuya clausura Gk contiene a (µk(p)/λ∞, 0) y es no acotada o contiene
un punto (µi(p)/λ∞, 0) para algu´n i 6= k.
Afirmacio´n: Existe una vecindad N de (µk(p)/λ∞, 0) tal que ∀ (λ, v) ∈ N ∩ Gk, v
tiene exactamente k − 1 ceros simples en (0,1).
Prueba de la afirmacio´n: Si e´sta no fuera cierta, encontrar´ıamos una sucesio´n
(λn, vn) ∈ Gk tal que λn → µk(p)/λ∞, vn → 0 en C[0, 1] y vn no tiene exactamente
k−1 ceros simples en (0,1). Definamos ωn = vn/||vn||∞. Notemos que para cada n ∈ N,
el par (λn, vn) resuelve la ecuacio´n diferencial ordinaria en (3.5) y dividiendo la ecuacio´n
resultante por ||vn||p−1∞ obtenemos que

(
rN−1 ϕp(ω
′
n)
)′
+ λn r
N−1
[
λ∞ ϕp(ωn) +
f(vn)
||vn||
p−1
∞
]
= 0, 0 < r < 1
ω′n(0) = 0 = ωn(1),
es decir,
ωn(r) = S
(
p, λn
[
λ∞ϕp (ωn) +
f(vn)
||vn||
p−1
∞
])
(r).
Como S es compacto, existe una subsucesio´n, que denotaremos igual, tal que ωn → ω
en C[0, 1]; y por la continuidad de S en C1[0, 1] y la propiedad (f1), tenemos que
ω(r) = S(p, µk(p)ϕp (ω))(r), esto es, ω satisface

(
rN−1 ϕp(ω
′)
)′
+ rN−1 µk(p)ϕp (ω) = 0, 0 < r < 1
ω′(0) = 0 = ω(1).
Del Teorema 1.3.1 se deduce que ω tiene exactamente k − 1 ceros simples en (0,1) y
como ωn → ω en C[0, 1] se tiene que para n grande, vn tiene exactamente k − 1 ceros
simples en (0,1). Esta contradiccio´n demuestra la afirmacio´n.
Demostremos ahora el teorema: Sean Gk = Γ y Σk como en el Lema 3.2.2, luego
Σk 6= ∅ pues (µk(p)/λ∞, 0) ∈ Gk implica que existe (µ, V ) ∈ N ∩ Gk y V tiene
exactamente k − 1 ceros simples en (0,1), es decir (µ, V ) ∈ Σk. Por ser Σk abierto y
cerrado en Gk, resulta entonces que Σk = Gk lo que significa que la componente Gk
esta´ caracterizada por la misma propiedad que tiene Σk. De esto se deduce la segunda
parte del enunciado del teorema y de e´sta se deduce que Gk no puede conectarse con
otro punto (µi(p)/λ∞, 0) con i 6= k. Queda completa la prueba del teorema. X
3.3. Un teorema de unicidad para el p -Laplaciano
En esta seccio´n demostraremos la existencia y unicidad de la solucio´n del problema

(
rN−1 ϕp(u
′)
)′
+ rN−1 g(u) = 0, 0 < r < 1
u′(r0) = γ, u(r0) = α,
(3.7)
para r0 ∈ [0, 1), con α y γ reales.
Notemos que una solucio´n de (3.7) satisface la ecuacio´n integral
u(r) = α+
∫ r
r0
ϕp′
(
(r0/t)
N−1 ϕp (γ)−
∫ t
r0
(s/t)N−1 g(u(s))ds
)
dt.
En otras palabras, u es solucio´n de (3.7) en [0,1] si y so´lo si u es un punto fijo del
operador T : C[0, 1] −→ C[0, 1] definido por
(Tu)(r) := α +
∫ r
r0
ϕp′
(
(r0/t)
N−1 ϕp (γ)−
∫ t
r0
(s/t)N−1 g(u(s))ds
)
dt. (3.8)
Utilizaremos el Teorema de punto fijo de Schauder para probar el siguiente resultado.
Teorema 3.3.1. El problema (3.7) tiene una solucio´n u ∈ C1[0, 1].
Demostracio´n. Probemos que existe una solucio´n local del problema de valor inicial
en un intervalo de la forma [r0, r0 + δ1] con 0 < δ1 < 1 un nu´mero a determinar y tal
que [r0, r0 + δ1] ⊂ (0, 1).
Notemos primero que de (g3) se deduce que l´ım
t→0
g(t)
ϕp(t)
= λ∞. Combinando esto con
la definicio´n de λ∞ y la continuidad de las funciones ϕp y g, encontramos una constante
C tal que |g(t)| ≤ C |ϕp(t)|, para todo t ∈ R.
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Sea T definido por (3.8) para u ∈ C[r0, r0 + δ1]. Si ||u|| := ||u||C[r0, r0+δ1], entonces
para r0 ≤ r ≤ r0 + δ1,
|(Tu)(r)| ≤ |α|+
∫ r
r0
ϕp′
(
|(r0/t)
N−1 ϕp (γ)−
∫ t
r0
(s/t)N−1 g(u(s))ds|
)
dt
≤ |α|+
∫ r
r0
ϕp′
(
|γ|p−1 + C ||u||p−1
tN − rN0
NtN−1
)
dt
≤ |α|+
∫ r
r0
(
|γ|p−1 + C ||u||p−1|t− r0|
)p′−1
dt
≤ |α|+ 2p
′−1
∫ r
r0
(
|γ|+ (Cδ1)
p′−1 ||u||
)
dt
≤ |α|+ 2p
′−1|γ|+ (2C)p
′−1δp
′
1 ||u||
= A + (2C)p
′−1δp
′
1 ||u||, donde A = |α|+ 2
p′−1|γ|.
Por la energ´ıa, se tiene que E(r0) ≤ E(0) = G(d), donde d = u(0), es decir
G(d) ≥
1
p′
|u′(r0)|
p +G(u(r0)).
Por otra parte, debido a la hipo´tesis (g2), es fa´cil probar que existen constantes b > 0
y b1 ∈ R tales que
G(s) ≥
b
p
|s|p + b1,
para todo s ∈ R. Luego, si K := mı´n{1/(p′ 2p(p
′−1)), b/p}, entonces
G(d) ≥
1
p′
|u′(r0)|
p +
b
p
|u(r0)|
p + b1 =
1
p′
|γ|p +
b
p
|α|p + b1
≥ K
(
|α|p + (2p
′−1|γ|)p
)
+ b1
≥ 21−pK Ap + b1.
Por ende
A ≤ 21/p
′
[
G(d)− b1
K
]1/p
=: C(d).
Observamos entonces que la norma del operador T no depende de α ni de γ sino so-
lamente del dato inicial en cero. Si fijamos R > C(d) y escogemos δ1 < 1 tal que
(2C)p
′−1δp
′
1 ≤ (R − C(d))/R, entonces T env´ıa la bola cerrada BR(0) ⊂ C[r0, r0 + δ1]
en s´ı misma. Usando el Teorema de Arze`la-Ascoli, como en la prueba de la Pro-
posicio´n 3.2.1, se demuestra que T es un operador compacto. Luego por el Teore-
ma de punto fijo de Schauder, existe una solucio´n local de (3.7). Por la represen-
tacio´n integral para la solucio´n, vemos que e´sta es de clase C1[r0, r0 + δ1]. Ahora
veamos que podemos continuar la solucio´n a un intervalo de la forma [r0, r0 + 2δ1].
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En efecto, si consideramos el problema (3.7) con datos iniciales u′(r0 + δ1) = γ1 y
u(r0 + δ1) = α1 y r0 + δ1 ≤ r ≤ r0 + δ1 + δ2 con 0 < δ2 < 1 a precisar, vemos que las
constantes C(d) y 2C involucradas en la escogencia del δ1 vuelven a presentarse en
el ca´lculo que proporciona la escogencia del δ2 y por tanto δ2 = δ1. Esto nos permite
continuar la solucio´n al intervalo [r0, r0+2δ1] y repitiendo este argumento en un nu´mero
finito de pasos, continuarla hasta obtener una solucio´n en todo el intervalo [r0, 1]. X
A continuacio´n vamos a demostrar que en realidad la solucio´n obtenida en el Teo-
rema 3.3.1 es u´nica.
Teorema 3.3.2. El problema (3.7) tiene una u´nica solucio´n u ∈ C1[0, 1].
Demostracio´n. Primero probaremos la unicidad local. La unicidad global es conse-
cuencia de la local. Por el Teorema 3.3.1 existe una solucio´n del problema (3.7) en [0,1].
Sean r¯ ∈ [0, 1), u1 y u2 soluciones locales de (3.7) alrededor de r¯ tales que ui(r¯) = α
y u′i(r¯) = γ, i = 1, 2. Demostremos que existe un intervalo V¯ de la forma [r¯, r¯ + ̺] tal
que u1|V¯ = u2|V¯ . Denotamos con C las distintas constantes que aparecen involucradas
en los siguientes ca´lculos. Para i = 1, 2, se tiene que∣∣∣∣
∫ t
r¯
(s/t)N−1 g(ui(s))ds
∣∣∣∣ ≤ C ||ui||p−1 |tN − r¯N |NtN−1 → 0, si t→ r¯.
Luego, para i = 1, 2, si r¯ > 0, se cumple que
Θi(t) := (r¯/t)
N−1 ϕp (γ)−
∫ t
r¯
(s/t)N−1 g(ui(s))ds→ ϕp (γ) , si t→ r¯.
Detallaremos el caso r¯ > 0 para distintos valores de α y γ. El caso ma´s delicado, por
la singularidad, r¯ = 0 lo haremos so´lo cuando γ = 0 y α = β pues los dema´s casos, se
obtienen de los anteriormente mencionados v´ıa ligeras modificaciones.
Supongamos r¯ > 0, γ 6= 0 y α ∈ R. As´ı las cosas, ϕp (γ) es una constante diferente
de cero. Como ϕp es de clase C
1 en toda vecindad pequen˜a de ϕp (γ), el Teorema del
valor medio implica que, para r ≥ r¯ suficientemente cercano a r¯,
|u1(r)− u2(r)| ≤
∫ r
r¯
|ϕp′ (Θ1(t))− ϕp′ (Θ2(t)) | dt =
∫ r
r¯
|ϕ′
p′
(ξ(t))| |Θ1(t)−Θ2(t)| dt,
para ξ(t) entre Θ1(t) y Θ2(t). La idea ahora es estimar |ϕ′
p′
(ξ(t))|. Fijemos
ε1 > 0 tal que ε1 < |ϕp (γ) | y supongamos que Θj(t) < ξ(t) < Θl(t), donde
(j, l) ∈ {(1, 2), (2, 1)}. Luego existen ̺i > 0, i = 1, 2, tales que |Θi(t) − ϕp (γ) | < ε1
si r¯ ≤ t ≤ r¯ + ̺i. Por tanto, si ̺0 < mı´n{̺1, ̺2} y r¯ ≤ t ≤ r ≤ r¯ + ̺0, entonces
ϕp (γ)− ε1 < Θj(t) < ξ(t) < Θl(t) < ϕp (γ) + ε1,
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es decir ξ(t) ∈ [ϕp (γ)− ε1, ϕp (γ)+ ε1] para todo t ∈ [r¯, r¯+ ̺0]. Por la escogencia de ε1,
la vecindad [ϕp (γ)− ε1, ϕp (γ)+ ε1] no contiene al cero y por la regularidad de ϕp lejos
del cero, existe una constante C1 > 0 tal que |ϕ′
p′
(ξ(t))| ≤ C1 para todo t ∈ [r¯, r¯ + ̺0].
En consecuencia, si r ∈ [r¯, r¯ + ̺0], tenemos que
|u1(r)− u2(r)| ≤ C1
∫ r
r¯
|Θ1(t)−Θ2(t)| dt.
Observamos que como g ∈ C1, entonces g es Lipschitz en cualquier intervalo acotado y
por ello,
|Θ1(t)−Θ2(t)| ≤
∫ t
r¯
(s/t)N−1| g(u1(s))− g(u2(s))|ds
≤ C ||u2 − u1||
tN − r¯N
tN−1
≤ C ||u2 − u1||.
Finalmente llegamos a que
|u1(r)− u2(r)| ≤ C C1 ̺0 ||u1 − u2||,
para todo r ∈ [r¯, r¯ + ̺0]. Escogiendo ̺0 > 0 tal que C C1 ̺0 < 1, se tiene que
u1(r) = u2(r) en [r¯, r¯+ ̺0]. Se puede demostrar, de manera completamente ana´loga, la
unicidad en un intervalo de la forma [r¯ − ̺, r¯].
En el caso r¯ > 0, γ = 0 = α, se demuestra, haciendo leves modificaciones en el
argumento anterior, que la solucio´n es la trivial. En efecto, en este caso
u(r) = −
∫ r
r¯
ϕp′
(∫ t
r¯
(s/t)N−1 g(u(s)ds
)
dt.
Si suponemos que u no es ide´nticamente cero en todo intervalo de la forma [r¯, r¯ + ̺],
con ̺ pequen˜o, entonces
|u(r)| ≤ C ||u||
∫ r
r¯
ϕp′
(
tN − r¯N
tN−1
)
dt ≤ C ̺||u||,
lo que implica que 1 ≤ C ̺ para todo ̺ > 0 pequen˜o, lo cual es una contradiccio´n.
No´tese que este mismo argumento funciona cuando r¯ = 0.
Haciendo un ligero cambio en el procedimiento anterior se concluye la unicidad en
el caso r¯ > 0, γ = 0, α 6= 0 y α 6= β. La variacio´n se basa en que para dos soluciones
u1 y u2,
1
tN
∫ t
r¯
sN−1 g(ui(s))ds→ g(α)/N, si t→ r¯.
Como antes, ϕp′ resulta de clase C
1 en cercan´ıas de g(α)/N 6= 0 y se razona como al
inicio de esta prueba. Tambie´n funciona este argumento cuando r¯ = 0.
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Finalmente, analizamos la posibilidad r¯ > 0, γ = 0 y α = β. Para demostrar la
unicidad definimos v(r) = u(r)−β, donde u es solucio´n de la ecuacio´n diferencial (3.7)
y con condiciones u(r¯) = β, u′(r¯) = 0. Luego v es solucio´n de

(
rN−1 ϕp(v
′)
)′
+ rN−1 g˜(v) = 0, 0 < r < 1
v′(r¯) = 0 = v(r¯),
(3.9)
donde g˜(t) = g(t+ β). Por lo tanto,
v(r) = −
∫ r
r¯
ϕp′
(∫ t
r¯
(s/t)N−1 g˜(v(s)ds
)
dt.
La funcio´n g˜ tiene una propiedad importante: Puesto que |g(t)| ≤ C|t|p−1 para todo
t ∈ R, entonces |g˜(t)| ≤ C|t+ β|p−1 y as´ı para todo t cerca de r¯ se tiene que
C ≥
∣∣∣∣ g˜(t)ϕp(t+ β)
∣∣∣∣ =
∣∣∣∣ g˜(t)ϕp(t)
∣∣∣∣
∣∣∣∣ϕp
(
t
t+ β
)∣∣∣∣ .
Adema´s, en cercan´ıas de r¯, la expresio´n en el segundo factor de la desigualdad anterior
esta´ acotada inferiormente por una constante positiva y en consecuencia existe C˜ > 0
tal que ∣∣∣∣ g˜(t)ϕp(t)
∣∣∣∣ ≤ C˜,
para todo t cercano a r¯. Con esto, repitiendo los mismos pasos realizados atra´s, para
estimar |v(r)|, se deduce que v ≡ 0 en algu´n intervalo de la forma [r¯, r¯ + ̺]. Esto
demuestra que u ≡ β en dicho intervalo.
Supongamos ahora, r¯ = 0, γ = 0 y α = β. Por la hipo´tesis
l´ım sup
t→β
∣∣∣∣ g(t)ϕp(t− β)
∣∣∣∣ ≤ C,
se tiene que |g˜(t)| ≤ C |ϕp(t)| para t cercano a cero. Luego v := u − β satisface la
ecuacio´n diferencial en (3.9) con v′(0) = 0 = v(0) y en consecuencia
v(r) = −
∫ r
0
ϕp′
(∫ t
0
(s/t)N−1 g˜(v(s)ds
)
dt.
De esto se deduce que |v(r)| ≤ C ̺ ||v||. Si suponemos que v no es ide´nticamente cero
en todo intervalo de la forma [0, ̺], con ̺ pequen˜o, entonces 1 ≤ C ̺ para todo ̺ > 0
pequen˜o, lo cual es una contradiccio´n. Por tanto existe ̺ > 0 tal que v ≡ 0 en el
intervalo [0, ̺] y as´ı u ≡ β all´ı mismo. Esto demuestra la unicidad local.
Probemos ahora la unicidad global: Sean U y V dos soluciones de clase C1[0, 1]
del problema (3.7) en [0,1] y sea r1 ∈ [0, 1) arbitrario pero fijo. Por lo demostrado
anteriormente, el problema tiene solucio´n u´nica en un intervalo de la forma [r1, r1 + ̺]
y por tanto U(r1) = V (r1). Como r1 es arbitrario, entonces U(r1) = V (r1) para todo
r1 ∈ [0, 1]. X
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3.4. Demostracio´n del Teorema C
Para d ∈ R y λ > 0 denotaremos por u(·, λ, d) la solucio´n del problema


(ϕp(u
′))
′
+
N − 1
r
ϕp (u
′) + λ g(u) = 0, 0 < r < 1
u′(0) = 0, u(0) = d.
(3.10)
La dependencia de para´metros muestra que u es una funcio´n diferenciable en cada uno
de los argumentos de (r, λ, d), (ve´ase [13], Teorema 4.5.1). Si α es un real positivo, un
ca´lculo sencillo muestra que
u(r/α, λ, d) = u(r, λ/αp, d).
Diferenciando esta relacio´n respecto a α y haciendo α = 1, encontramos que
r u′(r, λ, d) = p λ u
λ
(r, λ, d).
Utilizando el Teorema de la funcio´n impl´ıcita y razonando como en la prueba del Le-
ma 2.3 de [6], se demuestra el siguiente lema, el cual nos permite demostrar que las
curvas de bifurcacio´n que emanan de los valores propios radiales son no acotadas en la
direccio´n λ.
Lema 3.4.1. Si J es una componente conexa de {(λ, d) : d 6= 0, u(1, λ, d) = 0}, enton-
ces existen un intervalo abierto (a, b) ⊂ R r {0} y una funcio´n continua
h : (a, b) → (0,∞) tal que (λ, d) ∈ J si y so´lo si d ∈ (a, b) y λ = h(d), es decir
J es la gra´fica de h. Ma´s au´n, si a ∈ Rr {0} entonces l´ım
d→a
h(d) =∞; similarmente, si
b ∈ Rr {0} entonces l´ım
d→b
h(d) =∞.
De la Seccio´n 3.3, para λ en intervalos acotados de (0,∞), es claro que el problema

(
rN−1 ϕp(u
′)
)′
+ λ rN−1 [λ∞ ϕp(u) + f(u)] = 0, 0 < r < 1
u′(0) = 0, u(0) = β,
(3.11)
tiene una u´nica solucio´n, u(r) ≡ β. Por lo tanto el dominio de h (ve´ase Lema 3.4.1) no
puede incluir a β.
Por el Teorema 3.2.3, se tiene que (µk(p)/λ∞, 0) es punto de bifurcacio´n para el
problema (3.5).
Lema 3.4.2. (µk(p)/λ∞,∞) es punto de bifurcacio´n para la ecuacio´n (3.5).
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Demostracio´n. Supongamos que (λ, u) con u 6= 0 satisface (3.5) y sea v = u/||u||2.
Luego v es solucio´n de

(
rN−1 ϕp(v
′)
)′
+ λ rN−1
[
λ∞ ϕp(v) + fˆ(v)
]
= 0, 0 < r < 1
v′(0) = 0 = v(1),
(3.12)
donde
fˆ(v) =


||v||2(p−1)f(v/||v||2) si v 6= 0
0 si v = 0.
Por la propiedad (f2), se deduce que fˆ ∈ C(R). El punto (µk(p)/λ∞,∞) es punto de
bifurcacio´n de la ecuacio´n (3.5) si y so´lo si (µk(p)/λ∞, 0) es punto de bifurcacio´n de la
ecuacio´n (3.12). Para probar que (µk(p)/λ∞, 0) es punto de bifurcacio´n de (3.12), basta
ver que se cumplen los requerimientos sobre la no linealidad fˆ para que tenga validez
la conclusio´n del Teorema 3.2.3 respecto a la ecuacio´n (3.12), ellas son: (f1) y (f2) con
fˆ en lugar de f y la continuidad de fˆ . Efectivamente, el siguiente ca´lculo muestra que
se cumplen las condiciones.
|fˆ(t)|
|t| q−1
=
|t|2(p−1)f(t/|t|2)
|t| q−1
=
|t| p−1
|t| q−1
·
f(1/t)
(1/|t|)p−1
=
1
|t| q−p
·
f(1/t)
(1/|t|)p−1
→ 0,
cuando |t| → ∞ y p ≤ q < p∗. Tambie´n se tiene, por (f2), que si t→ 0,
fˆ(t)
|t| p−1
= |t|p−1f(1/t) =
f(1/t)
(1/|t|)p−1
→ 0.
Luego, para cada k ∈ N existe una componente G∗k ⊂ R × C[0, 1] del conjunto de
soluciones no triviales de (3.12) cuya clausura G∗k contiene a (µk(p)/λ∞, 0). Ma´s au´n,
G∗k es no acotada en R × C[0, 1] y (λ, v) ∈ G
∗
k implica que v tiene exactamente k − 1
ceros simples en (0,1). Esto demuestra que (µk(p)/λ∞,∞) es punto de bifurcacio´n de
(3.5). X
Como en la Seccio´n 3.2, sea Gk ⊂ R×C[0, 1] la componente conexa de soluciones no
triviales de (3.5) que contiene a (µk(p)/λ∞, 0). Por el Teorema 3.2.3, Gk es no acotada
en R×C[0, 1] y para (λ, u) ∈ Gk, u tiene k − 1 ceros simples en (0,1). Por el resultado
de J. Garc´ıa-Melia´n y J. Sabina de Lis, Teorema 1.3.2, existe ε = ε(k) > 0 tal que
para |s| < ε, la ecuacio´n (3.10) tiene soluciones de la forma (λk(s), s[φk + yk(s)]), con
||syk(s)|| = o(s) y |λk(s)− µk(p)/λ∞| = o(1) cuando s → 0. De la misma manera, si
(λ, u) es una solucio´n de (3.10) en la rama que se bifurca de (µk(p)/λ∞,±∞), entonces
u = s(φk + yk(s)) con ||syk(s)|| = o(s) y |λk(s)− µk(p)/λ∞| = o(1) cuando s→ ±∞.
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Denotaremos con O+k la componente conexa de soluciones no triviales de (3.5) que
se bifurcan de (µk(p)/λ∞, 0) y contienen elementos de la forma (λk(s), s[φk + yk(s)]),
con s > 0. Similarmente definimos O−k . Tambie´n definimos I
+
k la componente conexa de
soluciones no triviales de (3.5) que se bifurcan de (µk(p)/λ∞,∞) y contienen elementos
de la forma (λk(s), s[φk + yk(s)]) , con s > 0 suficientemente grande. Similarmente
definimos I−k .
El siguiente lema expresa que la componente conexa de soluciones no triviales de
(3.5) que se bifurca de (µ2(p)/λ∞,−∞) esta´ acotada superiormente por una constante
negativa.
Lema 3.4.3. Sean J = {(λ, u(0)) : (λ, u) ∈ I−2 } y h, a, b como en el Lema 3.4.1.
Entonces a = −∞ y b < 0.
Demostracio´n. Puesto que I−2 contiene elementos de la forma (λ2(s), s[φ2 + y2(s)])
con s < 0 y |s| grande, y λ2(s) es cercano a µ2(p)/λ∞, tenemos que a = −∞ y
l´ım
d→−∞
h(d) = µ2(p)/λ∞. Como ||sy2(s)|| = o(s) cuando s→ −∞, tenemos que
l´ım
s→−∞
[sφ2(c) + sy2(s)(c)]→∞, (3.13)
donde c es el punto cr´ıtico de la funcio´n propia φ2 en (0,1].
Afirmamos que la funcio´n
m(d) := ma´x{u(r, h(d), d) : r ∈ [0, 1]}
es continua. En efecto, sean d0 ∈ (a, b) y {dn} una sucesio´n tal que dn → d0. Es claro
que h(dn) → h(d0). Sea tn ∈ [0, 1] con tn → t¯ tal que m(dn) = u(tn, h(dn), dn). Como
m(dn) ≥ u(r, h(dn), dn) para todo r y para todo n, entonces
l´ım
n→∞
m(dn) = u(t¯, h(d0), d0) ≥ u(r, h(d0), d0),
para todo r ∈ [0, 1]. Luego, en t¯, u(·, h(d0), d0) tiene un ma´ximo, el cual es u´ni-
co puesto que u tiene exactamente un cero en (0,1). Por tanto m(dn) converge a
m(d0) = u(t¯, h(d0), d0) y as´ı m es continua.
De (3.13) se desprende que l´ım
d→−∞
m(d) = +∞. Si ocurriera que b = 0, entonces
para d < 0 pequen˜o, se tendr´ıa que m(d) = |d| y por consiguiente l´ım
d→0
m(d) = 0. Por
el Teorema del valor intermedio encontrar´ıamos un d1 < 0 tal que m(d1) = β, es decir
existir´ıa t1 ∈ (0, 1) tal que u(t1, h(d1), d1) = β y u′(t1, h(d1), d1) = 0; y por la unicidad
de soluciones del problema de valores iniciales tendr´ıamos que u(t, h(d1), d1) = β para
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todo t ∈ [0, 1], y en particular, d1 = u(0) = β, lo que es una contradiccio´n y en
consecuencia b < 0. X
La siguiente gra´fica ilustra el lema anterior.
λ
b
d
(µ2/λ∞,−∞)
I−2
Por la unicidad de la solucio´n de (3.11), O+k no puede interceptar la recta ||u|| = β y
en consecuencia b < β. Esto demuestra que no hay conexio´n de cero con infinito, ma´s
concretamente se tiene el siguiente lema.
Lema 3.4.4. Sea β > 0 tal que g(β) = 0 y g(t) > 0 para t > β. Sea (λ, d) con
(λ, u) ∈ O+k . Entonces d < β. De igual manera, para (λ, d) con (λ, u) ∈ I
+
k , se tiene que
d > β.
No´tese que O+k y I
+
k tampoco interceptan el eje λ = 0 puesto que la ecuacio´n

(
rN−1 ϕp(u
′)
)′
= 0, 0 < r < 1
u′(0) = 0 = u(1),
tiene por solucio´n, la solucio´n trivial.
Si denotamos por h1 y por b1 < 0 la funcio´n continua y el nu´mero, respectivamente,
tales que
{(λ, u(0) : (λ, u) ∈ I−2 } = {(h1(d), d) : d ∈ (−∞, b1)},
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siguiendo los lineamientos de la prueba del lema anterior, se demuestran los siguientes
lemas, los cuales expresan que las componentes conexas O−k y I
−
k son disjuntas para
todo k ≥ 2.
Lema 3.4.5. Si J = {(λ, u(0)) : (λ, u) ∈ O−k } con k ≥ 2 y a, b son como en el Lema
3.4.1 entonces a ≥ b1.
Lema 3.4.6. Si J = {(λ, u(0)) : (λ, u) ∈ I−k } con k > 2 y a, b son como en el Lema
3.4.1 entonces b ≤ b1.
En la siguiente gra´fica se resumen los dos lemas anteriores.
λ
b1
d
(µ2/λ∞,−∞) (µ3/λ∞,−∞) (µk/λ∞,−∞)
I−2
I−3
I−k
(µ2/λ∞, 0) (µ3/λ∞, 0) (µk/λ∞, 0)
O−2 O
−
3 O
−
k
Demostracio´n del Teorema C. Sea k ∈ {1, 2, . . . , j} y definamos el conjunto
J = {(λ, u(0)) : (λ, u) ∈ O+k }. Sean (a, b) y h como en el Lema 3.4.1. Por la defi-
nicio´n de O+k , tenemos que a = 0 y l´ım
d→0
h(d) = µk(p)/λ∞ < 1. El Lema 3.4.1 implica
que l´ım
d→b
h(d) = +∞ y por lo tanto, por el Teorema del valor intermedio, existe dk ∈ (a, b)
tal que h(dk) = 1. De esto se sigue que (1, u(·, 1, dk)) ∈ O
+
k es una solucio´n radial de
(0.2).
Ana´logamente, si J = {(λ, u(0)) : (λ, u) ∈ O−k } con k ∈ {2, 3, . . . , j} y (a, b), h
son como en el Lema 3.4.1, entonces a ≥ b1 y l´ım
d→a
h(d) = +∞ y como antes, existe
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δk ∈ (a, 0) tal que h(δk) = 1 y por tanto (1, u(·, 1, δk)) ∈ O
−
k es una solucio´n de (3.5) y
por consiguiente es una solucio´n radial de (0.2).
Argumentos similares muestran que I−k para k = 2, 3, . . . , j y I
+
k para
k = 1, 2, . . . , j contienen una solucio´n radial de (0.2). De esta manera obtenemos 4j−2
soluciones radiales no triviales, lo que concluye la demostracio´n del teorema. X
Observacio´n 1. En nuestros argumentos no se menciono´ la conexio´n o no entre las
componentes conexas I−1 y O
−
1 . De hecho, el siguiente ejemplo ilustra que ellas se pueden
conectar.
Ejemplo. Sea g una no linealidad que satisfaga las hipo´tesis del Teorema C. Definamos
la funcio´n g1 por
g1(t) =


g(t) si t ≥ 0,
λ∞ϕp(t) si t ≤ 0.
Para u ≤ 0 el problema (3.1) con la no linealidad g1 tiene por solucio´n
(µ1(p)/λ∞,−φ1), donde φ1 es la funcio´n propia radial positiva asociada al primer valor
propio radial µ1(p)/λ∞. En este caso la curva que se bifurca de (µ1(p)/λ∞, 0) es una
l´ınea vertical en la direccio´n d = −∞ lo que muestra la conexio´n de las componentes
conexas I−1 y O
−
1 .
Observacio´n 2. Conjeturamos que el Teorema C sigue siendo va´lido para una no
linealidad g que satisfaga las mismas hipo´tesis (g1) − (g4) pero con un nu´mero mayor
de ceros.
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