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Abst rac t - - In  this paper, we investigate he analytical properties of the Jost solutions of non- 
self-adjoint system of difference equations of first order. Using the analytical properties of the Jost 
solutions, we also study the discrete spectrum of this system. © 2004 Elsevier Ltd. All rights 
reserved .  
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1. INTRODUCTION 
Let us consider the Sturm-Liouville quation 
H -y  + q(x)y = )~2y, 0 _< x < ~,  (!.1) 
where q is a real valued function and )~ is a spectral parameter. The bounded solution of (1.1) 
satisfying the condition 
It has been shown that, 
representation 
lim y(x,A)e-~XX=l, :kEU+ := {)~: AEC,  ImA >_0}, 
will be denoted by e(x, A). The solution e(x, A) is called Jost solution of (1.1). The Jost solution 
satisfies the equation 
e(x, A)= e ix~ ÷ / sin A~-x)q( t )e( t ,A)dt .  
x 
under the condition foxlq(x)l dx < oo, the Jost solution has the 
oo 
e(x, ~) = ~ + f K(x,~)~'~t dr, (1.2) 
x 
where the function K(x, t) is defined by q. The representation (1.2) of the Jost solution of 
equation (1.1) plays an important role in the solutions of direct and inverse problems of quantum 
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scattering theory (see [1 Chap. 3; 2 Chap. 4]). Therefore, the similar representations forthe Jost 
solutions of Dirac systems, quadratic pencil of Schr6dinger, Klein-Gordon, discrete Schrhdinger, 
and discrete Dirac equations have been obtained ([3-6]). Also, the spectral analysis of non-self- 
adjoint Sturm-Liouville, quadratic pencil of Schr6dinger, Klein-Gordon, discrete Schrhdinger, 
and discrete Dirac equations with spectral singularities have been investigated in detail, using 
the analytical properties of the Jost solutions ([7-14]). 
Let us consider the non-self-adjoint system of difference quations of first order 
. (~) + b~y(2 ) + pny(~ ) ~u(2) n+l / ]n+l  ~-- , 
a - ( '  +b,#:) + qnv(2> ~y(2), n- -19n- -1  "-~ n C Z = {0,+1,=]=2 .. . .  }, (1.3) 
f (v("~) ~} is a vector sequence, {an}nez, {bn},ez, {Pn}neZ, and {q=}neZ are complex where 1. ~ u~ 2) ] neZ 
sequences and an ¢ 0, bn • 0, for all n E Z. 
In this paper, we study the analytical properties of the Jost solutions of (1.3) and using these 
properties we obtain eigenvalues and spectral singularities of (1.3). Note that, in the case of 
an > O, bn < 0, and Pn and qn are real, for all n e Z (i.e., self-adjoint case of (1.3)), the Jost 
solutions of (1.3) have been examined in [15]. Also, various problems of difference quations 
of second order have been investigated by several authors (for the relevant references one may 
consult [161 or [17]). 
2. JOST SOLUTIONS OF (1.3) 
We will assume that the complex sequences {an}~z, {bn}nez, {Pn}nez, and {q~}~ez satisfy 
Inl (I1 - a~l + I1 + b,~t + IP,~I + Iq,~l) < ~.  (2.1) 
nEZ 
THEOREM 2.1. Under the condition (2.1) for A = 2sinz/2 and Imz = 0, equation (1.3) has the 
,;,, 
( )(.) 
rn= l / (-< ) g(2)(~) ] = 13n E2 + Bnme-im~ [ - i  ~ e-i~= l, e~=12 ] 
(2.2) 
(2.3) 
where 
= 22 , /~"=\ /~1 /3~2 , E2= , 
~ \41  an 
B~ An'~ Bn,~ \ a2~ 22 , = 22 " = A.,,~ ~,B2~ 1 B.,,~.] 
PROOF. Substituting the vector valued function f defined by (2.2) in (1.3) taking A = 2sinz/2 
and Im z = 0, we get the following 
[ i /  --,b,o,-1] -1 ,, 
11 - -1 )  , a n = o~ n = 0, 
Lk=n+l  J 
] ,1 , ,  22 bn (--1)n--k+lbkak--1 , O~n = an n + Ol  n -~- 
k=n+l  
- ] (;k +q~) , 
k=n+l  
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(3O 
k=n+l  
oo  
= ~A 12 - 2] A~ ~ [~÷l  + ~-v~ + (~ + ~ ~1 , 
k=n+l  
[a l2~ 2 ± a l l  
A~ = -1  + an+lan + V~nl~ ~- "~nl, 
oo  
A~ = - ~ {(q~+l + a~l)12 [a~+la~ + q~+l (P~+l + q~+l) + q~+lA~ + bL1 + A 11~+1,1 - 1] 
k=n 
oo  
-A~ (1 + A}})} + ~ (q~A~- b~p~), 
k=n+l 
i2 12 ± A12A11 12 21 
- -  An1  ~ + A~I) + Anl An2 -an+lan(qn+l  T ~n l~n l  
oo 
22 A~ = ~ {(b~-~)A~-a~÷la~[(q~÷l+A~)A l ÷l,~-A~÷l,~] 
k=n+l  
Akl} (p~ A~)~ All l~ [qk kl + dk l -  A~] %A 21 a12 a12 22 
- -  - -  - -  ~I  kl + "~'kl'~k2 - -  ' 
A22=_an+ian(qn+l+A12)  A n , ^ A22 ± a12a12 n n n+l ,1 ~ an+lttn n+l ,1 T ~nlZ-Xn2 --  Anl  -~- An2, 
oO 
.[.,-,-kl.,-xk2 + Ak2 -- ak+lak k+l,1 k+l , l J  I 
k=n 
oo  
_ + A l l~  ~2a2~ 22 [(q~ ±A l~ ~ (q~A~ - A~ ~.  + o~2 - p~A~2 + A~] k--l,l] 
k=n+l  
where n E Z. For m > 3 and n E Z we obtain that, 
12 [(qn+l ± A12~ ~11 A21 ] A12A n A12 _ A 21 Anm = -an+lan  7- ZXnl ] z~-nWl,m_ 2 + nWl,m--2J Jc n l  n,m--I "~- n,m--1 n,m--1, 
oo  
n al2~ Al2 A22 ] A.m =-  ~ ak+lak [(qk+l ~k1~ ~+l,m--I- ~+l,m--l~ 
k=n+l  
oo  oo  
(~  A~) ~ A ll A 1~ - A~)  + E (~-  ~ A ll 
- -  - -  [qk  k,m-i  "~- k,m-1 ] k,m-1 
k=n+l k = n + l  
co  
- -  ~ l  k,m--1 "~ r~-k l."Xkm - -  k,m--1, 
k=n+l k=n+l k=n+l 
22 [ (qn+l -~-A~ 2) 12 A22 ] ± A12A12 11 11 Anm = --an+lan An+l,m-1 -- n+l ,m- - l J  n- -'~.nl.C'-.nm -~- Anm -- An ,m- l ,  
oo  
~l - ~ ~+la~ [(~+l + A~) A ll - A 21 Anm : k+ l ,m-1  k+l ,m- l j  
22 
- -  nkm - -  A12 ~ ( qkn21m J7 Al l  Akin) -- E (b2 -- 1) 12 E (qk + k--1,1] k,m--1 
k=n+l k=n+l 
(30 O0 CO O0 
+~- '~ A12A22 - A22 A~m E 21 
- -  Ak,m_ 1 qk km 
k=n k=n+l  k=n k=n+l  
Due to the condition (2.1), the infinite products and the series in the definition of a~ and 
~ " ~J 2) can A,  m ( i , j  = 1, 2) are absolutely convergent. Therefore, a~ and Anm (i , j  = 1, uniquely be 
defined by an, bn, Pn, and qn (n EZ) ,  i.e., the system (1.3) for A = 2sinz/2 and Imz = 0., has 
the solution f ( z )  = {/' ]~(~) (z) ~ ~ given by (2.2). 
f (g(~x)(z)) } given by (2.3). | A similar result is valid for the solution g(z) = [ k~i >( ) ,~ez 
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The solutions f and g are called Jost solutions of (1.3). It is obvious that the Jost solutions 
are defined and continuous on the real axis. 
THEOREM 2.2. The Jost solutions of (1.3) have an analytic continuation from the real axis to 
the open uppex half-plane. 
PROOF. Using the equalities for A$ (i, j = 1,2) given in Theorem 2.1, we find 
~JenI~C 2 (Il-~rcl+Il+brc~+~~~~+~~kl), i,j = 1,2, (2.4 
k=n+[m/2] 
by induction, where [m/2] is th e integer part of m/2 and C > 0 is a constant. In a similar way, 
we get 
k=n+[m/2]+1 
IBz;l 5 C c (Il-akl+Il+6kl+IPk(+IQkl), i,j=1,2. (2.5) 
--oo 
From (2.4) and (2.5), we obtain that the series in (2.2) and (2.3) are absolutely convergent in 
c+. This shows that the Jost solutions have an analytic continuation ii-om the real axis to the 
open upper half-plane c+ := {z : z E @, Im z > 0). We will also denote the analytic continuation 
of the Jost solutions again by (2.2) and (2.3). I 
Theorems 2.1 and 2.2 give the following. 
COROLLARY 2.3. The Jost solutions of (1.3) are analytic functions in the open upper half-plane 
and continuous up to the real axis. 
THEOREM 2.4. The following asymptotics hold: 
($$) = [E2 + o(l)] (“I:“) ein=, z E c+, n--t 00, (24 
f?%) _ 
( > - an [I32 + o(l)] 
($42 
fJi2’(%) ( > -i einz, 
n E Z, %EC+, Imz+ 00, (2.7) 
($i:i> = [J32 + O(l)] (,,),) eMinz, 2 E c+, n--+ -00, G-8) 
“) (‘I 
( > &x2’ (2) 
= pn [I32 + o(l)] ei/“2 eminz, 
( I 
n E Z, %EC+, Imz+ 00. P-9) 
The proof of this theorem can be obtained by (2.2)-(2.5). From (2.2) and (2.3), it is obvious 
that 
f(Z + 4r) = f(z), g(z + 47r) = g(z). 
3. EIGENVALUES AND SPECTRAL SINGULARITIES OF (1.3) 
The Wronskian of the solutions y(X) = { ($~~~)},,, and u(A) = { ( :$[:;)}n,, of (1.3) 
are defined by 
Analogous to Sturm-Liouviile and Dirac equations this Wronskian has the following properties: 
1. w M4,441 is independent of n; 
2. the necessary and sufhcient condition for W [y(X), u(X)] = 0 is the linear dependence of 
the solutions y(X) and u(X). 
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Let us suppose that 
F(z) := w [/(z) ,g(z)] ,  
where f and g are the Jost solutions of (1.3). Using the properties of the Jost solutions, it is 
obtained that the function F is analytic in C+, continuous in C+ and 
F(z + 4~) = F(z). 
Let Pc and P denote the following infinite semistrips 
Po={z:z={+ir, 0_< (_< 47r, T>0}, 
P={z:z=~q-i% 0 <~<4~r, z_>0}. 
We also denote the set of eigenvalues and spectral singularities of (1.3) by O'd a~nd (:rss , respec- 
tively. By the definition of eigenvalues and spectral singularities, it can be written 
{ z } 
~= ~:~=2s in~,  zEPo ,  F(z )=O , 
{ z } 
ass= A : ) ,=2s in~,  zE[0,47r], F(z )=O . 
Assume that 
(3.1) 
(13.2) 
M1 = {z:  z e Pc, F (z )  = 0}, M2 = {z:  z e [0, 4~], F(z)  = 0}. 
From (3.1) and (3.2), we get 
LEMMA 3.1. 
i) 
{ z } 
ad= A:A=2s in~,zEM1 , 
~rss={A:A=2s in  2, zEM2}.  
(3.3) 
(3.4) 
The set M1 is bounded and has, at most, a countable number of elements and its limit 
points can fie only in [0, 47r]. 
ii) The set M2 is compact and #(M2) = 0, where # denotes the Lebesque measure in the real 
axis. 
PI~OOF. Since the function F is of 4~r periodic, it is enough to investigate the zeros of F in P, 
instead of its zeros in C+. We have 
1 F(z) = (--1)~akbk [i + o(1)1, z e P, Imz-~ oo, (a.5) 
by (2.7) and (2.8). Now, (3.5) shows the boundedness of Mi and M2. Since F is analytic function 
in C+, consequently, we obtain that F has a countable number of zeros in P0. By the uniqueness 
of analytic functions, we find that the limit points of M1 can lie only in [0, 4~r]. The closedness 
and the property of having Lebesque measure zero of M2 can be obtained from the boundary 
uniqueness theorem of analytic functions [18]. 
From (3.3),(3.4) and Lemma 3.1, we get the following. 
THEOREM 3.2. Under the condition (2.1), 
i) the set of eigenvalues of (1.3) is bounded and countable and its limit points can lie only 
in [-2,2];  
ii) oss a [-2,  2], ass = ~s~ and .Was) = 0. 
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LEMMA 3.3. I f  for some e > 0 
e ~1~1 ( 1 - a~l -4- ]1-4- b~] -4- IP=I -4- ]q~[) < 
nEZ 
(3.6) 
holds, the function F has a finite number of zeros in P with a finite multiplicity. 
PROOF. From (2.4) and (2.5), we find that 
lAUrel <_ Ce-~(Inl+lml), 
IB ml--< Ce 
i , j  = l,2; n e Z, m- - I ,2 , . . . ,  (3.7) 
i, j - - i ,2 ;  nEZ,  m=- l , -2 , . . . ,  (3.8) 
where C > 0 is a constant. From (2.2),(2.3),(3.7) and (3.8), w e  observe that Jost solutions f
and g have an analytic continuation to the half-plane Im z > -e /4 .  Also, the function F has the 
same property. So, the limit points of zeros of F in P cannot lie in [0, 47r]. Using Lemma 3.1, we 
get that the bounded sets M1 and M2 have a finite number of elements. From analyticity of F 
in Im z > -e /4 ,  we obtain that all zeros of F in P have a finite multiplicity. 
DEFINITION 3.1. The multiplicity of a zero of F in P is called the multipficity of the correspond- 
ing eigenvalue or spectral singularity of  (1.3). 
Using Lemma 3.3 and Definition 3.1, we have the following. 
THEOREM 3.4. Under condition (3.6), equation (1.3) has a finite number  of  eigenvalues and 
spectral singulaxities~ and each is of  finite multiplicity. 
Now, we can ask the following question. 
What  is a weaker condition than (3.6), that  guarantees the finiteness of eigenvalues and spectral 
singularities of (1.3)? 
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