Векторные многозначные детерминированные процессы случайного и гиперслучайного типов by Горбань, И.И.
© Горбань И.И., 2017                                                                                                                                                  97 
ISSN 1028-9763. Математичні машини і системи, 2017, № 2 
МОДЕЛЮВАННЯ І УПРАВЛІННЯ 
 
 
УДК 53.01:53.05+519.2 
И.И. ГОРБАНЬ* 
ВЕКТОРНЫЕ МНОГОЗНАЧНЫЕ ДЕТЕРМИНИРОВАННЫЕ ПРОЦЕССЫ 
СЛУЧАЙНОГО И ГИПЕРСЛУЧАЙНОГО ТИПОВ 
*Институт проблем математических машин и систем НАН Украины, Киев, Украина 
 
Анотація. Розроблено способи опису і аналізу векторних багатозначних детермінованих процесів 
випадкового і гіпервипадкового типів, що характеризуються відповідно мірою і множиною мір. 
Для таких процесів введені поняття безперервності, гілки процесу, похідної, диференціала і інте-
грала. Окреслені області доцільного застосування підходу, який запропоновано. 
Ключові слова: багатозначний процес, теорія ймовірностей, теорія гіпервипадкових явищ, пору-
шення збіжності. 
 
Аннотация. Разработаны способы описания и анализа векторных многозначных детерминиро-
ванных процессов случайного и гиперслучайного типов, характеризуемых соответственно мерой и 
множеством мер. Для таких процессов введены понятия непрерывности, ветви процесса, произ-
водной, дифференциала и интеграла. Очерчены области целесообразного применения предложен-
ного подхода. 
Ключевые слова: многозначный процесс, теория вероятностей, теория гиперслучайных явлений, 
нарушение сходимости. 
 
Abstract. Methods for description and analysis of vector multi-valued determinate processes of random 
and hyper-random types respectively characterized by measure and set of measures are developed. For 
such processes, we introduce the notions of continuity, branch of the process, derivative, differential, and 
integral. Areas of expedient application of the developed approach are outlined. 
Keywords: multi-valued process, probability theory, theory of hyper-random phenomena, violation of 
convergence. 
 
1. Введение 
В настоящее время известны две теории, описывающие феномен статистической устойчи-
вости массовых явлений: теория вероятностей и теория гиперслучайных явлений. 
Базовыми математическими понятиями этих теорий являются случайные явления, 
под которыми понимаются математические объекты (события, величины и функции), 
имеющие вероятностную меру. События, величины и функции, которые не имеют вероят-
ностной меры, случайными не считаются.  
Математическая часть современной теории вероятностей основана на системе ма-
тематических аксиом А.Н. Колмогорова. Практическое использование этой теории обеспе-
чивается принятием физических гипотез, превращающих ее в физико-математическую 
теорию. Основной физической гипотезой является гипотеза идеальной статистической 
устойчивости массовых явлений, предполагающая сходимость реальных статистик при не-
ограниченном увеличении объема выборки. На основании этой гипотезы в прикладных 
дисциплинах вероятность любого реального события рассматривается как предел относи-
тельной частоты этого события при неограниченном увеличении числа испытаний. 
Исследования разнообразных реальных процессов на больших интервалах наблю-
дения показали, что гипотеза идеальной статистической устойчивости не находят экспе-
риментального подтверждения. В реальной жизни имеет место ограниченная статистиче-
ская устойчивость. При относительно небольших объемах выборки увеличение количества 
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отсчетов приводит к уменьшению флуктуации статистик. Но при больших объемах выбор-
ки эта тенденция не наблюдается: достигнув определенного значения, уровень флуктуаций 
практически не изменяется или даже растет. 
Для описания массовых физических явлений с учетом нарушения сходимости была 
предложена физико-математическая теория гиперслучайных явлений [1, 2]. Под гиперслу-
чайным явлением (событием, величиной, функцией) подразумевается множество случай-
ных явлений (событий, величин, функций), зависящих от условий g G . Для каждого g -
го случайного явления определена вероятностная мера, но для условий g  мера не опреде-
лена. 
Математическая часть теории гиперслучайных явлений базируется на той же систе-
ме аксиом А.Н. Колмогорова, что и теория вероятностей. Физическая же часть теории ги-
перслучайных явлений вместо гипотезы идеальной статистической устойчивости массо-
вых явлений использует физическую гипотезу ограниченной статистической устойчиво-
сти, признающую отсутствие сходимости реальных статистик. В этом принципиальное 
различие теории вероятностей и теории гиперслучайных явлений. 
Возможны [3] две физические интерпретации математической части теории вероят-
ностей и математической части теории гиперслучайных явлений. Одна из этих интерпре-
таций касается описания массовых физических явлений (феномена статистической устой-
чивости), а другая – одиночных (детерминированных) многозначных явлений.  
Особенности использования теории вероятностей и теории гиперслучайных явле-
ний для описания и анализа одиночных многозначных явлений исследовались в работах 
[4–7]. Результаты этих исследований обобщены в [8]. 
Целью настоящей статьи является распространение изложенных в [8] способов опи-
сания и анализа скалярных многозначных детерминированных процессов (функций одной 
переменной) на векторные многозначные детерминированные процессы.  
Специфика развиваемого подхода состоит в представлении процессов не только 
множеством значений, которые они принимают (спектром значений) в различные моменты 
времени, но и вероятностной мерой или множеством вероятностных мер этих значений – 
однозначными или многозначными функциями распределения. 
В статье используется ряд нетривиальных понятий, в частности, понятия много-
значной функции распределения, обобщенного предела, спектра предельных точек, произ-
водной скалярного многозначного процесса, непрерывности скалярного многозначного 
процесса, интеграла от многозначного скалярного процесса и др. 
Читателю, не знакомому с этими понятиями, желательно ознакомиться с ними в 
монографиях [6, 7] или статье [8]. 
Многозначные величины и функции (или те, которые могут быть таковыми) обо-
значены буквами со знаком тильды над ними, однозначные величины и функции – буква-
ми без тильды, а векторные величины – буквами со стрелкой. 
 
2. Основные понятия, используемые для описания векторных многозначных детер-
минированных процессов 
Определение 1. N -мерным векторным многозначным детерминированным процессом ( )x t  
назовем вектор, зависящий от аргумента t , компоненты которого представляют собой ска-
лярные многозначные детерминированные процессы с независимыми компонентами 
( ), 1,nx t n N : ( ) ( ( ), 1, )nx t x t n N . 
Векторный многозначный детерминированный процесс при фиксированном значе-
нии аргумента t  принимает множество значений, характеризуемых функцией распределе-
ния ( ; )xF x t . Поскольку компоненты вектора ( )x t  независимы, функция распределения 
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( ; )xF x t  определяется функциями распределения компонент 1 1( ; ), , ( ; )Nx x NF x t F x t : 
1 1
( ; ) ( ; ) ( ; )
Nx x x N
F x t F x t F x t . В общем случае функция ( ; )xF x t  многозначная, в частном – 
однозначная (
1 1
( ; ) ( ; ) ( ; )
Nx x x N
F x t F x t F x t ).  
Определение 2. m -м частичным пределом при 0 0t t  ( 0 0t t ) векторного 
многозначного детерминированного процесса ( )x t  назовем m -й предел (однозначный 
вектор) однозначной частичной последовательности, сформированной из исходного про-
цесса при 0 0t t  ( 0 0t t ). 
Определение 3. Левосторонним (правосторонним) спектром предельных точек 
0
0
0
( ) LIM ( )
t t
x t x t  (
0
0
0
( ) LIM ( )
t t
x t x t ) (обобщенным пределом) многозначного векторного 
процесса ( )x t  назовем множество всех его частичных пределов при 0 0t t  ( 0 0t t ). 
Спектры предельных точек 0( )x t , 0( )x t  векторного процесса ( )x t  и спектр его 
значений в точке 0t t  описываются соответственно функциями распределения 0( ; )xF x t , 
0( ; )xF x t  и 0( ; )xF x t . В общем случае эти функции многозначные и не обязательно совпа-
дают друг с другом.  
Определение 4. Векторный многозначный детерминированный процесс ( )x t , у ко-
торого на всей области его определения функции распределения ( ; )xF x t , ( ; )xF x t  и 
( ; )xF x t  однозначные, назовем векторным многозначным процессом случайного типа, а у 
которого указанное условие не выполняется, – векторным многозначным процессом ги-
перслучайного типа (см. классификацию на рис. 1 статьи [8]). 
 
3. Элементы математического анализа векторных многозначных детерминирован-
ных процессов случайного типа 
3.1. Непрерывный векторный многозначный детерминированный процесс случайно-
го типа и его ветви 
Определение 5. Векторный многозначный детерминированный процесс ( )x t  случайного 
типа назовем непрерывным в точке t  слева (справа), если 
– он определен в этой точке и ее окрестности слева (справа); 
– его левосторонняя ( ; )xF x t  (правосторонняя ( ; )xF x t ) функция распределения в 
точке t  совпадает с функцией распределения ( ; )xF x t  в этой же точке (то есть в точке t  
функция распределения ( ; )xF x t  непрерывна слева (справа) по t ). 
Определение 6. Векторный многозначный детерминированный процесс ( )x t  непре-
рывен на интервале 1 2( , )t t , если он непрерывен слева и справа во всех точках рассматрива-
емого интервала. 
У непрерывного векторного процесса левосторонний ( )x t  и правосторонний ( )x t  
спектры предельных точек совпадают со спектром значений ( )x t . 
Определение 7. c -ой ветвью (c -м расслоением) ( 1( , , )Nc c c , 1, , (0,1]Nc c  – 
числа) непрерывного на интервале векторного многозначного детерминированного про-
цесса ( )x t  назовем векторную однозначную функцию 
1
( ) ( ( ), , ( ))
Nc c c
x t x t x t , компо-
ненты которой на рассматриваемом интервале описываются системой 
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1 1
1
1
1 1( ) inf arg( ( ; ) ),
( ) inf arg( ( ; ) ).
N N
N
N
c x
x x
c x N N
x x
x t F x t c
x t F x t c
                                             (1) 
Как и в случае скалярного многозначного детерминированного процесса случайно-
го типа, ветви векторного многозначного детерминированного процесса случайного типа 
не имеют общих точек (в частности, не пересекаются). 
Количество ветвей может быть конечным, счетным или несчетным. Во всех случаях 
функция распределения ( ; )xF x t  процесс ( )x t  – неубывающая функция аргументов 
1, , Nx x . Если количество ветвей конечное или счетное, то функция распределения 
( ; )xF x t  – ступенчатая функция этих аргументов. 
Определение 8. Многозначный непрерывный на интервале 1 2( , )t t  векторный про-
цесс ( )x t  случайного типа назовем разложимым по ветвям, если его можно представить 
множеством ветвей ( )cx t : ( ) { ( ) | }cx t x t c C , где 1( , , )NC C C  – вектор, описываю-
щий множество ветвей 1( , , )Nc c c . 
Не все непрерывные многозначные процессы допускают разложение по ветвям. Ес-
ли процесс ( )x t  разложим по ветвям, то он описывается множеством ветвей { ( ) | }cx t c C  
и функцией распределения ветвей 1( ) ( , , )c c NF c F c c  (или плотностью распределения 
ветвей 
1
1
( , , )
( )
N
c N
c
N
F c c
f c
c c
). 
Функция распределения ( )cF c  представляет собой инвариантную меру
1
 [9]. 
 
3.2. Производная и дифференциал векторного многозначного процесса случайного 
типа  
Определение 9. Правосторонней производной ( )x t  (левосторонней производной ( )x t ) 
непрерывного векторного многозначного процесса ( )x t  случайного типа, разложимого по 
ветвям ( )cx t  (c C ), назовем множество правосторонних (левосторонних) производных 
                                                     
0
( ) ( )
( ) LIM c cc
t
x t t x t
x t
t
,                                                 (2) 
рассчитанных в точке t  для всех ветвей c C , то есть ( ) { ( ), }cx t x t c C . 
Производные ( )cx t  могут быть однозначными и многозначными. Если эти произ-
водные однозначные, то они представляют собой скорости ( )cx t  изменения c -ой ветви 
при приближении к t  справа (слева). Тогда ( )x t  описываются функциями распределения 
                                                 
1
 Понятие инвариантной меры используется в теории динамических систем для описания меры, 
которая не изменяется с течением времени при эволюции в фазовом пространстве состояния дина-
мической системы. 
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( ; )xF x t . Если же производные ( )cx t  многозначные (не характеризуются конкретными 
числами), то они носят неопределенный характер. При этом ( )x t  описываются много-
значными функциями распределения ( ; )xF x t , которые могут быть охарактеризованы гра-
ницами функции распределения ( ; )SxF x t , ( ; )IxF x t .  
Определение 10. Векторный многозначный непрерывный процесс ( )x t  случайного 
типа, разложимый по ветвям, будем называть дифференцируемым в точке t , если все его 
производные по ветвям однозначные и для всех ветвей левосторонняя производная совпа-
дает с правосторонней производной: ( ) ( ) ( )c c cx t x t x t  ( c C ). 
Определение 11. Векторный многозначный непрерывный процесс ( )x t  случайного 
типа, разложимый по ветвям, будем называть дифференцируемым, если он дифференциру-
ем на всем интервале его определения. 
Поскольку у дифференцируемого процесса ( )x t  случайного типа производные по 
ветвям ( )cx t  однозначные, производная ( ) { ( ) | }cx t x t c C  описывается однозначной 
функцией распределения значений производных ( ; )xF x t  и соответствующей однозначной 
плотностью распределения ( ; )xf x t . 
Определение 12. Дифференциалом ( )dx t  векторного многозначного непрерывного 
дифференцируемого процесса ( )x t  случайного типа, разложимого по ветвям, будем назы-
вать совокупность главных линейных частей приращений этого процесса по t : 
                                             ( ) ( ) ( ) ( )c c c cx x t dt x t x t dt o dt ,                                         (3) 
рассчитанных для множества ветвей c C , то есть  
                  ( ) { ( ) | } { ( ) | } { ( ) | } ( )c c cdx t dx t c C x t dt c C x t c C dt x t dt ,           (4) 
где dt  – приращение по t , ( )o dt  – бесконечно малая величина. 
Дифференциал ( )dx t  в силу линейной связи с производной ( )x t  и однозначности 
производных по ветвям описывается однозначной функцией распределения ( ; )dxF dx t  и 
однозначной плотностью распределения ( ; )dxf dx t . 
В общем случае производные не обязательно непрерывные и разложимы по ветвям. 
Для векторной многозначной непрерывной разложимой по ветвям производной ( )x t , как 
и для скалярной многозначной непрерывной разложимой по ветвям производной, можно 
определить вторые производные ( )x t  и далее итерационно для многозначной непрерыв-
ной разложимой по ветвям производной ( ) ( )rx t  любого r -го порядка – производные 
( 1) ( )rx t  порядка ( 1)r .  
Производные характеризуются своими функциями распределения, однозначными 
или многозначными. Если все вторые производные ( )cx t  однозначные 
( ( ) ( )c cx t x t c C ), то в точке t  они характеризуют ускорение, с которым изменяется 
векторный процесс ( )x t  по ветвям при приближении к t  слева и справа. Тогда ускорения 
( ) { ( ) | }cx t x t c C  описываются однозначными функциями распределения ( ; )xF x t . 
Если же производные ( )cx t  многозначные (не характеризуются конкретными числами), 
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то они носят неопределенный характер, и тогда ( ) { ( ) | }cx t x t c C  описываются мно-
гозначными функциями распределения ( ; )xF x t . 
Векторный многозначный разложимый по ветвям дифференцируемый процесс ( )x t  
случайного типа, имеющий в точке 0t  однозначные дифференцируемые производные по 
ветвям ( ) 0( )
r
cx t  любого порядка r  ( )c C , может быть описан множеством ветвей ( )cx t , 
раскладываемых в точке 0t  в ряд Тейлора. При этом процесс ( )x t  может быть представлен 
множеством своих значений 0 0( ) { ( ) | }cx t x t c C  в точке 0t , множеством значений про-
изводных ( ) 0( )
rx t  в этой же точке и множеством соответствующих функций распределения 
0( ; )xF x t , ( )
( )
0( ; )r
r
x
F x t , 1,2,r . 
 
3.3. Интеграл от векторного многозначного процесса случайного типа 
Определение 13. Первообразной (примитивной) векторного многозначного процесса ( )x t  
случайного типа, определенного на интервале [ , ]a b , назовем векторный дифференцируе-
мый многозначный процесс ( )y t , производная которого во всех точках этого интервала 
равна процессу ( )x t : ( ) ( )y t x t . 
Определение 14. Неопределенным интегралом от векторного многозначного про-
цесса ( )x t  случайного типа назовем векторный дифференцируемый многозначный про-
цесс 
0( ) ( )x t dt y t C , 
где 0C  – произвольный постоянный вектор, мерность которого совпадает с вектором ( )x t . 
Определение 15. Определенным интегралом от векторного многозначного непре-
рывного разложимого по ветвям процесса ( )x t  случайного типа, определенного на интер-
вале [ , ]a b , назовем множество предельных точек  
                                              
max 0
1
( ) LIM ( ) |
i
b I
c i i
t
ia
y x t dt x t c C ,                                    (5) 
где 0 1 Ia t t t b , 1i i it t t , ( )c ix  – значение c -той ветви процесса в произ-
вольной точке 1[ , ]i i it t , 1,i I . 
Если пределы LIM  в выражении (5) однозначные, то определенный интеграл мож-
но записать как 
                                         ( ) ( ) | { | }
b b
c c
a a
y x t dt x t dt c C y c C .                              (6) 
Определение 16. Криволинейным интегралом от ограниченной функции 1 2( , )x x  
по кривой L , описываемой векторной многозначной непрерывной разложимой по ветвям 
функцией 1 2(( ) ( ), ( ))x t tx t x , определенной на интервале [ , ]a b , назовем множество пре-
дельных точек 
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1 2 1
1 2 1 2
1 2 2
max 0
2
1
1LIM ( ) (
( , ) ( ( ), ( ))
( , | ,)) ,
i
b
L a
I
i i i
l
c
i
c
y dl d
dl
x x x t x t
l c C c
t
dt
x Cx
                            (7) 
где 2 2
1 1 1 2 2 1[ ( ) ( )] [ ( ) ( )]i i i i il x t x t x t x t , 0 1 Ia t t t b , 1 ii i tt , 1,i I . 
Если пределы в выражении (7) однозначные, то 
         
1 2 1 21 2 11 1 122 2 1 2 2
| ,( , ) ( ( ), ( ) |) ,
b
c c c c
L a
dl
x x x ty dl c C c C dt c Cx t
dt
c C .      (8) 
Определение 17. Интегралы, допускающие представление в виде выражений (6), (8), 
будем называть интегралами случайного типа, а определенные интегралы, не допускаю-
щие такое представление, – интегралами гиперслучайного типа. 
Интегралы (5)–(8), как и любое множество предельных точек, описываются не 
только множеством своих значений, но и функциями их распределения. У интегралов ги-
перслучайного типа функции распределения значений и плотности распределения много-
значные, а у интеграла случайного типа – однозначные. 
 
3.4. Представление векторного многозначного процесса случайного типа с помощью 
дифференциального уравнения 
Дифференцируемый векторный многозначный процесс случайного типа ( )x t , разложимый 
по ветвям, можно рассматривать как множество 
* * * *
1( ) ( ( ), , ( )) { ( ) | }N cx t x t x t x t c C  
частных решений *( )cx t , соответствующих разным начальным или (и) граничным условиям 
некоторой системы обыкновенных дифференциальных уравнений первого порядка  
                                                           
1 1 1
1
( , , ; ),
( , , ; ),
N
N N N
x h x x t
x h x x t
,                                                     (9) 
имеющей для фиксированных начальных или (и) граничных условий единственное реше-
ние. 
Единственность решения уравнения обеспечивается, как известно, если 
1 1 1( , , ; ), , ( , , ; )N N Nh x x t h x x t  – однозначные непрерывные функции, удовлетворяющие в 
рассматриваемой области условию Липшица [10]:  
1 1 1 1 0
1
1 1 0
1
( , , ; ) ( , , ; ) ,
( , , ; ) ( , , ; ) ,
N
N N n n
n
N
N N N N n n
n
h x x t h y y t M x y
h x x t h y y t M x y
 
где 0M  – некоторая положительная постоянная. 
В этом случае частные решения *( )cx t  для разных значений вектора c C  представ-
ляют собой ветви многозначного процесса ( )x t , удовлетворяющего разным начальным 
или (и) граничным условиям. 
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Множество *( )x t  характеризуется не только множеством функций *( )cx t , соответ-
ствующих разным ветвям c C , но также функцией распределения значений ( ; )xF x t  для 
разных значений x  и t . Эта функция распределения определяется функцией распределе-
ния ветвей ( )cF c  (или плотностью распределения ветвей ( )cf c ). 
Обратим внимание, что система дифференциальных уравнений первого порядка (9) 
может быть сведена к одному обыкновенному дифференциальному уравнению N -го по-
рядка. Отсюда следует, что N  раз дифференцируемый скалярный многозначный процесс 
случайного типа ( )x t , разложимый по ветвям, можно рассматривать как множество част-
ных решений дифференциального уравнения N -го порядка 
( )( , , ; ; )Nx x x t , соответ-
ствующих разным начальным или (и) граничным условиям. 
 
4. Векторные многозначные процессы гиперслучайного типа 
4.1. Непрерывный векторный многозначный процесс гиперслучайного типа 
Векторный многозначный процесс гиперслучайного типа ( )x t  – множество многозначных 
процессов случайного типа ( )gx t , рассматриваемых в различных условиях g G : 
( ) { ( ) | }gx t x t g G . Описывающие этот процесс многозначные функции распределения 
( ; )xF x t , ( ; )xF x t  и ( ; )xF x t  представляют собой множества функций распределения 
/ ( ; )x gF x t , / ( ; )x gF x t  и / ( ; )x gF x t  составляющих процессов случайного типа ( )g G : 
/( ; ) { ( ; ) | }x x gF x t F x t g G , 
/( ; ) { ( ; ) | }x x gF x t F x t g G , 
/( ; ) { ( ; ) | }x x gF x t F x t g G . 
Определение 18. Векторный многозначный процесс ( )x t  гиперслучайного типа 
назовем непрерывным на интервале 1 2( , )t t , если составляющие его многозначные про-
цессы случайного типа непрерывны на этом же интервале. 
Математический анализ векторных многозначных процессов гиперслучайного типа, 
даже непрерывных, – более сложная задача, чем математический анализ векторных много-
значных процессов случайного типа. Упрощение имеет место, когда составляющие про-
цессы случайного типа дифференцируемы на всем интервале определения (а, следователь-
но, разложимы по ветвям), и к тому же множества ветвей gC , соответствующие разным 
составляющим g G , одинаковы: gC C  g G . 
В этом случае можно ввести понятие /c g -той ветви процесса.  
Определение 19. /gc c g -ой ветвью ( gc -м расслоением) 
1 1( ( , , ), , , (0,1]N Nc c c c c , )g G  непрерывного на интервале 1 2( , )t t  векторного мно-
гозначного процесса /( ) { ( ) | , }c gx t x t c C g G  гиперслучайного типа назовем вектор-
ную однозначную функцию 
1/ / /
( ) ( ( ), , ( ))
Nc g c g c g
x t x t x t , компоненты которой на рас-
сматриваемом интервале описываются системой 
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1 1
1
1
/ / 1 1
/ /
( ) inf arg( ( ; ) / ),
( ) inf arg( ( ; ) / ).
N N
N
N
c g x g
x x
c g x g N N
x x
x t F x t c g
x t F x t c g
                                       (10) 
Ветви для фиксированного параметра g G  описываются однозначной функцией 
распределения по ветвям / ( )c gF c  или соответствующей плотностью распределения 
/ / 1( )( ) /
N
c g Nc g F cc c cf .  
Однозначные ветви образуют многозначные ветви, определяемые следующим обра-
зом: / | gc c g G . 
Определение 20. Векторный многозначный непрерывный на интервале 1 2( , )t t t  
процесс ( )x t  гиперслучайного типа будем называть разложимым по ветвям, если его со-
ставляющие процессы случайного типа ( )gx t  допускают разложение по ветвям / ( )c gx t : 
/( ) { ( ) | , }c gx t x t c C g G . 
 
4.2. Производная и дифференциал векторного многозначного процесса гиперслучай-
ного типа 
Производные векторного многозначного непрерывного разложимого по ветвям процесса 
гиперслучайного типа можно определить следующим образом. 
Определение 21. Правосторонней производной ( )x t  (левосторонней производной 
( )x t ) векторного многозначного непрерывного процесса ( )x t  гиперслучайного типа, раз-
ложимого по ветвям / ( )c gx t  ( , )c C g G , назовем множество правосторонних (левосто-
ронних) производных 
                                                     
/ /
/
0
( ) ( )
( ) LIM
c g c g
c g
t
x t t x t
x t
t
,                                      (11) 
рассчитанных в точке t  для всех c C  и g G , то есть /( ) { ( ) | , }c gx t x t c C g G . 
Определение 22. Векторный многозначный непрерывный процесс ( )x t  гиперслу-
чайного типа, разложимый по ветвям, будем называть дифференцируемым в точке t , если 
все его производные по ветвям однозначные и для всех ветвей левосторонняя производная 
совпадает с правосторонней производной: / / /( ) ( ) ( )c g c g c gx t x t x t  ,c C g G . 
Определение 23. Векторный многозначный непрерывный процесс ( )x t  гиперслу-
чайного типа, разложимый по ветвям, будем называть дифференцируемым, если он диф-
ференцируем на всем интервале его определения.  
Определение 24. Дифференциалом ( )dx t  векторного многозначного непрерывного 
дифференцируемого процесса ( )x t  гиперслучайного типа, разложимого по ветвям, назо-
вем множество дифференциалов составляющих процессов случайного типа, то есть 
/ / /( ) { | , } { ( ) | , } { ( ) | , }c g c g c gdx t dx c C g G x t dt c C g G x t c C g G dt . 
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4.3. Интеграл от векторного многозначного процесса гиперслучайного типа 
Определение 25. Первообразной (примитивной) векторного многозначного процесса ги-
перслучайного типа ( ) { ( ) | }gx t x t g G , определенного на интервале [ , ]a b , назовем век-
торный дифференцируемый многозначный процесс ( ) { ( ) | }gy t y t g G , производная ко-
торого во всех точках этого интервала равна процессу ( )x t : ( ) { ( ) | }gy t x t g G . 
Определение 26. Неопределенным интегралом от векторного многозначного про-
цесса гиперслучайного типа ( )x t  назовем дифференцируемый векторный многозначный 
процесс 
0{ ( ) | } { ( ) | }g gx t dt g G y t g G C ,  
сокращенно записываемый следующим образом: 
0( ) ( )x t dt y t C , 
где 0C  – произвольный постоянный вектор, мерность которого совпадает с вектором ( )x t . 
Определение 27. Определенным интегралом от векторного многозначного непре-
рывного разложимого по ветвям процесса гиперслучайного типа ( )x t , определенного на 
интервале [ , ]a b , назовем множество предельных точек  
                                    /
max 0
1
( ) LIM ( ) | ,
i
b I
c g i i
t
ia
y x t dt x t c C g G ,                        (12) 
где 0 1 Ia t t t b , 1i i it t t , 1[ , ]i i it t . 
Если пределы LIM  в выражении (12) однозначные, то определенный интеграл 
можно записать как 
                        / /( ) ( ) | , { | , }
b b
c g c g
a a
y x t dt x t dt c C g G y c C g G .             (13) 
Определение 28. Криволинейным интегралом от ограниченной функции 1 2( , )x x  
по кривой L , описываемой векторным многозначным непрерывным разложимым по вет-
вям процессом 1 2(( ) ( ), ( ))x t tx t x  гиперслучайного типа, определенным на интервале 
[ , ]a b , назовем множество предельных точек 
                         
1 2 1 1 2 2max 0
1 2 1 2
1 / 2 /
1
( , ) ( ( ), ( ))
( ,LIM ( ) ( ) | , , ,)
i
c
b
L a
I
i i
l
i
g c g i
dl
x x xy dl t x t
d
d
t
x x
t
l c C c C g G
                       (14) 
где 2 21 1 1 2 2 1[ ( ) ( )] [ ( ) ( )]i i i i il x t x t x t x t , 0 1 Ia t t t b , 1 ii i tt , 1,i I . 
Если пределы в выражении (14) однозначные, то 
1 2 1 21 2 1 1 2 2 1 1 2 21 / 2 /
( , ) ( ( ), ( ))| , | , ,
b
c c c g c g
L a
y dl c C c C dt c
dl
x x x C c C gt
dt
Gx t . (15) 
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Определение 29. Интегралы, допускающие представление в виде выражений (13), 
(15), естественно называть интегралами случайного типа, а интегралы, не допускающие 
такое представление, – интегралами гиперслучайного типа. 
Интегралы (12)–(15) описываются не только множеством своих значений, но и 
функциями распределения. У интегралов гиперслучайного типа функции распределения и 
плотности распределения многозначные, а у интегралов случайного типа – однозначные. 
 
4.4. Представление векторного многозначного процесса гиперслучайного типа с по-
мощью дифференциальных уравнений 
Дифференцируемый векторный многозначный процесс гиперслучайного типа ( )x t , разло-
жимый по ветвям, можно рассматривать как множество * *( ) { ( ) | }gx t x t g G  частных ре-
шений * ( )gx t  совокупности обыкновенных дифференциальных уравнений первого порядка, 
описывающих составляющие функции случайного типа при определенных начальных или 
(и) граничных условиях, где 
* *
/( ) { ( ) | }g c gx t x t c C  – множество частных решений g -той 
системы дифференциальных уравнений первого порядка 
                                                       
1 1/ 1
/ 1
( , , ; ),
( , , ; ),
g N
N N g N
x h x x t
x h x x t
,                                                     (16) 
имеющей для фиксированных начальных или (и) граничных условий единственное реше-
ние. 
Система уравнений (16) для всех g  может рассматриваться как дифференциальное 
включение [11]. 
Множество *( )x t  характеризуется не только множеством функций */ ( )c gx t , соответ-
ствующих разным составляющим функциям g G  и ветвям c C , но также многозначной 
функцией распределения значений /( ; ) { ( ; ) | }x x gF x t F x t g G . 
Обратим внимание, что в описанном способе представления многозначного процес-
са многозначность обусловлена двумя причинами: отличием ядер 
1/ 1 / 1( , , ; ), , ( , , ; )g N N g Nh x x t h x x t  дифференциальных уравнений при разных условиях 
g G , что порождает множество составляющих * ( )gx t  функции ( )x t , и отличием началь-
ных или (и) граничных условий, что приводит к появлению множества ветвей 
*
/ ( )c gx t  у 
каждой составляющей * ( )gx t . 
Поскольку векторный многозначный процесс гиперслучайного типа состоит из 
многозначных процессов случайного типа, порождаемых дифференциальными уравнения-
ми с разными ядрами, ветви 
*
/ ( )c gx t , соответствующие разным составляющим g G , могут 
пересекаться и даже совпадать на отдельных участках. 
Заметим, что система дифференциальных уравнений первого порядка (16) может 
быть сведена к одному обыкновенному дифференциальному уравнению N -го порядка. 
Поэтому N  раз дифференцируемый скалярный многозначный процесс гиперслучайного 
типа ( )x t , разложимый по ветвям, можно рассматривать как множество частных решений 
обыкновенного дифференциального уравнения N -го порядка, соответствующих разным 
начальным или (и) граничным условиям. 
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5. Описание физических процессов многозначными детерминированными моделями 
В статье [8] обращено внимание на то, что существует множество задач, в которых пред-
ставление данных однозначными детерминированными величинами или функциями в 
принципе неприемлемо, и приведены примеры задач, в которых применение многознач-
ных детерминированных моделей представляется целесообразным. 
Одиночными детерминированными многозначными моделями хорошо описывают-
ся многие реальные физические процессы, в частности, представляемые дифференциаль-
ными уравнениями с неопределенными (принадлежащими некоторому множеству) 
начальными или граничными условиями или с неопределенными (принадлежащими неко-
торому множеству) ядрами (дифференциальными включениями). В отличие от классиче-
ских дифференциальных включений в предлагаемых моделях используется мера или мно-
жество мер, что повышает их информативность. Описанные модели близки к моделям с 
инвариантной мерой.  
Предложенными моделями удобно описывать процессы хаотического типа, не-
устойчивые по Ляпунову процессы, процессы, в которых нарушена сходимость (наруше-
ние сходимости порождает, как известно [6, 7], неоднозначность), процессы, зависящие от 
несущественных параметров. 
Разрабатываемый подход может быть полезен не только при решении физических и 
математических задач, в которых многозначность присутствует явно в самой постановке 
задачи, но и при решении задач, в которых многозначность проявляется в процессе реше-
ния.  
 
6. Выводы 
1. Акцентировано внимание на том, что математические части теории вероятностей и тео-
рии гиперслучайных явлений описывают не только массовые явления, а также одиночные 
(детерминированные) многозначные явления (события, величины и функции), характери-
зуемые мерой (в случае теории вероятностей) и множеством мер (в случае теории гипер-
случайных явлений). 
2. Разработанные в предыдущих работах способы описания и анализа скалярных много-
значных детерминированных процессов, характеризуемых мерой и множеством мер, рас-
пространены на векторные многозначные детерминированные процессы соответственно 
случайного и гиперслучайного типов. 
3. Для векторных многозначных детерминированных процессов случайного и гиперслу-
чайного типов введены понятия непрерывности, ветви процесса, производной, дифферен-
циала и интеграла. Рассмотрены варианты описания таких процессов с помощью диффе-
ренциальных уравнений. 
4. Установлено, что N -мерный векторный многозначный процесс случайного типа может 
быть представлен множеством частных решений обыкновенного дифференциального 
уравнения N -го порядка, соответствующих разным начальным или граничным условиям, 
а N -мерный многозначный процесс гиперслучайного типа – множеством частных реше-
ний совокупности таких дифференциальных уравнений. 
5. Область целесообразного использования разрабатываемого подхода представляется до-
статочно широкой. Одиночными детерминированными многозначными моделями хорошо 
описываются многие реальные физические процессы, в частности, представляемые диф-
ференциальными уравнениями с неопределенными (принадлежащими некоторому множе-
ству) начальными или граничными условиями или с неопределенными (принадлежащими 
некоторому множеству) ядрами (дифференциальными включениями). В отличие от клас-
сических дифференциальных включений в предлагаемых моделях используется мера или 
множество мер, что повышает их информативность. Описанный подход может быть поле-
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зен не только при решении физических и математических задач, в которых многознач-
ность присутствует явно в самой постановке задачи, но и при решении задач, в которых 
многозначность проявляется в процессе решения. 
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