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Abstract 
Parametric design of satellite tracking controller is an essential for almost modern satellites. To avoid selecting 
parameters by traditional experience, particle swarm optimization (PSO) algorithm is proposed to optimize the 
parameters of satellite attitude tracking controller, which is a radial basis function neural network based sliding mode 
controller. The mechanism of sharing information among particles is introduced to obtain solution. Numerical 
simulation results show that PSO can reach the optimal solution within 20 iterations. By updating the position and 
velocity of particles to seek solutions, PSO provides strong global search ability and convergent performance.  
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1. Introduction 
Spacecraft attitude tracking control has been studied intensively in the past few decades [1-7], because 
of the increasing demands on taking pictures from objects far away, or maintaining high precision 
pointing towards object on the ground [1]. Chen [2] designed a sliding mode controller for spacecraft 
tracking problems. This was illustrated by an example of multi-axis attitude tracking maneuvers. 
Kowalchuk [3] also designed a sliding control law under system uncertainties. Gao [4] designed a sliding 
mode controller with PID sliding surface. In order to avoid inherent chattering of sliding mode control, 
Wu [5] designed a disturbance observer in the sliding mode controller. Chen [6] proposed a sliding mode 
control law based on radial basis function (RBF) neural network for satellite attitude tracking using 
reaction wheels. Yoon [7] designed an adaptive tracking controller to deal with the actuator uncertainties. 
These controller parameters often designed by traditional experience. 
PSO was introduced by Kennedy and Eberhart [8] in 1995. It was inspired by the swarming behavior 
as is displayed by birds, fishes, or human social behavior being influenced by other individuals. Zhang [9] 
introduced proposed particle swarm optimization (PSO) to optimize the parameters of the satellite attitude 
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controller. Hu [10] improved the basic PSO algorithm and applied to flexible satellite attitude controller 
parameters optimization. The optimization showed better performance.  
In this paper, for the satellite attitude tracking problem, we applied PSO algorithm to optimize the 
controller parameters based on the ref [6]. 
2. Satellite Attitude Tracking Control Problem 
2.1. Dynamics and Kinematics of Satellite 
Consider a rigid spacecraft with N reaction wheels, the dynamic equations of the spacecraft can be 
written as Eqn. (1). 
 
dssss TuAhAJJ +−−−=
×× ωωωω	   (1) 
as described in [6], J is the total body inertia matrix minus the radial moments of inertia of wheels, and ω 
is the body rate vector of the spacecraft. The notation ω× denotes the skew-symmetric matrix. As is the 
setup matrix of N wheels, hs is angular momentum of wheels and us are the control torques. Td are 
external torques on the satellite. 
The differential equation that governs the kinematics in terms of the Modified Rodrigues Parameters 
(MRPs) is given by Eqn. (2). 
 
( )ωσσ G=	   (2) 
where σ are MRPs, G(σ) is a function of σ in [6]. 
2.2. Tracking Error Equations 
Introduce the orbital frame as the reference frame, and assume the σd denotes the desired attitude with 
the orbital frame to inertial frame, and define σe as the attitude error from the body frame to the orbital 
frame. Then the tracking error dynamics are given by Eqn. (3-4).  
 
( )( ) ( )( )( ) ( ) ( )( ) dssdedeessdeedeee TuARRJhARJRJ +−−++++−= ×× ωσωσωωσωωσωω 		  (3) 
( ) eee G ωσσ =	   (4) 
2.3. Tracking Controller Design 
The sliding surface is defined as Eqn. (5). 
 
ee Ks σω +=   (5) 
where K is a diagonal positive matrix. 
The sliding mode controller is described in Eqn. (6-7). 
 
( )( ) ( )( )( ) ( ) ( )( ) ( ) yKGJRRJhARJRuA seededeessdeedeess ˆ00000 +−+−++++−= ×× τωσωσωσωωσωωσω 	  (6) 
ee Ks σω +=   (7) 
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where “0” means the system nominal value, τs=[τs1, τs2, τs3]T , and τsi=-knisign(si)-kmisi, the kni and kmi are 
positive. ŷ is the estimate value of uncertainties by radial basis function neural network, as described in 
Eqn. (8). 
 
( )∑
=
−−=
m
i
iiijj bCswy
1
22 2expˆ   (8) 
where Ci=[c1i, c2i, c3i], i=1,2,…,m, represents the center of the ith Gaussian function, bi is a measure of its 
width and wi  represents the output weight from that node to the jth output. m is the number of employed 
neurons at hidden layer. 
3. Particle Swarm Optimization for Controller Parametric Optimization 
3.1. Basic PSO Algorithm 
PSO consists of a swarm of particles moving in an D-dimensional, real-valued search space of possible 
problem solutions [11]. Every particle represents a solution to a specific problem. In other words, a 
particle is a point in search space in which we are attempting to find an optimal location with respect to a 
fitness function f.  For the ith particle, each particle has a position vector X(x1, x1,…, xD) encoding a 
candidate solution to the problem, and a velocity vector V(v1, v1,…, vD). Moreover, each particle contains 
a small memory that stores its own best position seen so far lPbest and a global best position gPbest 
obtained through communication with its neighbor particles. At each time step t, the velocity is updated 
and the particle is moved to a new position. This new position is calculated as the sum of the previous 
position and the new velocity, as given in Eqn. (9). 
 
)1()()1( ++=+ tvtxtx ijijij   (9) 
where i=1,2,…,m expresses m particles, j=1,2,…,D represents the dimension of particles.  
The update of the velocity from the previous velocity to the new velocity is determined by Eqn. (10). 
 
( ) ( ))(rand())(rand())()1( 21 txgPbestctxlPbestctwtv ijjijijijij −+−+⋅=+  (10) 
where w is inertia weight, c1,c2 are learning factors, rand() is a random function to produce random 
numbers in [0,1]. 
3.2. PSO for controller parametric optimization 
The control parameters are defined as the input variables of PSO, such as K, Km, Kn. In the general 
control system design, integrated error, integrated absolute error, integrated square error etc, are used as 
evaluation functions. While for the satellite control system, the fitness f of each particle is given by Eqn. 
(11). 
 
( )dttetf T∫= 0   (11) 
where t is the control system running time, e(t) is the error of control result. 
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4. Simulation and Result 
The satellite inertia is equal to matrix [220 0 0; 0 200 0; 0 0 175]kgm2, and the uncertainty inertia is 
given by matrix [-15 10 -20; 10 10 30; -20 30 -10] kgm2. The inertia of each reaction wheels is taken as 
0.4 kgm2, and the nominal reaction wheels’ install matrix is equal to [1 0 0 -1/√3; 0 1 0 1/√3; 0 0 1 1/√3]. 
The initial MRPs of the satellite is equal to [0.01, -0.02, 0.04]T , and the initial angular velocity is equal to 
[-0.005, 0.002, -0.008]T rad/s. The initial wheel speed is equal to [3000, 3000, 3000]T rpm. The desired 
angular velocity is equal to matrix 0.001×[sin(2πt/600), sin(2πt/500), sin(2πt/300)]T rad/s. For the 
remainder parameters we can refer [6]. 
The PSO algorithm’s learning factor c1 is equal to 1.4962, c2 is equal to 1.4962. Inertia weight w is 
equal to 0.7298. Particles number is equal to 40. Maximum iterations is equal to 40. 
The fitness trend of PSO is shown in Fig. 1. As seen in the figure, PSO get the optimal result at 20th 
iteration. 
 
Fig. 1. Convergence curve of PSO algorithm  
Fig. 2 and 3 are the attitude tracking error curves compared PSO optimal with the curves in refer [6]. 
These curves indicate angular variations and rate variations in three axis. The figures illustrate that PSO 
optimization parameters are much better than that in refer [6], the MRPs error and angular velocity error 
are close to 0 at about 24s, but at 180s as in refer [6]. Therefore the PSO is effective for the parametric 
optimization of satellite attitude tracking controller. 
 
Fig. 2. (a) Attitude tracking error by PSO optimization; (b) Attitude tracking error in refer [6] 
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Fig. 3. (a) Angular velocity tracking error by PSO optimization; (b) Angular velocity tracking error in refer [6] 
5. Conclusion 
For the parametric optimization of satellite attitude tracking controller, this paper proposes a PSO 
algorithm for a RBF neural network sliding mode controller. The numerical simulation result shows that 
PSO algorithm can be applied for the parametric optimization of satellite attitude tracking controller. 
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