ultimate answer will depend upon future technological progress, crop climatic adaptation, and CO 2 fertilization effects among many other factors, but a current statistical answer can be obtained from historical records relating crop yield variability to climate. An approach using pooled time-series crosssectional data much like that employed in Mendelsohn, Nordhaus and Shaw can be used to measure yield variability impacts of shifts in climate. The question addressed is how is the variability of U.S. corn, cotton, sorghum, soybeans, and wheat yields affected by shifts in climate?
Methodological Background Pope (1978,1979) developed a stochastic production function specification that after estimation explicitly shows the effects of independent variables on the probability distribution of output (p.79) and does not impose dependence between an item's effect on yield variability and it's effect on mean yield. Pope (1978,1979) described both Maximum Likelihood (MLE) and a three step, feasible generalized least squares (FGLS) procedure for estimating the function.
Antle extended Just and Pope's approach by developing a moment-based stochastic production function that estimated higher order moments and used it in the estimation of a set of input demand functions and a distribution of risk preferences. Love and Buccola applied related techniques to primal risk models, allowing joint estimation of either technology and yield variability or input demands and yield variability. Saha, Shumway, and Talpaz's showed how to jointly estimate risk preferences and the production technology. Buccola and McCarl investigated the small-sample properties of Just and Pope's three stage method, using Monte Carlo experiments.
McCarl and Rettig used the three step approach to examine the effects of changes in ocean conditions on the variability of the salmon catch.
Despite the fact that Just-Pope production functions have traditionally been estimated by the three-step FGLS approach, Saha, Havenner, and Talpaz show in Monte Carlo experiments that for small samples, MLEs are more efficient and unbiased than FGLS estimates. They show that FGLS estimates systematically understate the risk effects of inputs, a serious problem in the present context.
Panel Data Set for Estimation
The availability of state level detailed climate and yield data across the U.S. allows for the exploration of both inter-temporal and inter-spatial variances in the data with state level characteristics, and changes in technology controlled. State level yields and acreage harvested for 25 years, 1973 to 1997 were used from USDA-NASS Agricultural Statistics for the contiguous 48 states, yielding about 1200 observations.
State-level climate data that matches the agricultural output data is available on the NOAA Internet home-page which includes time series observations for thousands of weather stations. The temperature data predominantly April to November averages for the published weather stations in a state. For regions growing predominantly winter wheat, we used the November to March average temperature. The rainfall data are state annual totals, reflecting both precipitation falling directly on a crop, and also inter-seasonal water accumulation.
Time Series Estimation
The Just-Pope production function can be estimated from panel data relating yield to exogenous variables. This procedure produces estimates of the impacts of the exogenous variables on levels and the variance of yield. An assumption of the model is that included variables are stationary. Deterministic and stochastic trends in variables can introduce spurious correlations between the variables, because the errors in the data-generating-processes for different series might not be independent (Granger and Newbold) . In other words, correlations might be detected between variables that are increasing for different reasons and in increments that are uncorrelated (Banerjee, et al, p.71 ).
An early method for accounting for the trends in many economic time series, and the positive trends that are certainly evident in agricultural yields, was to include a deterministic time trend.
Unfortunately, correlations between variables may still be spurious even when deterministic time trends are accounted for. To make matters worse, standard t-statistics on the time trend variable are inflated when the other variables in a regression are non-stationary (Phillips) . This might make it seem that a time trend is properly accounted for when it is not. The solution to these problems, is to first test for stationarity. Non-stationary variables can be differenced once and retested. If the differenced versions are stationary, the variables are said to be integrated order one or I(1). Stationary time series are integrated order zero or I(0). Regressions on stationary variables may satisfy ideal conditions, and inferences on a deterministic time trend can be made safely. Even though our data has more regions than annual observations, any data set with a time dimension of 20 years or more should be tested for its time series properties. 
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To determine the mean and variance of , i=1,2,...,N, it is necessary to first calculate When the assumptions hold, 0 iT will be identically and independently distributed with a finite mean,
, and finite variance, , for any T<N.
Results of the Panel Unit Root Test
The above panel unit root test procedure is individually applied to each of our potential dependent (yield) and independent variables (acreage, rainfall, and temperature). The results in Table 1 show that for corn, cotton, sorghum, soybeans, and wheat, the variables are stationary as a panel or integrated order zero (I(0)), rejecting the null hypothesis of a unit root. To test the sensitivity of this result to possible violation of the assumption of serially uncorrelated errors, either the error terms can be tested directly, or an additional test can be performed.
A slightly modified test is described in Im, Pesaran, and Shin that is robust to serial correlation.
Since the results we obtain by this second method are the same as for the first, reported in the second section of Table 1 is not surprising since we will show the existence of random region effects in the production functions that we estimate in the next section. We proceed by differencing the non-stationary variables, sorghum yield, cotton precipitation, and soybean temperature, in their region panels. These differenced versions are re-tested as panels and are shown to be stationary or I(0).
These panel time series characteristics of the data are used in formulating the estimation approach. Stationary versions of all of the variables are used in the panel production function model in the next section. This avoids possible spurious correlations between variables and allows the establishment of valid relationships. In addition, a deterministic time trend may be included that does not suffer from an inflated t-statistic.
Fixed or Random Effects?
Having established the time series properties of the variables, it is important to establish the correct panel model form. Results of the previous section reveal that some of the variables in Table 1 have correlations across regions. To test for fixed or random region effects in the model, several approaches are available. The results from the estimation of (2), in the second row of confidence. An alternative test for fixed or random region effects is provided by Hausman.
The MLE Approach to Estimating the Production Function
The previous sections established stationarity of the variables and random region effects, without ruling out possible deterministic trends. Following Saha, Havenner and Talpaz we estimate production functions of the form ( ) ( , ) ( , ) 3 y f X h X = + β α ε where y is crop yield (corn, cotton, sorghum, soybeans, and wheat), f(@) is an average production function, and X is a set of independent explanatory variables (climate, location, and time period). The functional form h(@) for the error term u i , is an explicit form for heteroskedastic errors, allowing estimation of variance effects. Estimates of the parameters of f(@) give the average effect of the independent variables on yield, while h 2 (@) gives the effect of each independent variable on the variance of yield. The interpretation of the signs on the parameters of h(@) are straightforward. If the marginal effect on yield variance of any independent variable is positive, then increases in that variable increase the standard deviation of yield, while a negative sign implies increases in that variable reduces yield variance.
The log-likelihood function is then: ε i Ñ ( , ) 0 1
Crop Yield Production Function Estimates
After controlling for random effects, the MLEs of the f(X,$) part of the crop production functions are displayed in Table 3 . Two specifications are tested, linear and Cobb-Douglas, and for precipitation and temperature for corn, cotton and sorghum these forms give similar results. The sign on precipitation is positive for all three crops and is negative on temperature. This indicates that crop yields increase with more rainfall and decrease with higher temperatures, holding acreage constant and after controlling for a deterministic time trend that may serve as a proxy for the non-stochastic portion of the advance of agricultural technology.
Higher temperatures positively impact soybean yields (Cobb-Douglas estimate insignificant) and negatively impact wheat yields. The coefficients on the deterministic time trend are positive and significant as expected for all crops, except the Cobb-Douglas estimates for cotton and wheat. This may come from the tendency of Cobb-Douglas forms to pick up curvature because this form is nonlinear over a wide range of parameter values, and may indicate a declining rate of increase in the effect of technology on yield rather than an actual negative impact of technology .
The coefficients for rainfall and temperature can be converted to elasticities by multiplying by sample average climate and dividing by average yield. These elasticities are reported in Table 4 . For corn yields, the percentage effects of changes in climate estimated by Cobb-Douglas are higher than the linear estimates. Elasticities for the other crops are mixed, with uniformly high elasticities being measured for both rainfall and temperature on sorghum.
A Test of Model Adequacy
Before considering variability estimates in the next section, it is worthwhile to test the adequacy of the panel production function models. The classical assumption of the random effects model is that the errors are region specific. The significance of a deterministic time trend along with the other stationary variables, raises a question whether region production function errors might also be time specific. If serial correlation was previously ignored, estimates in Table 3 could be consistent but inefficient, with biased standard errors.
Since random region effects are identified in Table 2 , it is appropriate to test for serial correlation jointly with this information. Baltagi and Li present a series of tests for serial correlation that are carried out jointly with various assumptions concerning region effects. Their Lagrange Multiplier (LM) test for zero first-order serial correlation assuming random region effects, is the same whether the alternative is AR(1) or MA(1) (Baltagi, , which is fortunate as we have no way of testing which is the appropriate alternative.
For AR(1) serial correlation, a new specification of the error terms in equation (4) are as an AR (1) Test results for serial correlation are displayed in the third row of Table 2 , along with the other panel model specification tests. They fail to reject the null hypothesis, indicating no serial correlation in the production functions for all five crops. Since the region production function errors are not time specific, the estimates in Table 3 are efficient and unbiased. Another assumption of the maximum likelihood models are that the error terms are normally distributed. A standard test of this assumption is available in Greene (chapter 4) and the null hypothesis of non-normality is rejected with 99%
confidence. Test statistics are reported in the last row of Table 2 .
Variability Results from the Estimated Model
As was the case for the average production functions, the clearest results are obtained for corn, cotton and sorghum, and do not depend on functional form (Table 5 ). Increases in rainfall decrease the variability of corn and cotton yields. More precipitation also increases the variability of sorghum yields, which is not surprising given the tolerance of sorghum to dry conditions. Higher temperatures decrease the variance of cotton and sorghum yields, which is consistent with their geographic distribution.
Corn yields are predictably more variable with higher temperatures, because corn is grown in areas where it is seldom stressed by low temperatures. The deterministic trend in technology has an interesting positive impact on yield variability for these three crops. In Table 3 the deterministic trend has a positive impact on yield levels, so this might have been achieved at the expense of increased yield risk confirming work by Anderson and Hazell. More rainfall decreases the variability of wheat yields, but the temperature effect is mixed. For soybeans, the linearly estimated impacts are negative and the Cobb-Douglas estimates are positive.
Elasticities calculated for rainfall and temperature variability are reported in Table 6 . Cotton and sorghum rainfall variability elasticities are all small, with a one percent increase in rainfall leading to a half of one percent or less increase or decrease in yield variability. Cotton and sorghum have high temperature variance elasticities with a one percent change in temperature leading to an up to eleven times decrease in yield variability. Similarly large elasticities are obtained for rainfall effects on corn and wheat yield variability. All of these results are consistent across functional forms. Soybean elasticities are all less than one, but sign inconsistency across functional forms make these results harder to interpret. The distinction between the impacts of climate on levels and variance of yields, raises several policy questions related to crop insurance and climate change assessment that will be addressed in the conclusions.
Finally and for perspective we used the regional estimates of climate change arising under the Canadian and Hadley simulators used under the US Global Climate Change Research Program's National Synthesis using the 2090 climate projections to obtain estimates of the effects of projected climate change on crop yield variance for selected crops in selected regions. These involved plugging the projected precipitation and temperature changes for the selected regions into the formulas and computing the projected yield changes into the Cobb Douglas form. The results are given in Table 7 and show uniform decreases in corn and cotton yield variability with mixed results for the other crops.
Concluding Comments
This study has developed quantitative estimates of the impacts of climate on yield variability of major U.S. agricultural crops by incorporating recent time series and panel data in Just-Pope stochastic production function estimation exercise. The results highlight crop specific differences in the climate impacts on yield levels and variability. For corn, precipitation and temperature results are found to have opposite effects on yield levels and variability. More rainfall causes corn yield levels to rise, while decreasing yield variance. Temperature has the reverse effects on corn yield levels and variance.
For sorghum the effects go in the same direction, with higher temperatures reducing yields but also reducing variability. More rainfall increases sorghum yields but also increases variability.
These results have important policy implications. If future climate changes can be predicted to increase or decrease climate variables, a guide to possibly differential impacts on U.S. crops may be inferred from these results. This information might be useful to agricultural climate change impact modelers. These results could also be considered when future crop insurance programs are being constructed that protect farmers while providing desired incentives for adaptation through possible crop switching. Federal agricultural R&D policy might also be informed by the results on deterministic technological advance. If further research continues to confirm the result that technology has improved yields while also intensifying cycles of boom and bust, it may be possible to formulate technological responses to the problem while relieving some of the burden on U.S. taxpayers evidenced by recent disaster relief packages. Numbers in parentheses are standard errors. * Significant at 99% confidence level. 
