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 
Abstract— There have been notable advances in learning to 
control complex robotic systems using methods such as Locally 
Weighted Regression (LWR). In this paper we explore some 
potential limits of LWR for robotic applications, particularly 
investigating its application to systems with a long horizon of 
temporal dependence. We define the horizon of temporal 
dependence as the delay from a control input to a desired 
change in output. LWR alone cannot be used in a temporally 
dependent system to find meaningful control values from only 
the current state variables and output, as the relationship 
between the input and the current state is under-constrained. 
By introducing a receding horizon of the future output states of 
the system, we show that sufficient constraint is applied to 
learn good solutions through LWR. The new method, Receding 
Horizon Locally Weighted Regression (RH-LWR), is 
demonstrated through one-shot learning on a real Series Elastic 
Actuator controlling a pendulum. 
I. INTRODUCTION 
ocally weighted regression (LWR) [1] is a recent 
learning method which can be used to estimate an 
inverse model of a dynamic system using nonparametric 
regression techniques. LWR has been shown to learn the 
inverse dynamic model of robotic systems and has been used 
to learn to control the acceleration of the end effectors given 
a corresponding torque command [2].  
When learning the inverse dynamics, there is a 
feedforward relationship between the torque input and the 
acceleration output, with non-linear forces (such as 
centripetal and Coriolis forces, and gravity) disturbing the 
system. The feedforward relationship can be seen in the 
general robot dynamic equation  
 ),()( qqfqqMu   , (1) 
where the inputs are joint torques, u, and the output is the 
acceleration of the joints, q . LWR has been shown to learn 
the inverse of this feedforward relationship by localizing the 
non-linear terms with respect to the state of the system.  
Consider now the more general case of a Linear Time 
Invariant (LTI) system defined by: 
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There is only a direct learnable relationship between input 
and output at any given time if the feedforward matrix, D, is 
non-zero; that is, when the system is temporally 
independent. As we will later show, LWR alone will fail to 
learn a useful controller when there is no direct feed-forward 
term in the system model, when the system is temporally 
dependent. 
This paper demonstrates that adding a window of future 
outputs to LWR improves its applicability to temporally 
dependent robotic systems. We introduce the concept of a 
horizon of temporal dependence, and illustrate why learned 
inverse models (using techniques such as LWR) are not 
suitable controllers when attempting to act outside that 
horizon. Based on this concept, we propose the new method 
Receding Horizon Locally Weighted Regression (RH-LWR) 
to learn controllers using a receding horizon of future system 
output. In this paper, we explore the temporally dependent 
problem of learning position control of a Series Elastic 
Actuator [3] from voltage input to the motor, and compare 
the performance of LWR and RH-LWR in developing the 
learned controller. 
This paper firstly outlines the standard LWR algorithm and 
alternative algorithms which can be used to learn inverse 
dynamic models of nonlinear systems. Section III introduces 
the notion of a horizon of temporal dependence, and 
illustrates its basis for the Receding Horizon Locally 
Weighted Regression (RH-LWR) algorithm. Section IV then 
outlines an experiment comparing the performance of LWR 
to RH-LWR on a real robot system. The results of this 
experiment are then outlined in section V, followed by 
concluding remarks and future work. 
II. LEARNING INTERNAL MODELS 
A. Locally Weighted Regression 
There are a few variants of the LWR algorithm, but the body 
of the work can be found in [1]. An iterative version useful 
for online high dimensional applications is also described in 
[4]. LWR has been applied as a robot learning framework 
for multiple robotic systems ranging from a 7 Degree of 
Freedom (DoF) SARCOS master arm to a 30 DoF humanoid 
[5]. LWR’s versatility has also been extended to learning 
control within operational space of redundant systems [6]. 
An extended algorithm, locally weighted projection 
regression (LWPR) was also developed which performs 
dimensionality reduction by projecting the input data to a 
lower dimension before performing the regression, useful for 
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learning with high DoF nonlinear robots [7].  
The LWR algorithm involves estimation of a non-linear 
function in the form: 
  )(xfy , (3) 
where x is the input vector, y is the output vector and ε is a 
zero mean noise term.  The LWR algorithm estimates this 
non-linear function by introducing locally linear models 
across the input space and forms an output prediction, based 
on a weighted average of local predictions. The weights of 
an input, wi, are computed for each local model using a 
kernel function; typically a Gaussian kernel in the form of 
(4) where ci is the center of the kernel within the input space 
of the i
th
 local model and Di is a positive semi-definite 
matrix determining the shape and size of the Gaussian 
kernel.  
The locally linear models reduce the learning task to a set 
of linear regression problems. Least squares regression is 
used to estimate a set of linear parameters for each model 
within their respective local space. An iterative least squares 
rule eliminates the requirement to store each data point when 
updating the regression parameters, producing an efficient 
iterative LWR algorithm. This algorithm can be broken 
down into two main steps, composed of the learning rule 
(Algorithm 1) and the prediction rule (Algorithm 2). In 
Algorithm 1, the learning rule computes the weight of the 
training point for each local model and then performs the 
least squares update rule. A forgetting factor, λ, weights the 
previous data over time.  
 
Algorithm 1 LWR Iterative Learning Rule 
1: Given the Training point [yj, xj] 
2: For each local model i: 
3:   Compute the local weight  
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4:   Update the local means 
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5:   Update the weighted variance matrix  
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T
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6:   Update the weighted covariance matrix 
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7:   Update the local least squares parameters 
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After sufficient training points have been given to the 
learning rule, the prediction rule in Algorithm 2 computes a 
global prediction, ŷ, using a weighted average of the local 
predictions from each model. 
 
Algorithm 2  LWR Prediction Rule 
1: Given the query point xq 
2: For each local model i: 
3:   Compute the local prediction 
 iiqi Bxxy )(ˆ   (9) 
4: End For 
5: Compute the global prediction 
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This iterative algorithm is O(N) in computational time as no 
previous input values are stored [7], compared with a non-
iterative least squares algorithm which has O(N
2
) as it stores 
all or a subset of training points in the variance and 
covariance matrices. 
The typical approach to learning control using LWR is to 
learn a prediction of the input, uk, from time correlated data 
collected of the system’s output, yk, and the state, xk, forming 
an approximation of the inverse transfer function: 
 ),(
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Note the different use of y and x to Equation 3. To adopt the 
notation of Equation 3: 
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To apply the learned model to the control system, a 
prediction of the required input is generated based on the 
demanded output of the system and the current state. 
B. Other approaches for learning internal models 
An alternative method to LWR is a stochastic technique 
entitled Local Gaussian Process regression (LGP) [8] which 
computes a locally weighted transformation of the input 
data, but uses a probability density function of the output 
and weighted input to produce an estimation and uncertainty 
of the output. The disadvantage with this method is that it’s 
computationally expensive to compute the prediction since it 
incorporates a large matrix inversion. Attempts have been 
made to reduce the computational time of Gaussian 
processes such as Sparse Gaussian Processes (SGP) [9] and 
Mixture of Expert’s methods (ME) [10]. However SGP’s 
introduce further tuning parameters and ME methods 
introduce extra computation for their gating networks to 
switch between models.  
III. RECEDING HORIZON LOCALLY WEIGHTED REGRESSION 
This section introduces the notion of using a receding 
horizon window with LWR to learn inverse dynamic models 
of non-linear systems in which the inputs and outputs are 
temporally dependent. Firstly the framework will be 
introduced using a linear system, highlighting the 
significance of using a window of future outputs. 
Subsequently a non-linear approach will then be outlined 
defining how a receding horizon can be incorporated within 
  
 
LWR. We will use a discrete time representation of the 
system for this derivation. The system of interest can be 
represented by the discrete state space equations of the form: 
 kkk BuAxx 1  (13) 
 kkk DuCxy  , (14) 
where k is the current discrete time step, mkx   is a vector 
of the state of the system, pky   is the output of the 
system, qku   is the input to the system. Lastly A, B, C 
and D are the discrete state space system matrices. For this 
application we assume the state space system is both 
controllable and observable in order to construct a relevant 
control policy. 
A. Horizon of Temporal Dependence 
In [11], a temporally dependent system is defined as one 
where the future output is dependent on the current state and 
current input, as: 
 ),(1 kkk uxfy   (15) 
We extend this definition further by introducing the horizon 
of temporal dependence, where the horizon, n, is defined by: 
 ),( kknk uxfy    (16) 
In other words, the horizon defines the number of time steps 
before a given input at the current time affects the output, 
starting at an initial state xk. This is further illustrated in 
Figure 1. 
 
Fig. 1.  The relationship of the current input uk to its temporally dependent 
output for horizons of 0 to n. 
 
The horizon of temporal dependence can be illustrated 
using the system identification representation of a system’s 
inputs and outputs [12]:  
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where Yf and Uf are the future time responses of the input 
and output up to n time steps. Γ is the extended observability 
matrix and H is an n×n lower block triangular Toeplitz 
matrix.  
By studying Equation 17, it can be seen that the input uk 
affects the future outputs up to yk+n, as defined by the 
horizon. If a system’s input is temporally independent with 
its output then the D matrix will be non-zero, indicating that 
at any time the input will directly affect the output at the 
same point in time. The example shown in the introduction 
(Equation 1) is an example of a temporally independent 
system; the output acceleration of the robot’s tool point at 
any instant can be controlled by an input torque applied to 
the joints at the same instant. 
On the other hand, any system where the feedforward D 
matrix is zero is temporally dependent. For example, the 
relationship between the velocity of a robot’s tool point and 
the applied torque at the joints is temporally dependent, as 
the applied torque changes velocity over time rather than at 
the same instant the torque is applied. 
The notion of a horizon of temporal dependence is also 
evident by studying Equation 17. If D is zero, and CB is 
zero, then: 
 ),(2 kkk uxfx   (18)  
A mass with force as input and position as output is a simple 
example of a temporally dependent system with a horizon of 
2. For more complex systems, the horizon may be longer. 
We define a temporally dependent system with horizon, n, to 
have a zero D matrix, and the matrix formed by CA
r
B equal 
to 0 for all 0 ≤ r < n - 2. 
 As a control paradigm this means that you can only 
perform the minimum of an n-step deadbeat controller for a 
horizon of n. Therefore a one-step deadbeat controller is 
only possible if the system is either temporally dependent 
with a horizon of 1 or temporally independent. This 
indicates that an adjustable deadbeat controller is required to 
control systems with different horizons of temporal 
dependency. 
B. Receding Horizon with Linear Regression 
Receding horizon control is a method which produces an 
estimate of the system’s required inputs to reach a 
predefined horizon of predicted output [13]. Receding 
horizon control uses a predictive model of the future outputs 
or system states and then uses an optimization technique 
(generally a Linear Quadratic Regulator (LQR)) to estimate 
the input which minimizes the error between the desired and 
predicted output. 
We define a method similar to receding horizon control 
which incorporates a prediction of the model and estimation 
of the input as a combined step using no optimization 
parameters (such as Q and R terms). The method is designed 
in order to make it appropriate to use with LWR in the non-
linear case discussed next. 
An estimate of the input can be found by learning the 
inverse of (17) with respect to the inputs in the form of  
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 (19) 
where † represents the Moore-Penrose pseudoinverse, 
included because temporally dependent systems will have a 
singular H matrix. The Moore-Penrose pseudoinverse is 
equivalent to determining the least squares minimization of 
the inverse, which means an estimate of Uf  can be found by 
using least squares regression. The least squares solution to 
(19) can be established given that the inputs, outputs and 
states (in control systems notation) are set out as: 
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Then the least squares solution to this problem is 
 nk
T
nknk
T
nk UZZZB ||
-1
|| )( ,
 (21) 
where B gives the prediction Ûf, given a set of desired 
outputs and the current state xk in the form 
  kndddf xyyyBU  1ˆ . (22) 
For a system with a known temporal dependence horizon n, 
the length of the output window should be set to n+1. In 
order to learn a temporally dependent system with an 
unknown horizon, the length of the desired output window  
should be set to the order of the system, thereby 
incorporating all of the possible temporally dependent 
variables within the solution.  
C. Receding Horizon with Locally Weighted Regression 
The extension of the linear solution to a non-linear domain is 
straightforward using LWR. The discrete state space system 
can be represented by two non-linear functions of the form: 
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The function, g, represents the non-linear mapping from the 
current state and input, to the next state. The function, h, 
represents the non-linear mapping from the current state and 
input, to the output.  
At the heart of LWR is a standard linear regression 
problem. It is therefore a straightforward process to 
incorporate a receding horizon within LWR in order to learn 
the temporal dependence of a non-linear system. This can be 
achieved by replacing the previous definition of the inputs to 
the LWR algorithm (12) by: 
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where the j
th
 training point can be replaced by the current 
time step k. We call this algorithm Receding Horizon – 
Locally Weighted Regression (RH-LWR). RH-LWR can 
then be used to predict an input to the non-linear system by 
specifying the desired outputs and the current state of the 
system.  
D. Controller Architecture 
In order to test the validity of controlling a non-linear system 
using RH-LWR, the controller architecture outlined in 
Figure 2 was used. This controller is given the future desired 
outputs from the current time k, up to the horizon, n, as 
 ][~ 1 nddddes yyyy    (25) 
and the current state xk. This control law can be interpreted 
as having two aspects: a feedforward component generated 
from the desired inputs; and a state feedback component of 
the system at the current time.  
 
 
Fig. 2.  This diagram illustrates how to apply the LWR control law to a non-
linear plant. The architecture is analogous to a state feedback controller 
which computes an n-step dead beat control law. 
 
This control system is equivalent to a receding horizon 
control state feedback architecture. However as previously 
outlined this technique does not include a forward model or 
a LQR optimization step to produce a set of control inputs. 
IV. EXPERIMENTS 
The effect of a receding horizon window in LWR was 
investigated in the position control of a Series Elastic 
Actuator developed in our laboratory [3]. The experiment 
was performed with two different horizons: firstly with a 
horizon n = 0, which corresponds to the standard LWR 
algorithm; and secondly with a horizon n = 3 to test the new 
RH-LWR algorithm. The challenge was to learn position 
control of the SEA under a significant non-linear load using 
voltage to the motor as the input. The SEA introduced 
several levels of temporal dependence through the armature 
inertia, the spring and the load, providing further challenge 
for the learning algorithm. 
A. Experimental Apparatus 
The Series Elastic Actuator, shown in Fig. 3, was comprised 
of a DC motor coupled to an output load via a spring link. 
The output load was a pendulum which introduced non-
linear forces through the gravity term. The SEA has the 
control variables: 
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where ωm is the speed of the motor, θs is the deflection of the 
spring, ωL is the speed of the output and θL is the position of 
the output. The motor position was measured from an 
  
 
onboard encoder, and the spring length was measured from a 
custom magnetic sensor. The system’s state variables were 
derived from these two sensors. The input to this system was 
the voltage across the motor, Vm, and the selected output to 
be controlled was the angular position of the output. The 
RH-LWR algorithm was setup to use local weightings with 
respect to the output position and not all of the states and 
outputs, reducing the number of local models across the 
input space. 
 The SEA was controlled using a 16 bit microcontroller. 
For the learning rule (Algorithm 1), data was captured and 
imported to a PC. The learned model was then downloaded 
to the microcontroller which performed the computation for 
closed loop control testing. The microcontroller used fixed 
point calculations which may have introduced some artifacts 
into the results, although these appear not to be significant. 
 
  
Fig. 3.  Series Elastic Actuator used to evaluate the Receding Horizon 
LWR. Consists of a single DC motor, spring link and output load, 
controlled using a DC motor controller. 
B. Experimental Procedure 
The training phase consisted of generating a set of inputs to 
the system sufficient to excite its states through a desired 
range of values. For this experiment the input used was a 
repeating 7V voltage chirp with a maximum frequency of 6 
Hz over a time frame of 4 seconds, shown in Figure 4. The 
sampling rate was 250 Hz, which is sufficient to capture the 
dynamics of the motor, output load and the deflection of the 
spring. The input chirp was inverted every 4 seconds in 
order to place the output load into both positive and negative 
planes.  A total of 20 seconds worth of training data was 
collected for the training step. In order to limit the effect of 
sensing noise, the training data was also filtered using a low 
pass 2
nd
 order Butterworth filter with a cutoff frequency of 
50Hz.  
The second phase of the experiment used the trained 
system to control the output of the SEA to a desired value. 
The controller outlined in Figure 2 was implemented on the 
embedded microcontroller. The controller was run at 250Hz 
and the desired output was chosen as a 0.5Hz sine wave with 
an amplitude of 0.4 radians. The control task was applied for 
a duration of 5 seconds.  
V. RESULTS 
A. Learning Rule Performance 
Figure 4 shows the input training signal and its reproduction 
given a horizon of zero and three. Both systems achieved 
similar predictions of the input given two different horizons, 
indicating that both systems have learned a set of parameters 
which minimize the prediction error of the input. 
 
Fig. 4. The performance of the training phase for two different horizons. (a) 
Reconstruction of the training signal. (b) The corresponding error of both 
controllers across the training signal. 
B. Control Performance 
After the controllers were learned using the training data 
they were applied to the closed loop system. Given the 
desired output position and state feedback both trained 
systems produce estimates of the required input to the plant.  
 
Fig. 5.  Control performance of SEA for two different horizons.  
 
Figure 5 shows the performance of both systems when used 
to control the given desired output position. It can be seen 
from Figure 5 that a horizon of 0 produces a controller 
which cannot successfully follow the output position. 
Whereas, using a horizon of 3 produces a controller that can 
accurately track the desired output. Further validation of the 
performance for each controller can be seen within the 
evolution of the systems states. 
Figure 6 shows that using a horizon of 0 leads to a 
controller which generates voltages that are irrelevant to 
  
 
controlling the output position. However it can be seen that 
using a horizon of 3 produces a controller which estimates 
reasonable input voltages, resulting in a stable evolution of 
states across the control task. 
 
Fig. 6.  The evolution of the states of the SEA during the 5 second control 
task. Where (a) is motor velocity, (b) is spring deflection (c) is output 
velocity and (d) is the input voltage applied. 
 
A summary of the performance errors for both the training 
task and the control task are given in Table I.  
 
C. Computation Cost of RH-LWR 
As with other examples of learning to control with LWR, 
computational cost was easily manageable. The learning rule 
ran in 37 seconds in a MATLAB implementation on a 3.0 
GHz i5 based PC. The prediction rule ran each cycle in 120 
μs on the 16 bit microcontroller using fixed point 
calculations. 
VI. DISCUSSION AND FUTURE WORK 
A. Discussion  
The results show a marked improvement in control 
performance for the SEA when an appropriate receding 
horizon is added to the LWR algorithm for learning control. 
The result concurs with the notion of a horizon of temporal 
dependence: the voltage applied to the motor at step k does 
not have a direct impact on the output position at step k, nor 
on the state variables such as the spring length or the speed 
of the motor armature in that instant. Learning a meaningful 
relationship between applied voltage and change in the 
system’s output and states is clearly not feasible if based on 
the data in that moment. However, in three steps time, the 
effect of the change in motor voltage has propagated through 
the states to the output position. The relationship between 
input and output is meaningful over this horizon, and the 
resulting control law is satisfactory.  
 The RH-LWR algorithm is widely applicable in robotic 
applications. In this example, the algorithm rapidly learned 
the raw voltages to apply to a compliant robot joint with no 
prior knowledge of the system parameters. The only caveat 
to its deployment in other robotic applications is the 
importance of high signal-to-noise measurements of the 
robot state for both learning and control. 
B.  Future Work  
The SEA controlled in this paper is one of three SEAs that 
we have developed for a 3 DoF planar compliant arm. One 
clear extension is to apply RH-LWR to the higher 
dimensional problem of a complete robot arm. In particular, 
we wish to learn to control the robot in operational space 
from voltage input to the motors in each joint, greatly 
simplifying the robot design. In order to address these 
challenges, we are currently performing further 
investigations of the system’s sensitivity to measurement 
noise, and constraints on sampling rate imposed by a 
combination of measurement noise, computation precision 
and system bandwidth. We are also intending to investigate 
continuous on-line learning during operation, so that the 
robot can adapt to changes in its own parameters over time 
which would represent a key outcome for the development 
of lifelong robotics. 
VII.   REFERENCES 
[1] C. Atkeson, A. Moore, and S. Schaal, "Locally weighted learning," 
Artificial intelligence review, vol. 11, 1997. 
[2] D. Nguyen-Tuong, M. Seeger, and J. Peters, "Computed torque 
control with nonparametric regression models," in American Control 
Conference, 2008. 
[3] G. Wyeth, "Control issues for velocity sourced series elastic 
actuators," in Australasian Conference on Robotics and Automation, 
2006. 
[4] S. Vijayakumar, A. D'souza, and S. Schaal, "Incremental online 
learning in high dimensions," Neural Computation, vol. 17, 2005. 
[5] S. Vijayakumar, A. D'souza, T. Shibata, J. Conradt, and S. Schaal, 
"Statistical learning for humanoid robots," Autonomous Robots, vol. 
12, 2002. 
[6] J. Peters and S. Schaal, "Learning to control in operational space," The 
International Journal of Robotics Research, vol. 27, 2008. 
[7] S. Vijayakumar and S. Schaal, "Locally weighted projection 
regression: An O(n) algorithm for incremental real time learning in 
high dimensional space," in American Control Conference, 2000. 
[8] D. Nguyen-Tuong and J. Peters, "Local gaussian process regression 
for real-time model-based robot control," in Intelligent Robots and 
Systems, 2008. 
[9] L. Csató and M. Opper, "Sparse on-line Gaussian processes," Neural 
Computation, vol. 14, , 2002. 
[10] R. A. Jacobs, M. I. Jordan, S. J. Nowlan, and G. E. Hinton, "Adaptive 
mixtures of local experts," Neural Computation, vol. 3, 1991. 
[11] C. G. Atkeson, A. W. Moore, and S. Schaal, "Locally weighted 
learning for control," Artificial intelligence review, vol. 11, 1997. 
[12] B. L. R. d. Moor, Mathematical concepts and techniques for 
modelling of static and dynamic systems, 1988. 
[13] D. Q. Mayne and H. Michalska, "Receding horizon control of 
nonlinear systems," Automatic Control, IEEE Transactions on, vol. 
35, 1990. 
TABLE I 
PERFORMANCE COMPARISON 
 Horizon Window Mean Squared Error 
Training 
0 0.18 V2 
3 0.11 V2 
   
Control 
0 0.74 rad2 
3 1.7 x105 rad2 
This table presents the performance of two different horizons with respect 
to the prediction error of the training data and the controlled output. 
