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Resumen
Ing. Ivon Elena Leal Leal.
Candidato para obtener el grado de Maestr´ıa en Ciencias de la Ingenier´ıa Ele´ctrica.
Universidad Auto´noma de Nuevo Leo´n.
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio:Aislamiento de fallas a partir de mediciones de entrada-
salida.
Nu´mero de pa´ginas: 66.
Objetivos y me´todo de estudio: La presente tesis tiene como objetivo general
desarrollar un algoritmo para el aislamiento de fallas, en donde el requerimiento
consiste en utilizar solamente informacio´n sobre las mediciones de entrada-salida del
sistema.
Como metodolog´ıa se tiene realizar una revisio´n de la bibliograf´ıa referente a
la generacio´n de residuos a partir de datos de un sistema, los cuales esta´n inspirados
en me´todos basados en observadores. Se prosigue con proponer un enfoque que nos
permita tener residuos desacoplados de ciertas fallas.
Contribuciones y conclusiones: Un punto importante en este trabajo fue
demostrar que el aislamiento de fallas puede ser realizado directamente usando datos
xi
Resumen xii
de entrada y salida del proceso, para esto se propone un enfoque basado en datos
medidos para el aislamiento de fallas en sistemas muestreados, mediante un algoritmo
de identificacio´n.
La propuesta de solucio´n para el problema de aislamiento de fallas con ge-
neradores de residuos basados en observadores disen˜ados a partir de datos, esta
inspirado en la idea utilizada en los me´todos de diagno´stico basados en redes neuro-
nales, en los cuales existe una primera fase de entrenamiento en la que se selecciona
las ponderaciones de la red neuronal y una segunda fase en la que se aplica la red
neuronal disen˜ada en el diagno´stico de fallas. De hecho, la metodolog´ıa esta´ndar
de disen˜o de observadores basados en datos sigue estas dos fases. A diferencia del
algoritmo disponible en la literatura, en este trabajo se propone utilizar mediciones
con una determinada falla, para as´ı poder disen˜ar un observador sin sensibilidad a
la falla presente en los datos del sistema. Utilizando informacio´n adecuada es po-
sible construir generadores de residuos para lograr aislar un conjunto de fallas. El
me´todo propuesto es justificado te´cnicamente mediante experimentos realizados en
un equipo de laboratorio DR300 de la marca AMIRAr. En donde los resultados en
simulacio´n obtenidos permiten afirmar que el aislamiento es satisfactorio.
Se verifico´ que es posible la deteccio´n de fallas a partir de datos mediante la
utilizacio´n de un ejemplo de aplicacio´n en un transformador, con lo que se realizo´
la redaccio´n de un art´ıculo “Data-driven approach to Observer-based incipient fault
detection in Transformer” que fue aceptado para el IEEE/PES Transmission and
Distribution Conference and Exposition Latin America (IEEE/PES T&D LA 2016
). Y gracias a los resultados de investigacio´n que arrojo´ este tema de tesis, se tie-
ne otro art´ıculo “Aislamiento de Fallas en Sistemas Lineales Discretos a partir de
Mediciones” para el Congreso Nacional de Control Automa´tico 2016 (AMCA 2016).
Firma del asesor:
Dr. Efra´ın Alcorta Garc´ıa
Cap´ıtulo 1
Introduccio´n
Una falla debe ser entendida como un cambio indeseable en el sistema, que
tiende a degradar el desempen˜o del mismo.
El diagno´stico de fallas se ha consolidado en los u´ltimos an˜os debido al intenso
trabajo realizado por la comunidad de diagno´stico, motivados por las exigencias de
seguridad y confiabilidad de la industria. Una de las te´cnicas ampliamente reportadas
en la literatura hace uso de observadores de la salida [1]. Una dificultad es que muchos
de los me´todos desarrollados hacen uso de un modelo matema´tico del proceso, el cual
en algunos casos no es posible de obtener fa´cilmente, adema´s incluyen un ana´lisis
matema´tico que presenta considerable complejidad.
La idea ba´sica de la deteccio´n y aislamiento de fallas basados en modelos es el
uso de la redundancia anal´ıtica, es decir, redundancia obtenida mediante el uso de
un modelo matema´tico del sistema en consideracio´n, con el fin de obtener sen˜ales
que detectan fallas, que se denominan residuos [1]. Una forma de materializar la
redundancia anal´ıtica es a trave´s de observadores, los residuos se obtienen como la
diferencia entre una salida de medicio´n menos un estimado de ellos. La sen˜al residual
debe seguir siendo analizada con el fin de determinar si existe una falla en el sistema
supervisado.
La manera ma´s comu´n de generacio´n de residuos es a trave´s de un observador.
1
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Idealmente el residuo sera´ cero cuando no se presente falla y diferente de cero en
presencia de falla y no en otro caso, esto es cierto en el contexto de un conocimiento
perfecto del sistema y de un escenario libre de perturbaciones. Cuando cualquier tipo
de ruido o perturbacio´n esta´ presente dentro del sistema, es necesario considerar una
cota o umbral para los residuos, a partir del cual se considera que se ha producido una
falla, la intencio´n de utilizar dicho umbral es disminuir (y eventualmente eliminar)
las falsas alarmas, ver por ejemplo [2], [3].
Bajo ciertas condiciones, el residuo puede ser totalmente desacoplado de algu-
nas fallas (o perturbaciones). En general se maneja la deteccio´n de fallas directamente
de datos, con robustez frente a ruido y perturbaciones. Para el aislamiento de fallas,
aunque se presentan enfoques de solucio´n, estos esta´n basados en las matrices del
sistema y no directamente de los datos.
Este trabajo esta enfocado en el problema de aislamiento de fallas utilizan-
do generadores de residuos basados en observadores que son disen˜ados utilizando
mediciones entrada-salida del sistema a ser supervisado. La base del trabajo esta
reportada en [4] as´ı como en los antecedentes de diagno´stico de fallas basados en
modelos [3].
Los me´todos basados en datos se han desarrollado para sistemas lineales de
tiempo discreto [4], as´ı como para sistemas de tiempo continuo [5].
La propuesta de solucio´n para el problema de aislamiento de fallas con genera-
dores de residuos basados en observadores disen˜ados a partir de datos esta inspirado
en la idea utilizada en los me´todos de diagno´stico basados en redes neuronales, en
los cuales existe una primera fase de entrenamiento en la que se selecciona las pon-
deraciones de la red neuronal y una segunda fase en la que se aplica la red neuronal
disen˜ada en el diagno´stico de fallas. De hecho, la metodolog´ıa esta´ndar de disen˜o
de observadores basados en datos sigue estas dos fases. A diferencia del algoritmo
disponible en la literatura, en este trabajo se propone utilizar mediciones con una
determinada falla, para as´ı poder disen˜ar un observador sin sensibilidad a la falla pre-
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sente en los datos del sistema. Utilizando informacio´n adecuada es posible construir
generadores de residuos para lograr aislar un conjunto de fallas. El me´todo propues-
to es justificado te´cnicamente y verificado adicionalmente mediante experimentos
realizados en un equipo de laboratorio DR300 de la marca AMIRAr.
1.1 Hipo´tesis
Es posible detectar y aislar fallas en sistemas lineales discretos, utilizando como
u´nica informacio´n disponible mediciones de entrada y salida del sistema.
1.2 Objetivos
1.2.1 Generales
Desarrollar un algoritmo para el aislamiento de fallas, en donde el requeri-
miento consiste en utilizar solamente informacio´n sobre las mediciones de entrada-
salida del sistema.
1.2.2 Particulares
El desglose del objetivo general es el siguiente:
Rehacer los resultados existentes en la literatura para la generacio´n residual
directamente de datos.
Probar los resultados existentes con un ejemplo de aplicacio´n.
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Proponer una metodolog´ıa simple para la obtencio´n de residuos desacoplados
mediante una cancelacio´n geome´trica.
Desarrollo del algoritmo basado en mediciones para el aislamiento de fallas en
sistemas muestreados.
Verificacio´n del enfoque mediante programacio´n y prueba con diferentes datos.
1.3 Metodolog´ıa
La estrategia propuesta para alcanzar el objetivo general (y los objetivos par-
ticulares) es la siguiente:
Se realizara´ una revisio´n de la bibliograf´ıa referente a la generacio´n de residuos
a partir de datos, los cuales esta´n inspirados en me´todos basados en observa-
dores.
Seleccionar el algoritmo que servira´ de base en nuestra propuesta. Se pretende
re-hacer los resultados obtenibles mediante este algoritmo.
Revisar te´cnicas de identificacio´n de sistemas a partir de datos (Identificacio´n
por subespacios).
Proponer un algoritmo que permita obtener residuos desacoplados de ciertas
fallas.
Programacio´n y prueba del algoritmo con diferentes datos.
Reporte de resultados.
Cap´ıtulo 2
Preliminares
2.1 Estado del arte
Todo sistema f´ısico esta sujeto a cambios en sus para´metros, los cuales modi-
fican el comportamiento para el cual fueron disen˜ados, por esto, la deteccio´n y el
aislamiento de fallas son un aspecto importante a considerar en los procesos indus-
triales, que permiten mejorar el funcionamiento de e´stos. Los me´todos de deteccio´n
y desacoplo han ido evolucionando acorde con la aparicio´n de nuevas tecnolog´ıas que
permiten su implementacio´n.
En sus inicios los sistemas de deteccio´n de fallas, analizaban y diagnosticaban
en base a redundancia f´ısica, es decir, en el uso de los elementos repetidos del sis-
tema. Estos nos permiten, por medio de comparaciones del funcionamiento, tomar
decisiones sobre la presencia de fallas. Sin embargo, debe tenerse claro que la utiliza-
cio´n de elementos repetidos en un sistema no puede ser llevada a la pra´ctica siempre
(costo, taman˜o y peso) [6].
A principios de la de´cada de los 70 fue introducido el concepto de redundancia
anal´ıtica, la cual esta´ basada en el conocimiento del modelo matema´tico del sistema
en cuestio´n as´ı como de las sen˜ales de entrada y salida del sistema [6], en el contexto
de sistemas lineales invariantes en el tiempo, muchos enfoques han sido propuestos
5
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[1], entre los que destacan los me´todos basados en observadores.
El diagno´stico de fallas consiste en la deteccio´n, localizacio´n e identificacio´n
de fallas. Para me´todos basados en modelos, el diagno´stico se realiza a trave´s del
disen˜o de sen˜ales que dependen idealmente solo de las fallas, las cuales son llamadas
residuos. La evaluacio´n de estas sen˜ales, mediante comparacio´n con un valor de
umbral, implica un segundo paso. Finalmente, la informacio´n sobre las fallas es
extra´ıda para completar el diagno´stico mediante la identificacio´n de la falla.
Los me´todos basados en datos histo´ricos del proceso, son utilizados debido a su
relativa simplicidad y eficiencia, tales como: me´todos basados en redes neuronales,
en lo´gica difusa y en inteligencia artificial [7]. Existen otras propuestas inspiradas en
te´cnicas procedentes de la estad´ıstica, tales como PCA y PLS [3].
En la actualidad los me´todos utilizados para la obtencio´n de residuos a partir de
datos de entrada y salida del proceso esta´n en desarrollo, estos me´todos combinan
las ventajas de los me´todos de diagno´stico basados en modelos con los que esta´n
basados en datos. Existe una te´cnica basada en observadores para la generacio´n de
residuos a partir de datos, presentada en [4].
En esta tesis se presenta un enfoque para el aislamiento de fallas a partir
de datos, dicho enfoque se basa en observadores de salida para la generacio´n de
un residuo desacoplado de las fallas de no intere´s, el cual hace uso del algoritmo
presentado en [4], este utiliza un me´todo de identificacio´n, con el cual se calculan las
matrices del observador, para despue´s aislar fallas mediante la utilizacio´n de datos
sin falla y con falla del proceso.
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2.2 Conceptos ba´sicos en el Diagno´stico de
Fallas
Una falla es comprendida en general como el cambio de un para´metro fuera
de los ma´rgenes de tolerancia.
Tipos de fallas:
Fallas multiplicativas . Una falla multiplicativa se representa mediante un
te´rmino en el cua´l se esta´ multiplicando al estado o a la entrada (cambio en el
para´metro del sistema).
Fallas aditivas . Una falla aditiva es aquella que afecta al sistema mani-
festa´ndose como una entrada adicional.
Clasificacio´n de fallas por dependencia temporal:
Abrupta. Es la que se manifiesta como un cambio repentino y puede ser
modelado mediante una funcio´n escalo´n.
Incipiente. Es la que va aumentando su nivel paulatinamente en el tiempo,
el cambio manifestado puede ser modelado mediante una funcio´n tipo rampa.
Intermitente. Es cuando la falla aparece y desaparece sin un patro´n deter-
minado.
Clasificacio´n de fallas por el lugar de origen:
Fallas en los sensores. Estas fallas actu´an directamente sobre las medicio-
nes del proceso.
Fallas en los actuadores. Estas fallas causan cambios en el actuador.
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Fallas en los componentes. Estas fallas se usan para indicar un mal fun-
cionamiento en los componentes internos del proceso.
El diagno´stico de fallas es necesario por las siguientes razones:
Seguridad. Las fallas pueden ocasionar accidentes.
Economı´a. Las fallas pueden producir pe´rdidas econo´micas.
Preservacio´n del desempen˜o. Algunas veces, preservar el desempen˜o del
sistema es el objetivo, pues este esta directamente afectando a seres humanos.
El diagno´stico de fallas consiste en:
Deteccio´n de fallas. So´lo dice si ocurrio´ la falla y, de ser as´ı, el tiempo en
el que ocurrio´.
Localizacio´n de fallas. Consiste en ubicar do´nde ocurrio´ la falla (actuador,
sensor o componente).
Identificacio´n de Fallas. Se determina el taman˜o, tipo o naturaleza de la
falla.
                             Sistema
Generador 
de 
residuos
Evaluación 
de 
residuos
Entrada Salida
D
E
T
E
C
C
I
Ó
N
A
I
S
L
A
M
I
E
N
T
0
I
D
E
N
T
I
F
I
C
A
C
I
Ó
N
Residuo
Figura 2.1: Esquema de Diagno´stico de Fallas
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Pasos para el diagno´stico de fallas:
Generacio´n de residuos. Obtencio´n de sen˜ales, llamadas residuos, con in-
formacio´n sobre fallas. De manera ideal un residuo sera´ cero si no hay fallas
presentes, y diferente de cero de otra forma.
Evaluacio´n de residuos. Es la extraccio´n de la informacio´n sobre la falla.
El residuo es un indicador de falla. Algunas propiedades deseables para el
residuo son las siguientes:
Tener valores cercanos a cero para los modos de operacio´n normal.
Que algu´n residuo alcance valores diferentes de cero para los modos de opera-
cio´n con fallas.
Ser muy sensibles a fallas.
Responder ra´pidamente a posibles fallas
Existen ciertos aspectos para evaluar la eficiencia de las distintas te´cnicas de
deteccio´n de fallas. Los ma´s importantes en este´ trabajo son:
Rapidez de la deteccio´n.
Sensibilidad frente a fallas incipientes.
En funcio´n de elegir la te´cnica de deteccio´n de fallas ma´s adecuada, lo que se
quiere evitar son:
Falsas alarmas por unidad de tiempo.
Fallas que no se detectan.
Identificacio´n incorrecta de fallas.
Cap´ıtulo 2. Preliminares 10
2.3 Generacio´n residual
En un esquema de diagno´stico de fallas basado en modelos, la generacio´n de
residuos corresponde a la etapa del ca´lculo de las diferencias entre las variables
medidas y las estimadas mediante cada modelo, observador o filtro presente en el
esquema.
Los esquemas de diagno´stico de fallas presentados en esta seccio´n incluyen dos
te´cnicas de generacio´n de residuos [8]:
Observadores.
Ecuaciones de Paridad.
Este trabajo utilizara´ ambas te´cnicas para la construccio´n de un generador de
residuos basado en datos.
2.3.1 Espacio de Paridad
La esencia de este enfoque es derivar las llamadas relaciones de paridad. Es
ampliamente aceptado gracias su simplicidad computacional y a su fa´cil implemen-
tacio´n. El espacio de paridad para sistemas dina´micos fue desarrollado en [9]. La
idea es construir un conjunto de ecuaciones que dependan solo de variables medibles
y a las cuales se les pueda revisar su paridad (consistencia).
El espacio de paridad establece la consistencia del modelo con las mediciones
en una ventana de tiempo. En este trabajo utilizaremos la siguiente descripcio´n [3].
Considerando un sistema dina´mico en tiempo discreto
x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) +Du(k) (2.1)
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donde x(0) es la condicio´n inicial de dimensio´n n, x(k) es el vector de estado de
dimensio´n n, u(k) es el vector de entradas de dimensio´n m y y(k) es el vector de
salida de dimensio´n p.
Si se consideran fallas aditivas:
x(k + 1) = Ax(k) + Bu(k) + Edd(k) + Eff(k)
y(k) = Cx(k) +Du(k) + Fdd(k) + Fff(k) (2.2)
donde d(k) es el vector de perturbaciones, f(k) es el vector de fallas, Las matri-
ces A, B, C, D, Ed, Ef , Fd y Ff son constantes, conocidas y de dimensiones
apropiadas. Suponer que el par (A,C) es observable y que rango(C) = p.
Considerar un atraso de s instantes de tiempo discreto de al menos el mismo
taman˜o que el orden del sistema (s ≥ n) y representar la salida del sistema para este
valor.
Con el propo´sito de construir el generador de residuos suponemos primero que
d(k) = 0 y f(k) = 0. Expresando la ecuacio´n de salida con un atraso de tiempo s,
cuyo valor ma´ximo depende del ı´ndice de observabilidad del sistema:
y(k − s) = Cx(k − s) +Du(k − s)
y(k − s+ 1) = Cx(k − s+ 1) +Du(k − s+ 1)
= CAx(k − s) + CBu(k − s) +Du(k − s+ 1)
Aplicando este procedimiento de forma recursiva se obtiene la representacio´n de
salida para el tiempo actual k.
y(k − s+ 2) = CA2x(k − s) + CABu(k − s) + CBu(k − s+ 1) +Du(k − s+ 2)
...
y(k) = CAsx(k − s) + CAs−1Bu(k − s) + . . .+ CBu(k + 1) +Du(k)
Se definen los vectores:
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us(k) =


u(k − s)
...
u(k)

 ; ys(k) =


y(k − s)
...
y(k)

 (2.3)
y se considera la matriz (matriz de observabilidad extendida)
Γs =


C
...
CAs


Con la matriz asociada a los para´metros de Markov de la entrada a la salida
Hu,s =


D 0 · · · 0
CB D
. . .
...
...
. . . . . . 0
CAs−1B · · · CB D


se puede escribir el conjunto de ecuaciones desarrolladas en forma compacta como:
y(k) = Γsx(k − s) +Hu,sus(k) (2.4)
La ecuacio´n (2.4) es conocida como la relacio´n de paridad. Note que los vectores
de entradas us(k) y de salidas ys(k) se forman con las mediciones y se suponen
conocidas. Las matrices Γs y Hu,s son constantes y formadas con las matrices del
sistema, las cuales se suponen conocidas. La u´nica variable desconocida es x(k− s).
La idea ba´sica de la relacio´n de paridad es utilizar el hecho de que s ≥ n
entonces el rango(Γs) = n es menor que el numero de renglones de Γs, con lo que
existe al menos un vector renglo´n νs 6= 0 de dimensiones (s+ 1)p tal que
νsΓs = 0 (2.5)
El generador de residuos basado en relaciones de paridad es construido por:
r(k) = νs(ys(k)−Hu,sus(k)) (2.6)
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Los vectores que satisfacen (2.5) son llamados vectores de paridad. El conjunto
de vectores de paridad que satisfacen
Ps = {νs|νsΓs = 0} (2.7)
es llamado espacio de paridad de orden s-e´simo.
Para ver el efecto de f(k) y d(k) en el generador de residuos (2.6) ahora se
remueve la restriccio´n utilizada. Definiendo
fs(k) =


f(k − s)
...
f(k)

 ; ds(k) =


d(k − s)
...
d(k)

 (2.8)
Hf,s =


Ff 0 · · · 0
CFf Ff
. . .
...
...
. . . . . . 0
CAs−1Ff · · · CFf Ff


(2.9)
Hd,s =


Fd 0 · · · 0
CEd Fd
. . .
...
...
. . . . . . 0
CAs−1Ed · · · CEd Fd


(2.10)
Entonces las ecuaciones para ys(k) puede escribirse como:
ys(k) = Γsx(k − s) +Hu,sus(k) +Hf,sfs(k) +Hd,sds(k) (2.11)
El generador de residuos queda como:
rs(k) = νs((Hf,sfs(k) +Hd,sds(k)), νs ∈ Ps (2.12)
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                           Sistemau(k) y(k)
Atrasos Atrasos
v Hs u,s vs-  +
r(k)
Figura 2.2: Esquema espacio de paridad
2.3.2 Observador de Diagno´stico (DO)
El DO es gracias a su estructura flexible y similaridad al observador de Luen-
berger uno de los generadores de residuos mas investigados [4].
Este generador de residuo es un observador de salida descrito por:
z(k + 1) = Adz(k) + Bdu(k) + Ldy(k)
r(k) = Gdy(k)− Cdz(k)−Ddu(k) (2.13)
donde z ∈ ℜs, s denota el orden del observador.
Asumiendo queGyu(z) = C(zI−A)−1B+D, entoncesAd, Bd, Ld, Dd, Cd y Gd
junto con la matriz T ∈ ℜs×n tienen que satisfacer las condiciones de Luenberger,
1. Ad es estable
2. TA− AdT = LdC, Bd = TB − LdD
3. GdC − CdT = 0, Dd = Gd
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con lo que el sistema (2.13) proporciona un vector residual, es decir
∀u, x(0), l´ım
k−→∞
r(k) = 0
Este esquema de observador de diagno´stico es equivalente a un Observador de
orden reducido, lo que es deseable y u´til para su aplicacio´n en l´ınea.
2.4 Identificacio´n de sistemas
Un sistema es toda realidad en la que interactu´an variables de diferentes tipos
para producir sen˜ales observables. Las sen˜ales observables que son de intere´s para el
observador se denominan salidas del sistema, mientras que las sen˜ales que pueden
ser manipuladas libremente por dicho observador son las entradas del mismo. El
resto de las sen˜ales que influyen en la evolucio´n de las salidas pero no pueden ser
manipuladas por el observador se denominan perturbaciones o fallas.
                             Sistema 
                          dinámico
Entrada Salida
Perturbación/Falla
Figura 2.3: Sistema dina´mico
Cuando es necesario conocer el comportamiento de un sistema en determinadas
condiciones y ante determinadas entradas, se puede recurrir a la experimentacio´n
sobre dicho sistema y a la observacio´n de sus salidas. Sin embargo, en muchos casos
la experimentacio´n puede resultar compleja o incluso imposible de llevar a cabo,
lo que hace necesario trabajar con algu´n tipo de representacio´n que se aproxime
a la realidad, y a la que se conoce como modelo. Ba´sicamente, un modelo es una
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herramienta que permite predecir el comportamiento de un sistema sin necesidad de
experimentar sobre e´l.
Las te´cnicas de control actuales requieren de modelos matema´ticos cada vez
mas exactos para el ana´lisis y el disen˜o. En algunos casos, los modelos no pueden
ser obtenidos de forma sencilla a partir de las leyes f´ısicas que rigen el proceso, por
lo que se recurre a la identificacio´n de sistemas.
Podemos definir la identificacio´n de sistemas como el “arte” de crear modelos
matema´ticos sencillos y precisos para sistemas complejos a partir de series temporales
de observaciones ruidosas [10] .
 
Datos de 
entrada 
Datos de 
salida 
Figura 2.4: Proceso de identificacio´n
En la literatura han sido propuestos numerosos me´todos lineales como solucio´n
al proceso de identificacio´n. E´stos son simples, como por ejemplo ARX, ARMAX y
OE, los cuales se basan en la optimizacio´n de para´metros, es decir, los para´metros
del sistema se obtienen minimizando una funcio´n de costo conveniente.
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2.4.1 El proceso de identificacio´n
En te´rminos generales, el proceso de identificacio´n comprende los siguientes
pasos:
1. Obtencio´n de datos de entrada-salida. Para ello se debe excitar el sistema
mediante la aplicacio´n de una sen˜al de entrada y registrar la evolucio´n de sus
entradas y salidas durante un intervalo de tiempo.
2. Tratamiento previo de los datos registrados. Los datos registrados esta´n
generalmente acompan˜ados de ruidos indeseados u otro tipo de imperfecciones
que puede ser necesario corregir antes de iniciar la identificacio´n del modelo.
Se trata, por tanto, de “preparar”los datos para facilitar y mejorar el proceso
de identificacio´n.
3. Eleccio´n de la estructura del modelo. Si el modelo que se desea obtener es
un modelo parame´trico, se debe determinar la estructura deseada para dicho
modelo. Este punto se facilita en gran medida si se tiene un cierto conocimiento
sobre las leyes f´ısicas que rigen el proceso.
4. Obtencio´n de los para´metros del modelo. A continuacio´n se procede a la
estimacio´n de los para´metros de la estructura que mejor ajustan la respuesta
del modelo a los datos de entrada-salida obtenidos experimentalmente.
5. Validacio´n del modelo. El u´ltimo paso consiste en determinar si el modelo
obtenido satisface el grado de exactitud requerido para la aplicacio´n en cues-
tio´n. Si se llega a la conclusio´n de que el modelo no es va´lido, se deben revisar
los siguientes aspectos como posibles causas:
a) El conjunto de datos de entrada-salida no proporciona suficiente informa-
cio´n sobre la dina´mica del sistema.
b) La estructura escogida no es capaz de proporcionar una buena descripcio´n
del modelo.
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c) El criterio de ajuste de para´metros seleccionado no es el ma´s adecuado.
2.4.2 Identificacio´n por subespacios
Los me´todos de subespacios son una familia de algoritmos de identificacio´n de
sistemas en el espacio de estados basados en te´cnicas de proyeccio´n lineal [11].
Los enfoque basado en te´cnicas de subespacios tiene las siguientes caracter´ısti-
cas:
Combina herramientas de teor´ıa de sistemas, a´lgebra lineal nume´rica y geo-
metr´ıa (proyecciones).
No se requiere de procedimientos iterativos de optimizacio´n, lo que implica que
no hay problema con mı´nimos locales, convergencia e inicializacio´n.
Provee modelos confiables de sistemas LTI multivariables directamente de da-
tos entrada-salida.
No se requiere de una realizacio´n particular (forma cano´nica) lo cual mejora el
condicionamiento nume´rico.
Se requiere una capacidad computacional modesta en comparacio´n co los me´to-
dos tradicionales de error de prediccio´n.
El estudio de las te´cnicas basadas en subespacios permitira´ adquirir las bases
necesarias para realizar la implementacio´n de algoritmos para el diagno´stico de fallas
basado en datos.
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2.4.2.1 Formulacio´n del problema
Los modelos matema´ticos a obtener mediante te´cnicas de identificacio´n de sis-
temas basadas en subespacios tienen la siguiente forma
x(k + 1) = Ax(k) + Bu(k) + ω(k)
y(k) = Cx(k) +Du(k) + υ(k) (2.14)
Con la covarianza de las secuencias de ruido definidas como
E



 ω(g)
υ(g)

( ω(q)T υ(q)T
) =

 Q S
ST R

 δgq ≥ 0 (2.15)
donde g es diferente de q pero cuando δgq es igual a 1 entonces g es igual a q.
Los vectores υ(k) ∈ ℜp y ω(k) ∈ ℜn Contienen las sen˜ales no observadas, υ(k)
es denominado ruido en la medicio´n y ω(k) ruido en el proceso, cuyas sucesiones
son consideradas con promedio igual a cero, es decir, como ruido blanco en estado
estacionario, ecuacio´n (2.15).
El primer paso en los me´todos de subespacio es estimar el subespacio expandido
por las columnas de la matriz de observabilidad extendida (2.4), de all´ı el nombre.
Las distintas te´cnicas difieren en la forma en que la matriz de observabilidad
extendida es estimada y en co´mo es usada para estimar las matrices del sistema.
De modo que el problema de identificacio´n puede formularse como:
Dado el conjunto de datos de entrada y salida, determinar el orden del sistema n y
las matrices A, B, C y D que mejor ajusten los datos en algun sentido bien definido.
Una buena presentacio´n de este me´todo puede encontrarse en [11], donde viene
explicado con detalle el desarrollo de este algoritmo.
En este trabajo se identificara´n las matrices del DO en lugar de identificar
directamente las matrices del sistema (2.14).
Cap´ıtulo 3
Generacio´n de residuos
directamente de datos
3.1 Descripcio´n del cap´ıtulo
Este cap´ıtulo utiliza la filosof´ıa basada en modelos para obtener residuos di-
rectamente de datos.
La generacio´n de residuos es fundamental para el diagno´stico de fallas. Es la
base para la construccio´n exitosa de un sistema para la deteccio´n y localizacio´n de
fallas (FDI).
El primer objetivo es identificar el SKR para sistemas lineales variantes en el
tiempo, conocido tambie´n como el LCF, sirve como una forma de modelo para la
dina´mica de entrada y salida de un sistema y como una herramienta de ana´lisis y
s´ıntesis para sistemas dina´micos.
Se presenta un esquema para la generacio´n de residuos basados en observador,
e´ste trabaja con datos de entrada y salida muestreados [4] y despue´s se tiene un
ejemplo de aplicacio´n de dicho algoritmo, para esto se utilizaron datos nominales y
con falla de un transformador.
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3.2 Generacio´n de residuos
3.2.1 Modelos de datos de entrada-salida
Con el objetivo de conectar modelos anal´ıticos y datos del proceso, se introdu-
cira´ el siguiente modelo de datos entrada-salida.
Considerando el sistema lineal invariante en el tiempo:
x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Cx(k) +Du(k) + v(k) (3.1)
donde u(k) ∈ ℜm, y(k) ∈ ℜp y x(k) ∈ ℜn, w(k) ∈ ℜn y v(k) ∈ ℜp denotan secuen-
cias de ruido que tienen una distribucio´n normal y son estad´ısticamente indepen-
dientes de u(k) y x(0). Y asumimos que el proceso (3.1) es controlable y observable.
Sea ω(k) ∈ ℜξ un vector de datos. Introduciremos las siguientes notaciones
ωs(k) =


ω(k − s)
...
ω(k)

 ∈ ℜ
(s+1)ξ (3.2)
Ωk = [ω(k) · · ·ω(k +N − 1)] ∈ ℜξ×N (3.3)
Ωf = [ωs(k) · · ·ωs(k +N − 1)] ∈ ℜ(s+1)ξ×N (3.4)
donde s representa el retardo y puede ser definido por el usuario (s > n) y N denota
el numero de datos muestreados utilizados para la construccio´n del bloque. En este
estudio ω(k) puede ser y(k), x(k), u(k), w(k), v(k) y ξ representa n, p o´ m dados
en (3.1).
El modelo de datos entrada-salida es descrito por
Yf = ΓsXk−s +Hu,sUf +Hw,sWf + Vf ∈ ℜ(s+1)p×N (3.5)
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Γs =


C
...
CAs

 ∈ ℜ
(s+1)p×n (3.6)
Hu,s =


D 0 · · · 0
CB D
. . .
...
...
. . . . . . 0
CAs−1B · · · CB D


∈ ℜ(s+1)p×(s+1)m (3.7)
Hw,s =


0 0 · · · 0
C 0
. . .
...
...
. . . . . . 0
CAs−1 · · · C 0


∈ ℜ(s+1)p×(s+1)m (3.8)
3.2.1.1 Matrices de datos
Matrices de Hankel. Los datos de entrada y salida del sistema, se pueden
organizar a modo de obtener lo que se conoce como matrices o bloques de Hankel
[11].
Sea Up, Yf , Uf , Yp los conjuntos de datos. Los sub´ındices p y f en las variables
denotan respectivamente el pasado y el futuro, de las salidas o entradas del sistema.
Las matrices de Hankel para los datos de salida son
Yp =


y(k − 2s− 1) y(k − 2s) · · · y(k − 2s+N − 2)
y(k − 2s) y(k − 2s+ 1) · · · y(k − 2s+N − 1)
...
...
...
...
y(k − s− 1) y(k − s) · · · y(k − s+N − 2)


(3.9)
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Yf =


y(k − s) y(k − s− 1) · · · y(k − s+N − 1)
y(k − s− 1) y(k − s+ 2) · · · y(k − s+N)
...
...
...
...
y(k) y(k + 1) · · · y(k +N − 1)


(3.10)
de la misma manera se forman las matrices de datos de entrada Up, y Uf y las
matrices de ruido Wp, Wf , Vp y Vf . Estas matrices se forman como en (3.4).
Mediante programacio´n se calcula el bloque de Hankel de un vector de datos.
Para su inicializacio´n requiere un conjunto de datos los cuales pueden ser expresados
como un vector fila o columna, El nu´mero de filas que posee el bloque se expresa con
k y el nu´mero de datos que se toman para la construccio´n del bloque se determina
con N .
El nu´mero de filas (k) es un ı´ndice definido por el usuario que es lo suficiente-
mente grande, es decir, por lo menos deber´ıa ser mayor que el orden ma´ximo
del sistema que se quiere representar, k > n .
El nu´mero de columnas (N) es t´ıpicamente igual a (Ndat− 1)− 2k+1. lo que
implica que todas las muestras de datos son usadas.
Acomodando las matrices de Hankel pasadas y futuras como
Zp =

 Up
Yp

 Zf =

 Uf
Yf

 (3.11)
La ecuacio´n (3.5) puede ser formulada como
Zf =

 I 0
Hu,s Γs



 Uf
Xk−s

+

 0
Hw,sWf + Vf

 (3.12)
Con el fin de extraer la informacio´n del sistema de los conjuntos de datos
Zf y Uf , la influencia de los u´ltimos te´rminos de la ecuacio´n (3.12) pueden ser
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eliminados o compensados. para este propo´sito, las llamadas variables instrumentales
pueden ser aplicadas, las cuales utilizan la independencia estad´ıstica de los ruidos
para compensar los efectos del ruido [12]. A ra´ız de estos supuestos, el ruido del
“pasado”y “futuro”debe ser estad´ısticamente independiente. Por lo tanto, Zp podr´ıa
ser elegido como variable instrumental para eliminar los efectos del ruido que contiene
la ecuacio´n (3.12).
Definimos
H =

 Zp
Zf

 (3.13)
Descomposicio´n RQ . Por medio de la descomposicio´n RQ de los datos del
proceso, el ca´lculo se ejecutara de una forma nume´ricamente robusta y fiable [13].
Considerando las matrices de datos como un arreglo de columnas rectangulares,
se puede aplicar la descomposicio´n de matrices rectangulares RQ, para obtener una
matriz inferior triangular de datos y una matriz triangular superior de ceros.


Zp
Uf
Yf

 =


R11 0 0
R21 R22 0
R31 R32 R33




Q1
Q2
Q3

 (3.14)
donde
R11 ∈ ℜ(km+kp)×(km+kp), R21 ∈ ℜkm×(km+kp), R22 ∈ ℜkm×km, R31 ∈ ℜkp×(km+kp), R32 ∈
ℜkp×km, R33 ∈ ℜkp×kp son matrices triangulares inferiores.; Q1 ∈ ℜ(km+kp)×N , Q2 ∈
ℜkm×N , Q3 ∈ ℜkp×N son matrices ortogonales.
El ca´lculo real de la descomposicio´n RQ se realiza mediante la transpuesta
de la descomposicio´n QR. Dicha descomposicio´n proporciona matrices de datos que
tambie´n son u´tiles para la obtencio´n de residuos [14].
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3.2.2 Representacio´n del Kernel
3.2.2.1 Factorizacio´n Coprima Izquierda (LFC)
Se sabe que el par (Mˆ(z), Nˆ(z)) con
Mˆ = I − C(zI − A+ LC)−1L
Nˆ = D + C(zI − A+ LC)−1(B − LD) (3.15)
construyen el LCF para (2.1), es decir
y(z) = Mˆ(z)Nˆ(z)u(z) (3.16)
Una propiedad fundamental de el LCF es que en el caso sin fallas y sin ruido
r(z) ,
[
−Nˆ(z) Mˆ(z)
] u(z)
y(z)

 = 0, ∀u (3.17)
Dado el sistema (2.1), que es un sistema lineal estable K conducido por u(z),
este puede representarse mediante
r(z) = K

 u(z)
y(z)

 = 0, ∀u (3.18)
es llamada la representacio´n estable del Kernel (SKR). Es claro que en el sistema
[−Nˆ(z) Mˆ(z)] define el SKR.
3.2.2.2 Realizacio´n basada en datos del SKR
Dado el sistema formado por (2.1), la matriz Kd,s es llamada la realizacio´n
basada en datos del SKR, si para algu´n entero s,
r(k) = Kd,s

 us(k)
ys(k)

 = 0, ∀us(k), x(0) (3.19)
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Dejando que U, Y denoten el conjunto de datos disponibles de las entradas y
salidas del proceso y asumiendo que las medidas del ruido del proceso tienen media
cero y una distribucio´n normal, tenemos que
Kd,s

 U
Y

 ∼ N(0,Σres), ∀U (3.20)
as´ı, el disen˜o de la deteccio´n de fallas directamente de datos es formulada como:
encontrar Kd,s y Σres usando los datos del proceso disponibles.
Una vez que Kd,s y Σres son identificadas, la generacio´n de residuos (en l´ınea)
puede ser realizada en la forma
r(k) = Kd,s

 us(k)
ys(k)

 = 0 (3.21)
con us(k) y ys(k) denotando los datos de entrada y salida del proceso en el intervalo
[k − s, k].
Donde us(k) =


u(k − s)
...
u(k)

 y ys(k) =


y(k − s)
...
y(k)

.
Esta´n formadas como en (3.2) y representan la primer columna de las matrices
futuras Uf ∈ ℜ(s+1)m×N y Yf ∈ ℜ(s+1)p×N como se muestra en (3.4).
3.2.3 Generacio´n del residuo
Este esquema de generacio´n de residuos se basa en la identificacio´n directa-
mente de datos del SKR como se describe en (3.21). Para este fin reescribimos (3.5)
de la siguiente manera

 Uf
Yf

 = Ψs

 Uf
Xk−s

+

 0
Hw,sWf + Vf

 , Ψs =

 I 0
Hu,s Γs

 (3.22)
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Ya que Ψs ∈ ℜ(s+1)(p+m)×(n+(s+1)m) y para s > n, (s + 1)(p + m) > n + (s + 1)m,
entonces existe Ψ⊥s de modo que
Ψ⊥s Ψs = 0, Ψ
⊥
s ∈ ℜ((s+1)p−n)×(s+1)(p+m)
Ψ⊥s

 Uf
Yf

 = Ψ⊥s

 0
Hw,sWf + Vf

 (3.23)
En otras palabras, Ψ⊥s es la realizacio´n directamente de datos del SKR Kd,s y
con esto se construye el generador de residuos.
3.2.4 Identificacio´n del SKR
Ahora, estudiaremos la cuestio´n de identificar, definiendo
Kd,s = Ψ
⊥
s
Note que Zp no esta correlacionado con Wf , Vf , por lo tanto se tiene
1
N − 1

 Uf
Yf

ZTp ≈ Ψs

 Uf
Xk−s

ZTp (3.24)
Asumiendo que

 Uf
Xf

ZTp es de rango completo, tenemos
Ψ⊥s Ψs = 0⇐⇒ Ψ⊥s

 Uf
Yf

 Z
T
p
N − 1 (3.25)
Ahora realizando la Descomposicio´n de Valores Singulares (SVD)

 Uf
Yf

 Z
T
p
N − 1 =
[
U1 U2
] Σ1 0
0 Σ2



 V
T
1
V T2

 (3.26)
Cap´ıtulo 3. Generacio´n de residuos directamente de datos 28
lleva a
Σ2 ≈ 0, Ψ⊥s = UT2 ∈ ℜ((s+1)p−n)×(s+1)(m+p).
Sea Kd,s = Ψ
⊥
s =
[
Ψ⊥s,u Ψ
⊥
s,y
]
, Ψ⊥s,y ∈ ℜ((s+1)p−n)×(s+1)p.
es evidente que
Ψ⊥s,yΓs = 0, Ψ
⊥
s,u = Ψ
⊥
s,yHu,s (3.27)
As´ı, Ψ⊥s,y = Γ
⊥
s es el llamado subespacio de paridad. Por medio de la identifi-
cacio´n de la representacio´n del kernel Ψ⊥s , un vector residual puede ser generado de
la siguiente manera.
r(k) = Ψ⊥s,yys(k) + Ψ
⊥
s,uus(k) = Ψ
⊥
s

 us(k)
ys(k)

 (3.28)
Usando los datos del proceso Uf y Yf Es posible estimar la matriz de covarianza
como sigue
Ψ⊥s

 us(k)
ys(k)

 = Ψ⊥s,y(Hw,sWf+Vf ) =⇒ Σres =
1
N − 1Ψ
⊥
s

 us(k)
ys(k)



Ψ⊥s

 us(k)
ys(k)




T
(3.29)
Con la descomposicio´n RQ hecha en (3.14) se obtiene lo siguiente [15]

 Uf
Yf

 =

 R21 R22
R31 R32



 Q1
Q2

+

 0
R33Q3

 (3.30)
R33Q3 = Hw,sWf + Vf (3.31)
Finalmente tenemos
Ψ⊥s

 R21 R22
R31 R32

 = 0⇐⇒ Ψ⊥s Ψs = 0 (3.32)
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Ψ⊥s

 Uf
Yf

 = Ψ⊥s,y(Hw,sWf + Vf ) = Ψ⊥s,yR33Q3 (3.33)
Σres =
Ψ⊥s,yR33Q3(Ψ
⊥
s,yR33Q3)
T
N − 1 =
Ψ⊥s,yR33R
T
33(Ψ
⊥
s,y)
T
N − 1 (3.34)
3.2.4.1 Algoritmo 1 (Generacio´n de residuos mediante la
identificacio´n basada en datos del SKR)
1. Colectar los datos del proceso Zp, Uf , Yf .
2. Realizar la descomposicio´n-RQ (3.14).
3. Hacer el SVD (2.6) y calcular Kd,s = Ψ
⊥
s = U
T
2 .
4. Calcular Σres =
Ψ⊥s,yR33R
T
33(Ψ
⊥
s,y)
T
N − 1 .
En esta seccio´n se presentaron algunos conceptos ba´sicos y los primeros esque-
mas y algoritmos de disen˜o para el diagno´stico de fallas a partir de datos. [4]
3.2.5 Ejemplo 1
3.2.5.1 Sistema de tres tanques
Para demostrar que mediante la aplicacio´n del Algoritmo 1 podemos obtener
un residuo que es cero en ausencia de fallas, utilizaremos como ejemplo un sistema
de tres tanques [3]. En este sistema dos bombas independientes llenan los tanques
de los extremos. Los tres tanques esta´n interconectados y el tercer tanque solo tiene
salida del l´ıquido como el que se muestra en la Figura 3.1.
Cap´ıtulo 3. Generacio´n de residuos directamente de datos 30
Figura 3.1: Sistema de tres tanques
Las entradas son el flujo proveniente de las bombas 1 y 2 en tanto que las
salidas son los niveles de cada tanque.
3.2.5.2 Resultados de simulacio´n
Con el fin de obtener datos, se simulo el sistema linealizado discreto de este
proceso y de ah´ı se tomaron datos de entrada y salida con los que se obtuvieron los
siguientes resultados (Utilizando datos nominales).
Residuo
res =
1.0e-08 *
-0.0928
0.2138
-0.1590
0.1605
-0.0332
-0.0104
0.0000
0.0000
-0.0000
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Covarianza del residuo
cov_res =
1.0e-26 *
0.0513 0.0053 0.0110 -0.0090 -0.0082 0.0001 -0.0000 -0.0000 0.0000
0.0053 0.0704 -0.0053 0.0072 -0.0056 -0.0016 0.0000 -0.0000 0.0000
0.0110 -0.0053 0.1587 0.0539 0.0259 0.0072 -0.0000 0.0000 0.0000
-0.0090 0.0072 0.0539 0.1340 0.0175 0.0191 -0.0000 0.0000 -0.0000
-0.0082 -0.0056 0.0259 0.0175 0.0416 0.0056 0.0000 0.0000 -0.0000
0.0001 -0.0016 0.0072 0.0191 0.0056 0.0316 -0.0000 0.0000 -0.0000
-0.0000 0.0000 -0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000 -0.0000
-0.0000 -0.0000 0.0000 0.0000 0.0000 0.0000 -0.0000 0.0000 -0.0000
0.0000 0.0000 0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 0.0000
con lo que se comprueba que el SKR obtenido nos da un residuo igual a cero en ausencia de fallas.
3.3 Disen˜o de observadores para la deteccio´n
de fallas directamente de datos
3.3.1 Construccio´n de un generador de residuos
(Observador) basado en un vector de paridad
Inspirados por el hecho de que en el caso de los sistemas lineales invariantes
en el tiempo una conexio´n entre el espacio de paridad (lazo abierto) y el observador
de diagno´stico (lazo cerrado), cuando los valores propios de Ad son ceros, ambos
sistemas tienen dina´micas ide´nticas [16], [3].
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Considere el modelo del proceso (2.1) y el vector de paridad
αs = [αs,0 αs,1 . . . αs,s] ∈ ℜ(s+1)p, αs


C
CA
...
CAs


= 0
donde αs,i ∈ ℜp, i = 0, 1, . . . , s. ha sido demostrado en [3] que las matrices
Ad =


0 0 . . . 0
1 0 . . . 0
...
. . . . . .
...
0 . . . 1 0


∈ ℜs×s, Ld = −


αs,0
αs,1
...
αs,s−1


(3.35)
T =


αs,1 αs,2 . . . αs,s−1 αs,s
αs,2 . . . . . . αs,s 0
... . . . . . .
...
...
αs,s 0 . . . . . . 0




C
CA
...
CAs−1


∈ ℜs×n (3.36)
resuelven las ecuaciones de Luenberger
TA− AdT = LdC (3.37)
CdT = GdC, Cd = [0 . . . 0 1] ∈ ℜs, Gd = αs,s ∈ ℜp
Una aplicacio´n directa de este resultado es la construccio´n de un generador de
residuos basado en observador para el vector de paridad dado αs, como sigue
z(k + 1) = Adz(k) + Bdu(k) + Ldy(k) ∈ ℜs, Bd = TB − LdD
r(k) = Gdy(k)− Cdz(k)−Ddu(k) ∈ ℜ, Dd = GdD (3.38)
Note que

 Bd
Dd

 =


αs,0 αs,1 . . . αs,s−1 αs,s
αs,1 . . . . . . αs,s 0
... . . . . . .
...
...
αs,s 0 . . . . . . 0


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=


αsHu,s(:, 1 : m)
αsHu,s(:,m+ 1 : 2m)
...
αsHu,s(:, sm+ 1 : (s+ 1)m)


(3.39)
Las ecuaciones (3.35), (3.38) y (3.39), permiten una construccio´n directa del
generador de residuos dado en (3.38) usando una fila de Ψ⊥s , la cual llamamos ψ
⊥
s
ψ⊥s = [ψ
⊥
s,u ψ
⊥
s,y] (3.40)
Ya que ψ⊥s,y = αs es un vector de paridad y
ψ⊥s,u = −ψ⊥s,yHu,s
tenemos, adema´s de Ad, Cd dadas en (3.35) y (3.39), Bd, Dd, Gd, Ld formadas en
te´rminos de ψ⊥s,u y ψ
⊥
s,y:
Ld = −


ψ⊥s,y(1 : p)
...
ψ⊥s,y(s− 1)p+ 1 : sp)

 , Gd = ψ
⊥
s,y(sp+ 1 : (s+ 1)p) (3.41)
Bd = −


ψ⊥s,u(1 : m)
...
ψ⊥s,u(s− 1)m+ 1 : sm)

 , Dd = −ψ
⊥
s,u((sm+ 1 : (s+ 1)m)(3.42)
3.3.1.1 Algoritmo 2 (Disen˜o de un sistema para la generacio´n
de residuos basado en observador)
1. Correr Algoritmo 1 con Ψ⊥s,y, Ψ
⊥
s,u como salidas .
2. Formar Bd, Dd, Gd, Ld de acuerdo a (3.41) y (3.42).
3. Construir el generador de residuos (3.38) .
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Motivados por el hecho de que el generador de residuos visto en la seccio´n
anterior es configurado en lazo abierto, por lo que es menos robusto e implica mas
carga computacional, se presento´, en esta seccio´n, un enfoque para la construccio´n
de un sistema para el diagno´stico de fallas basado en observador con la ayuda del
SKR (Ψ⊥s ) dado en el Algoritmo 1. Como se sabe el generador de residuos basado
en observador esta configurado en lazo cerrado con la sen˜al residual retroalimentada
y los ca´lculos involucrados son realizados en forma recursiva, Por lo que presentan
alta robustez y demandan menos carga computacional.
3.3.2 Ejemplo 2
3.3.2.1 Sistema de tres tanques
Para demostrar que mediante la aplicacio´n del Algoritmo 2 podemos detectar
fallas, utilizaremos como ejemplo un sistema de tres tanques [3]. En este sistema dos
bombas independientes llenan los tanques de los extremos. Los tres tanques esta´n
interconectados y el tercer tanque solo tiene salida del l´ıquido como el que se muestra
en la Figura 3.2.
Figura 3.2: Sistema de tres tanques
Las entradas son el flujo proveniente de las bombas 1 y 2 en tanto que las
salidas son los niveles de cada tanque.
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3.3.2.2 Resultados de simulacio´n
Con el fin de obtener datos, se simulo el sistema linealizado discreto de este
proceso y de ah´ı se tomaron datos de entrada y salida con los que se obtuvieron los
siguientes resultados.
Tendremos como falla una fuga en el tanque 3. El tiempo de muestreo es de
1s.
0 2000 4000 6000 8000 10000
−10
−8
−6
−4
−2
0
2
4
6
x 10−6
R
es
id
uo
Tiempo
Figura 3.3: Residuo sin falla
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Figura 3.4: Residuo con falla (6000s)
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3.4 Deteccio´n de fallas incipientes en
transformadores (Aplicacio´n)
La deteccio´n de fallas incipientes en transformadores representa una cuestio´n
muy importante para el mantenimiento y para evitar posibles fallas. Existen muchos
enfoques para la deteccio´n de fallas incipientes fuera de linea a partir de mediciones,
y so´lo pocos consideran la posibilidad de realizar el diagno´stico en linea. En esta
seccio´n se realiza un diagno´stico de fallas incipientes en linea a partir de mediciones
ele´ctricas. En donde se utilizan las corrientes junto con el algoritmo 2 presentado
en este cap´ıtulo para disen˜ar el observador de diagno´stico. El observador es adema´s
utilizado para supervisar el comportamiento del transformador. Los resultados de
simulacio´n muestran la viabilidad del enfoque propuesto.
3.4.1 Introduccio´n
Un componente esencial de un sistema de alimentacio´n es el transformador
ele´ctrico. Las fallas en los transformadores pueden causar graves dan˜os a la trans-
misio´n y distribucio´n de la energ´ıa ele´ctrica. La motivacio´n de detectar fallas en
transformadores sigue dos direcciones principales: una es para proteger la red de
posibles dan˜os al ocurrir la falla [17] y la otra es detectar la falla en una etapa
temprana, es decir, la deteccio´n de fallas incipientes. La informacio´n de una falla
incipiente podr´ıa ser utilizada para el mantenimiento, as´ı como para evitar posibles
dan˜os.
Muchos enfoques para la deteccio´n de fallas incipientes disponibles en la litera-
tura son para la aplicacio´n fuera de linea, es decir, cuando el transformador no esta´
en funcionamiento. Hay muchos enfoques para la deteccio´n de fallas en los trans-
formadores. Ba´sicamente se pueden agrupar en dos conjuntos principales: enfoques
fuera de l´ınea y en l´ınea. Los enfoques fuera de l´ınea prueban el rendimiento del
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transformador cuando no esta´ en uso. En algunos casos es necesario desconectar las
terminales del transformador para realizar la prueba. Ejemplos de estos enfoques son
el ana´lisis del gas disuelto en aceite [18], el ana´lisis de la respuesta a la frecuencia
[19], el ensayo de impulsos, as´ı como algunas de sus variantes [20].
El me´todo ma´s extendido para la deteccio´n de fallas y la proteccio´n de los
transformadores en linea se basa en el llamado principio de corriente de proteccio´n
diferencial [21]. No´tese, sin embargo, que este enfoque se basa en el procesamiento de
sen˜ales y en un modelo parcial (esta´tico) del comportamiento del transformador, es
decir, solo los valores de estado estacionario son considerados. Esto hace a el enfoque
de proteccio´n diferencial sensible a fallas externas, con un comportamiento no lineal
del transformador y con corrientes de entrada.
Un enfoque alternativo para la deteccio´n de fallas en linea en transformadores
se basa en un modelo obtenido a partir de datos de medicio´n. La principal ventaja es
que la dina´mica no lineal se puede tener en cuanta, es decir, en este caso el modelo
del transformador es en realidad no lineal, sin embargo a causa de la metodolog´ıa
basada en datos, el ca´lculo del aniquilador implica una proyeccio´n y algunos de los
efectos no lineales tambie´n se proyectan a un espacio nulo. Otra ventaja es que las
corrientes de entrada no producen falsas alarmas. Ejemplos de estos me´todos son
los enfoques basados en redes neuronales, segu´n lo reportado en [22]. No´tese que en
este caso se requiere un cierto entrenamiento con los datos nominales (sin falla) del
transformador.
En cierto sentido, el enfoque propuesto hace uso de algunas ideas generalmente
utilizadas por redes neuronales, ya que los datos nominales se utilizan para obtener
una especie de modelo para el comportamiento nominal. En lugar de redes neuronales
se utilizan proyecciones y filtrado lineal para obtener sen˜ales residuales.
Enfoques ma´s anal´ıticos utilizan modelos no lineales basados en ecuaciones
diferenciales no lineales de un transformador. Una idea interesante ha sido reportada
en [22], [23] y [24] en la que se combinan las ecuaciones de voltaje a fin de obtener
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una ecuacio´n diferencial que contiene te´rminos solamente lineales, pero teniendo en
cuenta (impl´ıcitamente) el comportamiento no lineal.
Sin embargo, como se reporta en [25] se requiere que la ecuacio´n diferencial
resultante sea asinto´ticamente estable. Puede ser demostrado que la ecuacio´n lineal
resultante de [23] y [24] so´lo son cr´ıticamente estable y que no satisfacen los re-
querimientos. Recientemente en [26] se han propuesto enfoques que satisfacen los
requisitos de estabilidad. Los enfoques consideran ecuaciones diferenciales no linea-
les, as´ı como la correspondiente constante de Lipschitz de las no linealidades.
Esta seccio´n utiliza un enfoque para la deteccio´n de fallas que combina los
me´todos basados en datos y observadores para la deteccio´n de fallas incipientes en
un transformador ele´ctrico. Una ventaja del enfoque es que no se requiere expl´ıcita-
mente el modelo matema´tico del transformador, en lugar de eso los me´todos basados
en datos son utilizados para obtener el disen˜o del observador de diagno´stico. En una
segunda etapa, el observador de diagno´stico disen˜ado es utilizado para monitoriar
en tiempo real un transformador ele´ctrico. En cierto sentido, el procedimiento pro-
puesto utiliza algunas ideas de los enfoques basados en redes neuronales, pero en
combinacio´n con me´todos ma´s cla´sicos basados en modelos. El enfoque es lo su-
ficientemente sensible para detectar fallas incipientes. Un ejemplo se utiliza para
mostrar los resultados.
3.4.2 Enfoque basado en datos para la deteccio´n de
fallas incipientes en transformadores
El modelo del transformador es utilizado con el fin de obtener los datos de
entrada y salida necesarios para las simulaciones, se han tomado de [27], [28]. El
modelo del transformador utilizado se basa en un circuito magne´tico.
El enfoque propuesto consiste en usar datos de entrada y salida sin fallas del
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transformador para disen˜ar un observador de monitoreo. El observador represen-
tan el comportamiento nominal y, en consecuencia, puede indicar cada posible mal
funcionamiento del transformador, es decir, el observador realiza una prueba de con-
sistencia de los datos de entrada y salida medidos.
Note que el enfoque propuesto ha sido desarrollado para sistemas lineales, sin
embargo, el modelo del transformador es en realidad no lineal. Sin embargo, a causa
de la metodolog´ıa basada en datos, el ca´lculo nume´rico de el aniquilador implica una
proyeccio´n y algunos de los efectos no lineales tambie´n se proyectan a un espacio
nulo. La cancelacio´n de algunas de las no linealidades podr´ıa ser posible si es que se
esta´n produciendo en un canal de entrada.
3.4.3 Simulacio´n
Para probar el enfoque propuesto se utiliza la simulacio´n de un transformador.
Figura 3.5: Conexio´n del transformador trifa´sico
3.4.3.1 Datos del modelo del transformador usado en la
simulacio´n
Se consideran los datos de entrada-salida de un transformador trifa´sico con los
siguientes para´metros:
Reluctancia de dispersio´n:
[
1 1 1 0.537 0.537 0.537
]
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A´reas transversales:
[
1 1 1 1.16 1.16
]
Vueltas devanado:
[
1.732 1.732 1.732 1 1 1
]
Restricciones curva de saturacio´n:
[
0.7 754 0.95
]
Matriz de resistencias:


0.0015 0 0 0 0 0
0 0.0015 0 0 0 0
0 0 0.0015 0 0 0
0 0 0 0.0015 0 0
0 0 0 0 0.0015 0
0 0 0 0 0 0.0015


Todos los para´metros se dan en p.u. Todos los para´metros son de las columnas
y los yugos, los valores de dispersio´n de reluctancias son para las columnas entre
devanados, ver Figura 3.6.
Figura 3.6: Tres columnas del transformador trifa´sico
3.4.3.2 Resultados
Como datos de entrada tenemos las corrientes primarias y como datos de salida
las corrientes secundarias. Las gra´ficas de los datos de entrada y salida se pueden
encontrar en la figura 3.7 y 3.8.
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Figura 3.7: Corrientes de entrada
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Figura 3.8: Corrientes de salida
El residuo correspondiente sin falla se puede ver en la figura 3.9.
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Figura 3.9: Residuo sin fallas (condiciones nominales)
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Los picos que se observan en el residuo de la figura (3.9) se deben a las no
linealidades del sistema, sin embargo el residuo es pra´cticamente cero, dicho com-
portamiento es el esperado.
Ahora con el fin de simular una falla por envejecimiento se utilizaron los datos
nominales del sistema y los datos con falla del sistema, estos datos fueron tomados
en un punto en donde la falla por envejecimiento ya estaba presente por lo que
se simulo la falla como una falla abrupta, la cual se manifiesta como un cambio
repentino, y no como una falla incipiente la cual va creciendo gradualmente (las
fallas por envejecimiento son fallas incipientes) ,como trabajo futuro se pretende
determinar la falla incipiente mı´nima que se pude detectar utilizando este enfoque.
El efecto de la falla en la sen˜al de entrada-salida puede ser revisado en las
figuras 3.10 y 3.11, respectivamente.
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Figura 3.10: Corrientes de entrada con falla
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Figura 3.11: Corrientes de salida con falla
En la figura 3.12 se puede observar el residuo cuando se tiene una falla causada
por envejecimiento.
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Figura 3.12: Residuo con falla
Cap´ıtulo 4
Aislamiento de fallas a partir de
mediciones
4.1 Descripcio´n del cap´ıtulo
El diagno´stico de fallas en procesos dina´micos es un a´rea de creciente intere´s.
Una gran cantidad de resultados para ana´lisis y disen˜o de esquemas de diagno´stico
se encuentran disponibles en la literatura especializada. Recientemente aparece un
resultado relacionado con la deteccio´n de fallas para sistemas cuyo modelo matema´ti-
co no es conocido de antemano. Sin embargo, un problema sin resolver consiste en
disena˜r un algoritmo para el diagno´stico de fallas basado en observadores cuando
solo se dispone de mediciones. Un enfoque de solucio´n a este problema es propuesto
en este cap´ıtulo, el cual es obtenido sobre el supuesto de que diferentes conjuntos
de mediciones esta´n disponibles para el disen˜o. Adema´s de una justificacio´n te´cnica
de los resultados obtenidos. Experimentos son utilizados para mostrar las bondades
del algoritmo propuesto.
44
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4.2 Esquema de observadores generalizados
(GOS)
En el presente disen˜o, para poder discernir entre diferentes fallas, se va a utilizar
un grupo de residuos estructurados que van a ser generados por un grupo o banco
de observadores, los cuales van a ser disen˜ados con el objetivo de que cada residuo se
comporte de forma diferente para una falla, de forma que un residuo sea sensible e
insensible a algunas fallas. Por lo tanto cuando una falla ocurre, algunos residuos se
vera´n afectados, mientras que otros no [1]. En este GOS cada observador utiliza todas
las entradas y salidas, como se muestra en la figura 4.2, donde se obtienen residuos
como resultado de la comparacio´n de las salidas reales del sistema y las estimaciones
realizadas con cada observador. Una vez obtenidos los residuos se generan las firmas
caracter´ısticas de cada falla (Matriz de incidencia de fallas).
                           Sistema
      u       y
f1 f2 fN
...
Observador 1
Observador 2
Observador N
.
.
.
r1
r2
rN
Figura 4.1: Diagrama esquema´tico del GOS
La utilidad de este arreglo de residuos esta en que facilita el aislamiento o
identificacio´n de la falla que se presente. En la Tabla 6.1 se muestra un ejemplo
de una tabla de N residuos, para un universo de N fallas, con desacoplamiento de
ciertas fallas de intere´s.
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Falla 1 (f1) Falla 2 (f2) . . . Falla M (fN)
Residuo 1 (r1) ∅
√ √
Residuo 2 (r2)
√
∅
√
...
. . .
Residuo N (rN)
√ √
∅
Tabla 4.1: Matriz de incidencia de fallas
donde “∅” representa que el residuo fue disen˜ado insensible a la falla correspondiente,
mientras que el simbo´lo “
√
” representa sensibilidad a la falla.
Aqu´ı el primer residuo (r1) es sensible a todas las fallas excepto a la primera
(f1), el segundo residuo (r2) es sensible a todas las fallas excepto a la segunda (f2),
y as´ı sucesivamente, es decir
r1 = q1(f2, f3, . . . , fN)
r2 = q2(f1, f3, . . . , fN)
...
rN = qN(f1, f2, . . . , fN−1)
Por u´ltimo, se realiza una evaluacio´n del residuo mediante una decisio´n lo´gica
apropiada, con la que se toma una decisio´n final.
4.3 Enfoque para el aislamiento de fallas a
partir de mediciones
4.3.1 Aislamiento de fallas
El aislamiento de fallas es el proceso mediante el cual se va a eliminar la
dependencia de una falla respecto de otras fallas y perturbaciones.
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Suponiendo que tenemos dos posibles fallas f1 y f2, se puede disen˜ar un gene-
rador de residuos sensible a las fallas (f2) pero robusto a una falla , en este caso a
f1, ver Figura 4.2.
     y
r=0
      u      y
r=0
      u      y
r=0
      u
f1 f2
0 t 0 t 0 t
Sistema Sistema Sistema
Generador
de residuos
Generador
de residuos
Generador
de residuos
Figura 4.2: Desacoplo de fallas
Para el aislamiento se va a utilizar como ayuda la teor´ıa anteriormente expues-
ta, el esquema de observadores generalizados.
4.3.2 Propuesta de solucio´n
Un resultado bien conocido es el hecho de que la parte mas significativa del
aislamiento de fallas se alcanza desde la manera en la que disen˜an los generadores
de residuos. Es decir, si el disen˜o de un residuo no considera la posibilidad de aislar
fallas, el aislamiento posterior, en la evaluacio´n as´ı como en la identificacio´n de fallas
se vuelve muy complicado, y frecuentemente se hace imposible.
Cuando se utilizan me´todos basados en modelos, el desacoplo de fallas con fines
de robustez y/o aislamiento, se realiza previo a la obtencio´n del generador de residuos
o bien, de manera simulta´nea. Esto nos inspira a reflexionar acerca del momento
adecuando, durante el disen˜o, en el que es mejor poder incorporar estrategias para
lograr el aislamiento de fallas. Adicionalmente se requiere informacio´n sobre las fallas,
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es decir, si no contamos con las matrices de distribucio´n de fallas ni el modelo del
sistema, algo se requiere para ser trabajado y alcanzar los resultados buscados, es
por eso que necesitamos conocer los datos con falla del sistema para obtener un
residuo aislado de dicha falla.
Tomando ideas de la comunidad de redes neuronales, se propone la idea de
utilizar informacio´n del efecto de una falla sobre la salida del sistema y despue´s de
otra falla. Es decir, se propone el uso de tantos juegos de datos de un sistema como el
numero de fallas mas uno. La idea es explicada con el siguiente ejemplo conceptual.
Suponer que tenemos dos posibles fallas f1 y f2 que pueden afectar a un sistema.
Primero, el enfoque presentado en [29] utiliza los datos del sistema discreto
sin falla para generar un residuo y poder detectar la falla, este residuo es sensible a
cualquier falla como se muestra en la Figura 4.3(b).
     y
r=0
      u Sistema
Generador
de residuos
(a) Residuo sin fallas
     y
r=0
      u
f1
Sistema
Generador
de residuos
f2
(b) Residuo con fallas
Figura 4.3: Deteccio´n de fallas
donde ante la ausencia de fallas el residuo permanece en cero, ver Figura 4.3(a) y
diferente de cero al detectar alguna de las fallas, ver Figura 4.3(b).
La informacio´n sobre las fallas debe de ser procesada de tal forma que se obten-
gan las caracter´ısticas de robustez requeridas. Siguiendo el ejemplo, las mediciones
en las cuales esta presente la falla f1 (con f2 = 0) permiten obtener un generador
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de residuos 1, el cual es insensible a la primera falla, ver figura 4.4(a) pero sensible
a las dema´s fallas, por ejemplo la falla f2, ver figura 4.4(b).
     y
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(a) Residuo insensible a la falla 1
     y
r=0
      u Sistema
Generador
de residuos
f2
(b) Residuo sensible a la falla 2
Figura 4.4: Residuo desacoplado de la falla f1
As´ı mismo, las mediciones en las cuales esta presente solo el efecto de la segunda
falla f2 (con f1 = 0) posibilita el disen˜o de un generador de residuos 2 insensible a
la falla f2. El resultado es resumido a continuacio´n:
Resultado Dado mediciones entrada-salida afectadas por una falla. Entonces
es posible el disen˜o de un generador de residuos robusto a esa falla mientras se
mantiene sensible a otras fallas utilizando solamente datos.
Prueba: Sea ψ⊥s un aniquilador izquierdo que cancela el canal de influencia de
la i-e´sima falla, de tal forma que el generador de residuos no es dependiente de la
magnitud de la falla. Por lo tanto se requiere de magnitud suficiente para que el
proceso de obtencio´n del espacio nulo izquierdo sea nume´ricamente viable.
4.3.3 Descripcio´n del sistema
Aunque las plantas usualmente son continuas, el diagno´stico de fallas es reali-
zado normalmente con datos muestreados. Por lo tanto solo plantas discretas (discre-
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tizadas) son consideradas en este cap´ıtulo. Se considera el siguiente sistema en donde
el efecto de las fallas que queremos detectar o desacoplar esta´n de forma aditiva.
x(k + 1) = Ax(k) + Bu(k) + Ef¯(k) +Gf(k)
y(k) = Cx(k) +Du(k) + F f¯(k) + Jf(k) (4.1)
donde x(k) es el vector de estados de dimensio´n n, u(k) es el vector de entradas
de dimensio´n m, f¯(k) es el vector de la falla desacoplada de dimensio´n l, f(t) es
el vector de fallas de dimensio´n lf y las matrices A, B, C, D, E, F, G, y J son
constantes, conocidas y de dimensiones apropiadas.
4.3.4 Justificacio´n matema´tica
Se toman los datos de entrada-salida nominales y con falla ( de la falla que se
quiere aislar, en este caso fallas aditivas) para la construccio´n del observador.
Y suponiendo que la falla no ocurre desde el principio, si no en algu´n instante
de tiempo. Consideramos el sistema LTI:
x(k + 1) = Ax(k) + Bu(k) + Ef¯(k) + w(k)
y(k) = Cx(k) +Du(k) + F f¯(k) + v(k) (4.2)
donde u(k) ∈ ℜm, y(k) ∈ ℜp y x(k) ∈ ℜn, w(k) ∈ ℜn y v(k) ∈ ℜp denotan secuen-
cias de ruido que tienen una distribucio´n normal y son estad´ısticamente indepen-
dientes de u(k) y x(0). Y asumimos que el proceso (4.2) es controlable y observable.
El modelo de datos entrada-salida es descrito por
Yf = ΓsXk−s +Hu,sUf +Hf¯ ,sF¯f +Hw,sWf + Vf (4.3)
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Γs =


C
...
CAs

 (4.4)
Hu,s =


D 0 · · · 0
CB D
. . .
...
...
. . . . . . 0
CAs−1B · · · CB D


(4.5)
Hw,s =


0 0 · · · 0
C 0
. . .
...
...
. . . . . . 0
CAs−1 · · · C 0


(4.6)
Hf¯ ,s =


F 0 · · · 0
CE F
. . .
...
...
. . . . . . 0
CAs−1E · · · CE F


(4.7)
Este esquema de generacio´n de residuos esta basada en la identificacio´n direc-
tamente de datos del SKR, lo que se pretende eliminar la dependencia de la condicio´n
del vector de estado y de las variable de no intere´s f¯(k) . Para este fin reescribimos
(4.3) de la siguiente manera

 Uf
Yf

 =

 I 0 0
Hu,s Hf¯ ,s Γs




Uf
F¯f
Xk−s

+

 0
Hw,sWf + Vf



 Uf
Yf

 = Ψs


Uf
F¯f
Xk−s

+

 0
Hw,sWf + Vf


Ψ⊥s

 Uf
Yf

 = Ψ⊥s Ψs


Uf
F¯f
Xk−s

+ Ψ
⊥
s

 0
Hw,sWf + Vf


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Ψ⊥s

 Uf
Yf

 = Ψ⊥s

 0
Hw,sWf + Vf

 (4.8)
donde la parte derecha de la ecuacio´n (4.8) es utilizada para implementacio´n y la
parte izquierda para el ana´lisis. Permitiendo generar un residuo
r(k) = Ψ⊥s

 Uf
Yf

 = 0 (4.9)
el cual solamente es sensible a las fallas de intere´s f(k). Y se obtienen las matrices
del observador de la misma manera que en la deteccio´n, con una fila de la matriz
Ψ⊥s .
Despue´s de la construccio´n del observador, se considera el siguiente modelo de
entrada-salida (correspondiente al sistema mostrado en la ecuacio´n (4.2)), el cual
tiene fallas que se quieren aislar f¯(k) y fallas que se quieren detectar f¯(k).
Yf = ΓsXk−s +Hu,sUf +Hf¯ ,sF¯f +Hf,sFf (4.10)
las matrices son definidas en las ecuaciones (4.4), (4.5), (4.6), (4.7) y donde
Hf,s =


J 0 · · · 0
CG J
. . .
...
...
. . . . . . 0
CAs−1G · · · CG J


(4.11)
de donde el calculo de Ψ⊥s implica que si una falla f¯ esta presente en las
mediciones entrada salida, entonces el efecto de esta falla sera eliminada del residuo.
Esto se logra mientras que el residuo se mantiene sensible a otras fallas f(k). Es
claro que esto ocurrira´ siempre que dos fallas no este´n afectando el mismo canal (es
decir, si las falla no esta´n acopladas).
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4.3.4.1 Algoritmo 4 (Disen˜o del i-e´simo generador de residuos
robusto a la i-e´sima falla.)
1. Obtener mediciones entrada-salida del sistema asegurandose que la i-e´sima fa-
lla (con magnitud suficiente) esta afectando al sistema.
2. Formar las matrices Uf y Yf (Matrices Hankel futuras).
3. Obtener ψ⊥s satisfaciendo la ecuacio´n (4.9).
4. Determinar las matrices del i-e´simo generador de residuos siguiendo las ecua-
ciones (3.35), (3.36), (3.41) y (3.42).
Cap´ıtulo 5
Ejemplo de aplicacio´n
Con la finalidad de mostrar las ventajas del algoritmo propuesto se realizo´
una aplicacio´n de este a un prototipo de laboratorio. El equipo seleccionado no
representa la clase de sistemas para los cuales se hace necesario el proceder con
un enfoque basados en datos, pues el modelo es bien conocido. Sin embargo, sirve
ahora para mostrar las ideas del algoritmo propuesto. Por otro lado, a pesar de la
caracter´ıstica de linealidad que se le atribuye al sistema, debido a la electro´nica del
drive que trae el equipo, la linealidad solo se puede observar en una zona de trabajo
espec´ıfica.
5.1 Descripcio´n del sistema
El sistema considerado es un motor de corriente directa con una carga variable.
La carga es incluida mediante un generador de imanes permanentes acoplado al
motor y al que se le puede incluir un perfil de carga arbitrario mediante una sen˜al.
El equipo es mostrado en la figura (5.1).
54
Cap´ıtulo 5. Ejemplo de aplicacio´n 55
Figura 5.1: Banco experimental - AMIRA DR300
El esquema´tico del motor puede ser visto en la Figura (5.2). En este diagrama
no aparece el drive ni la electro´nica relacionada con la generacio´n de la carga.
Figura 5.2: Esquema simplificado del DR300
La sen˜al de entrada es el voltaje suministrado, Figura 5.3(a). En tanto que las
salidas son la velocidad angular del eje del motor y la corriente de armadura, Figura
5.3(b). El equipo dispone de un lazo de control proporcional integral que puede ser
utilizado opcionalmente, o bien, se puede utilizar algu´n controlador externo. El perfil
con el que la carga opera sobre el sistema puede tambie´n ser configurado mediante
un arreglo resistivo interno o bien mediante una sen˜al externa.
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Figura 5.3: Datos nominales
Para fines de los experimentos realizados se utilizo´ LabView junto con un
MyRio. Se utilizo´ el sistema sin controlador, es decir, en lazo abierto.
Se consideran dos posibles fallas, una falla aditiva de actuador (la falla se
considera en el drive) y una falla aditiva en un sensor. Las fallas son incluidas por
software.
5.2 Experimentos planteados
El sistema tienem = 1 entrada y p = 2 salidas y su orden es n = 2, el tiempo de
muestreo es Tm = 0.01s, se utilizaron 1500 datos para la simulacio´n con N = 1489
y s = 5.
Para obtener los datos con falla se simularon dos fallas aditivas donde se le
sumo una magnitud de 1.34 al vector de salidas y de entradas despue´s del instante
de muestreo 800 (8s).
Con la finalidad de mostrar que el procedimiento propuesto puede ser usado
efectivamente para el aislamiento de fallas, es decir, para la construccio´n de un
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banco de residuos que permiten el aislamiento de fallas, se estableciero´n los siguientes
escenarios de prueba.
Escenario Descripcio´n
1 Sistema sin falla
2 Falla en actuador
3 Falla en sensor
Se disen˜aron dos residuos, el primero robusto a la falla en el actuador, y el
segundo residuo robusto a la falla en el sensor. Como fue mencionado con anterio-
ridad, el disen˜o de un residuo robusto a una falla determinada requiere de datos en
los cuales este´ presente la falla en cuestio´n. Uno puede en un equipo de laboratorio
obtener los datos. Esto puede ser manejado como una desventaja del me´todo pro-
puesto. Sin embargo, es importante destacar que no se requiere reproducir una falla
de manera exacta, sino que mas bien se requiere de aplicar una sen˜al en el canal en
donde se encuentra el elemento a ser supervisado. Esto posibilita la aplicacio´n del
me´todo.
El disen˜o completo para este ejemplo brinda como resultado dos residuos, cada
uno sensible a una posible falla mientras que es robusto a la otra. Las caracter´ısticas
del generador de residuos disen˜ado, se pueden apreciar en la siguiente tabla:
f1 (act.) f2 (sensor)
r1 ∅
√
r2
√
∅
Donde “∅” representa que el residuo fue disen˜ado insensible a falla correspon-
diente, mientras que el simbo´lo “
√
” representa sensibilidad a la falla.
Los vectores de paridad utilizados para el disen˜o de los generadores de residuos
son:
ψ⊥
s,y
1 = [0.0470 − 0.5371 − 0.0081 − 0.1038 − 0.0032 0.2766 0.0234 0.3979 0.0250 0.3220 0.0729 0.3919]
ψ⊥
s,y
2 = [0.0079 − 0.5490 0.0021 − 0.0743 − 0.0142 0.2842 0.0332 0.3139 − 0.0278 0.0171 0.0077 0.0008]
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5.3 Resultados
Primero es necesario una fase de disen˜o de generadores de residuos con la
robustez requerida, es decir, dos generadores de residuos, uno con robustez a la falla
en el actuador, el cual es denominado r1 y otro con robustez a la falla en el sensor,
denominado r2. El disen˜o esta basado en conjuntos de datos con la incidencia de
fallas descrita con anterioridad.
5.3.1 Escenario 1
Residuos evaluando datos sin fallas.
0 5 10 15
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Tiempo
R
es
id
uo
(a) Residuo 1
0 5 10 15
−1.5
−1
−0.5
0
0.5
1
1.5
Tiempo
R
es
id
uo
(b) Residuo 2
Figura 5.4: Respuesta en ausencia de fallas
En este escenario podemos observar que el residuo pra´cticamente permanece
en cero, dicho resultado es el esperado cuando no hay fallas presentes en el sistema.
5.3.2 Escenario 2
Residuos evaluando datos con falla en actuador.
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Figura 5.5: Respuesta a falla de actuador
Se puede apreciar que el residuo 1 es insensible a la falla 1, mientras que el
residuo 2 es sensible a dicha falla.
5.3.3 Escenario 3
Residuos evaluando datos con falla en sensor.
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Figura 5.6: Respuesta a falla de sensor
A diferencia del residuo 2, aqu´ı se puede apreciar que el residuo 1 es insensible
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a la falla 1, mientras que el residuo 2 es sensible a dicha falla.
Con los tres escenarios vistos en este´ cap´ıtulo se puede concluir que el algoritmo
propuesto para el aislamiento de fallas funciona.
5.4 Discusio´n
Se discute primeramente el aspecto operativo del me´todo propuesto. La pri-
mer cuestio´n relacionada con el me´todo propuesto es la disponibilidad de las sen˜ales
requeridas para realizar el disen˜o de los generadores de residuos con diferentes ca-
racter´ısticas de robustez. Estas sen˜ales pueden ser obtenidas inyectando una sen˜al
en el canal donde esta el instrumento/componente que se desea supervisar.
Alternativamente se puede identificar un modelo a partir de mediciones entrada-
salida del sistema en ausencia de fallas. En el caso de actuadores y sensores es posible
introducir una sen˜al en cada actuador y sensor (uno a la vez) para obtener el conjunto
de mediciones entrada-salida con diferentes situaciones de falla.
Enseguida, el algoritmo tiene pocas posibilidades de ajuste. Uno de ellos es
el taman˜o de los bloques en las matrices de Hankel. En general se requiere que el
taman˜o de los bloques debe ser mayor que el orden del sistema a ser considerado.
En la figura 5.4 se pueden apreciar los resultados de aplicar mediciones entrada-
salida del sistema cuando no hay falla. Se observa que la magnitud del residuo no
es cero, pero esta cercano a cero. Es claro que un umbral con valor de ±1 puede
evitar alarmas falsas. El efecto de la falla sobre el residuo disen˜ado robusto puede
ser discriminado mediante la evaluacio´n. Algo semejante ocurre cuando la falla en
el sensor se manifiesta, como se puede ver en la figura 5.6. En este caso se aplica
tambie´n el mismo criterio para evaluar los residuos (comparacio´n con un valor de
umbral y discriminacio´n por tiempo que el residuo se mantiene sobre el valor de
umbral).
Cap´ıtulo 6
Conclusiones y Trabajo a futuro
Se presento´ uno de los enfoques ma´s utilizados para el diagno´stico de fallas
basados en datos [30], uno de los objetivos consistio´ en utilizar dicho algoritmo para
la deteccio´n de fallas incipientes en transformadores. Se muestra que el esquema
propuesto es eficaz en la deteccio´n de fallas incipientes incluso si no hay un modelo
matema´tico expl´ıcito del transformador utilizado. Los resultados obtenidos permi-
ten demostrar que es posible detectar fallas aunque el sistema sea no lineal, y que
se pueden obtener residuos sensibles ante fallas incipientes, lo que muestra una bue-
na aplicacio´n del algoritmo. Como trabajo futuro se pretende determinar la falla
incipiente mı´nima que se puede detectar utilizando este enfoque.
Un punto importante en este trabajo fue demostrar que el aislamiento de fallas
puede ser realizado directamente usando datos de entrada y salida del proceso, para
esto se propone un enfoque de disen˜o para el aislamiento de fallas directamente
de datos en donde los resultados en simulacio´n obtenidos permiten afirmar que el
aislamiento es satisfactorio.
El problema de aislamiento de fallas en sistemas para los cuales no se conoce un
modelo es considerado. Inspirados en procedimientos utilizados en redes neuronales,
donde datos en situaciones espec´ıficas de un sistema son utilizadas para entrenar
las redes. Ba´sicamente se utilizo´ esta idea para lograr el disen˜o con caracter´ısticas
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de robustez determinadas. Se mostro´ como la idea tiene sustento en la teor´ıa de
identificacio´n por subespacios. Se concluye que la idea de disen˜o para aislamiento de
fallas puede ser aplicada con e´xito a sistemas alrededor de un punto de operacio´n,
o bien a sistemas que son lineales. Una cuestio´n importante es que para efecto de
disen˜ar los residuos, no se requiere informacio´n de diferentes magnitudes de una
misma falla, sino que solo se requiere que tenga magnitud suficiente para que su
manifestacio´n ayude a cancelar el efecto durante el disen˜o del generador de residuos.
Naturalmente, el me´todo funcionara´ mejor si los datos utilizados para el disen˜o de
generadores de residuos son obtenidos con sen˜ales de entrada con la caracter´ıstica
de excitacio´n persistente.
Se verifico´ que es posible la deteccio´n de fallas a partir de datos mediante la
utilizacio´n de un ejemplo de aplicacio´n en un transformador, con lo que se realizo´
la redaccio´n de un art´ıculo “Data-driven approach to Observer-based incipient fault
detection in Transformer” que fue aceptado para el IEEE/PES Transmission and
Distribution Conference and Exposition Latin America (IEEE/PES T&D LA 2016
). Y gracias a los resultados de investigacio´n que arrojo´ este tema de tesis, se tie-
ne otro art´ıculo “Aislamiento de Fallas en Sistemas Lineales Discretos a partir de
Mediciones” para el Congreso Nacional de Control Automa´tico 2016 (AMCA).
La metodolog´ıa utilizada para el diagno´stico de fallas a partir de datos, se
encuentra todav´ıa en una etapa inicial, es por ello que trabajo futuro se requiere en
el sentido de lograr identificacio´n de fallas as´ı como en los detalles de disen˜o, tales
como la seleccio´n mas adecuada del taman˜o de los bloques de las matrices de Hankel.
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