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Abstract
Time-resolved velocity information of carotid blood flow can be used to estimate
haemodynamic conditions associated with carotid artery disease leading to stroke.
MRI provides high-resolution measurement of such information but long scan time
limits its clinical application in this area. In order to reduce scan time the MRI sig-
nal is often undersampled by skipping part of the signal during data acquisition. The
aim of this work is to implement and evaluate different undersampling techniques for
carotid velocity measurement on a 1.5 T clinical scanner.
Most recent undersampling techniques assume spatial and temporal redundancies
of real time-resolved MRI signal. In these techniques different undersampling strate-
gies were proposed. Prior information or different assumptions of the nature of true
signal were used in signal reconstruction. A brief review of these techniques and details
of a representative technique, known as k-t BLAST, are presented. Another undersam-
pling scheme, termed ktVD, is proposed to use predesigned undersampling patterns
with variable sampling densities in both temporal and spatial dimensions. It aims to
collect enough signal content at the signal acquisition stage and simplify signal recon-
struction.
Fidelity of the results from undersampled data is affected by many factors, such
as signal dynamic content, degree of signal redundancy, noise level, degree of un-
dersampling, undersampling patterns, and parameters of post-processing algorithms.
Simulations and in vivo scans were conducted to investigate the effects of these factors
in time-resolved 2D scans and time-resolved 3D scans. The results suggested veloc-
ity measurement became less reliable when they were obtained from less than 25%
of the full signal. In time-resolved 3D scans the signal can be undersampled in ei-
ther one or two spatial dimensions in addition to the temporal dimension. This allows
more options in the design of undersampling patterns, which were tested in vivo. In
order to test undersampling in three dimensions in high resolution 3D scans and mea-
sure velocity in three dimensions, a flow phantom was also scanned at high degrees of
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Stroke is the second most common cause of death and major cause of disability world-
wide [1], and ischaemic strokes account for 88% of all strokes [2]. It is believed that
carotid artery disease accounts for 20% of ischaemic strokes [3].
Haemodynamic quantities, such as Wall Shear Stress (WSS) estimated from blood
flow velocities measured with non-invasive imaging techniques, can be used as poten-
tial risk indicators in the prediction and clinical management of carotid artery disease.
Magnetic Resonance Imaging (MRI) is one of the most promising imaging techniques
capable of in vivo velocity measurement, but the lengthy scan time has been its major
limitation. In order to accelerate such MRI scans, skipping a certain part of the signal
acquisition regarded as redundant has been a popular approach to save scan time.
1.1.1 Carotid arteries
The carotid arteries are major blood vessels between the heart and the brain in the front
of the neck. They deliver blood to the arteries in the brain and supply nutrients and
oxygen to the cerebral cortex, which is responsible for many important brain functions
such as consciousness, memory and control of voluntary movements. The carotid
arteries are paired structures, including the left and right carotid arteries. As shown
in Figure (1.1), at the level close to the chin the right common carotid artery (RCCA)
bifurcates into the right internal carotid artery (RICA) and the right external carotid
artery (RECA). In the left half of the neck the left carotid arteries (LCCA, LICA, and
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LECA) form a very similar structure, which is known as a carotid bifurcation. The
slight dilation in the internal carotid artery is known as a carotid bulb. The internal
carotid arteries (ICA) travel into the skull and supply the brain. The external carotid
arteries (ECA) are more close to the surface, supplying the neck and face. Close to
the bifurcations the external carotid arteries have many branches such as the superior
thyroid arteries and the ascending pharyngeal arteries. At the same level the internal






Figure 1.1: The right carotid arteries. Only two of the branches of the right external
carotid artery close to the bifurcation are displayed.
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There are age, sex and inter-subject differences in the carotid bifurcation geome-
tries [4, 5]. The diameter of a common carotid artery (CCA) of a healthy subject is
normally between 7 mm and 9 mm [4]. The ICA/CCA diameter ratio normally ranges
from 0.77 to 0.81, and the ECA/CCA diameter ratio is normally between 0.75 and 0.81
[5].
The artery wall consists of three primary layers: the intima, media and adventia
[6, 7], as shown in Figure (1.2). The intima consists of a monolayer of endothelial
cells and an underlying basal lamina. The endothelium works as an interface between
the blood and the content of the artery wall, and it actively responds to chemical and
mechanical stimuli, which may lead to various changes in the vessel wall such as pro-
moting cell replication or modifying blood-borne substance for transport into the wall.
The media consists primarily of smooth muscle cells embedded in a plexus of elastin,
various types of collagen, and proteoglycans. Smooth muscle allows the artery to
constrict or dilate, modifying wall properties and regulating blood flow locally. The
adventia consists primarily of fibroblasts, collagen, elastic fibres and nerves. It is be-
lieved to serve as a protective sheath that prevents acute overdistension of the media.




Figure 1.2: A schematic view of the layers of an artery wall cross-section
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1.1.2 Carotid atherosclerosis and stroke
Carotid artery disease occurs if a carotid artery becomes narrowed or blocked, mostly
due to atherosclerosis. Atherosclerosis is the process by which fatty deposits called
plaque build up beneath the luminal surface in the innermost layer of arterial wall. As
atherosclerosis progresses, enlarging plaque may gradually encroach into the lumen
and cause abnormal narrowing of the artery, which is known as a stenosis. Serious
stenosis can significantly reduce blood flow through the vessel. The luminal surface of
a healthy artery is normally smooth. Some unstable plaque vulnerable to rupture may
disrupt the luminal surface and form rough and irregular areas. As an inflammatory
response, these areas are covered with blood-clotting cells. A blood clot can form
and grow to block blood flow completely. This can lead to an ischaemic stroke if
the decrease in blood and oxygen supply results in dysfunctions of certain part of the
brain. A clot or a piece of plaque may break free, travel with the blood flow and block
downstream smaller arteries. This can also cause an ischaemic stroke and is often more
serious than an upstream blockage in which blood flow may take alternative routes to
the brain.
Since in early stages carotid artery atherosclerosis may not cause any symptoms
for many years, and a plaque rupture may lead to stroke in minutes, there is always
intense interest in developing imaging techniques for early detection and monitoring
of plaque progression.
1.1.3 Risk factors for atherosclerosis
Many risk factors are associated with atherosclerosis, such as hypertension [8], smok-
ing [9], hyperlipidemia [10], diabetes mellitus [11], social stress [12], sedentary lifestyle
[11], viral infection [13], and possibly chlamydial infection [14].
Haemodynamics are also believed to play an important role in the formation and
progression of atherosclerotic plaque [15, 16, 17, 18]. Arterial walls are subjected to
mechanical forces, in the form of axial stress due to blood pressure and wall shear
stress (WSS) due to friction of blood against the wall [19, 20]. In studies comparing
human post-mortem distributions of plaque to in vitro fluid dynamic models [21, 22],
it was observed atherosclerosis developed largely in regions of relatively low WSS and
disturbed blood flow. Different hypotheses have been proposed to explain the relation-
ship between plaque location and abnormal WSS. High WSS, low WSS and oscillat-
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ing WSS have each been suggested as initiating factors in atherosclerosis [23, 24, 16].
Most following studies [25, 21, 22] supported the low WSS hypothesis. The precise
underlying biological mechanisms remain unknown. It has been reported that WSS
can change the morphology and orientation of the endothelial cells in the intima. En-
dothelial cells subjected to high WSS tend to elongate and align in the direction of flow,
whereas those experiencing low or oscillatory WSS remain more rounded and have no
preferred alignment pattern [26, 27]. Exposure to a relatively low WSS may increase
intercellular permeability and consequently increase the vulnerability of these regions
of the vessel to atherosclerosis [28]. Levels of the vasoactive substances released by en-
dothelial cells (prostacyclin, nitric oxide, and endothelin-1) are strongly influenced by
shear stress [29, 30, 31, 32]. Nonpulsatile high WSS promotes release of factors from
endothelial cells that inhibit coagulation, migration of leukocytes, and smooth muscle
proliferation, while simultaneously promoting endothelial cell survival. Low and os-
cillating WSS leads to the opposite effects, thereby contributing to the development of
atherosclerosis. In recent years numerous animal, molecular, and cellular studies have
been carried out to investigate the arterial wall’s response to WSS changes [17, 18]. It
is widely accepted that the local wall shear stress is a major factor in atherosclerosis
development.
1.1.4 Wall shear stress
Wall shear stress is defined as the tangential force per unit area that is exerted by the
flowing fluid on the surface of the conduit tube, as illustrated in Figure (1.3). The
magnitude of WSS τw is proportional to the velocity gradient δvδr near the tube wall





In Equation (1.1), µ is the fluid dynamic viscosity, v is the velocity along the tube
axis, and r is the distance perpendicular to and away from the tube wall.
The velocity gradient δvδr near the wall, also known as wall shear rate, describes how
fast the flow velocity increases when moving from a point at the wall to an immediately
adjacent point in a direction perpendicular to the tube wall toward the centre of the
tube, as shown in Figure (1.4). Since at the wall the flow velocity is zero, low wall













Figure 1.4: The wall shear rate (velocity gradient near vessel wall) of a parabolic
velocity profile in a straight vessel.
6
Chapter 1. Introduction
Due to the complex shapes and curvatures of the carotid arteries, the velocity pat-
tern of in vivo carotid blood flow is also complex. For example, when a vessel curves,
blood flow is faster along the outer side wall of the curvature than along the inside
wall. This leads to significantly different WSS along the length and around the cir-
cumference of the blood vessel. Pulsatile blood flow also makes WSS change with the
cardiac cycle quasi-periodically.
In order to map WSS, local blood flow velocities in the near-wall region need to be
measured. Accurate calculation of the wall shear rates requires high spatial resolution
near the vessel wall, which is difficult for the imaging techniques because in this re-
gion blood flow is slow and the exact location of vessel wall is hard to determine. On
the other hand, it is easier to obtain relatively more accurate velocity measurements
near the centre of the artery where blood flow is often faster. This practical limitation
leads to two approaches for WSS estimation. One approach uses curve fitting or in-
terpolation algorithm [34] to build the velocity profile (the velocity distribution over
a cross-section normal to the flow direction) from measurements at a discrete number
of positions in the vessel. The other approach assumes the carotid blood flow can be
treated as Poiseuille flow [33], so the wall shear rates can be calculated from volume
flow rate or maximum velocity measured in a vessel cross-section.
When the wall shear rates are calculated through interpolation, the slope of the ve-
locity profile is estimated from at least two, preferably three, velocity values measured
near the vessel wall [35]. The accuracy of this method depends on how accurate the
velocities can be measured at adjacent points and on the adopted interpolation algo-
rithm [36]. The limited spatial resolution of the method used for velocity measurement
affects the accuracy of the WSS estimation. It has been reported that extrapolation of
the data on the wall shear rates assessed in venules as a function of vessel radius [37]
indicates that shear rate determined 250 to 300 µm from the wall underestimates WSS
by about 10%. If the wall shear rates are interpolated from measurements even further
from the vessel wall (as in MRI scans), the errors can be larger. Various interpolation
algorithms have been applied [34], such as linear extrapolation, quadratic extrapola-
tion, and least-squares fitting. The interpolation is generally less robust if a higher
order polynomial is used for the fitting of the velocity profile, and the results become
more sensitive to background noise.
When the carotid blood flow is assumed Poiseuille flow [33], a parabolic velocity
profile is expected, as shown in Figure (1.4). This assumption simplifies the flow as
7
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a steady (nonpulsatile), fully developed flow of a Newtonian fluid (constant viscosity)
in a rigid cylindrical tube. The WSS can be calculated analytically by the Hagen-





In Equation (1.2), Q is the volume flow rate, µ is the fluid dynamic viscosity, and R
is the inner radius of the conduit cylindrical tube.
Based on the same assumption of Poiseuille flow, the WSS can also be calculated






Similarly, average velocity vavg (over a cross-section normal to the flow direction)





Although the Poiseuille flow assumptions, such as steady flow and rigid vessel
wall, are not valid in the context of real carotid blood flow, Equation (1.2), (1.3) and
(1.4) are easy to use and can provide possibly useful approximations of WSS based
on clinical measurements. For this reason, this approach has been adopted in many
studies.
1.1.5 Imaging techniques for velocity measurement
As described previously, the estimation of the WSS requires the location of vessel wall
and blood flow velocities in the near-wall region. Most imaging techniques can provide
vessel geometries, with different levels of accuracy, and some of them can be used to
measure blood flow velocities.
X-ray angiography
X-ray angiography involves the intra-arterial injection of an iodinated contrast agent,
so the blood vessel lumen will be highlighted in the projection images. For the carotid
artery, single or multiplane projections are typically acquired, both before and after
8
Chapter 1. Introduction
the injection of the contrast agent. Preinjection images are digitally subtracted from
the corresponding images collected after the injection in order to remove background
bone and tissue for higher contrast. Such images obtained through subtraction are
known as digital subtraction angiograms (DSA). Reconstruction of three-dimensional
(3D) geometries requires multiple projections in different directions. Advanced X-ray
techniques can rapidly (4-6 s) collect multiple (about 200) projection images, which
can be used to reconstruct 3D lumen structure at high (200-400 µm isotropic) spatial
resolution [38].
Normally a catheter (fine tube) is placed into the artery in the groin and guided to
the carotid artery, so the contrast agent can be released into blood at a location very
close to or in the field of image acquisition. Alternatively the contrast agent can be
injected intravenously, but this approach typically produces poorer contrast images of
the lumen.
In principle, X-ray can be used to measure blood flow rates in vivo [39, 40].
Changes in the X-ray image intensity due to changes of the contrast agent concen-
tration can be analysed to extract the mean flow rate and the waveform. Some tech-
niques [41, 42, 43] are based on bolus tracking using time intensity curves at different
sites along a vessel. The arrival of the contrast agent bolus is tracked along the ves-
sel. Velocity estimates are determined from the difference of the arrival times at two
sites of known distance. These methods are easy to implement, but they are known to
give unreliable results in the case of pulsatile flow. It is not possible to extract a time
dependent blood flow waveform using these methods. Some techniques [44, 45] de-
termine the distance which the bolus has travelled between two consecutive frames by
finding the shift which gives the best match between the distance intensity curves from
both frames. If this is repeated for all frames of the sequence, a time dependent blood
flow waveform can be determined. Optical flow methods [46, 47, 48] use the mass
conservation law to numerically compute an estimate of the flow rate from temporal
and spatial derivatives of iodine concentration. Optical flow methods can also be used
to estimate a time dependent blood flow waveform, but noise can lead to errors in the
computation of derivatives. Optical flow methods and those based on distance intensity
curves may overestimate during the inflow and underestimate during the outflow phase
[49]. The contrast agent in the centre of the vessel is transported faster, so it enters the
region of interest first and it causes an overestimation of the velocity during the inflow
phase. The contrast agent at the border of the vessel is transported more slowly, so it
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leaves the region of interest last and it causes an underestimation of the velocity during
the inflow phase.
X-ray angiography offers superior image contrast, temporal and spatial resolution
over other imaging modalities. For example, micro-CT scanners can readily provide
high (100-200 µm isotropic) resolution images [50, 51]. However, the risks associated
with ionizing radiation and catheterization [52] limit its clinical implementation. It is
difficult to carry out human studies of early atherosclerosis and local haemodynamics
using X-ray angiography. It is also difficult to map time-resolved velocities with the
X-ray methods described previously, which are largely experimental.
Laser Doppler flowmetry
Laser Doppler flowmetry (LDF) uses monochromatic laser light beams and the Doppler
effect to measure blood flow velocity [53, 54, 55].
The Doppler effect or Doppler shift [56] describes the frequency change of a wave





In Equation (1.5) fo is the apparent frequency perceived by the observer, fs is the
source frequency, c is the wave speed, vo is the velocity of the observer, and vs is the
velocity of the source. Since the frequency change depends on the relative velocities
of the source and the observer, the effect can be used to measure velocities.
When the source of a wave, such as sound or light, is moving relatively closer to an
observer, the frequency of the wave observed by the observer is higher than the source
frequency. When the source is moving away, the observed frequency is lower.
LDF is based on the fact that light beams scattered in moving red blood cells un-
dergo a frequency shift according to the Doppler effect, while beams scattered in static
tissue alone remain unshifted in frequency. The frequency shift is proportional to the
velocity of the red blood cell. In practice the frequency shift is very small (10-1000
kHz) compared to the very high frequencies of light (100 THz), so it is difficult to mea-
sure directly. If the original light beam is interfered with the reflected beam, the high




LDF is non-invasive, simple to use, and capable of measuring microcirculatory
blood flow in tissue. It is widely used to measure the microcirculatory flux of the
tissue and fast changes of perfusion during provocations [55]. The technique can also
partially quantify perfusion in real time. The major limitation of LDF is the limited
penetration depth of laser light. The penetration depth of light in tissue depends on
its wavelength. Near infrared light (of wavelength about 1 µm) penetrates several mm,
red light (about 650 nm) up to about 2 mm and green light (about 540 nm) hardly at all
[57]. For this reason, LDF is mainly applied to measure blood flow of the skin. Carotid
flow has been measured with LDF in phantom studies [58], but the technique can not
be used for in vivo carotid flow non-invasively.
Ultrasound velocity measurement
Ultrasound scanners make use of sound waves reflected from tissues to collect struc-
tural information [59]. One or more transducers are used to transmit sound waves into
the subject. When a sound wave encounters a tissue of a different density (acoustical
impedance), part of the wave is reflected back and this can be detected as an echo with
an ultrasound receiver. The distance between the location of reflection and the ultra-
sound probe can be calculated by recording the time interval between the transmission
and the detection if the speed of sound in the subject is known. Since the acoustical
impedance is different in different tissues, the structures along a line into the subject
can be visualized as the changes of acoustical impedance at different depths along the
transmitted sound beam. A two-dimensional (2D) image can be formed by sweeping
the line or using a linear array of transducers. 3D images can be generated by acquir-
ing many adjacent 2D images. For this purpose, the transducers used for 2D scans can
either be moved mechanically, or 2D phased array transducers can be used, which can
sweep the ultrasound beams electronically.
Typical diagnostic ultrasound scanners operate in the frequency range of 2 to 18
MHz, hence the name ultrasound (above human hearing). Higher frequencies corre-
spond to smaller wavelengths, and can be used for scans of higher resolutions. How-
ever, the penetration depth decreases with frequency. For example, a frequency of
around 3.5 MHz is generally used for a penetration of about 150 mm, and when it is
increased to 10 MHz, the penetration is reduced to about 20 mm [60]. For this reason
Ultrasound scans are more suitable for tissues close to surface. Since the difference in
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acoustic impedance between soft tissue and bone or air is so great, most of the acoustic
energy will be reflected back and it is difficult for an ultrasound beam to reach tissues
behind bone or air. For example, carotid ultrasound imaging is much easier than non-
invasive cardiac or transcranial ultrasound scans.
A miniaturized ultrasound probe can be attached to a fine catheter and guided to the
inside of the artery of investigation to collect intravascular ultrasound (IVUS) images
[61]. IVUS can be used in carotid artery to acquire detailed images of the vessel
wall structure and early plaque [62], but it is highly invasive and is mostly used in
interventional procedures for patients with severe stenosis. The inserted catheter and
the probe will also disturb the blood flow and make it difficult to measure blood flow
velocities in the original conditions.
Ultrasound can be used to measure blood flow velocity because the red blood cells
act as ultrasonic scatters. Ultrasonic contrast agent [63], such as microbubbles [64],
can also enhance backscattering from blood. The ultrasound techniques for blood
flow measurement and visualization are generally known as Doppler ultrasound [65],
including continuous-wave Doppler (CWD) and pulsed-wave Doppler (PWD) [66].
CWD works in a way similar to laser Doppler. Uninterrupted ultrasonic waves
of constant frequency and amplitude are emitted into the subject by the transmitting
transducer. The echoes detected by the receiving transducer have the same frequency
as that of the transmitter if they are reflected by stationary structures. Those from
flowing blood are shifted in frequency by the Doppler effect. Neglecting the effect of
the moving medium in which the red blood cells are suspended, a moving scattering
ensemble of the red blood cells acts both as a receiver of Doppler-shifted ultrasound
as the distance between the ensemble and the transmitting transducer changes, and as
a transmitter of this already Doppler-shifted ultrasound which is Doppler-shifted again
as the distance between the ensemble and the receiving transducer also simultaneously
changes. Effectively the path length of the ultrasound wave backscattered from blood
changes at a velocity 2vi, where vi is the velocity of the ensemble in the direction of
the ultrasound beam. According to Equation (1.5) and considering ultrasound speed c






In Equation (1.6) fe is the frequency of the ultrasound waves emitted from the
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transducer, and vi is positive when an ensemble is moving toward the transducers.
When the ultrasound beam and the blood flow are not in the same direction, as












Figure 1.5: The ultrasound beam and the blood flow may not be in the same direction.
CWD is unable to measure the precise localization of the scatter since the ultra-
sound wave travel time is not available. Frequency spectrum analysis is applied to
the acquired signal and velocities can be displayed in real time. CWD can be used to
measure the peak velocity in a carotid artery.
PWD uses series of short ultrasound pulses instead of continuous waves used in
CWD. Echoes from different pulses can be separated and distance information can be
extracted from the recorded time interval between the reception of an echo and the
transmission of the corresponding pulse. Velocities can be mapped with the location
information. In practice, operators of a PWD system can set a delay so that only echoes
in a short period following the delay after the transmission of each pulse are collected.
This effectively limits the scan range in the subject.
The mechanism used in PWD for velocity measurement is different from that in
CWD. Doppler shift of each pulse is ignored. Instead the relative phase shifts between
echoes corresponding to two subsequent pulses are used to calculate the velocity. For
example, if a scatter is moving toward a transducer, it will take longer time for a first
pulse to cover the distance between the transducer and the scatter than the time for a
second pulse. If the sound speed c is assumed to be constant, the travel time t of a
13
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pulse can be calculated from the distance d between the scatter and the transducers, as





If the following pulse is transmitted after a delay of Tpr (pulse repetition time), the
scatter has moved with the blood flow to a different location when the second pulse is
reflected, as shown in Figure (1.6). The difference in pulse travel time can be calculated












Figure 1.6: A schematic diagram of pulsed wave Doppler.
The difference in distance d2−d1 can be calculated from the velocity of the scatter
v, as shown in Equation (1.10).
d2−d1 = vTprcosθ (1.10)
In Equation (1.10) θ is the angle between the ultrasound beam and the blood flow.
If the ultrasound frequency is fe, the phase shift ∆φ between the echoes from the
two pulses can be calculated as in Equation (1.11).
∆φ = 2π fe(t2− t1) (1.11)
The scatter velocity can be calculated by combining Equation (1.9), (1.10), and
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In Equation (1.12) fpr is the pulse repetition frequency corresponding to Tpr. Since
the measured value of a phase shift has a limited range, for a certain fpr high velocities
may lead to large phase shifts out of the range and cause aliasing [67]. This means the
maximum velocity that can be measured without aliasing is limited by the pulse repe-
tition frequency. In order to measure high velocities, a high pulse repetition frequency
is needed. However, the pulse repetition time should be long enough to allow a pulse
to complete the journey to and from a scatter before the next pulse is transmitted. The
pulse repetition frequency is then limited by the sampling depth. This means PWD is
more suitable to measure velocities in a limited range to avoid aliasing, while CWD
does not have this limitation.
In addition to CWD and PWD, velocity information can also be extracted from
ultrasound signal by means of time-domain processing [68, 69]. The method uses
temporal tracking of the spatial position of individual coherent blood ensembles. Pat-
tern matching is applied to signal patterns obtained in successive acquisitions [70, 71].
Since position tracking can be used in two or three dimensions, the velocity measure-
ment is not limited in the direction of the ultrasound beam.
Peak velocity and vessel diameter measured with ultrasound have been used to
estimate carotid wall shear stress by assuming parabolic velocity profiles across the
arterial lumen [72, 73]. Systolic blood flow velocity was measured in a small sam-
ple volume (1 mm) placed in the centre of the vessel. It has been demonstrated that
common carotid artery wall shear stress measurement in vivo with this method is re-
producible [72]. The limitation of this approach is the assumption of Poiseuille flow
and only the peak velocity is measured for the calculation of wall shear stress.
A direct method based on assessment of the radial derivative of the velocity dis-
tribution with a high-resolution multigate pulsed Doppler ultrasound system has also
been used to assess in humans in a noninvasive way the instantaneous velocity distri-
bution over time [74]. Appropriate processing of the received radio frequency signal
enabled the high-precision assessment of low-blood-flow velocities close to the wall
[75, 76]. The mean of the maximum of the radial derivatives of the velocity distribu-
tions at the anterior and posterior walls is used as an estimate for the local axial wall
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shear rate. With this method it has been reported the observed mean shear rate is a
factor of two lower than that reported in earlier studies based on the extrapolation from
steady flow through a rigid tube to pulsatile flow through a distensible tube.
One of the disadvantages of PWD is its relatively poor spatial resolution [77, 78].
The nonnegligible dimensions of the measurement volume in Doppler velocimetry in-
troduce the phenomenon of convolution, which alters the accuracy of profile determi-
nation in a proportion that depends both on the nature of the profile and the relative
dimensions of the sample volume to the vascular diameter. An offline deconvolution
process can be applied to improve spatial resolution. It has been demonstrated that
corrected deconvoluted velocity profiles have allowed noticeable improvement in the
estimation of wall shear rate when compared with the uncorrected Doppler profiles
[79, 80].
Ultrasound is widely used in clinics since it is relatively inexpensive compared with
other imaging modalities and noninvasive ultrasound scans have no known long-term
side effects. Temporal resolution of ultrasound measurements is good and it is often
used for real-time imaging. For structure imaging ultrasound scans are also fast. For
example, 3D ultrasound images with high effective resolution (0.2×0.2×0.6mm3) can
be collected in less than 10 s [81]. The major limitation of ultrasound techniques is
that the method is often operator dependent. Unless the positions of the transducers are
electronically tracked, the locations of the images in the subject are not available. In
Doppler ultrasound scans, the angle between the ultrasound beam and the blood flow
needs to be measured in order to calculate the velocities accurately. This is difficult
when the ultrasound probe is operated manually. It has been reported that the Doppler
methods are capable of good absolute accuracy in flow rate measurement when suit-
ably designed equipment is used in appropriate situations, with systematic errors of 6%
or less [67]. There may be considerable random errors due to errors in measuring the
cross-sectional area and the angle of approach, which can be reduced to an acceptable
level by repeating the scans and averaging the results. In a phantom study [82] of fully
developed flow in a rigid and circular tube, the results suggested that steep velocity gra-
dients and transit-time-effects from high velocities produced significantly larger errors
in velocity measurement, wall shear rate estimates were most precise when calculated
using the position of the wall and two velocity points, and the calculated wall shears
were within 20%-30% of theoretically predicted values. In another study [83] a string
phantom was used to assess the accuracy of maximum velocity estimates made using
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six commercial Doppler ultrasound systems. Under standard conditions the maximum
velocity was overestimated in all cases (0-29% error). For all measurements maxi-
mum velocity errors ranged from -4% to 47%. There was a large intraprobe variation
in maximum velocity estimation (mean variation of 25%), a large interprobe variation
(mean variation of 25%), and a large interprobe variation (mean variation of 18%).
The error and variability that results from human factors in Doppler peak velocity
measurement has also been studied [84]. The results suggested Doppler angle, sample
volume placement, and the Doppler gain were the most significant sources of error
and variability. The peak velocity error varied between 9% to 24%. The velocity pro-
files obtained with ultrasound are generally not known with sufficient accuracy as a
result of numerous errors affecting both spatial and velocity measurements: error in
positioning of the ultrasound probe and its sampling volume, alternation of the signal-
to-noise ratio, echoes of the distal wall, and effects of the finite nonconstant sample
volume [85, 78]. Maximum shear rate has been reported to be assessed at 250 to 300
µm from the vessel wall [86], which indicates that blood flow shear rates could not be
determined accurately at the wall. Wall shear rates could only be determined reliably
in relatively straight vessels [86]. In the common carotid artery, it has been reported
that the intra-subject inter-session variability on different days varied between 13%
and 15% for peak wall shear rate and between 10% and 12% for mean wall shear rate,
while the inter-subject variability varied between 16% and 19% for peak wall shear
rate and between 11% and 17% for mean wall shear rate [87].
MRI velocity measurement
MRI exploits differences in the nuclear physical properties of the various bodily tis-
sues and fluids [88]. The subject is placed in a strong static magnetic field and the
static magnetic field is modulated with high-frequency magnetic pulses to cause the
hydrogen nuclei (protons) in a certain spatial range to produce a rotating magnetic
field detectable by the scanner. This signal can be manipulated by additional magnetic
fields (known as gradient magnetic fields) to make it position dependent. MRI signal
is a vector quantity, with magnitude and phase. Normally for structural imaging only
the signal intensities are displayed in MRI images. To measure velocity, the signal
phases can also be made velocity dependent with a technique known as phase contrast
(PC) [89, 90, 91]. In the technique’s simplest form, two opposing gradient magnetic
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pulses are added to a scan. A gradient magnetic pulse will cause a position dependent
change in the phase of the signal. For static tissue, the effects of the two pulses will
cancel. Protons in flowing blood will experience the two pulses at different locations
and the effects can not cancel. This will lead to net phase shifts in the signal from
these protons, which is proportional to the velocities. The phase shifts can be detected
by carrying out two scans, with and without the pair of opposing gradient magnetic
pulses. All three components of the velocity vector can be measured by applying the
gradient magnetic field in different directions. The principles of MRI and the phase
contrast technique will be described in detail in Chapter 2.
Typically in an MRI phase contrast scan, in-plane image voxel sizes vary from
about 0.2 mm (peripheral and carotid vessels) to about 2-3 mm (deep vessels and heart
chambers) at temporal resolutions (averaged over multiple cardiac cycles) 20-70 ms
[91]. Velocity measurement represents an average value of the velocity over the entire
voxel, including both moving and stationary structures. In carotid artery, this leads to
two problems if the spatial resolution is limited for better signal-to-noise ratio. First,
the position of the arterial wall inside an image voxel cannot be determined accurately.
Second, wall shear rate cannot be directly measured when blood flow velocity changes
considerably inside an image voxel. This means with spatial resolution at this level
wall shear rate can not be measured directly. It has been reported that in aorta if the
wall position in the edge voxel is not correctly estimated, an error of 34% in wall
shear stress measurement could be made [35]. Several methods have been proposed
to estimate wall shear stress from MRI measurements at limited spatial resolution. It
has been suggested that the edge voxel can be ignored when determining the slope of
the velocity profile from a polynomial fit to the velocity points [92]. Fourier velocity
encoding has been used to determine the velocity distribution in a voxel that straddles
the blood-vessel wall interface [93], and with this method the estimates of shear rate
were obtained with a mean error of 15% compared with 73% obtained by extrapolation
of the velocity profile over multiple voxels. A 3D paraboloid model has been used to fit
the velocity measurements in order to determine vessel wall position, wall shear stress
and volume blood flow at a subvoxel level [94]. In vitro lumen area was measured
in a glass tube using MR velocimetry with a mean error of 0.6%, and the method is
also applied to wall shear stress measurement in the common carotid artery in healthy
human volunteers.
The temporal resolution of blood flow velocity mapping is determined by three
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factors, being the number of cardiac beats for averaging, the measurement interval and
the acquisition duration within the cardiac cycle [91]. Typically PC MRI provides less
temporal resolution than pulsed Doppler ultrasound. Ultrasound measurements are
often made about every 1 ms, where as MRI measurements are often made about every
30 ms or more [95]. Since the acquisition time of a full frame is often longer than the
cardiac cycle, normally only several lines of raw data for each frame is collected in
each cardiac cycle, and the data of multiple cardiac cycles are combined to generate a
frame. The scan time for each frame is extended further for velocity mapping by the
collection of reference and velocity-encoded data within the same cycle. Averaging
over multiple cardiac cycles requires good periodicity of the flow velocity signal. In
vivo blood flow are only quasiperiodic due to heart rate variability [96]. Breathing can
also alter cardiac function and blood flow [97, 98]. Although breathholding is widely
applied in cardiac scans to reduce respiratory artefacts, it is rarely used in carotid scans.
Due to heart rate variability and breathing, averaging over multiple cardiac cycles leads
to smoothing of measured velocity waveforms. It has been reported that accuracy was
retained by cine frames less than 60-70 ms [99], longer if the flow is less pulsatile
[100]. Smoothing might sometimes have less effect on mean flow measurements [101].
In the common carotid artery flow velocity maps over the cross-section of an artery can
be obtained with a spatial resolution of 1-2 mm and a temporal resolution of 25 ms,
while averaging over 10 heart beats [94, 102].
Despite relatively low temporal resolution, MRI can be used for almost any blood
vessel in the body without regard to overlying bone or bowel gas. Furthermore, pre-
cise location information is readily available in velocity measurements and the velocity
data can be matched with anatomic images. 3D PC scans can be conducted on most
commercial MRI scanners without hardware or software modifications, while spatially
resolved quantitative velocity measurement with Doppler ultrasound is still in devel-
opment and mostly used in research. Like ultrasound, MRI does not require the use
of ionizing radiation, and it has no known long-term side effects. Because of pro-
jectile and interference hazards in the strong magnetic field, MRI is difficult to use
on patients with life-support apparatus. Patients with metal implant such as cardiac
pacemaker cannot have MRI scan.
Many factors may affect the accuracy of PC velocity measurements. It has been re-
ported in a study of steady flow with computer simulation and in vitro scans [103] that
limited resolution is the major obstacle to accurate flow measurement for both laminar
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and plug flow. The results showed that at least 16 voxels must cover the cross section
of the vessel lumen to obtain a measurement accuracy within 10%, and measurement
accuracy was better for laminar flow than plug flow. For unsteady flow the accuracy
has also been quantitatively assessed in vitro [104]. The overall root-mean-square
(RMS) difference between the measured and analytic velocities, calculated according
to the Navier-Stokes equations governing fluid flow, was 1.6 cm/s for nominally si-
nusoidal flow waveforms with peak velocities ranging from 51.6 cm/s to 59.8 cm/s.
This RMS difference corresponded to 7.5% of the mean fluid velocity, which is sim-
ilar to the reported accuracy of approximately 5% for MR PC velocimetry for steady
flows [105, 106, 107, 108]. In stenotic flow or highly turbulent flow, PC velocity mea-
surements are less accurate because the assumption that velocity is constant over each
measurement (typically around 10 ms) is not valid. It has been reported in a study
[109] with a 90% reduction stenotic phantom that velocity measurements can be in
error by over 100% immediately upstream and downstream of the stenosis throat and
by 20% far downstream of the throat in comparison with laser Doppler anemometer
measurements taken at the same location, and the errors can be reduced to under 30%
at all measurement locations through the use of MR sequences with high signal-to-
noise ratios, low echo times, and thick slices. A later study [110] of single harmonic
sinusoidal flow in a rigid bypass graft model showed a spatially and temporally aver-
aged RMS error in velocity between 7.8% and 11.5% could be achieved with the aid of
phase angle dynamic range extension. Spin saturation primarily and phase dispersion
secondarily in complex transient recirculation zones were found to be significant con-
tributors to overall error. The repeatability of in vivo aortic PC velocity measurement
was confirmed statistically with high precision [111].
1.1.6 Computational fluid dynamics simulation
In principle, both Doppler ultrasound and phase contrast MRI can be used to measure
in vivo carotid blood flow velocities directly and noninvasively with good precision
(around 10% of peak velocity), and the latter is most promising by providing anatomic
images matching the velocity measurements. In practice, the implementation of these
techniques for in vivo wall shear stress estimation is still difficult, due to limited spa-
tiotemporal resolution of these techniques near the vessel wall and the complex nature
of carotid blood flow. It is also not straightforward to evaluate the in vivo accuracy
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of the direct velocity measurements obtained with the imaging techniques because of
the absence of a validated clinical flow quantification technique. For these reasons,
computational fluid dynamics (CFD) simulations [112] have been widely used to com-
plement the imaging techniques.
CFD simulations seek the numerical solution of flow conditions (such as velocity
and pressure) subject to the governing (Navier-Stokes) equations and certain boundary
conditions for the flow variables. In order to carry out a CFD simulation, the 3D lumen
geometry needs to be reconstructed from medical images. Then the complex lumen ge-
ometry (often obtained with imaging techniques) is discretized into a large number of
smaller but regular elements or volumes (typically tetrahedral or hexahedral) forming
a computational mesh. At the boundaries of the lumen, such as the inlet and outlet of a
segment of a vessel, the flow conditions need to be measured with imaging techniques.
The discretization (in space and time) of the governing differential equations results
in a system of algebraic equations, whose numerical solution yields the unknown flow
variables at the mesh points. In contrast to direct velocity measurement experiments,
it is easy in CFD simulations to change model parameters, such as flow rates or wall
properties, to study the relationship between flow conditions and atherosclerosis pro-
gression.
Early image-based CFD studies statistically confirmed the relationship between
wall shear stress and atherosclerosis progression [113, 114]. Most ultrasound-based
CFD studies of coronary artery haemodynamics have assumed steady flow, with the
implicit assumption that these models provide a faithful representation of the time-
averaged haemodynamics. A study [51] of pulsatile coronary artery haemodynamics,
carried out in a model of human coronary artery reconstructed from high-resolution CT
images, showed that relatively small amounts of out-of-plane curvature had a dramatic
effect on the skewing of the axial velocity profiles and orientation of the secondary
flow vortices along the length of the vessel, and the time-averaged WSS behaviour
from pulsatile flow studies was similar to that from a corresponding steady flow study.
Other studies [115, 116] also highlighted the sensitivity of coronary artery blood flow
patterns to local geometric features and the importance of subject-specific geometry
in CFD simulations. The relatively large size and superficial location of the carotid
arteries, unlike the coronary artery, make the carotid bifurcation an ideal target for
image-based CFD techniques. A study [117] of normal subject-specific carotid bi-
furcation haemodynamics demonstrated how averaged or idealized carotid bifurcation
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models can mask interesting haemodynamic features that may be of importance in
understanding the localization of individual lesions. 3D maps of both WSS and wall
thickness have been reconstructed in a subject-specific manner [118]. Results obtained
from a patient with early atherosclerosis and a normal volunteer showed a qualitative
association between increased wall thickness at the carotid bulb and low and oscillat-
ing shear. Recent studies [119] demonstrated the feasibility of carrying out detailed
fluid-structure interaction modelling studies of realistic carotid bifurcation.
A number of studies showed that CFD simulations could reliably model flow in
complex, realistic artery geometries [120, 121, 51]. Physical and experimental models
of a human artery were constructed, physiologically flow conditions were measured
with imaging techniques, and the same flow conditions were imposed on 3D CFD
models. Generally good qualitative agreement was observed between experimental
and numerical results. In a study [121] where time-resolved 2D PC MRI was used with
models of a human carotid artery bifurcation specimen, differences in axial peak flow
velocities between the experimental and numerical results were less than 10%. It is,
however, difficult to determine whether a reconstructed model is faithfully reproducing
the in vivo haemodynamic environment due to the absence of a gold standard technique
for measuring velocities in vivo. PC MRI is most promising, but it still suffers from
a number of practical, but not fundamental, limitations. Good qualitative agreement
between computed and PC MRI imaged in vivo velocity patterns has been reported in
several studies [122, 123, 118]. Hardware and software improvements may eventually
make PC MRI a viable gold standard for in vivo velocimetry.
Many sources of error, assumptions and trade offs are involved in image-based
CFD simulations. Errors in reconstructed geometries can lead to marked differences
in computed WSS and flow separation patterns, amounting to 15%-35% differences in
mean WSS [124, 125]. Another potential source of error is the inadequate resolution
of the finite element mesh. It has been demonstrated that extremely fine local mesh
densities were required to resolve WSS to within 10% [126]. Many modelling as-
sumptions are often used in CFD simulations. Most studies assumed rigid vessel wall,
but wall distensibility can produce apparent mismatches in the inlet and outlet flow
rate boundary conditions that can only be reconciled with a distensible CFD model
[127]. Another assumption often used is fully developed steady flow, which is obvi-
ously different from in vivo pulsatile flow. Small side branches arising from the vessel
of interest are often ignored, largely because they are often difficult to resolve using
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in vivo imaging techniques. Given all these limitations, it is reasonable to consider
image-based CFD models satisfactory if they can predict WSS patterns, rather than
absolute WSS values, faithfully [125, 112]. As high-resolution imaging techniques
become more robust, and more realistic models of the flow conditions are adopted,
it can be anticipated that image-based CFD simulations will produce more reliable
quantitative results.
1.1.7 Undersampling
As described previously, limited spatial and temporal resolution has been the major
limitation for PC MRI. Either for direct velocity measurement or for providing bound-
ary conditions in CFD simulations, a higher resolution is most desirable. To cover the
same region of interest, a higher spatial resolution requires a larger scan matrix and
longer scan time. Higher temporal resolution requires faster measurement. Due to
signal to noise trade offs and hardware physical limitations, it is difficult to increase
acquisition speed substantially. An alternative approach, known as undersampling, is
to collect only a subset of the signal normally required to reconstruct the images. In
reconstruction prior knowledge or assumptions are incorporated into the sampled sig-
nal to recover the skipped signal. If a large fraction of the signal can be skipped and
correctly recovered, scan time will be significantly reduced. This is especially benefi-
cial for velocity measurement of pulsatile carotid flow because a time-resolved 3D PC
MRI scan at a reasonable resolution can take more than two hours, making it difficult
for in vivo studies. Shorter PC MRI measurements also benefit from reduced errors
induced by subject motion and heart beat variability. Since in average the acquisition
time for each image is shorter, more time frames can be collected in a limited number
of cardiac cycles. This improves temporal resolution for both 2D and 3D scans.
Many undersampling methods have been proposed, which will be briefly reviewed
in Chapter 3. The performance of these undersampling techniques depends on the
degree of redundancy of the signal and the prior knowledge or assumptions used in
image reconstruction. For example, in a time-resolved scan, different time frames of
the same slice may have some part in common. In carotid scans, dynamic signal is
limited in blood vessels and a large fraction of each image remains unchanged over
the cardiac cycle. Therefore the signal has a higher degree of redundancy and a larger
portion of the signal can be skipped in contrast to cardiac scans, where the moving
23
Chapter 1. Introduction
heart usually occupies a much larger area in the time frames. The prior knowledge
or assumptions may be consistent or inconsistent with the skipped signal, which will
obviously have an influence on the accuracy of the results in reconstruction. Another
issue of undersampling is to determine which part of the signal can be skipped. This
depends on the prior knowledge or assumptions. For example, if the image is known
to be smooth, it may give good performance by skipping some of the high frequency
signals.
Early undersampling methods exploit spatial redundancies in structural images.
Scan time reduction is not significant and often at the cost of spatial resolution. Re-
cent techniques [128] often undersample in both the spatial and temporal dimensions
of the signal to achieve further acceleration. The most widely used one of such tech-
niques, known as k-t BLAST (k-t Broad-use Linear Acquisition Speed-up Technique)
[129], uses a predesigned spatial temporal sampling pattern and recovers skipped sig-
nal by adaptively incorporating low resolution training data collected separately. The
technique has been widely applied in dynamic cardiac studies [130, 131, 132, 133,
134, 135]. Scans were usually accelerated by a factor of 4 or 5 so as to enable single
breathhold 3D acquisitions. In volumetric imaging of the heart for the assessment of
ventricular volume and ejection fraction [130, 132, 133], the results derived from 3D
k-t BLAST scans showed good agreement with those from fully sampled 2D scans
or standard multiple breathhold cine scans, and the calculated bias was found to be
minimal (0.4-4%). In a cardiac flow measurement study [131], simulations of un-
dersampling with fully sampled 2D data showed the relative RMS error in velocity
obtained with the k-t BLAST method was between 7% and 9% when the scans were
accelerated by a factor less than 5. In a study of 3D aortic blood flow [134], the k-t
BLAST scans accelerated by a factor of 6 underestimated peak velocity by around 15%
compared the reference scans and temporal blurring was observed. In an comparison
[135] between 2D k-t BLAST PC MRI and Doppler ultrasound scans of aortic flow,
all k-t BLAST scans showed significant correlations for peak velocity with Doppler
ultrasound, but the scans accelerated by a factor of 6 or 8 showed significant under-
estimation. Difference in peak velocity was around 20% and in the ascending aorta
stroke volume showed significant differences from Doppler ultrasound results for all
k-t BLAST scans. For 3D carotid flow, it has been reported in a phantom study [136]
that flow waveforms estimated from k-t BLAST reconstructions undersampled by a
factor of 4 were in good agreement with those measured from the full data set. RMS
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error was better than 7% for individual time frames.
As described previously, in a fully sampled PC MRI scan, the reported errors in
velocity measurements are above or close to 10% of the peak velocity. The undersam-
pling errors, calculated as the differences between the results from an undersampled
scan and those from a similar fully sampled scan, need to be smaller than the poten-
tial 10% absolute errors. For carotid studies, this level of accuracy in velocity needs
to be achieved at a high spatial resolution, preferably with in-plane image voxel sizes
smaller than 1 mm. Since the performance of undersampling techniques depends on
the degree of redundancy of the signal, and little has been reported about undersam-
pling performance for in vivo MRI measurements of time-resolved velocity field in
carotid arteries, it is necessary to carry out further in vivo carotid studies to evaluate
available undersampling methods and develop new undersampling techniques.
1.2 Aim
This study aims to implement and evaluate undersampling techniques for time-resolved
MR velocity measurement of carotid blood flow in order to reduce acquisition time for
such scans.
In order to achieve this aim, the following objectives need to be addressed:
• Optimal settings of the parameters for each undersampling technique need to be
determined;
• The techniques need to be implemented on a clinical MRI scanner for scans of
volunteers;
• Undersampled results need to be compared with fully sampled results;
• Results obtained with different undersampling techniques need to be compared;
• Comparisons need to be carried out in 2D and 3D scans;
• The relationship between undersampling errors and the degree of undersampling
needs to be studied.
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1.3 Outline of chapters
In Chapter 2 the concepts and principles of MRI and velocity measurement are intro-
duced. A basic description is provided about the physics of MRI signal generation and
detection, the methods of spatial encoding, the controls of an MRI scanner during the
scan, the methods of making time-resolved measurements, and the methods of velocity
encoding. Recent undersampling techniques are briefly reviewed in Chapter 3. The k-t
BLAST method is described in detail, and a new undersampling scheme is proposed
to improve sampling efficiency and simplify image reconstruction. The method of the
implementation of the undersampling methods on a clinical scanner is also introduced.
These two methods are then tested in simulations in Chapter 4. Realistic data sets
acquired in a fully sampled 2D scan are used as source data sets for simulated under-
sampling. Different settings of control parameters of each undersampling method are
tested. The differences between the reconstruction results obtained from the undersam-
pled data and the source data sets are used to evaluate undersampling errors. Optimal
settings of the control parameters are selected accordingly. These settings are used in
Chapter 5 where the two methods are implemented on a clinical scanner and tested in
2D in vivo scans. A fully sampled scan is also carried out to produce reference data
sets. The results obtained with different undersampling methods and different sam-
pling patterns were compared with those from the fully sampled scan in both spatial
and temporal dimensions. In Chapters 4 and 5 the signals are undersampled only in
two dimensions, one spatial and one temporal. The method which produced the best
results in the 2D scans in Chapter 5 is tested in 3D in vivo scans in Chapter 6. With
one extra dimension available for undersampling in 3D scans, further undersampling
is tested. Comparisons are carried out between scans undersampled in two dimensions
and those undersampled in three dimensions. Due to scan time limit, the spatial resolu-
tion of the in vivo scans is not high, and in those scans velocity is measured in only one
direction. In Chapter 7 a flow phantom is used to test undersampling methods for high
resolution scans and velocity measurements in three directions. Results from the scans
undersampled in three dimensions are compared with those from a fully sampled scan
in the same way as in the in vivo tests. Velocity patterns are also compared. Chapter 8
summarises the results obtained in previous chapters and suggests future work.
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Introduction to MR Flow Measurement
2.1 Introduction
In a magnetic field, certain atomic nuclei will re-emit energy in the form of radio sig-
nals if they are stimulated by radio waves of a particular frequency. This phenomenon
is known as nuclear magnetic resonance (NMR) [137, 138]. Since 1946 it has been
applied in the study of the structure of chemicals and interactions between nuclei in
various materials and biological systems. In 1973 it was reported that an image of
the distribution of the nuclei in the sample could be obtained by spatially encoding
the emitted signal [139, 140]. This process is known as Magnetic Resonance Imag-
ing (MRI). Since then MRI has been widely used in many healthcare areas including
carotid flow measurement.
In this chapter the principles of MRI and velocity measurement are introduced. A
basic description is provided about the physics of MRI signal generation and detection,
the methods of spatial encoding, the controls of an MRI scanner during the scan, the
methods of making time-resolved measurements, and the methods of velocity encod-
ing.
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2.2 Principles of MRI
2.2.1 NMR signal and detection
A comprehensive explanation of the induction of the MR signal requires a background
in quantum mechanics [141]. An alternative description through the principles of clas-
sical mechanics and magnetism is not as rigorous as that through quantum mechanics
but is easier to understand. The simpler explanation will be used in following descrip-
tions. More details of NMR principles can be found in standard texts [141, 142, 143].
Nucleons (protons or neutrons) in atomic nuclei have an intrinsic angular momen-
tum or "spin". When protons or neutrons exist in pairs in a nucleus, their spins will
cancel out. If a nucleus contains an unpaired proton, an unpaired neutron, or both, such
as 1H, 13C, 19F, and 31P, the nucleus will show a net spin. With the associated electric
charge distribution of each nucleon, the net spin or rotation of the nucleus produces a
magnetic field and the nucleus can be considered to act as a minute magnetic dipole.
Physically it is represented by a vector known as magnetic moment. In an object that
contains a large number of such spins, the macroscopic magnetization of the object
is the vector sum of all the microscopic magnetic moments. Without the influence
of an external magnetic field, the orientations of the microscopic magnetic moments
are random and the object shows no macroscopic magnetization. In the presence of
an external static magnetic field, the spins tend to align themselves with the external
field. In the object the spins whose magnetic moments are in the same direction as the
external field will have a larger population than those in the opposite direction. This
leads to a bulk magnetization ~M in the direction of the external field. At equilibrium
the magnitude of this bulk magnetization is given by the Boltzmann distribution [88].
For proton (1H) the magnitude is given in Equation (2.1).
‖M‖= γ
2 · h̄2 ·B0 ·Ns
4 ·K ·T (2.1)
In Equation (2.1) γ is the gyromagnetic ratio for the nucleus (proton), Ns is the
number of spins in the sample, B0 is the strength of the external field, T is the absolute
temperature, h̄ is the Plank constant, and K is the Boltzmann constant. Equation (2.1)
suggests the magnitude of the bulk magnetization is proportional to the spin density
and the external field strength. Lower temperature can also result in a larger magnitude.
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The behaviour of the bulk magnetization in an external magnetic field is described
by the Bloch equation [88], as shown in Equation (2.2).
∂~M
∂t
= γ · ~M⊗~B (2.2)
In Equation (2.2) ~B is the applied external field and ⊗ means vector cross product.
The Bloch equation shows the bulk magnetization ~M experiences a torque in the direc-
tion of the cross product of ~M and ~B. If ~M and ~B are in the same or opposite direction,












Figure 2.1: Bulk magnetization remains unchanged when it is in the same direction as
the external field (left). It will rotate around the direction of the external field if not in
that direction (right).
Conventionally in the description of an NMR experiment the z-axis is placed along
the direction of the external static field. If only the static field ~B0 is present (~B is
time-independent), and ~M is not in the same or opposite direction of ~B, the torque will
make ~M rotate around ~B0 or z-axis. The angular velocity ~ω of the rotation is given in
Equation (2.3).
~ω =−γ ·~B0 (2.3)
In Equation (2.3) ~ω is known as the Larmor frequency. It should be noticed in this
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case the projection of the bulk magnetization in the transverse plane (x-y plane) is not
zero and also rotates at the Larmor frequency, as shown in Figure (2.2). This can be
used to induce signal in a radio frequency (RF) coil placed perpendicular to the x-y







Figure 2.2: The transverse component of the bulk magnetization rotates around the
direction of the external field and signals can be induced by this in a radio frequency
coil perpendicular to the transverse plane.
As described before the bulk magnetization at equilibrium is in the same direction
as ~B0. In order to detect the bulk magnetization it is necessary to "flip" ~M toward
the x-y plane to generate the component perpendicular to ~B0. This can be achieved
by applying an additional magnetic field ~B1 in the transverse plane via radio waves at
appropriate frequencies (RF pulse), as shown in Figure (2.3).
It should be noted the frequency of the RF pulse has to match the Larmor frequency
of the spins, which is proportional to the static field strength and the sample-related gy-
romagnetic ratio. According to the Bloch equation, ~M will experience an additional
torque from ~B1 and rotate around ~B1. This will reorientate ~M and the transverse mag-
netization can be observed. The angle θ between ~M and ~B0 due to the application
of the RF pulse is known as flip angle. If the flip angle is 90◦, the magnitude of the
transverse magnetization component equals the magnitude of the bulk magnetization
and maximum signal can be detected with the coil. If the flip angle is 180◦, ~M is still
perpendicular to the transverse plane and no signal can be detected.
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Figure 2.3: The direction of the bulk magnetization can be changed by applying an
additional magnetic field in the transverse plane via radio waves at appropriate fre-
quencies.
2.2.2 Relaxation
Usually in MRI experiments the RF pulse is very short and it is stopped after the
desired flip angle is reached. The bulk magnetization then tends to return to its equi-
librium state. This process is known as relaxation. It is characterized by two sample-
related time constants: the longitudinal (spin-lattice) relaxation time (T1) and the trans-
verse (spin-spin) relaxation time (T2). T1 represents the time needed for the magnitude
of the longitudinal component Mz of the bulk magnetization to return to 63% of its







In Equation (2.4), Mz0 is the initial value of Mz at the start of relaxation. Physically
this happens due to the nuclei losing energy to their environment or the surrounding
lattice. When the longitudinal component of the bulk magnetization is restored, an-
other RF pulse can be applied. T2 reflects how fast the magnitude of the net transverse
magnetization component Mxy diminishes exponentially because of the internuclear
magnetic interactions and the energy exchange between spinning nuclei, as shown in
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In practice a shorter T ∗2 is often used [145] to include the effects of magnetic field
inhomogeneity and the application of the magnetic field gradients which will be de-
scribed in later sections.
For example, a small packet of spins immersed in an external static magnetic field
~B0 has a bulk magnetization ~M in the same direction of ~B0 at equilibrium. Let ~B0 be
along the z-axis, the bulk magnetization vector ~M will also be along the z-axis, too. If
an additional magnetic field ~B1 (by an RF pulse in the appropriate frequency) is applied
along the x-axis for a very short period and tips the magnetization vector ~M away from
the z-axis by a flip angle θ, at the end of the RF pulse, the magnetization vector will
end up with a longitudinal component Mz0 on the z-axis and a transverse component
Mxy0 along the y-axis, as shown in Figure (2.3). If the initial magnitude of ~M is M0,
the magnitudes Mz0 and Mxy0 are given in Equation (2.6).
Mz0 = M0 · cos(θ)
Mxy0 = M0 · sin(θ)
(2.6)
Since the time of the applied RF pulse is very short, relaxation during the RF pulse
can be neglected. After the RF pulse, the relaxation applies while the bulk magnetiza-
tion vector rotates around the static magnetic field ~B0 according to the Bloch equation,
as shown in Equation (2.7).
∂Mz(t)








The longitudinal component and the transverse component of ~M will be time de-
pendent, as shown in Equation (2.8).
Mz(t) = M0 · (1− exp(−t/T1))+Mz0 · exp(−t/T1)
Mxy(t) = Mxy0 · exp(−t/T2)exp(−i ·ω · t)
ω = γ ·B0
(2.8)
Since the transverse component rotates around ~B0 with the bulk magnetization vec-
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tor at the angular velocity of the Larmor frequency, in Equation (2.8) Mxy is represented
in the form of a complex number. Conventionally NMR or MRI signals induced by
Mxy are also represented as complex numbers whose phases change at the Larmor fre-
quencies of the spins in the sample.
If no magnetic fields other than ~B0 are applied afterwards the bulk magnetization
vector will precess in this way until the transverse component is reduced to zero, as








Figure 2.4: Free precession of the bulk magnetization (left) and the free induction
decay signal (right).
The process is known as free precession and the signal decay detected with an RF
coil from the transverse component of the bulk magnetization in free precession is
known as Free Induction Decay (FID).
2.2.3 Spatial encoding
In an FID signal there is no information about the spatial locations of the spins. By
manipulating the RF pulse or the external magnetic field spatial information can be en-
coded into the signal for imaging purposes. This process is known as spatial encoding.
As described previously, to induce an FID signal the frequency of the RF pulse has
to match the Larmor frequency of the spins. Those spins whose Larmor frequencies
are different from the frequency of the RF pulse will give no signal. This allows signal
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to be selectively excited at different locations. The Larmor frequency is proportional
to the strength of the static field. A magnetic field gradient can be applied to make the









Figure 2.5: Two magnetic field gradients of different strengths (the top row and the
bottom row). The controls of the gradients are shown on the right.
When the gradient is applied the Larmor frequency of the spins also vary linearly
along the spatial dimension. If an RF pulse of a frequency band is applied together,
only those spins in a slice of the scanned object corresponding to the frequency band
will be excited, as shown in Figure (2.6). This is known as slice selection.
If different FID signals change at different frequencies, they can be separated in
the Fourier domain as a frequency spectrum. This can be achieved by applying a
gradient during signal acquisition. When the gradient is applied the spins will have
Larmor frequencies that vary linearly along the direction of the gradient. The acquired
signals from different locations in that direction will also have different frequencies.
The frequency spectrum of the acquired data amounts to a one-dimensional projection
of the scanned object, as shown in Figure (2.7). This is known as frequency encoding.
The gradient applied for frequency encoding is usually known as a readout gradient.
With slice selection and frequency encoding, only two of the three spatial dimen-
sions are resolved. Since NMR signals are complex numbers, the phases of the signals
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Figure 2.6: Slice selection with a linear gradient and an RF pulse of a frequency band.
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Figure 2.7: Frequency encoding with a linear gradient.
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can also be used for spatial encoding, which is known as phase encoding. Similar to
frequency encoding, a gradient is applied for a short duration along one direction after
signal excitation, but before signal acquisition. When the gradient is switched on the
angular velocities of the spins are different at different locations. After the gradient is
switched off the angular velocities of all the spins return to their original values before
the gradient. This leads to phase differences at different locations, as shown in Figure
(2.8). In the Fourier domain the signals with different phases can be separated. In
order to separate signals from many locations in one dimension, phase encoding has to






Figure 2.8: Phase encoding with a field gradient. Two spins at different positions (y1,
y2) received different phase shifts.
For example, if the static field ~B0, the RF pulse ~B1 and the gradient gz for slice
selection is applied along the z-axis, a slice in the x-y plane will be selected. By
applying the phase encoding gradient gy for a duration of ∆t and the readout gradient




ρ(x,y) · exp(−i · γ ·B0 · t− i · γ ·gx · x · t− i · γ ·gy · y ·∆t) (2.9)
In Equation (2.9) ρ(x,y) represents the spin distribution in the selected slice. Since
it is not difficult to filter the high frequency variation of the signal due to the strong
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Figure 2.9: A schematic of a scan with slice selection, phase encoding and frequency
encoding.
static field ~B0, the term with B0 can be neglected, as shown in Equation (2.10).
s(t) =
∫
ρ(x,y) · exp(−i · γ ·gx · x · t− i · γ ·gy · y ·∆t) (2.10)
Normally when the phase encoding step is repeated, the strength of the phase en-
coding gradient changes linearly, as shown in Equation (2.11).
gy(k) = k ·gy0 (2.11)
In Equation (2.11) k is the index of the phase encoding steps and gy0 is the base




ρ(x,y) · exp(−i · γ ·gx · x · t− i · γ · k ·gy0 · y ·∆t) (2.12)
Equation (2.12) can be written in a similar form to the Fourier transform, as shown
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ρ(x,y) · exp(−i · kx · x− i · ky · y)
kx = γ ·gx · t
ky = γ · k ·gy0 ·∆t
(2.13)
Equation (2.13) suggests the acquired signal will be the Fourier transform of the
spin distribution ρ(x,y) in the plane if appropriate settings of the gradients are applied.
Phase encoding can also be applied along both the y-axis and the z-axis. In this
case slice encoding is replaced by phase encoding along the z-axis. In each repetition
signals are excited at all the locations along the z-axis, as shown in Equation (2.14).
s(kx,ky,kz) =
∫
ρ(x,y,z) · exp(−i · kx · x− i · ky · y− i · kz · z) (2.14)
In Equation (2.14) ρ(x,y,z) is the 3D spin distribution in the scanned object and ky,
kz are the indices for the phase encoding steps. The signal is still the Fourier transform
of the spin distribution. Conventionally the Fourier domain defined by Equation (2.14)
is known as k-space. Images can be obtained by applying inverse Fourier transform to
k-space data.
The concept of k-space is very useful because MRI signals are collected in k-space
and the signal representation in k-space is equivalent to that in normal image-space.
According to the properties of the Fourier transform, the sampling range in k-space
determines the resolution in image-space, and the sampling resolution in k-space de-
termines the image size or field of view (FOV). A complete coverage in k-space will be
sufficient to produce a complete data set in image-space, and vice versa. The signals
near the centre of k-space correspond to the spatially smooth contents in the images,
and the signals near the edges of k-space represent the sharp features in the images.
These properties work beyond the presented example and apply in general MRI exper-
iments. As shown in Figure (2.10), in the presented example k-space is covered line by
line. Each acquisition or phase encoding step covers a line in k-space. For each phase
encoding step the data acquired in this fashion is often known as a k-space line. This
method of sampling in k-space is not the only way. So long as k-space is reasonably
covered, the order of the k-space positions or locations of the positions can be differ-
ent depending on implementation requirements. The method of sampling in k-space
or the route of travelling over k-space is often known as a k-space sampling pattern or
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a k-space trajectory. The trajectory described in the example samples k-space at the
positions on a Cartesian grid. Images can be obtained by directly applying discrete in-
verse Fourier transform to the collected signal. This is known as a Cartesian trajectory
and it is the most widely used trajectory. Other types of trajectories have also been







Figure 2.10: Three different k-space trajectories: Cartesian (left), projection (middle)
and spiral (right).
2.2.4 Image contrast in MRI
The images obtained in the example presented in last section are maps of the spin
distribution or proton density in the scanned object. Proton density depends on water
content. Typical values of water content of human tissues are given in Table (2.1)
[146]. Since the proton densities of soft tissues and blood are much higher than those








Table 2.1: Water content of human tissues
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Most other contrasts result from other factors in addition to proton density contrast.
The results are often in the form of proton density maps weighted by contributions from
other factors.
Image contrast may also be made T1 or T2 dependent. T2 contrast is straightforward.
If some tissue has a shorter T2 its signal will diminish faster. T1 contrast is introduced
through an RF pulse. If the flip angle is 180◦ no signal can be detected in the transverse
plane. If an RF pulse is applied when little of the longitudinal component of the bulk
magnetization is restored, the signal excited can be very weak. Since different tissues
have different values of T1 and T2, these contrasts can be enhanced by changes in timing
or strength of gradients and RF pulses.
The strength of MRI lies in the fact that many types of sample-related information
can be encoded into MR signal via manipulation of gradients and RF pulses. Besides
T1 and T2 contrasts, many other properties of the scanned object can be used as contrast,
such as diffusion [147, 148] or blood oxygenation level [149]. Blood velocity can also
be measured with MRI. This will be described in detail in the following sections.
2.2.5 Noise and artefacts
Many types of noise and artefacts can be observed in real MR images. As in any
signal measurement, there is always background noise. In MRI, it might be electrical
noise from the scanner or interference from other sources. This type of noise is usually
characterized by the Signal-to-Noise Ratio (SNR). A common method to improve SNR
is to repeat acquisition and average the images collected under same conditions.
Fat can be a source of artefacts [150]. It tends to have high signal at all contrasts,
which can mask pathologies, and it can cause artefacts due to its structure, known as
chemical shift artefacts. For example, the hydrogen atoms in fat have a lower Larmor
frequency than those in water. In images the position of fat signals will be shifted if
normal spatial encoding is applied. These chemical shift artefacts can be suppressed
by selectively exciting only certain type of nucleus [151].
Imperfect spatial encoding may be one of the sources of artefacts. So far in the
descriptions of spatial encoding the static field is assumed to be absolutely uniform
across the sample. This is very rare in reality. The presence of a sample can also lead
to inhomogeneities of the static field and the field generated by the RF pulse. Absolute
linearity of the gradient fields cannot be guaranteed either. Then in the reconstructed
41
Chapter 2. Introduction to MR Flow Measurement
images some features of the sample may not appear at their true locations. Many
methods have been proposed to correct this type of artefact [152, 153, 154, 155, 156].
Sampling limit can also be the reason of artefacts. The sampling resolution in k-
space is always limited so sometimes the FOV in image-space is not large enough to
cover the whole scanned object. In the images the signals from outside of the FOV
will be wrapped around into the FOV, as shown in Figure (2.11). This can be corrected
by increasing sampling resolution in k-space. The sampling range in k-space is also
limited which determines the image resolution. If some image features are smaller
than the image pixels, they cannot be correctly represented in images. This is known
as partial volume effect, which can be avoided by increasing the sampling range in
k-space.
Another source of artefact is unexpected sample displacement or motion during
the scan, such as patient motions or blood flow in vessels. Improving scan speed helps
to reduce this type of artefacts. Breath holding can be used to temporarily reduce
respiratory motion. For repeating motions such as heart beating gating can be applied.
This will be described in detail in the following sections.
Some noise and artefact are unavoidable. With the development of scanner hard-
ware it is only possible to reduce them into an acceptable range. Some artefacts can
be corrected with additional information such as a field map used for the corrections
of field inhomogeneity artefacts. Some artefacts can be utilized to provide useful in-
formation such as blood flow velocities.
2.2.6 Pulse sequences
In scans a sequence of instructions is executed on the scanner to control the RF pulses,
gradients and data acquisition. This is known as a pulse sequence. An example of a
simple pulse sequence has been shown previously in Figure (2.9). A pulse sequence
defines most settings of an MRI scan, such as the k-space trajectory, the contrast and
the signal format. Two important control parameters, the repetition time TR and the
echo time TE , are also defined with pulse sequences. The spin echo sequence [147]
and the gradient echo sequence [157, 158, 159] are the two most basic imaging pulse
sequences from which most other pulse sequences can be derived. The pulse sequence
implemented in the following chapters for flow measurement is also based on the gra-
dient echo sequence.
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full FOV half FOV
Figure 2.11: The signals from outside of the FOV are wrapped around into the FOV
when k-space sampling resolution is not high enough. Dotted lines represent k-space
lines omitted from acquisition. Doubling k-space line spacing gives halving of field of
view.
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The spin echo sequence is displayed in Figure (2.12). It is very similar to the
pulse sequence shown in Figure (2.9). The slice selection, the phase encoding, and
the frequency encoding gradient remain unchanged. The difference is an additional
RF pulse applied between the phase encoding and the readout gradient. The first RF
pulse is usually a 90◦ RF pulse. Due to field inhomogeneity after signal excitation the
rotation speeds of the microscopic magnetic moments are slightly different. Up to the
moment before the second RF pulse they have different phases and most components in
the transverse plane cancel out as shown in Figure (2.13). This is known as dephasing
and it is also the reason a much shorter T ∗2 is often used instead of T2, as mentioned
previously. By applying the second RF pulse, which is normally a 180◦ and known as a
refocusing pulse, the transverse components of the magnetic moments are flipped to the
opposite side of the transverse plane, as shown in Figure (2.13). Phase gains are turned
into phase losses. After the second RF pulse the magnetic moments keep rotating at
different speeds. The phase differences will be reduced to zero at the echo time and a
strong signal will appear, which is known as an echo. This reverse process of dephasing
is known as rephasing. In Figure (2.12) the first frequency encoding gradient lobe and
the slice encoding lobe in negative strength are also applied for rephasing. The time
between the first RF pulse and the echo is known as the echo time TE . After signal
readout the sequence is repeated for other phase encoding steps. The time between
subsequent 90◦ RF pulses is known as the repetition time TR. TR and the number
of phase encoding steps determine the total scan time of the sequence. Appropriate
settings of TE and TR help to control the amount of T1 and T2 contrast in MR images.
The advantage of the spin echo sequence is it is robust against field inhomogeneity and
chemical shift effects at the echo due to use of the refocusing RF pulse.
Figure (2.14) shows the timing diagram of the gradient echo pulse sequence. It
uses a gradient pulse for dephasing and rephasing instead of the refocusing RF pulse
used in the spin echo sequence. Since the dephasing due to field inhomogeneity is not
avoided, the signal echo amplitude is determined by the shorter T ∗2 rather than T2. The
gradient echo sequence is more sensitive to field inhomogeneities than the spin echo
sequence. Without the refocusing RF pulse TE and TR can be shorter. If TR is short
and the flip angle of the first RF pulse is 90◦ the longitudinal component of the bulk
magnetization may not be restored when the next signal excitation is applied. For this
reason in scans with the gradient echo sequence the flip angles are normally small,
between 10◦ and 60◦, so after signal excitation the longitudinal component of the bulk
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Figure 2.13: Dephasing and rephasing in a spin echo scan.
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Figure 2.14: A schematic of a gradient echo pulse sequence.
2.2.7 Time-resolved MRI and Gating
In some cases MR signal changes over time, such as a heart beating or blood flowing.
This adds an extra temporal dimension to the signal, and the signal acquisition is car-
ried out in the so-called k-t space, an extension to the static k-space. The timing of the
samples needs to be recorded, which is known as gating [160]. For carotid scans, most
signal changes are caused by quasi-periodic heart beats. The cardiac cycle is divided
into multiple phases and images need to be reconstructed for each cardiac phase. When
a scan is not fast enough to collect a complete image in a single cardiac phase, k-space
is divided into multiple parts and only one part is repeatedly sampled over the same
cardiac cycle. For example, in each cardiac cycle all samples can be collected from the
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same phase encoding position. When a scan covers multiple cardiac cycles, it is often
assumed that there are no differences between the signal changes in different cycles.
There are generally two types of gating: prospective gating and retrospective gat-
ing, as shown in Figure (2.15). With prospective gating, the data acquisition starts
upon a signal at the beginning of the cardiac cycle, typically a triggering signal from
electrocardiogram (ECG). After a certain number of samples the acquisition stops to
wait for the next triggering signal. With retrospective gating, the data acquisition and
the recording of the triggering signals run simultaneously and continuously. The ac-
quisition is asynchronous with respect to the cardiac cycle. The timing records of the
acquisition and the triggering signals are used to retrospectively determine the posi-
tions of the samples in the cardiac cycle. The data acquisition is often divided into







sampling cycle sampling cycle
cardiac cycle
Figure 2.15: Prospective gating and retrospective gating with ECG.
Since with prospective gating the data acquisition has to stop to wait for the start
of the next cardiac cycle, the signal near the end of each cardiac cycle is not measured.
With retrospective gating, the cardiac cycle is fully covered, but this requires longer
scan time. For example, if the cardiac cycle is one second, and it takes 30 ms to collect
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a sample, the minimum number of samples required to completely cover the cardiac
cycle will be 34 and the minimum time of the sampling cycle will be 1020 ms.
If the duration of the cardiac cycle remains constant throughout a scan, prospec-
tive gating will produce samples at fixed positions equally spaced in the cardiac cycle.
The samples at the same position in the cardiac cycle can be directly used for the re-
construction of the corresponding time frame. With retrospective gating, the sampling
cycle may start at any position in the cardiac cycle and the samples are not at fixed
positions. Temporal gridding needs to be applied to interpolate the acquired signal
to fixed positions of the cardiac cycles for reconstruction. An example of the source
code for temporal gridding is presented in Appendix A.1. In real scans, the duration of
the cardiac cycle is often variable. To combine the data collected in different cardiac
cycles, it is assumed that the cycles of different lengths can be rescaled to a normal-
ized cardiac cycle. After the stretching or shrinking of the cardiac cycles, the samples
obtained with prospective gating are no longer at fixed positions in the normalized car-
diac cycle, as shown in Figure (2.16), and gridding is necessary. For retrospectively
gated data, gridding is always necessary.
The duration of the systole and the diastole changes non-linearly with that of the
cardiac cycle [161, 162]. As the cardiac cycle becomes shorter, both the systole and the
diastole are shorter, but the duration of the systole shortens much less than that of the
diastole. This means that the systole and the diastole should not be rescaled in the same
proportion to the cardiac cycle when the cycles of different lengths are normalized.
Comparisons have been carried out for carotid scans between the linear and non-linear
methods of the normalization of the cardiac cycles [163], and no significant differences
have been observed between the results obtained with different methods.
With retrospective gating, the samples are equally spaced in each sampling cycle,
whose duration does not change throughout the scan. Since the position of the start
of the sampling cycle in the cardiac cycle is not in control, and the sampling cycle is
longer than the cardiac cycle, each sampling cycle will have overlaps with at least two
cardiac cycles. When the samples in the same sampling cycle are rearranged in the
normalized cardiac cycle, the relative positions of the samples collected in different
cardiac cycles are changed and they are no longer equally spaced in the normalized
cardiac cycle, as shown in Figure (2.16). The variation of the duration of the cardiac
cycles can have the same effect. This makes it almost impossible to sample the k-
t space uniformly with retrospective gating, and the k-t positions of the samples do
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Figure 2.16: Linear normalization of the cardiac cycles of different lengths.
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not conform to any regular pattern. When the variation of the duration of the cardiac
cycles is not very fast or large, the duration of the sampling cycle is close to that of
the cardiac cycle, and the number of samples in each sampling cycle is not too small,
in the normalized cardiac cycle the distribution of the samples collected in the same
sampling cycle is still nearly uniform.
Many methods can be applied for the gridding operation required for the recon-
struction of retrospectively gated data [164, 165, 166, 167, 168, 169]. Simple methods
such as linear interpolation from nearest neighbours can also be used for this purpose.
When the signal is undersampled, the gridding problem is often ill conditioned, as
shown in Figure (2.17). In this case simple methods like linear interpolation are often
more effective because more sophisticated methods may need regularization [169] and
they often require intensive computing. On the other hand, simple methods may pro-
duce less accurate results. For example, when linear interpolation is used, the results












Figure 2.17: An example of incorrect results when the gridding problem is ill condi-
tioned.
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2.3 MR flow measurement
2.3.1 Overview
The effects of blood flow on MR signal had been treated as artefacts before they were
used to provide velocity information [170, 171]. Flow measurement by introducing
a phase shift was applied very early in NMR studies [148, 172, 173, 174, 175, 90].
Most of these methods focus on the effects of flow on signal intensity rather than
phases. In 1982 bipolar phase encoding pulses were introduced to spin echo imaging
sequence [176] and subsequently phase mapping techniques were proposed [89, 90].
There are two major types of flow imaging methods, the time-of-flight (TOF) and the
phase-contrast techniques [150]. Both techniques rely on the endogenous contrast of
moving spins to visualize blood vessel. Exogenous contrast agents, such as gadolinium
chelates, can also be used to enhance vascular contrast.
2.3.2 Time-of-flight angiography
The TOF technique relies on flow dependent changes in longitudinal magnetization
when some or all of the blood within an imaged slice is replaced during the repetition
time, TR, or the time between the 90◦ and 180◦ pulses (TE/2), as shown in Figure
(2.18). In a spin echo sequence, three types of signal behaviour can be identified
depending on the blood velocity. In a very thick slice, slow flowing blood may appear
to be almost stationary and the signal is hardly affected. When the blood flow is so fast
that the blood within the slice completely leaves the slice between the 90◦ and 180◦
pulses, a spin echo is not generated and the vessel lumen has no signal, known as high-
velocity signal loss or wash-out. The third type of signal behaviour occurs when the
blood partially leaves the slice, partially reducing the signal. Gradient echo sequences
only demonstrate flow-related enhancement and never show wash-out because there
are no slice-selective 180◦ pulses. Depending on the velocity of the blood, differing
degrees of flow-related enhancement may be observed. When the spins within the slice
is completely replaced during TR, there will be maximum signal enhancement since the
spins will not have experienced any previous RF pulses.
TOF angiography uses gradient ehco sequences with short TR and TE to saturate
the signal from stationary spins, whilst spins flowing into the imaging slice with full
magnetization produce a high signal. Maximum intensity projection (MIP) algorithms
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Figure 2.18: Time-of-flight effect: the blood within the slice may be almost stationary
(a), partially replaced (b) or completely replaced (c).
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are often applied to accentuate these differences and generate images resembling X-
ray arteriograms. In order to maximize the TOF effect the slices are often acquired
perpendicular to the major flow direction.
2.3.3 The phase contrast method
The phase contrast technique [89, 90] uses the gradient field in a fashion similar to
phase encoding.
For example, as shown in Figure (2.19), a short pulse of field gradient gvenc is
applied along the x axis for the duration of ∆t and after that it is repeated in negative
strength −gvenc for the same period ∆t. A static spin at the position x0 will receive
a phase change from the positive gradient pulse and lose the phase change after the







−gvencx0dt = 0 (2.15)
In Equation (2.15), to simplify the description, it has been assumed that the field
gradient does not change field strength at the position where x is zero. If this is not true
the process will still lead to the same result.
For a spin moving along the x axis at a constant speed v, as shown in Equation
(2.16), the phase changes caused by the two gradient pulses are different and can not
cancel out. The net phase change ∆φ is proportional to the velocity v, as shown in
Equation (2.17).











The pair of gradient pulses used for flow encoding is known as a bipolar pulse.
The timing diagram of a gradient echo phase contrast sequence is shown in Figure
(2.20). Since the phase of the spin is also affected by other factors, such as field
inhomogeneities, at least two samples need to be collected to measure the net phase
change. One of them is obtained with the bipolar pulse, and the other without. In order
to measure velocities in three directions, the bipolar pulse gradient needs to be applied
for three times in different directions, and four samples are required. This means that
the scan time will be four times the time of a similar scan for only intensity images.
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phase change of a static spin
phase change of a moving spin
Figure 2.19: Flow encoding with a bipolar gradient.
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Figure 2.20: A schematic of a phase contrast sequence. Dashed lines represent the
flow encoding gradient applied in the phase encoding direction.
To carry out a phase contrast scan, an encoding velocity (VENC) needs to be set
before the scan, which in turn determines the strength and/or duration of the flow
encoding gradient. The velocities can be calculated with the VENC and the complex




atan2(I f (x,y) · con j(In f (x,y))) (2.18)
In Equation (2.18), I f (x,y) is the complex image value obtained with the flow en-
coding gradient, and I f (x,y) is the value obtained without. con j( ) calculates the con-
jugate of a complex number, · calculates the complex product, and atan2( ) calculates
the angle of a complex number with the range in (−π,π].
The value of the VENC should be set slightly larger than the expected maximum
value of the velocities to be measured. If it is too large, the phase differences will have
a small range in (−π,π] and this will reduce the SNR of the velocity results. If the
value is too small, velocity values larger than that of the VENC will not be correctly
calculated. For example, if the net phase change of a spin is 1.25π, which means
that the velocity is 1.25VENC, the result obtained according to Equation (2.18) will be
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−0.75VENC. This is known as phase wrap. Any net phase changes out of the range of
(−π,π] will be wrapped around into the range in Equation (2.18). Also because of this,
the net phase changes are not calculated as direct differences between the phases of the
image values. For example, if the phases of the image values are 0.75π and −0.75π,
the direct phase difference will be 1.5π, but the correct phase difference should be
0.5π. The complex phase difference method used in Equation (2.18) will not lead to
this error.
The variance in the complex phase difference as calculated in Equation (2.18) is
inversely proportional to the square of the corresponding intensity value [177, 178].
This means that the measured velocities are less accurate in those regions of smaller
intensity values. To increase signal intensity, the TE should be kept as short as possible,
and the settings of the TR and the flip angle should also be adjusted accordingly.
Similar to the flow encoding process, when the gradient pulses for spatial encoding
are applied, a moving spin may receive phase changes different from what are expected
for spatial encoding. In normal reconstruction, these phase differences will be inter-
preted as wrong positions in the phase encoding direction. The techniques known as
flow compensation or gradient moment nulling [88] are often applied to compensate
this. Specially calculated forms of the spatial encoding gradient pulses are used in the
pulse sequence. The phase changes produced with these gradient pulses are indepen-
dent of the velocities of the spins. For example, the slice encoding gradient pulse can
take the form of two bipolar pulses, using the second one in negative strength to cancel
the velocity-dependent phase changes induced by the first one. Using these complex
gradient pulses in the pulse sequence increases the TE , which in turn leads to changes
in image contrasts and reduces the temporal resolution.
So far the flow has been assumed to have a constant speed. Real flow often has ac-
celeration or high order velocity components. This requires more complicated designs
of the gradient pulses for flow encoding and flow compensation, at the cost of a longer
TE .
In the same voxel, the spins are assumed to have the same velocity. When the
voxel size is large, there may be partial volume effect, and the measured velocity is the
average of the velocities of the spins in each voxel. If the flow is complex and turbulent
in some regions, the differences between the flow-induced phase changes of the spins
in the same voxel may be large enough to cause dephasing or phase dispersion and
reduce image intensities in these regions. Using smaller voxels can help to ease these
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problems, but it can also lead to a lower SNR and longer scan time.
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Undersampling in k-t space
3.1 Introduction
Time-resolved MR flow measurement can be very time consuming because the signal
has more than three dimensions and extra time has to be allowed for velocity encoding.
This means the TR would be longer than normal for proton density images and more
repetitions have to be carried out to cover different phases of the time course and
different directions of the flow. For example, if the TR is 14 ms, the scan matrix is
192×192×32, the period is divided into 24 phases, and four samples are collected to
measure velocities in three directions, the scan will be longer than two hours, which is
too long for human subjects.
Undersampling has been a popular approach to accelerate dynamic MR scans by
acquiring only a subset of the signal normally collected to cover the selected range of
k-t space. In reconstruction prior knowledge or assumptions are incorporated into the
sampled signal to recover the skipped signal. This allows significant reduction of scan
time, which is proportional to the number of repetitions. For example, if only half of
the signal is collected, the scan time will be reduced by half. However, the challenge
is how to recover the skipped signal. Ideally if enough prior knowledge or correct
assumptions are available, the full set of the signal can be recovered losslessly. In
practice this is very rare either because the prior information is inadequate or because
the assumptions are not completely consistent with the signal under study. Another
issue of undersampling is which part of the signal should be sampled or which part
should be skipped. This depends on the prior knowledge or the assumptions made in
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advance. For example, if a certain region of k-t space is known or assumed to provide
little information, it can be covered with a relatively small number of samples to save
scan time.
In this chapter several popular undersampling techniques are briefly reviewed.
Then two methods that will be implemented in following chapters are described in
detail. The method of the implementation of the undersampling methods on a clinical
scanner is also introduced.
3.2 K-space undersampling methods
Early undersampling methods mainly deal with signal in k-space. For dynamic scans
the temporal dimension of the signal is not undersampled. The fully sampled dimen-
sions of the signal are omitted in the descriptions of these methods.
Since k-space signal is the Fourier transform of complex image values, the sig-
nal will be Hermitian symmetrical if all the complex values of an image are real.
This means along the frequency encoding direction or the phase encoding direction,
one half of k-space signal is the conjugate of the other half. Samples of one half of
k-space signal will be enough to reconstruct the complete image and scan time can
be reduced to half of that of a fully sampled scan. In reality due to effects such
as field inhomogeneities and magnetic susceptibility k-space is not strictly Hermi-
tian symmetrical and the real image assumption is often softened in implementation
[179, 180, 181, 182, 183]. Slow phase changes across k-space are allowed and a small
fraction of k-space near the centre is additionally sampled to resolve the phase vari-
ations in reconstruction. This family of undersampling methods are called partial-
Fourier or half-Fourier techniques. An example half-Fourier sampling pattern is dis-
played in Figure (3.1). If undersampling is applied in the phase encoding dimension,
the total scan time can be reduced by nearly half. If the frequency encoding dimension
is undersampled, it will allow a shorter TE. In phase contrast velocity measurement, the
phase changes caused by flow are not spatially smooth over the whole image domain
in most cases and half-Fourier methods should not be used.
Another approach is to sample k-space signal with variable sampling density [184,
185, 186], which is named the variable-density technique. The central region of k-
space is densely sampled and the regions near the edges of k-space are sparsely sam-
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Figure 3.1: An example of the sampling patterns used by the half-Fourier technique
(right). The k-space sampling pattern of a fully sampled scan is also displayed (left).
Dashed lines represent skipped k-space lines.
pled. It is assumed the central region of k-space provides most signal power of the im-
ages and the outer regions are less important. In reconstruction, interpolation is applied
to calculate the signal values at the positions uniformly spaced in k-space according
to the non-uniformly sampled data. Sparse sampling in the outer regions causes arte-
facts. Since the outer regions correspond to high spatial frequencies, the artefacts are
usually spread over the images and appear to be noise-like. Variable-density undersam-
pling can be implemented for either Cartesian trajectories or non-Cartesian trajectories,
as shown in Figure (3.2). For Cartesian trajectories the sampling density is changed
by skipping more k-space lines in outer regions of k-space. It is more convenient
to apply variable-density sampling with non-Cartesian trajectories such as projection-
reconstruction or spiral imaging because these trajectories are naturally non-uniform
in k-space with a higher sampling density in the central area. The performance of
variable-density sampling depends on the signal content in study. If the images are
rich in sharp spatial details, which means the outer regions of k-space also provide im-
portant information, the reconstruction results will usually show blurring. The perfor-
mance also depends on scan resolution. For example, if the image resolution becomes
unnecessarily higher, the signal will become relatively more redundant.
K-space can also be undersampled uniformly, as shown in Figure (3.3). Uniform
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Figure 3.2: Examples of the sampling patterns used by the variable-density tech-
nique for different trajectories: Cartesian (left), projection (middle) and spiral (right).
Dashed lines represent skipped k-space positions.
undersampling results in reduced FOV and this gives the name reduced-FOV technique
[187, 188, 189, 190, 191]. The technique is based on the assumption that in dynamic
studies the changing part of the timeframes are sometimes localized, and a smaller
FOV can be used to reduce imaging time. If the size of the dynamic region represents
a fraction 1/K of the total FOV, reduced-FOV techniques offer scan-time reduction by
a factor exactly or approximately equal to K. In reconstruction, the image data of the
static regions will be wrapped to the dynamic region if the undersampled k-space data
is directly inverse Fourier transformed. The foldover artefacts can be removed with
prior knowledge of the image data of the static regions such as a preacquired reference
image. It is also possible to reconstruct the dynamic images without the conventional
inverse Fourier transform [191]. The reconstruction of the full-FOV images over the
time course is treated as an inverse problem in which the number of unknown image
values can be greatly reduced when the values in the static regions are assumed to
be unchanged over time. This reconstruction method still requires the knowledge of
the range of the dynamic region, but the reference image is no longer necessary. In
general reduced-FOV techniques allow scan-time reduction at the cost of a reduced
SNR. If there are dynamic changes in the assumed static regions, artefacts can also be
introduced to the assumed dynamic region.
Spatial information inherent in the geometry of a coil array can also be used to
reconstruct k-space signal undersampled uniformly [192, 193]. For example, if every
other k-space line is skipped, as shown in Figure (3.3), the FOV will be reduced to
a half. At each position in the reduced FOV the image value is the sum of those at
61





full image (full FOV) undersampled image (reduced FOV)
Figure 3.3: An example of the sampling patterns used by the reduced-FOV technique.
Dashed lines represent skipped k-space positions. The k-space sampling pattern of
a fully sampled scan is also displayed (top left). Uniform undersampling results in
reduced FOV (bottom).
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two positions in the full FOV. If a two-coil array is used for the acquisition, each coil
will provide different measurements weighted by its sensitivity at those two positions
in the full FOV. The image values can be calculated with the knowledge of the spatial
sensitivity of the coils. Theoretically, if K coils are used simultaneously, the scan time
can be reduced to 1/K. In practice scan time reduction is less than that due to limited
coil sensitivity and the loss in SNR.
The keyhole technique [194, 195] assumes dynamic regions of the timeframes are
spatially smooth and the edge information is not very dynamic. In k-space this means
the outer regions of k-space are almost static and only the central region needs to be
sampled at full temporal resolution. As shown in Figure (3.4), it is often implemented
by measuring only the central k-space over the time course in addition to one or two
reference images before or/and after the dynamic acquisition. In reconstruction, the
outer k-space data of each timeframe is copied or temporally interpolated from the
reference images. A generalized series based algorithm was also proposed for recon-
struction [196, 197, 198]. Scan-time reduction with the keyhole technique depends on
how spatially smooth the dynamic k-space region is. In applications such as contrast
uptake monitoring the dynamic region is bandwidth limited in k-space and the tech-
nique gives good performance [194, 199]. In some cases, such as cardiac applications
or interventional MRI [200] where sharp edges may move rapidly, errors may be intro-
duced into the images. It has also been shown that the keyhole technique compromises
spatial resolution for an improvement in the temporal resolution [201] and a hybrid










Figure 3.4: An example of the sampling patterns used by the keyhole technique.
Dashed lines represent skipped k-space lines.
The undersampling techniques described so far exploit signal redundancy either in
the image domain or in k-space. Signal representations in other domains can also be
sparse, or even sparser than those in the image domain or k-space. When adequate prior
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information is available, it is possible to break down an image into a limited number of
known image features or image components. For example, the images at the same po-
sition of different patients show similar anatomy. By measuring only several or a small
number of image features the scan can be extremely fast. This undersampling method
is named the singular value decomposition (SVD) [203, 204] or feature-recognition
technique [205, 206]. The image features or components are chosen by analysing with
SVD or principal component analysis a previously obtained image or a set of training
images thought to be similar to the target image. Alternatively, wavelet transform can
be used to obtain a sparse representation of images [207]. In the acquisition, the fea-
tures or components are measured by using spatially selective RF pulses or a subset
of k-space signal. When the latter is used, k-space is often sampled non-uniformly,
depending on the prior information. The fewer features or components are selected to
represent the target image, the faster the scan can be. Obviously errors will be intro-
duced if the target image contains information not present in the selected features or
components.
3.3 K-t space undersampling methods
Undersampling only in the spatial dimensions of k-space generally offers limited scan-
time reduction, and often at the cost of spatial resolution. The temporal dimension of
dynamic MR signal may allow further undersampling. It is very common that differ-
ent timeframes acquired in a dynamic scan have large regions which remain nearly
unchanged throughout the time course or the timeframes are very similar to each other.
Temporal signal redundancy has already been used in k-space methods such as the
keyhole technique and the reduced-FOV technique described previously. However, it
is only used in reconstruction and the same k-space sampling pattern is used for all
the timeframes in dynamic acquisition excluding the collection of the baseline images
(some later variants such as in [191] can also use changing patterns). Recent under-
sampling methods often use different sampling patterns for different timeframes and
the signal is undersampled in both the temporal and the spatial dimensions.
A straightforward approach is to undersample k-t space uniformly. The samples
are equally spaced in both the temporal and the spatial dimensions. This often results
in a k-t sampling pattern like a sheared grid for Cartesian trajectories, as shown in
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Figure (3.5). An early method of this type is the sliding-window technique [208].
Complete k-space signal of each timeframe is obtained by assembling undersampled
data sets collected for nearby timeframes in a temporal window. For example, if one
fourth of k-space data is acquired for each timeframe, the signal of each reconstructed
timeframe consists of data copied from four neighbouring timeframes. Basically the
reconstruction is temporal interpolation. Temporal resolution remains unchanged. The
advantage of the sliding-window technique is its simplicity. Images can be updated







Figure 3.5: An example (right) of the sampling patterns used by the sliding-window
technique. Each dot represents a k-space line collected in acquisition. Skipped k-
space lines are not displayed. The k-t sampling pattern of a fully sampled scan is also
displayed (left). In reconstruction signals from four undersampled timeframes in the
temporal window are assembled into one timeframe.
Uniform undersampling and zero-filling at skipped positions will cause aliasing in
a corresponding Fourier domain, as shown in Figure (3.6). If k-space signal is under-
sampled aliasing will appear in the images. In a similar fashion, temporal undersam-
pling will also lead to aliasing in a temporal-frequency domain. The signal represen-
tation in the temporal-frequency domain is the inverse Fourier transform of the signal
in the temporal dimension. The corresponding Fourier domain of k-t space is named
x-f space, where x represents spatial positions and f represents temporal frequencies.
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It has been observed [209, 210] when a uniform undersampling pattern like a sheared
grid is applied, the aliasing in x-f space appears to be several equidistant replicas of the
true signal, as shown in Figure (3.7). If the true signal covers a limited area in x-f space
and the area of the overlaps between the true signal and the replicas are also small, the
aliasing can be easily removed with a low pass filter in x-f space. Two widely applied
methods using this type of k-t undersampling patterns are the UNFOLD technique
[209] (UNaliasing by Fourier-encoding the Overlaps using the temporaL Dimension)
and the k-t BLAST technique [211] (k-t Broad-use Linear Acquisition Speed-up Tech-
nique). Both techniques use prior information to separate the aliasing from the true
signal. The UNFOLD technique applies filters according to known or estimated sig-
nal temporal bandwidth as described previously. The k-t BLAST technique uses low
resolution images acquired in a separate training scan as prior knowledge about signal
distribution in x-f space and the unaliasing process is formulated as an optimization
problem so the training images can be used adaptively instead of the filters in the UN-
FOLD technique. Since the k-t BLAST technique will be implemented later, it will be
described in detail in the next section. Ghosting artefacts may be generated with these
two techniques when too many samples in k-t space are skipped in the acquisition,
which results in large area of overlaps between the replicas and the true signal in x-f
space.
Non-uniform undersampling patterns in k-t space have also been used to acceler-
ate dynamic scans. As illustrated in Figure (3.8), the TRICKS technique [212, 213]
(Time-Resolved Imaging of Contrast Kinetics) divides k-space into several regions and
those at high spatial frequencies are updated less frequently in a dynamic acquisition.
Linear temporal interpolation is applied in reconstruction to recover the full signal.
The outer regions of k-space are sampled more regularly by the TRICKS technique
than by the keyhole technique, which only samples these regions once or twice for
the reference images. The BRISK technique [214, 215] (Block Regional Interpolation
Scheme for K-space) is similar to the TRICKS technique but k-space is divided into
more parts and acquisition of multiple parts is scheduled for each time frame, as shown
in Figure (3.8). Missing data is also recovered by temporal interpolation. The STBB
scheme [216] (Spatio-Temporal Bandwidth-Based acquisition) explicitly analyses sig-
nal energy distribution in x-f space and a sampling pattern similar to those proposed
in the BRISK technique is designed accordingly. A random phase-encoding strategy
is proposed in the CURE technique [217] (Continuous Update with Random Encod-
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Figure 3.6: Uniform undersampling (bottom left) and zero-filling at skipped positions
will cause aliasing (bottom right) in a corresponding Fourier domain. There is no
aliasing if the signal is fully sampled (top).
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Figure 3.7: The aliasing in x-f space (bottom right) appears to be several equidistant
replicas of the true signal in x-f space (bottom left) when a uniform undersampling
pattern (top right) is applied in k-t space. Each dot represents a k-space line collected
in acquisition. Skipped k-space lines are not displayed. The k-t sampling pattern of a
fully sampled scan is also displayed (top left).
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ing), which aims to produce a random and nearly uniform coverage of each region of
k-t space. Central k-space is still sampled more frequently than outer regions. The
non-uniform k-t undersampling methods described above share a common assumption
that central k-space is more dynamic than the outer regions. If this assumption is not
valid aliasing will appear in images. The allocation of samples into k-t space is often
based on prior information or empirical estimation, which may be inaccurate and leads






Figure 3.8: Examples of the sampling patterns used by the TRICKS technique (left)
and the BRISK technique (right). Each dot represents a k-space line collected in ac-
quisition. Skipped k-space lines are not displayed.
It has been proposed that an appropriate temporal model can be used as a constraint
on the reconstruction in order to remove artefacts caused by undersampling and to
preserve or increase SNR [218]. The reconstruction in x-f space is treated as an inverse
problem and mild temporal constraints are applied according to prior knowledge. This
reconstruction method can be applied with either a uniform or a non-uniform sampling
pattern. It was reported that the non-uniform sampling pattern produced better results
than those from the uniform sampling pattern for dynamic myocardial perfusion data.
Recently, compressed sensing theory [219, 220] has been applied to dynamic MRI
[221, 222]. Data sparsity can be introduced by applying Fourier transformation along
the temporal dimension assuming that only some parts of the FOV change at a high
temporal rate while other parts remain stationary or change slowly. Incoherent under-
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sampling can be realized by randomly skipping phase-encoding lines in each dynamic
frame. It has been demonstrated that given sufficient data sparsity and base SNR the
compressed sensing framework can produce results with improved temporal fidelity
compared to k-t BLAST reconstructions [222].
There has not been a general consensus on which type of sampling pattern is the
best. Scan-time reduction and reconstruction accuracy often depend on signal content
in specific applications. It is one of the aims of this study to evaluate the perfor-
mance of different sampling patterns in scans measuring velocities of carotid blood
flow. Among the k-t undersampling techniques using a uniform sampling pattern, the
k-t BLAST method is the most widely applied and in most cases scan-time reduction
by a factor of four was achieved [223, 224, 225, 226, 227, 228]. Its adaptive use of
training data in reconstruction makes the incorporation of prior knowledge easier than
in other similar techniques, and its reconstruction algorithm can be generalized to han-
dle signals from retrospectively gated scans. Due to these advantages the k-t BLAST
method was selected to be implemented in the following chapters as a representative
method using uniform undersampling patterns in k-t space. A generalized version of
the non-uniform k-t undersampling techniques, named k-t variable-density undersam-
pling technique (ktVD) [229], is proposed in the following sections to evaluate the
performance of non-uniform undersampling patterns. In the following chapters the k-t
BLAST method and the ktVD method will be implemented and compared against each
other in similar settings for retrospectively gated carotid velocity measurement.
3.4 The k-t BLAST method
The k-t BLAST method can be applied for uniform as well as non-uniform sampling
patterns in k-t space. It is much easier to explain how the method works with a uniform
Cartesian sampling pattern. This will be introduced first before the general form of the
method is described. Without loss of generality, the signal is assumed to have only two
dimensions in k-t space.
As shown in Figure (3.9), when the uniform undersampling pattern in k-t space is
applied, which collects one fourth of the fully sampled signal, the result obtained after
zero-filling and inverse Fourier transform shows aliasing in x-f space. The fully sam-
pled signal (the true data) in x-f space is also displayed in Figure (3.9) as a reference.
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Figure 3.9: Signals at four equally spaced positions in x-f space from the true data
(bottom left) accumulate at the same position in the undersampled result (bottom right)
when a uniform undersampling pattern (top right) is applied in k-t space. Each dot rep-
resents a k-space line collected in acquisition. Skipped k-space lines are not displayed.
The k-t sampling pattern of a fully sampled scan is also displayed (top left). Only one
of the four positions is not in empty background.
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Due to aliasing, signals at four equally spaced positions (the source positions) in x-f
space from the true data accumulate at the same position in the undersampled result. In
fact this happens at every position in the undersampled result, as described in Equation
(3.1).
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In Equation (3.1) s1, s2, s3 and s4 refer to the true signals at the four positions
contributing to a measurement salias at a single position in the undersampled result.
They need to be estimated from salias. A ·B calculates matrix product of a matrix A and
a marix B.
Equation (3.1) is underdetermined and has an infinite number of solutions. It is
necessary to introduce additional constraints to obtain a unique solution. This is where
assumptions or prior knowledge are incorporated into the reconstruction. For exam-
ple, if it is known that the positions except the one corresponding to s2 are in empty
background, as shown in Figure (3.9), s1, s3 and s4 can be simply set to zero and the
value of salias can be copied to s2. This is the simplest situation, which was also used
in the UNFOLD method for reconstruction. In more complicated circumstances, when
more than one position are not in empty background, such as s2 and s3 in Figure (3.10),
the unique solution is calculated by distributing the value of salias to the four positions













In Equation (3.2) m1, m2, m3 and m4 refer to the signal magnitudes obtained from
the training data in x-f space at the positions corresponding to s1, s2, s3 and s4. An
example sampling pattern of the training scan is displayed in Figure (3.11). Filtering
has been applied to the training data to reduce ringing artefacts from truncation and
after zero-filing and filtering the training data has the same matrix size as that of the
true data in k-t space or x-f space. In case only s2 is not in empty background, m1, m3
and m4 are all zeros so s2 equals salias, as described previously.
It should be noted that in Equation (3.2) s1, s2, s3, s4 and salias are all complex
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Figure 3.10: Signals at four equally spaced positions in x-f space from the true data
(bottom left) accumulate at the same position in the undersampled result (bottom right)
when a uniform undersampling pattern (top right) is applied in k-t space. Each dot rep-
resents a k-space line collected in acquisition. Skipped k-space lines are not displayed.
The k-t sampling pattern of a fully sampled scan is also displayed (top left). Two of
the four positions are not in empty background.
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Figure 3.11: An example of the sampling patterns for the training scan (left) and the
dynamic scan (right) used by the k-t BLAST technique. Each dot represents a k-space
line collected in acquisition. Skipped k-space lines are not displayed.
numbers. As a result s1, s2, s3, and s4 will have the same phase as that of salias. This is
generally not consistent with realistic signal.
Equation (3.2) is the solution of an optimization problem described in Equation









In Equation (3.3) || || calculates the magnitude of a complex number. By mini-
mizing the total of the weighted signal power at all the source positions, more signal
power of salias is distributed to the source positions with higher expected signal power,
and the aliasing is resolved.
The process described above is the most widely applied and the simplest form of
the k-t BLAST method. Reconstruction requires knowledge of the locations of the
source positions of the true signals contributing to the measurement at each position in
the undersampled result. The locations of the source positions are solely determined by
the applied undersampling pattern. When a sampling pattern like a sheared grid is ap-
plied, such as the example shown in Figure (3.11), the locations of the source positions
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are easy to calculate and the number of the source positions for each measurement in
the undersampled result is small. This is also the most significant benefit of the use
of this type of sampling pattern. The number of source positions is determined by the
sampling ratio of the undersampling pattern applied. In Figure (3.9) only four source
positions are involved since one fourth of k-t space is sampled. The four source posi-
tions are equally spaced and one of them is at the same location of the corresponding
position in the undersampled result. If one third of k-t space is sampled, three source
positions will be involved and they are still equally spaced. If the size of the sampled
fraction of k-t space decreases, the number of the source positions for each measure-
ment in the undersampled result will increase and it will be likely more positions are
not in empty background.
Equation (3.1) only describes the aliasing process in the special case shown in
Figure (3.9), in which every four source positions are grouped together and each group
is processed separately. In the general form of the k-t BLAST method, all the true
signal values in k-t space are processed together. Since discrete Fourier transform from
x-f space to k-t space is a linear operation, it can be represented as a matrix product of
a Fourier transform operator F and the signal in x-f space sx f as a vector, as shown in
Equation (3.4).
skt = F · sx f (3.4)
In Equation (3.4) skt represents the signal in k-t space after the transform. Both skt
and sx f have Nk×Nt elements, where Nk and Nt are the spatial and temporal resolution
respectively. F has Nk×Nt ×Nk×Nt elements. It should be noted this can be a very
large number. If Nk is 256 and Nt is 24, F will have 6144×6144 elements. Normally
it is necessary to use fast Fourier transform to reduce computing time. The inverse of
F is the inverse Fourier transform operator F−1, as shown in Equation (3.5).
sx f = F−1 · skt (3.5)
The sampling process can also be represented as the matrix product of sampling
operator E and the signal in k-t space skt , as shown in Equation (3.6).
E · skt = dkt (3.6)
E and F have the same size, while dkt represents the undersampling result in k-t
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space. The applied sampling pattern is solely described by E. E is a diagonal matrix
when all the samples are collected at the positions on a Cartesian grid in k-t space, as
shown in Equation (3.7).
E(i, i) = 1 i f skt(i) is sampled
E(i, i) = 0 i f skt(i) is not sampled
E(i, j) = 0 i f i 6= j
i = 1,2, ...,Nk×Nt
j = 1,2, ...,Nk×Nt
(3.7)
If some samples are not collected at the positions on a Cartesian grid, they can be
regarded as interpolation results from those samples on the grid. In this case E is no
longer a diagonal matrix, whose form depends on the selected interpolation method.
It can also be regarded as a combination of a non-diagonal interpolation operator and
a diagonal sampling operator. If the scan is undersampled, some entries of dkt will be
zero, and the entries in the corresponding rows in E are all zeros.
The relationship between the true signal sx f and the undersampling result with
aliasing dx f in x-f space can be obtained by combining Equation (3.6), Equation (3.4)
and Equation (3.5), as shown in Equation (3.8).
F−1 ·E ·F · sx f = F−1 ·dkt = dx f (3.8)
If the scan is fully sampled, E will be a unit matrix and dx f will equal sx f . If the
scan is undersampled, the combined operator F−1 ·E ·F is neither a unit matrix nor
a diagonal matrix. It has Nk×Nt ×Nk×Nt elements or the linear equation system in
Equation (3.8) has Nk×Nt variables and Nk×Nt equations. In the special case of a
sampling pattern like a sheared grid, as shown in Figure (3.11), the combined operator
has many zero entries. Only Nk×Nt/4 rows have non-zero entries. In each of these
rows only four entries have non-zero values. Each equation in the equation system
has the same form as described in Equation (3.1). This explains how Equation (3.1)
is derived. If a less regular sampling pattern is applied, such as a non-uniform one,
most of the entries of the combined operator F−1 ·E ·F will not be zero. This means
that true signal at almost all the positions in x-f space contributes to the undersampled
result at each position in x-f space.
Since operator E has many rows of all zero values and dkt also have many zero
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entries, an equivalent and simpler form of Equation (3.8) can be obtained by applying
the Fourier transform operator F on both sides of Equation (3.8).
E ·F · sx f = dkt (3.9)
The linear equation system described in Equation (3.9) has only Ns equations,
where Ns is the number of samples collected in k-t space. In the example shown in
Figure (3.9), Ns equals Nk×Nt/4. The matrix size of E ·F is only one fourth of that
of F−1 ·E ·F . Another benefit of using Equation (3.9) for reconstruction is that the
undersampled raw data dkt no longer needs to be inverse Fourier transformed into x-f
space, which is difficult for non-uniformly sampled data.
By removing the rows of all zeros in E ·F and the corresponding zero entries in
dkt , Equation (3.9) can be simplified to Equation (3.10).
C · sx f = dkt (3.10)
In Equation (3.10) C consists of all the rows from E ·F with at least one non-zero
entry. C has Ns rows and Nk ×Nt columns. dkt in Equation (3.10) has Ns entries,
which is a compact version of dkt in Equation (3.9) with all the zero entries removed.
Obviously Equation (3.10) is underdetermined since the number of rows of C is smaller
than the number of columns when the scan is undersampled. Equation (3.10) solely
defines the sampling process.
In order to find the desired solution of Equation (3.10), a reconstruction operator R
is defined in Equation (3.11).
sx f = R ·dkt (3.11)
R has Nk×Nt rows and Ns columns. The relationship between R and C can be ob-
tained according to Equation (3.10) and Equation (3.11), as shown in Equation (3.13).
R ·C · sx f = R ·dkt = sx f (3.12)
(R ·C− I) · sx f = 0 (3.13)
In Equation (3.13) I is a unit matrix of Nk×Nt rows and Nk×Nt columns.
The reconstruction operator R is calculated by solving an optimization problem
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shown in Equation (3.14) [211, 230].
min
R
wregu · ||R · lkt ||2 + ||(R ·C− I) ·mx f ||2 (3.14)
In Equation (3.14), || || calculates Frobenius norm (the square root of the sum of
the absolute squares the elements of a matrix), lkt is an estimate of background noises
in k-t space as a vector of Ns entries, mx f is the processed training data magnitudes in
x-f space with Nk×Nt entries, and wregu is a scalar used as a weight. The first part
of Equation (3.14) (with lkt) regularizes noise propagation in reconstruction. R · lkt
describes noise in x-f space after reconstruction. The other part of Equation (3.14)
makes the result consistent with the sampling process and redistributes signal power
according to the training data. wregu is set according to the relative importance of the
control of noise propagation in reconstruction compared with that of consistency with
the samping process. Normally wregu is empirically set to a small number. If wregu is set
to zero, which means that no noise regularization is applied, and C is ill conditioned,
R will probably lead to irregular results in sx f . The solution R from Equation (3.14) is
shown in Equation (3.15).
R = M ·CH · (C ·M ·CH +wregu ·Ψ)−1
M = mx f ·mHx f
Ψ = lkt · lHkt
(3.15)
In Equation (3.15) XH calculates the conjugate transpose of a matrix X , X−1 calcu-
lates the inverse of a matrix X , M is the covariance matrix of the training data, and Ψ
is the covariance matrix of background noise. In practice the two covariance matrixes
are simplified to diagonal matrices, as shown in Equation (3.16) and Equation (3.17).
M(i, i) = m2x f (i)
M(i, j) = 0 i f i 6= j
i = 1,2, ...,Nk×Nt
j = 1,2, ...,Nk×Nt
(3.16)
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Ψ(i, i) = σ2
Ψ(i, j) = 0 i f i 6= j
i = 1,2, ...,Ns
j = 1,2, ...,Ns
(3.17)
In Equation (3.17) σ is the noise covariance, which can be measured in empty
background of undersampled k-t data.
It has been suggested [211] that the baseline (static) part of the signal should be
processed separately. If the temporal average of dkt is defined as dkt0 and its repre-
sentation in x-f space is named as dx f 0, the general form of the solution from the k-t
BLAST method is given in Equation (3.18).
sx f = dx f 0 +R · (dkt−dkt0) (3.18)
In Equation (3.18) it is also necessary to remove the baseline part of the training
data to obtain the correct M and R.
The separate treatment of the baseline part of the undersampled signal may intro-
duce errors when the temporal dimension is not uniformly sampled. In this case the
temporal average of dkt may have significant differences from the true baseline signal.
This general form of the reconstruction method is computing intensive as the in-
verse of a large matrix is required to calculate the reconstruction operator R in Equation
(3.15). The matrix has Ns rows and Ns columns. When a non-uniform sampling pattern
in k-t space is applied the matrix is generally not sparse. It has been proposed that the
conjugate gradient method can be used to reduce reconstruction time in this case [231].
Figure (3.12) summarizes the k-t BLAST reconstruction method. An example of
the source code for k-t BLAST reconstruction is presented in Appendix A.2. The
acquisition includes a training scan and a dynamic scan. In the training scan only
central k-space is sampled at good temporal resolution. This produces the low spatial
resolution raw training data. The raw training data is optionally filtered to reduce
ringing artefacts when it is zero-filled to the same spatial resolution as in the dynamic
scan. Then the training data is transformed into x-f space and optional filtering is
applied in the temporal dimension to reduce noise in high temporal frequencies. In
[211] the k-space filter was a Hamming filter and the temporal frequency filter was a
low-pass filter, with a central pass band of 50% bandwidth and half-Hanning-shaped
transition bands of 20% bandwidth on either side. The same filters will be used in
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the implementations in following chapters, if not otherwise specified. In the dynamic
scan k-t space is sampled sparsely according to a selected sampling pattern. In the
fully sampled dimensions such as the frequency encoding dimension inverse Fourier
transform is applied and after this the reconstruction for the data at each position in
these dimensions is carried out separately. If the sampling pattern is like a sheared
grid, for example in a scan prospectively gated, the simple form of the reconstruction
method described in Equation (3.3) and Equation (3.2) can be used. The undersampled
data is filled with zeros at the positions skipped during acquisition and inverse Fourier
transformed into x-f space. Aliasing is resolved according to the magnitude of the
proccessed training data in x-f space. If the sampling pattern does not have the form
of a sheared grid, for example in a scan retrospectively gated, the general form of the
reconstruction method described in Equation (3.14) and Equation (3.15) will be used.
In order to carry out a scan with the k-t BLAST method, several parameters have
to be determined in advance. First the sampling patterns of the dynamic scan and
the training scan have to be built. If a sampling pattern like a sheared grid is to be
used for the dynamic scan, the total number of samples needs to be known. In [232]
it has been suggested the sheared grid sampling pattern is the near-optimal sampling
pattern for the k-t BLAST method since it minimizes the amount of signal overlap in
x-f space. The parameter controlling the training scan sampling pattern is the number
of k-space positions sampled at full temporal resolution, also known as the number of
training k-space lines since the frequency encoding dimension is usually fully sampled.
In [233] it has been reported reconstruction error continues to decrease, albeit by a
diminishing amount, as the amount of training data increases, but an increased amount
of training data also increases susceptibility to misregistration of the training data. The
total scan time includes the time spent on both the dynamic and the training scans. For
reconstruction, the noise regularization weight wregu also needs to be set empirically.
Different settings of these parameters will be tested in following chapters.
Applications of the k-t BLAST method so far are mostly for cardiac imaging
[223, 224, 226, 227, 228]. In most cases good results can be reconstructed from about
one fourth of full signal. The feasibility of using the method for measuring carotid flow
has also been investigated in [225]. It has been shown the flow velocity waveforms
from k-t BLAST reconstruction were in good agreement with fully sampled results,
but as the amount of collected samples decreased, the waveforms from the undersam-
pled data became smoother suggesting losses in temporal resolution. It has also been
80






















iFT in k− t
filtering in f
Figure 3.12: Processing of the data from the training scan and the dynamic scan in
the k-t BLAST technique. Frequency encoding is applied along the y axis, and phase
encoding along the x axis.
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reported [234] that the results from k-t BLAST reconstruction are visually appealing,
even with high undersampling, in single timeframes, but when temporal variations are
considered it becomes apparent that temporal fidelity is suffering from the regulariza-
tion. Both spatial and temporal fidelity of k-t BLAST reconstruction will be examined
in following chapters.
3.5 The k-t variable-density method
When a scan is retrospectively gated, the resulting sampling pattern does not conform
to a Cartesian grid. For the k-t BLAST method, the general form of the method has to
be used. The general form of the reconstruction method is complicated and computing
intensive, which makes it difficult to acquire. In addition to that, a separate training
scan may also be inconvenient to implement. To overcome these problems and to
evaluate the performance of non-uniform k-t undersdampling patterns, a k-t variable-
density undersampling method is proposed.
In acquisition, the ktVD method samples k-t space non-uniformly according to a
pre-scheduled sampling pattern. An example of the source code for building ktVD
sampling patterns is presented in Appendix A.3. Every k-space position is sampled
at least once. The number of samples over the time course at each position decreases
gradually from the centre to the edges of k-space. A small central region of k-space
is sampled at full temporal resolution. The samples of the same k-space position are
equally spaced in the temporal dimension. Several examples of such sampling pat-
terns in 2D k-t space are shown in Figure (3.13). The sampling patterns used for the
ktVD method are empirically designed according to the total number of samples to
be collected. In reconstruction, data at each k-space position is processed separately.
Temporal interpolation is applied at each k-space position to recover the full data set
in k-t space.
The ktVD method can be regarded as a generalized version of the aforementioned
non-uniform k-t undersampling techniques, such as the TRICKS technique and the
BRISK technique. The sampling patterns are designed in k-t space, not on a frame-
to-frame basis. It is not necessary to divide k-space into blocks, although this may
be convenient in implementation. The numbers of samples at neighbouring k-space
positions can be different. No training scan or reference images are required.
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Figure 3.13: Examples of the sampling patterns used by the ktVD technique. Each
dot represents a k-space line collected in acquisition. Skipped k-space lines are not
displayed. The k-t sampling pattern of a fully sampled scan is also displayed (left).
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The underlying assumption of the ktVD method is also slightly different from
those of the early techniques. The ktVD method does not assume sharp image fea-
tures change more slowly than spatially smooth image contents. If background noise
is not taken into consideration, signal temporal bandwidth in high spatial frequencies
may be similar to that in low spatial frequencies. This means outer regions of k-space
should also be sampled at a good temporal resolution. However, SNR of realistic MR
data is often low in outer regions of k-space. Since background noise may produce
random temporal changes, the total of background noise and the desired signals from
the scanned dynamic subject may also appear random over time. It will not help to
reduce contributions from noise by collecting more samples at those k-space positions.
The ktVD method assumes it is not necessary to sample at high temporal resolution
in those regions of k-space where SNR is low. Generally realistic MR signal power
decreases gradually from the centre to the edges of k-space and background noise is
at the same level, so SNR also decreases gradually across k-space in most cases. Ide-
ally the sampling density in k-t space changes according to the variation of SNR in
k-space, but this is difficult in practice because signal power distribution over k-space
is not known in advance. Sampling at a temporal resolution higher than necessary may
help to improve coverage of high SNR areas in k-space.
The reconstruction of the ktVD method recovers full signal for each k-space posi-
tion separately. An example of the source code for ktVD reconstruction is presented in
Appendix A.4. This reduces computation burden. For example, if the cardiac cycle is
divided into 24 phases, only 24 unknown variables are involved in the reconstruction
of each k-space position. Since it is assumed that the applied sampling pattern has cov-
ered k-t space at the necessary temporal resolution, no additional prior knowledge is
required in reconstruction. For example, if only one sample is collected in the cardiac
cycle at a k-space position, the value of the sample is simply copied to all the cardiac
phases in reconstruction. If a k-space position is sampled at half of the full temporal
resolution, the signal values at this position for the 24 cardiac phases are interpolated
from the twelve samples. Simple linear interpolation can be used and reconstruction
can be very fast. If complicated interpolation algorithm is adopted, reconstruction time
will be longer. Since for each interpolation the number of unknown values is at most
24, the increase in reconstruction time is not very significant.
When a sampling pattern does not cover k-t space at the necessary temporal reso-
lution, it can be expected at some k-space positions, especially those in outer k-space,
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dynamic information may be lost. This suggests temporal smoothing is more likely
to happen in high spatial frequencies. It also suggests the performance of the ktVD
method will be affected by signal content and the applied sampling pattern. A sam-
pling pattern is determined by the number of samples to be collected and the sampling
density distribution in k-t space. The effects of these two factors will be investigated
in the following chapters.
3.6 Implementation of the undersampling patterns on
the scanner
All scans in this work were carried out on a 1.5 T GE Signa scanner (GE Medical,
Slough, UK), whose gradients had a maximum amplitude of 23 mT m−1 and a slew
rate of 120 mT m−1 ms−1. The scanner was controlled by two computer systems,
known as the host system and the scanner system. The software on the host system
was a LINUX operating system, providing user interface for the scan operator. The
software on the scanner system was a real-time operating system (VxWorks), provid-
ing controls of the devices such as the gradients and the RF transmitter. Each pulse
sequence program consisted of two executables, one for each system. An Environment
for Pulse programming In C (EPIC) and the source codes of installed pulse sequence
programs were provided with the scanner. The EPIC version used in this work was
14M4. The provided source codes were written in an EPIC programming language
similar to ANSI C, with predefined libraries and macros. They could be modified and
recompiled to introduce new pulse sequence programs to the scanner. Image recon-
struction could be completed automatically on the scanner after the scan, or switched
off to allow offline processing of the raw signal files. In the raw signal files the data
was saved in exactly the same order as in acquisition.
In the original 2D phase contrast pulse sequence program installed on the scanner,
the repetitions were organized as nested loops, as shown in Figure (3.14). In each TR,
only one k-space line was acquired. This was repeated for different settings of flow
encoding, phase encoding, and different cardiac phases. The flow encoding loop was in
the excitation loop, which was an inner loop of the phase encoding loop. The original
3D phase contrast pulse sequence program, for 3D scans, had a similar structure with
an extra slice encoding loop. In each pass of the excitation loop, the excitation steps
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were repeated without any changes of the scan setting. If the signal of interest does
not change over time, the differences between the samples from different excitation
steps will be noise. These samples can be averaged to improve SNR. For this reason,
the number of excitations (NEX) in each pass of the excitation loop is often used to
specify the number of copies of the data averaged to improve SNR. In this work the
excitation loop was used to cover one or more cardiac cycles for retrospective gating.
For example, if each pass of the excitation loop was to cover one cardiac cycle, the
NEX would need to be large enough so the duration of each pass of the excitation loop
could be longer than the cardiac cycle.
In the original 2D phase contrast pulse sequence program, the excitation loop and
the phase encoding loop determined the sampling pattern in k-t space. All the samples
at the same phase encoding position were collected before the next phase encoding
position was sampled. In the modified pulse sequence program, as shown in Figure
(3.15), the excitation loop and the phase encoding loop were replaced with a new
loop specified by a predetermined undersampling pattern, which was a list of phase
encoding positions. Each step of the new loop was similar to the steps of the excitation
loop in the original pulse sequence program, but the phase encoding position was set
according to the list. For example, if 24 steps were used to cover a cardiac cycle, and
two neighbouring phase encoding positions were sampled at half temporal resolution,
the two positions could be listed in the undersampling pattern interleaved for twelve
times. In this way for each phase encoding position the samples were still equally
spaced in the cardiac cycle, and in the 24 steps two phase encoding positions were
covered. Similar modifications were made to the 3D phase contrast pulse sequence
program, as shown in Figure (3.16). For different slice encoding steps, the lists of the
phase encoding positions could be different.
It should be noted that with retrospective gating the position of each repetition in
the cardiac cycle is unknown before the scan, and for different steps of the flow en-
coding loop or the slice encoding loop the actual sampling patterns are different. All
sampling patterns presented previously were displayed in the form as in a prospec-
tively gated scan of constant heart beats to illustrate the design of the patterns. With
retrospective gating the sampling patterns were less regular, as shown in Figure (3.17).
For the k-t BLAST method this was a problem because the sampling patterns did not
conform to the sheared grid pattern and the general reconstruction method had to be
used, which was computing intensive. For the ktVD method, there was no significant
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Figure 3.14: The structures of the original 2D (left) and 3D (right) phase contrast pulse
sequence programs installed on the scanner.
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Figure 3.15: The modifications (right) to the original 2D phase contrast pulse sequence
program (left).
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Figure 3.16: The modifications (right) to the original 3D phase contrast pulse sequence
program (left).
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difference, since at each phase encoding position the distribution of the samples in the
normalized cardiac cycle was still nearly uniform. All sampling patterns presented in


















Figure 3.17: Sampling patterns with and without retrospective gating.
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Chapter 4
Simulations of undersampling in two
dimensions of k-t space
4.1 Introduction
The quality of the results obtained from an undersampled scan is affected by many
factors, such as the scan setting or the undersampling method. First of all, several
control parameters of the undersampling methods need to be empirically determined.
The setting of these parameters will have an influence on the reconstruction results. In
order to find an optimal setting, a large number of tests need to be carried out to try
different settings. Simulations are good for this purpose because hundreds of scans can
be simulated without involving any human subjects.
In the simulations it is better to apply undersampling in only two dimensions of k-t
space. This is simpler than undersampling in three dimensions and easier to implement.
Since signal acquisition in the frequency encoding dimension is fast, undersampling is
only applied in the temporal and the phase encoding dimensions. Undersampling in
two dimensions can be tested in 2D time-resolved scans of single slices. In 3D time-
resolved scans of multiple slices, k-t space can be undersampled in three dimensions,
but the minimum scan time of 3D scans were much longer than that of 2D scans of
single slices at the same spatiotemporal resolution. In 3D scans 3D Fourier transform
needs to be used in image reconstruction and this will complicate error propagation.
Another benefit of using 2D scans is that the optimal setting of the control parameters
obtained in 2D scans can also be useful in 3D scans.
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In this chapter the k-t BLAST and the ktVD method are tested in simulations.
Realistic data sets collected in a fully sampled 2D time-resolved scan are used as source
data sets for simulated undersampling. Different settings of the control parameters of
each undersampling method are tested. The differences between the reconstruction
results obtained from the undersampled data and those from the source data sets are
used to evaluate undersampling errors. Optimal settings of the control parameters are




In general, the simulations use interpolation to simulate real signal acquisition. Real
dynamic data sets are collected in a fully sampled scan with retrospective gating. With
temporal gridding these data sets are converted into source data sets providing signal
values at equally spaced positions in the cardiac cycle. The signals of the simulated
scans are interpolated from the source data sets. The corresponding phase encoding
positions of the samples are specified in the undersampling pattern. A real gating
record is used to provide the timing of the cardiac cycles and determine each sample’s
corresponding position in the cardiac cycle. Since the source data sets are collected
at a high temporal resolution, linear temporal interpolations are used to generate the
signal values of the samples.
4.2.2 Control parameters of the simulations
The sampling ratio Rs is the most important control parameter in an undersampled
scan. It determines how much scan time can be saved and it also affects the quality
of the undersampling results. Three different Rs (50%, 33%, 25%) were tested in the
simulations. If each phase encoding position is sampled 24 times over the cardiac cycle
in a fully sampled scan, in average six samples will be collected at each position in an
undersampled scan at the Rs of 25%. A lower Rs is desirable, which means further scan
time reduction, but results from preliminary tests suggested there would be significant
loss in signal quality. An Rs higher than 50% is not very useful because of limited scan
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acceleration. The three values of the Rs are also selected to make it easy for the design
and implementation of the undersampling patterns.
Another important control parameter is the noise level of the signal. There is al-
ways noise in real MRI signal. In an undersampled acquisition, both useful signal and
noise are undersampled. When the skipped part of the signal is recovered according to
prior knowledge or assumptions, noise in the signal may be changed or even amplified,
depending on the reconstruction method. In k-t BLAST reconstruction, the noise reg-
ularization aims to minimize noise amplification. For the ktVD method, a higher noise
level means that a larger part of the signal can not be accurately measured and more
samples can be skipped in acquisition. In real scans the noise level of the signal is dif-
ficult to control. In the simulations the source data sets can be the averages of different
sets of signal collected with the same scan setting. For example, the background noise
standard deviation was reduced to 0.74/0.59/0.51 of that of a single signal set when
two/three/four signal sets were averaged to generate the source data sets. Four sets of
signal provide source data sets of four different noise levels (NEX 1/2/3/4).
For the k-t BLAST method, two control parameters were tested. The first is the
number (Ntr) of central k-space lines sampled at full temporal resolution in the training
scan and used as training data in reconstruction. The scan time of the training scan
was also included in the calculation of total scan time and the sampling ratio. More
dynamic information in central k-t space was collected when the Ntr was larger, at
the cost of more scan time spent in the training scan. For a fixed Rs, larger Ntr also
meant fewer samples in the dynamic scan. It is necessary to investigate how the Ntr
affects the results from k-t BLAST reconstruction. If the results do not change much
at different Ntr, a small Ntr can be used to reduce san time or improve signal quality.
In the simulations, six values of the Ntr (12, 16, 20, 24, 28 and 32) were tested. These
values were selected according to the total number of k-space lines, which was set to
192. 12 k-space lines covered 1/16 of k-space FOV, and 32 lines covered 1/6. It should
be noted that the same sampling pattern for the dynamic scan was used in the tests of
different values of the Ntr, so the sampling ratio changed slightly.
The other control parameter for the k-t BLAST method is the weight (Wregu) of
noise regularization in k-t BLAST reconstruction. A larger Wregu will reduce noise
amplification more effectively, while the reconstruction results will be less consistent
with the sampling process. No regularization is applied when the Wregu is set to zero.
In the simulations four values (0, 0.2, 1 and 2) of the Wregu were tested.
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For the ktVD method, the sampling density variation over k-t space can be different
for the same sampling ratio. The sampling ratio only determines the total number
of samples to be collected. It does not specify the positions of these samples in k-t
space. Given a fixed sampling ratio, more samples in central k-t space leave fewer
samples in the outer regions. Ideally the sampling density variation should match the
signal content, but this is unknown in advance for real scans. The tests of different
sampling density variations can show how this will affect undersampling results and
help design sampling patterns for similar applications. In the simulations, for each
sampling ratio two variable-density sampling patterns were tested. Central k-t space
was more densely sampled and fewer samples were allocated to the outer regions in
one of sampling patterns than in the other one. Overall six sampling patterns were
tested for the ktVD method.
In summary, for the k-t BLAST method, all combinations of three sampling ratios,
four noise levels, four values of the noise regularization weight and six numbers of
training k-space lines were tested. In total 288 sets of simulation results were obtained.
For the ktVD method, 24 sets of results were obtained, corresponding to six sampling
patterns and four noise levels.
4.2.3 Source data sets
The signals from a fully sampled scan were divided into four parts to generate four
source data sets at different noise levels. The fully sampled scan was retrospectively
gated. The TR was set to the minimum value, 20 ms. Flow encoding was only applied in
the superior/inferior direction so for each phase encoding step and each cardiac phase
two k-space lines (referred to as a sample in the following descriptions) needed to be
collected, which required twice the TR. The average length of the cardiac cycle was
about 1.1 second. For each phase encoding step 96 samples were collected, covering
two cardiac cycles. Each cardiac cycle was covered by 48 samples. These 48 samples
were divided into two groups, as shown in Figure (4.1). Each group consisted of 24
samples. The interval between two neighbouring samples in the same group was four
times the TR. In this way the data from the fully sampled scan was divided into four
signal sets of the same temporal resolution. After gridding, each signal set had the
same timing and they were averaged to generate four source data sets at different noise
levels. 24 timeframes can be reconstructed from each source data set.
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1 3 5 7 4745
2 4 6 8 4846
50 52 54 56 9694
49 51 53 55 9593
gridding
1 2 3 4 23 24
1 2 3 4 23 24
1 2 3 4 23 24
1 2 3 4 23 24
1 2 3 4 23 24
average
1 2 3 4 5 6 7 8 48474645 49 50 51 52 53 54 55 56 96959493








Figure 4.1: In the fully sampled scan 96 samples (k-space lines) were collected for
each phase-encoding position to cover two cardiac cycles. In reconstruction they were
divided into four data sets of the same temporal resolution, and averaged to generate a
high-SNR data set (NEX 4).
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In the fully sampled scan, an axial slice 1 cm below the carotid bifurcation of a
healthy male volunteer was scanned with the 2D phase-contrast sequence installed on
the scanner. The study was approved by a local ethics committee, and informed consent
was obtained from the volunteer. The subject lay supine. Frequency encoding was in
the anterior/posterior direction and phase encoding was in the left/right direction. A
4-element phased-array carotid surface coil was used for signal reception. All the
channels of the coil were used in the scan. The signal from only one channel was
selected for generating the source data sets. The signal set of the highest SNR was
selected.
Timing signals coincident with the RF pulses from the scanner and the triggering
pulses from a pulse oximeter were recorded simultaneously during the scan as a ret-
rospective gating record for the reconstruction of the actual sampling patterns in k-t
space. The average heart rate of the volunteer was around 55 beat/min.
The FOV was 12 cm, the scan matrix was 192× 192, the slice thickness was 2.0
mm, and the voxel size was 0.625× 0.625× 2 mm3. The VENC was 100 cm/s, the
acquisition bandwidth was 15.63 kHz, the TE was 8 ms, and the Flip Angle was 30◦.
The total scan time was about 737 seconds. Raw signals were saved without post-
processing on the scanner for offline reconstruction.
4.2.4 Sampling patterns
For the k-t BLAST method three sampling patterns (#1, #2 and #3) were tested, as
shown in Figure (4.2). For sampling pattern #1 the dynamic scan covered 1/3 of k-t
space FOV and the training scan covered 1/6. The Rs was 50% and the Ntr was 32.
For sampling pattern #2 the Rs was 33% and the Ntr was 16. For sampling pattern #3
the Rs was 25% and the Ntr was 16. The design of the sampling pattern was limited
by the scan matrix and gating requirements. The samples at the same phase encoding
position should be equally spaced over the cardiac cycle. For a scan of 24 time frames,
it means that the possible number of samples over the cardiac cycle for each phase
encoding position can only be 24, 12, 8, 6, 4, 3, 2 or 1. The number of samples for
the dynamic scan was selected first, and then the Ntr was determined according to the
Rs. As described previously, when different values of the Ntr were tested, the sampling
patterns for the dynamic scans were not changed.
For the ktVD method six variable-density sampling patterns (#4 to #9) were tested,
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#1 (50%) #2 (33%) #3 (25%)
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Figure 4.2: The sampling patterns for the k-t BLAST simulations. The left half of
each sampling pattern is for the dynamic scan, and the right half is for the training
scan. Each black dot in the sampling patterns represents a k-space line.
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as shown in Figure (4.3). Ideally the number of samples at the same phase encoding
position should decrease gradually from the centre to the edges of k-space. Due to
limited choices for the number, k-t space was divided into bands and each band is
uniformly undersampled. For a given sampling ratio and a scan matrix, there were
only limited combinations of the sizes of the bands of different sampling densities.
Two of the combinations at each sampling ratio were selected for the tests of different
sampling density variations over k-t space. The Rs was 50% for sampling patterns #4
and #5. More samples were collected in central k-t space in sampling pattern #5 than
in sampling pattern #4. Similarly the Rs of sampling patterns #6 and #7 was 33%, and
for sampling patterns #8 and #9 it was 25%.
4.2.5 Methods of comparisons between simulations
First the simulation results obtained with the same undersampling method were com-
pared to investigate the effects of the control parameters on the results. A set of op-
timal control parameters were selected accordingly, and the results obtained with the
nine sampling patterns were compared.
For the comparisons between the results obtained with different settings of the
control parameters, intensity differences Di and phase differences Dp were calculated
to evaluate undersampling errors. They are averaged voxel-wise differences between
the image values recovered from the undersampled data and those reconstructed from
the corresponding source data set. Only the images with flow encoding were used in
these comparisons. The absolute values of the differences were averaged in selected
regions and over the cardiac cycle, as shown in Equation (4.1) and Equation (4.2). The
absolute values of the differences between the intensity values in the images from the
simulation results and those in the images from the source data sets were normalized
to the mean intensity value IMA in the RCCA lumen. Complex phase differences were
calculated for the phase differences to avoid phase wrap and the phase differences
were presented in form of velocities. The value of VENC was used to convert the phase
differences into velocities. Two regions of interest (ROI) were selected, as shown in
Figure (4.4). The intensity ROI included the RCCA and a small area surrounding it.
The phase ROI was placed inside the lumen of the common carotid artery because only
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Figure 4.3: The sampling patterns for the ktVD simulations. Each black dot in the
sampling patterns represents a k-space line.
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the phase values in the lumen were useful for velocity calculation.
Di =
1
IMA ·Nvox ·Nt ∑x,y,t
|IS(x,y, t)− IF(x,y, t)| (4.1)
Dp =
VENC
π ·Nvox ·Nt ∑x,y,t
∣∣atan2(S f (x,y, t) · con j(Ff (x,y, t)))∣∣ (4.2)
In Equation (4.1) IS is the intensity value from the undersampled scan with flow
encoding, and IF is the intensity value from the fully sampled scan with flow encoding.
| | calculates the modulus of a real number, x and y refer to the positions of the voxels,
t refers to the cardiac phases in the selected period, Nvox is the number of voxels in
the selected region, and Nt is the number of cardiac phases in the selected period.
In Equation (4.2) S f is the complex image value from the undersampled scan with
flow encoding, and Ff is the complex image value from the fully sampled scan with
flow encoding. con j() calculates the conjugate of a complex number, · calculates the
complex product, and atan2() calculates the angle of a complex number with the range
in (−π,π].
phase ROIintensity ROI
Figure 4.4: The position of the intensity ROI (left) in the image and the position of the
phase ROI (right) in the intensity ROI.
For each one of nine sampling patterns, one set of simulation results correspond-
ing to the highest noise level (NEX 1) was selected for comparisons with the results
reconstructed from the source data set of the lowest noise level (NEX 4). Since the
Rs, the Ntr and the sampling density variation were specified in the sampling patterns,
only the value of the Wregu was set according to the simulation results. In total, ten
100
Chapter 4. Simulations of undersampling in two dimensions of k-t space
sets of results were compared, as summarized in Table (4.1). For convenience, the
nine simulated scans were named after the sampling patterns, such as scan #1 using
sampling pattern #1. The fully sampled scan were named as scan #0, corresponding to
the results reconstructed from the selected source data set.
scan method sampling pattern sampling ratio
#0 400%
#1 k-t BLAST #1 50%
#2 k-t BLAST #2 33%
#3 k-t BLAST #3 25%
#4 ktVD #4 50%
#5 ktVD #5 50%
#6 ktVD #6 33%
#7 ktVD #7 33%
#8 ktVD #8 25%
#9 ktVD #9 25%
Table 4.1: The sampling ratios and sampling patterns of the simulated scans.
The difference images between the intensity images from scan #0 and those from
the nine undersampled scans were compared in selected regions. The difference im-
ages were obtained by calculating the absolute values of the voxel-wise intensity differ-
ences between two sets of images. In the region without blood vessels, the difference
images can be used to examine undersampling errors in static signals. In the region
including the RCCA, they can show the effects of undersampling on dynamic signals.
Intensity difference (Di) and velocity difference (Dv) between scan #0 and the un-
dersampled scans were then evaluated. Equation (4.3) shows the calculation of the ve-
locity differences. Dv is proportional to the differences between the phase differences
from scan #0 and the phase differences from an undersampled scan. The calculation of
the phase differences from the same scan and the phase differences between different
scans were combined to avoid phase wrap. The absolute values of the voxel-wise phase




π ·Nvox ·Nt ∑x,y,t
∣∣atan2(S f (x,y, t) · con j(Sn f (x,y, t)) · con j(Ff (x,y, t)) ·Fn f (x,y, t))∣∣
(4.3)
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In Equation (4.3) Sn f is the complex image value from the undersampled scan
without flow encoding, and Fn f is the complex image value from the fully sampled
scan without flow encoding.
To compare the differences along the spatial dimensions, four regions of interest
were selected. An illustration of the positions of the ROIs is shown in Figure (4.5).
The first ROI (the static ROI) contained only static tissues without any blood vessels.
Another ROI (the large ROI) included the RCCA, the arterial wall and a small sur-
rounding area. This ROI contained all the spatial features of the artery in the image.
Both static tissue and dynamic flow were included. A third ROI (the flow ROI) con-
tained all the voxels in the lumen of the RCCA. Arterial wall was not included in the
flow ROI, but some voxels near the edge of the ROI were close to the wall. The last
ROI (the core ROI) included only the core area in the lumen. The statistics from this
ROI provided information about the flow near the central line of the RCCA. The flow
ROI was first placed after the segmentation of the RCCA. Then the large and the core
ROIs were placed according to the positions of the flow ROI. Generally the boundaries
of the large and the core ROIs were two or three voxels away from the boundary of
the flow ROI. For the segmentation, the intensity images without flow encoding from
scan #0 (NEX 4) were averaged over the cardiac cycle to produce a high SNR intensity
image. The voxels in the lumen of the RCCA were manually labelled according to the
intensity values in the temporal averaged image. Those voxels very close to the wall
and difficult to classify were not included in the flow ROI.
core ROI flow ROI large ROIstatic ROI
Figure 4.5: The positions of the static , core, flow and large ROIs (from left to right).
To compare the differences in the temporal dimension, the cardiac cycle was di-
vided into two parts, the systolic period and the diastolic period. Figure (4.6) shows
the positions of the two periods in the cardiac cycle.
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Figure 4.6: The positions of the systolic period and the diastolic period in the cardiac
cycle. Typical carotid velocity waveforms over two cardiac cycles are also displayed.
When Di or Dv was compared in different ROIs, results were averaged over the
cardiac cycle. For Di all four ROIs were used. Only the flow and the core ROIs were
used for the comparisons of Dv. When Di or Dv was compared in the two periods, only
the core ROI was used.
In addition to the averaged velocity differences, velocity waveforms measured from
four selected voxels in the RCCA were compared between different scans. Although it
is impossible to present the velocity waveforms from all the voxels in the RCCA, the
direct comparisons of single-voxel velocity measurements are important because this
study aims to measure high-resolution velocity field in carotid arteries.
The measurements of the volume flow rates of the RCCA were also compared
between scans. The flow rates were obtained from the spatial averages of the velocities
in the lumen and the cross-sectional area of the RCCA, as shown in Equation (4.4). The
flow ROI was used for the calculation of the flow rates.






In Equation (4.4) R f is the time-resolved flow rate, VSI is the velocity in the supe-
rior/inferior direction of a voxel in the selected ROI, SROI is the area of the selected
ROI, and NROI is the number of voxels in the selected ROI.
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4.2.6 Reconstruction
In the image reconstructions for the fully sampled scan and the simulations using the
ktVD method, gridding (linear interpolation from nearest neighbours) was applied to
each phase encoding position separately according to the sampling patterns and the
gating records. Then the signals were inverse Fourier transformed into images. Matlab
(MathWorks, Cambridge, UK) was used for the calculations. For the fully sampled
scan or each simulation the reconstruction time was less than one second.
The image reconstructions for the simulations using the k-t BLAST method re-
quired solving large linear equation systems because the sampling patterns did not
conform to a regular sheared grid in k-t space due to retrospective gating, as described
in Chapter 3. The size of the equation system was determined by the scan matrix and
the number of samples collected in the dynamic scan. The equation system was larger
when more samples were acquired in the dynamic scan. ANSI C was used for these
reconstructions. The solutions of the equation systems were computed using singular
value decomposition and a divide and conquer method (ZGELSD, CLAPACK [235]).
With a 3.0 GHz Intel Xeon processor, the reconstruction time for each simulation using
sampling pattern #1 was about 294 minutes. For those using sampling patterns #2 and
#3, it was 116 and 30 minutes, respectively.
Similar methods and software were used for the image reconstructions in other
chapters, unless otherwise specified.
4.3 Results
4.3.1 Coil selection
Figure (4.7) shows the images of the slice from all the coils. The images are the tem-
poral averages over the cardiac cycle of the images without flow encoding from scan
#0. The orientation of the images follows the radiological convention. Left/right in the
images corresponds to right/left of the subject. Top/bottom in the image corresponds
to anterior/posterior of the subject. The colour scales of the images are set by using
the maximum intensity value in the lumen of the RCCA as the intensity range. Unless
otherwise specified, these conventions of colour scale setting and image orientation are
used for all intensity images presented in this and other chapters. The data from coil
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#2 was used for generating the source data sets. The position of the RCCA is shown in
the selected temporal averaged image in Figure (4.8).
coil #1 coil #2 coil #3 coil #4
Figure 4.7: The images of the slice from all coils. The images are the temporal aver-
ages of the images without flow encoding from the fully sampled scan.
RCCA
Figure 4.8: The position of the RCCA in the image from the selected coil.
4.3.2 Comparisons of the results from the simulations using the
k-t BLAST method
Figure (4.9) shows the intensity differences obtained with different settings of the con-
trol parameters of the k-t BLAST method from the simulations using sampling pattern
#1. Figure (4.10) and (4.11) show the same type of results from those using sampling
patterns #2 and #3. Figure (4.12) shows the phase differences obtained with different
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settings of the control parameters of the k-t BLAST method from the simulations using
sampling pattern #1. Figure (4.13) and (4.14) show the same type of results from those
using sampling patterns #2 and #3.
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Figure 4.9: The normalized intensity differences obtained with different settings of
the control parameters of the k-t BLAST method from the simulations using sampling
pattern #1.
As shown in Figure (4.9), (4.10) and (4.11), for each of almost all different settings
of the Ntr and the NEX, the simulations where Wregu was set to 0.02 produced the
smallest values of Di. In most cases the values of Di increased with the Wregu when it
was not set to zero, but the changes were not large, especially in those results obtained
with sampling pattern #3. This suggests noise regularization will improve intensity
results, and a smaller weight of noise regularization will be better. The phase difference
results, as shown in Figure (4.12), (4.13) and (4.14), follow the same pattern.
Since 0.02 appears to be the best setting for the Wregu in the simulation results, only
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Figure 4.10: The normalized intensity differences obtained with different settings of
the control parameters of the k-t BLAST method from the simulations using sampling
pattern #2.
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Figure 4.11: The normalized intensity differences obtained with different settings of
the control parameters of the k-t BLAST method from the simulations using sampling
pattern #3.
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Figure 4.12: The phase differences obtained with different settings of the control pa-
rameters of the k-t BLAST method from the simulations using sampling pattern #1.
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Figure 4.13: The phase differences obtained with different settings of the control pa-
rameters of the k-t BLAST method from the simulations using sampling pattern #2.
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Figure 4.14: The phase differences obtained with different settings of the control pa-
rameters of the k-t BLAST method from the simulations using sampling pattern #3.
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those results using this setting will be included in the following comparisons. The
Wregu will also be set to 0.02 for the k-t BLAST reconstructions in other chapters.
Figure (4.15) shows the intensity differences obtained with different settings of the
Ntr, different noise levels, and different sampling patterns. The results obtained with
the same sampling pattern were grouped together. Figure (4.16) shows the same type
of comparisons of the phase difference results.
As shown in Figure (4.15), for each sampling pattern and each Ntr, the values of
Di were always smaller at lower noise levels. The differences between the results at
different noise levels did not change much with the sampling pattern or the Ntr. This
suggests at lower noise levels the intensity results from the k-t BLAST simulations
were more accurate, and the improvements did not change much with the sampling
pattern or the Ntr. In Figure (4.16), the simulations at the highest noise level always
produced slightly larger phase differences for each sampling pattern and each Ntr. The
differences between the values of Dp corresponding to NEX 2/3/4 were smaller than
0.2 cm/s, much smaller compared with those values of Dp. This suggests at high noise
levels the phase results might be less accurate and at low noise levels they did not
change much with the noise level.
In Figure (4.15) and (4.16), for each sampling pattern and each noise level, the
results obtained with different numbers of training lines were very close to each other.
This suggests in the k-t BLAST simulations longer training scans led to almost no
benefit.
4.3.3 Comparisons of the results from the simulations using the
ktVD method
Figure (4.17) shows the intensity differences obtained with different sampling patterns
at different noise levels from the simulations using the ktVD method. Figure (4.18)
shows the same type of comparisons of the phase difference results.
At the same noise level, the values of Di corresponding to the Rs of 50% were about
half of those obtained with other sampling patterns. In the simulations where the Rs
was less than 50%, the differences between the values of Di obtained with different
sampling patterns at the same noise level were smaller than 0.5%, much smaller com-
pared with those values of Di around 3%. For each pair of sampling patterns at the
same Rs, the results were almost the same. This suggests at high sampling ratios the
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Figure 4.15: The normalized intensity differences obtained with different settings of
the Ntr, different noise levels, and different sampling patterns. The Wregu was set to
0.02.
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Figure 4.16: The phase differences obtained with different settings of the Ntr, different
noise levels, and different sampling patterns. The Wregu was set to 0.02.
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Figure 4.17: The normalized intensity differences obtained with different sampling
patterns at different noise levels from the simulations using the ktVD method.



























Figure 4.18: The phase differences obtained with different sampling patterns at differ-
ent noise levels from the simulations using the ktVD method.
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intensity results were more accurate, and at low sampling ratio they were not sensitive
to the changes of the sampling pattern. For each sampling pattern the values of Di
became smaller at lower noise levels. The reductions in Di with the noise level were
similar for different sampling patterns. At the Rs of 50%, the reductions in Di were
between 0.2-0.5%, around 10-20% of those values of Di. For other sampling patterns,
similar changes of Di with the noise level were observed, but they are small compared
to those values of Di around 3-4%. This suggests intensity results obtained with the
ktVD results were more accurate at lower noise levels, and the changes with the noise
level were not sensitive to the changes of the sampling pattern.
As shown in Figure (4.18), the values of Dp corresponding to the Rs of 50% were
around 0.6- cm/s, much smaller compared with other results around 2-2.5 cm/s. The
phase differences at the Rs of 33% were slightly larger than those at the Rs of 25%.
For each pair of sampling patterns of the same Rs, the results were almost the same.
This suggests phase results were more accurate at high sampling ratios, and for low
sampling ratios, longer scan time did not improve phase results. It is also suggested
that the phase differences did not change much with the changes in the sampling den-
sity variation of the sampling pattern. At the Rs of 50% and 25%, the values of Dp
decreased slightly at lower noise levels for each sampling pattern. For the sampling
patterns of the Rs of 33%, the values of Dp were slightly larger at lower noise levels.
For all the sampling patterns the changes of Dp with the noise level were not large
compared with the values of Dp. This suggests phase results were not sensitive to the
changes in noise level.
4.3.4 Intensity difference images
Figure (4.19) shows the intensity difference images between the intensity image from
scan #0 and those from the undersampled scans in a selected region without blood
vessels and another region including the RCCA. All the intensity images correspond
to the peak flow moment in the cardiac cycle (eighth timeframe). The intensity images
from scan #0 are also shown. The colour scale of the difference images are set to
the same as that of the image from scan #0. Brighter colour indicates larger value of
intensity or intensity difference.
For the region without blood vessels, it was difficult to observe the intensity differ-
ences in the images from all undersampled scans. For the region including the RCCA
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Figure 4.19: The intensity difference images between the intensity image from scan
#0 and those from the undersampled scans in selected regions. The positions of the
regions are shown in the top row. The images from scan #0 are shown in the second
row. The colour scale of the difference images are set to the same as that of the image
from scan #0. Brighter colour indicates larger value of intensity or intensity difference.
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the difference images from scans #3, #6, #7, #8 and #9 showed small intensity dif-
ferences at the position of the RCCA. In the images from other scans the intensity
differences were much smaller. This suggests undersampling would mostly produce
intensity changes in the regions with dynamic changes and at high sampling ratios the
intensity changes were small.
4.3.5 Intensity differences in different regions
Figure (4.20) shows the intensity differences in different regions averaged over the
cardiac cycle.





























Figure 4.20: The normalized intensity differences in different regions averaged over
the cardiac cycle.
Most values of Di were smaller than or close to 0.05. This suggests for all nine
scans the intensity differences were small compared with the intensity values in the
lumen of the RCCA. For most scans the values of Di in the large ROI were smaller
than those in the flow or core ROI. This suggests undersampling caused more intensity
errors in the lumen. In most cases the values of Di in the flow ROI were close to those
in the core ROI. This suggests inside the lumen the intensity differences were not all
close to the centre or the wall. At the Rs of 33% or 25%, the values of Di from the ktVD
simulations were larger than those from the k-t BLAST simulations. The differences
between the values of Di in the large ROI and those in the flow ROI obtained with the
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ktVD method were larger than the differences obtained with the k-t BLAST method.
This suggests at low sampling ratios, intensity results from the ktVD simulations were
less accurate than the k-t BLAST results, and the intensity errors were less uniform
than those in the k-t BLAST results.
4.3.6 Intensity differences in different periods
Figure (4.21) shows the intensity differences in different periods of the cardiac cycle
in the core ROI.



























Figure 4.21: The normalized intensity differences in different periods of the cardiac
cycle in the core ROI.
In most scans the values of Di in the systolic period were larger than those in the
diastolic period. The differences between the values of Di in the two periods were
not large. This suggests intensity measurements from the undersampled scans were
slightly less accurate when the blood flow was faster. For scans #6 and #7, the val-
ues of Di in the systolic period were larger than those in the diastolic period, and for
scans #8 and #9, the values of Di in the two period were close to each other, both
larger than those obtained from scans #6 and #7. This suggests for the ktVD method
as the sampling ratio decreased, more intensity errors occurred in those timeframes
corresponding to faster blood flow than in other timeframes.
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4.3.7 Velocity differences in different regions
Figure (4.22) shows the velocity differences in the flow ROI and the core ROI averaged
over the cardiac cycle.


























Figure 4.22: The velocity differences in the flow ROI and the core ROI averaged over
the cardiac cycle.
For most scans except scan #3, the values of Dv were smaller than or close to 3
cm/s. The results from scan #3 were about 5 cm/s. This suggests in average the veloc-
ity errors were small compared with the peak velocity in the RCCA. The differences
between the values of Dv in the two ROIs were also small. This suggests the velocity
errors near the RCCA wall were close to those in the central area. At the same Rs, the
values of Dv from the k-t BLAST scans were larger than or very close to those from the
ktVD scans. This suggests on average the velocity measurements from the ktVD scans
were more accurate. At the Rs of 25%, the values of Dv from scan #3 were around 5%,
about 50% larger than those from scan #8 and #9. This suggests at low sampling ratios
the velocity errors in the k-t BLAST results were larger than those in the ktVD results.
4.3.8 Velocity differences in different periods
Figure (4.23) shows the velocity differences in different periods of the cardiac cycle in
the core ROI.
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Figure 4.23: The velocity differences in different periods of the cardiac cycle in the
core ROI.
For all scans the values of Dv in the systolic period were at least 1 cm/s larger
than those in the diastolic period. This suggests velocity measurements in the systolic
period were less accurate than those in the diastolic period. For the k-t BLAST scans,
the differences between the values of Dv in the two periods increased as the sampling
ratio decreased. For the ktVD scans, the differences between the values of Dv in the
two periods were at the same level for different sampling ratios and sampling patterns.
This suggests at lower sampling ratios the temporal resolution loss in the k-t BLAST
results were more serious than in the ktVD results.
4.3.9 Velocity waveforms of single voxels
Figure (4.24) and (4.25) show the velocity waveforms of a selected voxel in the RCCA
from all scans. In Figure (4.24) the results from the k-t BLAST and the ktVD scans
were displayed separately. In Figure (4.25) the results obtained at the same sampling
ratio were grouped and displayed together. The waveform from scan #0 was also
displayed. Figure (4.26), (4.27), (4.28), (4.29), (4.30) and (4.31) show the same type
of results of other three selected voxels. As displayed, voxel #1 was close to the centre
of the lumen, voxel #4 was close to the RCCA wall, and the other two voxels were
between them.
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Figure 4.24: The velocity waveforms of voxel #1 in the RCCA from all scans. The
results from the k-t BLAST scans and the ktVD scans were displayed separately. The
position of the voxel is also displayed.
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Figure 4.25: The velocity waveforms of voxel #1 in the RCCA from all scans. The
results obtained at the same sampling ratio were grouped and displayed together. The
position of the voxel is also displayed.
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Figure 4.26: The velocity waveforms of voxel #2 in the RCCA from all scans. The
results from the k-t BLAST scans and the ktVD scans were displayed separately. The
position of the voxel is also displayed.
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Figure 4.27: The velocity waveforms of voxel #2 in the RCCA from all scans. The
results obtained at the same sampling ratio were grouped and displayed together. The
position of the voxel is also displayed.
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Figure 4.28: The velocity waveforms of voxel #3 in the RCCA from all scans. The
results from the k-t BLAST scans and the ktVD scans were displayed separately. The
position of the voxel is also displayed.
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Figure 4.29: The velocity waveforms of voxel #3 in the RCCA from all scans. The
results obtained at the same sampling ratio were grouped and displayed together. The
position of the voxel is also displayed.
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Figure 4.30: The velocity waveforms of voxel #4 in the RCCA from all scans. The
results from the k-t BLAST scans and the ktVD scans were displayed separately. The
position of the voxel is also displayed.
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Figure 4.31: The velocity waveforms of voxel #4 in the RCCA from all scans. The
results obtained at the same sampling ratio were grouped and displayed together. The
position of the voxel is also displayed.
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For voxel #1, the differences between the shapes of the velocity waveforms from
the k-t BLAST scans and those from scan #0 were larger at lower sampling ratios.
The waveforms became smoother as the Rs decreased, and the peak velocities were
underestimated. This suggests the temporal resolution loss in the k-t BLAST results
were more serious at lower sampling ratios. The shapes of the velocity waveforms from
the ktVD scans were all close to the shape of the waveform from scan #0. The peak
velocities were also underestimated. At the Rs of 33%, the velocity errors were larger
than those obtained at the Rs of 25%, and they were at the same level for almost all the
cardiac phases. The waveforms from two ktVD scans at the same Rs were very close to
each other. This suggests the temporal resolution of the ktVD measurements was good
and it was not sensitive to the changes of the sampling ratio or the sampling pattern. At
the Rs of 50% or 25%, the waveforms from the ktVD scans were more accurate than
those from the k-t BLAST results. At the Rs of 33%, the velocity underestimation in
the ktVD results was more serious than that in the k-t BLAST results, but the shapes
of the waveforms from the ktVD scans were closer to that from scan #0 than the k-t
BLAST results. This suggests in most cases the velocity results from the ktVD scans
were more accurate than the k-t BLAST results, and the temporal resolution of the
ktVD results were better than that of the k-t BLAST results.
For voxels #2, #3 and #4, the changes of the velocity waveforms from the k-t
BLAST scans with the sampling ratio followed the same pattern as for voxel #1. For
voxel #2 the waveforms from the ktVD scans were all close to the waveform from
scan #0. For voxel #3 at the Rs of 33% the velocities from the ktVD scans were
overestimated for most cardiac phases. Velocity errors were larger at this sampling
ratio than those obtained at other sampling ratios, and at the Rs of 50% the velocity
errors were smaller than others. For voxel #4, the waveforms from the ktVD scans
were all close to each other and to that from scan #0. For voxels #3 and #4 the ktVD
waveforms were slightly smoother than those from scan #0, especially near the velocity
peak. For all four voxels, the waveforms from two ktVD scans at the same sampling
ratio were very close to each other. This suggests velocity results from the ktVD scans
were not sensitive to the changes of sampling density variation in k-t space, and close
to the arterial wall there might be small loss in temporal resolution. For voxels #2,
#3 and #4, in most cases the velocity errors from the k-t BLAST scans were larger
than those from the ktVD scans. At the Rs of 25%, the k-t BLAST waveforms were
smoother than those from the ktVD scans and scan #0, with velocity errors about 15
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cm/s at the peak velocity moment and errors as large as 10 cm/s in the diastolic period.
Only for voxel #3 at the Rs of 33% the k-t BLAST results were more accurate while the
velocities were overestimated over the cardiac cycle in the ktVD scans. This suggests
overall the velocity results from the ktVD scans were more accurate and had better
temporal resolution than the k-t BLAST results, especially at low sampling ratios.
4.3.10 Flow rates of the RCCA
Figure (4.32) and (4.33) show the flow rates of the RCCA from all scans. In Figure
(4.32) the results from the k-t BLAST scans and the ktVD scans were displayed sep-
arately. In Figure (4.33) the results obtained at the same sampling ratio were grouped
and displayed together. The results from scan #0 were also displayed.
The flow rate waveforms from the k-t BLAST scans became smoother as the sam-
pling ratio decreased. The waveforms obtained at the Rs of 50% and 33% were close
to each other, showing large errors around 1-2 ml/s only for those cardiac phases at or
close to the peak flow moment. At the Rs of 25%, errors in flow rate were much larger,
around 3-6 ml/s close to the peak, and for most part of the cardiac cycle the errors
were 1-2 ml/s larger than those obtained at the Rs of 50% and 33%. This suggests
flow rate results from the k-t BLAST scans became less accurate as the sampling ratio
decreased, and temporal resolution loss was more serious at low sampling ratios. The
flow rate waveforms from the ktVD scans were all very close to each other and the
waveform from scan #0. Close to the peak flow moment the ktVD waveforms were
slightly smoother than that from scan #0. This suggests the ktVD measurements of
flow rates were not sensitive to the changes of the sampling pattern or the sampling
ratio, and they had good temporal resolution. At the Rs of 50% or 33%, the waveforms
from the k-t BLAST and the ktVD scans were close to each other. The errors from
the k-t BLAST scans at the Rs of 33% were slightly larger than those from the ktVD
scans at the same sampling ratio for most cardiac phases. At the Rs of 25%, the errors
from the k-t BLAST scan were about 2-4 ml/s larger than those from the ktVD scans,
which were less than 1 ml/s for most cardiac phases. This suggests at high sampling
ratios the ktVD results were as accurate as the k-t BLAST flow rate results, and at low
sampling ratios the ktVD results were more accurate.
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Figure 4.32: The flow rates of the RCCA from all scans. The results from the k-t
BLAST scans and the ktVD scans were displayed separately.
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Figure 4.33: The flow rates of the RCCA from all scans. The results obtained at the
same sampling ratio were grouped and displayed together
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4.4 Discussion
Due to long scan time, swallowing suppression requirement, and limited access to
scanning sessions, only one slice below the carotid bifurcation from one volunteer
was scanned for all source data sets used in the simulations. As described previously,
undersampling performance may depend on the degree of redundancy of the signal,
which may change with the morphology within the slice. With only one subject and
one slice, inter-subject reproducibility could not be tested, and statistical comparisons
could not be made between different undersampling methods. In future work, it is
necessary to carry out similar studies with data from more volunteers.
Within each data set, the signal structure was complicated due to the inter-relationships
between the voxels. A full-blown statistical analysis would require the development of
statistical nonlinear models, which is beyond the scope of the current study and can be
included in future work.
In the k-t BLAST simulations, a large number of combinations of different values
of the control parameters needed to be tested, and the k-t BLAST reconstructions were
computing intensive. The simulations took several days in total. In future work, faster
algorithms, such as the conjugate gradient method [231], can be used to accelerate the
k-t BLAST reconstructions.
The scan location of the slice was placed below the bifurcation because the RCCA
was wider than the RICA or the RECA and the flow in the RCCA was less turbulent.
The velocity measurements in the RICA or RECA would be less reliable than those
acquired in the fully sampled scan. Large errors in the source data sets would make it
difficult to assess the undersampling results from the simulations.
The scan matrix was set to 192× 192. The resolution was not very high because
the SNR would be lower if the voxel size had been smaller. The width of the RCCA
in the scanned slice was about 7.5 mm. If the resolution had been lower, for example
128×128, there would be only seven or eight voxels across the lumen and the velocity
results would suffer from partial volume effects. The cardiac cycle was divided into
24 phases. It has been reported in an ultrasound study of common carotid artery blood
flow waveforms [236] that frequency components below 12 Hz constituted 95% of the
amplitude spectrum. Since the heart rate of the subject is close to 60 beat/min, the
selected temporal resolution is adequate to cover the dynamic changes of the flow. In
clinics a frame rate of 16 or 20 is often selected. In this study the temporal resolution
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is set to be slightly higher so that the degree of signal redundancy of the source data
sets was not too low, and the gridding of the retrospectively gated results from the fully
sampled scan would also be more accurate.
In the comparisons of different settings of the control parameters, phase differences
were used to measure undersampling errors instead of velocity differences. The phase
differences are more direct measures of the undersampling errors because the velocity
differences are proportional to the differences between the phase differences. Only
the results with flow encoding were used in the comparisons so the undersampling
errors would not be cancelled out or amplified by the undersampling errors in the
data without flow encoding. After these direct comparisons, velocity differences were
used as measures in the comparisons of different sampling patterns because the goal
of the scans was velocity measurements. In future work the phase errors caused by
undersampling can also be compared for different sampling patterns.
In order to place the flow ROI only simple segmentation was applied manually ac-
cording to the intensity values. The contrast of the temporal averaged intensity images
used for the segmentation was high so it was not difficult. Those voxels at the edge
might be partially in the lumen and partially in the wall. They are simply labelled out
of the lumen in the segmentation, so all the voxels in the flow ROI were surely inside
the RCCA. This allows the comparisons of velocity and flow rate results in the flow
ROI. Since at the edge of the lumen the blood flow was slow, the flow rate results
would not be changed substantially if several voxels in the lumen were incorrectly left
out.
Both the intensity and phase results of the two methods suggest undersampling
errors were smaller at lower noise levels, and the improvement did not change much
with the sampling ratio or the sampling pattern. This may suggest noise was not am-
plified in the reconstructions using either one of the methods. It is also possible that
the tested noise levels were not high or low enough to show the correlations with the
sampling pattern. For the tests of different noise levels, the fully sampled data were av-
eraged to generate the source data sets. The background noise standard deviation was
roughly inversely proportional to the square root of the number of data sets averaged.
This means that the noise level did not decrease linearly with the NEX. The relation-
ship between the undersampling errors and the noise level was not quantified. More
quantitative analysis can be included in future work. In the comparisons of different
sampling patterns, all nine sets of results were obtained from the source data set of the
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highest noise level (NEX 1). This noise level was selected for comparison because in
real undersampled scans the signal noise level should be similar.
The comparisons of different values of the weight of noise regularization for the
k-t BLAST method suggest 0.02 was the best setting for the Wregu and smaller values
of the Wregu produced better results. It is possible some values of the Wregu smaller than
0.02 and larger than zero could produce even better results. They can be tested in future
work. According to the comparisons, the differences between the results obtained with
different settings of the Wregu were not large. This may also be true for the values of
the Wregu smaller than 0.02.
The comparisons of the k-t BLAST results suggest undersampling errors were not
sensitive to the changes in the number of training k-space lines. This agrees with the
results reported in other studies [233]. The reason could be in the reconstruction the
training data was not directly passed to the final results. If the training data had been
directly copied to the final results after gridding [224], undersampling errors might
decrease as the Ntr increased. This can also be tested in future work.
The comparisons of the ktVD results suggest neither intensity nor phase errors
changed much with the sampling density variation of the sampling pattern. The com-
parisons of velocity and flow rate results also show the same pattern. This may suggest
for the ktVD method the undersampling errors were not sensitive to the changes of
the sampling pattern at the same sampling ratio. It is also possible that the differences
in sampling density variation between the two sampling patterns might not be large
enough to cause observable differences in undersampling results. At each sampling
ratio, only two sampling patterns were used to test different sampling density varia-
tions in k-t space for the ktVD method. Since the sampling patterns needed to fit the
sampling ratio and keep the samples at each phase encoding position equally spaced,
limited options were available for the design of the sampling patterns. In future work
scans of larger scan matrix can be used for this type of comparisons because at higher
resolutions more sampling patterns are available for comparison at the same sampling
ratio.
The comparisons of undersampling errors and velocity measurements from the
ktVD simulations suggest the results obtained at the sampling ratio of 33% was not
better than those at the Rs of 25%. For example, the phase errors at the Rs of 33% were
larger than those at the Rs of 25%, and errors in the velocity waveforms of single vox-
els from scan #6 or #7 were also larger than those from scans #8 or #9. This is opposite
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to the trend observed in other comparisons that results became more accurate at higher
sampling ratios. It might be caused by the correlations between the noise level and the
sampling ratio. At the Rs of 25% less samples were collected over k-t space. At each
phase encoding position the temporal resolution is lower than that in the scans at the
Rs of 33%. Noise in the signal at each phase encoding position might be reduced by
temporal smoothing due to undersampling. As the Rs decreased from 33% to 25%, the
benefit from noise reduction might be larger than the loss in temporal resolution, so
overall errors became smaller. As shown in the comparisons of the ktVD phase errors
at different noise levels, the phase differences decreased with the noise level at the Rs
of 25% and 50%, but increased slightly at the Rs of 33% as the noise level decreased.
These results may suggest at low sampling ratios noise reduction due to undersampling
had a larger influence as the sampling ratio decreased. This may be useful for clinical
applications because results were improved by reducing scan time. In future work the
correlations between the noise level and the sampling ratio can be studied in detail.
In summary, according to the simulation results, at high sampling ratios the inten-
sity and velocity errors from both methods were small. The averaged intensity errors
were less than or close to 5% of the mean intensity value in the RCCA lumen. The
averaged velocity errors were less than or close to 3 cm/s. At low sampling ratios the
intensity errors obtained with the ktVD method became larger, around 5-6%, and at the
sampling ratio of 25% the velocity errors obtained with the k-t BLAST method were
close to 5 cm/s, about 2-3 cm/s larger than those obtained at other sampling ratios or
with the ktVD method. The intensity results were slightly less accurate in the lumen
than outside, and the velocity errors were 1-4 cm/s larger in the systolic period than in
the diastolic period. In general, results were more accurate at higher sampling ratios.
At the Rs of 25% the velocity results obtained with the ktVD method were slightly bet-
ter than those at the Rs of 33%. For the k-t BLAST method, a smaller value of the noise
regularization weight or a lower noise level led to better results, and the undersampling
errors were not sensitive to the changes of the number of training k-space lines. For
the ktVD method, the results did not change much with the changes of the noise level
or the sampling density variation of the sampling pattern at the same sampling ratio.
The intensity results from the k-t BLAST simulations were close to or slightly better
than those from the ktVD simulations. At high sampling ratios the velocity and flow
rate results from the k-t BLAST simulations were similar to those from the ktVD sim-
ulations. At the sampling ratio of 25% the errors in velocity or flow rate from the k-t
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BLAST method were often about 2-3 times of those from the ktVD method.
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In vivo test of undersampling in two
dimensions of k-t space
5.1 Introduction
In the previous chapter all the undersampling methods were tested in simulations. The
numerical undersampling used in the simulations is different from real undersampling.
With numerical undersampling all the samples were copied or interpolated from the
fully sampled data set. The signal content did not change with the degree of under-
sampling. In real undersampled scans the signal content changes with scan time. For
example, if a scan is shorter there may be less motion artefacts. So it is necessary to
apply the undersampling methods in real undersampled scans and compare the results
from different undersampling schemes.
In this chapter the two undersampling methods are implemented on a clinical scan-
ner and tested in 2D in vivo scans. Each undersampling pattern previously tested in
the simulations is implemented. A fully sampled scan is also carried out to produce
reference data sets. The results obtained with different undersampling methods and
different sampling patterns were compared with those from the fully sampled scan in
both spatial and temporal dimensions.
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5.2 Method
5.2.1 The scanning protocol
The design of the scanning protocol is limited by the total scan time. A volunteer
was scanned with the same scan settings except the undersampling patterns. In each
scan only one undersampling pattern was tested. For the nine sampling patterns tested
previously in simulation at least nine scans need to be conducted. In order to reduce
scan-to-scan differences, all the scans were carried out one immediately after another.
The total scan time is the sum of those of all the scans. During this period the scanned
subject is not supposed to have any motions, such as involuntary swallowing. In prac-
tice this is very difficult to achieve, especially when the total scan time is longer than
ten minutes. So the total scan time should be kept as short as possible to make the
comparisons of the measurements from different scans valid. Additionally, since a
volunteer was scanned the total scan time should not be too long, preferably less than
one hour.
The total scan time is determined by TR, the number of flow encoding directions,
the temporal resolution, the phase encoding resolution, the number of slices, the sam-
pling ratio of the applied sampling pattern, and the number of scans in the protocol.
TR changes with FOV and slice thickness. The minimum TR, 20 ms, was used for the
selected FOV and slice thickness. Flow encoding was applied in only one direction to
save time. This means every sample in the k-t sampling patterns was sampled twice,
with and without flow encoding. The temporal resolution and phase encoding resolu-
tion were not sacrificed to reduce scan time. At the full temporal resolution 24 samples
equally spaced along the temporal dimension were collected at each k-space position.
The scan matrix was 192× 192 in frequency and phase encoding. Under these con-
ditions it took about 184 seconds to fully sample the signal of a single slice. In each
scan only one slice was covered to reduce total scan time of each run of the scan pro-
tocol. For multiple slices, the protocol can be repeated many times. In this way if the
subject had moved during the scans of one slice, the results of other slices would not
be affected.
The scanning protocol consisted of one fully sampled scan and nine undersampled
scans. The parameters of the fully sampled scan (scan #0) was exactly the same as that
of the fully sampled scan in Chapter 4. The nine undersampled scans following the
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fully sampled scan correspond to the nine undersampling patterns tested in Chapter 4
(#1 to #9).
Table 5.1 shows the sampling patterns, the sampling ratios and the scan time of all
the scans in the protocol.
scan method sampling pattern sampling ratio scan time (s)
#0 full 400% 737
#1 k-t BLAST #1 50% 92
#2 k-t BLAST #2 33% 62
#3 k-t BLAST #3 25% 46
#4 ktVD #4 50% 92
#5 ktVD #5 50% 92
#6 ktVD #6 33% 62
#7 ktVD #7 33% 62
#8 ktVD #8 25% 46
#9 ktVD #9 25% 46
Table 5.1: The scanning protocol (For reference, the scan time at the sampling ratio of
100% was 184 seconds.)
The scanning protocol of ten scans described above took about 22 minutes for a
single slice. Two slices were scanned, one above the carotid bifurcation (slice AB) and
the other below the bifurcation (slice BB). Before the fully sampled and undersampled
scans a 2D TOF scan was conducted in order to set the position of the two slices.
5.2.2 Other scan settings
The scanned subject was a male healthy volunteer. The study was approved by a local
ethics committee, and informed consent was obtained from the volunteer. The subject
lay supine throughout the scans. Frequency encoding was in the anterior/posterior
direction and phase encoding was in the left/right direction. A 4-element phased-array
carotid surface coil was used for signal reception. All the channels of the coil were
used in the scan.
For the 2D TOF scan, the FOV was 12 cm and the in-plane resolution was 192×
192. Although the FOV size and the in-plane resolution of this scan were the same as
those of other scans, the spatial positions were different. 28 slices were scanned and
the slice thickness was 2 mm. Spacing between slices was also set to 2 mm so the 28
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slices covered 56 mm along the superior/inferior direction. The TE was 4.2 ms, the TR
was 21 ms, and the Flip Angle was 50◦.
All the following scans were retrospectively gated in the same way as in Chapter
4. The average heart rate of the volunteer was around 59 beat/min.
The FOV was 12 cm, the slice thickness was 2.0 mm, and the voxel size was
0.625×0.625×2 mm3. Flow encoding was in the superior/inferior direction (or in/out
the slice). The VENC was 100 cm/s, the acquisition bandwidth was 15.63 kHz, the
TR was 20 ms, the TE was 8 ms, and the Flip Angle was 30◦. Raw signals were saved
without post-processing on the scanner for offline reconstruction.
5.2.3 Reconstruction
For the 2D TOF scan the image reconstruction was completed immediately after the
scan with the standard software installed on the scanner. The images were used to set
the positions of the slices and the FOV of the following scans. These images were also
saved to files in DICOM format.
The reconstruction for the fully sampled scan was the same as that in Chapter 4.
The differences between the results from the signal set of the lowest noise level (NEX
4) and those of the set of the highest noise level (NEX 1) were used as a reference of
noise in the comparisons.
The reconstructions for the nine undersampled scans were carried out in the same
way as in Chapter 4. Wregu was set to 0.02.
5.2.4 Methods of comparisons between scans
The results from different scans were compared in the same way as in Chapter 4. The
comparisons were carried out for each slice separately.
5.2.5 Segmentation
When the ROIs were placed in the images it was necessary to determine the ranges of
the arteries. This was especially important for the flow ROI since all the voxels in this
ROI should be inside the arteries and to include more voxels the flow ROI should fully
cover the inner area of the arteries. Segmentation was also needed in the calculation of
the cross-sectional area of the arteries.
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Three sets of images were used for identification of the ranges of the arteries. The
images from the 2D TOF scan were used as references of the shapes and sizes of
the arteries. Although the TOF images had high contrast for the arteries, the ante-
rior/posterior and left/right positions of the FOVs were different from those of the
images from the gated scans. The reconstruction with the standard software on the
scanner also included post-processing operations such as interpolation into a 256×256
image matrix. The 2D TOF scan was not gated so there were flow artefacts in the im-
ages. For above reasons the TOF images were not used as the absolute standard in
segmentation. For each slice the intensity images without flow encoding from the fully
sampled scan were averaged over the cardiac cycle to produce a high SNR intensity im-
age. This set of temporal averaged images provided good details of the artery walls in
most slices. Another set of images was generated from the complex difference images
between the images with and without flow encoding. The phase differences caused
by flow resulted in high intensities in the complex difference images. The intensity
images of the complex difference images were averaged over the cardiac cycle to in-
crease contrast. This set of images had good contrast for the voxels with flow and good
suppression of static tissues close to the arteries. Figure (5.1) shows examples of the











temporal average 2D TOF complex difference
Figure 5.1: An example of the three types of images used in segmentation.
In each slice every voxel was manually labelled as inside or outside of the arteries.
The segmentation started with the temporal averaged images. Normally the boundaries
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of the arteries were clear because the arteries showed higher intensities than most of
the surrounding tissues. The shapes of the artery walls were also shown in the TOF
images. When a voxel with high intensity was out of and close to the artery walls
suggested in the TOF images, the complex difference images were used to classify
the voxel. Those voxels very close to the artery walls and not able to be classified
according to the three sets of images were labelled as outside of the arteries.
5.3 Results
5.3.1 Slice positions
Figure (5.2) shows the positions of the slice AB and BB scanned with different sam-
pling patterns. The 3D structure of the arteries was obtained from the 28 images col-
lected in the 2D TOF scan.
5.3.2 Coil selection
Figure (5.3) shows images of the slice AB and the slice BB from all coils. The images
were the temporal averages of the images without flow encoding from the fully sam-
pled scan. The images from coil #2 were selected for the comparisons between scans.
It had high sensitivity coverage of the RCCA, RICA and RECA, as shown in Figure
(5.4). The SNR of the images from coil #2 was higher than those of the images from
other coils.
5.3.3 Intensity difference images
Figure (5.5) shows the intensity difference images between the intensity images from
the fully sampled scan and those from the undersampled scans in the regions without
arteries. Figure (5.6) shows similar difference images in the regions with arteries. All
the intensity images correspond to the peak flow moment in the cardiac cycle (eighth
timeframe). The intensity images from the fully sampled scan were also shown. The
colourscales of the difference images were set to the same of those of the fully sampled
images. Brighter colour indicates larger value of intensity or intensity difference.
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Figure 5.2: The positions of the slice AB and BB examined in the comparisons.
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coil #1 coil #2 coil #3 coil #4
Figure 5.3: The images of the two slices from all coils. The images were the temporal




slice AB slice BB
Figure 5.4: The positions of the carotid arteries in the images of the two slices from
the selected coil.
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slice AB slice BB slice BB
Figure 5.5: The intensity difference images between the intensity images from the fully
sampled scan and those from the undersampled scans in the regions without arteries at
the peak flow moment. The intensity images from the fully sampled scan are shown
in the second row. The colourscales of the difference images are set to the same of
those from the fully sampled scan. Bright colour indicates large value of intensity or
intensity difference.
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Figure 5.6: The intensity difference images between the intensity images from the fully
sampled scan and those from the undersampled scans in the regions with arteries at the
peak flow moment. The intensity images from the fully sampled scan are shown in the
second row.
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In the static regions without arteries, the intensity differences were small compared
with the fully sampled images. This suggests in these regions the changes of sampling
patterns did not lead to large changes in the intensity values. It also suggests no ap-
parent subject movement happened during the scans of each slice. The static regions
included both left and right edges of the neck in the images. If there were large sub-
ject displacements between the fully sampled scan and the undersampled scans there
would be bright stripes near the edges of the high intensity areas in the difference im-
ages. The intensity differences were slightly larger at the positions near the edges of
the neck in the images from scan #8 and #9. This may be caused by the low sampling
ratio of these two scans. It is also possible the scan-to-scan differences were larger due
to the long duration between the fully sampled scan and these two scans.
In the regions including arteries, the intensity differences were larger near the artery
walls. This suggests undersampling might cause loss in spatial resolution. The SNR
near the artery walls was also low and this might also make the intensity differences
larger. The intensity differences in the images from scan #1 and #2 were slightly
smaller than those from other scans. This may suggest at high sampling ratios k-t
BLAST produced better intensity measurements than ktVD. Another possible reason
is these two scans were conducted immediately after the fully sampled scan so the
scan-to-scan differences were less serious than in other scans.
5.3.4 Intensity differences in different regions
Figure (5.7) shows the intensity differences in different ROIs in the slice AB. Figure
(5.8) shows the same type of results from the slice BB.
For both slices, the values of Di in the static ROI from the undersampled scans
were at the same level, about 2% of the average intensity in the arteries. The values
of Di from the fully sampled scan in all ROIs were all close to or less than 2%. The
small differences between the results in the static ROI from the undersampled scans
and those from the fully sampled scan suggest the intensity differences measured in
the static ROI were mainly caused by noise. The results from the static ROI were
consistent with those shown in the intensity difference images in the previous section.
For the ROIs with arteries in the slice AB, the values of Di from the three k-t
BLAST scans were close to each other, between 5% and 7%. This suggests the inten-
sity results from the k-t BLAST scans did not change much with the changes of the
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Figure 5.7: The normalized intensity differences in different ROIs in the slice AB.

























Figure 5.8: The normalized intensity differences in different ROIs in the slice BB.
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sampling ratio. For the ktVD scans, the values of Di increased slightly as the sam-
pling ratio decreased. The results from scan #4 were close to those from the three k-t
BLAST scans. For the scans after scan #4, the values of Di were larger, between 10%
and 15% in the large or flow ROIs. This suggests at low sampling ratios in the slice
AB intensity measurements from the ktVD scans were less accurate than those from
the k-t BLAST scans. In the core ROI the values of Di were close to those from the
k-t BLAST scans. For each two ktVD scans with the same sampling ratio, the scan
with more samples collected in central k-t space (scan #5, #7 or #9) produced slightly
larger values of Di than the other. This suggests sparser sampling in outer k-t space
might lead to less accurate intensity measurements. For all the undersampled scans,
the values of Di in the flow ROI were larger than those in other ROIs, while the results
in the core ROI were smaller than those in the flow or large ROIs. This suggests the
intensity differences were larger near the artery walls, which could also be observed in
the intensity difference images in the previous section.
The results in the slice BB show different patterns from those in the slice AB. The
values of Di from the three k-t BLAST scans were still close to each other, increasing
slightly as the sampling ratio decreased. It suggests in this slice the intensity results
from the k-t BLAST scans were slightly more sensitive to the changes of the sampling
ratio than in the slice AB. The results from the ktVD scans were smaller or close to
those from the k-t BLAST scans, mostly between 5% and 8% in the ROIs with arteries.
This may suggest when the spatial structure of the image was simpler ktVD scans
would produce more accurate intensity measurements and they did not change much
with the changes of the sampling ratio. For all the undersampled scans, the results in
the large ROI were very close to those in the flow ROI. The values of Di in the core
ROI were close to those in the flow ROI for most scans. This suggests in the ktVD
scans with low sampling ratios the loss in spatial resolution was less serious than in the
slice AB.
5.3.5 Intensity differences in different periods
Figure (5.9) shows the intensity differences in different periods of the cardiac cycle in
the slice AB. Figure (5.10) shows the same type of results from the slice BB.
For both slices and most undersampled scans, the values of Di were larger in the
systolic period than those in the diastolic period. This suggests intensity measurements
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Figure 5.9: The normalized intensity differences over different periods of the cardiac
cycle in the slice AB.






















Figure 5.10: The normalized intensity differences over different periods of the cardiac
cycle in the slice BB.
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from the undersampled scans were less accurate when the blood flow was faster.
In the slice AB, for both the k-t BLAST scans and the ktVD scans, the differences
between the results in the systolic period and those in the diastolic period increased as
the sampling ratio decreased. This suggests lower sampling ratios might lead to larger
intensity errors in dynamic area. At the sampling ratio of 33% or 25%, the values
of Di in the systolic period from the ktVD scans were larger than those from the k-
t BLAST scan at the same sampling ratio. This suggests at low sampling ratios the
intensity measurements in dynamic area from the ktVD scans were less accurate than
those from the k-t BLAST scans.
In the slice BB, the results from all the undersampled scans were close to each
other. In most cases the values of Di in the systolic period were very close to those
in the diastolic period. It suggests in this slice the intensity results from both the k-t
BLAST scans and the ktVD scans were not sensitive to the dynamic properties of the
flow.
5.3.6 Velocity differences in different regions
Figure (5.11) shows the velocity differences in the flow ROI and the core ROI in the
slice AB. Figure (5.12) shows the same type of results from the slice BB.
In both slices, the values of Dv from the fully sampled scan were small, between
1 and 2 cm/s. This suggests velocity differences caused by background noise were
less than 2 cm/s. Most results from the undersampled scans were less than or close
to 5 cm/s. They were about two or three times as large as the results from the fully
sampled scan. Since the peak velocity in the arteries was about 80 cm/s, in average
the velocity differences were not large. For most undersampled scans the values of Dv
were smaller in the core ROI than those in the flow ROI. This suggests near the artery
walls the velocity measurements were less accurate.
In the slice AB, the values of Dv from all the undersampled scans were close to
each other. At the high sampling ratio of 50%, the results from the ktVD scans were
slightly smaller. This suggests velocity measurements in the slice AB did not change
much with the sampling patterns. The differences between the results from each two
ktVD scans at the same sampling ratio were less than 1 cm/s. This suggests the average
velocity differences in the slice AB were not sensitive to the changes of sampling
density variations in k-t space.
153
Chapter 5. In vivo test of undersampling in two dimensions of k-t space




















Figure 5.11: The velocity differences in the flow ROI and the core ROI in the slice AB.




















Figure 5.12: The velocity differences in the flow ROI and the core ROI in the slice BB.
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In the slice BB, the values of Dv from all the k-t BLAST scans increased as the
sampling ratio decreased. At the sampling ratio of 25%, the results from scan #3,
around 7 cm/s, were about 2-3 cm/s larger than those from other scans. This suggests
the velocity measurements in the RCCA with the k-t BLAST method were less accu-
rate at this low sampling ratio. The values of Dv from most ktVD scans were slightly
less than or close to 5 cm/s. At the same sampling ratio they were smaller than or close
to those from the k-t BLAST scan. This suggests the velocity measurements from the
ktVD scans did not change much with the sampling ratio, and they were similar to or
more accurate than the results from the k-t BLAST scans at the same sampling ratio.
At the sampling ratio of 50%, the values of Dv from scan #4 were about 2 cm/s larger
than those from scan #5. At the sampling ratio of 33% or 25%, the results were close
between the two ktVD scans at the same sampling ratio. This may suggest for ktVD
scans velocity results were less sensitive to sampling density variation in k-t space at
lower sampling ratios, and at high sampling ratios sparser sampling in outer k-t space
might lead to less accurate velocity measurements.
5.3.7 Velocity differences in different periods
Figure (5.13) shows the velocity differences over different periods of the cardiac cycle
in the slice AB. Figure (5.14) shows the same type of results from the slice BB.
In both slices and all the scans, the values of Dv in the systolic period were larger
than those in the diastolic period. This suggests undersampling caused larger velocity
errors when the blood flow was faster. The results from the fully sampled scan suggest
background noise is greater in the systolic period.
In the slice AB, the values of Dv in the systolic period increased slightly as the
sampling ratio decreased for both the k-t BLAST scans and the ktVD scans, while the
results in the diastolic period did not change as much. This suggests for the slice AB
measurements of faster blood flow were more likely to be affected by the changes of the
sampling ratio. It also suggests at the tested sampling ratios, the temporal fidelity of the
velocity results was not sensitive to the changes of the sampling ratio. The differences
between the results in the systolic period and those in the diastolic period from the two
ktVD scans at the same sampling ratio were close to each other. This suggests in the
slice AB the loss in temporal resolution was not sensitive to the changes of sampling
density variation in k-t space.
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Figure 5.13: The velocity differences over different periods of the cardiac cycle in the
slice AB.




















Figure 5.14: The velocity differences over different periods of the cardiac cycle in the
slice BB.
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In the slice BB, for the k-t BLAST scans the results in the systolic period increased
as the sampling ratio decreased, suggesting again measurements of higher velocities
were more sensitive to the changes of sampling patterns. At the sampling ratio of 25%,
the value of Dv in the diastolic period was close to that in the systolic period, about 2-3
cm/s larger than the results from other k-t BLAST scans. This suggests for the slice
BB at low sampling ratios the k-t BLAST measurements of both fast and slow flow
were affected similarly by the changes of the sampling ratio. The results in the systolic
period from the ktVD scans were close to each other, smaller than or similar to those
from the k-t BLAST scan at the sampling ratio of 50%. This suggests for the RCCA the
ktVD scans gave more accurate measurements of fast flow than the k-t BLAST scans
at low sampling ratios. It also suggests the loss of temporal resolution as the sampling
ratio decreased was less serious in the ktVD scans than in the k-t BLAST scans. The
difference between the results in the two periods from scan #4 was larger than that from
scan #5. For scan #8 the difference between the results in the two periods was smaller
than that from scan #9. This suggests for the RCCA the loss of temporal resolution
changed with sampling density variation in k-t space, and this change depended on the
sampling ratio.
5.3.8 Velocity waveforms of single voxels
Figure (5.15) and (5.16) show the velocity waveforms of a selected voxel in RCCA
from all the scans. In Figure (5.15) the results from the k-t BLAST scans and the ktVD
scans were displayed separately. In Figure (5.16) the results from the undersampled
scans with the same sampling ratio were grouped and displayed together. The results
from the fully sampled scan (both NEX 1 and NEX 4) were always included as a
reference. Figure (5.17), (5.18), (5.19), (5.20), (5.21) and (5.22) show the same type
of results of other three selected voxels. As displayed, voxel #1 was close to the centre
of the RCCA, voxel #4 was close to the wall of RCCA, and the other two voxels were
between them.
For voxel #1, the waveforms from the k-t BLAST scans were closer to those from
the fully sampled scans as the sampling ratio increased. At the sampling ratio of 25%,
the waveform from the k-t BLAST scan showed different shape from those of the re-
sults from the fully sampled scan. The waveforms from the ktVD scans all had shapes
very close to those of the results from the fully sampled scan. Most waveforms were
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Figure 5.15: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the k-t BLAST scans and the ktVD scans are displayed separately.
The position of the voxel is displayed in the bottom images.
158
Chapter 5. In vivo test of undersampling in two dimensions of k-t space





















scan #0 NEX 4

























scan #0 NEX 4

























scan #0 NEX 4









Figure 5.16: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the undersampled scans with the same sampling ratio are grouped and
displayed together. The position of the voxel is displayed in the bottom right images.
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Figure 5.17: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the k-t BLAST scans and the ktVD scans are displayed separately.
The position of the voxel is displayed in the bottom images.
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Figure 5.18: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the undersampled scans with the same sampling ratio are grouped and
displayed together. The position of the voxel is displayed in the bottom right images.
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Figure 5.19: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the k-t BLAST scans and the ktVD scans are displayed separately.
The position of the voxel is displayed in the bottom images.
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Figure 5.20: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the undersampled scans with the same sampling ratio are grouped and
displayed together. The position of the voxel is displayed in the bottom right images.
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Figure 5.21: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the k-t BLAST scans and the ktVD scans are displayed separately.
The position of the voxel is displayed in the bottom images.
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Figure 5.22: The velocity waveforms of a selected voxel in RCCA from all the scans.
The results from the undersampled scans with the same sampling ratio are grouped and
displayed together. The position of the voxel is displayed in the bottom right images.
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also closer to those from the fully sampled scans as the sampling ratio increased. This
suggests velocity measurements were more accurate as the sampling ratio increased,
and the ktVD scans gave better temporal resolution than the k-t BLAST scans at the
same sampling ratio. This can also be observed when the waveforms from the scans
at the same sampling ratio were displayed together. The waveform from scan #6 was
slightly smoother than that from scan #7. The waveform from scan #9 gave relatively
lower velocities than those from scan #8 and underestimated velocities throughout the
cardiac cycle. This suggests at low sampling ratios the changes of sampling density
variation in k-t space might lead to changes in the velocity results, and these effects
depended on the sampling ratio.
For voxel #2 the results showed similar pattern to that of the results from voxel #1.
The results from the ktVD scans were more accurate than those from the k-t BLAST
scans in the temporal dimension. It is also observed the waveforms from scan #5, #7,
and #9 were closer to those from the fully sampled scan than those from scan #4, #6
and #8, respectively. This suggests at the same sampling ratio collecting more samples
in central k-t space gave better velocity results.
For voxel #3 the ktVD scans also gave better results than those from the k-t BLAST
scans. For each pair of ktVD scans at the same sampling ratio, denser sampling in
central k-t space still gave better results. Most ktVD scans underestimated velocities
at most phases of the cardiac cycle. The waveforms from scan #7 and #9 were closer
to those from the fully sampled scan than those from other ktVD scans. As a result the
ktVD scans at the sampling ratio of 50% no longer gave best results.
For voxel #4 the differences between the two waveforms from the fully sampled
scan were larger than those from other voxels. This suggests in the results from voxel
#4 the noise level was higher. Since voxel #4 was close to the artery wall, this was
expected. The waveforms from the undersampled scans were less similar to those
from the fully sampled scan than in the results from other voxels. Overall the ktVD
scan results were still better than those from the k-t BLAST scans. The differences
between each pair of ktVD scans at the same sampling ratio were less obvious. Velocity
underestimation in the ktVD results could still be observed.
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5.3.9 Flow rates of carotid arteries
Figure (5.23) and (5.24) show the flow rates of the RCCA from all the scans. In Fig-
ure (5.23) the results from the k-t BLAST scans and the ktVD scans were displayed
separately. In Figure (5.24) the results from the undersampled scans with the same
sampling ratio were grouped and displayed together. The results from the fully sam-
pled scan (both NEX 1 and NEX 4) were always included as a reference. Figure (5.25),
(5.26), (5.27) and (5.28) show the same type of results of the RICA and the RECA.
The flow rate waveforms of the RCCA from the k-t BLAST scans showed less
similarities to those from the fully sampled scans as the sampling ratio decreased. The
waveform from scan #2 had a lower peak. The waveform from scan #3 showed large
differences from those from the fully sampled scan at most phases of the cardiac cycle.
This suggests the flow measurements from the k-t BLAST scans were less accurate
at lower sampling ratios. The differences between the flow rate waveforms from the
ktVD scans and those from the fully sampled scan were small. At most phases of the
cardiac cycle there were no apparent differences between the results from any two of
the ktVD scans. This suggests the flow measurements from the ktVD scans did not
change much with the changes of the sampling patterns, and they were more accurate
than those from the k-t BLAST scans at low sampling ratios.
The results of the RICA showed slower and less dynamic flow than those of the
RCCA. The differences between the flow rate waveforms were also less obvious than
those in the results of the RCCA. The waveforms from the k-t BLAST scans became
smoother as the sampling ratio decreased. At the peak flow moment the differences
between waveforms were large. After the peak at most phases of the cardiac cycle the
flow was underestimated. This suggests in the k-t BLAST scans the loss of temporal
resolution was more serious at lower sampling ratios. The flow rate waveforms from
the ktVD scans were close to those from the fully sampled scan. The differences be-
tween the undersampled and fully sampled results were slightly larger as the sampling
ratio decreased, mostly at the phases of the cardiac cycle after the peak flow moment.
This suggests the flow measurements from the ktVD scans were less accurate at low
sampling ratios, and the changes were not large. At the peak flow moment the differ-
ences from the fully sampled results were small. At low sampling ratios the shapes of
the waveforms from the ktVD scans remained similar to those from the fully sampled
scans. This suggests in the ktVD scans the loss of temporal resolution was less serious
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Figure 5.23: The flow rates of the RCCA from all the scans. The results from the k-t
BLAST scans and the ktVD scans are displayed separately.
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Figure 5.24: The flow rates of the RCCA from all the scans. The results from the
undersampled scans with the same sampling ratio are grouped and displayed together.
169
Chapter 5. In vivo test of undersampling in two dimensions of k-t space





















scan #0 NEX 4

























scan #0 NEX 4







Figure 5.25: The flow rates of the RICA from all the scans. The results from the k-t
BLAST scans and the ktVD scans are displayed separately.
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Figure 5.26: The flow rates of the RICA from all the scans. The results from the
undersampled scans with the same sampling ratio are grouped and displayed together.
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Figure 5.27: The flow rates of the RECA from all the scans. The results from the k-t
BLAST scans and the ktVD scans are displayed separately.
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Figure 5.28: The flow rates of the RECA from all the scans. The results from the
undersampled scans with the same sampling ratio are grouped and displayed together.
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than in the k-t BLAST scans at the same sampling ratio. At the phases after the peak
flow moment the flow was also underestimated in most ktVD scans. The underestima-
tion was more serious in scan #6 and scan #8 than in scan #7 and scan #9, respectively.
This suggests denser sampling in central k-t space might make the flow measurements
from ktVD scans more accurate.
The flow in the RECA was also slower than that in the RCCA, but it was more
dynamic than that in the RICA. The results from the undersampled scans showed a
similar pattern to that in the results of the RCCA. For the k-t BLAST scans the loss
of temporal resolution was more serious as the sampling ratio decreased. The results
from the ktVD scans were more accurate than those from the k-t BLAST scans at the
same sampling ratios. The flow measurements from the ktVD scans were not sensitive
to the changes of sampling patterns. The flow rate waveforms from scan #7 and #9
were slightly smoother than those from scan #6 and #8, respectively. This suggests
at low sampling ratios the loss of temporal resolution in the ktVD scans was slightly
more serious when more samples were collected in central k-t space.
5.4 Discussion
Ideally the in vivo test presented in this chapter should provide more realistic results
than those obtained from the simulations in the previous chapter. However, the imple-
mentation limits of in vivo experiments might lead to uncertainties in the comparisons
between scans. Although the same settings except different sampling patterns were
used for the scans in comparison, the underlying true signal of different scans could
be different. In the comparisons it was difficult to separate the inherent scan-to-scan
differences from those caused by the changes of the undersampling pattern. Many fac-
tors could contribute to scan-to-scan differences. Background noise could be different
from scan to scan. The properties of the carotid blood flow could also change over
time. Although measures had been taken to reduce time between scans, it should be
noted in the comparisons the scan-to-scan differences could always contributed to any
observed differences.
Due to the long scan time and the requirement of suppressing involuntary motion
like swallowing for more than twenty minutes, only three volunteers had been scanned
with the same protocol. The results presented in this chapter were all acquired from
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one of them. The data of this subject was selected because it did not show any serious
motion artefacts or apparent signs of displacements between scans. To test the repro-
ducibility of the results, more volunteers could be recruited and more tests could be
repeated on each volunteer. This could be included in future work.
Since a volunteer scan could not be too long, only limited sampling patterns and
sampling ratios were tested. The results obtained from these comparisons might not
fully reflect the relationship between the accuracy of the measurements and the under-
sampling method applied. A possible solution to this problem is to increase the number
of tests while reducing the number of scans in each test. For example, a minimum test
can have only three scans, a fully sampled scan and two undersampled scans with dif-
ferent sampling patterns. Scan-to-scan differences may also be reduced in this way but
to compare several different sampling patterns a very large number of tests have to be
conducted.
Only two slices were scanned in each test because of long scan time. It was ob-
served in the intensity differences and the velocity differences the performance of each
sampling method was different in different slices. This suggests signal content is also
an important parameter in the comparisons of undersampling methods, like the sam-
pling pattern or the sampling ratio. If more slices were scanned, more details of the
relationship between the signal content and undersampling performance could be ex-
amined. In future work more tests should be carried out separately for different slices.
The scan settings could also have influence on the comparison results. The under-
sampling performance of the k-t BLAST method and the ktVD method was affected by
the SNR level, and the SNR of the signal was affected by the scan parameters (TR, TE ,
acquisition bandwidth, voxel size, and others). With the limit of total scan time it was
difficult to test different scan settings in a single test. More tests are necessary for the
study of these effects. Another solution is to compare results acquired with different
coils in the same scan, which have different SNR levels.
In the segmentation of the arteries some voxels near the artery wall were difficult
to classify. In the temporal averaged images there might be tissue producing high
intensity next to and out of the artery wall, which would be difficult to separate from
the arteries also showing high intensities. In the complex difference images small
phase differences due to slow flow near the artery wall might produce low intensities
inside arteries. As a result the cross-section area of an artery often appeared smaller
in the complex difference images than in the temporal averaged images. A possible
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solution to this problem is to use additional high resolution TOF scans with the same
slice position and in-plane position of the gated scans. However this will cost scan
time. Ideally segmentation can be carried out without additional information other
than that acquired in the gated scans. With the applied segmentation method, some
voxels inside and close to the artery wall would probably be labelled as out of the
artery wall. For the comparisons this would lead to underestimated flow rate results,
especially when the flow near the artery wall was fast. Since the same set of ROIs was
used for all the scans in each slice, incorrect segmentation of small number of voxels
would not affect the comparison results substantially.
The intensity difference images from both undersampling methods showed spatial
resolution loss. The intensity differences could be scan-to-scan differences, undersam-
pling errors, or both. It is not clear what the main reason was for the large intensity
differences near the artery wall, which could lead to errors in segmentation. The results
showed spatial resolution loss in the ktVD images was more serious than that in the
k-t BLAST images. If most of the large intensity differences were scan-to-scan differ-
ences, changing the order of the scans in the scanning protocol might produce different
results. For example, if the ktVD scans were carried out before the k-t BLAST scans
and immediately after the fully sampled scans, the ktVD images would probably show
less intensity differences than the k-t BLAST images. The order of the scans using
the same undersampling method could also be changed. The sampling patterns of low
sampling ratios could be tested before those of high ratios to examine the contributions
of scan-to-scan differences to the small increase in intensity difference as the sampling
ratio decreased. For more accurate comparisons of the intensity differences caused by
undersampling errors it is still necessary to reduce scan-to-scan differences.
According to the intensity difference images and the averaged intensity differences
in different regions, good intensity results should be similar to those obtained in scan
#1 or scan #2, giving values of Di less than 5% in the flow ROI. Some ktVD scans in
the slice AB with low undersampling ratios gave values of Di more than 10% in the
flow ROI. Since in these scans the values of Di in the core ROI were much less than
those in the flow ROI, for the regions near the artery wall the values of Di could be
larger than 15%. If most of the intensity differences were undersampling errors, further
comparisons of the velocity results from these scans might not be useful because the
intensity errors were too large. It might be helpful to set 10% as the highest acceptable
level of the values of Di in the flow ROI when intensity results were evaluated.
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Only the timeframes corresponding to the peak flow moment were shown in the
intensity difference images. As shown in the comparisons of the intensity differences
over different periods, the values of Di in the core ROI of the slice BB did not change
much over the cardiac cycle, but in the slice AB as the sampling ratio decreased the
differences between the values of Di in different periods became much larger. In either
slice the intensity differences at the peak flow moment were probably larger than or
close to those at other phases of the cardiac cycle. So the intensity difference images
have shown the most serious spatial resolution loss in the cardiac cycle. For the scans
in the slice AB, the values of Di in the diastolic period were close to 5% and in the
systolic period they were 2-5% larger. As previously described the values of Di at the
level of 5% were relatively good intensity results. In the diastolic period the intensity
difference images from most scans were probably similar to those from scan #1 or
scan #2. This suggests only in the systolic period in the slice AB the k-t BLAST scans
produced better intensity results than the ktVD scans.
The evaluation of the velocity results is more difficult than that of the intensity
results because in addition to undersampling errors and scan-to-scan differences inten-
sity errors could cause velocity errors. Intensity results could also have little influence
on velocity results. Since in the slice AB the intensity differences from the ktVD scans
were large, the corresponding velocity results were probably less useful than those
from the slice BB in the comparisons of undersampling methods. Nevertheless, the
velocity differences from the ktVD scans in the slice AB were close to those from the
k-t BLAST scans. This suggests in the slice AB without the velocity errors caused by
possible intensity errors the velocity differences from the ktVD scans could be smaller
than or similar to those from the k-t BLAST scans. In the slice BB the velocity dif-
ferences showed similar pattern to that of the intensity differences. It suggests the
influence from the intensity results on the velocity results was greater in this slice than
in the slice AB. Since the intensity differences in the slice BB were not large, the
similarity was probably caused by scan-to-scan differences or undersampling errors.
Most results shown in the comparisons of the velocity waveforms of single voxels
were consistent with those in the comparisons of the velocity differences in the slice
BB. It should also be noted there were some differences between the results from these
two types of comparisons. Both types of comparisons showed the velocity measure-
ments from the k-t BLAST scans became less accurate as the sampling ratio decreased,
and it was most serious at the sampling ratio of 25%. Only the comparisons of the ve-
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locity waveforms showed at the sampling ratio of 50% the shapes of the waveforms
from the k-t BLAST scans were different from those from the fully sampled scans. If
velocity results of most voxels in the arteries were similar to those examined in the
comparisons of the velocity waveforms, the k-t BLAST scans at the sampling ratio of
50% should probably be regarded as failed. This suggests the values of Dv were not
sufficient for absolute evaluations of the velocity results. It may be helpful to use cor-
relation to compare the shapes of the velocity waveforms from the undersampled scans
and those from the fully sampled scans. For the ktVD scans, both types of compar-
isons showed the velocity results at different sampling ratios were close to those from
the fully sampled scans. Only the comparisons of the velocity waveforms showed there
were often velocity underestimations, and for some voxels the velocity measurements
were less accurate as the sampling ratio decreased. For each pair of ktVD sampling
patterns of the same sampling ratio and different sampling density variations over k-t
space, both types of comparisons showed the effects of sampling density variations
changed with the sampling ratio. Only the comparisons of the velocity waveforms
showed for some voxels denser sampling in central k-t space gave better velocity re-
sults. For the k-t BLAST scan and the ktVD scans at the same sampling ratio, both
types of comparisons showed the ktVD scans gave more accurate velocity measure-
ments at low sampling ratios, but the comparisons of the velocity differences did not
show how inaccurate the k-t BLAST results were, and the comparisons of velocity
waveforms showed at the sampling ratio of 50% the velocity results from the ktVD
scans were also better. Overall, the comparisons of the velocity waveforms appeared
more useful for the evaluations of the undersampling results.
Since only four voxels have been examined in the comparisons of the velocity
waveforms, they did not necessarily represent all the voxels in the arteries. The flow
rate waveforms averaged in the flow ROI are more general measures of the velocity
results. In the RCCA, the results from the comparisons of the flow rate waveforms
were similar to those from the comparisons of the velocity differences in the slice AB.
In the RICA and RECA, the results were similar to those from the comparisons of the
velocity waveforms of single voxels. It should be noted the flow rate waveforms of the
RICA and RECA were calculated in the slice AB. Since the intensity differences in the
slice AB from some ktVD scans were large, the corresponding flow rate results were
probably affected by intensity errors.
In summary, according to the acquired data, the k-t BLAST scans produced good
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intensity images but the velocity results became less accurate as the sampling ratio
decreased. At low sampling ratios serious temporal resolution loss in velocity results
was observed and for some voxels it was also seen at high sampling ratio. The intensity
images of the slice AB from the ktVD scans showed large differences from those fully
sampled, especially in the regions near the artery wall. Most velocity results were
close to those fully sampled although some velocities were underestimated. Averaged
velocity differences between the measurements from the ktVD scans and those from
the fully sampled scans were less than or close to 5 cm/s. The velocity results from the
ktVD scans did not change much with the sampling ratio or with the sampling density
variation in k-t space. Velocity waveforms from some voxels showed better results
when more samples were collected in central k-t space and the sampling ratio remained
unchanged. At the same sampling ratio the ktVD scans generally produced better
velocity results than the k-t BLAST scans. Velocities measured for the voxel close
to the artery wall from all the undersampled scans showed large differences from the
measurements from the fully sampled scans. All the comparisons between scans were
subject to possible influence of scan-to-scan differences and the velocity results could
be inaccurate when there were large intensity differences between the undersampled
and the fully sampled scans.
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In vivo test of undersampling in three
dimensions of k-t space
6.1 Introduction
So far all the tests were carried out in 2D scans and the signals were undersampled
in only two dimensions of k-t space. In 3D scans, where phase encoding is used in
two spatial dimensions, the signals can be undersampled in three dimensions of k-
t space. The extra spatial dimension available for undersampling may allow further
scan time reduction compared with what can be achieved with undersampling in only
two dimensions of k-t space. On the other hand, 3D scans also need more scan time
reduction than 2D scans. For example, on the scanner used in this work, a 2D PC scan
can be set to acquire one slice while the minimum number of slices for the 3D PC
sequence is 16. The minimum scan time of a 3D PC scan will be much longer than
that of a 2D PC scan at the same temporal and in-plane resolution.
The signals of the 3D scans can also be undersampled in the same fashion as in the
2D scans. The same undersampling pattern can be used for all the slice encoding steps.
In this way the data is undersampled in two of the four dimensions of k-t space. It can
be compared with data undersampled in three dimensions to evaluate the differences.
In practice, 3D scans are sometimes more favourable than 2D scans. Since the RF
pulses are not limited to a single slice, slices in 3D scans can be thinner than those
allowed in 2D scans. This improves spatial resolution. TR can also be shorter in 3D
scans. This improves temporal resolution or reduces total scan time. So it will be
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very desirable if undersampling in three dimensions of k-t space can save more scan
time or produce more accurate measurements for 3D scans than undersampling in two
dimensions.
In this chapter different ktVD undersampling patterns were tested in vivo using the
3D PC sequence. Results from data undersampled in different numbers of dimensions
of k-t space and at different sampling ratios were compared with results from a fully
sampled scan.
6.2 Method
6.2.1 Undersampling in three dimensions of k-t space
The design of the variable-density sampling patterns in three dimensions is similar to
the design of the sampling patterns undersampling in two dimensions of k-t space. In
the temporal dimension the sampling rate for each k-space position does not change.
As a k-space position goes further away from the centre of k-space the number of sam-
ples collected at this position decreases. In 3D scans this change of sampling density
can happen along both phase encoding dimensions, including the slice encoding di-
mension. Theoretically this allows many possible designs of how fast the sampling
density changes along the two phase encoding dimensions. In this work a simple ap-
proach was adopted to build the sampling patterns in three dimensions. In the 3D PC
sequence the slice encoding steps are executed sequentially, so the sampling pattern
in three dimensions can be divided into many sampling patterns in two dimensions,
each for a slice encoding step. For each slice encoding step the acquisition covers
two spatial encoding dimensions and the temporal dimension, the same scan matrix
as in a 2D scan of a single slice. The actual design of the sampling patterns started
from the sampling patterns in two dimensions. These sampling patterns were applied
to the slice encoding steps and formed the sampling patterns in three dimensions. As
described previously, all the slice encoding steps can use the same sampling pattern so
the sampling density remains constant along the slice encoding dimension. Otherwise,
sparser sampling patterns can be applied to slice encoding positions closer to the edge
of k-space. This makes the sampling density change as desired along two dimensions
of k-space.
The sampling ratio of a sampling pattern in three dimensions is calculated in the
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same way as for the sampling patterns in two dimensions. It is defined as the ratio
of the number of samples collected in all the slice encoding steps of an undersampled
scan to the number of samples collected in a scan of the same scan matrix and fully
sampled. It is also the ratio of the scan time of the undersampled scan to the scan time
of the fully sampled scan.
6.2.2 The scanning protocol
Only a limited number of scans can be included in the protocol because the minimum
scan time of a 3D scan is long. The time of each scan is determined by the TR, the
number of flow encoding directions, the scan matrix, and the sampling ratio of the
applied sampling pattern. The minimum number of slice encoding steps allowed by
the 3D PC sequence is 16. The total scan time increases in proportion to the number
of slice encoding steps. The selected scan matrix was 192× 192× 16 in the three
spatial dimensions and 24 in the temporal dimension. TR was 15 ms. Flow encoding
was applied only in the superior/inferior direction so each sample prescribed in the
sampling patterns will be sampled twice, with and without flow encoding. For a fully
sampled scan the scan time was about 37 minutes. To compare undersampling in two
dimensions with undersampling in three dimensions, two scans were carried out for
the same sampling ratio. Three different sampling ratios were tested (33%, 25% and
17%). The total scan time of the fully sampled scan and the six undersampled scans
was about 92 minutes. This is extremely long for a volunteer so no additional scans
were included in the protocol. It would be desirable to have two more scans testing the
sampling ratio of 50%, but this would add an additional 37 minutes to the already long
scan time.
The scanning protocol consisted of eight scans. The first was a localizer. The sec-
ond was fully sampled and from this all the following scans used similar settings except
the sampling pattern. The fully sampled scan was immediately followed by three pairs
of undersampled scans. In each pair the two scans had the same overall sampling ratio.
In the first of the two scans k-t space was undersampled in two dimensions, while in
the second scan three dimensions were undersampled. The sampling ratios and the
scan time of the scans are listed in Table (6.1).
Seven scans were retrospectively gated. Before the seven scans a 2D TOF scan of
28 slices was prescribed as a localizer. This TOF scan (scan #1) took about 2 minutes.
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scan sequence number of dimensions sampling ratio scan time (min)
undersampled
#1 2D TOF 2
#2 3D PC 100% 37
#3 3D PC 2 33% 12
#4 3D PC 3 33% 12
#5 3D PC 2 25% 9
#6 3D PC 3 25% 9
#7 3D PC 2 17% 6
#8 3D PC 3 17% 6
Table 6.1: The scanning protocol
For the gated scans, from scan #2 to #8, the sampling patterns in two dimensions used
for individual slice encoding steps are shown in Figure (6.1). In total, six different
sampling patterns in two dimensions were used as elements to build the seven sampling
patterns in three dimensions for the seven scans. The sampling ratios of the sampling
patterns in two dimensions were 100%, 50%, 33%, 25%, 17% and 13%. For the fully
sampled scan (scan #2) and the three scans undersampled in only two dimensions of
k-t space (scan #3, #5 and #7), all the slice encoding steps of each scan used the same
sampling pattern. The overall sampling ratios of these scans (scan #2, #3, #5 and #7)
equalled the sampling ratios of the sampling patterns in two dimensions. The other
three scans (scan #4, #6 and #8) undersampled the k-t space in three dimensions by
changing sampling patterns for different slice encoding steps. For example, the overall
sampling ratio of scan #4 was 33%. The central four slice encoding steps (7th to 10th)
used the sampling pattern with a sampling ratio of 50%. For the four steps (5th, 6th,
11th and 12th) next to the central steps the sampling ratios were all 33%. For the other
eight steps (1st to 4th and 13th to 16th), the sampling ratios of the applied sampling
patterns in two dimensions were all 25%. The total number of samples collected in
scan #4 equalled the number of samples collected in scan #3, but in scan #4 more
samples were collected at the positions close to the centre of k-space than in scan #3.
The distributions of samples along the two phase encoding dimensions for the three
scans (scan #4, #6 and #8) are displayed in Figure (6.2). The sampling ratio of scan #6
was 25% and the ratio of scan #8 was 17%.
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Figure 6.1: The sampling patterns in two dimensions used for individual slice encoding
steps. Each black dot in the sampling patterns represents a k-space line.
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Figure 6.2: The distributions of samples along the two phase encoding dimensions for
the three scans undersampled in three dimensions of k-t space.
6.2.3 Other scan parameters
The scanned subject was a male healthy volunteer. The study was approved by a local
ethics committee, and informed consent was obtained from the volunteer. The subject
lay supine throughout the scans. Frequency encoding was in the anterior/posterior
direction. A 4-element phased-array carotid surface coil was used for signal reception.
All the channels of the coil were used in the scan.
For the 2D TOF scan, the FOV was 12 cm and the in-plane resolution was 192×
192. Although the FOV and the in-plane resolution of this scan were the same as those
of other scans, the left/right and anterior/posterior position of the FOV was different
from other scans. 28 slices were scanned and the slice thickness was 2 mm. Spacing
between slices was also set to 2 mm so the 28 slices covered 56 mm along the supe-
rior/inferior direction. The TE was 4.2 ms, the TR was 21 ms, and the Flip Angle was
50◦.
For the fully sampled and undersampled 3D PC scans, the FOV was 12 cm and
voxel size was 0.625× 0.625 mm2. 12 slices were prescribed and the slice thickness
was 3.0 mm. In the acquisition, 16 slice encoding steps were executed during each
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scan and images of 16 slices could be reconstructed from the signal. The images of the
outmost four slices, two on each side, had to be discarded because the slice excitation
profile was different from the ideal rectangular window function near the edge of the
slab, and each of these four images had signal contributions from multiple slices due
to phase wrap in slice direction. This was also one of the reasons the slice thickness
was not set to the allowed minimum. The closer to the edge of the slab a slice was,
the more likely the imperfect slice encoding profile would affect it. Another reason
for using thick slices was to increase the scan range along the superior/inferior direc-
tion so both CCA and ICA could be covered by several slices. The scan matrix was
192×192×16 in the spatial dimensions and 24 in the temporal dimension. At the full
temporal resolution 24 samples were collected from each k-space position and 24 time
frames could be reconstructed for each slice in each scan. The average heart rate of
the volunteer was around 56 beat/min. Flow encoding was only applied in the supe-
rior/inferior direction so in each scan for each slice the reconstruction results consisted
of 24 time frames with flow encoding and 24 time frames without flow encoding. The
VENC was 100cm/s, the TR was set to the minimum value of 15 ms, the TE was 4.7
ms under the setting of the TR, the acquisition bandwidth was 15.63 kHz, and the Flip
Angle was 30◦. In the 3D PC sequence raw signals were set to be saved to files directly
without any post-processing to allow offline reconstruction.
6.2.4 Reconstruction
For the 2D TOF scan the image reconstruction was completed immediately after the
scan with the standard software installed on the scanner. The images of the 28 slices
were saved to files in DICOM format.
For the seven gated scans, the timing of each sample was reconstructed from the
gating records. The k-space position of each sample was determined according to the
sampling patterns. Gridding was applied to the raw signals at each k-space position
separately to get the signals in k-t space for 24 phases of the cardiac cycle. The output
from the gridding operations had six dimensions, including the three spatial dimen-
sions, the temporal dimension, the flow encoding dimension and the coil dimension.
3D inverse Fourier transform was applied to the three spatial dimensions to convert the
signals into images.
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6.2.5 Methods for comparisons between scans
The results were compared in the same way as in Chapter 5. The comparisons were
carried out for each of the two selected slices separately. The intensity and velocity
differences were also averaged over all slices and compared with those from single
slices.
6.2.6 Displacement correction
The positions of the ROIs were slightly adjusted for each undersampled scan separately
before the calculation of the intensity or velocity differences. The 3D scans were about
ten times longer than 2D scans. Small movements of the subject during the scans
were more likely to happen than in 2D scans. These movements could result in small
displacements of the FOV of a scan. If the displacements were not corrected the voxel-
wise differences would be differences between measurements from different locations,
which would not be ideal for the comparisons.
Since the subject movements were small, the problem was simplified by assuming
the possible displacements were only in the left/right and the anterior/posterior direc-
tions. The same corrections were applied to all the slices. It was also assumed the
displacements only happened between scans so the FOV of each scan only needed to
be corrected once.
The corrections for each scan included following steps. From the fully sampled
scan, the intensity images of all the time frames of a slice without flow encoding were
averaged to generate a high SNR image. Two ROIs were selected where the coils had
high sensitivities. The ROIs included both high signal area and empty background so
there was a high contrast edge line in each ROI. The two edge lines of the two ROIs
were in different directions. The edge lines could be easily extracted from the images
by setting a threshold in intensity. An example of the positions of the ROIs and the
edge lines is shown in Figure (6.3). These ROIs were also used as the static ROI in
the comparisons between scans. The positions of the ROIs were copied to the images
from the undersampled scan and edge lines were also extracted from those images. By
comparing the two sets of edge lines it was possible to determine how the FOV of the
undersampled scan had moved relative to FOV of the fully sampled scan. Figure (6.3)
shows examples of such edge line comparisons.
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Figure 6.3: An example of the positions of the ROIs and the edge lines used for dis-
placement correction. In the graphs in the bottom row, the black dots show the posi-
tions of the edge lines from the fully sampled scan and the grey dots show the positions
of the edge lines from the undersampled scan. The ROI in the image from coil #4 was
also used as the static ROI for the comparisons between scans.
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6.2.7 Segmentation
The segmentation was carried out in the same way as in Chapter 5.
6.3 Results
6.3.1 Slice positions
Figure (6.4) shows the positions of the twelve slices prescribed for the seven gated
scans. The 3D structure of the arteries was obtained from the 28 images collected in
the 2D TOF scan. Most comparisons will focus on one slice below the bifurcations
and one slice above the bifurcations. The two slices were referred to as the slice BB
and the slice AB.
6.3.2 Coil selection
Figure (6.5) shows images of the slice BB and the slice AB from all coils. The im-
ages were the temporal averages of the images without flow encoding from the fully
sampled scan. Coil #4 was selected for the comparisons between scans. It had high
sensitivity coverage of the left carotid arteries. The left carotid arteries also appeared
slightly wider in the images than the arteries on the right side.
6.3.3 Displacement correction
Table (6.2) lists the adjustments of the positions of the ROIs for all the undersampled
scans in order to correct subject movement between scans. All the detected displace-
ments were small, not more than one voxel in both directions.
Figure (6.6) shows the intensity difference images before and after displacement
corrections for all the undersampled scans (scan #3 to scan #8). The images were
obtained by calculating the absolute values of the intensity differences between the
images from the fully sampled scan and the images from the undersampled scan. The
original images from the fully sampled scan are also displayed. All the images corre-
spond to the peak flow time.
Overall the effects of correction were more obvious in the images from scan #3, #4
and #5. After correction there were still apparent intensity differences at the positions
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Figure 6.4: The positions of the twelve slices prescribed for the seven gated scans
shown with the left carotid ateries rendered from the TOF iamges. The slice BB and
the slice AB are highlighted.
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coil # 1 coil # 2 coil # 3 coil # 4
Figure 6.5: The images of the slice BB and the slice AB from all coils. The images










Table 6.2: The adjustments made to the positions of the ROIs for all the undersampled
scans for displacement correction
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before correction after correction before correction after correction
Figure 6.6: The intensity difference images before and after the displacement correc-
tions for all the undersampled scans.
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near the vessel walls in the images from scan #6, #7 and #8. It can be expected the
intensity differences from the later three scans may be larger than those from the first
three undersampled scans.
6.3.4 Intensity differences in different regions
Figure (6.7) shows the intensity differences in different ROIs in the slice BB. Figure
(6.8) and Figure (6.9) show the same type of results from the slice AB and results
averaged over all slices.

























Figure 6.7: The normalized intensity differences in different ROIs in the slice BB.
In the static ROI, the values of Di from all scans were close to each other, around
2%. This suggests after displacement correction the intensity differences at the posi-
tions without dynamic signal content were at the same level for all the scans.
In the slice BB, at the sampling ratio of 33%, the values of Di from scan #3 were
larger than those from scan #4. At other sampling ratios, the values of Di in the large
and flow ROIs from scan #6 and #8 were about 5-8% larger than those from scan #5
and #7. The results from the slice AB and all the slices showed a similar trend but the
differences between different undersampled scans were smaller than those in the slice
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Figure 6.8: The normalized intensity differences in different ROIs in the slice AB.

























Figure 6.9: The normalized intensity differences in different ROIs averaged over all
slices.
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BB. This suggests the scans undersampled in three dimensions of k-t space gave better
intensity results than the scans undersampled in two dimensions at high sampling ratio
but the latter showed better performance at low sampling ratios.
For most scans the values of Di from the large ROI and the flow ROI were larger
than those from the core ROI in the slice BB. In the slice AB and averaged across all
the slices, the values of Di from the large ROI were smaller than those from the flow
ROI and the core ROI. This suggests in the slice BB the voxels near the artery walls
contribute more intensity differences than the voxels in the central area of the arteries,
and in the slice AB or most slices, the intensity differences were larger inside than
outside.
6.3.5 Intensity differences in different periods
Figure (6.10) shows the intensity differences over different periods of the cardiac cycle
in the slice BB. Figure (6.11) and Figure (6.12) show the same type of results from the
slice AB and results averaged over all slices.























Figure 6.10: The normalized intensity differences over different periods of the cardiac
cycle in the slice BB.
195
Chapter 6. In vivo test of undersampling in three dimensions of k-t space























Figure 6.11: The normalized intensity differences over different periods of the cardiac
cycle in the slice AB.























Figure 6.12: The normalized intensity differences over different periods of the cardiac
cycle averaged over all slices.
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In the slice BB results for each scan the values of Di from the systolic period were
larger than those from the diastolic period. In the results of the slice AB and the results
averaged over all slices, for the same scan the values of Di over the two periods were
close to each other. When the intensity differences were large, such as in the results
from scan #7, #8 and #9 in the slice AB, the values of Di from the systolic period
were smaller than those from the diastolic period. This suggests for most slices when
the intensity differences were not large the values of Di from the systolic period were
slightly larger than or close to those from the diastolic period.
6.3.6 Velocity differences in different regions
Figure (6.13) shows the velocity differences in the flow ROI and the core ROI in the
slice BB. Figure (6.14) and Figure (6.15) show the same type of results from the slice
AB and results averaged over all slices.



























Figure 6.13: The velocity differences in the flow ROI and the core ROI in the slice BB.
In the results of the two slices and the results averaged over all slices, scan #4
gave larger values of Dv than those from scan #3. Scan #5 and #7 produced smaller
velocity differences than Scan #6 and #8. This suggests the scans undersampled in
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Figure 6.14: The velocity differences in the flow ROI and the core ROI in the slice AB.



























Figure 6.15: The velocity differences in the flow ROI and the core ROI averaged over
all slices.
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three dimensions of k-t space gave better velocity results than the scans undersampled
in two dimensions at high sampling ratio but the latter showed better performance at
low sampling ratios.
From scan #3, #4 and #5, the values of Dv in the core ROI were at the level of
4 cm/s. The other scans produced values of Dv close to 7 cm/s. This suggests the
velocity measurements from scan #6, #7 and #8 might have large errors.
From scan #3, #4 and #5, the values of Dv in the core ROI were at the level of
4 cm/s. The other scans produced values of Dv close to 7 cm/s. These are averaged
results. For individual voxels, velocity differences from scan #6, #7 and #8 might be
larger. This suggests at some positions in the lumen the velocity errors obtained from
scan #6, #7 and #8 might be larger than 7 cm/s.
For all the scans the values of Dv from the flow ROI were larger than those from
the core ROI. This suggests velocity measurements were less accurate near the artery
walls.
The values of Dv from the slice BB were smaller than or close to those from the
slice AB or the results averaged over all slices. This suggests velocity measurements
were more accurate in the slice BB or in the CCA than in most slices.
6.3.7 Velocity differences in different periods
Figure (6.16) shows the velocity differences over different periods of the cardiac cycle
in the slice BB. Figure (6.17) and Figure (6.18) show the same type of results from the
slice AB and results averaged over all slices.
In the results from both slices and those averaged over all slices, the values of Dv
were about 1-3 cm/s larger in the systolic period than in the diastolic period. This
suggests the undersampled velocity measurements were less accurate when the blood
flow was more dynamic.
6.3.8 Velocity waveforms of single voxels
Figure (6.19) shows the velocity waveforms of a selected voxel from the fully sampled
scan and all the undersampled scans. Figure (6.20), Figure (6.21) and Figure (6.22)
show the same type of results of other selected voxels.
Overall for the same voxel the differences between the waveforms increased as the
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Figure 6.16: The velocity differences over different periods of the cardiac cycle in the
slice BB.



























Figure 6.17: The velocity differences over different periods of the cardiac cycle in the
slice AB.
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Figure 6.18: The velocity differences over different periods of the cardiac cycle aver-
aged over all slices.
distance between the voxel and the centre of the artery increased. For voxel #3 and #4,
the velocity differences between the waveforms from the scans at low sampling ratios
could be larger than 10 cm/s in most cardiac phases. This suggests the sampling ratio
might be too low for this subject at this resolution.
For most voxels the waveforms from scan #4 were closer than those from scan #3 to
the waveforms from the fully sampled scan. The waveforms from scan #5 and #6 were
close to each other for all the voxels. For most voxels the waveforms from scan #7
were smoother than those from scan #8. This suggests at the same sampling ratio the
scans undersampled in three dimensions of k-t space gave better temporal resolution
than those undersampling in two dimensions.
6.3.9 Flow rates of carotid arteries
Figure (6.23) shows the flow rates of the LCCA from the fully sampled scan and all
the undersampled scans. Figure (6.24) and Figure (6.25) show the same type of results
for the LICA and LECA. The flow ROI of the slice BB was used for the calculation of
the results for the LCCA. The flow rates of the LICA and LECA were calculated in the
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Figure 6.19: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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Figure 6.20: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
203
Chapter 6. In vivo test of undersampling in three dimensions of k-t space

































Figure 6.21: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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Figure 6.22: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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flow ROI of the slice AB.
























Figure 6.23: The flow rates of the LCCA from the fully sampled scan and all the
undersampled scans.
For the LCCA, the flow rate waveform from scan #4 was slightly better than the
results from other undersampled scans. The flow rate waveforms from other scans
were close to from each other. For the LICA, all the undersampled scans produced
underestimated flow rates. The underestimation of flow rate was more serious as the
sampling ratio decreased. For the LECA, the flow rate waveforms from scan #3, #4,
#5 and #6 were close to the waveform from the fully sampled scan. The flow rate
waveforms from scan #7 and #8 were smoother than those from other scans but the
differences were not large.
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Figure 6.24: The flow rates of the LICA from the fully sampled scan and all the under-
sampled scans.
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Figure 6.25: The flow rates of the LECA from the fully sampled scan and all the
undersampled scans.
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6.4 Discussion
Unlike in Chapter 4 and Chapter 5, the sampling patterns for 3D scans were not tested
in simulations but directly tested in vivo in this chapter. One of the reasons is that,
in 3D scans much longer than 2D scans, the differences between the timing of the
in vivo undersampled acquisitions and that of the fully sampled scan, which could
provide source data in simulated undersampling, might be much larger than the timing
differences in 2D scans. This could make the simulation results substantially different
from the in vivo results. If the simulation results are similar to the in vivo results, they
will support the conclusions obtained from the in vivo results. If the simulation results
are different, the in vivo results will still be regarded more realistic for the evaluation
of the ktVD method. Another reason is that for the ktVD method it is not necessary to
test a large number of different settings of the control parameters. In future work, 3D
simulations can be used to test more designs of the sampling pattern.
The k-t BLAST method can also be used for undersampling in three dimensions in
a similar way as in this chapter. For different slice encoding steps different sampling
patterns can be used to change sampling density along the slice encoding dimension.
Since in the comparisons of the undersampling results from the 2D scans the ktVD
method showed better performance than the k-t BLAST method, and only a limited
number of 3D scans were allowed in the in vivo scanning protocol due to long scan
time, the k-t BLAST method was not tested in vivo in 3D scans. The reconstruction
time of the k-t BLAST method is also a concern. In 3D scans the reconstruction for
each slice encoding step is similar to that of a 2D scan. For example, if sixteen slices
need to be reconstructed, the computation time will be sixteen times the time for a 2D
scan of a single slice. It could take more than a day for the k-t BLAST method to
reconstruct images for a single 3D scan.
In the displacement correction, since the displacements were small, it was assumed
that the displacements were only in two directions, all slices had the same displace-
ments as those in the slice BB, and displacements only happened between scans. This
significantly simplified the displacement correction. The real situation might be dif-
ferent from these assumptions. There could be displacements in the superior/inferior
direction, into/out of the slices; the subject might have angular movements during the
test; the displacements could happen in the middle of a scan. As a result the effects of
the displacement correction might be different for different slices and different scans.
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In the slice BB the displacement correction should have the best effects. In those slices
far away from the slice BB, such as the slice AB, it could be less accurate if the dis-
placements were different in different slices. This might be one of the reasons why the
intensity differences observed in the slice AB were larger than those in the slice BB for
some scans. If there were angular movements, displacements in the superior/inferior
direction, or displacements in the middle of a scan, they were not corrected. The un-
corrected displacements could lead to differences between scans in the comparisons
and make it difficult to assess the undersampling errors. To address this problem more
comprehensive correction methods can be applied in future studies. The correction can
be carried out for each slice separately. Sagittal or coronal images can be examined
to correct displacements in the superior/inferior direction. For rotational movements,
more than three edge lines in different directions can be extracted from each image to
determine the position changes. Many post-processing methods for motion correction
can also be used to correct displacements [237, 238, 239, 240, 241, 242, 243, 244, 245].
It would be the best if subject movements could be suppressed in the first place. For
this reason the scanned subject in this study had been asked to keep static during the
test and suppress swallowing during each scan. Due to long scan time it was very diffi-
cult for the subject to remain completely static throughout the test, so the displacement
correction was still necessary. In this work the comparisons of the edge lines were
carried out manually, because the edge lines only needed to be compared once for each
scan and the total number of comparisons was small. If a large number of images need
to be corrected separately, automated corrections will be necessary.
In addition to the displacements, scan-to-scan differences could also contribute
to the differences observed in the comparisons between scans. In the slice AB, the
undersampled scans later in the scanning protocol generally produced larger intensity
and velocity differences than those earlier in the protocol. This might be caused by
scan-to-scan differences, but the changes of the sampling ratio could also be a possible
reason. In future work the order of the scans can be changed to compare these two
contributing factors. The scans at low sampling ratios can be carried out early in the
protocol, close to the fully sampled scan, and the scans at high ratios can be placed near
the end of the test. If the pattern of the changes of the intensity and velocity differences
with the sampling ratio does not change much, scan-to-scan differences may not be the
major contributing factor of the differences.
It has been observed that larger intensity differences often led to larger velocity
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differences. For example, in the slice BB, the intensity differences from scan #6 and
scan #8 were larger than those from scan #5 and scan #7, and the velocity differences
followed a similar pattern. This suggests intensity errors could be one of the contribut-
ing factors of velocity errors. The velocity results might be less accurate if the intensity
differences were larger.
In summary, the velocity differences increased as the sampling ratio decreased.
According to the results averaged over all slices, at the sampling ratio of 33%, the ve-
locity differences were between 4 and 6 cm/s; at the sampling ratio of 25%, they were
between 5 and 8 cm/s; at the sampling ratio of 17%, they were between 6 and 10 cm/s.
The velocity differences were larger near the arterial wall and close to the peak flow
moment. According to the comparisons of velocity waveforms of single voxels, for the
voxels near the LCCA wall, the velocity differences between the waveforms obtained
at the sampling ratio of 17% and those from the fully sampled scan were larger than
10 cm/s in most cardiac phases; for the voxels near the centre of the LCCA lumen, the
velocity waveforms obtained at all sampling ratios were close to those from the fully
sampled scan. According to the comparisons of flow rate waveforms, at the sampling
ratio of 33% or 25%, the waveforms were close to those from the fully sampled scan;
at the sampling ratio of 17%, the differences between the waveforms from the under-
sampled scans and those from the fully sampled scan were larger, especially in the
LICA. If undersampling errors contributed to most of the differences observed in the
comparisons, undersampling in an extra dimension of k-t space improved the accuracy
of the measurements in both intensity and velocity at the sampling ratio of 33%, and
it caused more errors at the sampling ratios of 25% and 17%. If most of the differ-
ences observed in the comparisons were caused by subject movements or scan-to-scan
differences, they are not suited for the evaluation of undersampling performance.
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In vitro test of undersampling in three
dimensions of k-t space
7.1 Introduction
In the last chapter it was difficult to evaluate the performance of the undersampling
methods at low sampling ratios due to possible interference from small subject mo-
tions. The number of slices was also limited by total scan time so the degree of signal
redundancy in the slice encoding dimension was relatively lower than in normal 3D
scans. Flow encoding was only applied in one direction to save scan time and the com-
plete velocity field could not be compared between scans. To address these problems
present in the in vivo test, a carotid phantom with pulsatile flow was used to test the
undersampling methods.
For comparisons and validations, the use of a phantom has advantages and disad-
vantages. The scans of the phantom can be longer than the scans of a volunteer. The
phantom does not move during a long scan. The dynamic properties of the signal from
the controlled phantom are more stable over a long period than that from a volunteer.
On the other hand, the structure of the phantom is relatively simple. Its signal has much
more spatial redundancy than the signal from a volunteer. The dynamic variations of
the signal from the phantom are more regular than those in vivo. The coil loading and
the magnetic field inhomogeneities in a phantom scan are different from those in a vol-
unteer scan so the noise level and the signal quality can be different. These differences
mean the results from phantom tests are not guaranteed to be observed in the in vivo
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scans.
In this chapter a flow phantom is used to test undersampling methods for high
resolution 3D scans and velocity measurements in three directions. Results from the
scans undersampled in three dimensions are compared with those from a fully sampled
scan in the same way as in the in vivo tests. Velocity patterns are also compared.
7.2 Methods
7.2.1 The carotid phantom
Figure (7.1) shows the phantom (Shelley Medical Imaging Technologies, London, On-
tario, Canada). The tubes inside the phantom were shaped similar to a realistic carotid
bifurcation. In the carotid bulb region the phantom had an axisymmetric 30% diam-
eter (50% area) stenosis. The fluid (Shelley) flowing through the phantom during the
scans was a green liquid mimicking the fluid dynamic properties of real blood. The
T1/T2 of the mimicking fluid was 1300/185 ms at 1.5 Tesla, the density of the fluid was
1030 kg/m3, and the viscosity of the fluid was 0.0041 Pa ·s. The inlet and outlets of the
phantom were connected to an MRI-compatible flow pump (Shelley) to form a closed
loop. The pump driving the flow could be programmed to produce different types of
input flow waveforms to the phantom, such as constant flow or pusatile carotid flow.
The driving flow waveform (provided with the pump) used in the tests is displayed in
Figure (7.2). At the start of each cycle of the waveform the pump could send out a
TTL pulse through its TTL port. These pulses could be recorded for gating purposes.
This setup was similar to an in vivo scan. The phantom took the place of the carotid
arteries of a volunteer. The flow inside the phantom had similar waveforms to those
of real blood flow. The pulses from the pump signalled the starts of the cycles of the
flow in the same way as the pulses from an oximeter provided the timing information
of in vivo cardiac cycles. For convenience, the cycles of the pusatile flow driven by the
pump are also referred to as cardiac cycles. The length of the simulated cardiac cycle
was 1.12 s.
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Figure 7.1: The carotid phantom.















Figure 7.2: The driving flow waveform from the pump.
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7.2.2 The scanning protocol
Five scans were included in the scanning protocol. The first (scan #1) was a 2D TOF
scan of 28 slices serving as a localizer for later scans. The following four scans were all
retrospectively gated and used the same settings except the applied sampling patterns.
The second scan (scan #2) was fully sampled, followed by three undersampled scans
(scan #3, #4 and #5). The signals were undersampled in three dimensions of k-t space
in all three undersampled scans. The sampling ratios of scan #3, #4 and #5 were 13%,
17%, and 25%, respectively.
Since the phantom did not move and the dynamic changes of the signals from the
phantom were stable over a long period of time, the total scan time was allowed to
be much longer than in the in vivo tests. The scan matrix was set to 192× 192× 32
in the three spatial dimensions and 24 in the temporal dimension. TR was 13 ms.
Flow encoding was applied in all three spatial directions so each sample prescribed
in the sampling patterns was sampled four times, including the acquisition without
flow encoding. The scan time for the fully sampled scan was about two hours and
seven minutes. The total scan time of the four gated scans was about three hours and
seventeen minutes. The sampling ratios and the scan time of the scans are listed in
Table (7.1).
scan sequence number of dimensions sampling ratio scan time (min)
undersampled
#1 2D TOF 2
#2 3D PC 100% 128
#3 3D PC 3 13% 16
#4 3D PC 3 17% 21
#5 3D PC 3 25% 32
Table 7.1: The scanning protocol
It would be desirable to include scans undersampled in two dimensions of k-t space
for comparisons with the scans undersampled in three dimensions. The total scan time
would be about four and a half hours with these scans. This was not implemented
because booking such a long time slot on the scanner was difficult.
Five different sampling patterns in two dimensions were used as elements to build
the four sampling patterns in three dimensions for the four gated scans (scan #2, #3, #4
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and #5). The sampling patterns in two dimensions used for individual slice encoding
steps are shown in Figure (7.3). The sampling ratios of these sampling patterns were
100%, 33%, 25%, 17% and 4%. The sampling pattern with a sampling ratio of 100%
was used for all slice encoding steps of the fully sampled scan. The other three scans
(scan #3, #4 and #5) undersampled the k-t space in three dimensions by changing
sampling patterns for different slice encoding steps. Each sampling pattern in three
dimensions consisted of three sampling patterns in two dimensions. The distributions
of samples along the two phase encoding dimensions for the three undersampled scans
(scan #3, #4 and #5) are displayed in Figure (7.4).
7.2.3 Other scan parameters
The phantom was placed to make the three tubes at the same anterior/posterior or
horizontal level. The tube corresponding to the CCA (tube CCA) was parallel to the
superior/inferior axis, in the inferior end. The two tubes corresponding to the ICA and
ECA (tube ICA and tube ECA) were in the superior end, with the tube ICA on patient
left. The waveform of the input flow from the pump has been shown in Figure (7.2).
The peak flow rate was 23.6 ml/s, the temporal mean flow rate was 7.234 ml/s, and
the period of the flow was 1196 ms. A fluid bag filled with 0.9% sodium chloride
solution was placed under the phantom to load the coils. Frequency encoding was
in the anterior/posterior direction. A 4-element phased-array carotid surface coil was
used for receiving signal. All the channels of the coil were used in the scans.
For the 2D TOF scan, the FOV was 9 cm and the in-plane resolution was 192×192.
Although the FOV and the in-plane resolution of this scan were the same as those of
other scans, the left/right and anterior/posterior position of the FOV was different from
other scans. 28 slices were scanned and slice thickness was 2 mm. Spacing between
slices was also set to 2 mm so the 28 slices covered 56 mm along the superior/inferior
direction. The TE was 4.2 ms, the TR was 21 ms, and the Flip Angle was 50◦.
For the fully sampled scan and the undersampled scans, the FOV was 9 cm and
voxel size was 0.47× 0.47 mm2. 28 slices were prescribed and the slice thickness
was 2.0 mm. In acquisition 32 slice encoding steps were executed during each scan
under this setting and images of 32 slices could be reconstructed from the signal. The
images of the outmost four slices, two at each end, had to be discarded because of the
imperfect slab excitation profile. Images of additional four slices in the superior end
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Figure 7.3: The sampling patterns in two dimensions used for individual slice encoding
steps. Each black dot in the sampling patterns represents a k-space line.
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Figure 7.4: The distributions of samples along the two phase encoding dimensions for
the three scans undersampled in three dimensions of k-t space.
were also discarded because these slices were in the region where the low sensitivities
of the coils resulted in low SNR. The scan matrix was only larger in the slice encoding
dimension than the matrix used in the in vivo tests. If the matrix had also been enlarged
in other dimensions the total scan time would be too long. Another limit was the size of
the collected data. Each 3D PC scan produced a single raw signal file, and the software
on the scanner did not allow any file larger than two Gigabyte. At the full temporal
resolution, 24 samples were collected from each k-space position and 24 time frames
could be reconstructed for each slice in each scan. Flow encoding was applied in all
three directions so in each scan for each slice the reconstruction results consisted of
four sets of 24 time frames, each of a different type of flow encoding. The VENC
was 100cm/s, the TR was 13 ms, the TE was 4.0 ms under the setting of the TR, the
acquisition bandwidth was 31.25 kHz, and the Flip Angle was 30◦. In the 3D PC
sequence raw signals were set to be saved to files directly without any post-processing
to allow offline reconstruction.
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7.2.4 Reconstruction
For the 2D TOF scan the image reconstruction was completed immediately after the
scan with the standard software installed on the scanner. The images were used to set
the position of the FOV of the following scans. These images were also saved to files
in DICOM format.
For the four gated scans, timing of each sample was reconstructed from the gat-
ing records. The k-space position of each sample was determined according to the
sampling patterns. Gridding was applied to the raw signals at each k-space position
separately to get the signals in k-t space for 24 phases of the cardiac cycle. The output
from the gridding operations had six dimensions, including the three spatial dimen-
sions, the temporal dimension, the flow encoding dimension and the coil dimension.
A 3D inverse Fourier transform was applied to the three spatial dimensions to convert
the signals into images.
7.2.5 Methods for comparisons between scans
The intensity and velocity differences between the undersampled scans and the fully
sampled scan were compared in a similar way as in Chapter 6. When the Dv was
compared in different regions or different periods, only the velocities in the supe-
rior/inferior direction were compared. When the Dv was compared in different di-
rections of the flow, it was averaged in the core ROI and over all cardiac phases. Com-
parisons in two selected slices were presented. The differences were also averaged
over all slices for comparisons.
In the comparisons of the velocity waveforms of single pixels and the flow rate
waveforms of the tubes in the selected slices, only the velocities in the superior/inferior
direction were used.
In order to compare velocity field measured in each scan, two midline planes, one
axial and one coronal, were selected and the velocity vectors of all the voxels with flow
in the selected plane were presented. The positions of the planes are shown in Figure
(7.5).
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Figure 7.5: The positions of the midline coronal plane (left) and the axial plane (right)
used to evaluate the velocity patterns.
7.2.6 Segmentation
The placement of the flow ROI required distinguishing the voxels with flow from those
without. This can be achieved by inspecting the phase difference waveforms of single
voxels measured from the fully sampled scan. The phase difference waveforms were
obtained by calculating the complex phase differences between the images from the
data without flow encoding and the data with flow encoding in the superior/inferior
direction. In the images the tubes were always surrounded by empty background. The
voxels without flow produced phase difference waveforms changing randomly over the
cardiac cycle. The waveforms from the voxels with flow were generally smoother. Fig-
ure (7.6) shows examples of waveforms from both types of voxels. The segmentation
was carried out manually.
7.3 Results
7.3.1 Slice positions
Figure (7.7) shows the positions of the 24 slices where images where used in the com-
parisons. The 3D structure of the tubes was obtained from the 28 images collected in
the 2D TOF scan. Most comparisons will focus on one slice below the bifurcation and
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Figure 7.6: Examples of phase difference waveforms of a voxel inside the tube (left)
and a voxel in empty background (right).
one slice crossing the carotid bulb. The two slices were referred to as the slice BB and
the slice AB.
7.3.2 Coil selection
Figure (7.8) shows images of the slice BB and the slice AB from all coils. The images
were the temporal averages of the images without flow encoding from the fully sam-
pled scan. Coil #1 was selected for the comparisons between scans because the SNR
of the images from this coil was higher than those from other coils.
7.3.3 The regions of interest
Figure (7.9) shows the positions of the selected ROIs of the slice BB and the slice AB.
In other slices the ROIs were placed in a similar way. In all the slices the static ROIs
were at the same position.
7.3.4 The intensity difference images
Figure (7.10) shows the intensity difference images of the slice BB and the slice AB
from the three undersampled scans. The images were obtained by calculating the ab-
solute values of the intensity differences between the images from the fully sampled
scan and the images from the undersampled scan. The images from the fully sampled
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Figure 7.7: The positions of the 24 slices where images were used in the comparisons.
The slice BB and the slice AB are highlighted.
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coil # 1 coil # 2 coil # 3 coil # 4
Figure 7.8: The images of the slice BB and the slice AB from all coils. The images
were the temporal averages of the images without flow encoding from the fully sam-
pled scan.
scan are also displayed. All the images correspond to the peak flow moment. Flow
encoding was applied in the superior/inferior direction.
In the slice BB the intensity differences were slightly larger in the tube than the
background noise outside the tube. In the slice AB near the walls of the tubes the
intensity differences were apparently larger than the background noise. The images
from the undersampled scans were similar to each other regarding the locations of high
intensity differences. This suggests the intensity differences caused by undersampling
from different undersampled scans were close to the same level.
7.3.5 Intensity differences in different regions
Figure (7.11) shows the intensity differences in different ROIs in the slice BB. Figure
(7.12) and Figure (7.13) show the same type of results from the slice AB and results
averaged over all slices.
The results from both selected slices and the results averaged over all slices show
the values of Di in the same region from different scans were close to each other. This
suggests the intensities were not sensitive to the changes of the undersampling patterns
or the changes of the sampling ratio.
In the slice BB, the values of Di increased as the ROIs included less area. This
223

























Figure 7.9: The positions of the static ROI, the large ROI, the flow ROI and the core
ROI in the slice BB and the slice AB.
224
























Figure 7.10: The intensity difference images at the peak flow moment without flow
encoding from all undersampled scans with regard to the fully sampled scan.
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Figure 7.11: The normalized intensity differences in different ROIs in the slice BB.






















Figure 7.12: The normalized intensity differences in different ROIs in the slice AB.
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Figure 7.13: The normalized intensity differences in different ROIs averaged over all
slices.
indicates in the slice BB the intensity differences were larger in the core ROI than
in other ROIs. In the results from the slice AB and results averaged over all slices,
the flow ROI gave the largest intensity differences. This suggests for most slices the
intensity differences were larger in the regions inside the tube and close to the wall
than in other regions.
In different slices, the values of Di from the large ROI and the flow ROI did not
change much. For the core ROI, the results averaged in all slices suggest in most slices
the intensity differences were close to those in the slice AB.
7.3.6 Intensity differences in different periods
Figure (7.14) shows the intensity differences over different periods of the cardiac cycle
in the slice BB. Figure (7.15) and Figure (7.16) show the same type of results from the
slice AB and results averaged over all slices.
In all results the values of Di of the systolic period were larger than those of the
diastolic period. In the slice AB the values of Di of the systolic period were about
twice as large as those of the diastolic period. In the results from the slice BB and
the results averaged over all slices the differences between the two periods were not as
large as in the slice AB. This suggests in the slice AB where the flow pattern was more
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Figure 7.14: The normalized intensity differences over different periods of the cardiac
cycle in the slice BB.




















Figure 7.15: The normalized intensity differences over different periods of the cardiac
cycle in the slice AB.
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Figure 7.16: The normalized intensity differences over different periods of the cardiac
cycle averaged over all slices.
complex the undersampling may cause more intensity errors in the systolic period than
in the diastolic period.
7.3.7 Velocity differences in different regions
Figure (7.17) shows the velocity differences in the flow ROI and the core ROI in the
slice BB. Figure (7.18) and Figure (7.19) show the same type of results from the slice
AB and results averaged over all slices.
Overall the values of Dv were small compared to the peak velocity of 100 cm/s.
In the same region, the values of Dv from any two of the undersampled scans were
close to each other, slightly smaller (less than or close to 1 cm/s) as the sampling rate
increased. This suggests the averaged velocity errors did not change much with the
sampling ratio in these scans. The results averaged in all slices indicate the averaged
velocity errors were about 5 cm/s.
In all results the values of Dv of the flow ROI were larger than those of the core
ROI. This suggests velocity measurements were less accurate near the walls than those
in the central regions.
In the slice BB the values of Dv were much smaller than those in the slice AB. In
the slice AB the differences between the results of the two ROIs were also larger than
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Figure 7.17: The velocity differences in the flow ROI and the core ROI in the slice BB.




















Figure 7.18: The velocity differences in the flow ROI and the core ROI in the slice AB.
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Figure 7.19: The velocity differences in the flow ROI and the core ROI averaged over
all slices.
those in the slice BB. This suggests in the slice AB where the flow pattern was more
complex the undersampling may cause more velocity errors and the errors were mainly
in the regions near the walls.
7.3.8 Velocity differences in different periods
Figure (7.20) shows the velocity differences over different periods of the cardiac cycle
in the slice BB. Figure (7.21) and Figure (7.22) show the same type of results from the
slice AB and results averaged over all slices.
In all results the values of Dv of the systolic period were close or larger than those
of the diastolic period. The differences between the results of the two periods were
not large. This suggests the velocity measurements near the peak flow moment were
slightly less accurate than those in other phases of the cardiac cycle.
7.3.9 Velocity differences in different directions of the flow
Figure (7.23) shows the velocity differences in three directions of the flow in the slice
BB. Figure (7.24) and Figure (7.25) show the same type of results from the slice AB
and results averaged over all slices.
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Figure 7.20: The velocity differences over different periods of the cardiac cycle in the
slice BB.




















Figure 7.21: The velocity differences over different periods of the cardiac cycle in the
slice AB.
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Figure 7.22: The velocity differences over different periods of the cardiac cycle aver-
aged over all slices.





















Figure 7.23: The velocity differences in three directions of the flow in the slice BB.
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Figure 7.24: The velocity differences in three directions of the flow in the slice AB.





















Figure 7.25: The velocity differences in three directions of the flow averaged over all
slices.
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In all the results the values of Dv in the anterior/posterior direction were smaller
than those in other directions. The results averaged over all slices show the values of
Dv in different directions were close to each other. This suggests the velocity errors
were at the same level in all three directions.
7.3.10 Velocity waveforms of single voxels
Figure (7.26) shows the velocity waveforms of a selected voxel from the fully sampled
scan and all the undersampled scans. Figure (7.27), Figure (7.28) and Figure (7.29)
show the same type of results of other selected voxels.
Overall the waveforms from the undersampled scans were close to those from the
fully sampled scan. For the voxels #1, #2 and #3, the differences between the wave-
forms were smaller than those for the voxel #4. For voxel #4, the waveform from scan
#5 was closer to the waveform from the fully sampled scan than those from scan #3
and #4. This suggests in the regions near the wall scans with a higher sampling ratio
may give more accurate measurements and in the central area this improvement is not
apparent.
7.3.11 Velocity patterns in the midline coronal and axial planes
Figure (7.30) shows the velocity patterns at the peak flow moment of the midline coro-
nal plane. Figure (7.31) shows the patterns of the axial plane. Velocity vectors of all
the voxels in the flow ROI in the planes are displayed. The differences between the
patterns from the undersampled scans and the pattern from the fully sampled scan are
also displayed. The positions of the planes have been shown in Figure (7.5).
In the midline coronal plane, the velocity patterns from the undersampled scans
were similar to the pattern from the fully sampled scan. At several positions near
the walls of the tubes there were velocity vectors apparently not consistent with the
flow. This might be caused by partial volume effect or the low SNR near the walls.
In the patterns of the velocity differences between the undersampled scans and the
fully sampled scan, most positions with large differences were near the walls or in the
region corresponding to the carotid bulb where the flow was complex or turbulent. The
differences between the pattern from scan #3 and the pattern from #2 were apparently
larger than the differences between the pattern from scan #4 or #5 and the pattern
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Figure 7.26: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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Figure 7.27: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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Figure 7.28: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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Figure 7.29: The velocity waveforms of a selected voxel from the fully sampled scan
and all the undersampled scans. The position of the voxel is displayed in the bottom
image.
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scan #3 − scan #2
scan #4 − scan #2
scan #5 − scan #2
Figure 7.30: The velocity patterns at the peak flow moment of the midline coronal
plane. The vectors represents the projection of the 3D velocity vectors in the coronal
plane. The differences between the patterns from the undersampled scans and the
pattern from the fully sampled scan are displayed on the right.
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scan #3 − scan #2
scan #4 − scan #2
scan #5 − scan #2
Figure 7.31: The velocity patterns at the peak flow moment of the axial plane. The
vectors represents the projection of the 3D velocity vectors in the axial plane. The
differences between the patterns from the undersampled scans and the pattern from the
fully sampled scan are displayed on the right.
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from #2. This suggests the measurements of the velocity field are more accurate at a
sampling ratio higher than 13%.
In the axial plane the velocity patterns from different scans were close to each other.
The patterns of the velocity differences were also similar to each other. This indicates
the accuracy of the measurements of the velocities in the axial plane did not change
much with the sampling ratio. It might also be possible the patterns of differences were
similar because the differences were all large when the flow in the axial plane was slow
and complex.
7.3.12 Flow rates of different tubes
Figure (7.32) shows the flow rates of the tube CCA from the fully sampled scan and all
the undersampled scans. Figure (7.33) and Figure (7.34) show the same type of results
of the tubes ICA and ECA. The flow rates were calculated in the slice BB and the slice
AB.
For the tube CCA, the flow rate waveforms from the undersampled scans were
almost the same as the waveform from the fully sampled scan. For the tubes ICA and
ECA, the waveforms from the undersampled scans were closer to the waveforms from
the fully sampled scan when the sampling ratio was larger. For the tube ECA, the
waveform from scan #3 was smoother than those from other scans. This may suggest
the sampling ratio of 13% is too low for the signal.
7.4 Discussion
With 32 slices scanned and the velocities measured in three directions, the scans were
longer than those in Chapter 6. At the sampling ratio of 25%, the scan time was
reduced to 32 minutes, but it was still too long for human subjects. Unless the results
obtained at lower sampling ratios can be proved accurate, velocity measurements with
the same scan setting as that selected for the phantom test are not fast enough for
clinical applications.
In the phantom test the order of the scans in the scanning protocol was different
from those in the in vivo tests in Chapter 5 and Chapter 6. The scans at lower sam-
pling ratios were placed closer to the fully sampled scan. Since the phantom could not
move, only the undersampling errors and the scan-to-scan differences were the major
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Figure 7.32: The flow rates of tube CCA from the fully sampled scan and all the
undersampled scans.
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Figure 7.33: The flow rates of tube ICA from the fully sampled scan and all the under-
sampled scans.
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Figure 7.34: The flow rates of tube ECA from the fully sampled scan and all the
undersampled scans.
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contributors to the differences observed in the comparisons between scans. As dis-
cussed previously in Chapter 6, the results from the scans closer to the fully sampled
scan were likely to contain smaller scan-to-scan differences. With this scan order, if
the results obtained at lower sampling ratios showed larger differences from the full
sampled results than those at higher sampling ratios, the corresponding undersampling
errors should also be larger because the scan-to-scan differences were most likely to
be smaller. This would make it easier to evaluate the undersampling errors at low
sampling ratios.
The comparisons of intensity and velocity differences showed that the differences
were not sensitive to changes in the sampling ratio. When averaged over all slices, the
intensity differences obtained at different sampling ratios were almost identical to each
other; the differences between the velocity differences in the same region at different
sampling ratios were smaller than 0.5 cm/s.. This seems to suggest the measurements
obtained at the sampling ratio of 13% were as accurate as those at the sampling ratio
of 25%. However, the comparisons of the velocity patterns in the midline coronal
plane showed that the results obtained at the sampling ratio of 13% were less accurate.
This suggests in the phantom test the results averaged over all slices were not the best
measures of undersampling errors. One of the reasons might be that large velocity
differences were limited in small regions near the tube wall and in the bulb of the
tube ICA, as shown in the comparisons of the velocity patterns in the midline coronal
plane. Another reason could be that large velocity differences were limited in a short
period close to the peak flow moment. As shown in the comparisons of the velocity
differences over different periods, in the slice AB, the differences between the velocity
differences at the same sampling ratio in different periods were around 2 cm/s, larger
than those in the slice BB, which were smaller than 0.5 cm/s. The comparisons of the
velocity differences in different regions showed a similar pattern. If it is necessary to
select an optimal sampling ratio, the results of the comparisons of the velocity patterns
should be used as the principal criteria. As to the phantom test presented in this chapter,
according to the comparisons of velocity patterns and the comparisons of flow rate
waveforms, the optimal sampling ratio should not be lower than 17%. In future work,
the velocity differences can be averaged in a more localized region and over a shorter
period for better assessments of undersampling errors.
Most comparisons showed that the results obtained in the phantom test were more
accurate than those of the in vivo test in Chapter 6, especially in the comparisons of
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velocity waveforms of single voxels and the comparisons of flow rate waveforms. In
the in vivo test the sampling ratio of 17% was regarded too low, but in the phantom test
at the same ratio the results were acceptable. It is possible that the absence of subject
displacements and the relatively simple spatial structure of the phantom contributed to
the good performance of the undersampled scans in the phantom test. It is more likely
that the larger scan matrix selected in the phantom test led to more signal redundancy,
which allows further undersampling. In future work, the effects of subject displace-
ments can be studied by using phantoms able to simulate subject movements during
scans; realistic phantoms with complex spatial structures can be used to test the effects
of the changes in structure complexity; the phantom can be scanned with different scan
matrices to investigate the correlation with undersampling performance.
The comparisons of velocity differences in different directions of the flow showed
that the velocity differences of the velocities in the axial plane were close to those
of the velocities in the superior/inferior direction. As shown in the velocity patterns,
the velocities in the superior/inferior direction could be more than 100 cm/s at the
peak flow moment; those in the left/right direction were less than 50 cm/s; in the
anterior/posterior direction, the flow was much slower. The small differences between
the velocity differences and the large differences between the scales of the velocities
in different directions of the flow may suggest that in average the measurements were
similarly accurate in all directions. It may also suggest that in the axial plane the
undersampling errors in velocity were relatively large compared with the scales of
the velocities. As shown in the velocity patterns in the axial plane, in the tube ICA
the differences between the velocities obtained from the undersampled scan and those
from the fully sampled scan were large, especially in the regions where the flow were
complex. The measurements were not accurate enough for the reconstruction of the
3D velocity field, even at the highest sampling ratio. It should be noted that due to
the turbulent and complex nature of the flow the measurements obtained in the fully
sampled scan might also be inaccurate in some regions in the bulb of the tube ICA. It
is difficult to evaluate the undersampling performance in these regions.
In summary, the velocity differences averaged over all slices did not change much
with the sampling ratio. They were close to 5 cm/s. In the slice BB, the velocity
differences were very small, about 2 or 3 cm/s. In the slice AB, they were larger,
between 4 and 8 cm/s. The velocity measurements were less accurate near the edge
of the lumen than in the central region of the tube, and the velocity differences were
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always larger when the flow was faster. The velocity differences of the velocities in the
axial plane were smaller than those in the superior/inferior direction, but they were at
a similar level. The comparisons of the velocity waveforms of single voxels in the tube
CCA suggest the results had good temporal resolution. Only those results of the voxel
close to the edge of the lumen obtained at the sampling ratios of 13% and 17% showed
slightly larger differences from the fully sampled results. The velocity patterns suggest
most large velocity differences were at the positions close to the wall of the tube ICA
and tube ECA or in the regions where the flow was slow and complex. At the sampling
ratio of 13%, the differences between the undersampled pattern and the fully sampled
pattern were apparently larger than those obtained at other sampling ratios. This may
suggest the sampling ratio of 13% was too low. Most flow rate waveforms were close
to the fully sampled results. Only in the tube ECA at the sampling ratio of 13% the
flow rate waveform was apparently smoother. Slightly larger differences in flow rate





The aim of this work was to implement and evaluate two undersampling methods, the
k-t BLAST and the ktVD method (Chapter 3), for time-resolved MR velocity measure-
ment of carotid blood flow in order to reduce scan time for such scans. In this chapter
the results obtained in the preceding chapters are summarized. General conclusions
are drawn from these results and suggestions of future work are made.
8.2 Simulations of undersampling in two dimensions of
k-t space
The two methods were first tested in numerical simulations in Chapter 4. Realistic data
sets collected in a fully sampled 2D time-resolved scan were used as source data sets
for simulated undersampling. Two dimensions of k-t space were undersampled. Dif-
ferent settings of the control parameters of each undersampling method were tested.
The differences between the reconstruction results obtained from the undersampled
data and the source data sets were used to evaluate undersampling errors. Optimal
settings of the control parameters were selected accordingly. Nine sets of simulation
results corresponding to nine different sampling patterns of three sampling ratios were
compared under the selected setting of the control parameters. The sampling ratios
were 50%, 33% and 25%. At each sampling ratio, one k-t BLAST sampling pattern
249
Chapter 8. Conclusions
and two ktVD sampling patterns were tested. The results obtained with different un-
dersampling methods and different sampling patterns were compared with those from
the source data sets.
As presented in the simulation results, at the sampling ratio of 50% the intensity
and velocity errors from both methods were small. The normalized intensity differ-
ences were less than or close to 5%, and the velocity differences were less than 2.5
cm/s. At lower sampling ratios the intensity errors obtained with the ktVD method be-
came larger, and the velocity differences obtained with the k-t BLAST method became
larger, between 5 and 5.5 cm/s at the sampling ratio of 25%. The intensity results were
slightly less accurate in the lumen than outside, and the velocity errors were larger
when the blood flow was more dynamic. In general the results were more accurate at
higher sampling ratios. At the sampling ratios of 33% and 25%, the velocity differ-
ences obtained with the ktVD method, about 3 cm/s, were very close to those obtained
with the k-t BLAST method at the sampling ratio of 33%.
For the k-t BLAST method, a smaller value of the noise regularization weight or a
lower noise level led to better results, and the undersampling errors were not sensitive
to the changes of the number of training k-space lines. For the ktVD method, the
results did not change much with the changes of the noise level or the sampling density
variation of the sampling pattern at the same sampling ratio.
The intensity results from the k-t BLAST simulations were close to or slightly
better than those from the ktVD simulations. At high sampling ratios the velocity and
flow rate results from the k-t BLAST simulations were similar to those from the ktVD
simulations. At the sampling ratio of 25% the ktVD method produced velocity and
flow rate results more accurate than those obtained with the k-t BLAST method.
8.3 In vivo test of undersampling in two dimensions of
k-t space
The sampling patterns tested in the simulations in Chapter 4 were applied in vivo in
Chapter 5. Nine undersampled 2D scans were carried out immediately after a fully
sampled scan. All these scans were retrospectively gated, and the same scan setting
except the sampling patterns was used for all of them. The results obtained with differ-
ent undersampling methods and different sampling patterns were compared with those
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from the fully sampled scan.
All comparisons between scans were subject to possible influence of scan-to-scan
differences and the velocity results could be inaccurate when there were large intensity
differences between the undersampled and the fully sampled results.
The k-t BLAST scans produced good intensity images but the velocity results be-
came less accurate as the sampling ratio decreased. At the sampling ratio of 25%
serious temporal resolution loss in velocity was observed and for some voxels it was
also seen at the sampling ratio of 33%.
The intensity images of the slice AB from the ktVD scans showed large differences
from those fully sampled, especially in the regions near arterial wall. Most velocity re-
sults were close to those fully sampled although some velocities were underestimated.
Velocity differences between the measurements from the ktVD scans and those from
the fully sampled scans were less than or close to 5 cm/s. The velocity results from
the ktVD scans did not change much with the sampling ratio or with the sampling
density variation in k-t space. Velocity waveforms from some voxels showed better
results when more samples were collected in central k-t space and the sampling ratio
remained unchanged.
At the same sampling ratio the ktVD scans generally produced better velocity re-
sults than the k-t BLAST scans. Velocities measured for the voxel close to arterial wall
from all the undersampled scans showed large differences from the measurements from
the fully sampled scans.
8.4 In vivo test of undersampling in three dimensions
of k-t space
In 3D scans k-t space can be undersampled in either two or three dimensions. In
Chapter 6 six undersampling patterns of the ktVD method at three sampling ratios
were tested in vivo in 3D scans. The sampling ratios were 33%, 25% and 17%. At each
sampling ratio k-t space was undersampled in two dimensions in one sampling pattern
and undersampled in three dimensions in the other sampling pattern. The results from
the scans undersampled in different number of dimensions of k-t space and at different
sampling ratios were compared with those from a fully sampled scan.
The minimum scan time of the 3D scans was much longer than that of the 2D
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scans. As a result the test of 3D scans was much longer than those of 2D scans. This
limited the scan resolution and the number of scans in the test. During the long test
the subject might have involuntary small movements and this could lead to differences
in comparisons caused by subject displacement. Scan-to-scan differences could also
affect comparison results.
Large intensity differences and velocity differences were often observed together in
the results from the same scan. It is likely that the velocity differences were associated
with velocity errors caused by intensity errors..
If undersampling errors contributed to most of the differences observed in the com-
parisons, undersampling in an extra dimension of k-t space improved accuracy of mea-
surements in both intensity and velocity at the undersampling ratio of 33%, and it
caused more errors at the undersampling ratios of 25% and 17%. If most of the differ-
ences observed in the comparisons were caused by subject movements or scan-to-scan
differences, they are not suited for the evaluation of undersampling performance.
The differences between the fully sampled and the undersampled scans increased
as the sampling ratio decreased. At the sampling ratio of 33%, the velocity differences
averaged over all slices were between 4 and 6 cm/s; at the sampling ratio of 25%, they
were between 5 and 8 cm/s; at the sampling ratio of 17%, they were between 6 and 10
cm/s.
At the sampling ratios of 25% and 17%, the differences between the velocity wave-
forms of single voxels from the undersampled scans and those from the fully sampled
scan were larger for the voxels near the LCCA wall. Flow rate underestimation in the
LICA was also more serious at these sampling ratios.
8.5 In vitro test of undersampling in three dimensions
of k-t space
In order to test undersampling in three dimensions in high resolution 3D scans and
measure velocity in three dimensions, a flow phantom was scanned with different sam-
pling patterns of the ktVD method in Chapter 7. Three different undersampling pat-
terns were tested. The sampling ratios were 13%, 17% and 25%. The results from the
undersampled scans were compared with those from a fully sampled scan.
The normalized intensity differences averaged over all slices did not change much
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with the sampling ratio. They were between 5% and 7%. The velocity differences
averaged over all slices were close to 5 cm/s. They were not sensitive to the changes of
the sampling pattern. In the slice BB, the velocity differences were very small, about
2 or 3 cm/s. In the slice AB, they were larger, between 4 and 8 cm/s.
The comparisons of velocity differences in different regions suggest measured ve-
locities were less accurate near the edge of the lumen than in the central region of the
tube. When they were averaged over all slices, the differences between the velocity
differences averaged in the flow ROI and those averaged in the core ROI were about
2 cm/s. The velocity differences were always larger when the flow was faster. When
they were averaged over all slices, the differences between the velocity differences av-
eraged in the systolic period and those averaged in the diastolic period were not large,
less than 1 cm/s. The comparisons of velocity differences in different directions of
the flow suggest the velocity differences were larger in the direction along which the
flow was faster. For the relatively slow anterior/posterior flow, the velocity differences
could be close to those of the fast superior/inferior flow.
The comparisons of the velocity waveforms of single voxels in the tube CCA sug-
gest the results had good temporal resolution. Only those results of the voxel close to
the edge of the lumen obtained at the sampling ratios of 13% and 17% showed slightly
larger differences from the fully sampled results.
The velocity patterns suggest most large velocity differences were at the positions
close to the wall of the tube ICA and tube ECA or in the regions where the flow
was slow and complex. At the sampling ratio of 13%, the differences between the
undersampled pattern and the fully sampled pattern were apparently larger than those
obtained at other sampling ratios. This may suggest the sampling ratio of 13% was too
low.
Most flow rate waveforms were close to the fully sampled results. Only in the tube
ECA at the sampling ratio of 13% the flow rate waveform was apparently smoother.
Slightly larger differences in flow rate were often observed close to the flow peak.
8.6 Conclusions
The results obtained in this work have demonstrated that the k-t BLAST method and
the proposed ktVD method could be applied on a clinical scanner to make in vivo
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time-resolved MR velocity measurement in carotid arteries two or three times faster
while retaining an accuracy in velocity within 10 cm/s and an in-plane resolution of
0.625 mm. The results also demonstrated that the performance of the undersampling
methods was affected by many factors, such as the degree of signal redundancy or the
noise level. In undersampling simulations with fully sampled 2D data, the observed
averaged velocity differences between the undersampled and fully sampled results at
the sampling ratio of 25% were about 5 cm/s for the k-t BLAST method, and 3 cm/s for
the ktVD method. For in vivo 2D retrospectively gated carotid velocity measurement
using the k-t BLAST method, the observed averaged velocity differences were about
5 cm/s at the sampling ratio of 33%, and 8 cm/s at the sampling ratio of 25%. For
the ktVD method, the observed averaged velocity differences were about 5 cm/s at the
sampling ratio of 33% or 25%. At the same sampling ratio the velocity results obtained
with the ktVD method were close to or more accurate than those obtained with the k-t
BLAST method, and the image reconstruction using the ktVD method was much faster
than that of the k-t BLAST method. Flow rate waveforms and velocity waveforms of
individual voxels showed at the sampling ratio of 25% there were losses of temporal
resolution in k-t BLAST results. In 3D in vivo experiments, three dimensions of k-
t space were undersampled with the ktVD method and at the sampling ratio of 17%
the observed averaged velocity differences were about 8 cm/s. In high-resolution 3D
phantom experiments, the observed averaged velocity differences obtained with the
ktVD method were about 5 cm/s at the sampling ratio of 13%, and the velocity patterns
showed large velocity differences close to vessel wall within the carotid bulb.
8.7 Future work
As discussed previously, a lot more experiments need to be carried out to test the
reproducibility and accuracy of the results presented in this work. More volunteers
need to be scanned to make statistical comparisons between different undersampling
methods. The signal structures need to be studied with statistical nonlinear models.
The effects of scan parameters also need to be investigated.
In this study all ktVD reconstructions used linear temporal interpolations. Recov-
ering skipped signal in k-t space is a general inverse problem and many other methods
can be used. For example, the k-t BLAST reconstruction method can be applied to the
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data acquired with a ktVD sampling pattern, and the ktVD reconstruction method can
also be used for the data from a k-t BLAST scan. Advanced methods, such as com-
pressed sensing [219, 220, 221, 222], may be applied to improve the reconstruction of
the data from an undersampled scan.
A promising method for further scan acceleration is to use coil sensitivity informa-
tion in reconstruction. This provides an extra dimension of the data for undersampling
in addition to those of k-t space. In this work the reconstruction methods were applied
to each coil separately. The comparisons used the data from only one selected coil. If
the spatial map of the sensitivity of the coils is available, the data from all coils can be
used together in reconstruction. This is similar to the situation where a higher sampling
ratio is applied. The extra data can either be used to improve signal quality or reduce
scan time. It would be even better if a method can work without the prior knowledge of
the sensitivity map. In reconstruction the coil sensitivity information may be derived
from the undersampled data.
The ktVD method proposed in this study may also be applied to other time-resolved
applications such as cardiac or functional studies. The performance of the method in





function result = tmpgrid(n_in,n_out,t_in,sample)
% Temporal gridding by linear interpolation ...
% of two nearest neighbours
%
% presented in Matlab syntax
% exception handling omitted
% [input]: n_in, number of samples over the cardiac cycle
% [input]: n_out, number of values to be interpolated ...
% over the cardiac cycle
% [input]: t_in[n_in], temporal positions of the samples ...
% in the cardiac cycle
% values in (0,1]
% [input]: sample[n_in], samples
% timing corresponding to t_in[n_in]
% [output]: result[n_out], gridding results
% timing corresponding to: 1/n_out, 2/n_out,...,1
% only one sample, copy the value to all entries of result[n_in]
if n_in == 1
result = sample * ones(n_out,1);
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end
% more than one sample, interpolate from two nearest neighbours
if n_in > 2
% temporal positions of the gridding points
t_out = (1:1:n_out) / n_out;
% loop for all the grid points
for tt = 1:n_out
t_grid = t_out(tt);
% find the two nearest neighbours of t_grid ...
% in t_in[n_in], t_a and t_b;




t_ba = t_b - t_a;
% if t_a is very close t_b, copy the average to result(tt)
if t_ba <= 0.001
result(tt) = (sample(idx_a) + sample(idx_b))/2;
end
% otherwise, linear interpolation
if t_ba > 0.001
result(tt) = sample(idx_a) * (t_b - t_grid)/t_ba ...




A.2 k-t BLAST reconstruction
function result = reconktb(nt,nk,ns,tlog,klog,...
sample,sample_tr,sigma,w_regu)
% k-t BLAST reconstruction
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%
% 2D k-t data at a single frequency encoding position is processed
% presented in Matlab syntax
% exception handling omitted
% [input]: nt, full resolution in t
% [input]: nk, full resolution in k
% [input]: ns, number of samples collected, ns <= nk*nt
% [input]: tlog[ns], timing record of the samples
% values in (0,1]
% [input]: klog[ns], sampling pattern
% list of k positions in acquisition order
% values in 1,2,...,nk
% [input]: sample[ns], samples in k-t space
% in k corresponding to klog(ns)
% in t corresponding to tlog(ns)
% [input]: sample_tr[nk,nt], training data in k-t space
% filtered and gridded
% in t corresponding to 1/nt, 2/nt,...,1
% [input]: sigma, scalar, noise covariance
% [input]: w_regu, scalar, weight for noise regularization
% [output]: result[nk,nt], reconstructed full data in k-t space
% in t corresponding to 1/nt, 2/nt,...,1
% build 2D Fourier transform operator OP_F[nk*nt,nk*nt]
% for any matrix m[ny,nt], ...
% reshape(m, nk*nt,1) = OP_F * reshape(ifft2(m), nk*nt,1)
for ii = 1:nk*nt
v_temp = zeros(nk*nt,1);
v_temp(ii) = 1;
OP_F(ii,:) = reshape(fft2(reshape(v_temp,nk,nt)),1, nk*nt);
end
% build k-t undersampling operator OP_U[ns,nk*nt]...
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% from klog[ns], tlog[ns]
% OP_U * reshape(result, nk*nt,1) = sample
% each sample is linear interpolated from ...
% two entries in result[nk,nt]
% no more than two nonzero entries ...
% in each row of OP_U[ns,nk*nt]
OP_U = zeros(ns,nk*nt);
% for each sample, find two nearest grid points in t and same k
for ss = 1:ns
k_now = klog(ss);
t_now = tlog(ss);
% find the two grid points in t nearest to t_now




t_ba = t_b - t_a;
% save linear interpolation weight values into OP_U[ns,nk*nt]
OP_U(ss,(k_now-1)*nt+idxa) = (t_b - t_now)/t_ba;
OP_U(ss,(k_now-1)*nt+idxb) = (t_now - t_a)/t_ba;
end
% calculate temporal baseline data
% samplebase[nk] in k-space, sample averaged in t
samplebase = zeros(nk,1);
samplecount = zeros(nk,1);





% calculate samplediff[ns] in k-t space, ...
% sample[ns] without temporal baseline
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for ss = 1:ns
samplediff(ss) = sample(ss) - samplebase(klog(ss));
end
% build training operator OP_M[nk*nt,nk*nt]
% inverse Fourier transform training data into x-f space
tr_xf = ifft2(sample_tr);
% remove baseline from training data
tr_xf(:,1) = zeros(nk,1);
% set diagnal entries of OP_M[nk*nt,nk*nt]
OP_M = zeros(nk*nt,nk*nt);
tr_xf_tmp = reshape(tr_xf, nk*nt,1)
for ii = 1:nk*nt
OP_M(ii,ii) = abs(tr_xf_tmp(ii))^2;
end
% build noise regulation operator OP_SIG[ns,ns]
% set diagnal entries as w_regu*sigma*sigma
OP_SIG = w_regu*sigma*sigma*eyes(ns,ns);
% build linear equation operator OP_A[ns,ns]
OP_A = OP_U * OP_F * OP_M * OP_F’ * OP_U’ + OP_SIG;
% solve linear equation OP_A * solution = samplediff
% solution[ns,1]
solution = inv(OP_A) * samplediff;
% calculate result_xf in x-f space
result_xf = OP_M * OP_F’ * OP_U’ * solution;
% Fourier transform to k-t space
result_kt = OP_F * result_xf;
% add temporal baseline data
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result = reshape(result_kt,nk,nt) + samplebase * ones(1,nt);
A.3 ktVD sampling patterns
function n_smp = lssmpktvd(nk,nk_fs,ns)
% print all possible ktVD sampling patterns ...
% given limits
%
% fixed t resolution (nt): 24 (cardiac phases)
% sampling pattern is always symmetric in k
% k-t space is divided into bands
% in each band the number of samples must be multiples of 24
% presented in Matlab syntax
% exception handling omitted
% [input]: nk, full resolution in k
% must be a even number
% [input]: nk_fs, number of central k positions fully sampled in t
% must be a even number
% [input]: ns, number of samples collected
% ns <= nk*nt
% ns/24 must be a even number
% [output]: n_smp, total number of possible sampling patterns
nt = 24;
% possible number of samples at each k position
ns_perk = [1, 2, 3, 4, 6, 8, 12, 24];
% reduction factors corresponding to ns_perk
f_redu = nt./ns_perk;
% available number of cardiac cycles in half k-t space
nc_free = (ns/nt - nk_fs)/2;
% loop for all posibilities
n_smp = 0;
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for nc1 = 0:nc_free
for nc2 = 0:nc_free
for nc3 = 0:nc_free
for nc4 = 0:nc_free
for nc5 = 0:nc_free
for nc6 = 0:nc_free
for nc7 = 0:nc_free
nc_try = [nc1,nc2,nc3,nc4,nc5,nc6,nc7, nk_fs/2];
nk_try = nc_try .* f_redu;
% check if total number of samples is correct
if sum(nc_try) == (ns/nt)/2
% check if total number of k lines is correct
if sum(nk_try) == nk/2
% a new sampling pattern found
n_smp += 1;
% calculate a weight for later sorting
% weight is total number of k lines ...
% with 6/8/12 samples
wt = 2* nc_try(5:7) .* f_redu(5:7).’;
% save sampling pattern temporarily










% sort all sampling patterns in decending order by nc7 and wt
smp_all = sortrows(smp_tmp,[-7 -9]);
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% print all sampling patterns
fprintf(...);
A.4 ktVD reconstruction
function result = reconktvd(nt,nk,ns,tlog,klog,sample)
% ktVD reconstruction
%
% 2D k-t data at a single frequency encoding position is processed
% presented in Matlab syntax
% exception handling omitted
% [input]: nt, full resolution in t
% [input]: nk, full resolution in k
% [input]: ns, number of samples collected, ns <= nk*nt
% [input]: tlog[ns], timing record of the samples
% values in (0,1]
% [input]: klog[ns], sampling pattern
% list of k positions in acquisition order
% values in 1,2,...,nk
% [input]: sample[ns], samples in k-t space
% in k corresponding to klog(ns)
% in t corresponding to tlog(ns)
% [output]: result[nk,nt], reconstructed full data in k-t space
% in t corresponding to 1/nt, 2/nt,...,1
% loop for each k
for kk = 1:nk
% find all data corresponding to kk
samplecount = 0;
for ss = 1:ns
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