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Abstract
We consider the problem of approximating
the empirical Shannon entropy of a high-
frequency data stream under the relaxed
strict-turnstile model, when space limita-
tions make exact computation infeasible. An
equivalent measure of entropy is the Re´nyi
entropy that depends on a constant α. This
quantity can be estimated efficiently and
unbiasedly from a low-dimensional synopsis
called an α-stable data sketch via the method
of compressed counting. An approximation
to the Shannon entropy can be obtained from
the Re´nyi entropy by taking α sufficiently
close to 1. However, practical guidelines for
parameter calibration with respect to α are
lacking. We avoid this problem by showing
that the random variables used in estimat-
ing the Re´nyi entropy can be transformed to
have a proper distributional limit as α ap-
proaches 1: the maximally skewed, strictly
stable distribution with α = 1 defined on
the entire real line. We propose a family
of asymptotically unbiased log-mean estima-
tors of the Shannon entropy, indexed by a
constant ζ > 0, that can be computed in a
single-pass algorithm to provide an additive
approximation. We recommend the log-mean
estimator with ζ = 1 that has exponentially
decreasing tail bounds on the error proba-
bility, asymptotic relative efficiency of 0.932,
and near-optimal computational complexity.
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1 INTRODUCTION
Streaming data is ubiquitous in a wide range of areas
from engineering, and information technology, finance,
and commerce, to atmospheric physics, and earth sci-
ences (Muthukrishnan, 2005; Aggarwal, 2007). The
term streaming data refers to the situation where data
is continuously generated at high speed, and must be
processed in real time to facilitate data analysis and
decision making. The Shannon entropy (Shannon and
Weaver, 1949) provides an important characterization
of a data stream with many areas of application, e.g.,
network traffic monitoring for the purpose of anomaly
detection or traffic clustering, analysis of commercial
search logs, and signal processing. In network traffic
monitoring, Lall et al. (2006) show that the empirical
Shannon entropy is an appropriate summary statistic
for capturing changes in the underlying traffic distri-
bution. Changes in the distribution of the number of
packets observed at different ports can be indicative of
port scanning attacks.
In recent years, several algorithms have been devel-
oped for estimating the Shannon entropy over stream-
ing data (Bhuvanagiri and Ganguly, 2006; Chakrabarti
et al., 2006; Zhao et al., 2007; Harvey et al., 2008b;
Chakrabarti et al., 2010; Li and Zhang, 2011). Many
of these algorithms are based on the approach of α-
stable data sketching (Indyk, 2006). Sketches are low-
dimensional data structures, usually in vector or ma-
trix format; when a new element in the stream is ob-
served, the sketch is potentially updated, and the ele-
ment is discarded. This update is handled in the same
way, irrespective of the order of arrival of past data.
The idea is to construct and maintain on-the-fly a com-
pact synopsis of the data stream such that summary
statistics of interest can be accurately approximated
from the synopsis; in general, synopsis construction is
specific to the statistic of interest.
This paper considers the problem of estimating the
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Shannon entropy of a data stream under the assump-
tion that the number of distinct elements observed in
the stream is prohibitively large, so that the vector of
cumulative quantities cannot be stored on main com-
puter memory for fast and efficient access. We employ
the method of α-stable data sketching, i.e., transform-
ing distinct stream elements online to distinct realiza-
tions of a stable variable of index α (called α-stable
hereafter), and storing weighted linear combinations
of these realizations, independently replicated k times.
These weighted linear combinations, known as random
projections, form a k-dimensional synopsis of the data
stream, called a data sketch hereafter, where k is de-
termined by the accuracy desired in approximating the
entropy. We consider data streams under the relaxed
strict-turnstile model, which allows deletions, provided
that, whenever the entropy is estimated, all cumula-
tive quantities are non-negative.
We sketch distinct stream elements to pseudo-random
variates following the maximally skewed α-stable dis-
tribution with α = 1 via the method of seeding; the
stream elements effectively index the random variates.
This is in contrast to existing approaches that involve
sketching with α close to 1, thus introducing an addi-
tional source of error as explained in Section 1.3. We
present a family of log-mean estimators of the Shan-
non entropy whose construction is simple and direct,
requiring a single pass over the data stream. We give
explicit algorithms for implementing this estimation
procedure, and analyze their computational complex-
ity in terms of the length of the stream, and the addi-
tive approximation error.
1.1 Notation and terminology
A data stream ST of length T is a transiently ob-
served sequence of data elements (it, dt) that arrive
unordered, with repetition, and at very high rate of
transmission. The item type it belongs to a large or
possibly infinite set D = {c1, c2, . . . , cN} and the asso-
ciated quantity is dt ∈ R, for t = 1, 2, . . . , T . If dt < 0,
then the data element (it, dt) is a deletion from the
stream; otherwise, it is an insertion. For simplicity,
we assume that T ≥ N . The empirical probability
distribution is given by
pj =
aj∑N
i=1 ai
, j = 1, . . . , N,
where aj =
∑T
t=1 dtI(it = cj) is the cumulative quan-
tity of elements of type cj at stage T , and aj ≥ 0 ∀j
at every stage T of interest. So, the empirical dis-
tribution is well-defined. This is called the relaxed
strict-turnstile model.
The empirical Shannon entropy is defined by
H(p) = −
N∑
j=1
pj log pj , (1)
where, by convention, p log p is defined to be 0 when
p = 0, and log is the logarithm function to the base e.
Equivalent measures of entropy are the Re´nyi (Re´nyi,
1961) and Tsallis (Tsallis, 1988) entropies, given, re-
spectively, by
Hα(p) =
1
1− α log

 N∑
j=1
pαj

 ,
Sα(p) =
1
1− α

 N∑
j=1
pαj − 1

 ,
for 0 ≤ α and α 6= 1. Hα(p) and Sα(p) equal the
Shannon entropy in the limit as α tends to 1. Both
quantities Hα(p) and Sα(p) are functions of the αth
frequency moment, denoted by Fα(p), and defined as
Fα(p) =
N∑
j=1
pαj ,
a connection that is exploited by many algorithms for
estimating the Shannon entropy, as explained in Sec-
tion 1.3.
1.2 Data sketching and the stable
distribution
We employ the method of data sketching to the
α-stable distribution. Following Zolotarev (1986),
the stable distribution has four parameters: index
α ∈ (0, 2], skewness β ∈ [−1, 1], location δ ∈ R,
and scale γ > 0, denoted by F (x;α, β, γ, δ). If
X has distribution F (x;α, β, γ, δ) (written as: X ∼
F (x;α, β, γ, δ)), then its characteristic function (c.f.)
φ(θ) = E exp(iθX), θ ∈ R, is given by
φ(θ) =


exp
(
γα[−|θ|α + iθ|θ|α−1β tan(πα2 )] + iδθ
)
,
if α 6= 1
exp
(
γ[−|θ| − iθβ( 2π ) log |θ|] + iδθ
)
,
if α = 1,
where E denotes expected value, and i =
√−1. If
β = ±1, the distribution is called maximally skewed.
In particular, we sketch to the maximally skewed
distribution F (x; 1,−1, π/2, 0) by simulating indepen-
dent draws using the algorithm in Table 1 (Zolotarev,
1986).
Randomized algorithms for data sketching are prob-
abilistic, in the sense that data stream elements are
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Table 1: Algorithm to simulate from the maxi-
mally skewed stable distribution F (x; 1,−1, π/2, 0).
Unif(0, 1) denotes the uniform distribution on (0, 1)
1: Simulate U1, U2 ∼ Unif(0, 1) independently.
2: Let W1 = π(U1 − 12 ) and W2 = − logU2.
3: Return tan(W1)[
π
2 −W1] + log
(
W2
cosW1
π/2−W1
)
.
mapped deterministically to copies of pseudo-random
variables, and the variables are transformed to form
a synopsis representation of the data stream. From
this representation, an estimate of the Shannon en-
tropy is derived whose accuracy can be guaranteed, to
within a specified level ǫ, with probability exceeding
1 − ρ. In particular, a randomized algorithm for esti-
mating H(p) will return an (ǫ, ρ)-approximation Hˆ(p)
that satisfies: P(|Hˆ(p)−H(p)| ≤ ǫH(p)) ≥ 1− ρ for a
multiplicative approximation, and P(|Hˆ(p)−H(p)| ≤
ǫ) ≥ 1− ρ for an additive approximation.
In fact, it suffices to have a randomized algorithm
that returns an approximation Hˆ(p) to within accu-
racy ǫ with probability greater than 0.5. An appli-
cation of Chernoff’s bounds (Hoeffding, 1963) shows
that from n = log(1/ρ) independent repetitions of
the algorithm, the median of Hˆ1(p), . . . , Hˆn(p) is an
(ǫ, ρ)-approximation of H(p), where Hˆi(p) is the ap-
proximation from the ith repetition. Hence, in general
we speak of ǫ-additive and ǫ-multiplicative approxima-
tions.
1.3 Related work on Shannon entropy
estimation
Approximating the empirical Shannon entropy from
estimates of Re´nyi or Tsallis entropies started with
the work of Zhao et al. (2007). These authors show
that the function x log(x) can be well approximated
by a linear combination of two functions of the form
xp, p ∈ (0, 2], for x less than an upper bound. Sum-
ming over distinct data types, they obtain an estimate
of the entropy from a linear combination of two fre-
quency moments, effectively interpolating the entropy
from two distinct values of Sα(p). Zhao et al. (2007)
estimate the frequency moments by the random pro-
jections method of Indyk (2006). For data types whose
cumulative quantity exceeds the upper bound, they es-
timate the contribution to the entropy separately.
More generally, Harvey et al. (2008b) estimate the
Shannon entropy via interpolation from several Tsal-
lis entropy estimates, computed at optimal values
of α to minimize the approximation error. For ar-
bitrary accuracy parameter ǫ > 0, they present
additive and multiplicative approximations in space
O(ǫ−2 logT (log logT + log(1/ǫ))O(1)) for the relaxed
strict-turnstile model. The multiplicative approxi-
mation algorithm has near-optimal space complexity
in terms of its dependence on ǫ, compared to the
lower bound of Ω(ǫ−2/ log2(ǫ−1)) (Chakrabarti et al.,
2010). Extensions to the general update model with
no restrictions on deletions are possible, but the space
bounds increase typically by a factor of O(log T ) (Har-
vey et al., 2008b).
Li presents two estimators (the geometric and har-
monic mean estimators) of the αth frequency moment,
based on random projections to the symmetric, α-
stable distribution (Li, 2008), or the positive, α-stable
distribution (Li, 2009a,b). The latter method is called
compressed counting, and it improves over symmetric
stable random projections in terms of the asymptotic
variance of the estimator around α = 1. Compressed
counting was recently applied to estimate the cardi-
nality of a data stream in Clifford and Cosma (2012).
Li (2009a,b) suggests that the Shannon entropy can
be estimated from expressions Sα(p) or Hα(p) with α
close to 1 using the geometric mean estimator. Unfor-
tunately, the resulting algorithm is impractical since
it has complexity of order O(1/∆) with ∆ = 1−α. Li
and Zhang (2011) offer a marked improvement with
a new compressed counting algorithm that provides
an ǫ-additive estimate of the Shannon entropy with
complexity O(1/ǫ2). In particular, they estimate the
Shannon entropy with α ≈ 1 by
Hα(p) = − logJα(p)− 1
∆
logFα1 (p),
where Jα(p) = F
−1/∆
α (p), and the first frequency mo-
ment is computed exactly. Moreover, the estimator of
Jα(p) has near-optimal efficiency properties in estimat-
ing Fα(p), and exponentially decreasing tail bounds.
In addition, Harvey et al. (2008a) analyze the rate of
convergence of the Re´nyi entropy estimate of Hα(p) to
the Shannon entropy as α → 1+, and provide an ex-
plicit formula for α > 1 that guarantees an ǫ-additive
approximation. They estimate Fα(p) by the method of
symmetric stable random projections (Li, 2008), where
0 < α ≤ 2. However, a value of α exceeding 1 is not
appropriate for maximally skewed stable random pro-
jections that require α < 1. Another disadvantage
is the prohibitively large space complexity, of order
O˜(ǫ−4 log4 T ), ignoring logarithmic terms.
The problem of estimating the Shannon entropy is re-
lated to that of measuring pairwise independence via
the Kullback-Leibler divergence (Kullback and Leibler,
1951), where the latter has received a lot of attention
in recent literature (Indyk and McGregor, 2008; Guha
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et al., 2008; Braverman and Ostrovsky, 2010). Indyk
and McGregor (2008) present a single-pass algorithm
for an ǫ-additive approximation of the mutual informa-
tion between two data streams. The empirical mutual
information is the Kullback-Leibler divergence of the
joint distribution and the product of the marginals.
Their algorithm has space complexity O˜(ǫ−2), but an
(1+ ǫ)-multiplicative approximation of the mutual in-
formation does not exist in small space (Indyk and
McGregor, 2008). Since the mutual information can
be expressed as the sum of the empirical Shannon en-
tropies of the marginals minus the empirical Shannon
entropy of the joint, our estimation approach can pro-
vide an additive approximation. The same holds for
the conditional entropy represented in terms of Shan-
non entropies.
1.4 Our contributions
Let δ denote −H(p), the negative of the empirical
Shannon entropy. In Section 2.2 we present a fam-
ily of log-mean estimators, denoted by δˆlm(ζ) and in-
dexed by ζ > 0, for the additive approximation of δ.
The algorithm in Table 2 implements the estimation
procedure with ζ = 1, and has the following proper-
ties:
• It requires a single pass over the data stream.
• It constructs a k-dimensional data sketch by pro-
jecting to maximally skewed stable random vari-
ables with distribution F (x; 1,−1, π/2, 0).
• It returns the log-mean estimator that avoids the
problem of parameter calibration with respect to
the index α (Harvey et al., 2008b; Li and Zhang,
2011), by going directly to the limit with α = 1.
Section 2.1 provides the motivation, and the details
are in Lemmas 2.1 and 2.2. The proposed estimator
with ζ = 1 has the following properties:
• It is asymptotically unbiased as k → ∞, and we
show in an empirical study that it has good small-
sample performance.
• By estimating the entropy directly, rather than
the Re´nyi entropyHα(p) with α ≈ 1, we can make
precise statements about the efficiency of our esti-
mator: it is near-optimal with asymptotic relative
efficiency (ARE) (Lehmann, 1998) of 0.932.
• Lemma 3.1 shows that the estimator has expo-
nentially decreasing tail bounds; in particular, for
arbitrary ǫ > 0 and fixed ζ ≤ 1,
P
(
δˆlm(ζ)− δ ≥ ǫ
)
< exp
(
−k ǫ
2
GR
)
P
(
δˆlm(ζ) − δ ≤ −ǫ
)
< exp
(
−k ǫ
2
GL
)
,
where GL and GR are small constants that tend
in value to 6 as ǫ→ 0. For ǫ ∈ [0.1, 1], numerical
approximations show that these constants fall in
ranges (4.0, 6.0) and (6.0, 9.5), respectively.
• It follows from Lemma 3.1 that for fixed ρ ∈ (0, 1),
the data sketch size k must be of order O(1/ǫ2).
• The space complexity of the algorithm is
O
(
1/ǫ2 logT log(T/ǫ)
)
bits of space, which is
near-optimal in terms of dependence on ǫ; in par-
ticular, it is optimal up to log(1/ǫ) (Kane et al.,
2011).
Table 2: Algorithm to approximate the empirical
Shannon entropy of a data stream ST via the log-mean
estimator δˆlm(1)
1: Initialize data sketch (y1, . . . , yk) = (0, . . . , 0).
2: Set the counter Y = 0.
3: For t = 1 to T
4: Update the counter Y = Y + dt.
5: Seed the PRNG with it.
6: For j = 1 to k
7: Generate Rj(it) ∼ F (x; 1,−1, π/2, 0)
8: Update yj = yj +Rj(it)× dt.
9: At time t = T , set yj = yj/Y for j = 1, . . . , k.
10: Return Hˆ(p) = − log
(
k−1
∑k
j=1 exp(yj)
)
.
2 THE LOG-MEAN ESTIMATOR
2.1 The method of random projections
The method of random projections requires that each
element type cj ∈ D that appears in the data stream
can be transformed into a distinct random variable
R(cj). In practice, this is achieved “to adequate ap-
proximation” by the method of seeding as follows: (i)
map cj to an integer (or vector of integers), (ii) use
these integers to seed a pseudo-random number gener-
ator (PRNG), and (iii) use the seeded PRNG to sim-
ulate the random variable R(cj).
Nisan (1992) shows that there exists an explicit imple-
mentation of a PRNG that converts a random seed to a
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sequence of bits, indistinguishable from truly random
bits. So we assume that our PRNG produces truly
random variables R(cj).
The projection is then accumulated online as∑T
t=1R(it)dt =
∑N
j=1R(cj)aj . This sum is the dot
product of the vector of cumulative quantities with a
vector ofN independent random variables, each drawn
from the maximally skewed stable distribution with
α = 1. This provides a single element of the data
sketch. A further k − 1 elements are generated inde-
pendently in parallel to form the k-dimensional data
sketch.
We now motivate the use of the maximally skewed sta-
ble distribution with α = 1 in the random projections
method by showing how the problem of estimating the
Shannon entropy reduces to that of approximating a
location parameter.
Define the quantity
Bα =

 N∑
j=1
pαj


1/α
= F 1/αα (p).
Let
Zα ∼ F
(
z;α, 1,
(
cos
(πα
2
))1/α
, 0
)
,
for fixed 0 < α < 1; this is the positive, strictly stable
distribution with Laplace transform e−λ
α
for λ ≥ 0.
Let
(
Z
(1)
α , . . . , Z
(N)
α
)
be a vector of independent copies
of Zα and let p = (p1, . . . , pN) be a vector of frequen-
cies that satisfy
∑N
j=1 pj = 1. From Zolotarev (1986),
we have that
N∑
j=1
Z(j)α pj ∼ Zα

 N∑
j=1
pαj


1/α
= ZαBα. (2)
Projecting to the positive, strictly stable distribution
and maintaining weighted linear combinations as in
(2) is precisely the method of compressed counting (Li,
2009a,b). Compressed counting reduces the problem
of Shannon entropy estimation to that of estimating
the scale parameter Bα = J
−∆/α
α (p).
Instead, we project to the maximally skewed stable
distribution with α = 1 and β = −1, defined on the
entire real axis. Starting from the Re´nyi entropy
Hα(p) =
α
1− α logBα,
it is easy to show that as α→ 1,
1−Bα
1− α =
1
1− α
[
1− e(1−α)Hα(p)/α
]
→ δ,
where −δ = −∑Nj=1 pj log pj is the Shannon entropy.
Next, we define
Y (j)α =
1− Z(j)α
1− α + log(1− α),
and, using (2), we obtain
N∑
j=1
Y (j)α pj =
N∑
j=1
[
1− Z(j)α
1− α + log(1 − α)
]
pj
∼
[
1− Zα
1− α + log(1− α)
]
+ Zα
(1−Bα)
1− α .
(3)
Taking limits,
∑N
j=1 Y
(j)
1 pj ∼ Y1+δ, provided Yα has a
proper limit as α→ 1, and using the fact that Zα → 1
as α→ 1. The following lemma provides the details.
Lemma 2.1. The random variable Yα has a proper
limit Y1 as α → 1. The variable Y1 has a maximally
skewed stable distribution with α = 1, and c.f.
φ(θ) = exp
(
−1
2
π|θ|+ iθ log |θ|
)
= (iθ)iθ ,
i.e., Y1 ∼ F (y; 1,−1, π/2, 0). Moreover, the kth mo-
ment of the random variable exp(Y1) is k
k for all
k > 0.
Proof. See the supplementary material.
The heart of our algorithm is contained in the fol-
lowing result; it shows that by sketching to the
F (y; 1,−1, π/2, 0) distribution, the negative of the
Shannon entropy is recovered as the location parame-
ter of the distribution of a linear combination weighted
by the empirical probability mass function.
Lemma 2.2. Let X1, . . . , XN ∼ F (x; 1,−1, π/2, 0)
i.i.d., and let p1, . . . , pN be positive constants satisfy-
ing
∑N
j=1 pj = 1. Then,
N∑
j=1
pjXj ∼ F

x; 1,−1, π
2
,
N∑
j=1
pj log pj

 .
Proof. The c.f. of
∑N
j=1 pjXj, for θ ∈ R, is given by
E exp

iθ N∑
j=1
pjXj

 = N∏
j=1
E exp (iθpjXj)
=
N∏
j=1
exp
(
−π
2
pj |θ|+ iθpj log |θpj |
)
= exp

π
2
[
−|θ|+ iθ log |θ| 2
π
]
+ iθ
N∑
j=1
pj log pj

 .
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The first equality follows from properties of charac-
teristic functions of sums of independent random vari-
ables, the second follows from Lemma 2.1, and the
third equality uses the fact that
∑N
j=1 pj = 1. Since
the distribution of a random variable is specified by
its characteristic function (Grimmett and Stirzaker,
2001), the result follows by comparison to expression
φ(θ) in Section 1.2.
2.2 Derivation of the family of log-mean
estimators
Lemma 2.3. Let y1, . . . , yk be independent samples
from the F (y; 1,−1, π/2, δ) distribution, and let ζ > 0
be a constant. The log-mean estimator of δ is
δˆlm(ζ) = ζ
−1 log

ζ−ζk−1 k∑
j=1
exp(ζyj)

 .
As the sample size k increases to ∞, the estimator is
asymptotically unbiased; in particular, as k →∞,
√
k
(
δˆlm(ζ) − δ
)
→ Normal
(
0,
4ζ − 1
ζ2
)
.
Moreover, the Fisher information about δ contained in
a single random variable from the F (y; 1,−1, π/2, δ)
distribution is approximately 0.3578, so the ARE of
δˆlm(ζ) is
ARE(δˆlm(ζ)) =
ζ2
0.3578(4ζ − 1) .
Hence, the estimator δˆlm(1.15) is near-optimal with
largest ARE of 0.942, and δˆlm(1) has ARE of 0.932.
Proof. See the supplementary material.
In Section 3, we show that the log-mean estimator has
exponentially decreasing tail bounds only for ζ ≤ 1.
For this reason, we recommend the estimator with ζ =
1 that attains the maximum ARE over the range ζ ≤ 1.
The algorithm in Table 2 returns Hˆ(p) = −δˆlm(1).
3 PERFORMANCE, TAIL BOUNDS,
AND SPACE COMPLEXITY
Figure 1 compares the log-mean estimator δˆlm(ζ) to
the Re´nyi entropy estimator Hˆα(p) (Li and Zhang,
2011) in terms of asymptotic relative efficiency over
the range of values ζ ∈ (0, 2] and α ∈ [0.95, 0.99]. The
Fisher information about Hα(p) contained in a pos-
itive, α-stable random variable with scale parameter
F
1/α
α (p) is given by the expression I2(α)− 1 in Li and
Zhang (2011). The solid, straight line in Figure 1 is
the ARE of Hˆα(p), given by
ARE(Hˆα(p)) =
1
(I2(α) − 1)(1 + 2α) ,
since
√
k(Hˆα(p)−Hα(p))→ Normal(0, 1+2α) as k →
∞ (Li and Zhang, 2011).
Figure 2 compares the performances of the log-mean
estimator with ζ = 1, 1.5 and the estimator Hˆα(p)
with α = 0.97 in terms of relative mean square er-
ror (MSE) in small samples. Plotted for compari-
son is the Crame´r-Rao lower bound, defined by (k ×
0.3578)−1, and giving a lower bound on the variance
of any unbiased estimator of δ. The MSE is given
by E(δˆlm(ζ) − δ)2 for the log-mean estimator, and by
E(Hˆα(p) + δ)
2 for the Re´nyi estimator, since Hˆα(p)
estimates H(p) = −δ for α ≈ 1. The expectation is
estimated from 105 replicates.
0.0 0.5 1.0 1.5 2.0
0.
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Figure 1: Comparison in terms of asymptotic rela-
tive efficiency of the log-mean estimator δˆlm(ζ) for
ζ ∈ (0, 2] (curved, solid line, bottom axis) to the Re´nyi
entropy estimator Hˆα(p) for α ∈ [0.95, 0.99] (straight,
solid line, top axis). Horizontal lines are drawn at
ARE = 0.942 (long dashed line) and ARE=0.932 (dot-
ted line), and a vertical line at ζ = 1, or equivalently,
α = 0.97. The ARE of δˆlm(ζ) refers to Shannon en-
tropy estimation, whereas the ARE of Hˆα(p) refers to
Re´nyi entropy estimation.
All computations were performed using the statistical
software R (http://www.r-project.org/), and the same
string of random numbers was employed in the compu-
tations of each estimator. The estimator Hˆα(p) is de-
rived from a random sample of positive, α-stable ran-
dom variables, raised to the power −α/∆ and scaled
by Fα(p)
−1/∆. With α ≈ 1, Fα(p) is approximately
equal to
∑N
i=1 ai, the total cumulative quantity, and,
if this quantity is large, then the scaling factor is effec-
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tively zero. We experience this problem for our simu-
lated data stream with values of α ≥ 0.98, hence our
choice of α = 0.97 for the small-sample comparison in
Figure 2. The estimator Hˆ0.97(p) has ARE of 0.981.
Figure 2 shows that the three estimators have com-
parable performance in small samples. Compared to
the Crame´r-Rao lower bound, the performance of the
log-mean estimators is particularly good for k ≥ 20.
However, we do not have a corresponding lower bound
for the performance of Hˆα(p) as an estimator of the
Shannon entropy, since an analysis of the rate of con-
vergence of the Re´nyi entropy to the Shannon entropy
as α→ 1− is lacking.
The length of the data sketch vector, k, is determined
by the behaviour of the tail bounds of the additive
approximation error. Lemma 3.1 shows that for ζ ≤ 1,
the log-mean estimator has exponentially decreasing
tail bounds.
Lemma 3.1. Exponentially decreasing tail bound exist
for ζ ≤ 1 and arbitrary ǫ > 0, with
P
(
δˆlm(ζ) − δ ≥ ǫ
)
< exp
(
−k ǫ
2
GR
)
,
P
(
δˆlm(ζ)− δ ≤ −ǫ
)
< exp
(
−k ǫ
2
GL
)
,
where
GR =
ǫ2
supt>0Qζ(t, ǫ)
, GL =
ǫ2
supt>0Qζ(−t,−ǫ)
,
and
Qζ(t, ǫ) = − log

 ∞∑
j=0
tj
jζj
j!

+ teζǫ.
Furthermore as ǫ→ 0 both GR and GL tend to 2(4ζ −
1)/ζ2.
Proof. See the supplementary material.
Given ǫ > 0 and 0 < ρ < 1, bounding the additive
approximation error by
P
(
|δˆlm(1)− δ| ≥ ǫ
)
< ρ,
requires that
k > −G
ǫ2
log
(ρ
2
)
= O
(
1
ǫ2
)
,
where G = max{GL, GR}. For ǫ ∈ [0.1, 1], numerical
approximations show that the constants GR and GL
fall in ranges (4.0, 6.0) and (6.0, 9.5), respectively, so
the hidden constant in the big O notation, ignoring
the term log(1/ρ), is small, for small ǫ. Hence, the al-
gorithm requires O(ǫ−2 logT ) random bits of space for
a data stream with dt ∈ {−1, 1}. The space complex-
ity increases to O
(
ǫ−2 logT log(T/ǫ)
)
bits after apply-
ing Nisan’s PRNG (Nisan, 1992; Indyk, 2006). In the
general case that allows insertions and deletions with
dt ∈ {−M, . . . ,M}, it suffices to increase T by a factor
M (Harvey et al., 2008b).
4 CONCLUSION
This paper joins a growing body of literature on es-
timating the empirical Shannon entropy over stream-
ing data efficiently, with small memory usage and fast
updates. In particular, we adopt the method of ran-
dom projections to the maximally skewed, strictly sta-
ble distribution with parameters α = 1 and β = −1,
thus avoiding the problem of the choice of parameter
α (Harvey et al., 2008b; Li and Zhang, 2011). We
derive properties of this distribution, showing that it
has a surprisingly simple characteristic function (iθ)iθ
and that the kth moment of the exponential of such a
variable is kk for all positive real values of k. These
properties enable the Shannon entropy to be estimated
directly from the associated data sketch as the loga-
rithm of a simple average.
We recommend the asymptotically unbiased log-mean
estimator with ζ = 1 to provide an additive approxi-
mation of the Shannon entropy. By estimating the en-
tropy directly, rather than via the Re´nyi entropy with
α ≈ 1, we can determine the asymptotic relative effi-
ciency of our estimator: 0.932 with ζ = 1. Moreover,
the probability of the estimator having an additive er-
ror greater than ǫ decreases exponentially with kǫ2 for
small ǫ, where k is the size of the data sketch. This
results in a near-optimal space complexity bound of
O
(
ǫ−2 logT log(T/ǫ)
)
, where T is the length of the
data stream observed.
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APPENDIX - SUPPLEMENTARY
MATERIAL
Proof of Lemma 2.1 Following Zolotarev (1986),
the c.f. of Zα equals
EeiθZα = exp
{
−|θ|α cos
(πα
2
)
+ i|θ|αsgn(θ) sin
(πα
2
)}
,
for θ ∈ R, where sgn(θ) = θ/|θ| for θ 6= 0, and 0
otherwise. As α→ 1, EeiθZα → eiθ, so limα→1 Zα = 1.
It follows that the limit Y1 = limα→1 Yα exists.
For θ ∈ R, the c.f. of Yα is given by
EeiθYα = exp
{
iθ
(
1
1− α + log(1− α)
)}
Ee−iθ
Zα
1−α
= −
∣∣∣∣ θ1− α
∣∣∣∣
α
exp
{
iθ
(
1
1− α + log(1 − α)
)}
× exp
{
isgn(θ)
πα
2
}
(4)
Letting α→ 1 in (4), we have the desired limit (iθ)iθ .
Lastly, the kth moment of exp(Yα) for k > 0 is given
by
EekYα = (1− α)kek/(1−α)Ee−kZα/(1−α)
= (1− α)ke−[k/(1−α)]α+k/(1−α), (5)
where the second equality follows from the Laplace
transform of Zα. Taking the limit as α→ 1 in (5), we
obtain the kth moment of exp(Y1) for k > 0 as follows.
Define n = 1/(1− α).
EekYα = exp
{
k
[
n− logn− n
(kn)1/n
]}
= exp
{
−kn−1/n
(
n
[
k−1/n − 1
])}
×
exp
{
k
[
n− n1−1/n − logn
]}
.
As α→ 1, n→∞, and we have that limn→∞ n−1/n =
1 and limn→∞ n
[
k−1/n − 1] = log(1/k). It remains
to show that n − n1−1/n − logn → 0 as n → ∞. By
rewriting
n− n
n1/n
− logn = n
[
1− 1/n1/n + log
(
1/n1/n
)]
,
we use the fact that for n > 1, the Taylor expansion
of log
(
1/n1/n
)
is
log
(
n−1/n
)
=
(
n−1/n − 1
)
+
∞∑
i=2
(−1)i+1(n−1/n − 1)i
i
=
(
n−1/n − 1
)
+O
(
(n−1/n − 1)2
)
.
So,
n− n
n1/n
− logn = O
(
n1−2/n − 2n1−1/n + n
)
,
and the right hand side converges to 0 as n→∞.
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Proof of Lemma 2.3 Consider the following trans-
formation:
wj = e
ζyj = eζ(δ+zj) = eζδeζzj ,
where zj ∼ F (z; 1,−1, π/2, 0) i.i.d. have characteristic
function φ(θ) = E exp(iθzj) = (iθ)
iθ, for θ ∈ R. Then,
from Lemma 2.1, Ewj = e
ζδζζ . Let η = eζδ. The
estimator
ηˆ(ζ) = ζ−ζk−1
k∑
j=1
wj
is unbiased for η, i.e., Eηˆ(ζ) = η, and has variance
var(ηˆ(ζ)) = η2k−1(4ζ − 1).
Moreover, by the Central Limit Theorem, as k →∞,
√
kη−1(ηˆ(ζ) − η)→ Normal (0, 4ζ − 1) .
The log-mean estimator of δ is
δˆlm(ζ) = ζ
−1 log ηˆ = ζ−1 log

ζ−ζk−1 k∑
j=1
exp(ζyj)

 .
By the Delta Method, as k → ∞,
√
k
(
δˆlm(ζ) − δ
) →
Normal
(
0, ζ−2(4ζ−1)), so δˆlm(ζ) is asymptotically un-
biased for δ.
Finally, we want to find the optimal value of ζ that
maximizes the ARE of δˆlm(ζ) relative to the MLE
of δ. So, we begin by estimating the Fisher infor-
mation about δ contained in a single random vari-
able following the F (y; 1,−1, π/2, δ) distribution. Let
f (y; 1,−1, π/2, δ) denote the corresponding density
function. From Algorithm 1, it is possible to show
that the density is given by
f (y; 1,−1, π/2, δ) = e
y−δ
π
∫ π
0
e−g(w)e−e
y−δ−g(w)
dw,
for −∞ < y <∞, where
g(w) =
w
tan(w)
+ log
(
sin(w)
w
)
.
And the Fisher information about δ is expressed as
I1(δ) = E
(
∂
∂δ
log f(y; 1,−1, π/2, δ)
)2
= 1− 2
π
∫
∞
0
sI(2, s)ds+
1
π
∫
∞
0
s2
I(2, s)2
I(1, s)
ds,
where
I(l, s) =
∫ π
0
e−lg(w)e−se
−g(w)
dw, l = 1, 2.
We evaluate the integrals in I1(δ) numerically, and ob-
tain that the Crame´r-Rao lower bound for estimating
δ is approximately 1/I1(δ) = (0.3578)
−1. So the ARE
is
ζ2
0.3578(4ζ − 1) .
This is a concave function that attains a maximum
value of 0.942 when ζ ≈ 1.15. When ζ = 1.0, the ARE
evaluates to 0.932.
Proof of Lemma 3.1 For ǫ > 0 and t > 0,
P
(
δˆlm(ζ)− δ ≥ ǫ
)
= P

ζ−ζ
k
k∑
j=1
exp(ζzj) ≥ eζǫ


≤ e−tkeζǫE exp


k∑
j=1
teζzj
ζζ

 ,
by the Chernoff bound (Grimmett and Stirzaker,
2001), provided the right hand side converges. Define
Tj = tζ
−ζeζzj , j = 1, . . . , k. Then,
E exp
k∑
j=1
Tj = (E exp(T1))
k
=


∞∑
j=0
ET j1 /j!


k
=


∞∑
j=0
tjjζj/j!


k
.
By the Ratio Test, the series is absolutely convergent
for all t > 0 if 0 < ζ < 1, and for 0 < t < e−1 if ζ = 1.
If ζ > 1, the series is divergent. Define T = {t; t > 0}
for 0 < ζ < 1, and T = {t; 0 < t < e−1} for ζ = 1. It
follows that, if ζ ≤ 1, then δˆlm(ζ) has an exponentially
decreasing right tail bound that satisfies
P
(
δˆlm(ζ) − δ ≥ ǫ
)
< exp
(− kǫ2/GR),
where
ǫ2
GR
= sup
t∈T
{
− log
( ∞∑
j=0
tjjζj
j!
)
+ teζǫ
}
. (6)
It is straightforward to show that the function maxi-
mized in (6) is concave. The result follows similarly
for the left tail bound. Furthermore by expanding the
series in (6) for small values of t we can show that as
ǫ→ 0 both GR and GL converge to 2(4ζ − 1)/ζ2. The
details are as follows.
Define
Mζ(t) =
∞∑
j=0
tjjζj
j!
,
and consider
Kζ(s, ǫ) =
(
Mζ(sǫ) exp(−sǫeζǫ)
)1/ǫ2
, s > 0.
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Kζ(s, ǫ) is a convex function (Grimmett and Stirza-
ker, 2001), so it follows that infs>0Kζ(s, ǫ) →
infs>0K
⋆
ζ (s), where K
⋆
ζ (s) is the pointwise limit of
Kζ(s, ǫ) as ǫ → 0, provided this limit exists. Further-
more, since 1/GR = − log
(
infs>0Kζ(s, ǫ)
)
, it follows
that limǫ→0GR = −
[
log(infs>0K
⋆
ζ (s))
]−1
. To estab-
lish the pointwise limit, first note that if sǫ ∈ T , then
∞∑
j=3
(sǫ)jjζj
j!
≤ ǫ3
∞∑
j=3
sjjζj
j!
= o(ǫ2).
So that expanding in powers of ǫ, we have that
log(Kζ(s, ǫ)) =
1
ǫ2
[
log
(
1 + sǫ+
(sǫ)24ζ
2!
+ o(ǫ2)
)]
+
1
ǫ2
[−sǫ(1 + ζǫ) + o(ǫ2)]
=
s2
2
{
4ζ − 1} = K⋆ζ (s)
Differentiating with respect to s, we obtain
infs>0K
⋆
ζ (s) = −ζ2/[2(4ζ − 1)], as required, where
the convexity ensures a unique minimum.
