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In the field of structural health monitoring or machine condition monitoring, most vibration based methods 
reported in the literature require to measure responses at several locations on the structure. In machine condition 
monitoring, the number of available vibration sensors is often small and it is not unusual that only one single 
sensor is used to monitor a machine. The aim of this paper is to propose an extension of fault detection 
techniques that may be used when a reduced set of sensors or even one single sensor is available.  Fault detection 
techniques considered here are based on output-only methods coming from the Blind Source Separation (BSS) 
family, namely Principal Component Analysis (PCA) and Second Order Blind Identification (SOBI). The 
advantages of PCA or SOBI rely on their rapidity of use and their reliability. Based on these methods, subspace 
identification may be performed by using the concept of block Hankel matrices which make possible the use of 
only one single measurement signal. Thus, the problem of fault detection in mechanical systems can be solved 
by using subspaces built from active principal components or modal vectors. It consists in comparing subspace 
features between the reference (undamaged) state and a current state. The angular coherence between subspaces 
is a good indicator of a dynamic change in the system due to the occurrence of faults or damages. The robustness 
of the methods is illustrated on industrial examples.  
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1.  INTRODUCTION 
 
Separating a set of signals from their observed mixture can be realized using Blind Source Separation (BSS) 
techniques, even without any knowledge of the sources signals or the mixing process. Some methods in the BSS 
family are attractive, namely Principal Component Analysis (PCA), Independent Component Analysis (ICA) and 
Second-Order Blind Identification (SOBI). Their advantages rely on the versatility and the simplicity of practical 
use. However, a main drawback of BSS techniques is the need of several sensors. If the number of sensors is too 
small, modal analysis may not be performed in good conditions.  
 
For the purpose of improving damage detection, an alternative PCA-based method named Null Subspace 
Analysis (NSA) which relies on the definition of block Hankel matrices was proposed and applied in [1] on the 
example of an airplane mock-up. The use of Hankel matrices was also exploited in [2] to enhance the detection 
of nonlinearity onset in a nonlinear system using Kernel Principal Component Analysis (KPCA). Based on the 
concept of block Hankel matrices, both methods (NSA and KPCA) showed their efficiency even when the 
number of sensors is small.  
 
The aim of this paper is to present some examples of applications of output-only detection techniques in order to 
perform fault diagnosis in industrial systems. The paper is organized as follows. The two methods (PCA and 
SOBI) which are considered as basic approaches are first described briefly. Then, the definition of block Hankel 
matrices is recalled and the enhanced methods (named EPCA and ESOBI) are introduced. The detection 
indicator which is considered here is based on the concept of subspace angle as proposed in [1].  Regarding to 
[1], this paper generalizes the use of Hankel matrices for other methods than PCA-based methods and illustrates 
the procedure of fault detection from just a single sensor on industrial applications which consist in detecting 
faults in a rotating device and damages during the welding process of joints.  
 
 
2.  PRINCIPAL COMPONENT ANALYSIS (PCA) 
 
Let us consider a dynamical system characterized by a set of vibration measurements collected in the observation 
matrix m N×∈X ℜ , where m is the number of sensors and N is the number of time samples. Principal component 
analysis (PCA), also known as Karhunen-Loève transform or Proper Orthogonal Decomposition (POD) [3], 
provides a linear mapping of the data from the original dimension m to a lower dimension p. The dimension p 
corresponding to the number of principal components defines the order of the system. In practice, PCA is often 
performed by singular value decomposition (SVD) of matrix X, i.e. 
 
T
=X UΣV  (1)
      
where U and V  are orthonormal matrices, the columns of U defining the principal components (PCs). The order 
p of the system is determined by selecting the first p non-zero singular values in Σ which have a significant 
magnitude (“energy”) as described in [3]. A threshold in terms of cumulated energies is often fixed to select the 
effective number of PCs that is necessary for a good representation of matrix X. In practice, a cumulated energy 
of 70% to 95% is generally adequate for the selection of the active PCs. 
 
 
3.  SECOND ORDER BLIND IDENTIFICATION (SOBI) 
 
Second-order blind identification was introduced by Belouchrani et al. [4]. Like other BSS approaches, SOBI 
considers observed signals x(t) as a noisy instantaneous linear mixture of source signals s(t). In many situations, 
multidimensional observations are represented as: 
 
( ) = ( ) + ( ) = ( ) + ( )t t t t tx y σ As σ  (2)
 
where, 1( ) ( ),..., ( )
T
mt x t x t= ⎡ ⎤⎣ ⎦x  is a linear instantaneous mixture of source signals and of noise. 
            1( ) ( ),..., ( )
T
pt s t s t⎡ ⎤= ⎣ ⎦s  contains the signals issued from p narrow band sources, p < m. 
            1( ) ( ),..., ( )
T
mt y t y t= ⎡ ⎤⎣ ⎦y  contains the sources assembly at a time t. 
The transfer matrix A between the sources and the sensors is called the mixing matrix.  
( )tσ  is the noise vector which is modelled as a stationary white noise of zero mean and is assumed to be 
independent of the sources.  
The SOBI method attempts to extract the sources s(t) and the mixing matrix A from the observed data x(t). It 
relies on the second order statistics and is based on the diagonalization of time-lagged covariance matrices under 
certain assumptions on the source signals. A detailed description of the SOBI procedure may be found in [4].  
When BSS techniques are used in the context of modal identification as reported in [5], the mixing matrix 
identifies to the modal matrix of the structure and the identified sources correspond to the normal coordinates. In 
this case, the relative contribution of an identified mode may be estimated by the Modal Contribution Indicator 
(MCI) as proposed in [6].  
 
 
4.  THE HANKEL MATRIX AND ENHANCED METHODS 
 
Block Hankel matrices play an important role in subspace identification of linear systems [7]. They may also be 
used for identification of nonlinear systems [8] and for structural damage detection [1]. The data-driven block 
Hankel matrix is defined in Eq. 3, where 2i is a user-defined number of row blocks, each block contains m rows 
(number of measurement sensors), j is the number of columns (practically j = N-2i+1, N is the number of 
sampling points). The Hankel matrix 1,2iH  is split into two equal parts of i block rows which represent past and 
future data respectively. Compared to the observation matrix X, the Hankel matrix is built using time-lagged 
vibration signals and not instantaneous representations of responses. This enables to take into account time 
correlations between measurements when current data depend on past data. Therefore, the objective pursued here 
in using block Hankel matrices rather than observation matrices is to improve the sensitivity of the detection 
method. In the following, the PCA and SOBI methods applied on Hankel matrices are called enhanced PCA 
(EPCA) and enhanced SOBI (ESOBI) respectively. It is expected that these enhanced methods will be able to 
provide better information about the dynamics of the system. Because of the way the Hankel matrix is 
constructed, it is important to note that detection can still be achieved even if only one single sensor is available. 
In this case, the principal components (PCs) extracted from PCA or the column vectors of the mixing matrix 
given by SOBI are not anymore representative of the modal subspace (spanned by the mode-shape vectors of the 
structure). Indeed, the use of a single sensor to construct the Hankel matrix does not allow to extract afterwards 
spatial information on the structure such as mode-shapes. However, even in this case, the column vectors of the 
mixing matrix are still dynamic features of the structure as they represent the way in which the different sources 
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5.   DAMAGE INDEX BASED ON THE CONCEPT OF SUBSPACE ANGLE 
 
Matrices U and A given respectively by equation (1) (PCA) or equation (2) (SOBI) span subspaces which 
characterize the state of the system. Any change in the dynamic behaviour which modifies the state of the system 
consequently modifies its characteristic subspace. This change may be estimated using the concept of subspace 
angle [9]. This concept can be seen as a tool to quantify existing spatial coherence between two data sets 
resulting from observations of a vibration system.  
Given two subspaces (each with linear independent columns) S m p×∈ℜ  and D m×q∈ℜ ( p q≥ ), the procedure is 
as follows. Carry out the QR factorizations: 
 
S = QSRS       (QS m p×∈ℜ ) 
D = QDRD             (QD m×q∈ℜ ) 
(4)
 
The columns of QS  and QD define the orthonormal bases for S and D respectively. The angles iθ  between the 
subspaces S and D are computed from singular values associated with the product TS DQ Q :   
 
T T
S D SD SD SD=Q Q U Σ V  
SDΣ  = diag(cos(θi)),     i = 1,…,q  
(5) 
 
The largest singular value is thus related with the largest angle characterizing the geometric difference between 
two subspaces.   
Changes in the dynamic behaviour of a structure (e.g. damage, onset of nonlinearity) may be detected by 
monitoring the angular coherence between subspaces estimated from a reference observation set and from an 
observation set of a current state respectively. A state is considered as reference if the system operates in normal 
conditions (i.e. absence of damage, low level of excitation). As explained in the previous section, active 
subspaces which characterize the dynamic behaviour of the system can be built from the first principal 






6.   EXAMPLES OF INDUSTRIAL APPLICATIONS 
6.1.   Fault detection in electro-mechanical devices 
 
The first example concerns the case of electro-mechanical devices for which the overall quality at the end of the 
assembly line has to be assessed.  
A set of five good (healthy) devices and four damaged devices was considered. The healthy and faulty devices 
were determined through productivity and efficiency testing performed in the industry. As this type of quality 
testing procedure is long and expansive, it is usually performed on a small set of devices at the cost of statistical 
significance. To speed up the testing procedure while increasing the number of tested devices, alternative 
methods were sought to characterize the mechanical signature of the device. For this purpose, dynamic responses 
were collected by a tri-axial accelerometer placed on the flank of the device as illustrated in Figure 1. Only data 
measured in one direction on the flank (X, Y or Z in Figure 1) of the device is used for the detection. As it was 
found in [10] that fault detection gave the best result when using the data in the Y direction, only the data in this 
direction are exploited here to test the proposed methods. 
                                             




























      Figure 1-Location of the tri-axial accelerometer        Figure 2-Diagram of singular value (EPCA) 
                    on the flank of the electro-mechanical device 
 
 
It is worth recalling that using the response measured by one sensor only, detection cannot be performed by 
subspace methods such as SOBI and PCA. However, when EPCA and ESOBI are performed through the Hankel 
matrices, it is possible to construct a subspace even if only one response signal is available. For illustration, 
Figure 2 shows the relative variances (energies) of the PCs when 12 block rows are used to construct the Hankel 
matrix for the reference data in the EPCA method. Detection results are shown in Figure 3 for the whole set of 
rotating devices including the four healthy devices (H1-H4) and the four damaged devices (D1- D4). Figure 3a 
presents the detection results of EPCA when 4PCs are taken into account, cumulating about 80% energy of the 
system (Figure 2). Similarly, the detection results of ESOBI are given in Figure 3b. These figures show that both 
techniques are able to detect accurately all the faulty devices. 
 
 
















   
                             a) EPCA based-detection                           b) ESOBI based-detection 
 
Figure 3-Fault detection in electro-mechanical devices by EPCA and ESOBI 
 (The dashed horizontal lines correspond to the maximal values for the healthy devices) 


























6.2.   Quality control of welded joints 
 
The second example involves an industrial welding machine located in a steel processing plant. The welding 
machine was instrumented with a mono-axial accelerometer placed on the forging wheel which is used to flatten 
the welded joint.  
 
The quality of welds depends on several parameters. For this purpose, six welded joints with nominal welding 
parameters (OK1-OK6) and 27 joints with out-of-range parameters were studied. The welding parameters that 
were altered by the machine operator are reported in Table 1: they correspond to covering, compensation, current 
and forging pressure. From a microscope quality control, welded joints C and G were diagnosed good, welded 
joints A, D, E, H were diagnosed acceptable and welded joints B, F, I were diagnosed bad. 
 
 
Table 1 – Modification of welding parameters (with respect to the nominal parameters) 
 
Name Modified parameter Number of samples 
Microscope quality 
control of the weld 
OK Nominal level 6 Good 
Welding A -33% covering 3 Acceptable 
Welding B -66% covering 3 Bad 
Welding C -33% compensation 3 Good 
Welding D -66% compensation 3 Acceptable 
Welding E -10% current 3 Acceptable 
Welding F -20% current 3 Bad 
Welding G -10% forging pressure 3 Good 
Welding H +5%  forging pressure 3 Acceptable 
Welding I -66% covering and compensation 3 Bad 
 
 
Detection results by EPCA and ESOBI are given in Figure 4. Note that for EPCA, four principal components 
which cumulate most of the energy of the system were considered to define the reference subspace while for 
ESOBI, only two vectors of the mixing matrix were taken as they correspond to the two sources which show the 
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Figure 4-Damage detection in welds by EPCA (top) and ESOBI (bottom) 




7.  CONCLUSION 
 
A well-known drawback of most BSS techniques is their inability to perform modal analysis when only a small 
number of sensors are available, which limits their use as damage detection methods based on modal 
information. However, it is often the case in practice that only one sensor is used for monitoring a machine. In 
this paper, some alternatives based on the use of Hankel matrices have been presented to overcome this issue. 
Two methods (EPCA and ESOBI) have been introduced and tested to diagnose faults or to detect damage in 
industrial applications. In the EPCA method, the order (number of principal components) is determined by 
looking at the cumulated variance in the singular values diagram, while in the ESOBI method, order selection is 
based on the Modal Contribution Indicator (MCI) of the sources. Results obtained on the industrial examples 
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