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В подавляющем большинстве когерентных 
радиолокационных станций (РЛС ) оптимальная 
обработка цифровых сигналов с неизвестными 
амплитудой, частотой, задержкой и начальной фа­
зой предусматривает вычисление частотно-вре- 
мендай функции
N  -1
|Т(/, d)| = X  s ( n ) 4 f  ( n - 1) e--2mdn/N
n = 0
, (1)
где l  -  дискретизированная задержка (lag); d  -  
дискретизированный частотный сдвиг; N  -  коли­
чество отсчетов принятого сигнала в обрабатыва­
емом блоке; n =  0, N  - 1  -  номер отсчета сигнала; 
s ( n) -  принятый сигнал; sref  ( n - 1) -  цифровой
м#м
опорный (referenced) сигнал; -  символ ком­
плексного сопряжения.
Дискретизированная задержка l  представляет со­
бой задержку сигнала т, дискретизированную на ин­
тервал дискретизации (sampling) Ts : l  =  round (т/Ts)
( round (•) -  операция взятия целой части аргумента). 
Дискретизированный частотный сдвиг аналогич­
но связан с доплеровским смещением fD  и дли­
тельностью анализируемой выборки сигнала N Ts :
d  =  rcund ( f D N T s )  = rcund [ (/ d / fs  )  N  ] ,
где f s =  1/Ts -  частота дискретизации.
Если s ( n ) совпадает с опорным сигналом 
sref  ( n - 1) , то ( 1) является оценкой функции не­
определенности (Ф Н ) сигнала sref  ( n - 1) на интер­
вале задержек 0...LTs и частот -  D fs/ N ... D fs/ N . 
На практике в принятом сигнале обычно содер­
жится множество копий sref  ( n - 1) , сдвинутых
по задержке и по частоте.
В зарубежной литературе функцию (1) называ­
ют "поверхностью амплитуда-дальность-Доплер" 
(amplitude-range-Doppler surface) или просто "по­
верхностью дальность-Доплер" из-за прямой свя­
зи задержки с дальностью и обусловленностью 
частотного сдвига эффектом Доплера. В отече­
ственных источниках ее называют корреляцион­
но-фильтровой функцией, взаимной функцией 
неопределенности, двумерной взаимно корреля­
ционной функцией, функцией отклика и т. д. Да­
лее будем называть ( 1) частотно-временной функ­
цией (ЧВФ ). На рис. 1 приведен пример ЧВФ, 
нормированной (normalized) на свое максималь­
ное значение, выраженной в децибелах.
Алгоритм расчета частотно-временной функ­
ции. Различные способы расчета ЧВФ, учитыва-
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Рис. 1
ющие связь круговой свертки, линейной свертки, 
дискретного преобразования Фурье (ДПФ ), а 
также свойства Д ПФ  и быстрого преобразования 
Фурье (БПФ), описаны в различных источниках. 
В настоящей статье сосредоточимся на деталях, 
важных при практической реализации вычисле­
ния ЧВФ. Обсуждаемый далее способ и вытека­
ющий из него алгоритм при выполнении опреде­
ленных условий, указанных ниже, обеспечивают 
наиболее быстрый расчет ЧВФ  [1].
Пусть принятый сигнал s содержит N  отсче­
тов, а опорный сигнал sref  -  N  + L  отсчетов. На
рис. 2, а блоки отсчетов условно показаны пря­
моугольниками.
Блок из N  отсчетов сигнала s разбивается на M  
сегментов по N ' отсчетов в каждом. Аналогично 
разбиваются N  отсчетов сигнала sref и комплекс­
ной экспоненты. При этом можно записать:
M - 1N  -1 
И ' , d \ =  X X  s ( m N ' + n ' ) x
m=0 n'=0
x s^ ef (m N ' + П - 1)  e- j2nd (m N '+n'\ ( M N , (2)
где m =  0, ..., M  -1  -  номер сегмента; n -  но­
мер отсчета внутри сегмента.
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Рис. 2
С учетом того, что
e ~ j 2nd (mN '+n )/(M N ’) =
=  -  j  2ndmN'/(MN' ) g -  j  2ndn '/ (M N ') =  
= -  j  2ndm/M -  j  2ndn'/ (M N ' )
получим
И ' , d  )\ =





e- j2ndm/M  x  s (m N ' +  + ') x  
n '=0
Рассмотрим случай D  ^  M , что означает, что 
максимальное значение модуля частотного сдвига 
много меньше частоты повторения сегментов / м  :
/ д . »  =  ND/s ) <  (■ fM  =  N = N /s }
При этом максимальное значение модуля по­
казателя экспоненты в (2)
[2ndn '/ (M N ') ]max = 2nD  (N  - 1)/(M N ' ) *  2nD /M  *  0.
Т  -  j[2ndn'/(MN' )]max -  j0 i П Тогда e JL Jmax «  e J =  1. При мень­
ших значениях d  и n ' это равенство тем более 
выполняется.
В этом случае ЧВФ





e~j2ndm/M  x  s (m N ' +  + ')x  
n '=0
x s*ef  (m N ’ +  n - 1) ] (3)
Обозначим
N -1
rm ( I ) =  X  s ( m N ' +  n ' )  s*ef  ( m N ' +  n ' - 1)  (4)
n =0
-  дискретную линейную свертку m-го сегмента s 
и m-го сегмента s*ef  (рис. 2, б), вычисленную в 
ограниченном диапазоне сдвигов 0 < I <  L.
Спектр (результат Д П Ф ) круговой (цикличе­
ской) свертки двух периодических последова­
тельностей равен произведению спектров этих 
последовательностей [2]. Если выровнять длины 
периодов последовательностей, дополнив более 
короткий период нулями, то круговая свертка пе­
риодических последовательностей будет равна 
линейной свертке последовательностей конечной 
длины. Таким образом, линейную свертку двух 
конечных последовательностей можно вычислить 
с помощью ДПФ, предварительно дополнив хотя 
бы одну из последовательностей нулевыми отсче­
тами. В рассматриваемом случае одна конечная
т. мкс
последовательность образована отчетами в m -м  
сегменте s, вторая -  отсчетами в m-м сегменте
*
sref . Сокращение вычислительных затрат дости­
гается за счет вычисления Д ПФ  с помощью алго­
ритма БПФ. Другими словами, для быстрого вы­
числения (4 ) нужно хотя бы один из сегментов 
(или принятого, или опорного сигналов) допол­
нить нулевыми отсчетами, выполнить БПФ для 
каждого из сегментов, перемножить полученные 
спектры и выполнить обратное БПФ. При про­
граммной реализации массивы с отсчетами сиг­
налов должны иметь одинаковую длину, поэтому 
нулевыми отсчетами дополняются оба сегмента. 
При этом, во-первых, сегмент принятого сигнала 
s сначала дополняется L  нулевыми отсчетами 
слева (см. рис. 2, б ), во-вторых, количество нуле­
вых отсчетов, которыми дополняются оба сегмен­
та справа, выбирается таким, чтобы длина допол­
ненных массивов не только равнялась или пре­
вышала L  + N ' + N ' -1  (чтобы круговая свертка 
совпадала с линейной), но и была степенью двой­
ки -  при этом обеспечивается наилучшая вычис­
лительная эффективность БПФ.
С учетом (4 ) перепишем (3):
И ,  d )|= ^ m ,  ( l ) * -  j2 " * / M  . (5)
m=0
Для каждого значения задержки l  (5) пред­
ставляет собой Д ПФ  вектора
|/о ( l ) ,  r  ( l ) ,  •••, гм -1 ( l ) ] т
( т -  символ транспонирования), которое также 
можно рассчитать по алгоритму БПФ для сокраще­
ния вычислений. Таким образом, для каждого зна­
чения l  сечение ЧВФ вычисляется с помощью БПФ. 
На рис. 3 проиллюстрировано, как совпадающие 
по задержке отсчеты rm ( l )  объединяются в вектор 
для последующего расчета l-го сечения ЧВФ.
Перед БПФ вектор [r0 ( l ) , r  ( l ) , •••, M - 1 ( l ) ] т 
должен быть дополнен нулевыми отсчетами так,
r0 (0) r0 (1) r0 ( L )
1r 0) r1
3




чтобы длина дополненного вектора, во-первых, 
была не меньше 2M  -1  и, во-вторых, была степе­
нью двойки. Для снижения уровня боковых ле­
пестков ЧВФ перед дополнением нулевыми отсче­
тами вектор следует умножить на оконную функ­
цию (например, Хемминга) длиной M.
На основании изложенного алгоритм вычис­
ления Ч ВФ  включает следующие операции:
1. Получение векторов s длиной N  и sref  дли­
ной L  + N .
2. Комплексное сопряжение вектора sref .
3. Разделение вектора s длиной N  на M  векто­
ров sm длиной N ' (см. рис. 2).
*
4. Разделение вектора sref на M  векторов
* fsref  m длиной N  + L  (см. рис. 2).
5. Определение числа точек БПФ rm ( l ) (4):
N FFTr = 2nextpow2(2N ' +L-1) (FFT -  Fast Fourier 
Transformation -  быстрое преобразование Фурье; 
nextpow2 ( n ) -  функция, возвращающая мини­
мальное p, такое, что 2p  > n ) .
6. Дополнение каждого вектора sm L  нулями 
слева и N FFTr -  L  -  N '  нулями справа.
*
7. Дополнение каждого вектора sref  m 
NFFTr -  L  -  N '  нулями справа.
*
8. БПФ для всех векторов s ,  и sref  m (далее -  
БПФ-8).
9. Перемножение векторов-результатов БПФ-8 
для совпадающих m .
10. Обратное БПФ (далее -  БПФ-10) для всех 
M  векторов-результатов перемножения из п. 9.
11. Отбрасывание в каждом векторе-результате 
БПФ-10 последних N f f t -  -  ( L  +1) отсчетов.
12. Формирование матрицы R ,  с размерами 
M  х ( L  +1) из векторов-результатов БПФ-10.
13. Умножение каждого столбца матрицы R ,  
на оконную функцию длиной M .
14. Определение количества точек БПФ
Y ( l ,  d ) (5): N f f t y  = 2nextpow2(2M}.
15. Дополнение всех столбцов матрицы R ,  
N f f t  y  -  M  нулями.
16. БПФ (далее -  БПФ-16) для каждого столб­
ца матрицы R ml с размерами N f f t  Y  х ( L  + 1) .
17. Формирование новой матрицы с размера­
ми ( 2 D  + 1 )х ( L  +1).
18. Копирование в первые D  столбцов сфор­
мированной матрицы из п. 17 последних D  столб­
цов матрицы-результата из п. 16, а в последние 
D  + 1 столбцов указанной матрицы -  первых D  + 1 
столбцов матрицы-результата из п. 16.
Вы числение частотно-временной функции. 
Относительно недавно у  разработчиков появи­
лась возможность выбора способа реализации 
цифровой обработки радиолокационных сигна­
лов и, в частности, вычисления ЧВФ: конструи - 
ровать и программировать специализированный 
вычислитель (на сигнальных процессорах и про­
граммируемых логических схемах) или использо­
вать аппаратные средства персональных компью - 
теров (центральные процессоры, математические 
сопроцессоры, графические процессоры). Пре­
имущества и недостатки разных подходов рас­
смотрены в [3]. В настоящей статье описано вы­
числение ЧВФ  на графических процессорах (да­
лее -  видеокартах), а именно на широко распро­
страненных игровых видеокартах.
Видеокарты привлекательны тем, что их архи­
тектура позволяет организовать параллельные вы­
числения за счет многопроцессорности. Например, 
используемая в описанной далее реализации относи­
тельно недорогая видеокарта ASUS Radeon R9 290 
содержит 2560 универсальных вычислительных про­
цессоров. Кроме того, при параллельных вычис­
лениях для увеличения суммарного объема памя­
ти или для повышения производительности мож­
но использовать не одну, а две и более видеокарт.
Первым этапом вычисления ЧВФ на видеокар­
те является подготовка данных для параллельных 
вычислений БПФ-8. Подготовка заключается в 
копировании отсчетов принятого и опорного сиг­
налов в память видеокарты, разделении их на сег­
менты и дополнении нулями. Для минимизации 
количества операций по работе с памятью ви­
деокарты (поскольку они являются самыми мед­
ленными) следует не копировать отсчеты в память 
и затем перемещать их там, дополняя нулями (при 
этом на каждый элемент обрабатываемого массива 
придется как минимум две операции копирова­
ния), а предварительно заполнить память нулями
и, используя простой алгоритм, скопировать каж­
дый элемент всего один раз. На рис. 4 это упро­
щенно проиллюстрировано для сигнала s (здесь 
подразумевается, что данные в память видеокарты 
копируются из оперативной памяти компьютера).
Несмотря на то, что при таком варианте прихо­
дится копировать каждый сегмент по отдельности 
(в отличие от копирования целиком всего блока от-
„  Nfft ячеек NFFT ячеек









счетов сигнала), временные потери оказываются 
невелики, так как передача данных осуществляется 
по технологии прямого доступа к памяти.
В рассмотренной реализации компьютерная 
программа вычисления ЧВФ  создана с помощью 
OpenCL (фреймворк для написания компьютер - 
ных программ, связанных с параллельными вы­
числениями, содержащий свои язык программи­
рования и интерфейс программирования прило­
жений). БПФ (шаги 8 и 16 алгоритма вычисления 
ЧВФ ), а также обратное БПФ (шаг 10 алгоритма) 
осуществлялись с помощью библиотеки clFFT 
OpenCL (при этом настройка БПФ сводилась к 
указанию количества точек, типа данных, буфе­
ров для хранения входных и выходных данных). 
Требовалось обеспечить параллельное вычисле­
ние ЧВФ  для 16 приемных каналов. Количество 
необходимой для обработки 16 каналов памяти 
превышало объем памяти одной видеокарты, по­
этому параллельные вычисления выполнялись на 
двух видеокартах. При этом пришлось создать 2 
контекста (рабочих пространства) для библиотеки 
clFFT, каждый из которых содержал по одной ви­
деокарте. На скорости вычислений использование 
двух контекстов вместо одного не сказывалось.
Перемножение спектров (шаг 9 алгоритма) вы­
полнялось ядром OpenCL. OpenCL не содержит опе­
раций для работы с комплексными числами, поэтому 
они были реализованы с помощью специально напи­
санных inline-функций. Для представления ком­
плексного числа в OpenCL использован тип данных 
float2, содержащий два числа с плавающей точкой.
После выполнения обратного БПФ-10 выходной 
буфер данных (здесь и далее -  для каждого приемно­
го канала) содержал M  векторов по N FFTr ком­
плексных отсчетов в каждом. В процессе реализации 
шагов 11-15 алгоритма эти векторы преобразовыва­
лись в матрицу R ml с размерами N f f t  Y  х ( L  + 1) .
Отсчеты матрицы содержались во входном буфе­
ре перед выполнением БПФ-16. В рассмотренной 
реализации оба буфера (выходной буфер после
обратного БПФ-10 и входной буфер перед БПФ-16) 
не могли быть размещены в памяти видеокарты 
одновременно. В связи с этим создавался проме­
жуточный буфер меньшего размера, в который 
копировались L  +1 отсчетов каждого из M  векто­
ров, после чего выходной буфер обратного БПФ- 
10 уничтожался. Затем создавался и заполнялся 
нулями буфер для матрицы R mi , после чего от­
счеты из промежуточного буфера копировались в 
новый буфер по аналогии с тем, как это делалось 
при загрузке данных в память видеокарты перед 
выполнением БПФ-8 (см. рис. 4).
Матрицу R mi следует ориентировать в памя­
ти видеокарты так, как показано на иллюстратив­
ном примере (рис. 5) для матрицы размером 3 х 4, 
чтобы друг за другом располагались отсчеты од­
ной строки (рис. 5, а), а не столбца (рис. 5, б ), не­
смотря на то, что БПФ выполняется для столбцов 
матрицы. Заливкой на рис. 5 выделены ячейки с 
элементами первой строки. Для операции выполне­
ния БПФ расположение элементов в памяти не иг­
рает роли, но при последующем извлечении данных 
(в том числе из памяти видеокарты) для выполне­
ния шагов 17, 18 алгоритма это важно, и размеще­
ние по строкам заметно экономит время.
?11 ?12 ?13 ?14 ?21 ?22 ?23 ?24 ?31 ?32 ?33 4?3
а
?11 ?21 ?31 ?12 2?2 ?32 ?13 ?23 ?33 ?14 4?2 ?34
б
Рис. 5
Время вычисления частотно-временной функ­
ции. Описанным способом выполнялось парал­
лельное вычисление 16 ЧВФ. Блок комплексных 
отсчетов для каждого из 16 принятых сигналов 5 
имел длину N  = 2 308 198 отсчетов. Опорный
сигнал 5ref  содержал N  + L  = 2 308 198 +  4 572 = 
= 2 312 770 отсчетов. Каждый сигнал разделялся 
на M  = 1262 сегментов по N ' = 1829 комплекс­
ных отсчетов в каждом (перекрывающиеся сег­
менты опорного сигнала содержали по 
N '  + L  = 1829 + 4572 = 6401 отсчету). Количество
точек БПФ-8 Nppj? = 16 384. На шаге 8 алгорит­
ма для всех сигналов (16 принятых и одного 
опорного) суммарно выполнялось 21 454 БПФ на 
16 384 точках. На шаге 10 алгоритма для всех сиг­
налов выполнялось 20 192 обратных БПФ на 16 384 
точках. Количество точек БПФ-16 N p p j^  = 
= 4 096 (матрица R mi на этом шаге алгоритма 
имела размеры 4096 х 4573). На шаге 16 алгоритма 
для всех приемных каналов суммарно выполня­
лось 73 168 БПФ на 4 096 точках. Размеры выход­
ной матрицы, представляющей ЧВФ, 1537 х 4573. 
Расчет 16 ЧВФ  на двух видеокартах ASUS Radeon 
R9 290 с учетом загрузки данных в память ви­
деокарт и извлечения результатов в оперативную 
память компьютера занял 660 мс.
Полученный результат -  время, затрачиваемое 
на расчет ЧВФ, позволяет, на взгляд авторов, рас­
сматривать описаный вариант аппаратно-про­
граммной реализации цифровой обработки как 
приемлемый для использования в реальной прак­
тике. В частности, при интервале дискретизации 
порядка 100 нс блок отсчетов сигнала длиной, 
аналогичной приведенной ранее (несколько мил­
лионов отсчетов), соответствует времени накопле­
ния несколько сот миллисекунд, соизмеримому со 
временем обработки на видеокартах. Можно 
сформулировать по-другому. В рассмотренном 
примере две видеокарты обработали около 40 млн 
отсчетов за 660 мс. Поскольку каждый отсчет яв­
ляется 64-разрядным, обрабатываемый поток со­
ставил 3.8 Гбит/с, что также является неплохим 
показателем. Рассмотренный вариант реализации 
вычисления ЧВФ позволяет увеличивать количе­
ство обрабатываемых приемных каналов без повы­
шения времени вычислений за счет добавления ви­
деокарт. С точки зрения стоимости рассмотренный 
вариант также привлекателен, так как обычно спе­
циализированный вычислитель стоит существенно 
дороже видеокарт. Программный код, написанный в 
OpenCL, не привязан к конкретной аппаратуре, что 
позволяет использовать видеокарты различных 
производителей. Во многих случаях гражданского 
применения, когда использование на РЛС компью­
теров допускается техническими требованиями, 
применение видеокарт для цифровой обработки 
сигналов является реальной альтернативой.
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Radar amplitude-range-doppler surface fast calculation on graphics processing units
The paper describes the algorithm of fast calculation of the amplitude-range-Doppler surface. The features of the 
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Алгоритмы защищенного информационного обмена 
в радиоканалах космической навигационной системы
Для повышения защищенности информационного обмена по радиоканалам космической навигацион­
ной системы с целью предотвращения несанкционированного использования системы предложено ис­
пользовать криптографические методы защиты сигнала высокой точности. Эту задачу позволяет ре­
шить криптографическая система, реализующая защищенные протоколы аутентификации, передачи 
ключей и информационного обмена.
Космическая навигационная система, межспутниковые каналы, алгоритм Диффи-Хеллмана, 
криптографическая защита
В настоящее время околоземное космическое 
пространство является сферой ведения военно­
космической деятельности и применения космиче - 
ских средств различного назначения, а также рас­
сматривается как стратегическая космическая зона.
На современном этапе развития радиотехни­
ческих систем особое место занимают космиче­
ские навигационные системы (КНС).
Пространственная электромагнитная доступ­
ность, являющаяся свойством любых радиокана­
лов, создает условия для реализации угроз не­
санкционированного доступа к радиоканалам 
космического аппарата (К А ). Нормальное функ­
ционирование КНС может быть нарушено в ре­
зультате различных деструктивных воздействий.
Применение существующих протоколов за­
щиты информации в радиоканалах навигацион­
ной системы ограничено особенностями ее функ­
ционирования, связанными в первую очередь с 
тем, что в ней существуют только однонаправ­
ленные каналы передачи информации "навигаци­
онный космический аппарат (Н К А ) -  наземная
аппаратура потребителя (Н А П )", что накладывает 
существенные ограничения на процедуры аутен­
тификации и обмена ключевой информацией.
Одним из способов смены ключей является ге­
нерация новых ключей на основе совершения цик­
лической операции со старым ключом (например, 
шифрование на старом ключе очередного числа, 
поступающего от датчика псевдослучайных чисел 
одинаковой для всех абонентов структуры) [1]. 
В этом случае, если наземный абонент не может 
расшифровать полученную информацию, он гене­
рирует новый ключ и пытается расшифровать ин­
формацию с его помощью. Это позволяет абоненту 
восстановить текущий ключ системы независимо 
от того, сколько циклов смены ключа он пропу­
стил [2]. Недостатком рассмотренного способа 
является возможность вскрытия структуры датчи­
ка псевдослучайных чисел, если вероятный нару­
шитель сможет получить в свое распоряжение эк­
земпляр НАП. В дальнейшем, вскрыв один ключ, 
он также может получать последующие ключи с 
использованием датчика псевдослучайных чисел.
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