and Prevention (CDC), in year 2011 alone, 3,331 people were killed in accidents involving a distracted driver [18] . CDC also reports that around 31% of the drivers were reported to have used the text message or email features while driving. Combining these data, around 1,033 people were killed by texting and driving.
Introduction
Distracted driving is any activity that could divert a person's attention away from the primary task of driving [1] . All distractions endanger driver, passenger, and bystander safety. Some types of distractions are texting, using a cell phone or Smartphone, eating and drinking, talking to passengers, grooming, reading, including maps, and using a navigation system. However, because text messaging requires visual, manual, and cognitive attention from the driver, it is by far the most alarming distraction [1] . In year 2014 alone over three thousand people were killed, and 431,000 were injured in motor vehicle crashes involving distracted drivers [1] . Drivers in their 20s are 23 percent of drivers in all fatal crashes, but are 27 percent of the distracted drivers and 38 percent of the distracted drivers who were using cell phones in fatal crashes [2] .
For a very long time, the acronym "dbc" or "DBC" usually meant a delicious serving of Death By Chocolate. But in recent years, thanks to the reckless use of cell phones by people while driving, you could as well change the expansion to Death By Cell Phone. According to a survey by the Centre for Disease Control acceleration varies depending on the position in the car. This is referred to as low-infrastructure approach since it can be retrofitted in existing cars by plugging in a small OBD-II or cigarette light adapter.
TEXIVE [15] achieves the goal of distinguishing drivers and passengers, and detecting texting operations during driving utilizing irregularities and rich micro-movements of users.
The paper [17] attempts to answer the question "is it possible using only mobile phone's embedded accelerometer to detect changes in gait pattern caused by changed attention level due to interaction with mobile device like reading on-screen text". Two different approaches based on gait phase and gait velocity were tested on recorded data in batch mode with more promising one implemented in real-time manner.
In iLoc [16] , in-vehicle smart phones automatically collect data during certain kinds of events and cooperatively determine the relative left/right and front/back locations. iLoc is also tolerant to noisy data and possible sensor errors.
Using sensor data from the Smartphone is commonplace to determine the position of the cell phone user. Our idea was to capture images from the back facing camera of the cell phone and compare them with reference images, thus finding the position of the camera and the driver. A literature review provided no evidence of such a method tried before in this context and was given a go ahead to be implemented as a proof of concept. A manual comparison of pictures would have been very trivial but making the comparison process automated involved challenges: the comparison process itself and metrics to determine the position. These topics are discussed in sections 3, 4, 5 and 6 respectively.
Detecting Camera Position
The central idea of the proposed methodology is to let the embedded camera capture images periodically and use these images to provide context and / or position of the Smartphone.
Image Registration
When a human compares images, the brain extracts information such as: the similarity between the images, color, intensity, distance between the images, the difference in angle between them and so on. When this process is done electronically, the images are overlapped and various pieces of information are collected. This process is termed as Image registration [5] and falls under the field of computer vision. Image registration techniques have been used successfully in areas such as remote sensing, medical image analysis (comparing CT scans, MRI scans), astrophotography and of course, computer vision. Hence, image registration became the obvious choice to be used in this project.
At first glance, image registration seems like an easy task to perform, how hard could it be to overlay images and extract information? It is challenging. Challenges are introduced due to the nature of image acquisition. Some major challenges are:
1. The different angles at which the reference image and .
Rest of the paper is organized as follows: Section II surveys related works. Section III provides necessary background information on image registration and using these techniques to position the camera. Section IV details the experimental setup. In Section V, we extensively detail the results and analysis. Finally, Section VI provides concluding remarks and future work.
Related work
For an application such as the one mentioned in the previous section to execute successfully, the cell phone should be disabled only when it is used by a person driving a vehicle. Determining the movement of a vehicle is simple in that the speed can be calculated by using data from the GPS. Based on the speed determined, after a preselected speed, the cell phone can be disabled; or at least functions such as texting, games, etc. can be disabled. However, determining if the user of the cell phone is indeed the driver is a challenging step.
Previously, researchers proposed solutions to detect when a call was being made / answered. However, speaking over the phone is the least of our worries in the present day. In case of phone calls, we can expect the driver to at least keep his eyes on the road. But, with features such as texting and games being commonplace on phones nowadays, they are proving to be more dangerous and distracting since the driver would have to remove his eyes off the road. To determine this kind of usage, many concepts have been proposed. Some of the concepts include developing an approach where the caller is notified of the recipient's situation; i.e. whether the recipient can reply to the call, or should the call be transferred to voicemail or respond with an automatic message [20] . Papers [3] and [4] proposed to use the sensors in a Smartphone such as gyroscopes and accelerometers to detect the position of the camera phone thus determining the position of the person using it.
The problem of distinguishing between a driver and passenger using a mobile phone is widely studied in literature. A fusion of embedded sensors in a smart phone (accelerometers, gyroscopes, microphones, and magnetic sensors) is used in [11] to distinguish the driver from passengers. This system utilizes naturally arising driver motions, i.e., sitting down sideways, closing the vehicle door, and starting the vehicle, to determine whether the user enters the vehicle from left or right and whether the user is seated in the front or rear seats.
A detection system leveraging the car stereo infrastructure, in particular, the speakers and Bluetooth network is proposed and studied in [12] . This acoustic approach has the phone send a series of customized high frequency beeps via the car stereo.
DriveSafe [13] applies computer vision and pattern recognition techniques on the phone to detect the most commonly occurring inattentive driving behaviours divided into two main groups: drowsiness and distractions. The driver's iPhone must be placed on the windshield, just below the rear view mirror and aligned with the relevant axes of the vehicle. The app uses the information obtained from some inbuilt iPhone sensors.
In [14] , the authors exploit the insight that the centripetal the sensed image (the captured image which is compared with the reference image) are acquired.
The times of capturing the reference and sensed images
causing the scene to change.
3. Illumination/lighting difference between the reference and sensed images.
4.
Noise and the types of sensors used.
Because of the above cases, one particular registration technique cannot be used universally for all problems. The techniques used have to be customized based on the type of images at hand. The next section discusses the images registration steps and the techniques that were used in this paper.
Image Registration Techniques
Once the sensed image has been acquired, depending on the quality of the image, pre-processing and post-processing might be required either side of the registration process [5] . This paper considers these processes as the secondary steps of registration and does not discuss them in detail. The primary steps involved in Image registration can be generalized as follows:
i.
Feature detection and description
ii.
Feature matching
iii.
Geometric transformation estimation i. Feature detection and description: As the name states, this step involves detecting attributes or features from the reference and sensed images. The features are detected for both images separately, i.e. the steps mentioned in this subsection and the next subsection is repeated for both the reference and sensed image. Feature detection methods can be broadly divided into two types: area based and feature based. The area based methods do not attempt to detect any features explicitly. Instead, they try to directly match images based on methods with a pre-selected window function, usually a rectangular window. Area based methods are disadvantageous since they are not effective on complex transformations because the rectangular window does not operate effectively. Since our images involved more complex transformations than translation the feature based methods were explored.
Feature based methods are best applicable when salient features are present in an image. These features can include distinctive regions, lines, edges, etc. Feature based methods are more robust against transformations and the features are usually invariant to changes. Some of the type of feature based methods are SIFT, SURF, HOG, Harris, and BRISK. After reading up on the different methods, the Speeded Up Robust Features (SURF) detector and descriptor [10] , which is based on the blob detector was chosen as the method to be implemented. A brief working of the SURF detector and descriptor is as explained as follows.
The first step is to detect the interest points in an image. Interest points can be edges, corners, blobs, etc. SURF uses a blob detection scheme. A blob is region of an image having some constant or varying properties in a given region. Usually they are color and contrast but SURF uses only contrast information which aids in making the descriptor more efficient. To detect interest points, SURF uses a second order Hessian second order partial derivative. This is helpful in identifying the interest point; i.e. a point with a zero derivative/partial derivative and is also accurate. Next, second-order Gaussian is calculated using integral images. These filter responses are normalized in size and follow a Frobenius norm which is useful in the next step. Finding interest points at a single scale is not conducive. Instead, to increase accuracy and obtain proper interest points, the image has to be scaled. The scale of the image is increased (since it follows a Frobenius norm), not by increase the image itself but by using a box-filter which improves the computational efficiency. Unlike up-scaling, downscaling doesn't create aliasing. Based on the results of the scaling process, correct interest points are detected.
The second step is to perform interest point description. When interest points are detected, the number of points is usually huge in size and most of these points do not provide useful information. A descriptor chooses the strongest among these interest points and a feature vector is created. The SURF descriptor is based on Haar wavelets. Haar wavelets are calculated for the x and y axes and are represented as points in space. These wavelets are summed up and a vector is formed. The vector with the longest sliding window is the interest point. The descriptor is further strengthened by constructing square regions around each window and calculating the Haar wavelets, which again generates a feature vector. Finally, the contrast between the interest point and the image regions surrounding it is compared. Only those with similar contrasts are retained as the final interest points.
ii. Feature matching: Feature matching is conducted after detecting the interest points. In this step, the interest points from the reference image and the interest points from the sensed image are matched. From the previous subsection, we have seen that interest points are represented as feature vectors. In the feature matching step, the feature vectors of the reference and sensed images are matched. If the two feature vectors contain a high amount of same or similar information, they are considered as corresponding points.
iii. Geometric Transformation Estimation: The final process in image registration is to perform transformations on the sensed images. This process is necessary so that the reference and sensed images can be overlaid over each other and the difference between them can be calculated thus obtaining a result as to whether the two images are same or not. Some of the common types of translations are translation, reflection, rotation, scaling and shear. Images may contain a single transformation or may be a combination of one or more transformations. The transformation to be applied is usually selected based on the previous knowledge. For our experiment, we found out that homography or projective transformation was the best suited method to be applied. The projective transformation was chosen over another similar transformation; affine transformation because of the non-linear nature of the images captured. In addition, during the initial stages of the experiment, the projective transformation was more robust and provided better results than when the affine transformation was used.
Camera Position Detection
As mentioned earlier 3, image registration is usually used in the medical or remote sensing fields. A human is present to compare the reference and sensed images and extract the necessary information. However, in our case, we automate the comparison. Hence, after registration process, the scaling factor and angle between the referenced and sensed image were calculated to find the position of the camera. Their implementation is mentioned later in the paper.
Experimental Setup
The first step of the experiment was to calculate the distances between objects inside the car. These distances were used in determining the position of the camera when the sensed image was captured. A 1999 Toyota Avalon was used for the experiments. The following distances were calculated (an error margin of +/-5 cm was assumed in each case):
1. Distance between the driver-side dashboard and the driver's seat (at its farthest position from the dashboard, with the back-rest in upright position): 75 cm.
2.
Distance between the front passenger-side dashboard and the passenger's seat (at its farthest position from the dashboard, with the back-rest in upright position): 80 cm.
Width of the car (from the left side interior of the car to the right side interior): 180cm
4. Distance between the dashboard and the back passenger's seat: 145 cm.
5.
Diagonal distance from the steering wheel to the front passenger seat: 185 cm. (This value was necessary to calculate the position of images captured from the front passenger seat)
In the next step, the reference images were captured. An iPhone 4 running iOS 7.1 was used. Pictures of the entire front of the car (the dashboard section) on the driver and passenger side were captured. The distance from which the reference images were captured, the position and the number of reference images were set based on trial and error. Each image was shot by placing the camera right next its previous position. All images were captured in such a way that the camera remained parallel to the dashboard. The images were captured from a distance of 75 to 80 cm away from the dashboard. A total of 19 reference images were captured. For the sake of the experiment, reference images were divided into three groups; those captured from the driver's side, the middle of the car and the passenger side.
In the next step, the real time images for position detection were captured. There were no "best positions" to capture sensed images since every person has different ways of holding their phone in the hand. With this in mind, 38 sensed images were captured in total. These images were captured from different positions such as the driver's seat, the front passenger's seat and the rear seats. Since the idea of the project was to detect where the camera is positioned based on the sensed image and to make the project fool-proof, different images were replicated from different positions; i.e. the driver's side area was captured from the rear and front passenger's seat, the front passenger area was captured from the driver's side. When the driver's side was replicated from the rear passenger seats, digital zoom was applied to give a feeling that the image was captured from the driver's area. One important thing to be noted here is that the sensed images were captured in such a way that the user could see his screen; i.e. phone was held facing the user at natural angles.
For the experiment, different tools such as Java, OpenCV and Octave were considered. But because of the high complexity of implementation and lack of appropriate libraries, MATLAB was chosen as the tool to be used. We mentioned about digital zoom in the previous paragraph. This is a crucial element but there was no way to extract this piece of information from MATLAB. Hence the website exifdata.com was used to extract the zoom information. A sensed image was compared with each reference image from the beginning and the comparison stopped when the sensed image registered closely with the reference image. Next, the angle difference and the distance between the reference and sensed images using the zoom data found. If both were found to be correct, the experiment was conducted on the next sensed image. Zoom data is usually set to 1 if no digital zoom information is available. Else, the extracted zoom data is used. Table 1 provided below consists of all the results from the experiment. We noticed that we have 23 entries in the 'Experiment Number' section. This means that 23 out of the 38 sensed images were registered successfully. Out of the 23 registered successfully, all of them calculated the correct angle and distance thus finding the correct driver's position. This gives us an accuracy of 60.5263%. The table can be analyzed by dividing it into three sections; experiments 1 through 9 which contain data from the sensed images captured from the driver's section, experiments 10 to 15 which contain data from the sensed images captured from the passenger's seat and experiments 16 to 23 which contain data from the sensed images captured from the rear seat of the passenger with zoom activated.
Experimental Results and Performance Analysis
From experiments 1 through 9 we observe that images captured from the driver's position is constantly between 20 cm to 40 cm from the dashboard. Since the average position of the driver was 30 cm over nine experiments, this can be assumed as the regular distance between the driver and the dashboard. Also, we had noted in the previous section that the distance between the steering wheel and driver's seat was around 75 cm. Hence, by considering the empty space between the steering and the driver and the space between the drivers's back, back-rest included we can conclude that the image was indeed taken from the driver's seat.
From experiments 10 to 15 we observe that the images were captured from the passenger's seat. This can be clearly indicated by the increase in the distance. Since all the images were captured from the passenger's seat, the sensed images were now more diagonally positioned to the reference images. This explains the increase in length. We find that the average distance across the experiment is 60 cm which turned out to be the case when physically measured.
Lastly, from experiments 16 to 23 we observe that the images were captured from the rear passenger's seat. This can be concluded from the distances calculated and by the presence of a zoom factor. We notice that the distances are more than 80 cm from the dashboard. Though the distance can be mistaken to point to a position in the front passenger's seat, the presence of the zoom factor clearly indicates otherwise.
For our analysis, we choose three experiments from the table: 5, 15 and 19. They represent images captured from the driver's seat, the passenger's seat and from the rear passenger seat with digital zoom.
The results from experiment 5 are shown by Fig.1 through Fig. 5 . From Table 1 , the position is correctly determined. Since the sensed image is tilted/rotated to the left side with respect to the reference, we obtain positive angle of 27.282 degrees and a distance of 24.5155 cm. which can be deduced by looking at Fig.  1 .contains two images compared side by side; to the left is the reference image and to the right is the sensed image. From the naked eye observe that the image is taken from the driver's side in the car. 2 . This is because, the image is displayed after the curve fitting process is completed and only inliers' points or the points that fit the curve are considered. Going back to Fig. 2 we notice that the gear lever in one image is wrongly matched with the steering wheel in the other image. Such points or outlier points are eliminated. Fig. 4 describes the sensed image after the transformation is applied. We notice that it is significantly transformed from how it looked in the right side of Fig. 1 .
Finally, in Fig. 5 we notice that the reference and the transformed sensed image are overlaid. The reference image is green in color and the sensed image is a shade of pink. On observing closely, we notice that some areas which overlap perfectly are actually gray in color; the stereo system. From the table we observe that the sensed image in experiment 5 was captured from the driver's seat.
Next we look at the figures from experiment 15. Fig. 6 and Fig.  7 represent this case. Only the images comparing the reference and sensed image before and after transformation are displayed. From experiment 15, we obtain values of -27.7593 for the angle and a distance of 69.1491 cm for the distance. And the position is detected correctly as having been taken from the passenger's seat. We notice in Fig. 6 that the image has been captured from the passenger side of the car.
Finally, we look at the figures from experiment 19. Fig. 8 and Fig. 9 represent this case. We notice in Fig. 8 that the sensed image appears as though it has been captured from the driver's seat. But from experiment 19, we obtain values of -21.9657 for the angle and a distance of 105.6816 cm for the distance. Along with this we also have a zoom factor of 4.6095. The position is detected correctly as having been taken from the rear passenger's seat.
One observation we make from Table 1 is the accuracy. We notice that 15 out of the 38 sensed images were not registered correctly. Below we will look at some of the reasons or challenges due to which the efficiency decreased. One of the main requirements for the feature based detectors to work is the presence of distinct points from which the features can be extracted. In many of the images, especially involving the passenger side dashboard, the methods could not find enough points to extract. This caused an error in the code and such sensed images could not be compared registered. The other issue is the presence of external factors in the images. These external images caused the registration methods to compare the images wrongly and skew the matching process. Lastly, as mentioned earlier in this paper, image registration techniques are mainly applied in the field of medical and remotes sensing applications. In these cases, the angles at which the images are obtained are regular angles. However, in our case, because of the nature of the experiment, some of the pictures were captured at angles which could not be processed by the registration or transformation methods. Some of the methods and other future work to overcome the problems faced and make the project more effective are discussed in the next section.
