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Abstract
We prove that every chainable continuum can be mapped into a dendroid such that all point-
inverses consist of at most three points. In particular, it follows that there exists a finite-to-one map
from a hereditarily indecomposable continuum (the pseudoarc) onto a hereditarily decomposable
continuum. This answers a question by J. Krasinkiewicz.
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1. Introduction
Every space considered in this paper is metric and every map is continuous. A con-
tinuum is a connected compact space. An arc is a continuum homeomorphic to the unit
interval [0,1] ⊂ R. A tree is a finite union of arcs that does not contain a simple closed
curve. A continuum is tree-like if it can be represented as the inverse limit of trees. A con-
tinuum is chainable (arc-like) if it can be represented as the inverse limit of arcs. For more
information on inverse limits and chainable continua see [7] and [12].
A space X is arcwise connected if for every a, b ∈ X there is an arc A ⊂ X such that
a, b ∈ A. A continuum X is unicoherent if A ∩ B is connected for each subcontinua A
and B such that A ∪ B = X. X is hereditarily unicoherent if every subcontinuum of X
is unicoherent. A dendroid is an arcwise connected hereditarily unicoherent continuum.
By a result of H. Cook [4], dendroids can be characterized as arcwise connected tree-like
continua. It follows from hereditary unicoherence that for every two points a and b in a
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dendroid X, there is exactly one arc in X containing a and b as its endpoints. We will
denote this arc by ab. (If a = b then ab = {a} = {b}.) Observe that it follows from the
definition that every subcontinuum of a dendroid is a dendroid. For more information on
dendroids see [3] and [12].
A continuumX is decomposable if it can be represented as the union of two of its proper
subcontinua, otherwise X is indecomposable. The simplest indecomposable continuum,
the Knaster continuum (also called the buckethandle continuum, is pictured in Fig. 4
of [9, p. 205]. The Knaster continuum is chainable. For a point x in a continuum X,
the composant of x is the union of all proper subcontinua of X containing x . In an
indecomposable continuum composants of two points are either identical or disjoint.
An indecomposable continuum has uncountably many composants. Composants of the
Knaster continuum are arcwise connected. Figures depicting this continuum usually
show only part of just one composant. A continuum is hereditarily indecomposable if
each its subcontinuum is indecomposable. Bing [1] proved that there is exactly one
hereditarily indecomposable chainable continuum. This continuum is called the pseudoarc.
A continuum is hereditarily decomposable if it does not contain a nondegenerate
indecomposable continuum. Every dendroid is hereditarily decomposable. For more
information on indecomposable continua see [9] and [12].
In 1979, J. Krasinkiewicz asked whether there exist a finite (countable) to one
mapping from a hereditarily indecomposable continuum onto a hereditarily decomposable
continuum [5, Problem 157] (see also [10, Problem 130]). Since composants of an
indecomposable continuum are dense, it is usually difficult to get a countable-to-one
map of an indecomposable continuum into a hereditarily decomposable continuum. For
example, the author [11] proved that every planar dendroid D contains a single point
bottleneck, that is a point p and two nonempty open sets U and V such that p ∈ ab for
each a ∈ U and b ∈ V . It follows that if f is a map of an indecomposable continuum X
into a planar dendroidD, then f−1(p) intersects each composant of X. Therefore, f−1(p)
is uncountable. However, there exist nonplanar dendroids without single point bottlenecks.
For instance, Krasinkiewicz and the author [8] constructed a (nonplanar) dendroid T with
a point p such that T \ {p} has uncountably many dense arc components. This property,
resembling composant structure in an indecomposable continuum, made possible to show
(in [11]) that there is a map from the Knaster continuum to T such that f−1(d) consists
of at most three points for each d ∈ T . In this paper we extend this result by proving the
following theorem.
Theorem 1.1. For each chainable continuum X there is a dendroid D and there is a map
f :X→D such that f−1(d) contains at most three points for each d ∈D.
In particular, the following corollary answers the question by Krasinkiewicz quoted in
the previous paragraph.
Corollary 1.2. There is a map f mapping a hereditarily indecomposable continuum P (the
pseudoarc) into a hereditarily decomposable continuum D (a dendroid) such that f−1(d)
contains at most three points for each d ∈D.
P. Minc / Topology and its Applications 138 (2004) 287–298 289
The map f in Theorem 1.1 is “3-or-less-to-1.” Heath and Nall [6] asked whether there
is an indecomposable continuum (not necessarily chainable) that admits a 2-or-1-to-1 map
onto a dendroid. It would be interesting to answer this question even only in the case of
chainable continua. It was proven in [11] that some indecomposable continua, including
the Knaster continuum, do not admit 2-or-1-to-1 maps on dendroids. On the other hand,
it is easy to construct such maps from many standard examples of chainable hereditarily
decomposable continua. Is it, therefore, true that a chainable continuum is hereditarily
decomposable if and only if it admits a 2-or-1-to-1 map onto a dendroid?
2. Arcs with stickers
Definition 2.1. If a and b are points of a tree T , then by ab we denote the unique arc
contained in T with its endpoints a and b. (In case a = b, ab denotes the one point set
{a} = {b}.) If it is needed, we will assume that the arc ab is ordered from a to b. In
this context we will say that a function f :T → [0,1] is increasing (decreasing) on ab
if f (c) < f (d) (or f (c) > f (d), respectively) for any two points c, d ∈ ab such that c
precedes d in the order from a to b. A function is trivially increasing (and decreasing) on
a degenerate interval. By the interior of ab, we understand ab \ {a, b}.
By an arc with stickers we understand a pair (T ,A), where T is a tree and A⊂ T is an
arc such that each component K of the closure of T \ A is an arc such that K ∩ A is an
endpoint of K and it is an interior point of A. For simplicity, we say that the tree T , itself, is
an arc with stickers. We call A the core of T and the components of cl(X \A) stickers. The
intersection of a sticker with A is called a sticker point. Let n be the number of stickers and
let a0 and an denote the endpoints of A. Let s1, s2, . . . , sn be the sticker points arranged
in the increasing order in the arc A ordered from a0 to an. For each j = 1,2, . . . , n, let
zj denote the other end point of the sticker containing sj . A map f :T → [0,1] is sticker
separating provided that there exist points a1, . . . , an−1 such that
(1) aj belongs to the interior of sj sj+1 for each j = 1, . . . , n− 1,
(2) f is increasing on aj sj+1 for each j = 0, . . . , n− 1,
(3) f is decreasing on sj aj for each j = 1, . . . , n,
(4) f is increasing on sj zj for each j = 1, . . . , n, and
(5) f (s1z1), f (s2z2), . . . , f (snzn) are mutually disjoint.
Let f :T → [0,1] be a sticker separating map. Consider the set C˜(f )=⋃nj=0[f (aj ),
1] × {j } contained in the Cartesian product [0,1] × {0, . . . , n}. We will define a relation ∼
on C˜(f ) in the following way: (t, i)∼ (u, j) if and only if t = u and f (w)  t for each
w ∈ aiaj .
Observe that ∼ is an equivalence relation whose equivalence classes form an upper
semi-continuous decomposition of C˜(f ). Let C(f ) = C˜(f )/∼, let γ be the projection
of C˜(f ) onto C(f ), and let π be the natural projection of C(f ) into [0,1]. Clearly,
(1, i)∼ (1, j) for each i, j = 0, . . . , n. We will denote the point γ (1,0)= γ (1,1)= · · · =
γ (1, n) by m(f ). Let σ :T → C(f ) be defined by σ(v) = γ (f (v), j) if v ∈ aj sj+1 and
j = 0, . . . , n− 1, or v ∈ aj zj and j = 1, . . . , n.
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In the following proposition we will list properties of C(f ) using the notation from
Definition 2.1.
Proposition 2.2. Let f be a sticker separating map defined on an arc with stickers T . Then
the following properties are true:
(1) σ :T →C(f ) is continuous.
(2) π ◦ σ = f .
(3) If (b, i)∼ (b, j) for some b ∈ [0,1] and i, j = 0, . . . , n, then (c, i)∼ (c, j) for each
c ∈ [b,1].
(4) C(f ) is a tree.
(5) C(f )=⋃nj=0 σ(aj )m(f ).
(6) For each x ∈ C(f ), π restricted to the arc x m(f ) is a homeomorphism onto
[π(x),1].
(7) Suppose u,v ∈ T and t ∈ [0,1] are such that f (uv) ⊂ [0, t]. Then there is y ∈
σ(u)m(f )∩ σ(v)m(f ) such that π(y)= t .
(8) Suppose u,v ∈ T are such that f is increasing on the arc uv ordered from u to v.
Then, σ(v) ∈ σ(u)m(f ).
(9) For any two points u,v ∈ T , σ(u)= σ(v) if and only if f (u)= f (v) and there is no
point w ∈ uv such that f (w) > f (u).
(10) For each x ∈C(f ), σ−1(x) contains at most three points. If σ−1(x) is a three points
set, then x ∈ σ(sj zj ) for some j = 1, . . . , n.
Proof. To prove (1), it is enough to observe that (f (sj ), j − 1) ∼ (f (sj ), j) for j =
1, . . . , n. Since π(γ (b, j)) = b for each (b, j) ∈ C˜(f ), (2) follows from the definition
of σ .
(3) follows immediately from the definition of ∼. C(f ) is connected since m(f ) ∈
γ ([f (aj ),1]×{j }) for j = 0, . . . , n. To prove that C(f ) is a tree, use (3) and the induction
with respect to n. Since σ(aj )= γ (f (aj ), j), (5) follows from the definition of C˜(f ).
To prove (6), take (b, j) ∈ C˜(f ) such that γ (b, j) = x . Observe that γ restricted to
[b,1] × {j } is a homeomorphism onto xm(f ). Now, (6) follows, since π(γ (c, j))= c for
each c ∈ [b,1].
Proof of (7): Suppose u,v ∈ T and t ∈ [0,1] are such that f (uv) ⊂ [0, t]. Since T =⋃n−1
i=0 aisi+1 ∪
⋃n
i=1 ziai , there is an integer i such that u ∈ aisi+1 and i = 0, . . . , n− 1,
or u ∈ aizi and i = 1, . . . , n. Similarly, there is an integer j such that v ∈ aj sj+1 and j =
0, . . . , n− 1, or v ∈ aj zj and j = 1, . . . , n. By the definition of σ , σ(u)= γ (f (u), i) and
σ(v)= γ (f (v), j). Since σ(u)m(f )= γ ([f (u),1]× {i}) and σ(v)m(f )= γ ([f (v),1]×
{j }), to complete the proof of (7) we must show that
(t, i)∼ (t, j). (∗)
If i = j , (∗) is obvious. Assume that i = j . Since f (aiu) ⊂ [0, f (u)] and f (ajv) ⊂
[0, f (v)], we have the result that f (aiaj ) ⊂ [0, t]. Now, (∗) follows from the definition
of ∼.
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Proof of (8): Suppose u,v ∈ T are such that f is increasing on the arc uv ordered from
u to v. As before, let i be an integer such that u ∈ aisi+1 and i = 0, . . . , n− 1, or u ∈ aizi
and i = 1, . . . , n. In either case,
σ(u)m(f )= γ ([f (u),1]× {i}).
In the case where u ∈ aizi , v ∈ uzi ⊂ aizi and, consequently, σ(v) = γ (f (v), i) ∈
σ(u)m(f ). Thus, we may assume that u ∈ aisi+1. In this case v ∈ uzi+1 = usi+1 ∪
si+1zi+1. If v ∈ usi+1, then, as before, σ(v)= γ (f (v), i) ∈ σ(u)m(f ). So, we may assume
that v ∈ si+1zi+1. In this case, σ(v)= γ (f (v), i + 1). Since f (v) f (si+1), we have the
result that (f (v), i + 1) ∼ (f (v), i). Consequently, σ(v) = γ (f (v), i) ∈ σ(u)m(f ), and
the proof of (8) is complete.
Proof of (9): Suppose u,v ∈ T are such that f (u)= f (v) and there is no point w ∈ uv
such that f (w) > f (u). Clearly, f (uv) ⊂ [0, f (u)]. It follows from (2.2) that there is
y ∈ σ(u)m(f ) ∩ σ(v)m(f ) such that π(y)= f (u). By (2.2), y = σ(u) and y = σ(v), so
σ(u)= σ(v).
Now, suppose u,v ∈ T are such that σ(u)= σ(v). Then, f (u)= f (v), by (2). Suppose
there is a point w ∈ uv such that f (w) > f (u). Let i be an integer such that u ∈ aisi+1
and i = 0, . . . , n − 1, or u ∈ aizi and i = 1, . . . , n. Similarly, there is an integer j such
that v ∈ aj sj+1 and j = 0, . . . , n − 1, or v ∈ aj zj and j = 1, . . . , n. By the definition
of σ , σ(u) = γ (f (u), i) and σ(v) = γ (f (v), j). Observe that uv ⊂ uai ∪ aiaj ∪ ajv.
Since w /∈ uai and w /∈ ajv, we get the result that w ∈ aiaj . By the definition of ∼,
γ (f (u), i) = γ (f (v), j). Consequently, σ(u) = σ(v). This contradiction completes the
proof of (9).
Proof of (10): Take x ∈ C(f ). Since f (s1z1), f (s2z2), . . . , f (snzn) are mutually
disjoint and π ◦ σ = f , at most one point of σ−1(x) that belongs to the union of stickers
of T . Suppose u, v and y are three distinct points in σ−1(x) \⋃nj=1 sj zj . Since u, v
and y belong to a0an, one of these points belongs to the arc between the remaining two.
We may assume that y ∈ uv. Let j = 1, . . . , n be an integer such that y ∈ aj−1aj . Since
neither u nor v is contained in the arc ysj , it follows that sj ∈ uv. Since f (sj ) > f (y)=
f (u)= f (v), it follows from (9) that σ(u) = σ(v). This contradiction completes the proof
of (10). ✷
Definition 2.3. Let T ′ and T ′′ be two arcs with stickers and let f ′ :T ′ → [0,1] and
f ′′ :T ′′ → [0,1] be two sticker separating maps. Let g :T ′′ → T ′ be a map such that
f ′′ = f ′ ◦ g.
In this definition we will adopt the same notation as in Definition 2.1, except that we
will use ′ and ′′ to distinguish between T ′ and T ′′, respectively.
We will define a function g :C(f ′′)→ C(f ′) in the following way. For an arbitrary
point x ∈ C(f ′′), use Proposition 2.2(5) to find an integer i such that 0  i  n′′ and
x ∈ σ ′′(a′′i )m(f ′′). By Proposition 2.2(6) and (2),
π ′′(x) π ′′
(
σ ′′
(
a′′i
))= f ′′(a′′i )= f ′(g(a′′i ))= π ′(σ ′(g(a′′i ))).
By Proposition 2.2(6), there exists exactly one point yi ∈ σ ′(g(a′′i ))m(f ′) such that
π ′(yi)= π ′′(x). Set g(x)= yi .
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Proposition 2.4. The function g :C(f ′′)→ C(f ′) defined in Definition 2.3 is a continuous
map satisfying the following properties:
(1) The diagram
T ′
σ ′
T ′′
g
σ ′′
C(f ′) C(f ′′)g
is commutative.
(2) g(m(f ′′))=m(f ′).
(3) For each x ∈C(f ′′), g restricted to the arc x m(f ′′) is a homeomorphism onto the arc
g(x)m(f ′).
Proof. We will first prove the following two claims.
Claim 2.4.1. The definition of g(x) does not depend on the choice of i such that x ∈
σ ′′(a′′i )m(f ′′).
Let j be another integer such that 0  j  n′′ and x ∈ σ ′′(a′′j )m(f ′′). Let yi ∈
σ ′(g(a′′i ))m(f ′) and yj ∈ σ ′(g(a′′j ))m(f ′) such that π ′(yi) = π ′(yj ) = π ′′(x). We will
show that yi = yj .
Clearly, (π ′′(x), i)∼′′ (π ′′(x), j). By the definition of ∼′′,
f ′′
(
a′′i a′′j
)⊂ [0,π ′′(x)].
Since f ′′ = f ′ ◦ g, we get the result f ′(g(a′′i a′′j ))⊂ [0,π ′′(x)], and consequently
f ′
(
g
(
a′′i
)
g
(
a′′j
))⊂ [0,π ′′(x)].
By Proposition 2.2(7), there is y ∈ σ ′(g(a′′i ))m(f ′) ∩ σ ′(g(a′′j ))m(f ′) such that π ′(y) =
π ′′(x). It follows from Proposition 2.2(6) that yi = y = yj . Therefore, the claim is true.
Claim 2.4.2. For each i = 0, . . . , n′′, the function g restricted to σ ′′(a′′i )m(f ′′) is a
homeomorphism onto g(σ ′′(a′′i ))m(f ′)= σ ′(g(a′′i ))m(f ′).
Let πi denote π ′ restricted to σ ′(g(a′′i ))m(f ′). Let x be an arbitrary point in
σ ′′(a′′i )m(f ′′). By Claim 2.4.1, g(x) = π−1i (π ′′(x)). Now, the claim follows, since both
π−1i and π ′′ restricted to σ ′′(a′′i )m(f ′′) are homeomorphisms Proposition 2.2(6)).
Since C(f ′′)=⋃n′′i=0 σ ′′(a′′i )m(f ) (by Proposition 2.2(5)), it follows from Claim 2.4.2
that g is continuous on C(f ′′).
We will now prove that the diagram in Proposition 2.4(1) is commutative. Let t be an
arbitrary point of T ′′. Then, either t ∈ a′′i z′′i for some i = 1, . . . , n′′, or t ∈ a′′i s′′i+1 for some
i = 0, . . . , n′′ − 1. In either of the cases, f ′′ is increasing on the arc a′′i t ordered from a′′i
to t . By Proposition 2.2(8), σ ′′(t) ∈ σ ′′(a′′i )m(f ′′). By the definition of g, g(σ ′′(t)) is the
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point y ∈ σ ′(g(a′′))m(f ′) such that π ′(y)= π ′′(σ ′′(t)). Observe that π ′′(σ ′′(t))= f ′′(t)i
(by Proposition 2.2(2)), and f ′′(t)= f ′(g(t)). Consequently,
g
(
σ ′′(t)
)
is the point y ∈ σ ′(g(a′′i ))m(f ′) such that π ′(y)= f ′(g(t)). (∗)
Since f ′′ is increasing on the arc a′′i t ordered from a′′i to t , and f ′′ = f ′ ◦ g, the
map f ′ is increasing on the arc g(a′′i )g(t) ordered from g(a′′i ) to g(t). It follows from
Proposition 2.2(8) that σ ′(g(t)) ∈ σ ′(g(a′′i ))m(f ′). Since π ′(σ ′(g(t))) = f ′(g(t)) (by
Proposition 2.2(2)), it follows from Proposition 2.2(6) and (∗) that
σ ′
(
g(t)
)= g(σ ′′(t)).
To complete the proof of the proposition observe that Proposition 2.4(2) follows easily
from the definition of g, and Proposition 2.4(3) is a simple consequence of Claim 2.4.2. ✷
Definition 2.5. Let T1, T2, . . . be a sequence of arcs with stickers. An inverse system
T1 T2
g1
T3
g2 . . .g3
will be called a sticker separation if there is a sequence f1, f2, . . . such that
(1) fi :Ti →[0,1] is a sticker separating map, and
(2) fi+1 = fi ◦ gi
for each positive integer i .
Lemma 2.6. Suppose X is the inverse limit of a sticker separation {Ti, gi}. Then, there is
a map σ˜ of X onto a dendroid D such that σ˜−1(d) contains at most three points for each
d ∈D.
Proof. Let f1, f2, . . . be a sequence of sticker separating maps satisfying Definition 2.5.
For each positive integer i , let σi :Ti → C(fi) be the map σ defined in Definition 2.1 for
T = Ti and f = fi . For each positive integer i = 1, let gi :C(fi+1)→ C(fi) be the map
g defined in Definition 2.3 for T ′ = Ti , f ′ = fi , T ′′ = Ti+1, f ′′ = fi+1 and g = gi . By
Proposition 2.4, the diagram
T1
σ1
T2
g1
σ2
T3
g2
σ3
. . .g3
C(f1) C(f2)
g1
C(f3)
g2 . . .g3
(∗∗)
is commutative. Let D denote the inverse limit of the sequence
C(f1) C(f2)
g1
C(f3)
g2 . . . ,g3
and let σ˜ :X→ D be the map induced by the diagram (∗∗). D is a tree-like continuum,
since each C(fi) is a tree. By Proposition 2.4(2), gi(m(fi+1)) =m(fi) for each positive
integer i . It follows that m = (m(f1),m(f2), . . .) is a point of D. By Proposition 2.4(3),
each point d ∈D can be connected to m by an arc contained in D. Thus, D is a dendroid
as it is an arcwise connected tree-like continuum (see [4]).
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Let pi be the projection of X onto Ti and let pi be the projection of D onto C(fi).
Suppose that there is a point d ∈D such that σ˜−1(d) contains at least four points. There is a
positive integer i such that the set Pi = pi(σ˜−1(d)) contains at least four points. But σi(Pi)
is one point pi(d) which contradicts Proposition 2.2(10). This contradiction completes the
proof of the lemma. ✷
3. Main results
Throughout this section we will use the letter “g” to denote bonding maps between
consecutive elements in inverse systems. We will always assume that the index of the first
element of the inverse system is “0” . For instance, we will assume that {Xi,gi} represents
the sequence
X0 X1
g0
X2
g1 . . .g2 .
In such settings, we will use the letter “f ” to denote the composition fi = g0 ◦ g1 ◦ · · · ◦
gi−1. For example, in the context of {Xi,g′i}, we will assume without any further comment
that f ′i :Xi →X0 denotes the map g′0 ◦ g′1 ◦ · · · ◦ g′i−1.
In this section we will complete the proof of Theorem 1.1 by showing that each
chainable continuum can be expressed as the inverse limit of a sticker separation
(Lemma 3.4). In our proof, we will use the following Morton Brown’s Approximation
Theorem [2, Theorem 3].
Theorem 3.1 (Morton Brown). Let X = lim←−{Xi,gi} where, for each i , Xi is a compact
metric space. For each i , let Ki be a collection of maps of Xi+1 into Xi such that
gi ∈ cl(Ki). Then, there is a sequence g′0, g′1, . . . such that g′i ∈ Ki and lim←−{Xi,g
′
i} is
homeomorphic to X.
The original proof of [2, Theorem 3] yields the following remark.
Remark 3.2. The maps g′0, g′1, . . . in Theorem 3.1 may be chosen one by one in the
following way. First, g′0 may be chosen as an arbitrary element of K0. Then, for each
positive integer i , after g′0, . . . , g′i−1 have been chosen, a positive number εi can determined
so that g′i may be chosen as an arbitrary element of Ki whose distance from gi is less
than εi .
Lemma 3.3. Every chainable continuum X can be expressed as the inverse limit of a
sequence {[0,1], g′i} such that, for each positive integer i:
(1) the map f ′i is piece-wise strictly monotone on the interval [0,1],
(2) f ′i is increasing on some subinterval of [0,1] containing 0, and
(3) f ′i is decreasing on some subinterval of [0,1] containing 1.
Additionally, there is a number s(0)1 < 1 such that g
′
0([0,1])⊂ [0, s(0)1 ].
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Proof. Use Morton Brown’s Approximation Theorem to express X as lim{[0,1], gi} such←−
that, for each i = 0,1, . . . , the bonding map gi is piece-wise strictly monotone and both 0
and 1 are not in gi([0,1]). Observe that, for each positive integer i , fi is piece-wise strictly
monotone. For each positive integer i , let ci and di be real numbers such that
(1) 0 < ci < di < 1,
(2) gi([0,1])⊂ [ci, di], and
(3) fi is monotone on each of the intervals [0, ci] and [di,1].
Let ϕi be the identity on [0,1] if fi is increasing on the interval [0, ci], and, otherwise, let
ϕi be the map of [0,1] defined by
ϕi(t)=
{
ci − t, if 0 t  ci/2,
t, if ci/2 t  1.
Similarly, let ψi be the identity on [0,1] if fi is decreasing on the interval [di,1], and,
otherwise, let ψi be the map of [0,1] defined by
ψi(t)=
{
t, if 0 t  (1+ di)/2,
1+ di − t, if (1+ di)/2 t  1.
Now, set g′i−1 = gi−1 ◦ψi ◦ ϕi . Observe (using induction with respect to i) that g′i−1(t)=
gi−1(t) for each t ∈ [ci, di]. This implies that lim←−{[0,1], g
′
i} = lim←−{[0,1], gi}. Now,
observe that the sequence g′0, g′1, . . . satisfies the lemma. ✷
Lemma 3.4. Each chainable continuumX can be expressed as the inverse limit of a sticker
separation {Ti, gi}.
Proof. Let g′0, g′1, . . . be as in Lemma 3.3. For each positive integer i , let a
(i)
0 , . . . , a
(i)
n(i)
and s(i)1 , . . . , s
(i)
n(i) be numbers such that
(a1) 0= a(i)0 < s(i)1 < a(i)1 < . . . < a(i)n(i)−1 < s(i)n(i) < a(i)n(i) = 1,
(a2) f ′i is strictly increasing on the interval [a(i)j , s(i)j+1] for j = 0, . . . , n(i)− 1, and
(a3) f ′i is strictly decreasing on the interval [s(i)j , a(i)j ] for j = 1, . . . , n(i).
Let s(0)1 be as in Lemma 3.3. Additionally, set a
(0)
0 = 0 and n(0)= 0.
For each positive integer i , the following inclusions are true:
g′i−1
−1(
s
(i−1)
k
)⊂ {s(i)1 , . . . , s(i)n(i)} where k = 1, . . . , n(i − 1),
and
g′i−1
−1(
a
(i−1)
k
)⊂ {a(i)0 , . . . , a(i)n(i)} where k = 0, . . . , n(i − 1).
For each positive integer i and each integer j = 1, . . . , n(i+1), κi(j) denote the integer
k = 1, . . . , n(i) such that g′i (s(i+1)j ) ∈ (a(i)k−1, a(i)k ). Additionally, let κ0(j) = 1 for each
j = 1, . . . , n(1).
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For each i = 0,1, . . . and j = 1, . . . , n(i + 1), observe that either
g′i
(
s
(i+1)
j
)= s(i)κi (j),
or g′i (s
(i+1)
j ) is between s
(i)
κi(j)
and either of the points g′i (a
(i+1)
j−1 ) and g′i (a
(i+1)
j ).
For each positive integer i , let Ti be an arc with n(i) stickers and the interval [0,1] as its
core such that s(i)1 , . . . , s
(i)
n(i) are the sticker points. For each j = 1, . . . , n(i), let z(i)j denote
the other endpoint of the sticker intersecting [0,1] at s(i)j . Additionally, let T0 = [0,1] and
z
(0)
1 = 1. Let ri be the retraction of Ti to the interval [0,1] such that ri (s(i)j z(i)j )= s(i)j for
each j = 1, . . . , n(i). For each positive integer i , let g′′i−1 denote the composition g′i−1 ◦ ri .
Since [0,1] ⊂ Ti , g′′i−1(Ti)⊂ [0,1], and g′′ and g′ coincide on the interval [0,1], we have
the result that
lim←−
{
Ti, g
′′
i
}= lim←−{[0,1], g′i}=X.
For each positive integer i , we will now define a set Ki−1 of maps of Ti into Ti−1. A map
g ∈ Ki−1 if and only if there are points u(i)1 , . . . , u(i)n(i), v(i)1 , . . . , v(i)n(i), p(i−1)1 , . . . , p(i−1)n(i)
and q(i−1)1 , . . . , q
(i−1)
n(i) , such that the following conditions (b1)–(b8) are satisfied for each
j = 1, . . . , n(i).
(b1) u(i)j belongs to the interior of the arc a(i)j−1s(i)j ⊂ Ti .
(b2) v(i)j belongs to the interior of the arc a(i)j s(i)j ⊂ Ti .
(b3) p(i−1)j belongs to the interior of the arc g′′i−1(s(i)j )z(i−1)κi−1(j) ⊂ Ti−1.
(b4) q(i−1)j belongs to the interior of the arc p(i−1)j z(i−1)κi−1(j) ⊂ Ti−1.
(b5) g(t)= g′′i−1(t) for each t ∈ a(i)j−1u(i)j ∪ a(i)j v(i)j .
(b6) g restricted to the arc u(i)j s(i)j is a homeomorphism onto g′′i−1(u(i)j )p(i−1)j .
(b7) g restricted to the arc v(i)j s(i)j is a homeomorphism onto g′′i−1(v(i)j )p(i−1)j .
(b8) g restricted to the arc s(i)j z(i)j is a homeomorphism onto p(i−1)j q(i−1)j .
The next two claims follow easily from the definition of Ki−1.
Claim 3.4.1. Suppose u(i)1 , . . . , u
(i)
n(i), v
(i)
1 , . . . , v
(i)
n(i), p
(i−1)
1 , . . . , p
(i−1)
n(i) and q
(i−1)
1 , . . . ,
q
(i−1)
n(i) are points satisfying (b1)–(b4). Then, there is a map g :Ti → Ti−1 satisfy-
ing (b5)–(b8) for the same points u(i)1 , . . . , u(i)n(i), v(i)1 , . . . , v(i)n(i), p(i−1)1 , . . . , p(i−1)n(i) and
q
(i−1)
1 , . . . , q
(i−1)
n(i) .
Claim 3.4.2. Suppose i is a positive integer, g ∈ Ki−1 and j = 1, . . . , n(i). Let J denote
one of the ordered arcs a(i)j−1z(i)j and a(i)j z(i)j . Then, g restricted to J is an order preserving
homeomorphism into one of the ordered arcs a(i−1)
κi−1(j)−1z
(i−1)
κi−1(j) and a
(i−1)
κi−1(j)z
(i−1)
κi−1(j).
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For each g ∈ Ki−1, let δi−1(g) denote the maximum of the diameters of the arcs
g′′i−1(u
(i)
j )q
(i−1)
j and g
′′
i−1(v
(i)
j )q
(i−1)
j for all j = 1, . . . , n(i). Since, for each t ∈ Ti , either
g(t) = g′′i−1(t), or both g(t) and g′′i−1(t) belong to one of the arcs g′′i−1(u(i)j )q(i−1)j and
g′′i−1(v
(i)
j )q
(i−1)
j for some j = 1, . . . , n(i), the following claim is true.
Claim 3.4.3. The distance between g′′i−1 and g is less or equal to δi−1(g) for each
g ∈Ki−1.
We will now use Morton Brown’s Approximation theorem to construct a sequence of
maps g0, g1, . . . , each gi ∈Ki , such that lim←−{Ti, gi} is homeomorphic to lim←−{Ti, g
′′
i } =X.
We will choose g0, g1, . . . one by one, as in Remark 3.2, to ensure that {Ti, gi} is a
sticker separation. Observe that, for any choice of g0, g1, . . . and for each positive integer i ,
the composition fi = g0 ◦ · · ·◦gi−1 maps Ti into T0 = [0,1]. Using repeatedly Claim 3.4.2
we infer the following claim.
Claim 3.4.4. Suppose i is a positive integer, gk ∈Kk for k = 0, . . . , i − 1, fi = g0 ◦ · · · ◦
gi−1, and j = 1, . . . , n(i). Then:
(1) fi is increasing on the ordered arc a(i)j−1z(i)j , and
(2) fi is decreasing on the ordered arc z(i)j a(i)j .
We need fi to be a sticker separating map in the sense of Definition 2.1 with
a
(i)
0 , . . . , a
(i)
n(i), s
(i)
1 , . . . , s
(i)
n(i), z
(i)
1 , . . . , z
(i)
n(i) instead of a0, . . . , an, s1, . . . , sn, z1, . . . , zn.
Since Definition 2.1(1) is obvious and Definition 2.1(2)–(4) follow from Claim 3.4.4, we
must make sure that
fi
(
s
(i)
1 z
(i)
1
)
, fi
(
s
(i)
2 z
(i)
2
)
, . . . , fi
(
s
(i)
n(i)z
(i)
n(i)
)
are mutually disjoint. (∗)
Let i be a positive integer. If i > 1, we assume that g0, . . . , gi−2 have been already
constructed, fi−1 = g0 ◦ · · · ◦ gi−2, and εi−1 is as Remark 3.2. If i = 1, we set f0 to be the
identity on [0,1] and ε0 = 1. We will now choose gi−1 ∈Ki−1 so that the distance between
gi−1 and g′′i−1 is less than εi−1, and (∗) is satisfied.
For each j = 1, . . . , n(i), let bj denote the point g′′i−1(s(i)j ), and let cj be a point in the
interior of the arc bj z(i−1)κi−1(j) such that the diameter of the arc bj cj is less than εi−1/2. By
Claim 3.4.4,
fi−1(bj ) < fi−1(cj ).
Let d1, . . . , dn(i) be n(i) distinct numbers such that
fi−1(bj ) < dj < fi−1(cj )
for j = 1, . . . , n(i). In each of the open intervals (dj , fi−1(cj )) pick a point ej such that
the intervals
[d1, e1], [d2, e2], . . . , [dn(i), en(i)] are mutually disjoint. (∗∗)
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Set p(i−1) to be the point in bj cj such that fi−1(p(i−1))= dj . Similarly, set q(i−1) to bej j j
the point in bjcj such that fi−1(q(i−1)j )= ej . Let u(i)j be a point from the interior of the arc
a
(i)
j−1s
(i)
j so close to s
(i)
j that the diameter of the arc g
′′
i (u
(i)
j )bj is less that εi−1/2. Similarly,
let v(i)j be a point from the interior of the arc a
(i)
j s
(i)
j so close to s
(i)
j that the diameter of
the arc g′′i (v
(i)
j )bj is less that εi−1/2. By Claim 3.4.1, there is gi−1 ∈Ki−1 corresponding
to our choice of u(i)1 , . . . , u
(i)
n(i), v
(i)
1 , . . . , v
(i)
n(i), p
(i−1)
1 , . . . , p
(i−1)
n(i) and q
(i−1)
1 , . . . , q
(i−1)
n(i) .
Since g′′i−1(u
(i)
j )q
(i−1)
j ⊂ g′′i−1(u(i)j )bj ∪ bj cj and g′′i−1(v(i)j )q(i−1)j ⊂ g′′i−1(v(i)j )bj ∪ bj cj ,
it follows from Claim 3.4.3 that the distance between g′′i−1 and gi−1 is less than εi−1. Since
(∗) follows from (∗∗), gi−1 is a sticker separating map. Since fi+1 = fi ◦ gi , {Ti, gi} is a
sticker separation, and the proof of the lemma is complete. ✷
Proof of Theorem 1.1. By Lemma 3.4, each chainable continuum can be expressed as the
inverse limit of a sticker separation. Now, we can use Lemma 2.6 to complete the proof of
the theorem. ✷
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