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Abstract
The high penetration of PV systems and fast communications networks increase the
potential for PV inverters to support the stability and performance of smart grids
and microgrids. PV inverters in the distribution network can work cooperatively
and follow centralized and decentralized control commands to optimize energy production while meeting grid code requirements. However, there are older autonomous
inverters that have already been installed and will operate in the same network as
smart controllable ones.
This research proposes a decentralized optimal control (DOC) that performs
multi-objective optimization for a group of PV inverters in a network of existing
residential loads and autonomous inverters. The optimization of maximizing energy
yield from the PV inverters is done by the power flow calculation and an autoregression prediction model for estimating solar and load profiles. The interaction
of independent DOC groups in the same network is also considered.
The control strategies in this research take into account not only the limit of
inverter apparent power capacity but also the limit of commercial power factor
range. Overvoltage at the PV buses caused by prediction errors resulting in nonoptimal commands from the DOC is avoided by switching to autonomous droop
control (ADC). The DOC and ADC operate at different time-scale for voltage
management and to take account of the mismatch between the DOC computing
time and the inverter operating time.
The research considers not just the balanced 3-phase or single-phase system but
also the unbalanced 3-phase network including unbalanced 3-phase distribution lines
and the mixture of single-phase and 3-phase connections. The formulas of power
flow analysis of unbalanced 3-phase network are rearranged in matrix form for the
simulation and optimization calculation.
The simulation was carried out using MATLAB/Simulink showing different scenarios of network control. The simulated results have proved the proposed control
strategies keep voltage under the required limit and increase the energy yield of the
network in both balanced and unbalanced 3-phase networks.
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Chapter 1
Introduction
1.1

Distribution network challenges

With the increase of distributed renewable energy generation, there are increasing
issues in keeping the voltage and frequency stability from the uncertainty on supplydemand sides [4]. One of the issues is the overvoltage effect caused by the reverse
flow of power.
As seen in Figure 1.1a, a bus is connected to a residential load that consumes the
power of PLoad and QLoad . A PV system that generates power of PP V and QP V is
connected to the same bus with the residential load. In Figure 1.1b, when the load
power is greater than the PV power, the power flows from the distribution network
at Bus 2 to Bus 1 and the voltage at Bus 1 is less than the voltage at Bus 2. In
Figure 1.1c, when the PV power is greater than the load, the power flow is reversed
causing the voltage at Bus 1 to be greater than the voltage at Bus 2.

(a) A bus with both load
and PV connections

(b) Forward flow from
distribution network

(c) Reverse flow to
distribution network

Figure 1.1: Effect of reverse power flow of a bus with PV connection
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Figure 1.2: Bus power factor affected by PV power
Reverse flow can cause a problem when the PV power is higher in comparison
to the load power leading to the voltage at Bus 1 exceeding the network specified
limit. The voltage values in the network should be kept below the statutory limit of
10% higher than the nominal value as in EN 50160 standard [5]. The overvoltage in
LV network can detriment lifetimes of equipment such as AC motors and switchedmode power supplies [6]. To avoid the voltage from exceeding the statutory limit,
the PV system can consume a certain amount of reactive power and/or curtail its
active power. However, active power curtailment can reduce the energy production
of the PV system.
Another problem of connecting a PV inverter into a bus with an existing load is
the power factor of the bus pfBus . Low power factor at the bus or point of connection
can reduce the current-carrying capacity of the distribution lines and increase power
losses [7]. In addition, the customers may have to pay for the network impact of
poor power factor with the distribution use of system (DUoS) charging structure [8]
in some jurisdictions.
In Figure 1.2, a bus is connected to a PV inverter and a load. When there is no
PV inverter connection, the power factor of the bus is the same as the power factor
of the load as presented in Situation 1. In Situation 2, when the PV inverter only
generates active power (QP V = 0 or pfP V = 1), the PV active power shortens the
bus active power vector (PBus = PLoad + PP V ) leading to the reduction of the bus
power factor. In Situation 3, when the PV inverter only generates active power and
the PV active power is larger than two times the load active power, the bus power
factor can exceed the load power factor. In Situation 4, with reactive power support
2

(b) When QP V ≥ 0 or pfP V ≤ 1

(a) When QP V = 0 or pfP V = 1

Figure 1.3: Bus power factor with and without PV reactive power support
(load power factor is unchanged at 0.95)
from the PV inverter, the bus power factor can be kept high at all times.
As seen in Figure 1.2, Situation 2 should be avoided because the bus power factor
can be reduced significantly in this situation, especially when the PV and load power
values are similar. The impact on the power factor of Situations 2 and 3 is shown
in Figure 1.3a. As shown in Figure 1.3a, when the PV inverter only produces active
power or the PV power factor is unity and the load has a power factor pfLoad at
0.95, the bus power factor is below 0.95 until the PV active power is larger than
2|PLoad |. Therefore, the bus power factor should be kept higher than the limit level.
In Figure 1.3b, the PV reactive power is programmed to deliver a certain amount
to keep the bus power factor to be always higher than 0.9.
A PV inverter has an apparent power limits of Smax which is a combination
of both active and reactive power as seen in Equation (1.1). In Figure 1.4a, the
absolute value of PV reactive power |QP V | can be anywhere within the shaded area.
Because the PV inverter can both consume or deliver reactive power, the absolute
value of PV reactive power is shown. Both PV active and reactive power is limited
by the apparent power capacity of Smax . It also can be seen in the figure that the
PV inverter can consume or deliver reactive power when the active power is zero so
that the PV inverter can operate at night to support the grid [9–12].
q

PP2 V + Q2P V ≤ Smax

(1.1)

The PV active and reactive power also has a power factor constraint. Depending
on the manufacturer’s specification, a PV inverter may have an adjustable power
factor ranging from pfP V min to 1 so that the relationship between PP V and QP V
is affected by pfP V min as shown in Equation (1.2). The illustration of PV reactive
power limited by pfP V min is shown in Figure 1.4b. In this figure, the reactive power
3

(a) 0 ≤ pfP V ≤ 1 or pfP V

min

(b) 0.9 ≤ pfP V ≤ 1 or pfP V

=0

min

= 0.9

Figure 1.4: PV reactive power limit by inverter capacity Smax
and minimum power factor pfP V min
p
QP V has a maximum value of Smax 1 − pfP2 V min when the active power PP V is
equal to Smax pfP V min . When PP V is less than Smax pfP V min , the absolute value
of reactive power |QP V | is limited by the minimum power factor so that |QP V | ≤
p
PP V 1/pfP2 V min − 1. When PP V is larger than Smax pfP V min , the absolute value
of reactive power |QP V | is limited by the apparent power Smax .
s

PP2 V
≥ pfP V
PP2 V + Q2P V

min

(1.2)

In this research, the approaches to managing overvoltage due to reverse power
flow, low bus power factor and the PV inverter limits are considered. The control
of a single PV inverter is expanded to the control of a group of PV inverters with
and without data network capacity. An energy optimization for an area of many
PV inverters is then developed.
The introduction of emerging smart-grid technology with advanced system control should enable the widespread integration of renewable energies. Long-term
smart grid with smart meters and high-speed broadband communication could
allow the use of optimization-based controls to address distribution system problems [13, 14]. The support from renewable energy sources in distribution networks
can help to reduce the burden of grid infrastructure by improving the hosting capacity of the network [15]. The increasing integration and the decreasing installation
cost of renewable energy, especially solar PV energy, reinforce the feasibility and
practicality of smart grids and microgrids [16].
Figure 1.5 shows three potential control architectures for smart grid and microgrid concepts for LV, MV and HV networks [17]. For every control approach, the
information of the devices in the network is collected by the controller. Based on the
4

Figure 1.5: Control architectures of the distribution network
availability of the data input, the controller computes an optimal operating point
to achieve the best possible performance of the controllable network.
For the autonomous or localized control architecture, there is no communication
needed. The distributed generators in the network use only the information at their
points of common coupling such as the voltage and current measurements. Their
internal controllers direct these generators using predefined functions to operate
autonomously.
For the centralized control approach, an extensive communication infrastructure
is required for all LV, MV and HV connected devices. The centralized controller
or the distribution management system (DMS) collects data for the entire system
and determines the optimal output for each distributed generator and controllable
device. The centralized control approach gives the opportunity to maximize the
performance of the entire network. The centralized control contributes to largescale national or regional areas so that the central controller has to process and
compute large numbers of data input and output. The employment of a centralized
controller for a large-scale system is difficult because of the limited of computation
ability of a single controller [18]. For any addition devices, the centralized controller
may also need to re-program its configurations or the controller has to be built in the
modular structure [19]. In addition, the centralized control can be highly impacted
by the system failures [20, 21]. A smaller scale of decentralized control can reduce
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the computing burden and can be more flexible to system failures in comparison to
the centralized control.
For decentralized control, communication infrastructure is also required but with
a smaller scale in comparison to the centralized approach. The decentralized control
performs the optimization for a controllable area in an LV or MV network. This
control can also communicate to the DMS so that the centralized controller can
reduce its data input and computational burden. In comparison to the autonomous
architecture, the decentralized strategy gives an intermediate control of the grid
where distributed generators can work cooperatively for higher efficiency.
In this thesis, the decentralized control approach is developed to manage a small
group of PV inverters in an LV distribution network. Figure 1.6 presents different
circumstances of decentralized control for an assigned area. The objective of the
decentralized controller is to optimize the controllable PV inverters through the
communication system.
In Figure 1.6a, the decentralized controller is assigned to an area of all controllable PV inverters. The decentralized controller has all information of the network
so that it can calculate the optimal operating point for the PV inverters. However,
in practice, there are not only controllable PV inverters but also residential loads
and uncontrollable PV inverters as seen in Figure 1.6b.
In Figure 1.6b, the non-managed loads can significantly affect the optimal solution of the decentralized controller. In addition, there are autonomous PV inverters
connected to the same network with the decentralized area. Because the loads, autonomous and controllable PV inverters are connected through distribution lines,
any change in one of the devices affects the others to a greater or lesser extent.
Thus, the decentralized controller has to find a way to cope with the uncertainty of
uncontrollable devices.
Another challenge for the decentralized control algorithm is to work effectively
even in the circumstance of having other decentralized controllers connecting in the
same area as shown in Figure 1.6c. Furthermore, the controller has to be prepared
for the condition of losing data and control of one or more PV inverters because of
broken communication links as seen in Figure 1.6d.
All of the challenges mentioned in Figure 1.6 are considered and addressed by
the proposed control strategies.
One of the issues for the practicality of the decentralized control in smart microgrid is the computing time. The decentralized controller has to deal with large
amounts of information input and has to compute the optimal solutions which applies complex optimal algorithms. The execution time of the decentralized controller
depends on the computer configuration, the amount of input data and the complex6

(a) Decentralized area with all controllable PV inverters

(b) Decentralized area with uncontrollable load and autonomous PV inverters

(c) Independent decentralized areas

(d) Decentralized control with a broken communication link

Figure 1.6: Decentralized control operational
circumstances for PV inverters at LV network
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ity of the optimal algorithms. The time of optimization computation may result in
outdated values to fast changes within the network itself. Hence, complex optimal
algorithms for a decentralized controller may not be practical for real-time applications. in this thesis, the decentralized control has a mechanism to cope with the
mismatch of long computing time and quick changes in the state of the network.
The optimization for the controllable PV inverters to maximize energy production is one of the objectives of the decentralized control. However, grid stability is
more important than energy optimization. This thesis also takes into account the
circumstance of non-optimal commands from the decentralized controller leading
to the voltage exceeding the limit. The controllable PV inverters with the developed control strategy are programmed to always keep the voltage levels at their
connections from overvoltage regardless of decentralized control signals.
The decentralized controller has to perform the optimal calculation for not only
single-phase or balanced 3-phase network but also for unbalanced 3-phase system.
In a 3-phase network, the unbalanced can be caused by the connection mixture of
single-phase and 3-phases devices over the three phases. In addition, In addition,
LV distribution conductor of one phase can have different impedance value to other
phases causing an imbalance in the system. With the AC flows, there are the
mutual inductance values between every two conductors leading to the addition of
the computing challenges for the decentralized control.

1.2

Research motivation

From the challenges mentioned above, the objective of this research is to develop
a decentralized control approach for groups of PV inverters in an LV network to
maximize the energy generation by an optimization method.
The inverter controls have to always keep the PV bus voltage within an statutory
limit of 10% higher than the rated value as mentioned in EN 50160 standard [5]. The
optimization has to consider the physical limits of PV inverters such as apparent
power capacity and allowable power factor range as shown in Figure 1.4.
As in Figure 1.6b,c, the decentralized control should enable the system operate in
a network of uncontrollable PV inverters and loads. In addition, as in Figure 1.6d,
the control approaches need to be able to operate the system in the situation of
broken communication.
The bus power factor support may be also added to the decentralized controller
as in Figure 1.3b. Finally, both balanced and unbalanced 3-phase networks may be
considered in this research.
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1.3

Thesis structure

Chapter 2 provides a review of present solutions for distributed network management using optimal control for both balanced and unbalanced 3-phase networks. A
review of power flow analysis methods for the unbalanced 3-phase network is also
presented. A brief summary of time-series prediction methods is presented for application in the decentralized control. The research objectives are listed from the
combination of the research motivation and the present studies in the field.
Chapter 3 is the main part of this thesis that proposes a comprehensive control
for smart PV inverters in a smart microgrid. This chapter presents control theory for
a single PV inverter to run independently or under the instructions of decentralized
control. The control flowchart of the developed decentralized control for a group of
smart controllable PV inverters is also introduced.
A model load prediction and power flow analysis are applied inside the decentralized control. Detailed formulas of the optimization calculation and load prediction
are presented. The feature of self-healing for both PV inverter and the decentralized
control in the circumstances of communication loss and non-optimal control values
are described and validated. The decentralized control also has the potential for
bus power factor support. The control algorithm to both optimize the active and
reactive power and support the bus power factor is presented.
The effectiveness and robustness of the proposed control algorithms are illustrated using a simulation of a benchmarked 20-bus network [22] including 11 PV
inverters and 10 loads. Different simulation cases including different levels of network
optimization are presented with a variety of solar and load profiles. The simulation
results are analyzed and the investigation of PV inverter reactions in different network locations is also mentioned in this chapter. In addition, the interaction of
two independent and separate decentralized controllers inside the same network is
conducted and analyzed in the simulation.
Chapter 4 presents Newton-Raphson power flow analysis for an unbalanced 3phase network. The power flow formulas for the unbalanced 3-phase network are
reorganized in matrix form which is suitable for programming in MATLAB. In this
chapter, the two methods of power flow using current-mismatch and power-mismatch
are presented. The properties of these two methods are discussed and verified by
comparing numerical calculation and simulation. In addition, the formulas for an
unbalanced 3-phase system are also expanded for load models of constant power Pload, constant current I-load, constant impedance Z-load and polynomial ZIP load.
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This chapter provides the analytical tools that support the unbalanced 3-phase
optimization described in Chapter 5.
Chapter 5 describes research that builds on the research in Chapter 3 and moves
from a balanced to an unbalanced optimal decentralized network. In this chapter,
there is not only a mixture of autonomous and controllable PV inverters but also
a mixture of single-phase and 3-phase PV inverters in the network. The formulas
for the unbalanced 3-phase system in this chapter are expressed in such a way
that the formulas used for the balanced 3-phase analysis can be transferred without
significant modifications. The simulation is conducted and analysis is carried out
using a series of cases and scenarios as in the balanced system. The quantity of
network buses, PV inverters and loads are the same as in the balanced system of
Chapter 3 with the changes of unbalanced 3-phase distribution lines and the mixture
of single-phase and 3-phase connections. The simulated results show the consistent
effectiveness as in the balanced 3-phase network.
Chapter 6 discusses the overall contribution of this thesis. The advantages and
disadvantages of the developed control strategies are also mentioned. The potential for future applications and improvements of the work in this thesis in smart
microgrids is outlined.
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Chapter 2
Literature review
2.1

Control strategies in a microgrid

As mentioned in the Introduction chapter, reverse power flow from PV sources causes
a rise in node voltage and this is a key factor limiting the PV hosting capacity of
a network [23]. The control strategies for PV inverters should have the function to
keep the voltage values under the prescribed limit by both managing inverter active
and reactive power.

2.1.1

Droop voltage control

To reduce the voltage, PV inverters can support a certain amount of reactive power
and curtailment of active power through droop control [1, 2, 24–27]. These control
algorithms are applied for a single PV inverter that can operate autonomously and
is based solely on the voltage input of the inverter point of connection.
In [1] as seen in Figure 2.1, the active power value P (U ) and reactive power value

Figure 2.1: Droop control of PV power in correspondence to PV voltage [1]
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Figure 2.2: Block diagram of a PV inverter applied droop control [2]
Q(U ) of a PV inverter is dependent on the voltage U . The goal is to keep the PV
voltage under U max by controlling the PV active and reactive power. As seen in
the figure, the PV reactive power Q(U ) is consumed by the PV inverter when the
voltage exceeds the dead-band voltage U Qdb to reduce the voltage. The reactive
power is decreased from zero to Qmax (Qmax < 0) at the voltage of U Qmax.
After that, if the voltage is still increased from the dead-band voltage U P db up to
U P max, the active power P (U ) is decreased from P max to zero. Also it is noticed
that the dead-band voltage for active power U P db and the voltage for reactive power
U Qmax are the same. Similarly, the voltage for active power U P max is set to be
equal to the maximum allowable voltage U max.
In [2], the droop control is also applied for voltage regulation. As seen in Figure 2.2, after the droop function block, there is a discrete-time response block of
H(z). In [2], there is undesirable oscillatory behavior or hunting effect when the
block of H(z) is not used. The hunting effect happens when a system changes its
state backward and forward repeatedly. In the droop control, the hunting effect
occurs when the controller sets the inverter to increase and then to decrease power
output because the inverter voltage is repeatedly changed to be below and above
the limit.
As seen in Figure 2.3, with the transfer function H(z) = z −1 in Type A, when
the voltage magnitude V2 reaches 125.5 V at 6th second, the reactive power from a
PV inverter Qinv reduces its value causing V2 to be decreased at 7th second. The low
voltage at 7th second allows the inverter consume less reactive power leading Qinv
12

Figure 2.3: Hunting effect reduction with transfer function H(z) [2]
to be increased in the next second. The voltage magnitude V2 and the PV reactive
power Qinv change their values repeatably causing the hunting effect. To avoid the
hunting effect, the controller should slow down its rate of change so that the power
output of the inverter is adjusted to make the inverter voltage to be always below
the limit. The discrete-time response block of H(z) is defined as in Equation (2.1)
where ∆T is the sampling time and τ is the time constant of the continuous-time
first-order filter H(s) of 1/(1 + τ s).
H(z) =

1
(1 − τ /∆T ) + (τ /∆T )z

(2.1)

The voltage V2 and the reactive power Qinv in Type B of Figure 2.3 are smoothed
with no oscillation as in Type A. In Type B, the transfer function H(z) is set as in
Equation (2.1) with the time constant τ = 10 s and the sampling time ∆T = 1 s.
Depend on the dynamic of a system, the time constant τ should be changed to damp
the oscillations of hunting effect.

2.1.2

Controls with optimal calculation

Other research uses optimization methods to avoid overvoltage by calculating the
optimal reactive power of PV inverters [3]. The network used in [3] is shown in
Figure 2.4 where all PV inverters are controllable by a decentralized control. The
objective function for the optimization is minimizing the consumption of reactive
power as seen in Equation (2.2). Thus, by applying the optimization, the PV inverters in the network can save unnecessary reactive power or use less reactive power in
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Figure 2.4: Optimal control network with only controllable PV inverters [3]
comparison to the autonomous droop control.
Objective = min

nP V
X

!
Q2P V (i)

(2.2)

i=1

VP V (i) ≤ Vmax

(2.3)

2
PP2 V (i) + Q2P V (i) ≤ Smax(i)

(2.4)

Besides the objective function, the voltage and power of each PV inverter are
limited by the inequality constraints as in Equations (2.3) and (2.4). The research
has shown the effectiveness in keeping the network voltage under Vmax of 1.03 pu.
The reactive power of the PV inverters should not exceed the rated power of Smax .
However, the curtailment of the active power is not considered for the voltage regulation in the case of high voltage and the reactive power values reach the capacity
limit. In addition, there is no load connection in the investigated network so that it
is not practical for real-life applications.
Another research [28] proposed an optimization with the objective of keeping
all bus voltage values in the network close to the rated voltage V0 as seen in Equation (2.5). The constraints of this optimization are similar as in Equations (2.3)
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and (2.4). This research also considers the help of tap-changing transformer for the
voltage regulation.
n
Bus
X

Objective = min

!
|VBus(i) − V0 |

(2.5)

i=1

Both [3] and [28] achieve only a single objective in the optimization. For improvement, the multi-objective optimization is applied for higher network performance as
in Equation (2.6). In the multi-objective optimization, many sub-objectives can be
achieved at the same time by the help of the weight sum method that uses weighting
factors of w1 , w2 , ..., wM [29] or the method of compromise the optimal solution using
satisfactory degree coefficients [30, 31].
Objective = min (w1 SubObj1 + w2 SubObj2 + ... + wM SubObjM )

(2.6)

There are studies applying multi-objective optimal algorithms for obtaining the
maximum active power generation of the PV inverter with overvoltage control [30–
43]. Some studies [30–37, 41] combine the objectives of minimizing the total voltage
deviation and reducing the distribution loss as in Equations (2.5) and (2.7). The
research [40] applies two objectives of maximizing the active power production and
minimizing the reactive power of PV inverters in the network as in Equations (2.8)
and (2.9). In [32,39], the total energy production of PV inverters can be maximized
by minimizing the difference between the PV active power PP V and the maximum
available power PM P P as seen in Equation (2.10).
SubObj = min −

n
line
X

!
Ploss(i)

(2.7)

i=1

SubObj = min −

nP V
X

!
PP V (i)

(2.8)

i=1

SubObj = min

nP V
X

!
QP V (i)

(2.9)

i=1

!
nP V
X
SubObj = min
(PM P P (i) − PP V (i) )

(2.10)

i=1

Besides controlling the PV inverters, the applications of tap-changing voltage
regulators and capacitor banks are also employed into the multi-objective optimizations with the additional sub-objectives and constraints for the tap locations of the
voltage regulators [31, 33–39]. In the scope of this thesis, only PV inverters are
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considered to be controllable for the voltage regulation.
In studies [28, 31, 32, 36–40], the active and reactive power values have to qualify
the constraint of inverter capacity of Smax as in Equation (2.4). These control
strategies consider the amount of PV reactive power from zero up to the inverter
power capacity where the power factor of the PV inverters can be from 0 to 1.
However, many conventional PV inverters have a smaller adjustable range, such
as from 0.8 to 1 [44–47]. Therefore, the amount of reactive power from the PV
inverters with smaller power factor range is less than PV inverters with a power
factor range of 0 to 1. This leads to more curtailment of PV active power in the
case of overvoltage. There are also research studies [33, 35, 41, 43] that consider the
PV power factor limit. But these studies applied for the balanced 3-phase systems
with the sampling time of larger than 15 min. The goals for the optimization in this
thesis are the operation of 1 min for both balanced and unbalanced 3-phase systems.

2.1.3

Operation time mismatch and prediction

A requirement when considering control methods for the smart grid and microgrid is
that sufficient information is available for all devices in the network. The optimization controls in [3, 28, 30–43] show the results of a network where all PV inverters
are smart and controllable. However, in a hybrid network with PV inverters running autonomously and smart PV inverters following a decentralized control, the
optimization algorithms of the decentralized controller as in [3,28,30–43] need to be
modified because the autonomous/uncontrollable inverters affect the voltage values
of the smart controllable inverters leading to the non-optimal output of the decentralized controller. In addition, the decentralized control algorithm should be able
to operate continuously and achieve high performance from the optimization with
missing some controllable PV inverters because of broken communications.
The time to compute an optimal solution for the decentralized controller and the
dynamic of the network must also be considered. The state of a network changes every second due to changing solar irradiation and variable residential loads connected
to the network. However, there are time lags in computing an optimal operating
point. Depending on the complexity of the optimization algorithm and the processing power of the computer, the controller will take longer than a second to find an
optimal solution. Thus, the time for the controller to give optimal commands to the
PV inverters may be longer than the time in which the network changes state.
The optimization calculation time may be longer than the dynamic of the network and the long prediction time section may not describe correctly the state of
the network, this thesis suggests a solution for shortening the prediction time to one
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minute by applying a simple method and also considered the time mismatch of the
optimization calculating time and the quick change of the network.
The state of a network is predicted for the optimization calculation. Previous
research studies forecast the solar profile of hours or days ahead for the microgrid
applications [48–50]. Other studies predict the load and solar profiles in the shortterm of 15 min for the network optimization in smart microgrid [51, 52]. However,
the solar irradiation and residential load behavior may quickly change in seconds
or minutes. Thus the forecast or prediction of the state of the network should be
conducted in a shorter time (less than 15 min) to improve the effectiveness of the
optimization.
There are previous research studies on both the optimization and prediction
of PV inverters in microgrids [53–55]. However, these research studies focused on
the optimization of active power production and cost without consideration of the
overvoltage and the PV reactive power support. In the proposed control method,
the PV inverters control both active and reactive power by applying multi-objective
optimization and prediction.
The prediction may be incorrect due to the uncertainty and stochastic behavior
of the load profile or solar irradiation. A vulnerability assessment method for interruptible load employing weights of vulnerability indexes has been proposed [56]. In
this thesis, a simple method using a voltage gap and delay filter is applied to cope
with a quick state change and prediction mismatch.

2.2

Power flow analysis

Power flow or load flow analysis is one of the keys to the optimization of the microgrid. Power flow analysis is used to determine the voltage values of buses in a
network based on the power injected into each bus. By knowing the voltage levels
from the power values, the controller can determine the suitable values of power
output for the PV inverters while keeping the voltage under a desirable limit.

2.2.1

Power flow for balanced network

There are different methods to determine the network voltage by Gauss-Seidel
[57], Newton-Raphson [57–62], fast decoupled load flow (FDLF), backward/forward
sweep power flow (BFS) [63–65] and linear approach [66–68]. In this thesis, the
Newton-Raphson method is selected for its robustness and quadratic convergence
[69,70]. In the Newton-Raphson method, the components can be expressed in three
coordinates of polar, rectangular and complex forms (the illustration of these three
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coordinates can be seen in Equation (A.8)) for both the power and current mismatch formulations [59]. The power flow analysis problem is developed mainly for
constant power P-Q buses with one constant voltage bus or swing bus. The power
flow calculation is also applied for constant power-voltage P-V buses [71] where the
active power and the voltage magnitude are set to be constant while the reactive
power and the voltage phase angle can be varied.
The formulas and instruction flowchart of the Newton-Raphson power flow analysis for the single-phase and balanced 3-phase networks can be seen in Appendix A.

2.2.2

Power flow for unbalanced network

In practice, the loads and distributed generators in the distribution network are not
all equally connected between three phases and the components of resistance and
inductance of the 3-phase distribution conductors are not the same. Therefore in
the case of unbalanced 3-phase network [22, 72, 73], there is the need to formulate
an unbalanced 3-phase power flow analysis for the network with different voltage
magnitude in each phase for robustly analysis the network voltage levels and for the
use of the optimization calculations.
The Newton-Raphson power flow calculation methods are presented in an unbalanced network as in [60, 62]. Similar to the balanced network, there are studies
to address the unbalanced 3-phase P-V buses [62, 67, 68]. The effect of transformers and loads with different wye and delta connections is considered in the 3-phase
network [67, 74].
In this thesis, the formulas for the unbalanced 3-phase network are all presented
in matrix form which shows advantages in coding and presentation. This is similar to
using the complex form whose amplitude and angle or the real and imaginary parts
are presented in a single complex number. There are previous efforts to reduce the
complexity of the formulas and calculations of power flow in a different presentation
[75] and in complex form [59,76] which cut down the dimensions of Jacobian, voltage
and power matrices by half. Equations (2.11) and (2.12) are the typical formulas
of Newton-Raphson current mismatch at bus i in a specific phase p where p is
presented for phases A, B and C [60].
p
p
∆Ir(i)
= (Psh(i)
cos δip + Qpsh(i) sin δip )/|Vip |
P
P
p
pq
p
p
− nk=1 q=A,B,C (Gpq
ik cos δk − Bik sin δk )|Vk |
p
∂∆Ir(i)

∂δip

p
= −(Psh(i)
sin δip − Qpsh(i) cos δip )/|Vip |

+

(Gpp
ii sin

δip

+
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Biipp cos

(2.11)

(2.12)
δip )|Vip |

The presentation of phase in an index-listed format as in the above equations is
also presented in [62, 68]. The 3-phase matrix presentation shows the same goal as
the research of complex power flow analysis. Some studies represent the power flow
equation in matrix form [66,67]. However, this presentation is applied for the linear
approach and is not feasible for application to the optimization of this thesis. In
addition, there should be consistency in the presentation and symbols in both the
power flow formulas and the optimization formulas. Therefore, this thesis put an
effort to present all elements in the 3-phase matrices and treat them in formulas as
the balanced system. By doing this, the amount of formula is reduced by a third by
combining the three specific phases into a matrix. This presentation also avoids the
confusion of switching between the scalar and matrix forms in the same formula.
Reducing the likelihood of mistakes or errors in the programming and reducing the
number of coding loops.

2.2.3

ZIP loads in an unbalanced network

To simulate and optimize a network of existing loads, the precise demonstration
of the load characteristics is necessary. In a distribution network, there are many
devices connected and they behave differently with a variety of characteristics. Some
loads consume an unchanged power amount (P-loads) with any voltage level. There
are loads that have the property of drawing constant current (I-load) [61] and there
are other existing loads that keep their fixed impedance values (Z-load) no matter
what the voltage.
There are also loads that have combined characteristics of constant power, constant current and constant impedance. Thus a load model of constant impedancecurrent-power (ZIP) is presented to express a partial characteristic of Z-load, I-load
and P-load [77]. The ZIP load is modeled for loads without thermal cycles such as
incandescent light bulbs, oscillating fans and televisions [78]. The characteristics of
the four load models of Z-load, I-load, P-load and ZIP load are presented in detail
in Section 4.3.
Previous research has been published on the load flow with ZIP loads [79–81].
However, the load flow calculations of these studies were applied for single-phase
and balanced 3-phase systems. There also are publications on the power flow of the
ZIP load in unbalanced 3-phase systems [67,68,82,83]. These researchers focused on
the linear, optimal and Z-bus approaches. In this thesis, the power flow formulas for
the ZIP model for both balanced and unbalanced 3-phase networks are expressed in
matrix form. By doing this, the simulation and optimization can be applied for a
more practical distribution network.
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2.3

Time series prediction methods

Forecasting future state of the network is one of the most important keys for system
optimization. In a distribution network, there are existing loads and generators and
a load prediction is the first step for the goal of foreseeing the network state.
There are many typical time series forecasting methods [84] such as autoregression
(AR) [85, 86], moving-average (MA) [87], autoregressive moving-average (ARMA)
[88], autoregressive integrated moving-average (ARIMA) [89], regression model with
ARIMA error, seasonal autoregressive integrated moving-average (SARIMA) [90],
SARIMA with exogenous regressors (SARIMAX), vector autoregression (VAR) and
generalized autoregressive conditionally heteroscedastic model (GARCH). These
methods can predict effectively with stationary data. The historical database should
be filtered to remove trend and seasonality before the prediction processes.
For the load profile, there are different methods to predict the next state of the
power consumption. In [91], a bottom-up forecasting framework is applied for estimating the household consumption one day ahead from the historical data of three
days with a 10-min sampling interval. The method considers in detail the quantity
of the devices such as lamps, washing machines, refrigerators and televisions. In
addition, data on the environment such as humidity, temperature and wind speed
are collected to increase the performance of the prediction. A time-series Bayesian
neural network is applied to forecast the electricity profile for a few days in advance
from the database of 30-min sampling time [92]. This method also considers the environmental state of temperature and humidity. The load predictions in [93, 94] use
the approaches of data-driven models and nonlinear autoregressive neural network.
These two methods forecast the loads with the time resolution from 15 min to 1 h.
A short-term load forecasting by data-driven modeling can predict one hour ahead
with the sampling interval of one minute [95].
For the solar irradiation, there are advanced methods of using artificial neural
network (ANN) [96, 97], deep ANN [98], ANN with fuzzy logic [99] and machine
learning [100–102]. To predict the solar radiation from environment data of temperature, humidity, solar zenith angle, wind direction, wind speed and pressure. The
location is also an input variable for the forecasting algorithm in [97, 103] combined
with meteorological data of neighbor areas. In these methods, a large historical
database is collected and “learned” to find the relation of the solar irradiation and
the meteorological data, then the prediction is performed from the historical data.
The predictions in these studies show the sampling interval from 5 min to 60 min
and can forecast the irradiation data from 15 min to a week ahead.
The above prediction approaches require complicated algorithms and long com-
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putation time for more than one point in advance. The load profile is forecast by
data of all devices in a house while the solar profile is predicted by knowledge of
many meteorological values. In this thesis, the load and solar profiles are applied the
same prediction method without detailed data of individual components. The linear
statistical model of AR proves its effectiveness for short-term prediction [85, 86]. In
this thesis, one point ahead is sufficient for the next step of optimization calculation
so that the AR forecasting method is chosen for its simplicity.

2.4

Conclusion and research objectives

This chapter has been presented a review of studies in the control methods of distribution networks with embedded distributed generation. There are many issues
involved in the hosting capacity and stability of a smart microgrid such as voltage
regulation, communication interruption, PV inverter characteristics, load prediction, solar irradiation forecast, computing speed and polynomial loads. The research
publications presented in this chapter partially address the issues with different approaches. This thesis put an effort to combine the knowledge of previous studies
and propose a complete solution for all mentioned issues of the smart microgrid in
a practical and applicable way.
The first objective of this research is to develop a decentralized control approach
for a group of PV inverters in an LV network to maximize the energy generation by
an optimization method. The multi-objective optimization method is selected for
maximizing the energy production as in [28, 31, 32, 36–40] with the added constraint
of PV power factor limit. The knowledge of power flow [57–62] and prediction [48–52]
from existing studies are combined into the decentralized control framework for a
more effective short-term network regulation.
To achieve the first objective, a smart PV inverter must be able to function under
the commands of the decentralized controller. Accordingly, the second objective of
the research is to develop and evaluate a localized control algorithm for a PV inverter
that does not cause the local overvoltage. The autonomous PV inverter control is
built by the combination of the droop control in [1] and the delay filter in [2] with the
addition of the PV inverter limits. Besides the autonomous PV inverters, there are
smart PV inverters that can receive commands from an external controller. Hence,
the control for an autonomous PV inverter is also expanded for a smart PV inverter
with an added override function to constantly keep the inverter voltage under the
limit when the decentralized control signal would result in overvoltage. The PV
inverter control can also continue to operate in the case of communication loss while
being controlled by the decentralized controller. The localized control would as well
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take account of the limits of apparent power capacity and the minimum power factor
of the PV inverter.
The third objective is to develop and evaluate a method that takes into account
the slower computing time of the decentralized controller in comparison to the reaction time of PV inverters. For example, the decentralized controller needs at least
a minute to compute an optimal solution for a group of more than 10 PV inverters
but each inverter can change its state every second.
The fourth objective of the research is to further develop added features for the
decentralized control to enable the system operate in a network of autonomous PV
inverters and uncontrollable loads as in Figure 1.6b,c. This addresses the limitation of existing autonomous PV inverters that may behave unpredictably because
of different manufacturers’ firmware. The real residential loads also show random
and uncertain fluctuations so the controller needs to have a function of overcoming
the uncertainties of existing PV inverters and loads. To do that, the AR method is
selected for the prediction of both the solar and load profiles with 1 min ahead. The
prediction time resolution of 1 min is chosen for improvement the prediction performance and consideration computational time delay of the decentralized controller.
The fifth objective is to develop and evaluate a self-healing approach for the
decentralized controller in the situation of broken communication as in Figure 1.6d.
Additionally, the bus power factor support is added to the decentralized controller
as in Figure 1.3b.
The sixth objective is comprehensively evaluate, in both balanced and unbalanced 3-phase systems, the operation of the control approaches. In the unbalanced
3-phase system, the 3-phase impedance matrix is used for the distribution line with
mutual inductance between phases. A combination of single-phase and 3-phase PV
inverters and loads was modeled. For the unbalanced 3-phase network, the voltage
of each phase is different from the other phases so that the controller has to be more
complicated than the balanced one. To achieve that, the power flow calculation for
unbalanced 3-phase network is necessary. The Newton-Raphson power flow formulas for unbalanced 3-phase networks are built up from [60] with the rearrangement
in the matrix form. In addition, the power flow formulas are also expanded for
the application of polynomial loads in unbalanced systems, so the optimization can
apply to networks with different load characteristics.
The final objective is to build and verify the effectiveness and stability of the
control approaches. This can be done using models built in MATLAB. The simulation can also be used to investigate the interaction of different independent optimal
groups in a network as shown in Figure 1.6c. The goal is to make the simulated
network representative of a real and practical application. The solar profiles in
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the simulation are taken from the measured irradiation. The load profile and the
network configuration are taken from a benchmarked document [22] to ensure the
results are robust and have broad applications.
The research does not investigate the effect of frequency change in the network
and it is assumed that the grid frequency remains constant. This is reasonable as in
a large interconnected grid network, the system frequency is relatively constant and
the operation of distributed generation has limited impact. For the decentralized
control, the energy production of the PV group is optimized without considering
economic or cost issues.
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Chapter 3
Control strategies for single-phase
or balanced 3-phase networks
3.1

Introduction

In this chapter, the control strategies for PV inverters and decentralized controller
are introduced and described in details. Then a MATLAB simulation network is presented and the simulated results are analyzed for verification the control strategies
with different cases and scenarios.
In the low voltage system considered in this work, the control strategies for PV
inverters on the network are a mix of those operating autonomously without any
outside control and PV inverters receiving signals from a decentralized control.
The PV inverter operating independently applies the autonomous droop control
(ADC) which manages the PV inverter operation based solely on the condition of its
point of connection. The ADC introduced in Section 3.2 helps to avoid overvoltage
at the connection point by consuming a certain amount of active and reactive power
of the PV inverter. While regulating the voltage at the connection point, the ADC
always keeps the PV inverter within limits.
Another PV inverter applies smart inverter control (SIC) which manages the
PV inverter to operate independently as in the ADC. In addition, the SIC has
the add-on feature of communicating and following an external controller. This
control strategy described in Section 3.3 has the function of keeping the PV inverter
operating continuously in the condition of receiving either the commands from the
external controller or no outer signal. In addition, the SIC can prevent the PV
inverter from overvoltage even in the case of incorrect commands from the outer
controller.
The external control called decentralized optimal control (DOC) governs a number of smart controllable PV inverters running SIC. These inverters are manipulated
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by the DOC to operate cooperatively for a common goal and for maintaining the
local safety criteria of the grid. More details of the DOC can be found in Section 3.4.
In general, all these controls have the two common targets of maintaining the
bus voltage under 1.1 pu and keeping PV inverter operation within the specified
power factor range and power capacity.

3.2

Autonomous droop control (ADC)

The ADC is the control strategy applied for a PV inverter to function autonomously
without an external controller. The ADC is proposed to keep the voltage at the connecting bus from overvoltage while constantly maintaining the capacity and power
factor of the PV inverter within limits. The ADC also needs to have a function to
avoid the hunting effects caused by sudden changes in the control condition. The
flowchart of the ADC is described in Figure 3.1. The flowchart consists of three
main blocks of droop control (block A2), inverter capacity (block A3) and delay
filter (block A4).
In the beginning, the PV inverter obtains the measured voltage at its connection
as in block A1 of Figure 3.1. After processing blocks A2–A4, the ADC outputs the
setpoints of active and reactive power for the inverter as seen in block A5. The
block diagram in Figure 3.2 is used to the illustration of the inputs and outputs
of the ADC. As seen in Figure 3.2, the ADC will determine the setpoints of PP V
and QP V from the input of measured voltage (VP V mea ) and the maximum power
point (MPP) from the maximum power point tracker (MPPT). The setpoints of
PP V and QP V will be processed by the inverter internal controller to output the
pulse-width modulation (PWM) signals for the switching devices inside the inverter
circuit.
It is known that a PV inverter is designed to have limits of maximum apparent
power Smax and minimum power factor pfP V min . The droop control in block A2 of
Figure 3.1 is designed to keep the voltage under a limit of 1.1 pu [1]. The voltage is
regulated by controlling the output reactive and active power of the inverter. The
most efficient approach for voltage regulation is to use reactive power. Therefore,
when the voltage is higher than 1.02 pu, the consumption of reactive power QP V is
linearly increased with increasing voltage. When the voltage is greater than 1.09 pu,
p
the QP V is set to be equal to −Smax 1 − pfP2 V min which is the most possible
reactive power the inverter can consume. With this reactive power support, the
PV inverter can generate active power to the maximum of Smax while the voltage is
lower than 1.09 pu. When the voltage exceeds 1.09 pu, overvoltage can be avoided by
limiting the PV active power which is reduced in inverse proportion to the voltage.
25

Figure 3.1: Autonomous droop control (ADC)
The active power output of the PV inverter depends on the incident solar irradiation
so that the PV active power PP V is kept under the droop power limit PDroop or
PP V ≤ PDroop .
After the droop control, the control flow will come to block A3 which takes
account of inverter capacity. Block A3 shows the relation of the active and reactive
power of the PV inverter. The reactive power QP V of the inverter is limited by
the lowest power factor value pfP V min and the highest power capacity Smax . The
absolute value of QP V should be less than the maximum limit of reactive power
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Figure 3.2: Block diagram of ADC inputs and outputs
Qcap . The value of Qcap in block A3 can also be expressed as in Equation (3.1).

Qcap

r

1
 P
− 1 when PP V ≤ Smax pfP V
PV
2
pfP V min
=
p

2
Smax
− PP2 V
when PP V > Smax pfP V

min

(3.1)

min

Having computed the ADC setpoints (PP V and QP V ), the system must now avoid
controller hunting where the system repeatedly over-adjusts itself in one direction
and then over-adjusts itself in the opposite direction. Hunting in the droop control
results from the inverter power decreasing at high voltage, causing the voltage to
drop, resulting in the inverter power increasing as the reduced voltage is within
limits. The hunting effect illustration was also presented in Figure 2.3. To avoid
this effect, a first-order system H(s) is applied [2] with the time constant To as seen
in block A4 of Figure 3.1. By doing this, the control signal is applied gradually to
the inverter and the hunting effect is avoided. Based on the dynamic of the system,
the value of To can be varied.

3.3

Smart inverter control (SIC)

For a smart PV inverter that can communicate to an external controller, the control
algorithm of the ADC should be upgraded with more functions. The control for a
smart PV inverter should have features of dealing with communication interruptions
and command errors causing overvoltage.
The SIC is applied for a smart PV inverter that can both operate autonomously
and follow a decentralized controller. The only difference in the inputs and outputs
between the ADC in Figure 3.2 and the SIC in Figure 3.4 is that the SIC has the
inputs and outputs from/to the external controller. The SIC receives commands
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Figure 3.3: Smart inverter control (SIC)
from the DOC and also sends data of the inverter state and specifications of apparent
power capacity Smax and minimum power factor pfP V min to the DOC.
Similar to the ADC in Figure 3.1, the SIC in Figure 3.3 follows the same steps of
the droop control (block B4), inverter capacity (block B6) and delay filter (block B7).
Blocks B6 and B7 are also applied for the mode of following the DOC to make sure
that the PV inverter always functions within its limits.
As seen in Figure 3.3, the SIC has a mechanism of switching a PV inverter
between applying the ADC and following the DOC. The inverter will operate under
the commands of the DOC when the signal from the external controller DOC is
available and the measured voltage is less than or equal to 1.098 pu, as seen in
blocks B2, B3 and B5.
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Figure 3.4: Block diagram of SIC inputs and outputs

Figure 3.5: Illustration of PV inverters running SIC with and without
communication links switch between DOC and ADC modes
With the limit of 1.098 pu in block B2, the smart controllable PV inverter mainly
functions under the instructions of the DOC and applies the ADC only when the
voltage is close to the upper limit. The ADC is integrated into the smart inverter
to ensure that in the case of any faulty command from the DOC, the system would
still be stable. Also, the inverter will follow a DOC when it receives a signal from
the DOC. In the case of no communication, the inverter simply applies the ADC
mode as seen in blocks B3 and B4.
The illustration of smart PV inverters running SIC is shown in Figure 3.5. In
this figure, there are one group of autonomous PV inverters running the ADC and
two groups of controllable smart PV inverters running the SIC. The two groups of
smart PV inverters follow two different DOCs (DOC1 and DOC2).
In Figure 3.5, the PV inverters running SIC that have the communication link to
the DOCs will operate under the commands of the DOCs as seen in blocks B3 and
B5 of Figure 3.3. When there is any trouble with the communication link between
a smart PV inverter and its DOC, the inverter running SIC will apply the ADC
mode as seen in blocks B3 and B4 of Figure 3.3. By doing this, the inverter will
continuously operate during any interruption of communication.
It is noted that the ADC and SIC are the control methods for a single PV inverter
(autonomous or smart inverter). The DOC is the control for a group of controllable
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PV inverters running SIC. In other words, the application of DOC is only possible
if there are PV inverters running SIC.

3.4

Decentralized optimal control (DOC)

With the developed SIC for a smart PV inverter, the optimization for a group of
smart inverters can be achieved by a DOC. The objective of the DOC is to maximize the energy production of all smart controllable PV inverters while avoiding
overvoltage. To perform the optimization, the DOC firstly collects data from different sources, then predicts the network state and finally makes the decision on power
outputs for all controllable inverters.
The DOC in Figure 3.6 is the control algorithm that sends commands to a group
of smart PV inverters in its assigned controllable area. In this area, there are nP V
smart controllable PV inverters and nLoad existing loads as seen in block C1. The
concept of virtual loads will be described in Section 3.4.1.
The block diagram of the DOC inputs and outputs is shown in Figure 3.7. As
seen in the figure, the DOC will collect data from nP V inverters, nLoad loads and
nV irtual buses. Then the DOC will calculate and send the setpoints of power to
each PV inverter. In addition, the DOC also needs the initial data of network
configuration of bus connections, line impedance values and the swing bus voltage.
The network configuration of distribution lines and bus netlist is static and can be
updated only one time in the beginning.
The DOC calculates both the active and reactive power of the PV inverters
under its control so all inverters work cooperatively to meet all safety requirements
with optimum performance. The optimum performance of the network happens
when the total active power of all controllable PV inverters is at the highest value.
Sometimes in the optimum state, the power output of each individual PV inverter
may not necessarily be at its highest production but the sum of all PV inverters
should be at the maximum value. A power flow analysis is applied to calculate the
network voltage for a range of possible PV output power values. To achieve this
objective, knowledge of the network state or network state-estimation, such as power
absorbed or delivered to the controllable area, is one of the initial requirements.
With a DOC controller period of 1 min, determination of the setpoint values for
PV inverters in the next minute requires the controller to estimate the state of the
network in that next minute by a prediction method. As seen in block C2, the DOC
will gather information of the solar MPP so that the controller can estimate the
maximum power available for the smart PV inverters. In addition, the information
of loads (both existing and virtual) needs to be collected for the prediction. In
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Figure 3.6: Decentralized optimal control (DOC)
blocks C3 and C4, the prediction is done before the power flow analysis in block C5.
More details of the prediction mechanism are described in Section 3.4.2.
In block C5, the Newton-Raphson power flow method [57] is applied to calculate
the voltage of PV buses in the next minute based on the predicted values in block C4.
The state of the network is considered as the worst-case circumstance of maximum
PV active power (PP V = PM P P predicted ) and zero reactive power (QP V = 0). Zero
reactive power is applied as the reactive power from the PV inverters can affect the
inverter lifetime and cost [104].
To save unnecessary calculation, after the power flow analysis, the optimization
is only performed when any node voltage exceeds 1.095 pu, as shown in block C6.
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Figure 3.7: Block diagram of DOC inputs and outputs
When all predicted voltage values are under 1.095 pu, the DOC commands the PV
inverters to operate at the MPP with unity power factor, as seen in block C7.
The optimization in block C8 is updated every minute and is used to maximize
the active power of all PV inverters in the controllable group while keeping the
network voltages within limits and the inverters within their limits of power factor
pfP V min and power capacity Smax .
The different control time scales are illustrated in Figure 3.8. In this figure, a
section of 180 s or 3 min is shown. In Figure 3.8a, a PV inverter is running the
ADC and the ADC manages the PV inverter for every second, i.e. it is updating
180 times within 3 min.
The illustration of blocks C6, C7 and C8 of Figure 3.6 is shown in Figure 3.8b,c.
When all predicted voltage values are under 1.095 pu, the DOC commands the PV
inverters to run the MPP every second. When the predicted voltage is higher than
1.095 pu, the optimization is applied. The optimization is calculated and the DOC
command remains unchanged for every minute. As seen in Figure 3.8b, the predicted
power flow voltage shows that the voltage value will be higher than 1.095 pu in the
2nd and 3rd minutes, and thus, optimization (block C8) is applied during these two
minutes.
The prediction model can output inaccurate values due to many factors, such as
a sudden change of solar irradiation, random behavior of the load profile, network
problems or missing communication. A low level of prediction error is acceptable
as the control algorithm includes a voltage gap between 1.095 pu to 1.098 pu for
small fluctuations of the solar or load profile. However, when the measured voltage
is over the threshold of 1.098 pu (block B2 of Figure 3.3), the DOC signals to the
PV inverter must be overridden and the inverter switches to the failsafe autonomous
mode of ADC.
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(a) PV inverter running ADC; (b) Signal when predicted PV voltage is larger than 1.095 pu; (c) PV inverter running SIC and following DOC
switches between MPP and optimization; (d) Signal when measured PV voltage is larger than 1.098 pu; (e) PV inverter running SIC and
following DOC switches between MPP and optimization and turns to ADC mode when there are prediction errors; (f) Signal when there is a
communication loss between PV inverter and DOC; (g) PV inverter running ADC and following DOC switches between MPP and optimization
and turns to ADC mode when there are prediction errors and communication losses

Figure 3.8: Control timeline of a PV inverter running ADC and SIC with interruptions

The illustration of a PV inverter running SIC when there are prediction inaccuracies is shown in Figure 3.8d,e. In this situation, the measured PV voltage VP V mea
is larger than 1.098 pu at the 1st and 3rd minutes. Figure 3.8e is the combination
of both interruptions in Figure 3.8b,d. The PV inverter will turn to the ADC mode
instead of following the DOC from the time of the interruption (VP V mea > 1.098 pu)
until the next minute. This is to avoid the hunting effect of a SIC inverter switching
back and forth between the two modes of ADC and DOC. As seen in Figure 3.8e,
the PV inverter switches to ADC mode when the measured voltage is larger than
1.098 pu and it keeps running the ADC until the end of a minute.
Figure 3.5 shows the reaction of a PV inverter running SIC when there is a broken
link to the DOC. The PV inverter will switch to the ADC mode and continue to
operate. The demonstration of a PV inverter switching between the ADC and
DOC modes is shown in Figure 3.8f,g. Figure 3.8f shows that the PV inverter has
communication loss with the DOC in the 2nd and 3rd minutes. Figure 3.8g is the
combination of all three interruptions of Figure 3.8b,d,f. As seen in the 2nd minute,
the inverter gets no signal from the DOC so that it switches to ADC mode. Similarly,
in the 3rd minute, the inverter will apply the ADC mode when it receives no signal.
However, the plot in Figure 3.8g is the same as the one in Figure 3.8e at the 3rd
minute. The reason is that the interrupter in Figure 3.8d occurs sooner than the
interrupter in Figure 3.8f.
The illustration of different operating time-scales including interruptions of voltage and signal availability of a PV inverter running SIC has been shown in Figure 3.8.
The figure supports understanding of the flowcharts of both SIC and DOC. The
descriptions detailing the mechanisms of virtual load, prediction calculation and
optimization are presented in the following sections.

3.4.1

Virtual load

In this section, the explanation of virtual loads helps to understand the flowchart of
Figure 3.6. The application of virtual load is used to reduce the information gathered
by a decentralized controller. The virtual load also helps to lessen the power flow,
prediction and optimization calculations for the controller. To illustrate and explain
the concept of virtual load, a 20-bus network (C1–C20) with the connection of a
controllable group is shown in Figure 3.9.
As seen in Figure 3.9a, there is a group of five buses (C10–C14) consisting of four
controllable PV inverters and three loads. In this group, all PV inverters and loads
have communication links to a main controller. The voltage inside the controllable
group is affected by any change of autonomous PV inverters and loads in other buses.
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(a) Controllable group connects to an uncontrollable/autonomous network

(b) Measuring power passing through bus connecting to the controllable group

(c) The power passing through the bus is considered as a virtual load

Figure 3.9: Virtual load explanation
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In other words, to perform power flow and optimization, the controller has to know
the information of all PV inverters and loads in the network. This is impractical
or hard to implement, especially for a large number of buses with various devices
in the network. In addition, the power flow analysis and optimization depend on
predicted values so that the controller has to perform unnecessary computation of
the whole network just for the optimization of a small group.
A solution for this problem is applying virtual load. As seen in Figure 3.9b,c,
if a meter is placed at bus C4 and the power (both active power PC4 and reactive
power QC4 ) passing through bus C4 is measured, then the controller can consider the
measured power values as a virtual load connecting to bus C4. Hence, the controller
does not need to know other buses or devices behind bus C4 to perform the power
flow. Note that the power value of the virtual load can be either positive or negative
which means the virtual load can either consume or generate power.
The virtual loads applied in this research solve the need to know all the information of devices outside the controllable area. This reduces not only the calculation
power for the controller but also the communication system requirements. The
information of the virtual load is the total power (active and reactive) that flows
through a bus. The virtual load may have the property of voltage dependence or the
property of a ZIP load. In this research, the virtual load is considered as a constant
power load for the power flow analysis.
After understanding the concept of virtual loads, the flowchart of the DOC in
Figure 3.6 can be further explained. In the flowchart, the DOC collects not only the
data of existing load but also the measured bus data. The bus data is collected at the
location of virtual loads so that the prediction and optimization can be performed.

3.4.2

Prediction calculation

As discussed in Section 2.3, one point ahead prediction is sufficient for the optimization calculation. On this basis, the AR time series forecasting method is selected
for its simplicity.
The AR model calculates the predicted value yT ∗ based on previous values. The
th
p -order autoregression model, written as AR(p), is a multiple linear regression
where the predicted value of the series yT ∗ is a function of yT −1 , yT −2 , ..., yT −p . This
method will calculate coefficients β1 , β2 , ..., βp from the input signal of N points
yT −1 , yT −2 , ..., yT −N , as seen in Figure 3.10a.
The predicted value yT ∗ is calculated from previous values yT −1 , yT −2 , ..., yT −p
and calculated coefficients β1 , β2 , ..., βp , as in Equation (3.2). It is noted in
Equation (3.2) that the predicted value yT ∗ is determined only from p values of
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(a) Mechanism of calculation one minute ahead from a historical database

(b) Mechanism of updating a historical database

Figure 3.10: Prediction mechanism
yT −1 , yT −2 , ..., yT −p , but the coefficients β1 , β2 , ..., βp are calculated from N values
of yT −1 , yT −2 , ..., yT −N . The larger the value of N , the more accurate the values of
the coefficients β1 , β2 , ..., βp .
yT ∗ = β 1 yT −1 + β2 yT −2 + . . . + βp yT −p

(3.2)

The prediction value may be incorrect or too far away from the real value so the
predicted value yT ∗ is limited to be in the range of ±50% and has the same sign as
the previously measured value yT −1 . When the predicted value is outside the range
or has the opposite sign, it will be set to be the same as the previously measured
value as in Equation (3.3).
If |yT ∗ | > 1.5 |yT −1 | or |yT ∗ | < 0.5 |yT −1 | or yT ∗ × yT −1 < 0 then yT ∗ = yT −1 (3.3)
The historical database for the prediction is a fixed N point, and the database
is updated before any new prediction, as seen in Figure 3.10b. In addition, all N
values stored in the database are measured values from which the predicted point
(only one point) is always calculated. As seen in Figure 3.10b, the predicted value
yT ∗ is not included in the database of the next prediction. The database is updated
with the addition of the measured or actual value of yT and the removal of yT −N .
Additionally, the coefficients of β1 , β2 , ..., βp are updated from the new database for
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Figure 3.11: Average minute value and prediction
the next prediction.
In this research, the third-order autoregression, or AR(3), is selected. A database
section of 60 points is chosen (N = 60). As seen in Equation (3.2), the predicted
value yT ∗ is determined from three previous values of yT −1 , yT −2 and yT −3 . The
three coefficients β1 , β2 and β3 are calculated from 60 values of yT −1 , ..., yT −60 . In
this research, the new data are updated every minute and taken from an average of
60 s, as shown in Figure 3.11.
Figure 3.11 illustrates the mechanism of the first three blocks in Figure 3.6
(blocks C2, C3 and C4). Network values are measured every second as sT +1 , sT +2 ,
..., sT +60 over one minute (block C2); then, the value of every minute (yT −1 , ..., yT −60 )
is calculated by taking the average of 60 one-second measured values (block C3).
After that, the value in the next minute yT ∗ is calculated from the 60 average minute
values (yT −1 , ..., yT −60 ). This means that the predicted values are calculated from
data of 3600 s or 1 h.

3.4.3

Optimization calculation

Optimization is the most important feature of the DOC. The optimization will find
the active and reactive values for each PV inverter in a controllable network to meet
a common goal within many constraints of the grid regulations. In this research, the
active or real power is considered to be more valuable than the reactive power. So
the assumption from the economic view of the optimization is that the active power
is beneficial and the reactive power is complimentary.
One of the objectives of the optimization is to obtain the most energy possible
from all PV inverters in the network. However, with the constraint of voltage, the
energy from the inverters may be curtailed to avoid overvoltage. Therefore, the
optimization has another objective to maximize the reactive power consumption so
that the energy curtailment can be minimized. To calculate the multi-objective optimization, the optimal values of a cost function with boundaries, linear inequalities
and non-linear inequalities have to be defined [105].
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The goal of the optimization is to maximize the active power of nP V inverters
while keeping all node voltages under 1.095 pu. The PV inverters can consume
a certain amount of reactive power (QP V ≤ 0) to help reduce the bus voltage if
required. The objective function is shown in Equation (3.4). The power PP V and
QP V are the variables to be determined by the optimization so that there are a total
of 2nP V variables.
Objective = min −

nP V
X

PP V (i) +

i=1

nP V
X

!
QP V (i)

(3.4)

i=1

Any PV inverter i has its upper and lower boundaries for active and reactive
power, shown in Equations (3.5) and (3.6), respectively. Active power PP V delivered
from the PV inverter is positive and limited to the power available at the PM P P .
Noting that the value of PM P P used in the optimization is the predicted value.
The reactive power QP V consumed by the inverter is negative with a lower boundary defined by QBound whose value relates to the linear and non-linear operating
regions when PM P P is less or greater than Smax pfP V min as in Equation (3.7). In
the linear region, QBound is set to be proportional to PM P P and its value is equal to
p
PM P P 1/pfP2 V min − 1. Any PV active power PP V which is lower than the PM P P
causes the PV reactive power to be less than QBound . The value of QBound is set
to be fixed and does not depend on PM P P for the non-linear region. In this region, some smaller PP V in comparison to PM P P can lead the QP V to be higher
p
2
2
than Smax
− PM
P P so that QBound is set to be the highest possible amount of
p
2
Smax 1 − pfP V min .
0 ≤ PP V (i) ≤ PM P P (i)
(3.5)
−QBound(i) ≤ QP V (i) ≤ 0

QBound(i)


s

1

 PM P P (i)
− 1 when PM P P (i) ≤ Smax(i) pfP V
2
pf
P
V
min(i)
=
q


 Smax(i) 1 − pf 2
when PM P P (i) > Smax(i) pfP V
P V min(i)

(3.6)
min(i)

min(i)

(3.7)
Ensuring that the power factor of each PV inverter is within the limit introduces
the linear inequality constraint shown in Equation (3.8). The value of QP V is set to
be within the power factor constraint of the PV inverter relative to PP V .
s
−PP V (i)

1
pfP2 V min(i)

− 1 ≤ QP V (i)

(3.8)

Nonlinear inequality constraints are shown in Equations (3.9) and (3.10). The
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voltage at all nodes in Equation (3.9) is a function of PP V and QP V . The voltage
value is calculated through the Newton-Raphson power flow method [57] and must
remain within network limits. The voltage limit is chosen to be 1.095 pu, the
same as the value in block C6 of Figure 3.6. The inverter capacity is limited by
Equation (3.10).
|VP V (i) | ≤ 1.095
(3.9)
2
PP2 V (i) + Q2P V (i) ≤ Smax(i)

(3.10)

The starting points of the active and reactive power variables are shown in Equations (3.11) and (3.12). The active power equals the maximum possible MPP values;
the reactive power starts from zero.
(0)

PP V (i) = PM P P (i)
(0)

QP V (i) = 0

(3.11)
(3.12)

The reason for setting the voltage limit to 1.095 pu instead of 1.1 pu is that the
optimization calculation is based on the predicted values and the results may be
incorrect. There is a range from 1.098 pu to 1.1 pu in which the inverter power is
limited by the ADC. In this way, if there is any prediction or calculation error, the
voltage is always kept under the upper limit.

3.5

Communication loss effect

Communication is one of the key factors for the optimization calculation or the
possibility of microgrids. In this research, communication loss is considered. If the
link connecting a load/PV inverter to the controller is broken, the controller will not
have the information of the load/PV inverter and will not be able to command the
PV inverter. In the view of a PV inverter running SIC, it will switch to ADC mode
(as in blocks B3 and B4 of Figure 3.3) if it receives no signal from the decentralized
controller.
But in the view of a controller, the DOC has to adapt its prediction, power flow
and optimization calculations to the new situation. For example, if a controllable
area contains nP V inverters and there is a missing communication of one PV inverter
so that the optimization has to change its calculation for only (nP V − 1) PV inverters. The DOC in Figure 3.6 is updated with the communication loss as shown in
Figure 3.12. As in Figure 3.12, five new blocks (D2 to D6) are added to Figure 3.6.
The main function of these added blocks is to change the missing PV inverter(s) or
load(s) into virtual load(s).
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Figure 3.12: DOC with feature of communication loss
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One of the first steps of the controller is to check the availability of communication as in block D2. In block D3, the controller specifies the number of missing
devices of mP V inverter(s) and/or mLoad load(s). The missing PV inverter will be
considered as a load because it cannot be controlled anymore. The data of missing
PV inverter(s) or load(s) is taken from a meter placed at the bus(es).
Therefore the controller collects not only the data from PV inverters and loads
but also from the buses in the controllable area. There are backup communication
links from the meters at PV buses in case of any broken communication links of PV
inverters and loads. The illustration of communication connection with the backup
link to the buses will be presented in the simulation network.
In case that the bus data of the missing PV inverter or load is not available,
the controller can calculate the estimated power values from the nearby bus(es) as
seen in block D4. The bus calculation depends on the connection of the network
and the availability of nearby bus(es). In this research, this feature is not discussed
in the simulation. In addition, if there are many missing PV inverters or load(s)
and they cannot be calculated from nearby bus(es) because of lacking information,
the controller does not have sufficient data. This can cause the controller to stop
working and let all PV inverters run the ADC mode. As mentioned previously,
communication is the key to the possibility of microgrids [13, 14]. In this research,
communication loss is investigated with data loss of a PV inverter and will be
presented in the simulation section.
If there is no missing communication link, the values of mP V and mLoad are set
to be zero as in block D5. The number of loads is updated at blocks D6 and D7.
The other blocks (D8–D14) will operate with the updated quantity of PV inverters,
loads and virtual loads. The optimization in block D13 will perform with only
2(nP V − mP V ) variables.
The control flowchart in Figure 3.12 can be applied for operation both with and
without communication link(s) so that this flowchart will be used in the simulation
to demonstrate the effectiveness and robustness of the DOC.

3.6

Bus power factor support

The effect of low power factor at the bus has been already discussed in Section 1.
PV inverters can either deliver or absorb a certain amount of reactive power so that
they can be used to support the power factor at the bus. The reactive power from
the PV system is calculated to both keep the power factor of the bus (pfBus ) at the
minimum and help reduce the network node voltage.
The control flowchart of the DOC with the feature of communication loss and bus
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power factor support is shown in Figure 3.13. The main addition of this flowchart
is to keep the pfBus higher or equal to a chosen value of pfBus min .
In comparison to Figure 3.12, two more blocks (E10 and E11) are added for the
bus power factor pfBus support. The illustration of these two blocks is shown in
Figure 3.14. In this figure, there are two connections of a PV bus with and without
a load. In the connection of a PV bus with only a PV inverter, the bus power factor
is equal to the power factor of the PV inverter. In this case, as seen in blocks E10
and E11, the minimum allowable power factor of the PV inverter (pfP V min ) is set
to be equal to pfBus min when pfP V min is smaller than pfBus min . By doing this, the
PV bus power factor pfBus can be always higher than pfBus min with and without a
load connection.
Besides two addition blocks (E10 and E11) in Figure 3.13, there are modifications
of blocks E12, E14 and E15 in comparison to blocks D10, D12 and D13 in Figure 3.12.
In these three modified blocks (E12, E14 and E15), the setting for active power PP V
is the same as in Figure 3.12. The change is the reactive power QP V assigned for
the PV inverter.
In Figure 3.12, the PV reactive power is set to be zero so that the PV inverter will
not use any reactive power if not necessary. In Figure 3.13, the PV reactive power
QP V can be both positive and negative to partially compensate for the reactive power
of the load. The set value of QP V is based on Equation (3.16) which is discussed
later in Section 3.6.1. In addition, to make sure that the reactive power setpoint
is within the inverter capacity, QP V calculated by Equation (3.16) is compared to
Qcap (in Equation (3.1)) as seen in both blocks E12 and E14.
The setpoints of PP V and QP V are similar for blocks E12 and E14. However,
the power values in block E12 are used for predicting the state of the controllable
network in the next minute through the power flow calculation. The power values
in block E14 are the setpoints for the PV inverter to operate if no optimization
required. In block E12, PP V is set to be equal to PM P P predicted of the next minute
while in block E14, PP V is set to run the MPP every second.
Note that QP V depends on the predicted values of QLoad predicted , Qcap and
QBus max . The value of QBus max will be described later in Equation (3.13) and
it is calculated from PP V and PLoad predicted . Both Qcap and QBus max are determined
from PP V . As mentioned, the value of PP V is different between blocks E12 and E14
so that the values of Qcap and QBus max are also different between these two blocks.
More details of PV reactive power calculation in blocks E12 and E14 are described in Section 3.6.1. The optimization with pfBus support in block E15 is expressed in Section 3.6.2.
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Figure 3.13: DOC with features of communication loss and pfBus support
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Figure 3.14: PV bus with and without load

3.6.1

Reactive power calculation

The purpose of this part is not the reactive power compensation so that the PV
inverters do not need to compensate or eliminate completely the reactive power of
the loads connecting to the same buses as the inverters. The purpose of this research
is to use a certain amount of reactive power from the PV inverter to bring the bus
power factor to higher or equal to a specific level.
The load power PLoad and QLoad is taken from the prediction. The maximum
amount of reactive power of the bus QBus max is calculated so that the bus power
factor pfBus can still be higher or equal to pfBus min . The value of QBus max is
determined from the sum of PV and load active power as in Equation (3.13). Note
that QBus max is positive so that the active power of the bus is taken as an absolute
value.
s
1
QBus max = |PP V + PLoad |
−1
(3.13)
2
pfBus min
In the case that the absolute value of the load reactive power QLoad (QLoad ≤ 0)
is smaller or equal to QBus max , the reactive power Q∗P V assigned for the PV inverter
is set to have the opposite sign to QLoad or Q∗P V ≥ 0. This means the PV inverter
helps reduce the reactive amount of the load to increase the bus power factor.
If |QLoad | ≥ QBus max

then Q∗P V = |QLoad | − QBus max

(3.14)

In the case that |QLoad | is smaller than QBus max , then the PV inverter can either
use no reactive power or consume a certain amount of reactive power for voltage
reduction. In this research, the two goals are set for the PV inverter so that it should
help to keep the bus voltage within limit and keep the bus power factor higher than
a certain amount. Therefore Q∗P V is set to have the same sign as QLoad or Q∗P V ≤ 0.
By doing this, the PV inverter can absorb an amount of reactive power for voltage
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reduction as shown in (3.15).
If |QLoad | < QBus max

then Q∗P V = |QLoad | − QBus max

(3.15)

From (3.14) and (3.15), it can be concluded that in both cases the reactive power
of the inverters is set to be as in Equation (3.16).
Q∗P V = |QLoad | − QBus max

(3.16)

It can be seen in Equations (3.13) and (3.16) that the value of Q∗P V is calculated
from not only the load reactive power QLoad but also the active power values of PV
inverter PP V and load PLoad . The value of Q∗P V can be either positive or negative
based on the amount of PP V , PLoad and QLoad , so that Q∗P V does not compensate
QLoad as mentioned earlier.

3.6.2

Optimization calculation

The optimal calculation for PV inverters with the bus power factor support is similar to Section 3.4.3, but there are some modifications required. Because the PV
reactive power QP V can be either positive or negative, the boundaries of QP V in
Equation (3.6) are changed into Equation (3.17).
−QBound(i) ≤ QP V (i) ≤ QBound(i)

(3.17)

The linear inequality constraint in Equation (3.8) is replaced by Equation (3.18)
which keeps the power factor within the limit at both positive and negative sides of
PV reactive power QP V .
s
−PP V (i)

1
pfP2 V min(i)

s
− 1 ≤ QP V (i) ≤ PP V (i)

1
pfP2 V min(i)

−1

(3.18)

Moreover, a non-linear inequality is added with the constraint of pfBus min as in
Equation (3.19). In this inequality, the square values of power are used to get rid of
the sign (+ or −) of these values.
QP V (i) + QLoad(i)

2

≤ PP V (i) + PLoad(i)

2



1
2
pfBus
min


−1

(3.19)
(0)

The starting point for the optimal calculation of PV active power PP V (i) is the
same as in Equation (3.11). Instead of zero, the initial value of the PV reactive power
(0)
(0)
QP V (i) is changed from Equation (3.12) to Equation (3.20). The value of QP V (i) is
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determined by the reactive power Q∗P V (i) at bus i that is shown in Equation (3.16).
(0)
To make sure that initial value of QP V (i) is within the boundary, the absolute value
of Q∗P V (i) is compared with QBound(i) (in Equation (3.7)). When |Q∗P V (i) | is beyond
(0)
the boundary, then QP V (i) is set to have absolute value of QBound(i) with the sign of
Q∗P V (i) .
(
(0)
QP V (i)

3.7
3.7.1

=

Q∗P V (i)

when |Q∗P V (i) | ≤ QBound(i)

sign(Q∗P V (i) ) × QBound(i) when |Q∗P V (i) | > QBound(i)

(3.20)

Simulation for balanced 3-phase network
Simulation setup

The simulation in this research is based on the benchmark of a 20-bus 400 V line-toline network [22]. There are 20 buses from C1 to C20 where bus C1 is the swing bus.
The voltage of swing bus C1 is fixed and is chosen to be 1.02 pu. There are 11 PV
inverters (PV1–PV11) and 10 loads (Load1–Load10) that are intentionally placed
as in Figure 3.15 for the purpose of investigating the proposed control strategies.
The simulation is conducted in MATLAB/Simulink in phasor mode of 50 Hz and
sampling time tsampling of 1 s over a day of 24 h or 86400 s.
As seen in Figure 3.15, there are two groups of buses with DOC applied. PV
inverters in these two groups run the SIC and are controllable by the DOC. Buses
C10 to C14 are in Group 1 with four inverters (PV3–PV6) and 3 loads (Load5–
Load7). Buses C15 to C18 are in Group 2 with four inverters (PV7–PV10) and two
loads (Load8 and Load9). These two groups operate with independent DOCs.
For analysis and comparison of the simulation results later, all 11 PV inverters
are set to have the power capacity Smax of 30 kVA and adjustable power factor range
from 0.8 to 1 or pfP V min is equal to 0.8.
Time constant To for the delay filter in blocks A4 and B7 of Figures 3.1 and 3.3 is
selected to be 20 s after the trial-and-error method for the hunting effect prevention.
The simulation was carried with the time constant To of 10 s as in [2] and then To
was increased until the oscillatory behaviors of voltage values were damped. Also
in these two blocks of A4 and B7, the function H(s) is the continuous-time transfer
function. To be able to use it in the simulation, H(s) should be transformed to
the discrete-time function H(z) through the MATLAB c2d function [106] with a
sampling time tsampling of 1 s.
To perform the prediction, the MATLAB arcov function [107] using covariance
method is applied to calculate the three coefficients β1 , β2 and β3 for the AR(3)
model.
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Figure 3.15: Balanced 3-phase network connection for simulation
To calculate the multi-objective optimization of the DOC, the MATLAB fmincon
function [105] is used. This function finds the minimum value of the objective function with bound constraints, linear inequality constraints and non-linear inequality
constraints. The fmincon can apply with different optimization algorithm such as
‘interior-point’, ‘trust-region-reflective’, ‘sqp’, ‘sqp-legacy’ and ‘active-set’. In the
simulation, the selected algorithm was ‘active-set’ that shows better performance
and higher speed in comparison to other algorithms. Also, the maximum iteration
value ‘MaxIterations’ for the fmincon was set to be 100 to avoid long computation
time. Other options for the fmincon were set to be default.
3.7.1.1

Simulation cases

For investigation the effectiveness and robustness of the control methods, the simulation is conducted for five different cases (Cases 1–5).
In Case 1, all PV inverters are running the ADC shown in Figure 3.16. In this
case, every PV inverter operates by itself based on its local bus voltage. There is
neither controllable group nor optimization for the PV inverters. This case is applied
in the simulation for the verification of the ADC algorithm and the comparison with
other cases applying the DOC.
In Case 2, the PV inverters in Group 1 (PV3–PV6) run the SIC and follow a
DOC (labeled as DOC1) as seen in Figures 3.17 and 3.18. In this case, only PV
inverters in Group 1 are running the SIC while the other PV inverters operate the
ADC including the ones in Group 2. The power flow analysis is only applied for
nine buses (C1–C4 and C10–C14) as shown in Figure 3.17. The power flow through
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Figure 3.16: Simulation network for Case 1
bus C4 is considered as a virtual load. The value of this load is the total measured
power that flows through its bus. For Group 1, the prediction is conducted for
Load5–Load7 and the virtual load at bus C4. The communication configuration
for Case 2 is presented in Figure 3.18. In this figure, the communication links for
smart PV inverters are bidirectional so that the PV inverters can both send data
and receive commands from DOC1. In addition, there are not only communication
links for PV inverters and loads but also the links from the buses in Group 1. These
communication links will be used in the case of any communication losses between
the DOC and the PV inverters or loads.
In Case 3, only PV inverters in Group 2 (PV7–PV10) run SIC and are controlled
by a DOC (labeled as DOC2), while the others (PV1–PV6 and PV11) run the ADC
as seen in Figures 3.19 and 3.20. The active and reactive power passing buses C6
and C10 is measured and is communicated back to DOC2 as virtual loads. Load8,
Load9 and virtual loads at C6 and C10 are predicted for Group 2. The power flow
analysis is applied for 11 buses (C1–C6 and C15–C18) as shown in Figure 3.19. The
communication connection for Case 3 is shown in Figure 3.20.
In Case 4, PV inverters in both Group 1 and Group 2 operate the SIC while the
others (PV1, PV2 and PV11) operate the ADC as seen in Figure 3.21. The virtual
loads for the two groups are the same as shown in Figures 3.17 and 3.19. Note that
the two groups follow two independent DOCs. Therefore, PV inverters in Group
1 will follow the DOC1 and the ones in Group 2 will follow the DOC2. It can be
seen in Figure 3.21 that the data of bus C10 is sent to both DOC1 and DOC2. For
DOC2, the data of bus C10 is used as a virtual load, and for DOC1, the data of bus
C10 is used as a backup channel if there is communication loss.
In Case 5, all 11 PV inverters run the SIC and follow only one DOC as seen in
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Figure 3.17: Virtual load for Case 2

Figure 3.18: Communication configuration for Case 2
Figure 3.22. This case is set up for comparison to other cases and for demonstrating
the performance of the DOC itself. In this case, all PV inverters and loads have
communication links to a central DOC. In addition, there are also backup links from
the buses with either PV inverters or loads for the case of missing communications.
A summary of the five simulation cases is presented in Table 3.1. With these
five cases, a broad investigation of different situations from completely autonomous
network (Case 1) to completely optimal control (Case 5). The DOC is applied for
different locations in the network in Case 2 and Case 3. In addition, the interaction
of independent DOC groups is considered in Case 4.
The simulation in this thesis not only considers different cases of DOC groups
but also applies various profiles for PV inverters and loads as in the following section.
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Figure 3.19: Virtual loads for Case 3

Figure 3.20: Communication configuration for Case 3

Figure 3.21: Communication configuration for Case 4
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Figure 3.22: Communication configuration for Case 5
Table 3.1: Simulation cases
o

Group 1
PV3–PV6

Group 2
PV7–PV10

Others
PV1, PV2, PV11

Case 1

Run ADC

Run ADC

Run ADC

Case 2

Run SIC &
follow DOC1

Run ADC

Run ADC

Case 3

Run ADC

Run SIC &
follow DOC2

Run ADC

Case 4

Run SIC &
follow DOC1

Run SIC &
follow DOC2

Run ADC

Case 5

Run SIC &
follow DOC

Run SIC &
follow DOC

Run SIC &
follow DOC

Case n

3.7.1.2

Solar and load profiles for the simulation

In the simulation, all 11 PV inverters (PV1–PV11) will have the same MPP profile
based on measured irradiation [108], as shown in Figure 3.23a–d. The four solar
profiles are selected for different weather conditions.
Solar profile 1 in Figure 3.23a is chosen for a smooth contour. It is noted in
Figure 3.23a that the MPP solar profile has a dropdown spike due to the sudden
change of solar irradiation at around 2:32 pm. This spike would cause prediction
errors for available PV power and will lead to optimization errors for the DOC that
will be discussed in the simulation results.
Solar profiles 2–4 are selected for the diversity and for unexpected changes in the
weather as shown in Figure 3.23b–d. All four solar profiles are scaled to have the
value of 30 kW peak. Remind that the setting for the maximum apparent power
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(a) MPP solar profile 1

(b) MPP solar profile 2

(c) MPP solar profile 3

(d) MPP solar profile 4

(e) Load profile 1

(f) Load profile 2 (active power only)

Figure 3.23: Solar and load profiles for simulation of balanced 3-phase network
capacity of all PV inverters is 30 kVA. Hence, at peak MPP, the PV inverters can
either produce only active power or curtail an amount of their own active power for
some reactive power.
There are two load profiles as shown in Figure 3.23e,f. For load profile 1 as
shown in Figure 3.23e, all 10 loads (Load1–Load10) will be set to have the same
power profile [22]. Along with the active power, these loads are assigned to consume
an amount of reactive power and the power factor of all these loads is chosen to
be 0.95 lagging. The load power values are set to be negative or in the opposite
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Table 3.2: Simulation scenarios
Solar
Load Communication pfBus
Scenario profile profile
loss
support

Simulation
cases

Ia
Ib
Ic
Id
Ie
If
Ig
Ih

1
2
3
4
1
2
3
4

1
1
1
1
2
2
2
2

No
No
No
No
No
No
No
No

No
No
No
No
No
No
No
No

1–5
1–5
1–5
1–5
1–5
1–5
1–5
1–5

II

1

1

Yes

No

2,4,5

IIIa
IIIb

1
1

1
1

No
No

Yes
Yes

2–5
1–5

sign of the active power generated from PV inverters, showing that these loads
are consuming both active and reactive power. The magnitude of load profile 1
is selected so that the overvoltage will happen for more than 30% the time of the
day. By doing this, the differences between the ADC and the DOC can be clearly
analyzed and investigated.
For load profile 2 as seen in Figure 3.23f, 10 loads1 will have different profiles
that are generated from a LoadProfileGenerator tool [109] with the resolution of 1 s.
As seen in Figure 3.23f, those load profiles have different power usages and there are
spikes of sudden changes showing the unexpected and random behavior of people
living in the connected houses. Similar to Figure 3.23e, the 10 loads consume an
amount of reactive power and the power factor of all these loads is 0.95 lagging.
3.7.1.3

Simulation scenarios

Different simulation cases and power profiles have been presented in the above sections. In addition, with different features of DOC such as communication loss in
Section 3.5 and bus power factor support in Section 3.6, the simulation is set up
with three main scenarios (I, II and III) as seen in Table 3.2.
In Scenario I, the communication connections between the PV inverters and the
DOC are not interrupted. Also, the DOC does not conduct the bus power factor
support in Scenario I. In this scenario, all four MPP solar profiles and two load
1

Load profiles are assigned to 10 loads as follows: Load1: Working couple; Load2: Working
couple at age of 30–64; Load3: Working couple & 1 child; Load4: 1 working & 1 at home at age of
30–64; Load5: Working couple & 3 children; Load6: Working student; Load7: Working couple, 2
children & 2 seniors; Load8: 1 working, 1 working at home & 3 children; Load9: Working couple
at age under 30; Load10: 1 working, 1 at home & 2 children [109].
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profiles in Figure 3.23 are applied to see how the system reacts and to investigate
the stability of the control algorithms. Therefore, there will be a total of eight subscenarios from Ia to Ih for Scenario I. For each sub-scenario, all five simulation cases
(Cases 1–5) will be conducted. However, the detailed results of only Scenario Ia are
presented. The overall results of the other seven sub-scenarios (Ib–Ih) will be shown
for comparison.
The communication loss effect is described in Scenario II. In this scenario, there
will be a broken communication link between one PV inverter in Group 1 and the
DOC. Therefore, only simulation cases with Group 1 (Cases 2,4,5) are presented.
The investigation of bus power factor support is in Scenario III. There are two
sub-scenarios of IIIa and IIIb that will be further explained in Section 3.7.4.

3.7.2

Simulation results and discussion of Scenario I

3.7.2.1

Simulation results of Scenario Ia

As previously mentioned, the results of all five cases for Scenario Ia are fully presented for broad investigation the performance of the proposed control strategies.
For each case, four values of each PV inverter are plotted including bus voltage,
active power generated by PV inverter, power factor of the PV inverter and the PV
apparent power. These four values of VP V , PP V , pfP V and SP V are related together
so that any change in one of the values affects the others. In addition, the change
of a single PV inverter also affects other PV inverters in the network.
Case 1 The results of Case 1, in which all 11 PV inverters are running the ADC,
are shown in Figure 3.24. As seen in the figure, the voltages of all PV inverters are
under 1.1 pu. The voltages of PV1–PV3 are lower than other PVs so that the active
power at PV1–PV3 have the complete MPP profile and consume less reactive power
than the others, while the output active power of the other PV inverters is curtailed
at the peak time to reduce the node voltage.
The power factor values of all PV inverters do not drop lower than 0.8. As
the control mechanism of ADC, the reactive power consumption of PV inverters is
proportional to the voltage level; in other words, the higher the voltage, the higher
the consumption of reactive power. Therefore, it can be seen that the pfP V is equal
to 1 when there is no solar irradiation and is decreased from 1 to a minimum of 0.8
when the voltage increases around midday. The power factor values of PV4, PV5
and PV8–PV10 reach the limit of 0.8 showing that these PV inverters are consuming
their maximum reactive power. The apparent power, which is the combination of
the active and reactive power, is always kept under the limit of 30 kVA.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.24: Simulation results of Scenario Ia - Case 1
To understand deeply the control flowchart of the ADC in Figure 3.1, Figure 3.25
shows only the plots of PV1 and PV9 for investigation. PV1 is selected for its full
solar power profile generation and PV9 is chosen for its most curtailment of active
power. In Figure 3.25, voltages (VP V 1 and VP V 9 ), active power (PP V 1 and PP V 9 ),
power factors (pfP V 1 and pfP V 9 ), apparent power (SP V 1 and SP V 9 ) and reactive
power (QP V 1 and QP V 9 ) of PV1 and PV9 are presented.
For PV1, it can be seen that VP V 1 is less than 1.09 pu for the whole day so that
the inverter gets a full profile of solar active power without any power curtailment.
 From 5:30 am to 6:05 am, VP V 1 is less than 1.02 pu so that the reactive power

QP V 1 is zero.
 From 6:05 am to 10:20 am, VP V 1 is higher than 1.02 pu so that PV1 starts to

consume reactive power. The reactive power consumption |QP V 1 | is proportional to the increment of both the voltage and active power.
 From 10:20 am to 12:00 pm, the apparent power reaches its capacity of 30 kVA.

The voltage VP V 1 is still less than 1.09 pu so that active power PP V 1 is still at
the full solar profile. Therefore, the reactive power consumption |QP V 1 | has
to be reduced for the inverter apparent power capacity.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

(e) PV reactive power

Figure 3.25: Simulation results of Scenario Ia - Case 1 - PV1 and PV9
 From 12:00 pm to 1:35 pm, the apparent power is still at peak but the active

power is decreased leading to the increment of reactive power consumption.
 From 1:35 pm to 5:00 pm, the voltage is decreased but still higher than 1.02 pu

and the apparent power is less than 30 kVA so that the reactive power consumption |QP V 1 | is decreased with the direct proportion to voltage VP V 1 .
 From 5:00 pm to 6:20 pm, the voltage is less than 1.02 pu so that the reactive

power is set to be zero. It is also seen that the deductions and increments
of PV power factor are similar to the shape of reactive power. Because the
voltage of PV1 is less than 1.09 pu, the reactive power consumption is small
causing the power factor to be higher than 0.85.
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For PV9, at first glance, the voltage VP V 9 is higher than 1.09 pu at peak time
and there is curtailment of active power PP V 9 . Also, the power factor pfP V 9 reaches
minimum value of 0.8 and apparent power SP V 9 is always under limit of 30 kVA.
 From 5:30 am to 6:00 am, the VP V 9 is less than 1.02 pu so that the active

power PP V 9 has full solar profile and the reactive power QP V 9 is zero.
 From 6:00 am to 6:20 am, the reactive power consumption |QP V 9 | is increased

proportionally with the voltage rise. This quick change of voltage VP V 9 causes
high change of reactive power while the active power is still small leading to
high drop of power factor from 1 to 0.8.
 From 6:20 am to 8:10 am, the voltage VP V 9 is still less than 1.09 pu so that

the active power still gets the full solar profile. The reactive power is kept to
a certain amount so that the power factor maintains at 0.8.
 From 8:10 am to 3:15 pm, VP V 9 is higher than 1.09 pu so that the active

power PP V 9 is curtailed leading to the decrease of reactive power consumption
|QP V 9 |. In this time section, the apparent power SP V 9 does not reach the limit
of 30 kVA so that the power factor is kept at the minimum value of 0.8.
 The plots of active power, reactive power, apparent power and power factor

are nearly symmetric over midday so that after 3:15 pm, the explanation is
similar to the earlier time of the day.
From the analysis of PV1 and PV9, it can be seen that the ADC is effective
in avoiding overvoltage by simple calculations. The voltage level is affected by the
location of the PV inverter in the network so that the power output of each inverter
is different. For PV1, the voltage VP V 1 is low leading to the limit of apparent power.
For PV9, the voltage VP V 9 is high leading to the limit of the power factor.
Case 2 Figure 3.26 shows the results of Case 2 when only the four PV inverters
in Group 1 (PV3–PV6) are controlled by the DOC. The colors of PV3–PV6 are
highlighted for visual distinction of PV inverters inside and outside Group 1. As
seen for the connection of Group 1 in Figure 3.15, PV4 and PV5 at buses C12 and
C13 are at the terminations of the network. The reverse power flows from PV4 and
PV5 cause voltage levels at buses C12 and C13 to be higher than the voltages at
buses C10 and C14. Therefore, the active power amount of PV4 and PV5 has the
most curtailment in comparison to PV3 and PV6. The voltages of PV4 and PV5
reach 1.095 pu and maintain this level at peak time.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.26: Simulation results of Scenario Ia - Case 2
Moreover, the voltage levels at buses C10 and C14 also affect the voltage levels
at buses C12 and C13. It can be seen that the voltage levels of PV3 and PV6 are
lower than those of PV4 and PV5 but there is also curtailment of active power for
PV3 and PV6 at midday. The reason for this is that the DOC calculated the optimal
values for PV3–PV6 to have the highest sum of active power. By curtailment the
active power of PV3 and PV6, the active power gain for PV4 and PV5 is higher
than the power loss of PV3 and PV6 leading to the sum of four PVs to be higher.
Case 3 The results of the Case 3 optimization of the four PV inverters in Group
2 (PV7–PV10) are presented in Figure 3.27. The colors of PV7–PV10 are highlighted for visual distinction of PV inverters inside and outside Group 2. With the
connection of Group 2 in Figure 3.15, buses C17 and C18 at the terminal locations
have higher voltages than buses C15 and C16 because of the reverse power flow.
Thus, the active power curtailment of PV9 and PV10 is higher than PV7 and PV8.
Similar to Case 2, the power factor and apparent power values of all four PV inverters are at the lowest value of 0.8 to reduce the network voltage when there is
high irradiation. In comparison to Case 1, the PV7 is purposely cut back its active
power so that PV8–PV10 can have less power curtailments leading to higher group
energy generation.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.27: Simulation results of Scenario Ia - Case 3
Case 4 Figure 3.28 shows the results of Case 4 when two DOCs (DOC1 and
DOC2) are applied independently for Group 1 (PV3–PV6) and Group 2 (PV7–
PV10). Similar to Figures 3.26 and 3.27, the voltage, power factor and apparent
power are kept within limits. Group 1 and Group 2 do not communicate with each
other and every group tries to maximize its own active power production. However,
Group 1 can indirectly know the reaction of Group 2 by the power passing through
bus C4 and Group 2 can predict the state of Group 1 by the virtual load at bus
C10. Therefore, even though the two groups do not talk together but can perform
their own optimization.
Case 5 The results of Case 5 when all PV inverters follow a DOC are presented
in Figure 3.29. With this control strategy, 11 PV inverters are working together to
achieve a common goal of maintaining the voltages under the limit and maximizing
the active power. The active power of all PV inverters is collectively curtailed to
improve the total energy yield. It can be seen at peak time that the power factors
of most inverters are at minimum value of 0.8 and the apparent power values are at
the maximum of 30 kVA. This shows that the DOC directs the PV inverters to use
their most possible (within limits) capabilities for the group optimal goal.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.28: Simulation results of Scenario Ia - Case 4

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.29: Simulation results of Scenario Ia - Case 5
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In general, all five cases in the simulation show that the voltage values of all PV
buses are kept under 1.1 pu as expected. The power factor values of the PV inverters
are higher or equal to 0.8. The apparent power is kept within the inverter capacity
of 30 kVA. The ADC has shown its effectiveness in qualifying all voltage and PV
inverter capacity with simple calculations. However, the ADC is applied for a single
PV inverter and works locally so that the performance of the whole network is less
than the one applying the DOC. The DOC has shown its efficacy in managing a
group of inverters so that a number of PV inverters are intentionally curtailed their
own power for the other inverters.
3.7.2.2

Simulation results of Scenarios Ib–Ih

Simulation results of Scenarios Ib–Ih are presented in this section as shown in Figures
3.30 and 3.31. The results of load profile 1 with different solar profiles of Scenarios
Ib–Id are shown in Figure 3.30. The results of load profile 2 with four solar profiles
of Scenarios Ie–Ih are presented in Figure 3.31.
In this section, for the aim of comparison, all five simulation cases are not fully
shown as in Scenario Ia. Only active power PP V generated by the PV inverters of
Cases 1 and 5 is demonstrated. The other values such as VP V , pfP V and SP V are
not displayed. But similar to Scenario Ia, in all simulation cases (Cases 1–5) all
voltages VP V are under 1.1 pu, all PV power factors pfP V are higher or equal to 0.8,
all PV apparent power values SP V are within the limit of 30 kVA.
As seen in Figure 3.30, the load profile is the same as Scenario Ia, but the
MPP solar profiles are different. In both Cases 1 and 5, generally there are more
fluctuations of the power production in comparison to Scenario Ia because of the
variations of solar profile. Overall, PV1–PV3, PV6 and PV7 almost have the full
MPP profile in Case 1 while the active power values of other PVs (PV4, PV5, PV8–
PV11) are trimmed for voltage regulation. Because of the reverse flows, the bus
voltages at the ends or terminations of the network will have higher levels than
internal buses so that the PVs at terminal buses have the most power curtailment
in comparison to PVs at internal buses. In Case 5 of these three scenarios, only
the active power of PV9 is severely lessened while the other PVs can produce high
power levels. This lead to the total energy yield of all PVs in Case 5 is higher than
the one in Case 1.
In the view of the DOC in Case 5, PV1–PV3, PV6 and PV7 have to “sacrifice”
an amount of energy for a common goal of achieving maximum the energy yield. It
can be noticed that in the view of PV1–PV3, PV6 and PV7 in Figure 3.30 that their
power generation in Case 5 is less than in Case 1. Therefore, PVs in controllable
network have to agree together to follow a DOC to meet a general purpose instead
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(a) Scenario Ib - Case 1

(b) Scenario Ib - Case 5

(c) Scenario Ic - Case 1

(d) Scenario Ic - Case 5

(e) Scenario Id - Case 1

(f) Scenario Id - Case 5

Figure 3.30: Simulation results of Scenarios Ib–Id - PV active power
of each individual. The issue of the electricity cost is not considered in this research.
The simulation results of load profile 2 in Scenarios Ie–Ih are demonstrated in
Figure 3.31. The load profile 2 has random and unexpected fluctuations which
cause incorrect prediction in the DOC. It is expected that in Scenarios If–Ih, the
fluctuations of both solar and load profiles will cause the incorrect prediction for
the DOC leading to wrong optimal values for the PV inverters. However, with the
mechanism of switching back and forth between the ADC and DOC of PV inverters
running SIC, the system can still be stable with all values VP V , pfP V and SP V within
limits. Generally, total active power generated in Case 5 is still higher than the one
in Case 1 even though there are more variations than Scenario Ia and even Scenarios
Ib–Id.
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(a) Scenario Ie - Case 1

(b) Scenario Ie - Case 5

(c) Scenario If - Case 1

(d) Scenario If - Case 5

(e) Scenario Ig - Case 1

(f) Scenario Ig - Case 5

(g) Scenario Ih - Case 1

(h) Scenario Ih - Case 5

Figure 3.31: Simulation results of Scenarios Ie–Ih - PV active power
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The analysis of prediction error and power production yield will be discussed in
a later section.
3.7.2.3

Summary and discussion of Scenario I

Energy yield and efficiency Figures 3.32–3.37 show a summary of active power
output for the five simulated cases. Figures 3.32 and 3.33 show the total active
power production of all 11 PV inverters with time.
For a deeper comparison of the energy yield of the ADC and DOC, Figures 3.34
and 3.35 are presented. In these two figures, only Case 1 with complete ADC control
and Case 5 with complete DOC control are shown together with the sum of active
and reactive power of all PV inverters. In the figures, it can be seen that the total
active power of Case 5 is higher than Case 1. It is also noticed that the reactive
power consumption in Case 5 is higher than in Case 1 at peak time. In Case 5,
the DOC makes PV inverters consume reactive power as much as possible at peak
time to reduce the voltage. However, when the PV active power is low and there
is no overvoltage predicted, the DOC in Case 5 commands the PV inverters only
produce the active power to save unnecessary reactive power as shown in block C7
of Figure 3.6.
In Figures 3.36 and 3.37, the total energy yield of all PV inverters is compared
to an ideal condition in which all PV inverters generate the full MPP solar profile
without any power curtailment.
In general, it can be seen in Figures 3.32–3.37 that the power or energy production with the decentralized control of DOC (Cases 2–5) is higher than the case
with the individual autonomous of ADC. The results of all eight scenarios show the
consistency of higher power produced with the DOC than the ADC even with the
worst cases of random fluctuations in both solar and load profiles. In addition, it
can be seen that the higher integration of the DOC in the network leads to higher
energy generation, i.e. the energy generated in Case 4 is higher than the one in
Case 2 and Case 3.
It can be seen that the power curtailment in Figure 3.33 is higher than the power
reduction in Figure 3.32. Also, the energy efficiency in Figure 3.37 is lower than
the one in Figure 3.36. Remind that load profile 1 is applied to Scenarios Ia–Id and
load profile 2 is applied to Scenarios Ie–Ih. The total active power of 10 loads for
both load profiles 1 and 2 is shown in Figure 3.38. In this figure, it can be observed
that 10 loads with load profile 1 consume more power than load profile 2. Therefore,
the voltage levels with load profile 1 (Scenarios Ia–Id) are lower than the ones with
load profile 2 (Scenarios Ie–Ih). This leads to more curtailment of power for voltage
reduction in Scenarios Ie–Ih than Scenarios Ia–Id.
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(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 3.32: Sum of PV active power in Scenarios Ia–Id

(a) Scenario Ie

(b) Scenario If

(c) Scenario Ig

(d) Scenario Ih

Figure 3.33: Sum of PV active power in Scenarios Ie–Ih
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(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 3.34: Sum of PV active and reactive power in Scenarios Ia–Id

(a) Scenario Ie

(b) Scenario If

(c) Scenario Ig

(d) Scenario Ih

Figure 3.35: Sum of PV active and reactive power in Scenarios Ie–Ih
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(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 3.36: Energy yield efficiency of Scenarios Ia–Id

(a) Scenario Ie

(b) Scenario If

(c) Scenario Ig

(d) Scenario Ih

Figure 3.37: Energy yield efficiency of Scenarios Ie–Ih
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Figure 3.38: Total active power of 10 loads for load profiles 1 and 2

(a) Solar profile 1

(b) Solar profile 2

(c) Solar profile 3

(d) Solar profile 4

Figure 3.39: Frequency of occurrence for the solar profiles
Four Scenarios Ia–Id have the same load profile (load profile 1) but the energy
efficiency of Scenario Ic in Figure 3.36c is higher than the other three scenarios
(Ia, Ib and Id). Similarly, the efficiency of Scenario Ig in Figure 3.37c is higher
than the other three scenarios (Ie, If and Ih). This can be explained when looking
at Figure 3.39. In this figure, the frequency of power value occurrence is shown for
four solar profiles. As seen in Figure 3.39, the solar profiles 1,2,4 have the occurrence
of power from 25 kW to 30 kW higher than 14% while solar profile 3 only has 8.5%.
Therefore, to avoid overvoltage at peak time, the power curtailment for solar profile 3
is lower than the other three solar profiles. This leads to the higher efficiency for
the solar profile 3.
Prediction analysis The next analysis is checking the effectiveness of the prediction. To calculate the accuracy of the prediction, the root-mean-square error (RMSE) [110] between the actual profile and the prediction is calculated with
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Equation (3.21). The RMSE is determined by taking the square of the differences
between the actual value yactual and predicted value ypredicted in every second t and
then summing all the differences up to a day or T = 86400.
v
u
T
u1 X
2
RMSE = t
yactual(t) − ypredicted(t)
T t=1

(3.21)

The absolute errors between the predicted and actual values are plotted in Figures 3.40 and 3.41. There are also RMSE values for each plot in the two figures.
Because the prediction is conducted every minute and shows the tendency of the
values in the next 60 s, the predicted values are compared to the average of actual
values. Note that the actual values are in the database of 1 s resolution and the
average values are in the database of 1 min resolution. During a period of 60 s,
there are changes in the power values which can be different from the average values, therefore there are also the plots of comparison the predicted values (updated
every minute) and the actual values (in every second). Generally in the two figures,
it can be observed that the differences between the predicted and the average values
are lower than the differences between the predicted and the actual values.
Figure 3.40 shows the prediction errors of the load and solar profiles. The reactive
power of the load profile is proportional to the active power so that only load active
power is shown. In Figure 3.40a,b, the load profile 1 and four solar profiles are shown.
Load profile 1 and solar profile 1 have smooth contours so that the differences stay
close to zero and have only a few spikes. The RMSE for load profile 1 is 35 W and
the solar profile 1 is 253 W. As seen in Figure 3.23a, there is a drop of solar power at
around 2:32 pm, causing an error spike in the prediction. For the solar profiles 2–4,
there are more sudden changes in the weather causing more errors in the prediction.
The RMSE values of these three solar profiles are around 1 kW.
In Figure 3.40c,d, 10 plots of load profile 2 are presented. Similar to solar
profiles 2–4, the prediction cannot forecast sudden and random changes of human
behaviors and weather so that there are high spikes of prediction errors in the load
profile 2. All RMSE values of the 10 loads are less than 1 kW.
Besides forecasting the solar and load profiles, the prediction also anticipates the
tendency of the virtual loads in the next minute. The prediction for virtual loads
is conducted at bus C4 in Case 2, buses C6 and C10 in Case 3 and buses C4, C6
and C10 in Case 4. In Case 5, the whole network is controllable so that there is no
prediction for virtual loads. The virtual load amount is different in Cases 2–4 but
all the virtual loads in Case 2 and Case 3 appear in Case 4. Hence, only the virtual
loads in Case 4 will be shown in Figure 3.41. The active and reactive power of the

70

(a) |Average − Prediction| Load profile 1 and solar profiles 1–4

(b) |Actual − Prediction| Load profile 1 and solar profiles 1–4

(c) |Average − Prediction| Load profile 2

(d) |Actual − Prediction| Load profile 2

Figure 3.40: Prediction and RMSE of solar and load profiles
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(a) |Average − Prediction| virtual loads in Case 4 of Scenario Ia

(b) |Actual − Prediction| virtual loads in Case 4 of Scenario Ia

(c) |Average − Prediction| virtual loads in Case 4 of Scenario Ie

(d) |Actual − Prediction| virtual loads in Case 4 of Scenario Ie

Figure 3.41: Prediction and RMSE of virtual loads
72

(a) Scenario Ia

(b) Scenario Ie

Figure 3.42: PV reactive power of Case 4 in Scenarios Ia and Ie
virtual loads is different so that both active and reactive power is presented in the
figure.
In Figure 3.41, the virtual loads in Case 4 of Scenarios Ia and Ie are selected to be
presented. In general, the prediction errors in Scenario Ia have fewer spikes than the
ones in Scenario Ie because of the load profiles 1 and 2. It can be noted that there
are two high spikes of the reactive power at bus C10 (QC10 ) at around 8:00 am and
4:00 pm. When looking at this time section in Figure 3.42 showing the PV reactive
power of Scenarios Ia and Ie, the reactive power of PVs in Group 1 starts from zero
and decreases around 8:00 am, then it increases back to zero at around 4:00 pm. At
around 8:00 am and 4:00 pm the reactive power changes between a negative value
and zero. Referring back to Equation (3.3), the predicted value is limited to be in
the range of ±50% and has the same sign as the previously measured value. The
limit in Equation (3.3) and the change between a negative value and zero cause the
high spikes of errors. However, the errors happened just for a short time. Despite
QC10 , the RMSE values of the other virtual loads have the highest levels of 1.2 kW
and 0.6 kvar.
Optimization time As previously known that the optimization calculation is
only utilized when the predicted power flow voltage is larger than 1.095 pu. The
results of the simulation show that the optimization calculation is only applied at
peak time when high solar irradiation causes the PV voltage levels to be greater
than 1.095 pu. The optimal calculation does not need to be run all the time to
reduce the power consumption of the controller. Figures 3.43 and 3.44 show the
period of a day that the optimization is applied. In Case 1, all PVs are running the
ADC so that the optimization is not shown in the two figures. Case 4 has two DOCs
operating separately so that there are two lines of optimal calculation for Group 1
and Group 2 in the figures.
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(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 3.43: Time of the optimization in Scenarios Ia–Id
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(a) Scenario Ie

(b) Scenario If

(c) Scenario Ig

(d) Scenario Ih

Figure 3.44: Time of the optimization in Scenarios Ie–Ih
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Generally in the simulation, the average time of the optimization is about 35%
of a day. The optimal calculation is applied when there is high solar irradiation for
voltage regulation and energy optimization. The optimization time for the Scenarios
Ia–Id is shorter than the Scenarios Ie–Ih. This also helps to explain the higher
efficiency of Scenarios Ia–Id in Figure 3.36 to Scenarios Ie–Ih in Figure 3.37. The
power consumption in load profile 2 is less than the one in load profile 1 as seen in
Figure 3.38. When strong solar power makes the voltage to be increased, high load
consumption can help to reduce the voltage. Therefore, the DOC is applied longer
for the scenarios of lower load consumption.
Overall, the optimization time of Case 5 is longer than the one in Case 4, and
the time in Case 4 is longer than Case 2 and Case 3. Look back to the control
flowcharts of both ADC and DOC that the ADC asks the PV inverter to consume
a certain amount of reactive power when the voltage is larger than 1.02 pu. While
the DOC commands all PV inverters to consume no reactive power if not necessary,
the controllable PV inverters will start to apply the reactive power when the PV
voltage(s) is larger than 1.095 pu. In Case 5, there is no PV inverter running the
ADC so that the optimization time is the longest. Similarly, for Case 4, the quantity
of PV inverters running ADC is greater than Case 5 and less than Case 2 and Case 3
so that the optimization periods of Case 4 (for both Group 1 and Group 2) are shorter
than Case 5 and longer than Case 2 and Case 3.
As seen in the above paragraph, ADC with reactive power consumption from
1.02 pu can lead to shorter optimization for the DOC. This also raises a question
of selection either the longer time of optimization or the more reactive power consumption. Is there any way that the DOC can ask the controllable inverters to
consume a certain amount of reactive power before the optimization is applied? In
comparison between the optimization time in Case 5 and Case 2 or Case 3, the
average difference is only about 5%. In addition, as previously mentioned that the
reactive power consumption can affect the lifetime of the PV inverters [104] so that
the option of less reactive power usage and longer optimal calculation is selected.
The optimization time in Case 4 of Group 2 is applied for a longer time than
Group 1 because the PV inverters in Group 2 are located further from the swing bus
than those in Group 1. The reverse power flow causes the voltage levels in Group 2
to be higher than those in Group 1 so that Group 2 has to operate more calculations
than Group 1.
It can be noticed that there are minutes the optimization is turned off between
the period of around 8:00 am and 4:00 pm, especially for the Scenarios Ib–Id and
If–Ih. This is caused by the fluctuations of the solar profiles 2–4. Firstly, the
drops in solar irradiation tell the DOC that the network voltage will not be higher
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(a) Case 2

(b) Case 3

(c) Case 4

(d) Case 5

Figure 3.45: Mode switching between applying the ADC and
following the DOC of PV inverters running SIC in Scenario Ia
than 1.095 pu so that it turns off the optimization. Secondly, the uncertainty of
solar profiles 2–4 leads the prediction to be lower than the actual value. The lower
prediction of solar irradiation causes the DOC to turn the optimal calculation off.
It is especially noticed in Scenario Ia that there is a minute at 2:32 pm when the
optimization does not operate as seen in Group 1 of both Case 2 and Case 4. The
sudden drop in solar irradiation highlighted in Figure 3.23a results in PV power
prediction errors, leading to the brief off-time for the optimization. This will be
later analyzed and discussed with more explanations.
SIC mode switching Figure 3.45 shows the mode switching between the DOC
and ADC of the PV inverter running SIC when there are prediction errors, causing
the voltage to be higher than 1.098 pu as block B2 of Figure 3.3. In simulation
Case 1, there is no PV inverter running SIC so that only Cases 2–5 are shown in
the figure.
As seen in the figure that there is a short time that a PV inverter running the
DOC mode switch back to the ADC mode (PV5 in Case 2 and Case 4). PV5 switches
to ADC mode at the time of the prediction error at 2:32 pm. As seen in the figure,
not all PV inverters switch to ADC mode, even though the prediction error of the
solar profile is the same for all inverters. There is an allowable gap from 1.095 pu
to 1.098 pu for PV inverters to behave with the prediction errors. Remind that if
a PV inverter running SIC and following a DOC, it will operate the optimization
when its predicted voltage is larger than 1.095 pu and it will switch back to ADC
mode when its measured voltage is larger than 1.098 pu. Therefore, there is a gap
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from 1.095 pu to 1.098 pu that small differences between the predicted and actual
values can be acceptable and the DOC is still allowed to operate within this gap.
As mentioned in Figure 3.43a, there is a minute that the optimization in Group 1
is turned off for Group 1 of Case 2 and Case 4. In this off-time of the optimization,
the PV5 in Group 1 also switches back to ADC in Figure 3.45a,c. This will be
discussed carefully in the paragraph of prediction error analysis below.
Prediction error analysis To show how the control system reacts in the event
of prediction errors, a profile of a single PV inverter is selected for illustration.
Figure 3.46 shows a selected profile of PV5 in simulation Case 2. As seen in Figure 3.45a, PV5 is switched from DOC to ADC at around 2:32 pm. Additionally, in
Case 2 of Figure 3.43a, the optimization is not applied for a minute from 2:32 pm.
In Figure 3.46, there are six values of PV5 are plotted in a zoom-in period of
2:30 pm to 2:36 pm. The difference between the predicted and actual values of
the solar profile is shown. The voltage, active and reactive power of PV5 are also
plotted. The optimization time and mode switching for PV5 are also presented. All
of these values are related together, or a change in one of these values can affect the
others.
In Figure 3.46a, the prediction of the MPP profile is around 3.5 kW lower than
the actual value at the time section of 2:32 pm to 2:33 pm so that the predicted
power flow analysis (block C5 of Figure 3.6) derives the voltage (VP V 5 predicted ) to
be lower than 1.095 pu. Then the DOC turns off the optimization (block C8 of
Figure 3.6) and operates MPP (block C7 of Figure 3.6), as seen in Figure 3.46c.
Within the MPP operation (block C7 of Figure 3.6), the reactive power of the
PV5 is set to return to zero, leading to the reduction of the reactive power consumption and causing a voltage increase as seen in Figure 3.46d,f. When the voltage
exceeds 1.098 pu, the inverter switches from DOC to ADC, as seen in Figure 3.46b,
and remains in this mode until the start of the next minute. During the time of
running the ADC, the reactive power consumption is increased and the active power
is reduced to maintain the voltage within network limits.
At the time section of 2:33 pm to 2:34 pm, the DOC predicts a solar power that
is approximately 5.8 kW higher than reality so that the predicted power flow voltage
is higher than 1.095 pu (block C6 of Figure 3.6), leading to the turning on of the
DOC, as in Figure 3.46c. More reactive power is consumed, leading to a reduction
in the voltage level.
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(a) MPP prediction

(b) Switching between ADC & DOC

(c) Optimization ON/OFF

(d) Voltage VP V 5

(e) Active power PP V 5

(f) Reactive power QP V 5

Figure 3.46: Prediction error analysis of PV5 in Case 2 of Scenario Ia

3.7.3

Simulation results and discussion of Scenario II

Scenario II’s results are shown in this section with three simulation cases (Cases
2,4,5). In Scenario II, PV5 at bus C13 is chosen to have a broken communication
with the DOC. The DOC applied in this scenario is shown in Figure 3.12. In this
case, the DOC will not able to control PV5 but the DOC can know the state of
PV5 from the data link from bus C13. The DOC will consider PV5 as a virtual load
as seen in Figure 3.47. Similarly, PV5 will also be considered as a virtual load for
Case 4 and Case 5.
In the simulation, in the first half day from 0:00 am to 12:00 pm, the communication link is maintained. In this period, PV5 runs the SIC and follows the DOC
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Figure 3.47: Virtual load for Case 2 with communication loss
which is similar to Scenario Ia. In Case 2, the DOC will conduct the power flow for
nine buses (C1–C4 and C10–C14) with four controllable PV inverters (PV3–PV6),
three loads (Load5–Load7) and one virtual load at bus C4. The DOC will do the
optimal calculation with eight variables (PP V 3 –PP V 6 and QP V 3 –QP V 6 ).
After 12:00 pm, there is a communication loss between PV5 and the DOC. When
communication is interrupted, PV5 will switch completely to ADC mode and the
DOC will consider PV5 as a virtual load. In Case 2 with communication loss, the
DOC will conduct the power flow for nine buses with three controllable PV inverters
(PV3, PV4 and PV6), three loads (Load5–Load7) and two virtual loads at buses C4
and C13. The optimization will be conducted with six variables (PP V 3 , PP V 4 , PP V 6 ,
QP V 3 , QP V 4 and QP V 6 ).
The mode switching of PV5 in Figure 3.48 shows that PV5 operates the ADC
mode completely after midday because of the broken communication. The mode
switching of all PV inverters in Scenario Ia which has the same solar and load
profiles is also presented for comparison.
Figures 3.49–3.51 show the system performance after the communication loss to
PV5 can be observed for Cases 2,4,5. Even with the communication loss, all the
voltage, power factor and apparent power values are within limits as in Scenario Ia.
This has verified the stability of the control algorithms of SIC and DOC for smart
controllable PV inverters. The difference between Scenarios Ia and II mainly appears
at PV5 when there is a complete mode switching so that it is difficult to compare
the two scenarios in these three figures. Detailed plots for only PV5 are presented
in Figure 3.53 and it will be discussed later in the below paragraph.
The energy yield and efficiency plots of Scenario II are placed side by side with
the results of Scenario Ia for comparison as shown in Figure 3.52. It can be seen in
the figure that the energy yield in Cases 2,4,5 in Scenario II is less than in Scenario Ia.
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(a) Case 2 - Scenario Ia

(b) Case 2 - Scenario II

(c) Case 4 - Scenario Ia

(d) Case 4 - Scenario II

(e) Case 5 - Scenario Ia

(f) Case 5 - Scenario II

Figure 3.48: Mode switching between applying the ADC and
following the DOC of PV inverters running SIC in Scenarios Ia and II
The reason for the reduction in efficiency of Scenario II is that there is one inverter
less in the DOC group. But the difference of efficiency is only 0.1%–0.3% between
the two scenarios.
The reaction of PV5 with communication loss and the difference between Scenarios Ia and II are shown in Figure 3.53. The plots of PV5 in Case 2 and Case 4
are similar so only the plots of Case 2 and Case 5 are shown. In the figure, it can be
seen that in the first half day, the results of Scenarios Ia and II are exactly the same.
After midday of 12:00 pm, PV5 runs the ADC so that there is more curtailment in
active power in Scenario II. This leads to a slight drop in voltage level in the afternoon. With communication loss in both Case 2 and Case 5, after 4:00 pm, PV5
runs ADC mode and still consumes some amount of reactive power while in Scenario
Ia, PV5 just generates the active power with unity power factor. The duration of
reactive power consumption when PV5 follows a DOC is shorter than the time when
PV5 runs the ADC. This shows that by applying the DOC, the inverters can save
unnecessary reactive power in comparison to the ADC.
After both Scenarios I and II, it can be concluded that the system stays stable
with all constraints in the conditions of unexpected profiles, inaccurate prediction
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.49: Simulation results of Scenario II - Case 2

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.50: Simulation results of Scenario II - Case 4

82

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.51: Simulation results of Scenario II - Case 5

(a) Total active power - Scenario Ia (b) Total active power - Scenario II

(c) Efficiency - Scenario Ia

(d) Efficiency - Scenario II

Figure 3.52: Energy yield and efficiency of Scenarios Ia and II
(Cases with * are the cases with communication loss)
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(a) Voltage VP V 5 - Case 2

(b) Voltage VP V 5 - Case 5

(c) Active power PP V 5 - Case 2

(d) Active power PP V 5 - Case 5

(e) Reactive power QP V 5 - Case 2

(f) Reactive power QP V 5 - Case 5

Figure 3.53: Comparison of PV5 results in Scenarios Ia and II
and communication loss. In Scenario III, the bus power factor support is presented.

3.7.4

Simulation results and discussion of Scenario III

Before going further to Scenario III, the power factor values at the PV buses are
shown in Figure 3.54. In the figure, when there is no solar irradiation, the PV
bus power factor is equal to the power factor of the load (pfLoad = 0.95). The
combination of reactive power consumption of both loads and PVs causes a low bus
power factor during the time of available solar power.
As previously discussed the low bus power factor in Figure 1.3a, the bus power
factors in Figure 3.54 have two spikes dropping to zero when the PV output power
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(a) Case 1

(b) Case 2

(c) Case 3

(d) Case 4

(e) Case 5

Figure 3.54: Bus power factor pfBus of Scenario Ia
equals the load power. It is also noticed that the bus power factors of PV5, PV10
and PV11 do not drop down to zero as the other PVs. As seen in Figure 3.14, PV5,
PV10 and PV11 are at the terminal buses with only PV inverters connected so that
the bus power factors at these buses are the same as the PV power factors.
The bus power factor calculation is different between the internal and terminal
buses as in Figure 3.55. As seen in the figure, BusA is connected to BusB, and BusB
is connected to another bus in a network. BusA is at the termination while BusB is
located internally (after the terminal BusA). In the figure, the power factor of BusA
is calculated by LoadA and PVA. But in BusB, the bus power factor is determined
not only from LoadB and PVB but also from BusA.
In Scenario III, the method of Section 3.6 will be applied with the DOC of
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Figure 3.55: Bus power factor at internal and terminal buses
Figure 3.13. The DOC in this scenario will try to keep the bus power factor higher
or equal to 0.9 or pfBus min = 0.9. It can be seen that the method of bus power
factor support in Section 3.6 is applied for the terminal buses. However, there are
internal buses in the simulation of this research, so there are two sub-scenarios IIIa
and IIIb.
In Scenario IIIa, the network in Figure 3.15 with 11 PV inverters including
internal and terminal buses is applied. The formulas for bus power factor support
in Section 3.6 are only applied with local loads. For example, in Figure 3.55, the
PVB will support BusB with only local LoadB without taking account of the power
from BusA. With the simplified approach, the results in Scenario IIIa still show
improvement in the bus power factor of the network system.
In Scenario IIIb, all PVs and loads at internal buses will be removed. The
modified network will be carried out with all five simulation cases.
For convenience, Table 3.3 is shown to categorize the 11 PV inverters in Figure 3.15 into four categories based on the locations of these inverters. With this
table, the discussion and explanation of the results in Scenario III would be more
explicable.
3.7.4.1

Scenario IIIa

In Scenario IIIa, the same network as in Figure 3.15 is used. The simulation is
conducted with four cases (Cases 2–5) in Figures 3.56–3.59. Case 1 is not shown
because it is the same as Case 1 of Scenario Ia. The simulation results show the
PV voltage VP V , active power PP V , reactive power QP V , apparent power SP V , PV
power factor pfP V and bus power factor pfBus .
The first thing to be considered in Figures 3.56–3.59 is that all voltage levels, PV
power factors and apparent power values are within limits (VP V ≤ 1.1 pu, pfP V ≥ 0.8
and SP V ≤ 30 kVA). This is the primary standard for the DOC before looking for
the add-on of bus power factor support.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.56: Simulation results of Scenario IIIa - Case 2

(a) PV bus voltage

(b) PV active power

Figure 3.57: Simulation results of Scenario IIIa - Case 3
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(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.57: Simulation results of Scenario IIIa - Case 3 (Cont.)

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.58: Simulation results of Scenario IIIa - Case 4
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(e) Bus power factor

(f) PV reactive power

Figure 3.58: Simulation results of Scenario IIIa - Case 4 (Cont.)

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.59: Simulation results of Scenario IIIa - Case 5
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Table 3.3: PV inverters with location property
At
bus

PV
no

C7
C8
C10

PV1
PV2
PV3

C12
C13
C14

PV4
PV5
PV6

C15
C16

PV7
PV8

C17
C18
C20

PV9
PV10
PV11

At
At
internal bus terminal bus
X
X
X

With
a load

Without
a load

X
X
X
X
X
X

X
X

X
X
X
X
X

X
X
X

X
X
X

As seen in Figures 3.56–3.59, PV inverters following a DOC (PVs in Group 1 of
Case 2, Group 2 of Case 3, Groups 1 and 2 of Case 4 and all PVs of Case 5) have a
minimum power factor value of 0.9 at buses without loads (PV3, PV5, PV8, PV10
and PV11). PVs running ADC or at buses with load connections have minimum
values of PV power factors of 0.8 while the bus power factors still exceed 0.9. This
results from blocks E10 and E11 in Figure 3.13.
Similar to the analysis of bus power factor in Figure 3.54 of Scenario Ia, the pfBus
is the same as pfP V with only PVs at terminal buses without load connections (PV5,
PV10 and PV11). For PVs without loads located internally, the bus power factor is
not equal to PV power factor because of the effect of other buses as demonstrated
in Figure 3.55.
As shown in Figure 3.59 of Case 5, for the PV buses at terminations (buses of
PV4–PV6 and PV9–PV11), the bus power factors have their minimum of 0.9 when
there is solar energy availability. The bus power factors are also improved for other
PV buses at internal locations (buses of PV1–PV3, PV7 and PV8) in comparison
to the power factors in Figure 3.54. Because in Scenario IIIa, the PV inverter only
takes into account the load connecting to the same bus with it and it does not count
the power from other bus(es), the bus power factors at internal buses are lower than
0.9 and there are two spikes dropping down to zero.
For more explanations of the shapes of PV power factor and reactive power in
this simulation scenario, Figure 3.60 is introduced. Figure 3.60 shows the theoretical
plots of the reactive power calculation for bus power factor support used in blocks
E12 and E14 of Figure 3.13. In Figure 3.60, all the power values are shown in
relation to the absolute value of load active power |PLoad |. The load active power
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(a) Reactive power

(b) Power factor

Figure 3.60: Illustration of DOC’s bus power factor support
PLoad and load reactive power QLoad are fixed with the load power factor pfLoad
(pfLoad = 0.95). The PV inverter has a power factor limit of 0.8 (pfP V min = 0.8)
and the power factor limit for the bus is set to be 0.9 (pfBus min = 0.9).
As seen in Figure 3.60, from zero to the point when PP V is equal to 0.13|PLoad |
or as in Equation (3.22), the bus power factor decreases from pfLoad to pfBus min .
In this section, pfBus is still higher than pfBus min so that PV reactive power QP V
is set to be negative. Negative QP V gives the lowest voltage for given PV active
power PP V . However, in this section, the PV active power PP V is still small so that
the limit of pfP V min is quickly reached causing the PV power factor to be equal to
pfP V min .
p
p
2
2
−
1
−
1/pfBus
1/pfLoad
−1
PP V
min
p
=p
(3.22)
2
|PLoad |
1/pfBus
1/pfP2 V min − 1
min − 1 +
Also in Figure 3.60, when PP V is in the section from 0.32|PLoad | to 1.68|PLoad | as
in Equation (3.23), the bus active power PBus (PBus = PP V + PLoad ) is small so that
the PV reactive power is set to be positive to eliminate partially the load reactive
power. After this section, as the PP V increases the PV inverter can consume an
increasing amount of reactive power while still keeping the bus power factor above
the limit.
p
2
1/pfLoad
−1
PP V
p
=1±
(3.23)
2
|PLoad |
1/pfBus
min − 1
Examination of the power factor and reactive power of PV inverters following a
DOC in Figures 3.56–3.59, the shapes of pfP V and QP V when there is low PV active
power are similar to Figure 3.60. The PV reactive power is positive or is generated
for a short time at around 6:00 am and 5:30 pm. Because the purpose of the DOC is
to improve the bus power factor with minimum reactive power generation (QP V > 0)
and maximum reactive power consumption (QP V ≤ 0), the amount of reactive power
produced is small in comparison to the amount absorbed. For PVs following a DOC,

91

(a) Scenario Ia

(b) Scenario IIIa

Figure 3.61: Average pfBus when solar power is available in Scenarios Ia and IIIa
the PV power factors reach 0.8 around 5:30 am and 6:00 pm when the PV active
power is small, this is similar to Figure 3.60b.
Figure 3.61 shows the average power factor value for each case when the solar
power is available in both Scenarios Ia and IIIa. It can be clearly seen that the bus
power factors in the four cases of DOC (Cases 2–5) in Scenario IIIa are higher than
those in Scenario Ia. In addition, the bus power factors also increase with the higher
involvement of the DOC. In the figure, the bus power factors have an average of
0.75 in Case 1 and up to 0.87 in Case 5.
However, when looking at Figure 3.62, it can be seen that the energy yield
for Scenario IIIa is less than Scenario Ia. The higher involvement of the DOC
with bus power factor support leads to lower energy efficiency. This is because, in
Scenario IIIa, the PV reactive power is not only used for voltage reduction but also
bus power factor improvement leading to higher active power curtailment for voltage
regulation than in Scenario Ia.
The results of Scenario IIIa have been presented demonstrating power factor
support at terminal buses. In Section 3.6 the method being modified for PVs at
internal buses to also take into account the power from other bus(es) was discussed.
In Figure 3.55, the method of bus power factor support for BusB should take into
account the sum of LoadB and BusA in the calculation, enabling the problem of
internal and terminal buses to be solved. However, for internal bus C7, for example,
in the network of Figure 3.15, the method of bus power factor support has to count
not only the power from Load 2 but also all the power of buses C8, C9, C19 and
C20. The reactive power of PV1 is minor in comparison to the total power of other
buses behind bus C7 so that PV1 has little impact on the power factor of bus C7.
In addition, the DOC has to collect more data from the communication system and
after that perform predictions from the collected data. This will increase the cost for
the communication network and computing power of the DOC. Thus, the approach
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(a) Total active power - Scenario Ia (b) Total active power - Scenario IIIa

(c) Total power - Scenario Ia

(d) Total power - Scenario IIIa

(e) Efficiency - Scenario Ia

(f) Efficiency - Scenario IIIa

Figure 3.62: Energy yield and efficiency of Scenarios Ia and IIIa
of determination of total power coming to terminal buses is impractical to apply.
Another issue related to internal and terminal buses is that in the network in
Figure 3.15, the loads and PV inverters were intentionally placed. Both theory
and simulation have proved the ability for a DOC to be applied in a network of
PV inverters connecting to both internal and terminal buses. However, in practice,
the loads and PV inverters may connect only at the terminal buses. Therefore, a
network will be investigated with loads and PV inverters only connected to terminal
buses as seen in Scenario IIIb.
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Figure 3.63: Balanced 3-phase network connection with PV at terminal buses
3.7.4.2

Scenario IIIb

As discussed, loads and PV inverters at internal network buses (Load1–Load5,
Load8, PV1–PV3, PV7, PV8) in Figure 3.15 are removed. The network used in Scenario IIIb is shown in Figure 3.63 with only six PV inverters (PV4–PV6, PV9–PV11)
and four loads (Load6, Load7, Load9 and Load10). In Scenario IIIb, Group 1 contains three inverters (PV4–PV6) and Group 2 contains two inverters (PV9, PV10).
In this scenario, all five simulation cases are conducted and presented. For Case 1,
all PV inverters run the ADC so that there is no bus power support. The results of
the five cases with six values of VP V , PP V , QP V , SP V , pfP V and pfBus are presented
in Figures 3.64–3.68. Similar to other scenarios, the control strategies ensure that
the values of voltage, apparent power and power factor are all within limits.
The PV power factor and reactive power have similar shapes to the theoretical
plots in Figure 3.60. The results of Scenario IIIb are similar to Scenario IIIa. It
is noticeable that the bus power factors of all six PVs following a DOC have their
minimum of 0.9 as expected. This has shown the effectiveness of the DOC with bus
power factor support. As seen in Figure 3.69, the average values of bus power factor
when there is solar power are 0.9 for DOC groups (Group 1 of Case 2, Group 2 of
Case 3, Groups 1 and 2 of Case 4). It is especially seen in the bus power factors of
Case 5 that all PV bus power factors have reached the value of 0.9.
Figure 3.70 shows the energy efficiency of the five cases. Similar to Scenario IIIa,
the higher bus power factor improvement causes lower energy yield of solar production. However, with low PV penetration or high load demand where the overvoltage
is not severe, the PV inverters will not need to curtail their active power for voltage
reduction and the energy efficiency is still high with improved bus power factor.
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.64: Simulation results of Scenario IIIb - Case 1

(a) PV bus voltage

(b) PV active power

Figure 3.65: Simulation results of Scenario IIIb - Case 2
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(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.65: Simulation results of Scenario IIIb - Case 2 (Cont.)

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

Figure 3.66: Simulation results of Scenario IIIb - Case 3
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(e) Bus power factor

(f) PV reactive power

Figure 3.66: Simulation results of Scenario IIIb - Case 3 (Cont.)

(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.67: Simulation results of Scenario IIIb - Case 4
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(a) PV bus voltage

(b) PV active power

(c) PV power factor

(d) PV apparent power

(e) Bus power factor

(f) PV reactive power

Figure 3.68: Simulation results of Scenario IIIb - Case 5

Figure 3.69: Average pfBus when solar power is available in Scenario IIIb
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(a) Total active power

(b) Efficiency

Figure 3.70: Energy yield and efficiency of Scenario IIIb

3.8

Conclusion

This chapter has presented a DOC using prediction and optimization. The PV
inverter limits, including the power capacity and power factor, are considered. The
control strategies have been verified by the simulation of five different cases of DOC
involvement. In addition, the five cases are conducted with various solar and load
profiles with unexpected weather conditions and human behaviors. In addition, the
simulation cases are performed in three scenarios of perfect communication, broken
communication and bus power factor support.
The ADC, in combination with the first-order filter, has been proven to be
reliable and effective in avoiding overvoltage and the hunting effect. The ADC also
considers the power factor and the capacity limits of PV inverters.
The mechanism for the power flow analysis of a group of PV inverters inside a
distribution network using the prediction method was introduced. The power flow
calculation method using a virtual loads approach is applied to the controller to
reduce the prediction calculation and the need to know all devices in a network.
A mechanism to switch between the DOC and ADC of a smart inverter running
SIC is investigated to ensure network stability even in the event of erroneous optimal
calculation and loss of communication. The DOC with a combination of a short time
prediction, group optimization and virtual load can be applied for multiple and
different groups in the network. This technique can be applied for stable system
optimization even in the event of communication loss between controllable devices.
The voltage limit in the DOC is 1.095 pu, which is lower than 1.1 pu. The
lower voltage limit causes higher active power curtailment. As explained before,
the voltage limit for optimization calculation is chosen as being 0.005 pu less than
the network threshold of 1.1 pu to allow for optimization and prediction errors.
If there is an optimization error causing the bus voltage to be over 1.098 pu, the
inverter running SIC would be switched back to the ADC mode to make sure that
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the voltage limit is not violated. If the voltage limit of DOC is set to be 1.1 pu, in
the case of any error and when the voltage limit is violated, the inverter has to be
shut down immediately. This would result in the hunting effect of turning on and
off the inverter continuously.
The properties of different PV locations in the network such as at internal and
terminal buses are discussed in Scenario III. The DOC shows not only its effectiveness of improving the energy yield by the optimization and its robustness of keeping
PV inverter capacity and voltage within sanctioned limits but also its add-on feature
of supporting the bus power factor.
The DOC and droop control in ADC and SIC use reactive consumption for
voltage reduction. In a network with high R/X ratio where the resistance of the
distribution lines is higher than the reactance, the effect of reducing voltage using
reactive power consumption is small and the PV reactive power may mainly contribute to the power loss in the distribution lines. However, when the voltage is
increased to be higher than 1.098 pu, the PV inverter starts to decrease its active
power for the voltage reduction. In addition, the PV reactive power is used within
the PV inverter capacity so both network voltage levels and PV inverters are always
kept under limits. Thus, with any ratio of R/X, the control algorithms can still
operate without affecting the grid stability.
The next improvement for this chapter is to apply it to an unbalanced 3-phase
network which will be introduced and discussed in the following chapters.
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Chapter 4
Power flow analysis for unbalanced
3-phase networks
The control strategies for the single-phase or balanced 3-phase networks were presented in the previous chapter. However, in practice, the three phases of the 3-phase
networks are not equal or balanced together. The unbalance happens when there
are different quantity of devices connected to each phase of the 3-phase network.
In addition, there are mixed connections of single-phase and 3-phase devices that
cause the imbalanced voltage across the three phases. In addition, there is unbalance in the 3-phase distribution lines including the different resistance, inductance
and mutual inductance values.
In this chapter, the Newton-Raphson power flow analysis for unbalanced 3-phase
networks in the matrix presentation is discussed. There are modifications in the
power flow formulas so that they can be applied in the programming of this research.
All values of power, voltage and current in this chapter are presented in per-unit.
The fundamental steps of power flow analysis for the balanced 3-phase network are
shown in Section A.1 of Appendix A.

4.1

Introduction and initial steps

In the unbalanced 3-phase network, the voltages of the three phases are not equal so
that the matrix Vi consists of three complex numbers for the three phases A, B and
C. In a network of n buses, the 3-phase voltage values of bus i is a 3 × 1 matrix Vi
whose magnitude is |Vi | and angle is δi . The scheduled values of active and reactive
power for bus i are two 3 × 1 matrices of Psh(i) and Qsh(i) . The expressions of Vi ,
Psh(i) and Qsh(i) are shown in Table 4.1.
(0)
Initially, the voltage value is unknown so that |Vi |(0) and δi are set as initial
magnitude and angle values of the voltage at bus i. The voltage values are then
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Table 4.1: Voltage and power in matrices used in the power flow analysis
Psh(i)
Qsh(i)
 A   A 
Qsh(i)
Psh(i)
B   B
Psh(i)
Qsh(i) 
C
Psh(i)
QC
sh(i)

|Vi |

Vi



A

|ViA |̸ δi
|ViB |̸ δiB 
|ViC |̸ δiC

δi


δiA
|ViA |
|ViB | δiB 
δiC
|ViC |


 

Table 4.2: Power flow analysis steps
1. Collect impedance values z of distribution lines
2. Create a netlist of distribution lines between buses
3. Calculate admittance matrix Y = G + jB
4. Set scheduled values of Psh and Qsh for all buses
5. Set initial values |V|(0) and δ(0) for all buses
6. Set initial values h = 0 and error = 1
7. Calculate (J1 to J4 ) and ((∆P, ∆Q) or (∆Ir , ∆Im ))
from Y, Psh , Qsh , |V|(h) and δ(h)
8. Calculate ∆|V| and ∆δ
from (J1 to J4 ) and ((∆P, ∆Q) or (∆Ir , ∆Im ))
9. Calculate |V|(h+1) = |V|(h) + ∆|V|
and δ(h+1) = δ(h) + ∆δ
10. Increase h by 1 and Calculate
error = max((|∆P|, |∆Q|) or (|∆Ir |, |∆Im |))
11. Return to Step 7 until
error < 10−6 or h > 50
12. Calculate |V| = |V|(h) and δ = δ(h)
calculated repeatedly from ∆|Vi |, ∆δi and previous values as seen in Equation (4.1).
The calculation is continued until the error is lower than a specific accuracy or the
step of iteration h is over a limit.
|Vi |(h+1) = |Vi |(h) + ∆|Vi |

and

(h+1)

δi

(h)

= δi

+ ∆δi

(4.1)

The power flow analysis can be done by either the power-mismatch formulation
(∆P, ∆Q) or current-mismatch formulation (∆Ir , ∆Im ). The steps to follow for
both formulations are presented in Table 4.2.
The first three steps in Table 4.2 are the specification of the network to be
analyzed. For illustration, a 20-bus network (C1–C20) is presented in Figure 4.1.
In this network, each bus connects to other bus(es) through 3-phase distribution
line(s). In Figure 4.1, there are three types of distribution lines (OH1–OH3) whose
impedance matrices are zOH1 , zOH2 and zOH3 . The 3-phase impedance z is a 3 × 3
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Figure 4.1: 20-bus network of unbalanced 3-phase distribution lines
Table 4.3: Netlist of bus-to-bus connections
From bus

To bus

Impedance

Admittance

C1
C2
C3
C4
C5
C6
C7
C8
C3
C10
C5
C15
C10
C11
C11
C15
C16
C8
C9

C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C15
C16
C14
C12
C13
C18
C17
C19
C20

zOH1
zOH1
zOH1
zOH1
zOH1
zOH1
zOH1
zOH1
zOH2
zOH2
zOH2
zOH2
zOH3
zOH3
zOH3
zOH3
zOH3
zOH3
zOH3

y 1−2 = z−1
OH1
y 2−3 = z−1
OH1
y 3−4 = z−1
OH1
y 4−5 = z−1
OH1
y 5−6 = z−1
OH1
y 6−7 = z−1
OH1
y 7−8 = z−1
OH1
y 8−9 = z−1
OH1
y 3−10 = z−1
OH2
y10−11 = z−1
OH2
y 5−15 = z−1
OH2
y15−16 = z−1
OH2
y10−14 = z−1
OH3
y11−12 = z−1
OH3
y11−13 = z−1
OH3
y15−18 = z−1
OH3
y16−17 = z−1
OH3
y 8−19 = z−1
OH3
y 9−20 = z−1
OH3

matrix including resistance and impedance of the 3-phase conductors.
Step 2 in Table 4.2 is achieved by the netlist of the connecting lines/branches
between buses shown in Table 4.3. The admittance y between buses is taken by
inversion of the impedance matrix z.
In a network of n buses, the bus admittance matrix Y is a matrix of n2 elements
of Yik (1 ≤ i ≤ n and 1 ≤ k ≤ n). Each element Yik is a 3 × 3 matrix that can
be expressed in the polar form of magnitude matrix |Yik | and angle matrix θik as
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shown in Equation (4.2).



 
Y11 · · · Y1n
|Y11 |̸ θ11 · · · |Y1n |̸ θ1n
 .


..
.. 
..
...
...

=
..
Y=
.
.
.


 
̸
̸
Yn1 · · · Ynn
|Yn1 | θn1 · · · |Ynn | θnn

(4.2)

The elements in the bus admittance matrix Y are calculated as in Equation (4.3).
A distribution line between bus i and bus k has not only series impedance zik but
also the capacitance to ground or susceptance bik . For short distribution lines, the
susceptance values are neglected.

 Yii =

n
P

(yik + bik /2)

(4.3)

k=1,k̸=i



Yik = Yki = −yik

(i ̸= k)

In the network shown in Figure 4.1, n is equal to 20 and the admittance value
yik between bus i and bus k is taken in Table 4.3.
To perform the power flow analysis, bus 1 is taken as a swing bus that has a
fixed voltage magnitude and angle. By doing this, the voltage values of other buses
can be determined. Therefore, the power flow analysis only calculates the voltages
of (n − 1) buses.
As mentioned earlier, the power flow analysis can be done either by the powermismatch or current-mismatch formation. These methods show different speed of
calculation and performance [59, 60].

4.2

Power flow analysis for networks of P-loads

The power flow analysis in this section is applied for network of constant power
P-loads. A P-load is a load that can consume or generate a fixed power value,
regardless of voltage level. In this section, the voltage values are calculated for a
network of only P-loads.

4.2.1

Power-mismatch formulation

At any specific time, the active power Pi and reactive power Qi of bus i in the
network can be calculated from the voltage values and the admittance matrix as
Equations (4.4) and (4.5). Note that at bus i, the voltage magnitude is |Vi |(3×1)
and voltage angle is δi(3×1) . Each element Yik(3×3) of the admittance matrix Y has
magnitude |Yik |(3×3) and angle θik(3×3) . The operation ◦ is the matrix element-wise
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Table 4.4: Voltage and power in matrices used in the power flow analysis
∆P


∆Q


∆P2
 .. 
 . 
∆Pn



Psh


∆Q2
 .. 
 . 
∆Qn



Qsh


Psh(2)
 .. 
 . 
Psh(n)



δ

∆|V|
 

 


Qsh(2)
∆|V2 |
∆δ2
 ..   ..   .. 
 .   .   . 
Qsh(n)
∆|Vn |
∆δn

multiplication or Hadamard product [111].
Pi = +

n
X

(|Vi |[1 1 1])◦|Yik |◦(|Vk |[1 1 1])T ◦cos(θik −(δi [1 1 1])+(δk [1 1 1])T )[1 1 1]T

k=1

(4.4)
n
X
Qi = −
(|Vi |[1 1 1])◦|Yik |◦(|Vk |[1 1 1])T ◦sin(θik −(δi [1 1 1])+(δk [1 1 1])T )[1 1 1]T
k=1

(4.5)
From Equations (4.4) and (4.5), the power-mismatch ∆P and ∆Q can be determined. It is noted that bus 1 is the swing bus and does not need to be determined.
Only (n − 1) buses need to be determined or the numbering starts from bus 2 to
bus n. In Equation (4.6), four matrices, J1 to J4 , are called Jacobian matrices. Each
Jacobian matrix has (n − 1)2 elements, and each element is a 3 × 3 matrix.
"

# "
#"
#
∆P
J1 J2
∆δ
=
∆Q
J3 J4 ∆|V|

(4.6)

As seen in Equation (4.6), the voltage values of ∆|V| and ∆δ can be determined
by the power-mismatch ∆P, ∆Q and Jacobian matrices. After calculation of ∆|V|
and ∆δ, the voltage values can be determined as in step 9 of Table 4.2. As seen in
Table 4.4, the matrices used in the power flow analysis have (n − 1) elements and
start from bus 2 to bus n. Note that all elements in Table 4.4 are 3 × 1 matrices.
All formulas for determination of the elements of the power-mismatch and Jacobian matrices are shown in Table 4.5.

4.2.2

Current-mismatch formulation

Similar to the power-mismatch formulation, the power flow calculation steps for
current-mismatch formulation are also described in Table 4.2. The values of ∆|V|
and δ can be calculated using the Jacobian matrices of J1 –J4 and the currentmismatch of ∆I as seen in Equation (4.7). The matrix of ∆I has a real part of ∆Ir
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Table 4.5: Power-mismatch and Jacobian elements of unbalanced 3-phase
Powermismatch
i=2:n
k=1:n
OffDiagonal
i=2:n
k=2:n
i ̸= k

∆Pi
∆Qi

Psh(i) −

Pn

Qsh(i) +

Pn

J1(i−1,k−1)
J3(i−1,k−1)
J2(i−1,k−1)
J4(i−1,k−1)

Diagonal
i=2:n
k=1:n

J1(i−1,i−1)
J3(i−1,i−1)

1 1]) ◦ |Yik | ◦ (|Vk |[1 1 1])T ◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

k=1 (|Vi |[1

1 1]) ◦ |Yik | ◦ (|Vk |[1 1 1])T ◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T
−(|Vi |[1 1 1]) ◦ |Yik | ◦ (|Vk |[1 1 1])T ◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )
−(|Vi |[1 1 1]) ◦ |Yik | ◦ (|Vk |[1 1 1])T ◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )
+(|Vi |[1 1 1]) ◦ |Yik |◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )
−(|Vi |[1 1 1]) ◦ |Yik |◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )
k=1 (|Vi |[1

+

Pn

1 1]) ◦ |Yik | ◦ (|Vk |[1 1 1])T ◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )

+

Pn

1 1]) ◦ |Yik | ◦ (|Vk |[1 1 1])T ◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )

k=1,k̸=i (|Vi |[1
k=1,k̸=i (|Vi |[1

J2(i−1,i−1)

+2(|Vi |[1 1 1]) ◦ |Yii |◦
cos(θii − (δi [1 1 1]) + (δi [1 1 1])T )
Pn
+ k=1,k̸=i (|Vk |[1 1 1])T ◦ |Yik |◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )

J4(i−1,i−1)

−2(|Vi |[1 1 1]) ◦ |Yii |◦
sin(θii − (δi [1 1 1]) + (δi [1 1 1])T )
Pn
− k=1,k̸=i (|Vk |[1 1 1])T ◦ |Yik |◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )

The operation ◦ is the matrix element-wise multiplication.

and imaginary part of ∆Im .
"

#
"
#"
#
∆Ir
J1 J2
∆δ
=−
∆Im
J3 J4 ∆|V|

(4.7)

The formulas for the elements of the current-mismatch and the Jacobian matrices
are shown in Table 4.6. As seen in this table, instead of using the magnitude
and angle of Yik , the real part Gik and imaginary part Bik of Yik are used. The
expressions of Gik and Bik are shown in Equation (4.8).


 

Y11 · · · Y1n
G11 + jB11 · · · G1n + jB1n
 .


..
.. 
..
..
..
=

..
Y=
.
.
.
.
.

 

Yn1 · · · Ynn
Gn1 + jBn1 · · · Gnn + jBnn

(4.8)

As in [59, 60], the current-mismatch formulation shows faster calculation time
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Table 4.6: Current-mismatch and Jacobian elements of unbalanced 3-phase
Currentmismatch
∆I =
∆Ir + j∆Im
i=2:n
k=1:n

OffDiagonal
i=2:n
k=2:n
i ̸= k

Diagonal
i=2:n

∆Ir(i)

∆Im(i)


Psh(i) ◦ cos δi + Qsh(i) ◦ sin δi ⊘ |Vi |
Pn
− k=1 (Gik diag(cos δk )
−Bik diag(sin δk ))diag(|Vk |)[1 1 1]T

Psh(i) ◦ sin δi − Qsh(i) ◦ cos δi ⊘ |Vi |
P
− nk=1 (Gik diag(sin δk )
+Bik diag(cos δk ))diag(|Vk |)[1 1 1]T

J1(i−1,k−1)

+ (Gik diag(sin δk ) + Bik diag(cos δk )) diag(|Vk |)

J3(i−1,k−1)

− (Gik diag(cos δk ) + Bik diag(sin δk )) diag(|Vk |)

J2(i−1,k−1)

− (Gik diag(cos δk ) + Bik diag(sin δk ))

J4(i−1,k−1)

− (Gik diag(sin δk ) + Bik diag(cos δk ))

J1(i−1,i−1)

+ (Gii diag(sin δi ) + Bii diag(cos δi )) diag(|Vi |)

T
− (Psh(i) ◦ sin δi − Qsh(i) ◦ cos δi ) ⊘ |Vi | [1 1 1]

J3(i−1,i−1)

− (Gii diag(sin δi ) − Bii diag(cos δi )) diag(|Vi |)

T
+ (Psh(i) ◦ sin δi + Qsh(i) ◦ cos δi ) ⊘ |Vi | [1 1 1]

J2(i−1,i−1)

− (Gii diag(sin δi ) − Bii diag(cos δi ))

T
− (Psh(i) ◦ cos δi + Qsh(i) ◦ sin δi ) ⊘ |Vi |◦2 [1 1 1]

J4(i−1,i−1)

− (Gii diag(sin δi ) + Bii diag(cos δi ))

T
− (Psh(i) ◦ cos δi − Qsh(i) ◦ sin δi ) ⊘ |Vi |◦2 [1 1 1]

The operation ◦, ⊘ and ◦2 are the matrix element-wise multiplication, division and square.
The diag(X3×1 ) creates a 3×3 matrix with the elements of X on the main diagonal.

with lower iterations than the power-mismatch methods. Hence, a numerical test
will be conducted in later section to compare the two methods of power flow analysis
with power-mismatch formulation and current-mismatch formulation.

4.3

Power flow analysis for networks of ZIP loads

The power flow analysis can be applied not only for constant P-load but also for
other types of loads such as constant current I-load and constant impedance Z-load.
There are also ZIP loads with the combined characteristics of constant power P-load,
constant current I-load and constant impedance Z-load. The ZIP load can also be
called the polynomial load. For steady-state and dynamic analysis, the ZIP load is
used to model nearly 10% of the load in industry [112]. Therefore, the impact of
the ZIP load in the distribution network is important and needs to be considered in
the power flow analysis.
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4.3.1

Constant power P-load

The power flow analysis for constant P-load has been shown in the previous section.
This section again describes briefly the properties of the P-load for comparison to
I-load and Z-load. In the constant power P-load, the scheduled values of active
P
and reactive power QPsh(i) are defined, then at any voltage level, the
power Psh(i)
power always equals the scheduled values as seen in Equation (4.9).
P
Psh(i)
= Pi

QPsh(i) = Qi

and

(4.9)

Note that Equation (4.9) is applied not only for buses with P-load but also for
buses without any connections to loads or generators. For these buses, the scheduled
power is set to be zero.

4.3.2

Constant current I-load

In the constant current I-load, the magnitude of the current |Ii | at bus i is constant
while the angle of the current can be varied. The scheduled power values for the
I
and QIsh(i) are the power at the rated voltage V0 . The relationship of
I-load Psh(i)
I
the scheduled power Psh(i)
and QIsh(i) to the power Pi and Qi at the voltage Vi
can be expressed as in Equation (4.10). As seen in this equation, the bus power Pi
and Qi is directly proportional to the voltage magnitude |Vi |. It is noted that the
magnitude of the rated voltage is [1 1 1]T or |V0 | = [1 1 1]T , so that Equation (4.10)
can be expressed as in Equation (4.11).

4.3.3

I
Pi ⊘ Psh(i)
= |Vi | ⊘ |V0 |

&

Qi ⊘ QIsh(i) = |Vi | ⊘ |V0 |

(4.10)

I
Psh(i)
= Pi ⊘ |Vi |

&

QIsh(i) = Qi ⊘ |Vi |

(4.11)

Constant impedance Z-load

The load of constant impedance Zi has the power values which are related to the
Z
scheduled power values Psh(i)
and QZsh(i) at rated voltage as seen in Equation (4.12).
The power at bus i is directly proportional to the square of the voltage magnitude |Vi |. Note that |Vi | is in per-unit values and |V0 | is [1 1 1]T (pu). With the
elimination of |V0 |, Equation (4.12) can be reorganized as in Equation (4.13).
Z
Pi ⊘ Psh(i)
= |Vi |◦2 ⊘ |V0 |◦2
Z
Psh(i)
= Pi ⊘ |Vi |◦2

&
&
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Qi ⊘ QZsh(i) = |Vi |◦2 ⊘ |V0 |◦2
QZsh(i) = Qi ⊘ |Vi |◦2

(4.12)
(4.13)

Figure 4.2: ZIP load modeled by parallel connection of Z-load, I-load and P-load

4.3.4

Polynomial ZIP load

In practice, there are not only loads of constant power, current and impedance but
also loads of mixed characteristics of the three load types. Therefore, to accurately
design a practical load, the ZIP load model is used. The ZIP load is a load model
of a combination of the properties of Z-load, I-load and P-load. In a network, the
ZIP load can be modeled by connecting Z-load, I-load and P-load in parallel as seen
in Figure 4.2. The schedule power values of the ZIP load can be divided into three
individual elements for three types of loads by using the scalar parameters (a0 , a1 ,
a2 ) and (b0 , b1 , b2 ) as seen in Equation (4.14).
It can be easily seen that the sum of a0 , a1 , a2 and the sum of b0 , b1 , b2 are equal
to 1 as in Equation (4.15). For the P-load, a0 and b0 are equal to 1 while the values
of a1 , a2 , b1 and b2 are equal to 0. For I-load, a1 and b1 are equal to 1 and the others
are equal to 0. Similarly for Z-load, a2 and b2 are equal to 1 and the others are equal
to 0. Depending on the properties of a load, the values of a0 , a1 , a2 , b0 , b1 and b2
can be varied and need to be identified specifically [113–117].
ZIP
Z
I
P
ZIP
Psh(i)
= Psh(i)
+ Psh(i)
+ Psh(i)
= (a2 + a1 + a0 )Psh(i)
ZIP
Z
I
P
QZIP
sh(i) = Qsh(i) + Qsh(i) + Qsh(i) = (b2 + b1 + b0 )Qsh(i)

a2 + a1 + a0 = 1 & b 2 + b 1 + b 0 = 1

(4.14)
(4.15)

By combining the knowledge of Z-load, I-load and P-load into the ZIP load,
the active and reactive power values at the voltage level |Vi | are presented as in
Equation (4.16). By canceling |V0 |, Equation (4.16) can be expressed as seen in
Equation (4.17).
ZIP
Pi ⊘ Psh(i)
= a0 [1 1 1]T + a1 |Vi | ⊘ |V0 | + a2 |Vi |◦2 ⊘ |V0 |◦2
T
◦2
◦2
Qi ⊘ QZIP
sh(i) = b0 [1 1 1] + b1 |Vi | ⊘ |V0 | + b2 |Vi | ⊘ |V0 |


ZIP
Psh(i)
= Pi ◦ a0 |Vi | + a1 [1 1 1]T + a2 |Vi | ⊘ |Vi |

T
QZIP
sh(i) = Qi ◦ b0 |Vi | + b1 [1 1 1] + b2 |Vi | ⊘ |Vi |
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(4.16)

(4.17)

Table 4.7: Power-mismatch elements of unbalanced 3-phase for Z, I, P and ZIP loads
Constant
power
P-load

∆Pi

∆Qi
Constant
current
I-load

∆Pi

∆Qi
Constant
impedance
Z-load

∆Pi

∆Qi
Polynomial
ZIP load

∆Pi

∆Qi

P
Psh(i)
−

Pn

1 1])T ◦ (|Vi |[1 1 1]) ◦ |Yik |◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

QPsh(i) +

Pn

1 1])T ◦ (|Vi |[1 1 1]) ◦ |Yik |◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

I
Psh(i)
−

Pn

1 1])T ◦ |Yik |◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

QIsh(i) +

Pn

1 1])T ◦ |Yik |◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

Z
Psh(i)
−

Pn

1 1])T ⊘ (|Vi |[1 1 1]) ◦ |Yik |◦
cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

k=1 (|Vk |[1

k=1 (|Vk |[1

k=1 (|Vk |[1

k=1 (|Vk |[1

k=1 (|Vk |[1

Pn

1 1])T ⊘ (|Vi |[1 1 1]) ◦ |Yik |◦
sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

Pn
T
ZIP −
Psh(i)
k=1 a0 |Vi | + (a1 [1 1 1]) + a2 ⊘ |Vi | [1 1 1] ◦ |Yik |◦
(|Vk |[1 1 1])T ◦ cos(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T

Pn
T
QZIP
k=1 b0 |Vi | + (b1 [1 1 1]) + b2 ⊘ |Vi | [1 1 1] ◦ |Yik |◦
sh(i) +
(|Vk |[1 1 1])T ◦ sin(θik − (δi [1 1 1]) + (δk [1 1 1])T )[1 1 1]T
QZ
sh(i) +

k=1 (|Vk |[1

The operation ◦ and ⊘ are the matrix element-wise multiplication and division.

4.3.5

Power flow analysis

It can be seen in the I-load, Z-load and ZIP load that there is relation between the
scheduled power (Psh and Qsh ) and the bus power (P and Q) through the voltage
magnitude |V |. The power flow calculation for I-load, Z-load and ZIP load applies
the same formula in Equation (4.6).
The elements of Jacobian matrices in Equation (4.6) for I-load, Z-load and ZIP
load are the same as in Table 4.5 of P-load. The only difference is the powermismatch functions of ∆P and ∆Q. Hence, the power flow formulas for Z-load,
I-load and ZIP load show only the calculation of ∆P and ∆Q as seen in Table 4.7.

4.4

Simulation

For verification the formulas of the power flow analysis, a MATLAB/Simulink model
of a 3-phase unbalanced network is built. The simulated voltages are then measured
and will be compared to the calculation of the power flow formulas. A code script
applying the developed formulas was created to calculate the power flow voltages
and angles. All the code used for the power flow analysis is presented in Appendix B.
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Figure 4.3: MATLAB/Simulink block of constant power P-load
In the code, a netlist of connections of all buses and their scheduled power were set
to be the same as the simulation. The results of the power flow calculation using
the code are the same as the simulated values.

4.4.1

Load block construction

The simulation was used to test a 3-phase unbalanced network with mixture of Zloads, I-loads, P-loads and ZIP loads. To do that, custom MATLAB/Simulink load
blocks for these loads are constructed for this application. The load blocks built in
this section can be applied either for balanced or unbalanced 3-phase applications.
In addition, the scheduled power values for the load blocks can be set to be either
positive or negative, hence these load models can be applied as loads or generators.
All three load models have the inputs of scheduled active and reactive power values
which can be varied over time so that these three blocks can be applied in a timescale simulation.
The detailed construction of the constant power P-load, constant current I-load
and constant impedance Z-load blocks can be seen in Figures 4.3–4.5. The three
load blocks use a controlled AC current source [118] for each phase. The input value
of the current source is a complex number (I cal ) of current magnitude (|I cal |) and
angle (δIcal ). The values of the AC current sources are calculated from the scheduled
power (P sh , Qsh ) and the measured voltage (V mea ) at the connection. A unit delay
block [119] is placed at the input of the current sources.
For the constant power P-load, the AC current source values are calculated
by dividing the scheduled power by the measured voltage at the connection. The
MATLAB/Simulink connection of the constant power P-load is shown in Figure 4.3.
The MATLAB block connections of the P-load are based on Equation (4.18).
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Figure 4.4: MATLAB/Simulink block of constant current I-load

Figure 4.5: MATLAB/Simulink block of constant impedance Z-load

I cal

S sh = P sh + jQsh = |S sh |̸ δSsh
√ mea
&
I cal = |I cal |̸ δIcal
V mea = |V mea |̸ δVmea = 2Vrms
 sh ∗
√ cal
√
2|S sh |̸ − δSsh
2|S sh |
S
̸ (δ mea − δ sh )
= 2Irms
= 2
=
=
S
mea
Vrms
|V mea |̸ − δVmea
|V mea | V

(4.18)

The construction of the constant current I-load block in Figure 4.4 is similar to
the constant power P-load block. As in Equation (4.11), the power of the constant
current I-load is equal to the multiple of the scheduled power and the per-unit
voltage. The per-unit voltage is calculated by dividing the measured voltage by the
rated voltage. Because the rated voltage is the root-mean-square value so that the
√
magnitude of the measured voltage is divided by 2.
As in Equation (4.13), the power of the constant impedance Z-load block in
Figure 4.5 is taken by multiplying the scheduled power and the square of per-unit
voltage. Similar to the constant current load block, the per-unit voltage is computed
by dividing the measured voltage by the rated value.
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Figure 4.6: MATLAB/Simulink block of polynomial ZIP load
For the ZIP load, the three blocks of constant power, current and impedance are
connected in parallel as seen in Figure 4.6. The total power that is scheduled for
ZIP
ZIP load is Psh(i)
and QZIP
sh(i) . The scheduled power for the three load blocks is set
as in Equation (4.19).
Z
ZIP
Psh(i)
= a2 Psh(i)
ZIP
I
= a1 Psh(i)
Psh(i)
P
Psh(i)

4.4.2

=

QZsh(i) = b2 QZIP
sh(i)
&

ZIP
a0 Psh(i)

QIsh(i) = b1 QZIP
sh(i)
QPsh(i)

=

(4.19)

b0 QZIP
sh(i)

Network construction

The unbalanced 3-phase network for validation of the proposed unbalanced power
flow analysis is shown in Figure 4.7. In this network, there are 20 buses (C1–
C20) with 10 loads whose connections are single-phase or 3-phase configurations.
The rated line-to-line voltage is 400 V. Bus C1 is the swing bus whose angle δ1 is
[0◦ −120◦ +120◦ ]T and magnitude |V1 | is [1.04 1.03 1.00]T (pu). The phase voltage
values of bus C1 are chosen to show the unbalance across the three phases.
The three types of overhead lines (OH1–OH3) used in the simulation are shown
in Table 4.8 [22]. The three lines have the same length of 30 m. Detailed calculation
of the impedance matrices is shown in Section A.2 of Appendix A. The impedance
matrices (zOH1 , zOH2 and zOH3 ) have the dimensions of 3 × 3 and include the values
of resistance and inductance. In the impedance matrices, there are also the mutual
inductance values between phase conductors.
The validation is conducted for a power flow analysis with all P-loads and a
power flow analysis with a mixture of Z-loads, I-loads, P-loads and ZIP loads.
Table 4.9 shows the scheduled active and reactive power for the 10 loads. For
single-phase loads, the scheduled power at the phases without load connection is set
to zero. For comparison, the power flow analysis is conducted for both the powermismatch as shown in Table 4.5 and the current-mismatch as shown in Table 4.6.
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Figure 4.7: Unbalanced 3-phase network for testing
Table 4.8: 3-phase impedance matrices of overhead distribution lines
Line types

(Ω/km)


zOH1

zOH2

zOH3

0.616 + j0.588 0.131 + j0.306
 0.131 + j0.306 0.628 + j0.566
0.141 + j0.245 0.147 + j0.276

1.457 + j0.728 0.143 + j0.417
 0.143 + j0.417 1.469 + j0.720
0.152 + j0.367 0.159 + j0.405

2.137 + j0.776 0.125 + j0.453
 0.125 + j0.453 2.146 + j0.771
0.133 + j0.406 0.138 + j0.447


0.141 + j0.245
0.147 + j0.276 
0.650 + j0.527

0.152 + j0.367
0.159 + j0.405 
1.490 + j0.704

0.133 + j0.406
0.138 + j0.447 
2.163 + j0.762

The power values in Table 4.9 are selected so that the power flow voltages are within
±10% of the rated level.
Table 4.10 shows the scheduled power for the 10 types of constant impedance,
constant current, constant power and ZIP loads. The scheduled power in this table
is the same as in Table 4.9 but the load type is changed. In Table 4.10, there are
three Z-loads, three I-loads and three P-loads. Load10 is selected to be a ZIP load
with chosen parameters of a0 , a1 , a2 , b0 , b1 and b2 that are also presented in the
table.
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Table 4.9: Scheduled power for power flow analysis testing with P-loads
Bus
n

o

C6
C7
C8
C9
C11
C12
C14
C15
C17
C19

Load
n

o

1
2
3
4
5
6
7
8
9
10

Load

Scheduled power Psh (W)

Scheduled power Qsh (var)

type

A

B

C

A

B

C

P
P
P
P
P
P
P
P
P
P

10000
8000
0
0
0
12000
8000
0
10000
12000

0
10000
0
12000
0
8000
0
12000
8000
10000

0
12000
8000
0
10000
10000
0
0
12000
8000

3200
2600
0
0
0
3800
2600
0
3200
3800

0
3200
0
3800
0
2600
0
3800
2600
3200

0
3800
2600
0
3200
3200
0
0
3800
2600

Table 4.10: Scheduled power for power flow analysis testing
with Z, I, P and ZIP loads
Bus
n

o

Load
n

o

Load

Scheduled power Psh (W)

Scheduled power Qsh (var)

type

A

B

C

A

B

C

C6
C7
C8
C9
C11
C12
C14
C15
C17

1
2
3
4
5
6
7
8
9

Z
I
P
I
Z
P
I
P
Z

10000
8000
0
0
0
12000
8000
0
10000

0
10000
0
12000
0
8000
0
12000
8000

0
12000
8000
0
10000
10000
0
0
12000

3200
2600
0
0
0
3800
2600
0
3200

0
3200
0
3800
0
2600
0
3800
2600

0
3800
2600
0
3200
3200
0
0
3800

C19

10

ZIP

12000
a0
0.4

10000
a1
0.5

8000
a2
0.1

3800
b0
0.3

3200
b1
0.6

2600
b2
0.1

4.4.3

Power flow results

The power flow voltage results for the network consisting of all constant power Ploads are shown in Table 4.11. The voltage magnitudes and angles of all 20 buses
are presented. It can be seen that the voltage at bus C1 is fixed with the setup
value because C1 is the swing bus. The voltages at the other buses are all less than
the voltages at bus C1 because all the loads consume power and reduce the network
voltage.
As seen in Figure 4.7, buses C13, C18 and C20 are at the network terminations
and have no load connection so that their voltages are equal to the ones at buses
C11, C15 and C9 respectively.
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Table 4.11: Power flow voltage results with P-loads
Bus

Angle δ (◦ )

Magnitude |V | (pu)

no

A

B

C

A

B

C

C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
C17
C18
C19
C20

1.0400
1.0177
0.9953
0.9795
0.9636
0.9519
0.9449
0.9403
0.9395
0.9798
0.9721
0.9570
0.9721
0.9687
0.9543
0.9464
0.9343
0.9543
0.9238
0.9395

1.0300
1.0096
0.9893
0.9697
0.9501
0.9389
0.9257
0.9164
0.9105
0.9847
0.9781
0.9692
0.9781
0.9870
0.9309
0.9241
0.9137
0.9309
0.9041
0.9105

1.0000
0.9787
0.9574
0.9456
0.9337
0.9245
0.9158
0.9114
0.9138
0.9367
0.9166
0.9026
0.9166
0.9359
0.9254
0.9139
0.8971
0.9254
0.9010
0.9138

−0.0000
−0.2812
−0.5750
−0.6388
−0.7048
−0.8313
−0.8203
−0.7781
−0.6283
−0.6893
−0.7369
−0.6741
−0.7369
−0.7115
−0.5245
−0.5277
−0.4510
−0.5245
−0.6706
−0.6283

−120.0000
−120.1937
−120.3953
−120.6895
−120.9958
−121.1625
−121.3102
−121.4498
−121.6200
−120.1961
−119.9783
−119.8489
−119.9783
−120.2053
−121.0064
−120.9029
−120.7273
−121.0064
−121.3524
−121.6200

120.0000
119.7392
119.4669
119.2443
119.0161
118.8922
118.6588
118.5181
118.4767
119.5533
119.5291
119.6708
119.5291
119.6704
118.9980
119.0120
119.1164
118.9980
118.6697
118.4767

The voltage results of the power flow analysis with Z, I, P and ZIP loads are
presented in Table 4.12. It can be seen that although the same scheduled power for
all loads is unchanged, the change in load types causes the network voltages to be
different when compared to the results in Table 4.11.
Iteration and execution time of the power flow analysis are shown in Table 4.13.
In this table, the power flow analysis is tested with the mismatch error to be less
than 10−5 and 10−6 (pu). With the same network of 20 buses, the current-mismatch
formation performs the power flow with less iteration and time in comparison to the
power-mismatch formation. The average execution time using the power-mismatch
formation is 2.8 times longer than the time using the current-mismatch formation. The higher performance of current-mismatch formulation in comparison to
the power-mismatch formulation is also consistent with the results in [59,60]. Thus,
for the simulation of the unbalanced 3-phase network with all constant power Ploads, the current-mismatch formation is selected.
The power flow analysis results are also compared to the simulation as seen in
Table 4.14. In this table, the average differences between the computed voltage values and the simulated ones are presented. It can be seen that the method of using
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Table 4.12: Power flow voltage results with Z, I, P and ZIP loads
Angle δ (◦ )

Magnitude |V | (pu)

Bus
no

A

B

C

A

B

C

C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
C17
C18
C19
C20

1.0400
1.0187
0.9973
0.9826
0.9679
0.9570
0.9505
0.9462
0.9455
0.9816
0.9736
0.9585
0.9736
0.9709
0.9595
0.9523
0.9415
0.9595
0.9306
0.9455

1.0300
1.0111
0.9923
0.9741
0.9560
0.9458
0.9337
0.9252
0.9198
0.9878
0.9814
0.9725
0.9814
0.9901
0.9381
0.9325
0.9238
0.9381
0.9138
0.9198

1.0000
0.9809
0.9618
0.9513
0.9408
0.9321
0.9237
0.9194
0.9215
0.9428
0.9244
0.9105
0.9244
0.9420
0.9346
0.9252
0.9114
0.9346
0.9098
0.9215

−0.0000
−0.2637
−0.5387
−0.5918
−0.6464
−0.7694
−0.7677
−0.7360
−0.6005
−0.6465
−0.6898
−0.6269
−0.6898
−0.6679
−0.4698
−0.4746
−0.4105
−0.4698
−0.6393
−0.6005

−120.0000
−120.1999
−120.4074
−120.6894
−120.9820
−121.1300
−121.2603
−121.3810
−121.5344
−120.2321
−120.0393
−119.9114
−120.0393
−120.2408
−121.0127
−120.9315
−120.7904
−121.0127
−121.2940
−121.5344

120.0000
119.7750
119.5410
119.3427
119.1400
119.0234
118.8079
118.6746
118.6371
119.6363
119.6255
119.7657
119.6255
119.7491
119.1274
119.1468
119.2399
119.1274
118.8152
118.6371

Table 4.13: Iteration and execution time of power flow formulations
error < 10−5 (pu) error < 10−6 (pu)
Power flow
results

Power flow
formulation

Iteration
h

time
(ms)

Iteration
h

time
(ms)

with

Current-mismatch

7

88.6

9

118.2

P-loads

Power-mismatch

14

252.7

17

306.6

with Z, I, P
and ZIP loads

Power-mismatch

14

273.1

19

315.0

current-mismatch formulation shows closer results than the power-mismatch formulation. For the power flow with only P-load, the average difference is 2.7×10−5 (pu)
for the voltage magnitude. For the power flow with Z, I, P and ZIP loads, the
difference is 4.7 × 10−5 (pu) for voltage magnitude and 50 × 10−5 (◦ ) for the voltage
angle.
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Table 4.14: Average differences between the MATLAB/Simulink
simulation and the numerical power flow calculation
error < 10−5 (pu) error < 10−6 (pu)
Power flow
results

Power flow
formulation

|V | (pu)
×10−5

δ (◦ )
×10−5

|V | (pu)
×10−5

δ (◦ )
×10−5

with

Current-mismatch

2.688

2.576

2.688

2.421

P-loads

Power-mismatch

2.688

5.434

2.688

2.417

with Z, I, P
and ZIP loads

Power-mismatch

4.694

48.252

4.694

50.252

4.5

Discussion and conclusion

The Newton–Raphson method for power flow analysis of unbalanced 3-phase systems
in the format of power-mismatch and current-mismatch has been presented in detail.
The formulas of power flow are reconstructed from the expression for a single-phase
into a matrix form where each matrix consists of 3-phase components. This reduces
the complexity of the formulas and this compact matrix form is constructed from
the perspective of a programmer. For comparison to the conventional formulas,
Equations (2.11) and (2.12) are rewritten in Equations (4.20) and (4.22). These two
are put “side-by-side” with the two equations from Table 4.6 as seen in Equations
(4.21) and (4.23) for comparison.
p
p
∆Ir(i)
= (Psh(i)
cos δip + Qpsh(i) sin δip )/|Vip |
P
P
p
pq
p
p
− nk=1 q=A,B,C (Gpq
ik cos δk − Bik sin δk )|Vk |

(4.20)

∆Ir(i) = (Psh(i) ◦ cos δi + Qsh(i) ◦ sin δi ) ⊘ |Vi |
P
− nk=1 (Gik diag(cos δk ) − Bik diag(sin δk ))diag(|Vk |)[1 1 1]T

(4.21)

p
∂∆Ir(i)

∂δip

p
= −(Psh(i)
sin δip − Qpsh(i) cos δip )/|Vip |

+
∂∆Ir(i)
=−
∂δi

(Gpp
ii sin

δip

+

Biipp cos

(4.22)
δip )|Vip |


T
(Psh(i) ◦ sin δi − Qsh(i) ◦ cos δi ) ⊘ |Vi | [1 1 1]

(4.23)

+ (Gii diag(sin δi ) + Bii diag(cos δi ))diag(|Vi |)
In Equations (4.21) and (4.23), the phase index p (p = A, B, C) is omitted.
This means that Equation (4.21) presents the current mismatch ∆Ir(i) for 3-phase
components while in Equation (4.20), the current ∆Irp presents only a single phase.
Furthermore, in Equation (4.20), there are two sum loops for the k (k = 1 : n) and
q (q = A, B, C), while there is only one sum loop in Equation (4.21). The matrix
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Table 4.15: Matrix operations in MATLAB
Matrix operations
Symbol
MATLAB

◦
.*

⊘
./

◦2

T

.^2

’

sin()
sin()

cos()
cos()

diag()
diag()

expression, therefore, reduces the program loops and reduces the code verification
burden. The Hadamard or element-wise operations in the power flow formulas are
practical in coding as seen in Table 4.15.
The matrix presentation is also used in other studies of power flow calculation but
in this research, the complete formulas in the Newton–Raphson power flow method
for the power-mismatch and current-mismatch formulation.
There are several studies on power flow analysis methods and these methods
are verified by static power flow results [59–71, 79, 120–124]. Other studies show
optimization controls, over a time period, applied to the network but the power flow
calculations are briefly introduced or neglected [3, 30, 41, 43].
This thesis presents a complete power flow calculation in matrix form. The
admittance matrix is also illustrated from the impedance and admittance matrices
of the 3-phase distribution lines. By programming the power flow in matrix form,
the control formulas of 3-phase values for the balanced and unbalanced 3-phase
system can have a consistent and coherent presentation throughout the thesis.
From the results of the power flow calculation and the simulation, it can be concluded that the current-mismatch performs better than the power-mismatch format.
In the next chapter for simulation and control of an unbalanced 3-phase system, the
current-mismatch formation is chosen. One of the reasons to present the powermismatch formation is that it can be easily developed for the ZIP loads.
The simulation and control of unbalanced 3-phase systems with Z, I, P and ZIP
loads are applicable with the load blocks in Section 4.4.1 and formulas in Tables
4.5 and 4.7. As in Table 4.14, the calculation time for ZIP loads is longer than
the calculation time for networks with only P-load. In addition, the simulation in
Section 3.7 for balanced 3-phase network was conducted with only constant power
loads and generators. Thus, in the scope of this thesis, the simulation for the unbalanced 3-phase network in the next chapter is only applied for loads and generators
of constant power.
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Chapter 5
Control strategies for unbalanced
3-phase networks
5.1

Introduction

The control strategies and simulation for single-phase or balanced 3-phase network
has been presented in Chapter 3. In practice, the loads and distributed generation (DG) in the distribution network are not all equally connected between three
phases. In addition, the mixture of single-phase and 3-phase devices in the network
contributes to the imbalance of the system.
One of the reasons for the imbalance in the 3-phase network is the distribution
lines. In a 3-phase system, there are four distribution lines including three phases
(A, B and C) and a neutral line (N ). Each phase conductor has its own resistance
and inductance and a mutual inductance from other conductors. The inequality in
geometrical distance among the four conductors can cause different mutual inductance values of the conductors.
Because there are different phase connections for single-phase and 3-phase PV
inverters or loads, a matrix u(3×1) is used. The expression of u is shown in Table 5.1.
In the table, there are three configurations for single-phase inverters and one for
Table 5.1: Values of u for single-phase and 3-phase loads/PV inverters




A

u

u = uB 
uC
[1 1 1]u =
u + uB + uC
A

Single-phase A Single-phase B
 
 
1
0
0
1
0
0
1

1
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Single-phase C
 
0
0
1

3-phase
 
1
1
1

1

3

Table 5.2: Power allocation to each phase for single-phase and 3-phase PV inverters

PP V

QP V

Single-phase A Single-phase B




PP V
0
 0 
PP V 
0
0




QP V
0
 0 
QP V 
0
0

Single-phase C


0
 0 
PP V


0
 0 
QP V

3-phase


PP V /3
PP V /3
PP V /3


QP V /3
QP V /3
QP V /3

3-phase inverters. For example, if a single-phase inverter is connected to phase B,
the value of uB is 1, uA and uC are 0 or the matrix u is [0 1 0]T . A PV inverter
can be distinguished between the single-phase or 3-phase by calculating the value of
[1 1 1]u as in Table 5.1.
The values of active power PP V and reactive power QP V are the total active and
reactive power assigned for the inverter. The power can be expressed for each phase
by the matrices PP V (3×1) and QP V (3×1) as seen in Equation (5.1). The total power
of the three phases can be shown in Equation (5.2).
 A 
QP V
 B 
= QP V 
QC
PV

(5.1)

[1 1 1]PP V = PPAV + PPBV + PPCV = PP V
B
C
[1 1 1]QP V = QA
P V + QP V + QP V = QP V

(5.2)


PPAV


= PPBV 
PPCV


PP V

and QP V

For the 3-phase inverters, depending on the manufacturer and the inverter typology, the power output for the three phases can be equal or different. In this
research, the power value for each phase is set to be the same for 3-phase inverters.
The power matrices of PP V and QP V can be expressed by PP V and QP V for both
single-phase and 3-phase inverters as in Equation (5.3).

PP V

 A 
PP V
PP V
 B 
= PP V  = u
[1 1 1]u
PPCV



and QP V


QA
PV
QQV


= QB
PV  = u
[1 1 1]u
QC
PV

(5.3)

Equation (5.3) can then be specified for each inverter connection as in Table 5.2.
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5.2

Control strategies

By knowing the power assigned for each PV inverter (PP V and QP V ), the power
values can be distributed to each phase for both single-phase and 3-phase inverters
by Equation (5.3). Therefore, most of the formulas and control algorithms for the
balanced 3-phase systems can be applied to the unbalanced systems. Converting
from the balanced to unbalanced 3-phase simulation, the largest change is the power
flow analysis which has been presented in Chapter 4. In the following paragraphs,
only changes which are different from the balanced simulations are presented.
ADC The control flowchart for the autonomous inverters is the same as in Figure 3.1. There is only one modification for the unbalanced 3-phase PV inverters. In
block A2 of Figure 3.1 and in Figure 3.2, the measured voltage is VP V mea . For a
single-phase PV inverter, the value of VP V mea is the voltage in the connected phase.
For a 3-phase PV inverter, the value of VP V mea is the maximum voltage level among
the three phases VP V mea = max(VPAV mea , VPBV mea , VPCV mea ). This means the 3-phase
PV inverter is controlled by the worst voltage of the three phases.
SIC The control flowchart for the smart controllable inverters is the same as in
Figure 3.3. The modification is in the VP V mea of blocks B2 and B4 of Figure 3.3.
Similar to the above paragraph, the VP V mea value is the voltage in the connected
phase for a single-phase PV inverter. For a 3-phase PV inverter, VP V mea is the
highest value among the three phases VP V mea = max(VPAV mea , VPBV mea , VPCV mea ).
DOC The control flowcharts of the DOC that applied for the PV inverters running
SIC are mainly similar to the ones in Figures 3.6, 3.12 and 3.13. It is noted that
the prediction for loads and virtual loads are conducted for all three phases. In
the balanced 3-phase system, for each load, two values of active and reactive power
(PLoad and QLoad ) are predicted. However, for the unbalanced 3-phase system, the
power for each phase might be different so that the prediction has to handle six
A
B
C
values of active and reactive power for all three phases (PLoad
, PLoad
, PLoad
, QA
Load ,
C
QB
Load and QLoad ). Similarly, the prediction for virtual loads has to apply the six
values of active and reactive power.
There is also modification in blocks E12 and E14 of Figure 3.13. The active power
PP V is the same as in the two blocks, but the reactive power QP V in blocks E12 and
B
C
E14 is calculated as in Equation (5.4). The values of QA
P V set , QP V set and QP V set
are determined in Equation (5.5) where PPAV , PPBV and PPCV are calculated as in
Equation (5.3). In Equation (5.4), the reactive power QP V is calculated differently
for the single-phase and the 3-phase PV inverters. For single-phase inverter, the
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Figure 5.1: Unbalanced 3-phase network connection for simulation
calculation is similar to the balanced network. For the 3-phase inverter, firstly the
B
C
reactive power for each phase (QA
P V set , QP V set and QP V set ) is calculated from the
B
C
load power values. The value of QA
P V set , QP V set and QP V set may be either positive
or negative but the PV reactive power is distributed equally between the three
B
C
phases (QA
P V = QP V = QP V ) so that the QP V will select the maximum value to
support the worst phase.
(

A
B
C

 Q = [QP V set QP V set QP V set ]u
PV
B
C
3 × max(QA
P V set , QP V set , QP V


|QP V | = min(|QP V |, Qcap )
QA
PV
QB
PV
QC
PV

5.3
5.3.1

set
set
set

when [1 1 1]u = 1
set ) when [1 1 1]u = 3

p
A
A
2
= |QA
Load | − |PP V + PLoad | 1/pfBus min − 1
p
B
B
2
= |QB
Load | − |PP V + PLoad | 1/pfBus min − 1
p
C
C
2
= |QC
Load | − |PP V + PLoad | 1/pfBus min − 1

(5.4)

(5.5)

Simulation
Simulation setup

The simulation network is shown in Figure 5.1. Similar to Figure 3.15, there are 11
PV inverters and 10 loads. However, there is a mixture of single-phase and 3-phase
inverters and loads in Figure 5.1 and there are six single-phase PV inverters (two
for phase A, two for phase B and two for phase C) and five 3-phase ones. The phase
configuration of all PV inverters is expressed by the matrix u as shown in Table 5.3.
The inverter and load locations and phase connections in Figure 5.1 are intention123

Table 5.3: Phase connections of PV inverters in the simulation
PV no
u

1
 
1
1
1

[1 1 1]u

3

3-phase
Phase A
Phase B
Phase C

X

2
3
4
5
6
7
8
             
0
1
1
0
1
0
0
0 1 1 1 0 1 0
1
1
1
0
0
0
1
1

3

3

X

X

1

1

1

1

X
X
X

9
10
   
1
1
1 1
1
1
3

3

X

X

11
 
1
0
0
1
X

X
X

ally specified for the purpose of investigating the unbalanced network. In general,
the DOC can be applied with any combination of single-phase and 3-phase devices
without any restriction in the quantity of phase connections. In the network in Figure 5.1, from the views of buses C1, C2 and C3, the phase connections are allocated
equally among the three phases. However, from the views of other buses, the unbalance can be seen. For example, in Group 2, there are three connections for phase A,
five connections for phase B and four connections for phase C, so that the DOC for
Group 2 has to optimize with unequal allocation power in the three phases.
The properties of the three overhead lines (OH1–OH3) used in the simulation are
shown in Table 4.8. In the simulation, all distribution lines have the same length of
30 m. Similar to the balanced network, there are two controllable groups, Group 1
and Group 2. The network is simulated in MATLAB/Simulink phasor mode of
50 Hz and the sampling time tsampling of 1 s over a day of 24 h. Each inverter has
the apparent power capacity Smax of 50 kVA and minimum power factor pfP V min
of 0.8. All loads have the same power factor of 0.95 lagging. The line-to-line voltage
is 400 V and the swing bus is fixed at 1.02 pu for each phase.
The solar and load profiles have the same shapes as in Figure 3.23. However,
to see the effect of the overvoltage of more than 30% the time of a day, the solar
and load profiles are scaled as seen in Figure 5.2. The highest power value for
the solar profiles 1–4 is 50 kW. Each phase of a load consumes power as shown in
Figure 5.2e. Because the connections, distribution lines and power configuration
for the unbalanced network are different from the balanced one so that the time
constant To of the delay filter is selected to be 60 s to prevent the hunting effect.
The simulation cases and scenarios are the same as presented in Chapter 3.
However, to only prove the effectiveness and the difference of the unbalanced systems
in comparison to the balanced systems, only Scenarios Ia–Id with changing solar
profiles are shown for Scenario I, Scenario II and only Scenario IIIa are shown.
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(a) MPP solar profile 1

(b) MPP solar profile 2

(c) MPP solar profile 3

(d) MPP solar profile 4

(e) Load profile 1

Figure 5.2: Solar and load profiles for simulation of unbalanced 3-phase network

5.3.2

Simulation results and discussion of Scenario I

5.3.2.1

Simulation results of Scenario Ia

The results of Scenario Ia are presented from Case 1 to Case 5. The plot of voltages
for the three phases (VPAV , VPBV and VPCV ), total PV active power (PP V ), PV power
factor (pfP V ) and total apparent power (SP V ) are shown. For the voltage, only the
voltage plots with the PV inverter connection are presented. The value of PP V is
the active power of a single-phase inverter or is the sum of three phases of a 3-phase
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(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.3: Simulation results of Scenario Ia - Case 1
inverter. Because the active and reactive power is distributed equally between the
three phases, the power factor value is the same for each phase.
In general, the limits of voltage, power factor and apparent power of all PV
inverters are satisfied (VP V ≤ 1.1 pu, pfP V ≥ 0.8 and SP V ≤ 50 kVA). As seen in
Table 5.3, there are six single-phase PV inverters (PV2, PV5–PV8 and PV11) and
five 3-phase PV inverters (PV1, PV3, PV4, PV9 and PV10).
Case 1 The simulation results of Case 1 are in Figure 5.3 where all PV inverters
run the ADC. The six single-phase PV inverters react as in the balanced system. In
the five 3-phase PV inverters, the voltages of the three phases are different. For PV1
and PV3, the voltages of all three phases have the highest value of 1.08 pu at peak
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(a) PV voltage VP V 1

(b) PV voltage VP V 9

(c) PV active power PP V

(d) PV apparent power SP V

(e) PV power factor pfP V

(f) PV reactive power QP V

Figure 5.4: Simulation results of Scenario Ia - Case 1 - PV1 and PV9
time, so that there is a small amount of reactive power as seen in the power factor
plot and there is no active power curtailment. For PV9 and PV10, the voltages of
phase B are higher than the other two phases. The power factor values of PV9 and
PV10 reach the lowest values of 0.8 at peak time because of the high voltage values
in phase B, resulting in the ADC consuming high levels of reactive power.
To understand in detail the reaction of the ADC control strategy as shown in
Figure 3.1 for the unbalanced 3-phase system, Figure 5.4 shows the plots of only
PV1 and PV9 for analysis. PV1 is selected because it has no curtailed active power
and PV9 is chosen as it has the most curtailed active power. Figures 5.4a,b show
the 3-phase voltage values of PV1 and PV9. The high voltage at PV phase B results
in high reactive power and active power curtailment. Figures 5.4c–f show the active
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power, apparent power, power factors and reactive power of both PV1 and PV9.
For PV1, phase C voltage VPCV 1 is the highest in comparison to other two phases
VPAV 1 and VPBV 1 so that voltage VPCV 1 decides the active and reactive power for PV1.
Noting that the value of VP V mea in the droop controller is the highest voltage value
of the three phases. It can be seen that voltage VPCV 1 is less than 1.09 pu for the
whole day so that the inverter gets a full profile of solar active power.
 From 5:30 am to 6:10 am, phase C voltage VPCV 1 is less than 1.02 pu so that

the PV1 reactive power QP V 1 is set to be zero.
 From 6:10 am to 10:15 am, the voltage VPCV 1 is higher than 1.02 pu, reac-

tive power consumption |QP V 1 | is proportional to both the voltage and active power.
 From 10:15 am to 12:00 pm, the apparent power SP V 1 reaches its capacity of

50 kVA while the active power PP V 1 is still at the full solar profile. Therefore,
reactive power consumption |QP V 1 | has to be reduced for the inverter apparent
power capacity.
 From 12:00 pm to 1:45 pm, the apparent power SP V 1 is still at peak but the

active power is decreased leading to an increase in reactive power consumption |QP V 1 |.
 From 1:45 pm to 4:50 pm, the voltage of phase C is decreased but still higher

than 1.02 pu and the apparent power is less than 50 kVA so that the reactive
power consumption |QP V 1 | is decreased in direct proportion to voltage.
 From 4:50 pm to 6:20 pm, voltage VPCV 1 is less than 1.02 pu so that the reactive

power QP V 1 is set to be zero. It is also seen that the reduction and increment of
PV power factor pfP V 1 is similar to the shape of reactive power QP V 1 . Because
the voltage of PV1 is less than 1.08 pu, the reactive power consumption is small
causing the power factor to be higher than 0.85.
For PV9, phase B voltage VPBV 9 is the highest from 7:00 am to 3:30 pm. Outside
this time section, phase C voltage VPCV 9 is higher than the other phases. Thus, the
ADC takes phase B voltage VPBV 9 in the time section of 7:00 am to 3:30 pm. And
apart from this time section, the ADC will be controlled by phase C voltage VPCV 9 .
 From 5:30 am to 6:00 am, voltage VPCV 9 is less than 1.02 pu so that the active

power PP V 9 has full solar profile and the reactive power QP V 9 is zero.
 From 6:00 am to 7:00 am, the reactive power consumption is increased pro-

portionally with the voltage rise of VPCV 9 from 1.02 pu to 1.05 pu. This quick
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(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.5: Simulation results of Scenario Ia - Case 2
change of voltage VPCV 9 causes a large change in reactive power while the active
power is still small leading to high drop of power factor from 1 to 0.8.
 From 7:00 am to 8:40 am, voltage VPBV 9 is still less than 1.09 pu so that the

active power still gets the full solar profile. The reactive power is kept at its
limit so that the power factor remains higher than 0.8.
 From 8:40 am to 2:30 pm, VPBV 9 is higher than 1.09 pu so that active power

PP V 9 is curtailed leading to a decrease of reactive power consumption |QP V 9 |.
In this time section, apparent power SP V 9 does not reach the limit of 50 kVA
so that the power factor pfP V 9 is kept at the minimum value of 0.8.
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(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.6: Simulation results of Scenario Ia - Case 3
 The plots of PP V , QP V , SP V and pfP V are nearly symmetric over midday so

that after 2:30 pm, the explanation is similar to the earlier time of the day.
Case 2 The results of Case 2 are shown in Figure 5.5 where PV3–PV6 in Group 1
are under a DOC. The inverters outside Group 1 (PV1, PV2 and PV7–PV11) apply
the ADC. In comparison to Case 1, the active power of PV3 is less but the other
inverters (PV4–PV6) have higher power production leading to a higher total active
power generation for Group 1. In Group 1, Load5 is connected to phase C leading
to a reduction in the voltages at phase C of PV3 and PV4. PV3–PV6 have lower
power factors than in Case 1 because optimization dictates that they consume more
reactive power for voltage regulation.
130

(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.7: Simulation results of Scenario Ia - Case 4
Case 3 Figure 5.6 shows the results of Case 3 where PV7–PV10 in Group 2 are
under a DOC. Other PV inverters (PV1–PV6 and PV11) still run the ADC. PV7
and PV8 are connected to phases B and C leading to higher voltages at these phases
than the voltage at phase A. In comparison to Case 1, PV7–PV10 have higher
voltages and less active power curtailment. Similar to Case 2, the power factors of
PV7–PV10 reach their minimum of 0.8 at the time of solar energy availability.
Case 4 The results of Case 4 can be seen in Figure 5.7. In Case 4, Group 1 and
Group 2 are under the management of two independent DOCs. Overall, all PV
voltages, apparent power and PV power factors are within constraints. The results
of Case 4 look like a combination of Case 2 and Case 3 even though the two DOCs
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(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.8: Simulation results of Scenario Ia - Case 5
do not communicate with each other. Case 4 has shown that two separate DOCs in
the same network can work together and affect each other in a supportive way by
improving the energy generation for each group.
Case 5 In Case 5, the simulation results are shown in Figure 5.8. All 11 PV inverters are under the control of one DOC. All PV inverters have power curtailments
at the peak time and have power factors at or close to the minimum of 0.8. In Cases
1–4, PV1 has full solar profile leading to higher voltages at bus C7 and indirectly
increasing the voltage of PV7 at bus C15. High voltage at bus C15 in Cases 1–4
causes higher power curtailment for PVs in Group 2. As seen in Case 5’s results in
Figure 5.8, the active power of PV1 is curtailed leading to lower voltage at bus C7
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(a) Scenario Ib - Case 1

(b) Scenario Ib - Case 5

(c) Scenario Ic - Case 1

(d) Scenario Ic - Case 5

(e) Scenario Id - Case 1

(f) Scenario Id - Case 5

Figure 5.9: Simulation results of Scenarios Ib–Id - PV active power
and C15. The curtailment of PV1 can help to increase the energy production for
PVs in both Group 1 and Group 2.
5.3.2.2

Simulation results of Scenarios Ib–Id

The results of Scenarios Ib–Id are shown in Figure 5.9 with load profile 1 and solar
profiles 2–4. In this figure, only active power productions in Case 1 of completely
autonomous and Case 5 of completely controllable are presented. Other values
of voltage, power factor and apparent power are not shown but similar to other
simulated results, all constraints are kept even with unexpected changes of weather.
Overall, the results of Scenarios Ib–Id have more fluctuations in the active power
generation in comparison to Scenario Ia because of the irradiation profile of solar
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profiles 2–4. In Case 1 of Scenario Ib–Id, PV1, PV3 and PV11 almost have the
full solar profile while the other PV inverters are curtailed a certain amount for the
voltage limit. In Case 5, nearly all 11 PV inverters curtail their active power for the
group benefit. The energy efficiency of these scenarios is shown in the next section.
5.3.2.3

Summary and discussion of Scenario I

The total active power plots of all PV inverters of the five simulation cases are
shown in Figures 5.10. Figure 5.11 presents the total active and reactive power of
all PV inverters in Case 1 and Case 5 for comparison. It can be seen in Figures
5.10 and 5.11 that the total active power of Case 5 is higher than in Case 1. Also in
Figure 5.11, the reactive power consumption of Case 5 is higher than Case 1 at peak
time. Figure 5.12 shows the overall efficiency of the energy yield for five simulation
cases. In Figure 5.12, the energy efficiency is increased with the integration level of
the DOC. It can be seen that Figures 5.10–5.12 are similar to the results in Figures
3.32, 3.34 and 3.36 in the balanced 3-phase simulation. This shows the consistency
of the DOC for both balanced and unbalanced networks.
Figure 5.13 shows the PV inverters running SIC switch between the two modes
of applying the ADC or following the DOC. In this figure, all inverters running
SIC do not change their mode for the whole day because all PV voltages are under
1.098 pu. In Scenarios Ib–Id, solar profiles 2–4 have several sudden fluctuations
leading to more prediction errors. The prediction errors can cause non-optimal
commands from the DOC resulting in PV voltages higher than 1.098 pu and more
occurrences of switching back to ADC mode as seen in Figure 5.14.
The time during the day when optimization is applied for Scenarios Ia–Id is
presented in Figure 5.15. The figure shows that optimization is applied for an average
of 35% of the day. Similar to the results of the balanced 3-phase the optimization
time is longer in Case 5 than in other cases. In Case 5, all PV inverters consume no
reactive power until there is a predicted PV voltage which is higher than 1.095 pu as
shown in block C7 of Figure 3.6. In Cases 1–4, there are a number of autonomous
inverters that consume reactive power from voltage values above 1.02 pu so that
the overall network voltages are lower than the ones in Case 5 leading to a shorter
optimization time of Cases 1–4 in comparison to Case 5.
After analyzing the results of Scenarios Ia–Id, the effectiveness of the control
strategies can be verified. The outcomes show the consistency of the control algorithms (ADC, SIC and DOC) for both balanced and unbalanced systems. The next
consideration is the robustness and self-healing when there is a communication loss.

134

(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 5.10: Sum of PV active power in Scenarios Ia–Id

(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 5.11: Sum of PV active and reactive power in Scenarios Ia–Id
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(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 5.12: Energy yield efficiency of Scenarios Ia–Id

(a) Case 2

(b) Case 3

(c) Case 4

(d) Case 5

Figure 5.13: Mode switching between applying the ADC and
following the DOC of PV inverters running SIC in Scenario Ia
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(a) Scenario Ib - Case 2

(b) Scenario Ib - Case 3

(c) Scenario Ib - Case 4

(d) Scenario Ib - Case 5

(e) Scenario Ic - Case 2

(f) Scenario Ic - Case 3

(g) Scenario Ic - Case 4

(h) Scenario Ic - Case 5

(i) Scenario Id - Case 2

(j) Scenario Id - Case 3

(k) Scenario Id - Case 4

(l) Scenario Id - Case 5

Figure 5.14: Mode switching between applying the ADC and
following the DOC of PV inverters running SIC in Scenarios Ib–Id
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(a) Scenario Ia

(b) Scenario Ib

(c) Scenario Ic

(d) Scenario Id

Figure 5.15: Time of the optimization in Scenarios Ia–Id
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(a) Case 2 - Scenario Ia

(b) Case 2 - Scenario II

(c) Case 4 - Scenario Ia

(d) Case 4 - Scenario II

(e) Case 5 - Scenario Ia

(f) Case 5 - Scenario II

Figure 5.16: Mode switching between applying the ADC and
following the DOC of PV inverters running SIC in Scenarios Ia and II

5.3.3

Simulation results and discussion of Scenario II

In Scenario II, PV5 is selected to have a communication loss with the DOC so
that only simulation Cases 2,4,5 will be presented. Similar to the balanced 3-phase
simulation, PV5 will follow the DOC for the first half day. After 12:00 pm, the
signal transmission between PV5 and the DOC is broken.
As seen in Figure 5.16, at 12:00 pm when the data connection is interrupted, PV5
running SIC switches to the ADC mode and operates independently based on its bus
voltage. After 12:00 pm, the DOC loses one PV inverter in its controllable group and
has to reconfigure the calculation algorithms for the power flow and optimization.
The results of Scenario II are presented in Figures 5.17–5.19. In these three
figures, the results are the same as in Figures 5.5, 5.7 and 5.8 for the first half day.
After that, there are changes in PV5 leading to the changes in the performance
of other PV inverters. On the whole, the system is still stable with the sudden
transition of PV5 with all voltages, power factors and apparent power values under
their respective limits.
The total active power of all PV inverters and the energy efficiency for Scenarios
Ia and II are put side-by-side for comparison in Figure 5.20. In this figure, there is
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(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.17: Simulation results of Scenario II - Case 2

(a) PV voltage VPAV

(b) PV active power PP V

Figure 5.18: Simulation results of Scenario II - Case 4
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(c) PV voltage VPBV

(d) PV apparent power SP V

(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.18: Simulation results of Scenario II - Case 4 (Cont.)

(a) PV voltage VPAV

(b) PV active power PP V

(c) PV voltage VPBV

(d) PV apparent power SP V

Figure 5.19: Simulation results of Scenario II - Case 5
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(e) PV voltage VPCV

(f) PV power factor pfP V

Figure 5.19: Simulation results of Scenario II - Case 5 (Cont.)

(a) Total active power - Scenario Ia (b) Total active power - Scenario II

(c) Efficiency - Scenario Ia

(d) Efficiency - Scenario II

Figure 5.20: Energy yield and efficiency of Scenarios Ia and II
(Cases with * are the cases with communication loss)

not much change in the energy production of Cases 2,4,5 between the two scenarios.
The efficiency in Scenario II is just 0.1%–0.2% less than Scenario Ia.
For more detail, Figure 5.21 shows the result plots of PV5 in Scenarios Ia and II.
In this figure, the results of Case 2 and Case 5 are shown. As seen in Figure 5.21a,b,
at 12:00 pm, the voltages in both Case 2 and Case 5 are at 1.095 pu, the limit set for
DOC. After midday, the active power in Scenario II in Figure 5.21c,d drops because
of the droop control in ADC. The decline in active power causes a decrease in the
reactive power consumption as seen in Figure 5.21e,f. Also in Figure 5.21e,f, the
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(a) Voltage VP V 5 - Case 2

(b) Voltage VP V 5 - Case 5

(c) Active power PP V 5 - Case 2

(d) Active power PP V 5 - Case 5

(e) Reactive power QP V 5 - Case 2

(f) Reactive power QP V 5 - Case 5

Figure 5.21: Comparison of PV5 results in Scenarios Ia and II
reactive power in Case 2 and Case 5 of Scenario Ia is set to be zero at 4:00 pm while
in Scenario II, the PV5 still consumes reactive power until 5:15 pm. It is noted in
Scenario II that the voltage in Case 5 is slightly lower than 1.095 pu so that there
is less active power curtailment in comparison to Case 2.

5.3.4

Simulation results and discussion of Scenario IIIa

In this section, the DOC applied for the controllable inverters is the flowchart in
Figure 3.13 with the modifications in Equations (5.4) and (5.5). In Scenario IIIa, the
PV inverters running SIC will follow the instruction of the DOC to both optimize the
group energy and support the bus power factor. The DOC will determine the active

143

(a) PV voltage VPAV

A
(b) Bus power factor pfBus

(c) PV voltage VPBV

B
(d) Bus power factor pfBus

(e) PV voltage VPCV

C
(f) Bus power factor pfBus

(g) PV active power PP V

(h) PV power factor pfP V

Figure 5.22: Simulation results of Scenario IIIa - Case 2
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(a) PV voltage VPAV

A
(b) Bus power factor pfBus

(c) PV voltage VPBV

B
(d) Bus power factor pfBus

(e) PV voltage VPCV

C
(f) Bus power factor pfBus

(g) PV active power PP V

(h) PV power factor pfP V

Figure 5.23: Simulation results of Scenario IIIa - Case 3
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(a) PV voltage VPAV

A
(b) Bus power factor pfBus

(c) PV voltage VPBV

B
(d) Bus power factor pfBus

(e) PV voltage VPCV

C
(f) Bus power factor pfBus

(g) PV active power PP V

(h) PV power factor pfP V

Figure 5.24: Simulation results of Scenario IIIa - Case 4
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(a) PV voltage VPAV

A
(b) Bus power factor pfBus

(c) PV voltage VPBV

B
(d) Bus power factor pfBus

(e) PV voltage VPCV

C
(f) Bus power factor pfBus

(g) PV active power PP V

(h) PV power factor pfP V

Figure 5.25: Simulation results of Scenario IIIa - Case 5
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and reactive power for each controllable inverter based only on the load connecting
to the same bus as the inverter. From the results and discussion of Scenario IIIa in
the balanced network, similar results are expected for both the internal and terminal
buses in the unbalanced network.
The results of Scenario IIIa for Cases 2–5 are shown in Figures 5.22–5.25. In this
scenario, the PV voltages of the three phases (VPAV , VPBV and VPCV ), total PV active
power PP V , PV power factor pfP V and the bus power factors of the three phases
A
B
C
(pfBus
, pfBus
and pfBus
) are shown. The results of PV apparent power SP V are not
shown but similar to other simulations, all PV apparent power values are less than
or equal to 50 kVA.
The results of Case 1 are the same as in Scenario Ia because all PV systems run
the ADC without any bus power factor support. Similar to the balanced 3-phase
simulation, the minimum bus power factor pfBus min is set to be 0.9.
In general, all PV voltages are kept under 1.1 pu and PV power factors are higher
than or equal to 0.8. To analyze this scenario, the results for the bus power factor
and the characteristics of internal and terminal buses are shown below. Similar to
the balanced system, the properties of PV inverter locations are listed in Table 3.3.
The results of Case 2 are presented in Figure 5.22. The three inverters PV4,
PV5 and PV6 are at terminal buses so that their bus power factors are higher
than or equal to 0.9 when the solar irradiation is available. PV3 and PV5 are at
buses without any load connection so that their minimum power factors are 0.9 as
described in blocks E10 and E11 of Figure 3.13. PV5 is at a terminal bus so that the
power factor of bus C13 and the power factor of PV5 are the same. Inverter PV3
is at an internal bus so that its bus power factor is lower than pfBus min . There are
more active power curtailments for PV3–PV6 in comparison to Case 2 of Scenario Ia
because there is less reactive power consumption due to the additional power factor
constraint. It is also noticed that in the simulation, the 3-phase load has the same
power among the three phases so that at the terminal bus, the bus power factors of
the three phases are equal.
In Case 3, the simulation results are shown in Figure 5.23. Generally, the PV
voltages are under 1.1 pu and there are more active power curtailments in controllable Group 2 in relation to the complete autonomous control of Case 1 and
decentralized control for Group 2 of Case 3 in Scenario Ia. This results from a lower
reactive power capacity due to the power factor constraint. The inverters PV9 and
PV10 are at the terminal buses of C17 and C18 so that the bus power factors at
these buses are higher than 0.9. PV10 is at a bus without a load connection so that
the power factor of bus C18 is the same as that of PV10. As seen in Figure 5.23h,
PV8 and PV10 have the minimum power factor of 0.9 (pfBus min ) and the other
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(a) Phase A - Scenario Ia

(b) Phase A - Scenario IIIa

(c) Phase B - Scenario Ia

(d) Phase B - Scenario IIIa

(e) Phase C - Scenario Ia

(f) Phase C - Scenario IIIa

(g) Average 3 phases - Scenario Ia (h) Average 3 phases - Scenario IIIa

Figure 5.26: Average pfBus when solar power is available in Scenarios Ia and IIIa
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(a) Total active power - Scenario Ia (b) Total active power - Scenario IIIa

(c) Total power - Scenario Ia

(d) Total power - Scenario IIIa

(e) Efficiency - Scenario Ia

(f) Efficiency - Scenario IIIa

Figure 5.27: Energy yield and efficiency of Scenarios Ia and IIIa
inverters have the minimum power factor of 0.8 (pfP V min ).
Similarly for Case 4 and Case 5 in Figures 5.24 and 5.25. The bus power factors
are the same as the PV power factors for the PVs at the terminal buses without
load connection. All PV buses at network terminations (PV4–PV6, PV9, PV10 for
Case 4 and PV4–PV6, PV9–PV11 for Case 5) have the minimum power factor of
0.9. The voltages at the three phases are under 1.1 pu and the PV power factors
are higher than or equal to 0.8.
The bus power factor values of Scenarios Ia and IIIa are shown together in Figure 5.26 for comparison. The bus power factor is calculated by the power passing
through each phase of the bus so that the bus power factors are not equal across the
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three phases. Therefore, the power factors of each phase are shown in Figure 5.26a–f.
For comparison of the two scenarios, the average value of the three phases is presented in Figure 5.26g,h. The bus power factor support shows an increase of the
system power factor from 0.712 in Case 5 of Scenario Ia to 0.853 in Case 5 of Scenario IIIa or a 20% improvement in the network power factor.
However, the price of higher bus power factor is that the energy efficiency for
the network with bus power factor support is less than the network without the bus
support, as seen in Figure 5.27.

5.4

Conclusion

This chapter has presented the control strategies for the unbalanced 3-phase network.
The imbalance comes from the combination of single-phase and 3-phase devices connected in the network including PV inverters and residential loads. The unbalanced
3-phase distribution lines also contribute to the imbalance of the network.
The control algorithms for the balanced 3-phase system can be adapted to the
unbalanced 3-phase system with a few modifications. The results of the simulation
have shown the effectiveness and stability of the control methods.
Primarily, the control strategies meet the goals of keeping the PV voltage within
1.1 pu and keeping the power factor and apparent power under prescribed limits
(pfP V ≥ pfP V min and SP V ≤ Smax ).
The results of Scenarios Ia–Id have shown higher energy production with the
decentralized control in comparison to the autonomous control. With the complete
decentralized control in Case 5, the energy generation in the simulation is up to
4.9% higher than the network running completely autonomously in Case 1.
Scenario II has proved the robustness and self-healing of the system when there
is an interruption in the data connection. The simulation shows that the system is
still stable with the communication loss but the energy efficiency is decreased (0.2%
less) because of the reduction in the quantity of the controllable inverters.
The bus power factor support in Scenario IIIa shows an improvement of the
bus power factors for the network. Only terminal buses can have the minimum
bus power factor of pfBus min . In the simulation, the average bus power factor in
Case 5 with DOC power factor support from all PV inverters is 20% higher than in
Case 1 with no power factor support. However, the energy efficiency decreases in
proportion to the integration of the DOC with bus power factor support.

151

Chapter 6
Conclusion
In general, this thesis has presented control strategies for PV inverters in a smart
microgrid which address challenges outlined in the Introduction chapter such as
low bus power factor, PV inverter limits and optimal control with uncontrollable
devices. The control theory and simulation have proven the effectiveness of the
control strategies in keeping the network stable with high energy efficiency. Besides
the achievements, within the scope of this research, there are limitations and room
for improvements that are presented in the sections below.

6.1

Achievements and discussion

In brief, this thesis has introduced control strategies for PV inverters using prediction and optimization. The proposed DOC expands the scope of applications for
optimal control in smart microgrids. As in the present approaches, [3, 28, 30–43] the
optimization is feasible for a system of all controllable PV inverters with sufficient
information of all devices in the network. The DOC in this thesis comes up with an
approach to further investigate the partial optimization of a group inside an existing
network. The list below shows in more details the contributions and achievements
of this research.

6.1.1

Control strategies

Plug-and-play The investigation of different DOC groups was conducted and
it is significant to show that the DOC can be plugged into an existing network and
can still perform with high efficiency. This plug-and-play feature of the DOC with
the help of the virtual load concept is relevant for practical microgrid applications.
Furthermore, using the virtual load approach reduces the prediction calculation, the
power flow analysis burden, the requirement of communication installation and the
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need to know all devices in a network.
Autonomous control The ADC, in combination with a first-order filter, has
been proven to be reliable and effective in avoiding overvoltage and the hunting
effect. The ADC uses both active and reactive power for voltage reduction. The PV
inverter running ADC with a high voltage level has higher active power curtailment
than the inverter with a lower voltage level. In the simulation, the droop control
of ADC showed the disadvantage of the location impact. In a network where all
PV inverters running ADC, the PV inverters located close to the swing bus export
higher power than other PV inverters at the terminal buses and far from the swing
bus. This leads to lower total active power in comparison to the optimal control
where the PV inverters work cooperatively.
Higher efficiency with optimal control The DOC controls smart inverters
running SIC to work cooperatively for a common goal of maximizing energy production. In the simulated networks, the case of complete DOC control got the energy
efficiency of 5% higher than the complete autonomous control for both balanced and
unbalanced 3-phase systems.
Time mismatch Another practical property of the DOC is the consideration
of the different operation periods of the decentralized controller and the inverters.
In the simulation, the operation time of the PV inverters is one second and of
the decentralized controller is one minute. The operation time of the decentralized
controller can be customarily set for a longer or shorter interval.
Prediction The simple prediction method with only one point ahead has shown
its capability in forecasting the solar profile, residential loads and virtual loads. The
historical database is updated every minute so that the predicted values are more
accurate and adaptable than the predicted data of one day ahead using complicated
forecast methods.
Unnecessary reactive power usage The DOC has the feature of keeping the
PV inverter at unity power factor unless it is needed. By only applying the reactive
power when it is required, the inverter lifespan can be improved [104].
Network stability and self-healing A mechanism to switch between the DOC
mode and ADC mode of a smart inverter running the SIC was built up to ensure
network stability even in the event of erroneous optimal calculation and loss of
communication. A gap of voltage from 1.095 pu to 1.098 pu has shown effective
performance in both dealing with the fluctuations of voltage and errors of the optimization and prediction errors. In addition, the voltage gap can be easily modified
for customized requirements.
Low bus power factor support The DOC also has the feature of supporting
the bus power factor. The bus power factor support in this thesis is different from
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reactive power compensation because the PV reactive power does not completely
compensate for load reactive power. The bus power factor method showed its effectiveness in keeping bus power factor greater than or equal to 0.9 for terminal buses.
With the application of the bus power factor support in the DOC, the average bus
power factors in the simulated networks increased from 0.70 in complete autonomous
control to 0.85 in complete DOC control for both balanced and unbalanced 3-phase
systems. However, the cost of high bus power factor is the reduction of energy yield
leading to about an 8% reduction in the efficiency. In the economic view, this feature
is not valuable but it may be useful in a network of low overvoltage risk where the
network power factor could be improved without curtailment of PV active power.
Balanced and unbalanced transference In this thesis, the control equations
for the unbalanced 3-phase system were presented to utilize the formulas in the
balanced 3-phase system with the least modifications. The unbalanced network can
also be used to simulate the balanced network by setting the u matrix to unity value
and removing cross-coupling from the 3-phase impedance matrix.
Power flow in matrix form It is also a contribution to rearrange the NewtonRaphson power flow formulas for the unbalanced 3-phase network in the matrix
form. The power flow formulas for the network of constant power P-load and ZIP
loads were also shown. With the matrix form, the power flow formulas and the
control strategy equations were consistently presented.

6.1.2

Analysis implementation

The control strategies have been verified by the MATLAB/Simulink simulation in
five different cases and three scenarios for both balanced and unbalanced 3-phase
systems. Many practical factors were considered in the simulated network such as
 the benchmark distribution network,
 solar profiles from the measured data,
 the mutual inductance of distribution lines,
 load profiles with sudden changes in human behaviors,
 the mixed connections of autonomous and controllable PV inverters,
 and the mixed connections the single-phase and 3-phase loads and PV inverters.
Different inverter specifications In the simulation, all PV inverters were set
to have the same power factor ranges (pfP V min ), apparent power capacity (Smax )
and MPP solar profiles for observation. Nonetheless, all control strategies in this
thesis are able to work with different PV inverters.
Different autonomous controls In a real network, depending on the manufacturers, autonomous PV inverters can run differently based on their firmware. In
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the simulation, all autonomous PV inverters are set to run the same droop control
of ADC for comparison purposes. The DOC considers autonomous PV inverters
as virtual loads so that the DOC can operate regardless of the variety of inverter
firmware.
Optimization function The MATLAB function of f mincon was applied for the
optimization. The f mincon function does not require knowledge of the gradient of
the Lagrangian and Hessian matrices of the optimization objective and constraints.
Therefore by using the f mincon, the effort of taking derivatives is eliminated and
the optimization can be applied for any network as long as the power flow formulas
are known. In addition, it is possible to replace the MATLAB function with other
optimization algorithms for better performance. The objective function and all
constraints can be transferred to other optimization algorithms.
Optimization time The solar and load power profiles were selected to scale
for severe overvoltage of around 30% of the time of a day. By doing this, the
performance of the optimization can be clearly observed. In practice, depending on
the penetration level of solar energy, the overvoltage time may be less than in the
simulation and the optimization time may happen for a small percentage of a day.

6.2

Disadvantages and future work

Even though a great deal of effort was taken to consider as much as possible the
practical factors in both control theory and simulation, there are still weaknesses to
be addressed and improved. There are also issues that lie beyond the scope of this
research and can be taken into account for further developments.

6.2.1

Control strategies

Variation of the swing bus The bus connecting to the MV transformer is
taken as a swing bus in the power flow calculation. The swing bus is considered
to have a fixed voltage value. Nonetheless, with the tap-changing transformer,
the output voltage may vary so that the power flow of the DOC may constantly
update the voltage at the transformer by a smart meter for the correct power flow
analysis. Furthermore, for a small controllable group that is far away from the
bus that the transformer, the DOC can measure voltage of an assigned bus inside
the controllable area by a smart meter and consider that bus as a swing bus. The
voltage of the assigned swing bus can be predicted by the AR prediction method
and the optimization can be perform without the data of the bus at the MV/LV
transformer.

155

Frequency support The PV inverters can not only support the network voltage
but also the frequency. So that the power calculation of P-f droop control [125–131]
should be added to ADC and SIC with the grid frequency measurement.
Battery energy storage system (BESS) Energy storage is useful to reserve
unused solar energy to be applied at night time and can be utilized for voltage
regulation. The battery can be integrated into the PV systems, the optimization
of the DOC may added more constraints of state-of-charge (SOC) of the batteries
[132–135].
Other controllable devices There are also distributed generators in an LV
network that can be controlled to work cooperatively with the PV inverters for
energy optimization and network stability support. The small-scale wind systems
can also be integrated into the microgrid [136–138]. The capacitor banks and voltage
regulators [33–39] can also be considered into the DOC for the optimization of the
tap positions with higher energy production and bus power factor support.
Economic problems The optimization can not only maximize the energy generation but also the economic return based on dynamic electricity prices and grid
support payments. The DOC may be considered to add input data of the electricity
price and tariff of the renewable energy export. Then the objectives of the optimization can be modified or added to maximize the money produced by Game Theory
as in [139–142].
Undervoltage support The PV can help to increase the voltage by exporting
a certain amount of reactive power when there is a high load, especially at night
or on cloudy days. So the DOC can be continuously operate not only at daytime
but also all 24 h of a day for avoiding both overvoltage and undervoltage. As
mentioned previously, the DOC can also achieve the undervoltage prevention at
night or on cloudy days from the support of batteries, tap-changing transformers,
voltage regulators and capacitor banks in the microgrid network.
Communication cost In the DOC, the communication loss is solved by a
backup link from the bus. However, the cost will be high for any extra communication link. The DOC also needs to develop more safety layers in the case of grid
failure and cyber attacks.
Grid code and standard The control strategies designed for PV inverters
should follow more regulations in the national grid code. The applicability of control
algorithms could be increased by complying with industrial standards such as the
I.S. EN50549-1 of overvoltage protection for PV inverters [143].
Load prediction With the application of demand-side management (DSM)
[144], the load can be more predictable and the DOC can calculate more robust
optimal values.
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6.2.2

Analysis implementation

Network voltage regulation In this thesis, the optimization keeps all PV bus
voltages within the limit. The voltages of buses without PV connections are not
considered. Nevertheless, it is possible to keep all buses in the controllable area to
be under 1.1 pu. Thus, the decentralized controller can be improved for a bus with
and without PV connection in further research.
Practical implementation The MATLAB simulation has been verified the
control approaches in this thesis. However, practical evaluation of the control theory
should be considered for further results. One of the practical analysis approaches
is small-scale test with hardware-in-the-loop (HIL). The control algorithm can also
be tested with a real-time simulation or with a real network through supervisory
control and data acquisition (SCADA) system.
Operation without power factor limit The adjustable range of commercial
PV inverters is ranged from pfP V min to 1. The power factor limit is only applied
for PV inverters of pfP V min > 0. Thus, the reactive power support of the PV
inverters can only be available when there is active power or solar energy. However,
in the case that pfP V min = 0, the power factor limit in the ADC and DOC must
be removed. The adjustable power factor range from 0 to 1, the PV inverters can
not only generate or consume reactive power at daytime but also can use reactive
power at night time for energy regulation such as increased bus voltage by generating
reactive power up to apparent power capacity [9–12].
Power output of 3-phase inverter In the 3-phase PV inverter, the power
output is distributed equally among the three phases. However, there are PV inverters that can only generate the constant current among the three phases leading
to different power outputs when there is an imbalance in the voltage. In addition,
some PV inverters can also generate power differently among the three phases with
different current values of each phase. In the situation of different power output,
the control formulas for the unbalanced 3-phase network have to be modified.
Network of ZIP loads The power flow for ZIP loads in an unbalanced 3-phase
network was presented. However, the simulation applying the DOC for a network
including Z-loads, I-loads, P-loads, ZIP loads and PV inverters was not conducted
in this thesis. The polynomial loads can be placed into the network with the power
flow formulas developed in Section 4.3 for the optimization of unbalanced 3-phase
system as in [145–148].
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Appendix A
Power flow analysis
A.1

Balanced 3-phase power flow analysis

The power flow or load flow analysis is an iteration method to find the values of
voltage values at each bus in the network through power values delivered or absorbed
from the buses. This section presents in detail the steps to perform a power flow
calculation for a single-phase or balanced 3-phase network [57–59].

A.1.1

Initial steps

In a network of n buses, the voltage value of bus i is a complex number whose
magnitude is |Vi | and angle is δi . The scheduled power for bus i is Psh(i) and Qsh(i) .
(0)
Initially, the voltage value is unknown so that |Vi |(0) and δi are set as initial
magnitude and angle values of the voltage at bus i. The voltage values are then
calculated repeatedly from previous values, ∆|Vi | and ∆δi as seen in Equation (A.1).
The calculation is continued until the error is lower than a specific accuracy or the
step of iteration h is over a limit.
|Vi |(h+1) = |Vi |(h) + ∆|Vi |

and

δ (h+1) = δ (h) + ∆δi

(A.1)

The power flow analysis can be done by either the power-mismatch formulation
(∆P, ∆Q) or current-mismatch formulation (∆Ir , ∆Im ). The steps to follow for
both formulations are presented in Table A.1.
The first three steps in Table A.1 are the specification of the network to be
analyzed. For illustration, a 20-bus network (C1–C20) is presented in Figure A.1.
In this network, each bus connects to other bus(es) through distribution line(s). In
Figure A.1, there are three types of distribution lines (OH1–OH3) whose impedance
values are zOH1 , zOH2 and zOH3 .
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Table A.1: Power flow analysis steps
1. Collect impedance values z of distribution lines
2. Create a netlist of distribution lines between buses
3. Calculate admittance matrix Y = G + jB
4. Set scheduled values of Psh and Qsh for all buses
5. Set initial values |V|(0) and δ(0) for all buses
6. Set initial values h = 0 and error = 1
7. Calculate (J1 to J4 ) and ((∆P, ∆Q) or (∆Ir , ∆Im ))
from Y, Psh , Qsh , |V|(h) and δ(h)
8. Calculate ∆|V| and ∆δ
from (J1 to J4 ) and ((∆P, ∆Q) or (∆Ir , ∆Im ))
9. Calculate |V|(h+1) = |V|(h) + ∆|V|
and δ(h+1) = δ(h) + ∆δ
10. Increase h by 1 and Calculate
error = max((|∆P|, |∆Q|) or (|∆Ir |, |∆Im |))
11. Return to Step 7 until
error < 10−6 or h > 50
12. Calculate |V| = |V|(h) and δ = δ(h)

Figure A.1: 20-bus network of balanced 3-phase distribution lines
Step 2 in Table A.1 is achieved by the netlist of the connecting lines/branches
between buses shown in Table A.2. The admittance between buses is taken by
inversion of the impedance.
In a network of n buses, the bus admittance matrix Y is a square matrix with
the dimension of n×n. The bus admittance matrix element Yik is a complex number
that can be expressed in the polar form of magnitude |Yik | and angle θik as shown
in Equation (A.2).
The elements in the bus admittance matrix Y are calculated as in Equation (A.3).
A distribution line between bus i and bus k has not only series impedance zik but
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Table A.2: Netlist of bus-to-bus connections of the
balanced 3-phase 20-bus network
From bus

To bus

Impedance

Admittance

C1
C2
C3
C4
C5
C6
C7
C8
C3
C10
C5
C15
C10
C11
C11
C15
C16
C8
C9

C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C15
C16
C14
C12
C13
C18
C17
C19
C20

zOH1
zOH1
zOH1
zOH1
zOH1
zOH1
zOH1
zOH1
zOH2
zOH2
zOH2
zOH2
zOH3
zOH3
zOH3
zOH3
zOH3
zOH3
zOH3

y 1−2 = 1/zOH1
y 2−3 = 1/zOH1
y 3−4 = 1/zOH1
y 4−5 = 1/zOH1
y 5−6 = 1/zOH1
y 6−7 = 1/zOH1
y 7−8 = 1/zOH1
y 8−9 = 1/zOH1
y 3−10 = 1/zOH2
y10−11 = 1/zOH2
y 5−15 = 1/zOH2
y15−16 = 1/zOH2
y10−14 = 1/zOH3
y11−12 = 1/zOH3
y11−13 = 1/zOH3
y15−18 = 1/zOH3
y16−17 = 1/zOH3
y 8−19 = 1/zOH3
y 9−20 = 1/zOH3

also the capacitance to ground or susceptance bik . For short distribution lines, the
susceptance values are neglected.

 
Y11 · · · Y1n
|Y11 |̸ θ11 · · · |Y1n |̸ θ1n

 . .
 
..
..
...

.
. . ...  = 
Y=
.
.

 .
 
|Yn1 |̸ θn1 · · · |Ynn |̸ θnn
Yn1 · · · Ynn



 Yii =

n
P

(yik + bik /2)

(A.3)

k=1,k̸=i



Yik = Yki = −yik

(A.2)

(i ̸= k)

In the network in Figure A.1, n is equal to 20 and the admittance value yik
between bus i and bus k is taken in Table A.2.
To perform the power flow analysis, bus 1 is taken as a swing bus that has a
fixed voltage magnitude and angle. By doing this, the voltage values of other buses
can be determined. Therefore, the power flow analysis only calculates the voltages
of (n − 1) buses.
As mentioned earlier, the power flow analysis can be done either by the powermismatch or current-mismatch formation. These methods show different speed of
calculation and performance [59].
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Table A.3: Elements and sizes of voltage and power
matrices of the balanced 3-phase network
δ

∆|V|


 

Psh




∆P
 

∆Q


Psh(2)
Qsh(2)
∆P2
∆Q2
 ..   ..   ..   .. 
 .   .   .   . 
Psh(n)
Qsh(n)
∆Pn
∆Qn

∆|V2 |
∆δ2
 ..   .. 
 .   . 
∆|Vn |
∆δn

A.1.2

Qsh
 

 

Power-mismatch formulation

At any specific time, the active power Pi and reactive power Qi of bus i in the
network can be calculated from the voltage values and Y as Equations (A.4) and
(A.5). Note that at bus i, the voltage magnitude is |Vi | and voltage angle is δi
(Vi = |Vi |̸ δi ).
n
X
Pi = +|Vi |
|Vk ||Yik |cos(θik − δi + δk )
(A.4)
k=1

Qi = −|Vi |

n
X

|Vk ||Yik |sin(θik − δi + δk )

(A.5)

k=1

Taking derivative of Pi and Qi for the equations above, the power-mismatch can
be expressed as in Equation (A.6).






∆P2
 .  
 ..  

 

 
 ∆Pn  

 
 ∆Q  = 


2 
 .  
 ..  

 
∆Qn

∂P2
∂δ2

···
..
.

∂P2
∂δn

∂P2
∂|V2 |

···
..
.

∂P2
∂|Vn |

∂Pn
∂δ2
∂Q2
∂δ2

···

∂Pn
∂δn
∂Q2
∂δn

∂Pn
∂|V2 |
∂Q2
∂|V2 |

···

∂Pn
∂|Vn |
∂Q2
∂|Vn |

∂Qn
∂δ2

···

∂Qn
∂δn

∂Qn
∂|V2 |

···

..
.

..
.

···
..
.

..
.

..
.

..
.

..
.

···
..
.

..
.

..
.

∂Qn
∂|Vn |





∆δ2
 . 
  .. 




  ∆δn 


  ∆|V | 

2 
 . 
  .. 


∆|Vn |

(A.6)

It can be noticed in this equation that the numbering starts from bus 2 to
bus n. Bus 1 is the swing bus and does not need to be determined. The formula
is simplified as seen in Equation (A.7) where the four matrices, J1 to J4 , are called
Jacobian matrices. Each Jacobian matrix has the dimension of (n − 1) × (n − 1).
"

# "
#"
#
∆P
J1 J2
∆δ
=
∆Q
J3 J4 ∆|V|

(A.7)

As seen in Equation (A.7), the voltage values of ∆|V| and ∆δ can be determined
by the power-mismatch ∆P, ∆Q and Jacobian matrices. With the calculated values
of ∆|V| and ∆δ, the voltage values can be determined as in step 9 of Table A.1. As
seen in Table A.3, the matrices used in the power flow analysis have (n − 1) elements
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and start from bus 2 to bus n.
The elements in the Jacobian (J1 –J4 ) and power-mismatch (∆P and ∆Q) can
be selected in polar form, rectangular or complex form. Remind that a complex
number X can be expressed in other forms such as polar form or rectangular form
as seen in Equation (A.8).




X
X=
|X|̸ δ


Xr + jXm

complex form
polar form
rectangular form

(A.8)

Three formulations of the power-mismatch are presented in Tables A.4–A.6.
 The formation in polar form is shown in Table A.4. In the polar form, the

all elements of power-mismatch and Jacobian matrices are calculated by the
magnitudes |Vi | and |Yik | and their angles of δi and θik .
 The formulas also can be expressed in the rectangular form as shown in Ta-

ble A.5. The voltage magnitude |Vi | and angle δi are still in the formulas. But
instead of using the magnitude Yik and angle θik , the values of Gik and Bik
that are respectively the real and imaginary parts of Yik are used in the table.
 Another way to perform the power flow is using complex form. The power is

expressed in apparent power Ssh(i) including active power Psh(i) and reactive
power Qsh(i) . The voltage is also calculated as in complex form including
magnitude and angle. So that the formulas are reduced by half as shown in
Table A.6. Although the power flow analysis using the complex form shows
simple formulas, its calculation converges linearly while the others have the
quadratic convergence. In addition, for further power flow analysis of constant
current loads, constant impedance loads, polynomial loads and exponential
loads, the expression in complex form is limited and not eligible for various
properties of loads.

A.1.3

Current-mismatch formulation

Similar to the power-mismatch formulas, the current-mismatch formulation can be
applied to calculate ∆|V| and δ. The power flow calculation is described in Table A.1. As in [59], the current-mismatch formulation shows faster calculation time
with lower iterations than the power-mismatch methods. In addition, the currentmismatch method also has better convergence in comparison to the power flow
analysis using the power-mismatch method.
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Table A.4: Power-mismatch and Jacobian elements for
balanced 3-phase in polar form


 


∆P(n−1×1)
J1(n−1×n−1) J2(n−1×n−1)
∆δ(n−1×1)
=
∆Q(n−1×1)
J3(n−1×n−1) J4(n−1×n−1) ∆|V|(n−1×1)
(h+1)

(h)

|Vi |(h+1) = |Vi |(h) + ∆|Vi | and δi
= δi + ∆δi
P
∆Pi
Psh(i) − nk=1 |Vi ||Vk ||Yik |cos(θik − δi + δk )
P
∆Qi
Qsh(i) + nk=1 |Vi ||Vk ||Yik |cos(θik − δi + δk )

Powermismatch
i=2:n
k=1:n
OffDiagonal
i=2:n
k=2:n
i ̸= k

J1(i−1,k−1)

−|Vi ||Vk ||Yik |sin(θik − δi + δk )

J3(i−1,k−1)

−|Vi ||Vk ||Yik |cos(θik − δi + δk )

J2(i−1,k−1)

+|Vi ||Yik |cos(θik − δi + δk )
−|Vi ||Yik |sin(θik − δi + δk )

J4(i−1,k−1)
Diagonal
i=2:n
k=1:n

J1(i−1,i−1)
J3(i−1,i−1)
J2(i−1,i−1)
J4(i−1,i−1)

+

Pn

− δi + δk )

+

Pn

− δi + δk )

k=1,k̸=i |Vi ||Vk ||Yik |sin(θik

k=1,k̸=i |Vi ||Vk ||Yik |cos(θik

+2|Vi ||Yii |cos θii +

Pn

− δi + δk )

−2|Vi ||Yii |sin θii −

Pn

− δi + δk )

k=1,k̸=i |Vk ||Yik |cos(θik
k=1,k̸=i |Vk ||Yik |sin(θik

Yik = |Yik |̸ θik = |Yik |cos θik + j|Yik |sin θik = Gik + jBik

Table A.5: Power-mismatch and Jacobian elements for
balanced 3-phase in rectangular form


 


∆P(n−1×1)
J
J2(n−1×n−1)
∆δ(n−1×1)
= 1(n−1×n−1)
∆Q(n−1×1)
J3(n−1×n−1) J4(n−1×n−1) ∆|V|(n−1×1)
(h+1)

Powermismatch
i=2:n
k=1:n
OffDiagonal
i=2:n
k=2:n
i ̸= k

∆Qi

Qsh(i) −

Pn

k=1 |Vk ||Vi |(+Gik sin

δik − Bik cos δik )

J1(i−1,k−1)

−|Vk ||Vi |(+Gik sin δik − Bik cos δik )

J3(i−1,k−1)

−|Vk ||Vi |(−Gik cos δik − Bik sin δik )

J2(i−1,k−1)

−|Vi |(+Gik cos δik + Bik sin δik )
−|Vi |(+Gik sin δik − Bik cos δik )

J4(i−1,k−1)
Diagonal
i=2:n
k=1:n

(h)

|Vi |(h+1) = |Vi |(h) + ∆|Vi | and δi
= δi + ∆δi
P
∆Pi
Psh(i) − nk=1 |Vk ||Vi |(+Gik cos δik + Bik sin δik )

J1(i−1,i−1)
J3(i−1,i−1)
J2(i−1,i−1)
J4(i−1,i−1)
δik = δi − δk

−

Pn

δik + Bik cos δik )

−

Pn

δik + Bik sin δik )

k=1,k̸=i |Vk ||Vi |(−Gik sin
k=1,k̸=i |Vk ||Vi |(+Gik cos

−2|Vi |Gii −

Pn

δik + Bik sin δik )

+2|Vi |Bii −

Pn

δik − Bik cos δik )

k=1,k̸=i |Vk |(+Gik cos

k=1,k̸=i |Vk |(+Gik sin

Gik = |Yik |cos θik
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Bik = |Yik |sin θik

Table A.6: Power-mismatch and Jacobian elements for
balanced 3-phase in complex form
∆S(n−1×1) = −J(n−1×n−1) ∆V(n−1×1)
(h+1)

Vi

(h)

= Vi

(h) ∗
)

+ (∆Vi

and Vi = |Vi |̸ δi

Power-mismatch
i = 2 : n, k = 1 : n

∆Si

Off-Diagonal
i = 2 : n, k = 2 : n, i ̸= k

J(i−1,k−1)

−Vi Yik∗

Diagonal
i=2:n

J(i−1,i−1)

−Ii∗ − Vi Yii∗

Ssh(i) = Psh(i) + jQsh(i)

Ssh(i) − Vi

Ii =

Pn

∗ ∗
k=1 Vk Yik

Pn

k=1 Vk Yik

In the current-mismatch method, the formulas are expressed in the rectangular
and the complex forms as in Tables A.7 and A.8. It is noted that either the powermismatch or current-mismatch, the formulas are calculated by the scheduled power
Psh(i) and Qsh(i) .
 Table A.7 shows the calculation of the rectangular form. The dimensions of

the current-mismatch ∆Ir and ∆Im are the same as the matrix ∆P and ∆Q.
The elements of the current-mismatch and Jacobian matrices are determined
by the voltage magnitude |Vi |, voltage angle δi , the real part Gik and imaginary
part Bik of Yik .
 The current-mismatch method in complex form is presented in Table A.8.

In the complex form, ∆I is the combination of ∆Im and ∆Im where ∆I =
∆Ir + j∆Im . The value ∆Ii is also calculated from the apparent power Ssh(i) .

A.2
A.2.1

Impedance matrix of 3-phase distribution lines
3-phase impedance matrix calculation

In the 3-phase distribution lines, there are a total of 4 wires of 3 phases and a neutral
one. Each wire has its own resistance and inductance values. There is also mutual
inductance between 2 wires as seen in Figure A.2a.
The primitive impedance matrix Zprimitive of a 4-wire distribution line is used to
show resistance, mutual- and self-inductance of the line including the neutral wire.
Zprimitive has the dimension of 4 × 4 and is shown as in Equation (A.9).
The primitive impedance matrix Zprimitive can also be described as 4 smaller
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Table A.7: Current-mismatch and Jacobian elements for
balanced 3-phase in rectangular form






∆Ir(n−1×1)
J1(n−1×n−1) J2(n−1×n−1)
∆δ(n−1×1)
=−
∆Im(n−1×1)
J3(n−1×n−1) J4(n−1×n−1) ∆|V|(n−1×1)
(h+1)

|Vi |(h+1) = |Vi |(h) + ∆|Vi | and δi
Currentmismatch
i=2:n
k=1:n
OffDiagonal
i=2:n
k=2:n
i ̸= k

Diagonal
i=2:n

(h)

= δi

+ ∆δi

∆Ir(i)

(Psh(i) cos δi + Qsh(i) sin δi )/|Vi |
P
− nk=1 |Vk |(Gik cos δk − Bik sin δk )

∆Im(i)

(Psh(i) sin δi − Qsh(i) cos δi )/|Vi |
P
− nk=1 |Vk |(Gik sin δk + Bik cos δk )

J1(i−1,k−1)

+|Vk |(Gik sin δk + Bik cos δk )

J3(i−1,k−1)

−|Vk |(Gik cos δk − Bik sin δk )

J2(i−1,k−1)

−(Gik cos δk − Bik sin δk )

J4(i−1,k−1)

−(Gik sin δk + Bik cos δk )
−(Psh(i) sin δi − Qsh(i) cos δi )/|Vi |
+|Vi |(Gii sin δi + Bii cos
+(Psh(i) cos δi + Qsh(i) sin δi )/|Vi |
−|Vi |(Gii cos δi − Bii sin
−(Psh(i) cos δi + Qsh(i) sin δi )/|Vi |2
−(Gii cos δi − Bii sin
−(Psh(i) sin δi − Qsh(i) cos δi )/|Vi |2
−(Gii sin δi + Bii cos

J1(i−1,i−1)
J3(i−1,i−1)
J2(i−1,i−1)
J4(i−1,i−1)

Gik = |Yik |cos θik

δi )
δi )
δi )
δi )

Bik = |Yik |sin θik

Table A.8: Current-mismatch and Jacobian elements for
balanced 3-phase in complex form
∆I(n−1×1) = −J(n−1×n−1) ∆V(n−1×1)
(h+1)

(h)

and Vi = |Vi |̸ δi

Current-mismatch
i = 2 : n, k = 1 : n

∆Ii

(Ssh(i) /Vi )∗ −

Off-Diagonal
i = 2 : n, k = 2 : n, i ̸= k

J(i−1,k−1)

−Yik

Diagonal
i=2:n

J(i−1,i−1)

−Ssh(i) /Vi2 − Yii

Vi

(h)

= Vi

+ ∆Vi

Pn

k=1 Vk Yik

Ssh(i) = Psh(i) + jQsh(i)
F
G
H
matrices of ZE
3×3 , Z3×1 , Z1×3 and Z1×1 which will be used later.


Zprimitive



=



ZAA ZAB ZAC
ZBA ZBB ZBC
ZCA ZCB ZCC

ZAN
ZBN
ZCN

ZN A ZN B ZN C ZN N
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#
 " E
F

Z
Z
=

ZG ZH


(A.9)

Figure A.2: 3-phase distribution line with mutual inductance
The elements of the matrix Zprimitive are calculated as in Equation (A.10).
ZAA = Re + j4π × 10−7 fgrid ln(De /GM RA ) + RA
ZBB = Re + j4π × 10−7 fgrid ln(De /GM RB ) + RB
ZCC = Re + j4π × 10−7 fgrid ln(De /GM RC ) + RC
ZN N = Re + j4π × 10−7 fgrid ln(De /GM RN ) + RN
ZAN = Re + j4π × 10−7 fgrid ln(De /DAN )
ZBN = Re + j4π × 10−7 fgrid ln(De /DBN )
ZCN = Re + j4π × 10−7 fgrid ln(De /DCN )
ZAB = Re + j4π × 10−7 fgrid ln(De /DAB ) = ZBA
ZAC = Re + j4π × 10−7 fgrid ln(De /DAC ) = ZCA
ZBC = Re + j4π × 10−7 fgrid ln(De /DBC ) = ZCB

(A.10)

Re is the resistance of earth return conductors [58] and De is the equivalent distance
from the overhead conductors to their earth return conductors. The value of Re
and De depend on the frequency fgrid of the grid as shown in Equations (A.11) and
(A.12). ρe is the earth resistivity and its value at average damp earth is 100 Ωm [58].
Re = 9.869 × 10−7 fgrid
p
De = 658.5 ρe fgrid

(Ω/m)

(A.11)

(m)

(A.12)

The conductors may be bundles of sub-conductors or strands so that the geometric
mean radius (GMR) of each conductor has to be provided. Dxy is the distance
between conductors x and y as shown in Figure A.2a.
The primitive impedance matrix Zprimitive can be reduced using Kron method
[149] into a 3 × 3 matrix of ZP as in the simplified circuit of Figure A.2b. The
impedance matrix ZP combines the effect of the neutral wire into three phases and
is shown in Equation (A.13). The matrix ZP is calculated by ZE , ZF , ZG and ZH
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Figure A.3: Geometry and details of 4-wire overhead lines
as previously mentioned in Equation (A.9).



ZAAeq ZABeq ZACeq


ZP =  ZBAeq ZBBeq ZBCeq  = ZE − ZF (ZH )−1 ZG
ZCAeq ZCBeq ZCCeq

A.2.2

(A.13)

Calculation example

An example of calculation a given 4-wire distribution line described in [22] is shown
in Figure A.3. As seen in Figure A.3, the distances between wires are calculated as
in Equation (A.14).
DAN = DAB = DBC = 0.3 m
(A.14)
DBN = DAC = 0.6 m
DCN = 0.9 m
As in Equations (A.11) and (A.12), Re is calculated to be equal to 0.0493 Ω/km
and De is 0.931 km. Then from Equation (A.10), elements of primitive impedance
matrix Zprimitive (Ω/km) are determined and its result is shown in Equation (A.15).


0.540 + j0.777

 0.049 + j0.505
=
 0.049 + j0.462

0.049 + j0.436

0.049 + j0.505
0.540 + j0.777
0.049 + j0.505
0.049 + j0.462

0.049 + j0.462
0.049 + j0.505
0.540 + j0.777
0.049 + j0.505



0.049 + j0.436

0.049 + j0.462 

Zprimitive
0.049 + j0.505 

0.540 + j0.777
(A.15)
Applying Equation (A.13), the result of ZP (Ω/km) is shown as in Equation (A.16).



0.616 + j0.588 0.131 + j0.306 0.141 + j0.245


ZP =  0.131 + j0.306 0.628 + j0.567 0.147 + j0.276 
0.141 + j0.245 0.147 + j0.276 0.650 + j0.527
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(A.16)

Appendix B
MATLAB codes
B.1
B.1.1

Balanced 3-phase power flow analysis
Initial input values

The initial input values are based on the specific network. The values in the code
below are based on the 20-bus benchmark network described in the simulation of
balanced 3-phase.
Length_OH = 0.06; %km
R_OH1 = 0.4910*Length_OH;R_OH2 = 1.3200*Length_OH;
R_OH3 = 2.0160*Length_OH;X_OH1 = 0.2716*Length_OH;
X_OH2 = 0.3066*Length_OH;X_OH3 = 0.3197*Length_OH;
BranchData = [
1, 2,R_OH1,X_OH1;
2, 3,R_OH1,X_OH1;
3, 4,R_OH1,X_OH1;
3,10,R_OH2,X_OH2;
4, 5,R_OH1,X_OH1;
5, 6,R_OH1,X_OH1;
5,15,R_OH2,X_OH2;
6, 7,R_OH1,X_OH1;
7, 8,R_OH1,X_OH1;
8, 9,R_OH1,X_OH1;
8,19,R_OH3,X_OH3;
9,20,R_OH3,X_OH3; 10,14,R_OH3,X_OH3;
10,11,R_OH2,X_OH2; 11,13,R_OH3,X_OH3; 11,12,R_OH3,X_OH3;
15,18,R_OH3,X_OH3; 15,16,R_OH2,X_OH2; 16,17,R_OH3,X_OH3];
S_base = 40e3; %base power
V_base = 400; %base voltage

B.1.2

Bus admittance matrix

The below code is applied for calculation of the distribution lines having only series
impedance. The parallel susceptance values of the distribution lines are neglected.
function [Y] = Fun_Y(BranchData,S_base,V_base)
bus_i = BranchData(:,1);
bus_k = BranchData(:,2);
z = (BranchData(:,3)+1i*BranchData(:,4))/(V_base*V_base/S_base);
y = 1./z; %pu
n_branch = length(y);
n_bus = max(max(bus_i), max(bus_k));
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Y = zeros(n_bus);
%Off-diagonal
for ii = 1:n_bus
for mm = 1:n_branch
if bus_i(mm) == ii
Y(bus_i(mm),bus_k(mm)) = -y(mm);
Y(bus_k(mm),bus_i(mm)) = -y(mm);
end
end
end
%Diagonal
for ii = 1:n_bus
for kk = 1:n_bus
if ii ~= kk
Y(ii,ii) = Y(ii,ii) - Y(ii,kk);
end
end
end
end

B.1.3

Current-mismatch formulation

B.1.3.1

Current-mismatch in rectangular form

The code below is based on the formulas presented in Table A.7.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Ba_I_Rectangular(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus = size(BusData,1); %number of buses
V_mag = BusData(:,2); %voltage magnitude in pu
V_ang = BusData(:,3)*(pi/180); %voltage angle in rads
P_sh = BusData(:,4)/S_base; %load active power in pu
Q_sh = BusData(:,5)/S_base; %load reactive power in pu
G = real(Y); %line impedance matrix in pu
B = imag(Y); %line angle matrix in pu
while (error >= tol) && (iter < iter_max)
iter = iter + 1;
%Clear variables for new iteration
J1 = zeros(n_bus-1); J2 = J1; J3 = J1; J4 = J1;
Ja = zeros((n_bus-1)*2);
dIr = zeros(n_bus,1); dIm = zeros(n_bus,1);
dI = zeros((n_bus-1)*2,1);
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1(ii-1,kk-1) = +V_mag(kk)*...
(G(ii,kk)*sin(V_ang(kk))+B(ii,kk)*cos(V_ang(kk)));
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J3(ii-1,kk-1) = -V_mag(kk)*...
(G(ii,kk)*cos(V_ang(kk))-B(ii,kk)*sin(V_ang(kk)));
J2(ii-1,kk-1) = ...
-(G(ii,kk)*cos(V_ang(kk))-B(ii,kk)*sin(V_ang(kk)));
J4(ii-1,kk-1) = ...
-(G(ii,kk)*sin(V_ang(kk))+B(ii,kk)*cos(V_ang(kk)));
end
end
end
%Diagonal
for ii = 2:n_bus
J1(ii-1,ii-1) = ...
+(G(ii,ii)*sin(V_ang(ii))+B(ii,ii)*cos(V_ang(ii)))*V_mag(ii)...
-(P_sh(ii)*sin(V_ang(ii))-Q_sh(ii)*cos(V_ang(ii)))/(V_mag(ii));
J3(ii-1,ii-1) = ...
-(G(ii,ii)*cos(V_ang(ii))-B(ii,ii)*sin(V_ang(ii)))*V_mag(ii)...
+(P_sh(ii)*cos(V_ang(ii))+Q_sh(ii)*sin(V_ang(ii)))/(V_mag(ii));
J2(ii-1,ii-1) = ...
-(G(ii,ii)*cos(V_ang(ii))-B(ii,ii)*sin(V_ang(ii)))...
-(P_sh(ii)*cos(V_ang(ii))+Q_sh(ii)*sin(V_ang(ii)))/(V_mag(ii)^2);
J4(ii-1,ii-1) = ...
-(G(ii,ii)*sin(V_ang(ii))+B(ii,ii)*cos(V_ang(ii)))...
-(P_sh(ii)*sin(V_ang(ii))-Q_sh(ii)*cos(V_ang(ii)))/(V_mag(ii)^2);
end
%Calculate Jacobian matrix
for mm = 1:(n_bus-1)
for nn = 1:(n_bus-1)
Ja(mm,nn)
= J1(mm,nn);
Ja(mm,nn+n_bus-1)
= J2(mm,nn);
Ja(mm+n_bus-1,nn)
= J3(mm,nn);
Ja(mm+n_bus-1,nn+n_bus-1) = J4(mm,nn);
end
end
%Calculate dIr and dIm
for ii = 1:n_bus
for kk = 1:n_bus
dIr(ii) = dIr(ii) ...
-(G(ii,kk)*cos(V_ang(kk))-B(ii,kk)*sin(V_ang(kk)))*V_mag(kk);
dIm(ii) = dIm(ii) ...
-(G(ii,kk)*sin(V_ang(kk))+B(ii,kk)*cos(V_ang(kk)))*V_mag(kk);
end
dIr(ii) = dIr(ii) ...
+(P_sh(ii)*cos(V_ang(ii))+Q_sh(ii)*sin(V_ang(ii)))/V_mag(ii);
dIm(ii) = dIm(ii) ...
+(P_sh(ii)*sin(V_ang(ii))-Q_sh(ii)*cos(V_ang(ii)))/V_mag(ii);
end
%Combine dIr and dIm to dI
for ii = 2:n_bus
dI(ii-1)
= dIr(ii);
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dI(ii-1+n_bus-1) = dIm(ii);
end
%Calculate dV and new V
dV = -Ja\dI;
for ii = 2:n_bus
V_ang(ii) = V_ang(ii) + dV(ii-1);
V_mag(ii) = V_mag(ii) + dV(ii-1+n_bus-1);
end
%Calculate error
error = max(abs(dI));
end
V_mag_flow = V_mag;
V_ang_flow = V_ang;
end

B.1.3.2

Current-mismatch in complex form

The code below is based on the formulas presented in Table A.8.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Ba_I_Complex(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus = size(BusData,1); %number of buses
V = BusData(:,2).*exp(1i*BusData(:,3)*pi/180);
S_sh = complex(BusData(:,4),BusData(:,5))/S_base; %load power in pu
while (error >= tol) && (iter < iter_max) %test for convergence
iter = iter + 1;
%Clear variables for new iteration
J = zeros(n_bus-1); I_cal = zeros(n_bus,1); dI = zeros(n_bus-1,1);
for ii = 2:n_bus
%All-element
for kk = 2:n_bus
J(ii-1,kk-1) = -Y(ii,kk);
end
%Diagonal <--overwrite the previous wrong diagonal
J(ii-1,ii-1) = -(S_sh(ii)/(V(ii)^2) + Y(ii,ii));
end
%Calculate I
for ii = 2:n_bus
for kk = 1:n_bus
I_cal(ii) = I_cal(ii) + V(kk)*Y(ii,kk);
end
dI(ii-1) = conj(S_sh(ii)/V(ii)) - I_cal(ii);
end
%Calculate dV and new V
dV = -J\dI;
for ii = 2:n_bus
V(ii) = V(ii) + dV(ii-1);
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end
%Calculate error
error = max(max(abs(real(dI))),max(abs(imag(dI))));
end
V_mag_flow = abs(V);
V_ang_flow = angle(V);
end

B.1.4

Power-mismatch formation

B.1.4.1

Power-mismatch in rectangular form

The code below is based on the formulas presented in Table A.5.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Ba_P_Rectangular(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus = size(BusData,1); %number of buses
V_mag = BusData(:,2); %voltage magnitude in pu
V_ang = BusData(:,3)*(pi/180); %voltage angle in rads
P_sh = BusData(:,4)/S_base; %load active power in pu
Q_sh = BusData(:,5)/S_base; %load reactive power in pu
G = real(Y); %line impedance matrix in pu
B = imag(Y); %line angle matrix in pu
while (error >= tol) && (iter < iter_max)
iter = iter + 1;
%Clear variables for new iteration
J1 = zeros(n_bus-1); J2 = J1; J3 = J1; J4 = J1;
Ja = zeros((n_bus-1)*2);
P_cal = zeros(n_bus,1); Q_cal = zeros(n_bus,1);
dPQ = zeros((n_bus-1)*2,1);
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1(ii-1,kk-1) = -V_mag(ii)*V_mag(kk)*...
(+G(ii,kk)*sin(V_ang(ii)-V_ang(kk))...
-B(ii,kk)*cos(V_ang(ii)-V_ang(kk)));
J3(ii-1,kk-1) = -V_mag(ii)*V_mag(kk)*...
(-G(ii,kk)*cos(V_ang(ii)-V_ang(kk))...
-B(ii,kk)*sin(V_ang(ii)-V_ang(kk)));
J2(ii-1,kk-1) = -V_mag(ii)*...
(+G(ii,kk)*cos(V_ang(ii)-V_ang(kk))...
+B(ii,kk)*sin(V_ang(ii)-V_ang(kk)));
J4(ii-1,kk-1) = -V_mag(ii)*...
(+G(ii,kk)*sin(V_ang(ii)-V_ang(kk))...
-B(ii,kk)*cos(V_ang(ii)-V_ang(kk)));
end
end
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end
%Diagonal
for ii = 2:n_bus
for kk = 1:n_bus
if ii ~= kk
J1(ii-1,ii-1) = J1(ii-1,ii-1) ...
-V_mag(ii)*V_mag(kk)*(-G(ii,kk)*sin(V_ang(ii)-V_ang(kk))...
+B(ii,kk)*cos(V_ang(ii)-V_ang(kk)));
J3(ii-1,ii-1) = J3(ii-1,ii-1) ...
-V_mag(ii)*V_mag(kk)*(+G(ii,kk)*cos(V_ang(ii)-V_ang(kk))...
+B(ii,kk)*sin(V_ang(ii)-V_ang(kk)));
J2(ii-1,ii-1) = J2(ii-1,ii-1) ...
-V_mag(kk)*(+G(ii,kk)*cos(V_ang(ii)-V_ang(kk))...
+B(ii,kk)*sin(V_ang(ii)-V_ang(kk)));
J4(ii-1,ii-1) = J4(ii-1,ii-1) ...
-V_mag(kk)*(+G(ii,kk)*sin(V_ang(ii)-V_ang(kk))...
-B(ii,kk)*cos(V_ang(ii)-V_ang(kk)));
end
end
J2(ii-1,ii-1) = J2(ii-1,ii-1) - 2*V_mag(ii)*G(ii,ii);
J4(ii-1,ii-1) = J4(ii-1,ii-1) + 2*V_mag(ii)*B(ii,ii);
end
%Calculate Jacobian matrix
for mm = 1:(n_bus-1)
for nn = 1:(n_bus-1)
Ja(mm,nn)
= J1(mm,nn);
Ja(mm,nn+n_bus-1)
= J2(mm,nn);
Ja(mm+n_bus-1,nn)
= J3(mm,nn);
Ja(mm+n_bus-1,nn+n_bus-1) = J4(mm,nn);
end
end
%Calculate dIr and dIm
for ii = 1:n_bus
for kk = 1:n_bus
P_cal(ii) = P_cal(ii) ...
+V_mag(ii)*V_mag(kk)*(G(ii,kk)*cos(V_ang(ii)-V_ang(kk))...
+B(ii,kk)*sin(V_ang(ii)-V_ang(kk)));
Q_cal(ii) = Q_cal(ii) ...
+V_mag(ii)*V_mag(kk)*(G(ii,kk)*sin(V_ang(ii)-V_ang(kk))...
-B(ii,kk)*cos(V_ang(ii)-V_ang(kk)));
end
end
%Calculate dP and dQ
for kk = 2:n_bus
dPQ(kk-1)
= P_sh(kk) - P_cal(kk);
dPQ(kk-1+n_bus-1) = Q_sh(kk) - Q_cal(kk);
end
%Calculate dV and new V
dV = -Ja\dPQ;
for ii = 2:n_bus
V_ang(ii) = V_ang(ii) + dV(ii-1);
V_mag(ii) = V_mag(ii) + dV(ii-1+n_bus-1);
end
%Calculate error
error = max(abs(dPQ));
end
V_mag_flow = V_mag;
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V_ang_flow = V_ang;
end

B.1.4.2

Power-mismatch in complex form

The code below is based on the formulas presented in Table A.6.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Ba_P_Complex(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus = size(BusData,1); %number of buses
V = zeros(n_bus,1);
for mm = 1:n_bus
V(mm) = BusData(mm,2)*exp(1i*BusData(mm,3)*(pi/180));
end
S_sh = (BusData(:,4) + 1i*BusData(:,5))/S_base; %load power in pu
while (error >= tol) && (iter < iter_max) %test for convergence
iter = iter + 1;
%Clear variables for new iteration
J = zeros(n_bus-1);
I = zeros(n_bus,1);
S_cal = zeros(n_bus,1);
dS = zeros(n_bus-1,1);
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
J(ii-1,kk-1) = -V(ii)*conj(Y(ii,kk));
end
end
%Diagonal
for ii = 2:n_bus
for kk = 1:n_bus
I(ii) = I(ii) + V(kk)*Y(ii,kk);
end
J(ii-1,ii-1) = -(V(ii)*conj(Y(ii,ii)) + conj(I(ii)));
end
%Calculation of S_cal
for ii = 2:n_bus
for kk = 1:n_bus
S_cal(ii) = S_cal(ii) + V(ii)*conj(V(kk))*conj(Y(ii,kk));
end
dS(ii-1) = S_sh(ii) - S_cal(ii);
end
%Calculate dV and new V
dV = -J\dS;
for kk = 2:n_bus
V(kk) = V(kk) + conj(dV(kk-1));
end
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%Calculate error
error = max(max(abs(real(dS))),max(abs(imag(dS))));
end
V_mag_flow = abs(V);
V_ang_flow = angle(V);
end

B.1.4.3

Power-mismatch in polar form

The code below is based on the formulas presented in Table A.4.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Ba_P_Polar(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus
V_mag
V_ang
P_sh
Q_sh
Y_mag
Y_ang

=
=
=
=
=
=
=

size(BusData,1); %number of buses
BusData(:,2); %voltage magnitude in pu
BusData(:,3)*(pi/180); %voltage angle in rads
BusData(:,4)/S_base; %load active power in pu
BusData(:,5)/S_base; %load reactive power in pu
abs(Y); %line impedance matrix in pu
angle(Y); %line angle matrix in pu

while (error >= tol) && (iter < iter_max) %test for convergence
iter = iter + 1;
%Clear variables for new iteration
J1 = zeros(n_bus-1); J2 = J1; J3 = J1; J4 = J1;
Ja = zeros((n_bus-1)*2);
P_cal = zeros(n_bus,1); Q_cal = zeros(n_bus,1);
dPQ = zeros((n_bus-1)*2,1);
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1(ii-1,kk-1) = -V_mag(ii)*V_mag(kk)*Y_mag(ii,kk) ...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J3(ii-1,kk-1) = -V_mag(ii)*V_mag(kk)*Y_mag(ii,kk) ...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J2(ii-1,kk-1) = +V_mag(ii) *Y_mag(ii,kk) ...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J4(ii-1,kk-1) = -V_mag(ii) *Y_mag(ii,kk) ...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
end
end
end
%Diagonal
for ii = 2:n_bus
for kk = 1:n_bus
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if ii ~= kk
J1(ii-1,ii-1) = J1(ii-1,ii-1) + V_mag(ii)*V_mag(kk) ...
*Y_mag(ii,kk)*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J3(ii-1,ii-1) = J3(ii-1,ii-1) + V_mag(ii)*V_mag(kk) ...
*Y_mag(ii,kk)*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J2(ii-1,ii-1) = J2(ii-1,ii-1) + V_mag(kk) ...
*Y_mag(ii,kk)*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J4(ii-1,ii-1) = J4(ii-1,ii-1) - V_mag(kk) ...
*Y_mag(ii,kk)*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
end
end
J2(ii-1,ii-1) = J2(ii-1,ii-1) ...
+ 2*V_mag(ii)*Y_mag(ii,ii)*cos(Y_ang(ii,ii));
J4(ii-1,ii-1) = J4(ii-1,ii-1) ...
- 2*V_mag(ii)*Y_mag(ii,ii)*sin(Y_ang(ii,ii));
end
%Calculate Jacobian matrix
for kk = 1:(n_bus-1)
for tt = 1:(n_bus-1)
Ja(kk,tt)
= J1(kk,tt);
Ja(kk,tt+n_bus-1)
= J2(kk,tt);
Ja(kk+n_bus-1,tt)
= J3(kk,tt);
Ja(kk+n_bus-1,tt+n_bus-1) = J4(kk,tt);
end
end
%Calculation of P_cal and Q_cal
for ii = 1:n_bus
for kk = 1:n_bus
P_cal(ii) = P_cal(ii) + V_mag(ii)*V_mag(kk) ...
*Y_mag(ii,kk)*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
Q_cal(ii) = Q_cal(ii) - V_mag(ii)*V_mag(kk) ...
*Y_mag(ii,kk)*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
end
end
%Calculate dP and dQ
for kk = 2:n_bus
dPQ(kk-1)
= P_sh(kk) - P_cal(kk);
dPQ(kk-1+n_bus-1) = Q_sh(kk) - Q_cal(kk);
end
%Calculate dV and new V
dV = Ja\dPQ;
for kk = 2:n_bus
V_ang(kk) = V_ang(kk) + dV(kk-1);
V_mag(kk) = V_mag(kk) + dV(kk-1+n_bus-1);
end
%Calculate error
error = max(abs(dPQ));
end
V_mag_flow = V_mag;
V_ang_flow = V_ang;
end
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B.1.4.4

Power-mismatch in polar form with ZIP load

function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Ba_P_Polar_ZIP2(BusData,Y,S_base,ZIP_para)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus
V_mag
V_ang
P_sh
Q_sh
Y_mag
Y_ang

=
=
=
=
=
=
=

size(BusData,1); %number of buses
BusData(:,2); %voltage magnitude in pu
BusData(:,3); %voltage angle in rads
BusData(:,4)/S_base; %load active power in pu
BusData(:,5)/S_base; %load reactive power in pu
abs(Y); %line impedance matrix in pu
angle(Y); %line angle matrix in pu

while (error >= tol) && (iter < iter_max) %test for convergence
iter = iter + 1;
%Clear variables for new iteration
J1 = zeros(n_bus-1); J2 = J1; J3 = J1; J4 = J1;
Ja = zeros((n_bus-1)*2);
P_cal = zeros(n_bus,1); Q_cal = zeros(n_bus,1);
dPQ = zeros((n_bus-1)*2,1);
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1(ii-1,kk-1) = -V_mag(ii)*V_mag(kk)*Y_mag(ii,kk)...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J3(ii-1,kk-1) = -V_mag(ii)*V_mag(kk)*Y_mag(ii,kk)...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J2(ii-1,kk-1) =

V_mag(ii)*
Y_mag(ii,kk)...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));

J4(ii-1,kk-1) = -V_mag(ii)*
Y_mag(ii,kk)...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
end
end
end
%Diagonal
for ii = 2:n_bus
for kk = 1:n_bus
if ii ~= kk
J1(ii-1,ii-1) = J1(ii-1,ii-1) ...
+V_mag(ii)*V_mag(kk)*Y_mag(ii,kk)...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J3(ii-1,ii-1) = J3(ii-1,ii-1) ...
+V_mag(ii)*V_mag(kk)*Y_mag(ii,kk)...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
J2(ii-1,ii-1) = J2(ii-1,ii-1) ...
+
V_mag(kk)*Y_mag(ii,kk)...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
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J4(ii-1,ii-1) = J4(ii-1,ii-1) ...
V_mag(kk)*Y_mag(ii,kk)...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk));
end
end
J2(ii-1,ii-1) = J2(ii-1,ii-1) ...
+2*V_mag(ii)*Y_mag(ii,ii)*cos(Y_ang(ii,ii));
J4(ii-1,ii-1) = J4(ii-1,ii-1) ...
-2*V_mag(ii)*Y_mag(ii,ii)*sin(Y_ang(ii,ii));
end
%Calculate Jacobian matrix
for kk = 1:(n_bus-1)
for tt = 1:(n_bus-1)
Ja(kk,tt)
= J1(kk,tt);
Ja(kk,tt+n_bus-1)
= J2(kk,tt);
Ja(kk+n_bus-1,tt)
= J3(kk,tt);
Ja(kk+n_bus-1,tt+n_bus-1) = J4(kk,tt);
end
end
%Calculation of P_cal Q_cal
for ii = 1:n_bus
for kk = 1:n_bus
P_cal(ii) = P_cal(ii) + (V_mag(kk)*Y_mag(ii,kk)...
*cos(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk)))...
*(ZIP_para(ii,1)*V_mag(ii)...
+ZIP_para(ii,2)...
+ZIP_para(ii,3)/V_mag(ii));
Q_cal(ii) = Q_cal(ii) - (V_mag(kk)*Y_mag(ii,kk)...
*sin(Y_ang(ii,kk)-V_ang(ii)+V_ang(kk)))...
*(ZIP_para(ii,4)*V_mag(ii)...
+ZIP_para(ii,5)...
+ZIP_para(ii,6)/V_mag(ii));
end
end
%Calculate dP and dQ
for kk = 2:n_bus
dPQ(kk-1)
= P_sh(kk) - P_cal(kk);
dPQ(kk-1+n_bus-1) = Q_sh(kk) - Q_cal(kk);
end
%Calculate dV and new V
dV = Ja\dPQ;
for kk = 2:n_bus
V_ang(kk) = V_ang(kk) + dV(kk-1);
V_mag(kk) = V_mag(kk) + dV(kk-1+n_bus-1);
end
%Calculate error
error = max(abs(dPQ));
end
V_mag_flow = V_mag;
V_ang_flow = V_ang;
end
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B.2
B.2.1

Unbalanced 3-phase power flow analysis
Initial input values

The initial input values are based on the specific network. The values in the code
below is based on the 20-bus benchmark network described in the simulation of
Section 4.4.
LoadBusPhase = [
1 0 0 0;
2 0 0 0;
3 0 0 0;
4 0 0 0;
5 0 0 0;
6 1 0 0;
7 1 1 1;
8 0 0 1;
9 0 1 0;
10 0 0 0;
11 0 0 1;
12 1 1 1;
13 0 0 0;
14 1 0 0;
15 0 1 0;
16 0 0 0;
17 1 1 1;
18 0 0 0;
19 1 1 1;
20 0 0 0];
%-------------------------------------------------------------------------Length = 0.03; %km
R1 = [0.616,0.131,0.141; 0.131,0.628,0.147; 0.141,0.147,0.650]*Length; %Ohm
X1 = [0.588,0.306,0.245; 0.306,0.566,0.276; 0.245,0.276,0.527]*Length; %Ohm
R2 = [1.457,0.143,0.152; 0.143,1.469,0.159; 0.152,0.159,1.490]*Length; %Ohm
X2 = [0.728,0.417,0.367; 0.417,0.720,0.405; 0.367,0.405,0.704]*Length; %Ohm
R3 = [2.137,0.125,0.133; 0.125,2.146,0.138; 0.133,0.138,2.163]*Length; %Ohm
X3 = [0.776,0.453,0.406; 0.453,0.771,0.447; 0.406,0.447,0.762]*Length; %Ohm
S_base = 100e3; %base power
V_line_rms = 400;
V_base = V_line_rms/sqrt(3); %base voltage
%BranchData---------------------------------------------------------------BranchData = {
1, 2,R1,X1;
2, 3,R1,X1;
3, 4,R1,X1;
3,10,R2,X2;
4, 5,R1,X1;
5, 6,R1,X1;
5,15,R2,X2;
6, 7,R1,X1;
7, 8,R1,X1;
8, 9,R1,X1;
8,19,R3,X3;
9,20,R3,X3; 10,14,R3,X3;
10,11,R2,X2; 11,13,R3,X3; 11,12,R3,X3;
15,18,R3,X3; 15,16,R2,X2; 16,17,R3,X3};
%PQ scheduled-------------------------------------------------------------PSH = [...
1, 0, 0, 0; 2, 0, 0, 0; 3, 0, 0, 0;
4, 0, 0, 0; 5, 0, 0, 0; 6,5e3, 0, 0;
7,4e3,5e3,6e3; 8, 0, 0,4e3; 9, 0,6e3, 0;
10, 0, 0, 0; 11, 0, 0,5e3; 12,6e3,4e3,5e3;
13, 0, 0, 0; 14,4e3, 0, 0; 15, 0,6e3, 0;
16, 0, 0, 0; 17,5e3,4e3,6e3; 18, 0, 0, 0;
19,6e3,5e3,4e3; 20, 0, 0, 0];
QSH = [...
1,
0,
0,
0; 2,
0,
0,
0; 3,
0,
0,
0;
4,
0,
0,
0; 5,
0,
0,
0; 6,1.6e3,
0,
0;
7,1.3e3,1.6e3,1.9e3; 8,
0,
0,1.3e3; 9,
0,1.9e3,
0;
10,
0,
0,
0; 11,
0,
0,1.6e3; 12,1.9e3,1.3e3,1.6e3;
13,
0,
0,
0; 14,1.3e3,
0,
0; 15,
0,1.9e3,
0;
16,
0,
0,
0; 17,1.6e3,1.3e3,1.9e3; 18,
0,
0,
0;
19,1.9e3,1.6e3,1.3e3; 20,
0,
0,
0];
PSH(:,[2 3 4]) = -PSH(:,[2 3 4])*2;
QSH(:,[2 3 4]) = -QSH(:,[2 3 4])*2;
%BusData define-----------------------------------------------------------%[1]Bus# [2]V(pu) [3]Angle(rad) [4]P [5]Q
BusData = cell(20,7);
for nh = 1:20

194

BusData{nh,1}
BusData{nh,2}
BusData{nh,3}
BusData{nh,4}
BusData{nh,5}

=
=
=
=
=

nh; %Bus number
[1;1;1]; %Voltage pu
[0;-120;120]; %Angle in deg
zeros(3,1); %P_sh
zeros(3,1); %Q_sh

end
%Swing bus voltage
SwingBus_pu = [1.04,1.03,1.00];
BusData{1,2} = SwingBus_pu’;
%Scheduled for Loads
for nn = 1:20
for ty = 1:3
BusData{nn,4}(ty) = PSH(nn,ty+1)*LoadBusPhase(nn,ty+1);
BusData{nn,5}(ty) = QSH(nn,ty+1)*LoadBusPhase(nn,ty+1);
end
end

B.2.2

Bus admittance matrix

function [Y] = Fun_Y_Un(BranchData,S_base,V_base)
Z_base = 3*(V_base^2)/S_base; %Ohm
n_branch = size(BranchData,1);
y = cell(n_branch,1);
for tt = 1:n_branch
y{tt} = inv((BranchData{tt,3} + 1i*BranchData{tt,4})/Z_base); %pu
end
bus_i = BranchData(:,1);
bus_k = BranchData(:,2);
%Determin n_bus
n_bus = 1;
for kk = 1:n_branch
if max(bus_i{kk},bus_k{kk}) > n_bus
n_bus = max(bus_i{kk},bus_k{kk});
end
end
%Create Y
Y = cell(n_bus);
for kk = 1:n_bus
for tt = 1:n_bus
Y{kk,tt} = zeros(3);
end
end
%Off-diagonal
for ii = 1:n_bus
for mm = 1:n_branch
if bus_i{mm} == ii
Y{bus_i{mm},bus_k{mm}} = -y{mm};
Y{bus_k{mm},bus_i{mm}} = -y{mm};
end
end
end
%Diagonal
for ii = 1:n_bus
for kk = 1:n_bus
if ii ~= kk
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Y{ii,ii} = Y{ii,ii} - Y{ii,kk};
end
end
end
end

B.2.3

Current-mismatch and power-mismatch formulations

B.2.3.1

Current-mismatch in rectangular form

The code below is based on the formulas presented in Table 4.6.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Un_I_Rectangular(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus = size(BusData,1); %number of buses
for kk = 1:n_bus
BusData{kk,3} = BusData{kk,3}*(pi/180);
BusData{kk,4} = BusData{kk,4}/(S_base/3);
BusData{kk,5} = BusData{kk,5}/(S_base/3);
end
V_mag = BusData(:,2); %cell(n_bus,1) array(3,1)
V_ang = BusData(:,3); %cell(n_bus,1) array(3,1)
P_sh = BusData(:,4); %cell(n_bus,1) array(3,1)
Q_sh = BusData(:,5); %cell(n_bus,1) array(3,1)
G = cell(n_bus);
B = cell(n_bus);
for kk = 1:n_bus
for tt = 1:n_bus
G{kk,tt} = real(Y{kk,tt}); %cell(n_bus) array(3x3)
B{kk,tt} = imag(Y{kk,tt}); %cell(n_bus) array(3x3)
end
end
%Start calculation
while (error >= tol) && (iter < iter_max)
iter = iter + 1;
%Clear variables for new iteration
J1 = cell(n_bus-1); %cell(n_bus-1) array(0x0)
dV = cell((n_bus-1),1); %cell(n_bus-1) array(0x0)
for kk = 1:(n_bus-1)
dV{kk} = zeros(3,1); %cell(n_bus-1,1) array(3x1)
for tt = 1:(n_bus-1)
J1{kk,tt} = zeros(3,3); %cell(n_bus-1) array(3x3)
end
end
J2 = J1; J3 = J1; J4 = J1;
Ja = cell((n_bus-1)*2); %cell((n_bus-1)*2) array(0x0)
dI = cell((n_bus-1)*2,1); %cell((n_bus-1)*2,1) array(0x0)
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for kk = 1:((n_bus-1)*2)
dI{kk,1} = zeros(3,1); %cell((n_bus-1)*2,1) array(3x1)
for tt = 1:((n_bus-1)*2)
Ja{kk,tt} = zeros(3,3); %cell((n_bus-1)*2) array(3x3)
end
end
dIr = cell(n_bus,1); %cell(n_bus,1) array(1,1)
for kk = 1:n_bus
dIr{kk,1} = zeros(3,1); %cell(n_bus,1) array(3,1)
end
dIm = dIr; %cell(n_bus,1) array(3,1)
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1{ii-1,kk-1} = ...
+(G{ii,kk}*diag(sin(V_ang{kk}))+B{ii,kk}*diag(cos(V_ang{kk})))...
*diag(V_mag{kk});
J3{ii-1,kk-1} = ...
-(G{ii,kk}*diag(cos(V_ang{kk}))-B{ii,kk}*diag(sin(V_ang{kk})))...
*diag(V_mag{kk});
J2{ii-1,kk-1} = ...
-(G{ii,kk}*diag(cos(V_ang{kk}))-B{ii,kk}*diag(sin(V_ang{kk})));
J4{ii-1,kk-1} = ...
-(G{ii,kk}*diag(sin(V_ang{kk}))+B{ii,kk}*diag(cos(V_ang{kk})));
end
end
end
%Diagonal
for ii = 2:n_bus
J1{ii-1,ii-1} = ...
+(G{ii,ii}*diag(sin(V_ang{ii}))+B{ii,ii}*diag(cos(V_ang{ii})))...
*diag(V_mag{ii})...
-(((P_sh{ii}.*sin(V_ang{ii})-Q_sh{ii}.*cos(V_ang{ii}))...
./(V_mag{ii}))*[1,1,1]).’;
J3{ii-1,ii-1} = ...
-(G{ii,ii}*diag(cos(V_ang{ii}))-B{ii,ii}*diag(sin(V_ang{ii})))...
*diag(V_mag{ii})...
+(((P_sh{ii}.*cos(V_ang{ii})+Q_sh{ii}.*sin(V_ang{ii}))...
./(V_mag{ii}))*[1,1,1]).’;
J2{ii-1,ii-1} = ...
-(G{ii,ii}*diag(cos(V_ang{ii}))-B{ii,ii}*diag(sin(V_ang{ii})))...
-(((P_sh{ii}.*cos(V_ang{ii})+Q_sh{ii}.*sin(V_ang{ii}))...
./(V_mag{ii}.^2))*[1,1,1]).’;
J4{ii-1,ii-1} = ...
-(G{ii,ii}*diag(sin(V_ang{ii}))+B{ii,ii}*diag(cos(V_ang{ii})))...
-(((P_sh{ii}.*sin(V_ang{ii})-Q_sh{ii}.*cos(V_ang{ii}))...
./(V_mag{ii}.^2))*[1,1,1]).’;
end
%Calculate Jacobian matrix
for mm = 1:(n_bus-1)
for nn = 1:(n_bus-1)
Ja{mm,nn}
= J1{mm,nn};
Ja{mm,nn+n_bus-1}
= J2{mm,nn};
Ja{mm+n_bus-1,nn}
= J3{mm,nn};
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Ja{mm+n_bus-1,nn+n_bus-1} = J4{mm,nn};
end
end
%Calculate dIr and dIm
for ii = 1:n_bus
for kk = 1:n_bus
dIr{ii} = dIr{ii} ...
-(G{ii,kk}*diag(cos(V_ang{kk}))-B{ii,kk}*diag(sin(V_ang{kk})))...
*diag(V_mag{kk})*[1;1;1];
dIm{ii} = dIm{ii} ...
-(G{ii,kk}*diag(sin(V_ang{kk}))+B{ii,kk}*diag(cos(V_ang{kk})))...
*diag(V_mag{kk})*[1;1;1];
end
dIr{ii} = dIr{ii} ...
+(P_sh{ii}.*cos(V_ang{ii}) + Q_sh{ii}.*sin(V_ang{ii}))./V_mag{ii};
dIm{ii} = dIm{ii} ...
+(P_sh{ii}.*sin(V_ang{ii}) - Q_sh{ii}.*cos(V_ang{ii}))./V_mag{ii};
end
%Combine dIr and dIm to dI
for ii = 2:n_bus
dI{ii-1}
= dIr{ii};
dI{ii-1+n_bus-1} = dIm{ii};
end
%Calculate dV and new V
Jaa = zeros((n_bus-1)*2*3);
dII = zeros((n_bus-1)*2*3,1);
for kk = 1:((n_bus-1)*2)
for tt = 1:((n_bus-1)*2)
for uu = 1:3
for mm = 1:3
Jaa((kk-1)*3+uu,(tt-1)*3+mm) = Ja{kk,tt}(uu,mm);
end
end
end
end
for kk = 1:((n_bus-1)*2)
for uu = 1:3
dII((kk-1)*3+uu,1) = dI{kk}(uu,1);
end
end
dVV = -Jaa\dII;
for kk = 1:((n_bus-1)*2)
for uu = 1:3
dV{kk}(uu,1) = dVV((kk-1)*3+uu,1);
end
end
for ii = 2:n_bus
V_ang{ii} = V_ang{ii} + dV{ii-1};
V_mag{ii} = V_mag{ii} + dV{ii-1+n_bus-1};
end
%Calculate error
error = max(abs(dII));
end
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V_mag_flow = V_mag;
V_ang_flow = V_ang;
end

B.2.3.2

Power-mismatch in polar form

The code below is based on the formulas presented in Table 4.5.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Un_P_Polar(BusData,Y,S_base)
tol
= 1e-6;
iter_max = 50;
error
= 1; %initial value = 1
iter
= 0; %iteration counter
n_bus = size(BusData,1); %number of buses
for kk = 1:n_bus
BusData{kk,3} = BusData{kk,3}*(pi/180);
BusData{kk,4} = BusData{kk,4}/(S_base/3);
BusData{kk,5} = BusData{kk,5}/(S_base/3);
end
V_mag = BusData(:,2); %voltage magnitude in pu
V_ang = BusData(:,3); %voltage angle in rads
P_sh = BusData(:,4); %load active power in pu
Q_sh = BusData(:,5); %load reactive power in pu
Y_mag = cell(n_bus);
Y_ang = cell(n_bus);
for kk = 1:n_bus
for tt = 1:n_bus
Y_mag{kk,tt} =
abs(Y{kk,tt}); %cell(n_bus) array(3x3)
Y_ang{kk,tt} = angle(Y{kk,tt}); %cell(n_bus) array(3x3)
end
end
while (error >= tol) && (iter < iter_max) %test for convergence
iter = iter + 1;
%Clear variables for new iteration
J1 = cell(n_bus-1); %cell(n_bus-1) array(0x0)
dV = cell((n_bus-1),1); %cell(n_bus-1) array(0x0)
for kk = 1:(n_bus-1)
dV{kk} = zeros(3,1); %cell(n_bus-1,1) array(3x1)
for tt = 1:(n_bus-1)
J1{kk,tt} = zeros(3,3); %cell(n_bus-1) array(3x3)
end
end
J2 = J1; J3 = J1; J4 = J1;
Ja = cell((n_bus-1)*2); %cell((n_bus-1)*2) array(0x0)
dPQ = cell((n_bus-1)*2,1); %cell((n_bus-1)*2,1) array(0x0)
for kk = 1:((n_bus-1)*2)
dPQ{kk,1} = zeros(3,1); %cell((n_bus-1)*2,1) array(3x1)
for tt = 1:((n_bus-1)*2)
Ja{kk,tt} = zeros(3,3); %cell((n_bus-1)*2) array(3x3)
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end
end
P_cal = cell(n_bus,1); %cell(n_bus,1) array(1,1)
for kk = 1:n_bus
P_cal{kk,1} = zeros(3,1); %cell(n_bus,1) array(3,1)
end
Q_cal = P_cal; %cell(n_bus,1) array(3,1)
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1{ii-1,kk-1} = ...
-(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
J3{ii-1,kk-1} = ...
-(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
J2{ii-1,kk-1} = ...
+(V_mag{ii}*[1,1,1])
.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
J4{ii-1,kk-1} = ...
-(V_mag{ii}*[1,1,1])
.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
end
end
end
%Diagonal
for ii = 2:n_bus
for kk = 1:n_bus
if ii ~= kk
J1{ii-1,ii-1} = J1{ii-1,ii-1} ...
+(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
J3{ii-1,ii-1} = J3{ii-1,ii-1} ...
+(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
J2{ii-1,ii-1} = J2{ii-1,ii-1} ...
+
(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
J4{ii-1,ii-1} = J4{ii-1,ii-1} ...
(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
end
end
J2{ii-1,ii-1} = J2{ii-1,ii-1} + 2*(V_mag{ii}*[1,1,1]).*Y_mag{ii,ii}...
.*cos(Y_ang{ii,ii}-V_ang{ii}*[1,1,1]+(V_ang{ii}*[1,1,1])’);
J4{ii-1,ii-1} = J4{ii-1,ii-1} - 2*(V_mag{ii}*[1,1,1]).*Y_mag{ii,ii}...
.*sin(Y_ang{ii,ii}-V_ang{ii}*[1,1,1]+(V_ang{ii}*[1,1,1])’);
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end
%Calculate Jacobian matrix
for mm = 1:(n_bus-1)
for nn = 1:(n_bus-1)
Ja{mm,nn}
= J1{mm,nn};
Ja{mm,nn+n_bus-1}
= J2{mm,nn};
Ja{mm+n_bus-1,nn}
= J3{mm,nn};
Ja{mm+n_bus-1,nn+n_bus-1} = J4{mm,nn};
end
end
%Calculation of P_cal Q_cal
for ii = 1:n_bus
for kk = 1:n_bus
P_cal{ii} = P_cal{ii} ...
+(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’)*[1;1;1];
Q_cal{ii} = Q_cal{ii} ...
-(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’)*[1;1;1];
end
end
%Calculate dP and dQ
for kk = 2:n_bus
dPQ{kk-1}
= P_sh{kk} - P_cal{kk};
dPQ{kk-1+n_bus-1} = Q_sh{kk} - Q_cal{kk};
end
%Calculate dV and new V
Jaa = zeros((n_bus-1)*2*3);
dPQQ = zeros((n_bus-1)*2*3,1);
for kk = 1:((n_bus-1)*2)
for tt = 1:((n_bus-1)*2)
for uu = 1:3
for mm = 1:3
Jaa((kk-1)*3+uu,(tt-1)*3+mm) = Ja{kk,tt}(uu,mm);
end
end
end
end
for kk = 1:((n_bus-1)*2)
for uu = 1:3
dPQQ((kk-1)*3+uu,1) = dPQ{kk}(uu,1);
end
end
%Calculate dV and new V
dVV = Jaa\dPQQ;
for kk = 1:((n_bus-1)*2)
for uu = 1:3
dV{kk}(uu,1) = dVV((kk-1)*3+uu,1);
end
end
for ii = 2:n_bus
V_ang{ii} = V_ang{ii} + dV{ii-1};
V_mag{ii} = V_mag{ii} + dV{ii-1+n_bus-1};
end
%Calculate error
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error = max(abs(dPQQ));
end
V_mag_flow = V_mag;
V_ang_flow = V_ang;
end

B.2.3.3

Power-mismatch in polar form with ZIP load

The values in the code below is based on the simulation for Z, I, P and ZIP load in
Section 4.4.
ZIP_para = zeros(20,6);
ZIP_para(:,[1 4]) = 1; %P-load
ZIP_para( 6,:) = [ 0
0
1, 0
0
1];
ZIP_para(11,:) = [ 0
0
1, 0
0
1];
ZIP_para(17,:) = [ 0
0
1, 0
0
1];
ZIP_para( 7,:) = [ 0
1
0, 0
1
0];
ZIP_para( 9,:) = [ 0
1
0, 0
1
0];
ZIP_para(14,:) = [ 0
1
0, 0
1
0];
ZIP_para(19,:) = [0.4,0.5,0.1,0.3,0.6,0.1];

%Z-load
%Z-load
%Z-load
%I-load
%I-load
%I-load

The code below is based on the formulas presented in Tables 4.5 and 4.7.
function [V_mag_flow,V_ang_flow] = ...
Fun_PowerFlow_Un_P_Polar_ZIP(BusData,Y,S_base,ZIP_para)
tol
iter_max
error
iter

=
=
=
=

1e-6;
50;
1; %initial value = 1
0; %iteration counter

n_bus = size(BusData,1); %number of buses
for kk = 1:n_bus
BusData{kk,3} = BusData{kk,3}*(pi/180);
BusData{kk,4} = BusData{kk,4}/(S_base/3);
BusData{kk,5} = BusData{kk,5}/(S_base/3);
end
V_mag = BusData(:,2); %voltage magnitude in pu
V_ang = BusData(:,3); %voltage angle in rads
P_sh = BusData(:,4); %load active power in pu
Q_sh = BusData(:,5); %load reactive power in pu
Y_mag = cell(n_bus);
Y_ang = cell(n_bus);
for kk = 1:n_bus
for tt = 1:n_bus
Y_mag{kk,tt} =
abs(Y{kk,tt}); %cell(n_bus) array(3x3)
Y_ang{kk,tt} = angle(Y{kk,tt}); %cell(n_bus) array(3x3)
end
end
while (error >= tol) && (iter < iter_max) %test for convergence
iter = iter + 1;
%Clear variables for new iteration
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J1 = cell(n_bus-1); %cell(n_bus-1) array(0x0)
dV = cell((n_bus-1),1); %cell(n_bus-1) array(0x0)
for kk = 1:(n_bus-1)
dV{kk} = zeros(3,1); %cell(n_bus-1,1) array(3x1)
for tt = 1:(n_bus-1)
J1{kk,tt} = zeros(3,3); %cell(n_bus-1) array(3x3)
end
end
J2 = J1; J3 = J1; J4 = J1;
Ja = cell((n_bus-1)*2); %cell((n_bus-1)*2) array(0x0)
dPQ = cell((n_bus-1)*2,1); %cell((n_bus-1)*2,1) array(0x0)
for kk = 1:((n_bus-1)*2)
dPQ{kk,1} = zeros(3,1); %cell((n_bus-1)*2,1) array(3x1)
for tt = 1:((n_bus-1)*2)
Ja{kk,tt} = zeros(3,3); %cell((n_bus-1)*2) array(3x3)
end
end
P_cal = cell(n_bus,1); %cell(n_bus,1) array(1,1)
for kk = 1:n_bus
P_cal{kk,1} = zeros(3,1); %cell(n_bus,1) array(3,1)
end
Q_cal = P_cal; %cell(n_bus,1) array(3,1)
%Off-diagonal
for ii = 2:n_bus
for kk = 2:n_bus
if ii ~= kk
J1{ii-1,kk-1} = ...
-(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
J3{ii-1,kk-1} = ...
-(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
J2{ii-1,kk-1} = ...
+(V_mag{ii}*[1,1,1])
.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
J4{ii-1,kk-1} = ...
-(V_mag{ii}*[1,1,1])
.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-(V_ang{ii}*[1,1,1])+(V_ang{kk}*[1,1,1])’);
end
end
end
%Diagonal
for ii = 2:n_bus
for kk = 1:n_bus
if ii ~= kk
J1{ii-1,ii-1} = J1{ii-1,ii-1} ...
+(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
J3{ii-1,ii-1} = J3{ii-1,ii-1} ...
+(V_mag{ii}*[1,1,1]).*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
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.*cos(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
J2{ii-1,ii-1} = J2{ii-1,ii-1} ...
+
(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
J4{ii-1,ii-1} = J4{ii-1,ii-1} ...
(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]+(V_ang{kk}*[1,1,1])’);
end
end
J2{ii-1,ii-1} = J2{ii-1,ii-1} + 2*(V_mag{ii}*[1,1,1]).*Y_mag{ii,ii}...
.*cos(Y_ang{ii,ii}-V_ang{ii}*[1,1,1]+(V_ang{ii}*[1,1,1])’);
J4{ii-1,ii-1} = J4{ii-1,ii-1} - 2*(V_mag{ii}*[1,1,1]).*Y_mag{ii,ii}...
.*sin(Y_ang{ii,ii}-V_ang{ii}*[1,1,1]+(V_ang{ii}*[1,1,1])’);
end
%Calculate Jacobian matrix
for mm = 1:(n_bus-1)
for nn = 1:(n_bus-1)
Ja{mm,nn}
= J1{mm,nn};
Ja{mm,nn+n_bus-1}
= J2{mm,nn};
Ja{mm+n_bus-1,nn}
= J3{mm,nn};
Ja{mm+n_bus-1,nn+n_bus-1} = J4{mm,nn};
end
end
%Calculation of P_cal Q_cal================================================
for ii = 1:n_bus
for kk = 1:n_bus
P_cal{ii} = P_cal{ii} ...
+((ZIP_para(ii,1)*V_mag{ii}...
+ZIP_para(ii,2)*[1;1;1]...
+ZIP_para(ii,3)*[1;1;1]./V_mag{ii})*[1,1,1])...
.*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*cos(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]...
+(V_ang{kk}*[1,1,1])’)...
*[1;1;1];
Q_cal{ii} = Q_cal{ii} ...
-((ZIP_para(ii,4)*V_mag{ii}...
+ZIP_para(ii,5)*[1;1;1]...
+ZIP_para(ii,6)*[1;1;1]./V_mag{ii})*[1,1,1])...
.*(V_mag{kk}*[1,1,1])’.*Y_mag{ii,kk}...
.*sin(Y_ang{ii,kk}-V_ang{ii}*[1,1,1]...
+(V_ang{kk}*[1,1,1])’)...
*[1;1;1];
end
end
%Calculate dP and dQ=======================================================
for kk = 2:n_bus
dPQ{kk-1}
= P_sh{kk} - P_cal{kk};
dPQ{kk-1+n_bus-1} = Q_sh{kk} - Q_cal{kk};
end
%Calculate dV and new V====================================================
Jaa = zeros((n_bus-1)*2*3);
dPQQ = zeros((n_bus-1)*2*3,1);
for kk = 1:((n_bus-1)*2)
for tt = 1:((n_bus-1)*2)
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for uu = 1:3
for mm = 1:3
Jaa((kk-1)*3+uu,(tt-1)*3+mm) = Ja{kk,tt}(uu,mm);
end
end
end
end
for kk = 1:((n_bus-1)*2)
for uu = 1:3
dPQQ((kk-1)*3+uu,1) = dPQ{kk}(uu,1);
end
end
%Calculate dV and new V
dVV = Jaa\dPQQ;
for kk = 1:((n_bus-1)*2)
for uu = 1:3
dV{kk}(uu,1) = dVV((kk-1)*3+uu,1);
end
end
for ii = 2:n_bus
V_ang{ii} = V_ang{ii} + dV{ii-1};
V_mag{ii} = V_mag{ii} + dV{ii-1+n_bus-1};
end
%Calculate error
error = max(abs(dPQQ));
end
V_mag_flow = V_mag;
V_ang_flow = V_ang;
end
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