seasonal maximum SWE is found to be the introduction of the time-varying albedo formulation and the increase in fresh snow albedo. Minor improvement is obtained by reducing nighttime sublimation through adjusting stable-boundary-layer surface exchange coefficient. Modifying the surface roughness length over snow surface and adding a terrain slope and orientation adjustment for radiation has little effect on average SWE simulation for the entire modeling domain. The net effect of all changes is to improve the magnitude and timing of seasonal maximum SWE, but the snow period end is now somewhat too long. Adding the terrain slope and orientation effects does have an effect on surface energy components depending on the cell slope and orientation.
Introduction
The snowpack evolution in the Rocky Mountains of the Western United States directly affects the hydrologic resources of the millions of people who rely on the Colorado River. According to Edwards and Redmond (2005) , on average, 85% of the streamflow in the Colorado River comes from snowmelt in high mountain regions in the upper portion of the basin. However, the seasonal evolution of snowpack in the Colorado River basin (i.e. accumulation and ablation) exhibits significant interannual variability.
Furthermore, several portions of the western U.S. are presently exhibiting significant decreases in peak snow pack accumulation, earlier dates of peak runoff, longer frost-free periods and lower summertime streamflow values, presumably in response to long-term climate change (e.g., Easterling 2002; Milly et al. 2005; Hamlet et al. 2007; Mote 2006; Barnett et al. 2008; Hidalgo et al. 2009) . Although inter-model differences are substantial, the consensus of climate models participating in the 4th Assessment Report of the Inter-Governmental Panel on Climate Change (IPCC-2007) climate model projections suggest that much of the western U.S. will experience increased warm season aridity due to higher temperatures and evaporative demand (Hoerling et al. 2007; Seager et al. 2007; Hoerling and Eischeid 2008) . Taking into account rapidly increasing demand for Colorado River water from fast-growing population centers in the southwest, improving predictive capabilities of snowpack processes in models is imperative for comprehensive water resource management.
To assess impact of future climate change on snowpack in the headwater region of the Colorado Rockies, a high-resolution (3-km) regional climate model, based on the Weather Research and Forecast (WRF) model coupled to the Noah land surface model (LSM), was recently applied for multi-year snow-season simulations (Rasmussen et al. 2009 ). While the WRF/Noah model simulated winter precipitation verified well against SNOTEL observations, the snowpack characteristics modeled by the Noah LSM exhibited a too-early snow-period end, and too low and too early seasonal maximum snow water equivalent. Past studies have found a negative bias in the Noah representation of total snow water equivalent (SWE) and snow cover extent, and in the timing of spring snow depletion. Sheffield et al. (2003) found that over the United States, Noah tended to under estimate snow cover extent by about 22%. For mountainous regions, the under prediction was as much as 65%. Noah also tended to have a shorter annual snow period (later start and earlier end) than observations. Livneh et al. (2009) also showed that compared to satellite and ground-based observations Noah underestimates SWE and snow cover extent throughout the United States. Nevertheless, this seems a common weakness in land surface models. For instance, the four LSMs in NLDAS (Noah, MOSAIC, VIC, and SAC) were found to under predict seasonal maximum SWE during a three-year period (Pan et al. 2003) . In their pan-Arctic hydrology study, Slater et al. (2007) found that Noah had similar performance to other models (VIC, CHASM, CLM, and ECMWF) in simulated seasonal SWE mean square error. Although CLM performed the best in SWE bias, SWE was too high in the early snow season and too low in melt phase. Slater et al. (2007) also found that the Noah prediction of the mean end day of seasonal snowpack had a slight high bias, but performed as well or better than the other LSMs in their study.
The community Noah LSM has been widely used in weather and regional climate models (Chen et al. 1996; Chen and Dudhia 2001; Ek et al. 2003; Leung et al. 2005 Leung et al. , 2006 Jiang et al. 2008) . It is currently used in the prediction models of the National Centers for Environmental Prediction and in land data assimilation systems such as the North America Land Data Assimilation System (Mitchell et al. 2004 ) and the Land Information System (Peters-Lidard et al. 2007) . Therefore, the goal of this paper is to address the early-snow melt problem in Noah over the mountainous Colorado Rocky regions by incrementally adding modifications to the Noah land surface model. Models used for snowpack prediction vary substantially from complex model such as SNTHERM (Jordan 1991) , which considers multiple snow layers, solar radiation penetration, liquid water retention and snow grain growth, to simple single-layer models with minimal parameters (e.g., Essery and Etchevers 2004) . Noah can be considered on the low complexity side of the snow model spectrum, and a community effort to include multilayer snowpack model based is underway (Niu et al. 2009 ). However, this study will only focus on improving the publically available Noah V3.0, whose inherent limitations include its single snow layer, lack of snow water retention, and snowmelt based on residual energy from the surface energy balance. Noah does consider patchy fractional snow cover, snowpack heat flux, and spatially varying snow albedo. One important purpose of this study is to understand the extent to which a simple vegetation-snow blended model can be improved to represent seasonal evolution of snowpack, because this type of snow model is commonly used in weather and regional climate models. We also seek to understand the physical processes and model parameters that significantly contribute to sensibly modeling partitioning of incoming energy at snow surface and surface-atmospheric exchange. Model results are compared to available observationbased data assimilation output and ground-based observations. This paper is organized as follows: Section 2 describes the modeling setup and observations used for comparison; Section 3 presents the results of the control simulation and identifies the deficiencies addressed in the study; Section 4 describes each of the model modifications; Section 5 compares the incremental model modification results to observations; and the conclusions are presented in Section 6.
Model Setup and Observations

Noah land surface model
Surface processes are simulated using the Noah land surface model (Chen et al. 1996; Chen and Dudhia 2001; Ek et al. 2003) , which is based on a diurnally dependent Penman potential evaporation approach, a multi-layer soil model, and a primitive canopy model. Noah has been extended to include a modestly complex canopy resistance and frozen ground physics. When snow is present, Noah considers a blended snowvegetation-soil layer and simulates the snow accumulation, sublimation, melting, and heat exchange at snow-atmosphere and snow-soil interfaces, based on a simple snow parameterization of Koren et al. (1999) . Noah does not have independent snow layers, nor does Noah have a canopy snow interception component.
The Noah LSM has been implemented and tested extensively in both offline modes and land data assimilation systems (e.g., Chen et al. 1996; Chen and Mitchell 1999; Mitchell et al. 2004; Wood et al. 1998; Boone et al. 2004; Chen 2005) , and coupled modes such as the MM5 and Weather Research and Forecasting (WRF; Skamarock et al. 2008 ) model and several National Centers for Environmental Prediction (NCEP) weather and climate models (Chen et al. 1997; Chen and Dudhia 2001; Yucel et al. 1998; Marshall et al. 2002; Ek et al. 2003) . Noah can be executed in offline or coupled mode and provides fluxes of energy and water, including snow sublimation and snow melt, from the land surface, while also maintaining stores of water, including snow pack, and energy in four or more soil layers. Noah also requires several input parameter datasets that are based on in-situ or satellite observations.
High Resolution Land Data Assimilation System
For this study, Noah model simulations are conducted using the High Resolution Land Data Assimilation System (HRLDAS; Chen et al. 2007 ). The HRLDAS was developed to provide consistent land-surface input fields for WRF (or any mesoscale or global model) that are on the same model grid and have had time to develop their equilibrium climatology, a process that takes up to several years and thus cannot be reasonably handled within the much more computationally expensive WRF framework (Chen et al. 2007 ). To run the HRLDAS, land surface properties and atmospheric forcing data are required. The HRLDAS is flexible enough to use a wide variety of satellite, radar, model, and in-situ inputs and can also be used, as it is in this study, simply as a driver for Noah. All of the above variables are difficult to obtain over such a large area and at a high spatial resolution. However, it is possible to get accurate observations of solar radiation through GOES satellite measurements (Pinker and Laslo 1992) . Since the HRLDAS can readily use these observations when available, downward solar forcing is taken from the GOES surface downward flux historical database (available at http://www.atmos.umd.edu/~srb). These data are available hourly and at a horizontal resolution of 0.5°, which is then downscaled to the HRLDAS 2km grid.
As a validation of the WRF precipitation, Figure 2 shows a scatter plot of total accumulated WRF precipitation versus accumulated SNOTEL precipitation for the ninemonth simulation period. Although there is spread in the data, no obvious bias or dependence on terrain height is displayed except for a low model bias for SNOTEL locations receiving greater than 1000mm of precipitation.
SNOTEL observation sites
Natural Resources Conservation Service SNOwpack TELemetry (SNOTEL) sites are an extensive, automated system to collect snowpack and related climatic data in the Western United States. SNOTEL sites have a pressure sensing snow pillow, storage precipitation gage, and air temperature sensor and have been found to compare favorably to snow course measurements (Serreze et al. 1999) . SNOTEL data have been used as validation data in previous Noah studies (e.g., Livneh et al. 2008; Pan et a. 2003) . Snow water equivalent (SWE) observations at 112 SNOTEL sites, mostly in Colorado, are used to verify the Noah model output (see Figure 1 ). SNOTEL precipitation is also used to justify the use of WRF model output and as forcing data to test model sensitivity. To compare model output to SNOTEL observations, the four nearest WRF grid points to the observation location are averaged using a distance weighting method. The results found to be insensitive to different averaging techniques.
SNODAS output
There are no large-scale observations of SWE. The National Operational Hydrologic Remote Sensing Center produces a gridded SWE product output from their SNOw Data Assimilation System (SNODAS; Barrett 2003) . Although not an observational product, SNODAS does integrate a physically-based, spatially-distributed energy-and mass-balance model with observed snow data from satellite and airborne platforms, and ground stations. SNODAS output has high spatial (30 arcsec or ~1km) and temporal (1 hour) resolutions over the United States. In this study, SNODAS output is interpolated to the HRLDAS grid using bilinear interpolation and is used to compare against domain-wide simulations.
Control Simulation
The control simulation consists of the HRLDAS as the driver for the standard release Noah model version 3.0. All simulations are done on the 2km domain shown in Figure 1 . The simulation period is 1Nov2007 -1Aug2008, the same period for evaluating coupled WRF/Noah simulations, and is executed at a one hour time step. Simulation description labels consisting of two letter codes indicate different model changes or forcing data. In the control simulation, GOES solar (GS) and WRF model level (ML) forcing are used. Therefore, the control simulation has the code name GSML. The two letter codes for all simulations are summarized in Table 1 .
Three metrics are used for model performance evaluation: seasonal maximum SWE, date of seasonal maximum SWE, and date of last significant SWE. Similar statistics have been used in other studies using Noah (Pan et al. 2003; Slater et al. 2007 ).
Using these three metrics, a majority of important characteristics for snow pack hydrology, including the shape and timing of the SWE curve, can be determined.
Seasonal maximum SWE and its date of occurrence are simply found by searching the model SWE time series during the nine-month simulation. Date of last significant SWE is found by searching from the simulation end until a time when greater than 5mm SWE exists at the grid point.
The control simulation produces too little peak SWE, the peak is too early in the snow season and the snow melts too fast in spring. These results are similar to those found by other studies using the Noah model (Livneh et al. 2009; Pan et al. 2003; Sheffield et al. 2003; Niu et al. 2009 ). Tables 2-4 summarize the results of the full HRLDAS domain and the SNODAS output. Table 2 shows that the control simulation predicts maximum SWE about 60% too low compared to SNODAS for low elevation locations (less than 2000m) and varies between 45% and 28% too low for elevations between 2000m and 3500m. Table 3 shows that the control simulation peak SWE is about 20 -30 days too early compared to SNODAS for grids lower than 3500m. For the same elevations, Table 4 shows the disappearance of the snow pack comes about 15-30 days too early. Although a relatively small fraction of the domain, very high elevation grids above 3500m compare reasonably well for all three metrics.
Tables 5-7 show the same comparison as above but with the 112 SNOTEL observation locations. Model results use the four closest grids to each SNOTEL location.
As above, maximum SWE is about 35 -40% too low for the SNOTEL locations between 2500 and 3500m (Table 5 ). There are only 3 SNOTEL sites below 2500m and 3 sites above 3500m so statistics for these locations are not robust. SWE peaks about 40 -50 days too early (Table 6 ) and disappears about 12 -14 days too early (Table 7) .
Model Modifications
To address some of the deficiencies in the control simulation, several modifications are applied to the Noah model. Each modification is described below. The changes are added sequentially meaning each modification is added to a model containing all the modifications listed above it.
Livneh time-varying albedo
One of the most important purposes of using a land surface model is the correct partitioning of incident radiation into radiative, sensible heat and latent heat fluxes. Net radiation drives the terrestrial surface energy budget. Surface albedo, the ratio of reflected to incident solar radiation, is an important surface characteristic that determines energy transfer at the surface. One of the fastest modifications to surface albedo is snow cover.
Because the albedo of snow-covered land compared to snow-free land is so extreme, correctly predicting the presence of snow can greatly affect the near-surface energy balance. Snow cover can change the albedo of grassland by a factor of 3-4 and forested regions by a factor of 2-3 (Betts and Ball 1997; Thomas and Rowntree 1992; Jin et al. 2002) . In modeling studies, these changes have been shown to have large effects on the surface energy budget and near-surface temperature (Thomas and Rowntree 1992; Viterbo and Betts 1999) . Modeling studies have also shown that snow-covered albedo changes can greatly affect the timing of spring snowmelt and subsequent streamflow peaks (Thomas and Rowntree 1992) . Therefore, albedo, and more generally, the surface 
Adjustment for terrain slope and aspect
The slope and orientation of the surface can make substantial differences to the amount of incident shortwave radiation. Orientation of the grid determines if incident radiation will increase (south facing), decrease (north facing), or have a diurnal adjustment (east and west facing). Figure 4 shows the grid orientation binned to the cardinal directions. There are nearly equal number of north and south facing grids, but due to the eastward sloping east portion of the grid, there are nearly twice as many east facing grids as west. The intensity of the terrain effect is determined by the slope of the grid. Figure 5 shows the grid slopes calculated from the 2km terrain field generated by WRF. Although most mountainous regions have maximum slopes in the 4 -6 degree range, there are several locations with slope greater than 10 degrees. The Grand Canyon can clearly be seen in the southwest section of the grid. GOES downward solar radiation is adjusted based on the slope and aspect of the grid using an algorithm of Zaengl (unpublished manuscript? -Dave will provide appropriate reference).
Stability adjustment for stable boundary layers
New in WRF version 3.0 is an adjustment to the surface exchange coefficient when the atmospheric boundary layer is stable. The adjustment effectively decouples the surface from the atmosphere by increasing the Zilitinkevich coefficient (see Chen et al. 1997) . If a surface inversion exists, the Zilitinkevich coefficient is increased by a factor of three. An additional increase is applied as a quadratic function of terrain height for elevations greater than 580 meters. The effect of the adjustment can easily be seen in Figure 6 , which shows the surface exchange coefficient for the first two days of November over the Kiln SNOTEL location both with and without the stability adjustment. During the stable nighttime periods, surface exchange is decreased by more than 80%, substantially reducing snow sublimation and downward sensible heat flux from the atmosphere. 
Roughness length adjustment for vegetation with snow
Currently, the Noah model uses a background vegetation roughness length that is independent of the presence of snow. A modification is added so that only the exposed part of the vegetation is used in the roughness length calculation. To calculate the new roughness length, the canopy height is first approximated by multiplying the background roughness length by 7 (see Arya 1988 ). Next, model snow depth is subtracted from the canopy height to approximate the exposed vegetation. This exposed canopy height is then divided by 7 to get the new exposed roughness length.
Results
Results are given in two categories: 1) the entire domain compared with SNODAS output and 2) model grid points associated with the SNOTEL observation sites, which are usually located at high elevations.
Domain-wide effects
The domain-wide effects of each modification are summarized in Tables 2-4 for maximum SWE, date of maximum SWE and date of last 5mm SWE, respectively. For maximum SWE shown in Table 2 , the individual modifications have little effect for grids lower than 1500m. This may be because most of these points are in the marginal snow zones in the south and southeast portions of the grid and have much more dependence on seasonal timing of precipitation forcing. For higher elevation grids, it is clear that the major improvements are made by employing the Livneh albedo scheme(LV), setting fresh snow albedo to 0.85(85), and using stability adjustment(CH). The net effect of all modifications in the three terrain bins between 2000m and 3500m is to reduce the underprediction compared to SNODAS from 45%, 38%, and 28% to 11%, 10%, and 4%, respectively.
The timing of maximum SWE in Table 3 shows a similar improvement for high elevation grids with little change in the lower elevations. Again, the Livneh albedo scheme and fresh snow albedo change appear to have the greatest positive impact increasing the maximum SWE date by 2 -9 days and 10 -15 days, respectively, for high elevations.
For timing of snow disappearance, Table 4 shows similar results to the timing of maximum SWE. For low elevation grids, the snow still disappears 30 days earlier than SNODAS, while for grids higher than 3000m the snow is not melting early enough.
The terrain adjustment has very little effect on any of the three grid-averaged metrics since the net orientation of the high sloping terrain is almost neutral. The roughness length adjustment has little effect or makes some of the metrics worse because decreasing the roughness length effectively reduces the surface fluxes. The extra energy retained at the surface then goes into melting snow; therefore even though sublimation is reduced, net SWE impact is negative. Since the stability adjustment predominantly functions during the night when there is no solar input, sublimation is reduced. Downward sensible heat flux is also reduced and the snow pack is increased. From Jan -Mar all grids are snow covered and near the end of the season HRLDAS keeps snow too long as was seen in Table 4 . Since most of the time the black line is higher than the red line, this implies the HRLDAS snow is too extensive compared to the SNODAS snow. Except for the lower elevation, mid-winter peak in the HRLDAS snow relative to SNODAS, agreement between the models is usually greater than 80%.
Comparison with SNOTEL observations
The control simulation shows the same pattern of under prediction of the three metrics for the 112 SNOTEL sites as in domain-wide SNODAS comparison. An additional simulation is completed over 448 WRF-SNOTEL locations using the SNOTEL observed precipitation (OP). For robustness, only results for the 47 sites between 2500m and 3000m and 59 sites between 3000m and 3500m are discussed. For each of these statistics, average of the four closest WRF points are used to compare to the observation site. Using the five model changes, maximum SWE simulation shown in Table 5 improves for the lower elevation sites from an under prediction of 41% to an under prediction of 15% using WRF precipitation forcing (GSMLLVTACH85ZE) and 13% using SNOTEL forcing (GSOPMLLVTACH85ZE). Likewise, the higher elevation sites improve maximum SWE from an under prediction of 34% to under predictions of 15% and 17% depending on the precipitation forcing. Regardless of the model modification added, correlation between model results and SNOTEL observations remains at about 0.8 (see Table 5 ), but the use of SNOTEL precipitation increases the correlation to 0.92. Figure 8 shows a scatter plot of seasonal maximum SWE for the control simulation and simulation with all 5 model modifications. The figure shows that the modified model reduces the low bias in SWE. However, the spread in each simulation is very similar, therefore, not affecting the correlation as seen in Table 5 . The largest disagreement is at locations with SNOTEL maximum SWE greater than 900mm, where HRLDAS greatly underestimates maximum SWE. This is not surprising considering the precipitation scatterplot in Figure 2 shows precipitation underprediction when SNOTEL precipitation is greater than 1000mm.
The date of peak SWE improves by 26 days and 14 days for low and high elevations sites, respectively (Table 6 ). The model simulations are improved even more by the use of observed precipitation. However, even though the high elevation sites get the timing of peak correct, the lower elevations sites are still early by 18 days. Timing of the last date of 5mm SWE go from under predictions of 12 days to over predictions of about 12 days (Table 7) . Although correlation improves incrementally with model changes, the major impact occurs with maximum albedo, which results in snow remaining for too long.
The seasonal SWE time series for each of the model simulations averaged over all SNOTEL sites are shown in Figure 9 . The control simulation clearly has too early and too low peak SWE and melts the snow too early in spring. The Livneh albedo formulation (LV) shows incremental improvement in all three metrics. Terrain and stability adjustments (TA and CH) do not have an overall net effect. The largest incremental improvement in peak SWE amount and timing occurs with the adjustment of maximum albedo (85), although this change keeps snow on the ground too late in the spring.
Finally, the z o formulation (ZE) has very little effect on average.
To analyze why the SWE curve changes between the control simulation and simulation with all modifications, snow sublimation and snowmelt are added to the SWE curve in Figure 10 . The figure clearly shows that the model changes suppress sublimation throughout the simulation while keeping the snow melt curves similar through April and May until they diverge in late May. In the control simulation, about 45% of the snow sublimates, while about 15% sublimates in the fully modified simulation.
Small differences in precipitation can make large differences in SWE especially in the late spring melt season. Figure 11 shows the SWE time series for the Kiln SNOTEL site using the fully modified model with both WRF and SNOTEL precipitation forcing. Total accumulated precipitation for both WRF and SNOTEL are also shown. At this location, SNOTEL precipitation is higher by between 10 and 70mm during the simulation. For most of the simulation, SWE differences are comparable to precipitation differences. However, during the spring melt period SWE differences can be as much as 170mm immediately before the spring snow pack collapse. Also shown in this plot are the four points closest to the SNOTEL site used to calculate the average. There is a substantial amount of spatial variability, which must be considered when addressing any direct comparison between SNOTEL site observations and model grid point output.
Terrain slope and orientation effect
The adjustment for terrain slope and orientation has very little effect on the gridaveraged and site-averaged results shown above. However, Figure 12 shows that for a grid point near the Kiln SNOTEL site with a slope of 6.7° and west-facing orientation of Even though the net effect is small, Table 9 Although albedo is allowed to decrease with time, the LV simulation still uses a higher albedo for snow than the control simulation, and using the maximum snow equal to 0.85 (labeled as the 85 simulation) further increases the fresh snow albedo. Therefore, the increase in snow resulting from these two changes is due to the decrease of available energy at the surface. The improvement from the CH simulation decreased downward sensible heat flux (which brings warmer air aloft to the snow surface) and hence reduced sublimation during stable boundary layer conditions.
Adding the terrain slope and orientation effects into Noah does not have a net effect on average simulated SWE. However, the addition does have an effect on individual grid cells. North-and south-facing grid will receive less and more solar radiation, respectively. East-and west-facing slope will change the diurnal distribution of incoming radiation. The changes are magnified with increasing slope and may be important in boundary layer development and convective precipitation triggering when coupled to an atmospheric model.
Note that small differences in precipitation input for Noah made quite substantial differences in the accumulation and ablation of snow, particularly in the late-spring snow melt season. There is also an interesting interplay of sublimation and melting. For instance, aggressively reducing the surface exchange coefficient during stable regime will slightly decrease snow sublimation, but significantly increase snow melt, leading to an early snow disappearance.
The treatment of snow in the current version of Noah (V3.0) tested in this study is not complex. The lack of overlying canopy and liquid water retention in the snow matrix make it difficult to reproduce the natural evolution of the snow pack. This study shows that improvement can be made relative to observations without drastically changing the existing Noah model. However, to fully capture the physical representation of natural snow phenomena like canopy intercepted snow sublimation and springtime collapse of the snow, more complex processes will need to be incorporated. April mean diurnal incident shortwave radiation difference between simulations with and without the surface terrain adjustment (black) at a grid point near Kiln with a slope of 6.7° and orientation of 254°E (west-facing). Sensible and latent heat flux differences are shown in red and blue, respectively.
