Recent studies have provided experimental information about the initial stage of protein complex formation, the encounter complex. This stage is particularly important in the weak and transient complexes formed between electron transfer proteins and their partners. These studies are discussed and the role of the encounter complex is interpreted in terms of the specific requirements that the biological function puts on these complexes.
Introduction
Protein complex formation is a complicated process with a very small success rate. To form a specific complex, protein must bind in a defined orientation on a defined surface patch of the partner. The chance of this happening during a diffusional collision is extremely small, so most collisions are not productive. Collision rates of proteins can be estimated to be 10 9 -10 10 M − 1 ·s − 1 on the basis of diffusion rates, whereas the rate constants for productive complex formation (k on ) can be as low as 10 4 -10 5 M − 1 ·s − 1 . For complexes with very low dissociation rate constants (k off ), the dissociation constant (K d = k off /k on ) can still be low enough to yield a specific complex with sufficient affinity for biological activity.
Some protein complexes, however, require a much higher dissociation rate to perform their function. This is true, in particular, for electron transfer proteins. These proteins catalyse the transport of electrons from one redox enzyme to another. Well-known examples are Cc (cytochrome c) and plastocyanin, which shuttle electrons in the respiratory and photosynthetic redox chains respectively. The electron flux through these chains is high, to maximize energy conversion and ATP production. Consequently, turnover of the electron transfer protein complexes must be fast, so k on and k off are as high as possible.
A high dissociation rate can be achieved by reducing the number of favourable short-range contacts that hold the proteins together, such as H-bonds and van der Waals contacts, implying that the complex becomes less specific. The association rate can be enhanced by involving electrostatic attraction between the proteins [1] . Many electron transfer proteins are highly charged for this reason. However, merely adding charges to the protein surface is not enough. By positioning the charged residues around the binding site on both proteins, an energetic well is created ( Figure 1D ). When the proteins approach each other in solution, they will tend to pre-orient in the ensuing electric field, strongly enhancing the chance to bind in an orientation close to that in the final, active conformation. Furthermore, the favourable electrostatic interaction prolongs the encounter sufficiently to allow for multiple small reorientations of the protein, enabling them to find the final conformation [2] . Thus, the formation of the protein complex can be described by at least two phases, the encounter state and the final, active complex, which are in a dynamic equilibrium (Figure 1 ). Recent work using NMR spectroscopy has demonstrated that the encounter state can be probed and characterized [3, 4] . The balance between the encounter and final states turns out to be quite delicate and can be influenced by mutagenesis. In the present paper, three examples of the encounter complex are discussed.
A classic electron transfer complex
The electron transfer complex formed by CcP (cytochrome c peroxidase) and Cc from the yeast Saccharomyces cerevisiae is a classic example, perhaps because a crystal structure was determined already in 1992 [5] . The peroxidase is responsible for the reduction of peroxides with electrons donated by Cc. Early Brownian dynamics studies suggested that the complex was more dynamic than could be expected on the basis of a crystal structure [6] . Volkov et al. [7] found experimental evidence for the encounter state when studying the complex in solution with NMR spectroscopy. In this study, nitroxide spin labels were linked to CcP and the effects on relaxation of Cc nuclei were measured. The majority of these PREs (paramagnetic relaxation enhancements) could be explained by a single orientation of Cc relative to CcP that was in good agreement with the one found in the crystalline state. However, some regions of Cc experienced PREs even though they were far from the spin label on CcP, indicating that other orientations must exist as well. It was concluded that the encounter state was populated to such an extent that it contributed to the PREs.
On the basis of these observations, it was possible to generate a map indicating which area of the CcP surface was visited by Cc. For this purpose, spin labels were attached to CcP at ten locations spread over the entire surface and the PREs of Cc nuclei were measured for each spin label location. Most spin labels did not affect Cc, showing that the CcP surface sampled by Cc was restricted to a small area around the final binding site [8] . This experimental result supports the Brownian dynamics calculations [6, 9] , which suggested that complex formation was highly directed towards the final binding site through electrostatic preorientation.
The PREs observed in NMR experiments represent an average of the well-defined, final state (state C in Figure 1 ) and all the orientations in the encounter state (state B). Thus, on the basis of the experimental data alone, it is not possible to visualize the encounter state. However, an ensemble of orientations can be created that represents the Boltzmann distribution of electrostatic interaction energies between CcP and Cc. This ensemble is a model of the encounter complex, if it is assumed that this state is dominated by electrostatic interactions.
Such Monte Carlo docking calculations yielded a distribution of Cc orientations around CcP that was similar to the Brownian dynamics ensembles (Figure 2A) . Then, the average PREs predicted for this ensemble were calculated, representing the predicted PREs for state B. Also, for state C, the PREs were predicted, using the crystal structure as the model for the final complex. By adding these datasets and changing the relative weights, a good match with the experimental PREs was obtained for a fraction of 30% encounter complex and 70% final complex [8] . The fraction of the encounter complex is surprisingly large and indicates the important role that the encounter complex has. The small area visited by Cc can be clearly seen in Figure 2 (A), with 95% of Cc covering a mere 15% of the CcP surface.
In a follow-up study [10] , it was shown that the balance between a well-defined state (C) and an encounter state (B) can be influenced by mutations in the interface of the final complex. The subtle mutation of a Cc interface arginine, Arg 13 , earlier reported to be a hot spot for binding [11] , to a lysine changed the fraction of the encounter complex from 30% to 50% and mutation to alanine increased it to 80%. So, in the complex of CcP with Cc R13A, the encounter complex is the dominant form. Also the inverse is possible, the encounter complex is reduced to a 10% fraction by the mutation T12A. The fraction of the encounter complex correlated inversely with the binding free energy, which changed from − 8. 
Complexes entirely in the encounter state
Adx (adrenodoxin) is an electron transfer protein that shuttles electrons from Adx reductase to cytochromes P450 in mitochondria, which are involved in steroid hormone synthesis. It can form a complex with mitochondrial Cc, which is non-physiological but nevertheless capable of fast electron transfer from the iron-sulfur cluster in Adx to the haem iron in Cc. This complex was studied with NMR spectroscopy to establish the degree of dynamics in the interaction [12] . In a highly dynamic complex, many intermolecular effects such as NOEs (nuclear Overhauser effects) or PREs tend to average to zero. Therefore, a control complex was created in which Adx and Cc were cross-linked through a disulfide bridge between cysteine residues engineered on the surfaces of both proteins. Then, several types of NMR observables were compared between this cross-linked complex and the 'native' non-crosslinked complex. In the native complex, the chemical shift perturbations caused by complex formation were very small and spread over a large surface area, in particular for Adx. In the cross-linked complex, they were larger and localized to the site of the cross-link. In the cross-linked complex, intermolecular paramagnetic effects were observed. The ironsulfur complex caused broadening of Cc resonances through enhanced relaxation and the haem iron caused chemical shift changes (pseudo-contact shifts) of Adx signals. In the native complex, these effects were absent due to the averaging over many orientations. Finally, attachment of a spin label on the surface of Cc caused strong PREs in Adx, spread over a large surface area. All these results lead to the conclusion that Cc and Adx form a pure encounter complex (state B in Figure 1 ), without a well-defined orientation (state C). This conclusion was supported in another study [13] , in which a strong paramagnetic tag was attached to Cc to cause a degree of alignment of Cc in a strong magnetic field. Such a residual alignment can be detected by measuring RDCs (residual dipolar couplings) with NMR spectroscopy. If Adx binds Cc in a well-defined orientation, the degree of alignment of both proteins should be the same and the average size of the RDCs for Adx should be the same as for Cc. For Cc, large RDCs were measured, whereas for Adx no significant RDCs were observed. This finding presents strong evidence that indeed Adx and Cc form a highly dynamic complex. Simulations show that Cc must sample at least half of the surface of Adx to account for the large degree of averaging of both the RDCs and the pseudo-contact shifts. Figure 3 shows the results of such a simulation, with Adx in a surface representation and the ensemble of positions of Cc, represented by their centres of mass, shown as spheres.
It is interesting to compare these results with the work of Hoffman and co-workers [14] on the dynamic complex of Mb (myoglobin) and Cb5 (cytochrome b 5 ). Methionine-Mb is incapable of binding oxygen and is reduced by Cb5 to restore the active ferrous state. The interaction is weak and highly dynamic and has been named Dynamic Docking, a state in which most orientations of Cb5 in the complex with Mb are not active in electron transfer [14] , similar to the encounter state (B) in Figure 1 . Thus, this complex can also be considered a pure encounter complex. This state was not characterized with NMR spectroscopy but with kinetics, by measuring electron transfer from Mb with Zn-deuteroporphyrin substituted for the haem, to the Cb5 following a laser flash. Changing the charge distribution on Mb by elimination of the negative charges on the porphyrin increases the electron transfer rate strongly without affecting the affinity for Cb5. This result indicates that the fraction of electron transfer active orientations of Cb5 could be increased dramatically, meaning that rather than sampling most of the Mb surface, Cb5 probes a smaller area in the region where fast electron transfer is possible. In a follow-up study [15, 16] , this effect was further improved by creating a positively charged patch around the porphyrin in Mb. In that mutant, not only is the electron transfer much faster, but also the affinity has increased, suggesting a shift in the equilibrium from the encounter state (Dynamic Docking model) to a well-defined state (Simple Docking model), similar to what was observed for the T12A mutation in the Cc-CcP described above.
Conclusions
From these examples, it is clear that the dynamic state (B in Figure 1 ) is significantly populated in electron transfer complexes. The question may arise: what is the function of a highly populated encounter complex and indeed why is a well-defined orientation present in some cases and not in others? In CcP, the haem is buried deep inside the protein and electron transfer is mediated by a nearby tryptophan residue [17, 18] . In the crystal structure of the complex, the closest distance between the Cc haem edge and the tryptophan rings is 13.7 Å (1 Å = 0.1 nm), a distance that allows for sufficiently rapid electron transfer [19] . In the large majority of the orientations found in the model of the encounter complex, this distance is more than 16 Å , prohibitively long for fast electron transfer. For this reason, it is suggested by Bashir et al. [8] that the delicate balance between the encounter state and the final state is a consequence of the different roles of each state. The encounter state leads to electrostatic pre-orientation, strongly limiting the surface search for the binding site and increasing the chances of a productive collision (higher k on ). However, the strong electrostatic interactions that are required to achieve this goal stabilize the encounter state. The final complex is necessary because it reduces the haemtryptophan distance sufficiently to allow for rapid electron transfer. Yet, this state cannot be very stable, because that would reduce the turnover rate of the complex (low k off ). So the final state is just stable enough to be populated for a significant fraction of the time. In other words, the delicate balance between the two states is a consequence of the biological requirements of rapid electron transfer and fast turnover of the complex.
Why then is no well-defined orientation observed in the Adx-Cc and Mb-Cb5 complexes? To say that the former is non-physiological is an insufficient explanation, because the complex is still very active in electron transfer. However, both Adx and Cc are small proteins with their redox centres being located close to the surface. In many orientations, the distance between the centres will be short enough to enable electron transfer. A well-defined structure is simply not required to get activity. In the case of Mb and Cb5, the situation is different. Mb is larger than Adx and Cc and the haem is located asymmetrically in the protein. The kinetic results clearly show that a large fraction of the orientations of Cb5 is inactive in the native complex and that affinity and activity can readily be improved. This suggests that this complex is not optimal. Perhaps, no evolutionary pressure exists to achieve faster electron transfer. The function of this complex is in repair, rather than in metabolism. If the rate of Mb oxidation is lower than that of its repair with the current type of interaction, there would be no reason for further optimization of the interaction.
In conclusion, a new view of the formation of protein complexes and the role of the encounter complex has been possible using advanced biophysical techniques. The insights of these studies need to be interpreted with the biological function of the protein complex in mind. Thus, it may be expected that variations in the process of complex formation will be found for complexes with different biological functions.
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