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Resumen
Este artı´culo describe y compara diferentes variantes de la deteccio´n de fallos mediante el ana´lisis de componentes principales
(PCA). PCA es una te´cnica estadı´stica multivariante. Se describe como se puede disen˜ar un sistema de deteccio´n de fallos mediante
PCA y los estadı´sticos que se pueden calcular para construir los gra´ﬁcos de control que permiten monitorizar el estado del proceso.
Los distintos me´todos basados en PCA que se comparan en este artı´culo son: PCA adaptativo (APCA), PCA multi-escala (MSPCA),
PCA pesado exponencialmente (EWPCA), PCA con ana´lisis externo (PCAEA) con su variante no lineal y PCA no lineal NLPCA.
Para el estudio comparativo se van a valorar diferentes para´metros, tanto cualitativos como cuantitativos. Copyright c© 2011 CEA.
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1. Introduccio´n
Las te´cnicas modernas de control han resuelto un gran nu´mero
de problemas, sin embargo la aparicio´n de una causa especial
en un proceso puede provocar que e´ste deje de operar bajo con-
trol. Estas causas especiales, en muchos casos, son fallos en los
componentes que conforman el sistema. En Blanke et al. (2003)
se deﬁne un fallo como una desviacio´n de la estructura o de los
para´metros del sistema de su situacio´n nominal. Algunos de
estos fallos pueden deberse a bloqueos en tuberı´as, bias en sen-
sores, degradacio´n de catalizadores, cambios extremos en con-
centraciones o variaciones bruscas en la temperatura ambiente,
entre otras muchas. La aparicio´n repentina de estos fallos hace
necesario un paso ma´s en la automatizacio´n de los procesos
disen˜ando e implementado me´todos automa´ticos de deteccio´n
y diagno´stico de fallos.
Una familia de te´cnicas utilizadas para la monitorizacio´n y
deteccio´n de fallos en procesos se basa en el control estadı´sti-
co de procesos (SPC). Los resultados que se obtienen con estos
me´todos univariables no son muy satisfactorios, ya que, cuan-
do se produce un fallo, varios de estos gra´ﬁcos lo detectan de
manera simulta´nea, siendo complejo poder detectar la causa del
fallo. Esto se debe a que, en general, las variables de un sis-
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tema controlado suelen estar correlacionadas y una causa es-
pecial puede afectar a ma´s de una variable a la vez. El con-
trol estadı´stico multivariante (MSPC) utiliza, en muchos de sus
planteamientos, variables latentes del proceso en lugar de cada
una de las variables del proceso. Las te´cnicas que comprende
el MSPC son capaces de calcular modelos empı´ricos que de-
scriben la tendencia del sistema a partir de datos histo´ricos del
proceso.
Las te´cnicas estadı´sticas multivariantes y particularmente
el ana´lisis de componentes principales (PCA) han sido inves-
tigadas y estudiadas por diversos autores desde el punto de vista
del control estadı´stico de procesos (Jackson andMudholkar (1979),
Wold (1987), Kourti and MacGregor (1996), Shlens (2005)). El
PCA reduce la dimensionalidad de un espacio original que se
establece a partir de los datos histo´ricos de las variables me-
didas del proceso mediante su proyeccio´n en un espacio de
menor dimensionalidad. El PCA busca combinaciones lineales
de las variables que mejor describen la tendencia del proceso.
Matema´ticamente, el PCA se basa en una descomposicio´n de
la matriz de covarianza de las variables del proceso a lo largo
de las direcciones que mejor explican la principales causas de
variabilidad de la informacio´n analizada.
El ana´lisis de componentes principales ha sido estudiado
desde dos perspectivas, una es el citado control estadı´stico mul-
tivariantes de procesos (MSPC), y la otra es la deteccio´n y
diagno´stico de fallos (FDI), esta perspectiva es abordada por
Venkatasubramanian et al. (2003a,b,c). El autor divide las te´cni-
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cas de deteccio´n y diagnosis de fallos en tres: me´todos basa-
dos en modelos cuantitativos, modelos cualitativos y me´todos
basados en datos histo´ricos del proceso. PCA entra dentro de la
tercera categorı´a ya que usa datos histo´ricos del proceso para
construir un modelo estadı´stico: el modelo PCA.
El objetivo general de los me´todos de deteccio´n y diagnosis
de fallos es asegurar el e´xito de las operaciones detectando estos
fallos de forma automa´tica. Esto permitira´ a los operadores de
la planta y al personal de mantenimiento estar mejor informa-
dos del estado del proceso, y adema´s servira´ de soporte para la
toma de decisiones de cara a restaurar el comportamiento nor-
mal del proceso. Para mantener informado a los responsables
del proceso se utilizan gra´ﬁcos de control donde se monitoriza
el estado del proceso.
La deteccio´n y diagno´stico de fallos puede ser dividida en
cuatro fases diferenciadas (Puigjaner et al. (2006)):
1. Deteccio´n de la presencia de un fallo a partir de la infor-
macio´n extraı´da de los datos medidos del proceso.
2. Identiﬁcacio´n del fallo: identiﬁcar las variables ma´s rele-
vantes para diagnosticarlo.
3. Diagnosis del fallo: mo´dulo que someta las caracterı´sti-
cas y los fallos producidos en la planta a un proceso de
clasiﬁcacio´n con el ﬁn de determinar el tipo de fallo, la
localizacio´n del mismo, el taman˜o del fallo y la causa que
lo produjo.
4. La u´ltima etapa sera´ la recuperacio´n del proceso, es decir,
eliminar el efecto del fallo.
Este artı´culo presenta y compara diferentes me´todos basa-
dos en PCA. So´lo se evaluara´n las caracterı´sticas de estos me´to-
dos de cara a la deteccio´n, es decir, el artı´culo se centrara´ en la
primera de las fases que persigue la deteccio´n y diagno´stico
de fallos. Los me´todos proponen diversas variantes para tratar
de paliar las limitaciones que presenta un sistema de deteccio´n
de fallos basado en el ana´lisis de componentes principales. Al-
gunas de las principales limitaciones son: la aparicio´n de nu-
merosas falsas alarmas, la imposibilidad de detectar dos fallos
consecutivos o que los cambios en los puntos de operacio´n sean
detectados como falsas alarmas e incluso como fallos.
Los me´todos presentados en este artı´culo son: APCA (Adap-
tative PCA) o PCA adaptativo, MSPCA (Multi-scale principal
component analysis) o PCA multi-escala, EWPCA (Exponen-
tially Weighted Principal Component Analysis) o PCA pesado
exponencialmente que utiliza una ventana de datos igual que el
me´todo MPCA (Moving PCA) o PCA con ventana deslizante,
PCA con ana´lisis externo que este artı´culo se denominara´ co-
mo PCAEA (PCA using External Analysis) y por u´ltimo un
me´todo que no se basa en ninguna variante de la deteccio´n us-
ando el ana´lisis de componentes principales, si no en el ana´li-
sis de componentes principales no lineales (NLPCA Nonlinear
PCA) que se calculan mediante redes neuronales autoasocia-
tivas. En Garcia-Alvarez and Fuente (2008) se puede encon-
trar una comparativa entre EWPCA y DPCA (Dynamic PCA) o
PCA dina´mico (por lo que no se describe en este artı´culo), y en
Tien et al. (2004) otra entre MPCA, APCA y EWPCA.
El artı´culo primero presentara´ los fundamentos matema´ticos
del ana´lisis de componentes principales, ası´ como los estadı´sti-
cos que se usan para la monitorizacio´n del estado del proceso.
Despue´s presentara´ y describira´ los distintos me´todos. Por u´lti-
mo se realizara´ un estudio comparativo de las diferentes te´cni-
cas aplicadas sobre una planta simulada que consiste en un sis-
tema de dos tanques comunicantes con un control de nivel en
cada uno de ellos.
2. Ana´lisis de Componentes Principales
El uso del ana´lisis de componentes principales para la moni-
torizacio´n del proceso ha sido estudiada tanto en el plano indus-
trial como en el acade´mico. Y su estudio se debe principalmente
a una doble utilidad (Pen˜a, 2002):
1. Permite representar o´ptimamente en un espacio de di-
mensio´n pequen˜a observaciones de un espacio general p-
dimensional. En este sentido, el ana´lisis de componentes
principales es el primer paso para identiﬁcar las posibles
variables latentes, o no observadas que generan los datos.
2. Permite transformar las variables originales, en general
correlacionadas, en nuevas variables incorrelacionadas,
facilitando la interpretacio´n de los datos.
Si se considera una matriz X ∈ Rn×m que representa las n
muestras tomadas de m variables del proceso (MacGregor and
Kourti, 1995; Kourti, 2005):
X =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11 x12 . . . x1m
x21 x22 . . . x2m
...
...
. . .
...
xn1 xn2 . . . xnm
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (1)
Es conveniente normalizar los datos de cada variable (colum-
nas) con media nula y varianza unitaria para que de cara al com-
puto de componentes principales todas las variables tengan el
mismo peso, ya que las variables de mayor varianza ejercen
ma´s inﬂuencia en el modelo.
A partir de esta matriz se puede calcular la matriz de covar-
ianzas R de la siguiente forma:
R =
1
n − 1X
T X (2)
Realizando la descomposicio´n de valores singulares (SVD)
de R se obtiene:
R = VΛVT (3)
donde Λ ∈ Rm×m es una matriz diagonal que contiene los
valores propios reales no negativos en orden decreciente de R
(λ1 ≥ λ2 ≥ . . . ≥ λm ≥ 0) y cuyo valor es: λi = σ2i . V contiene
los vectores propios de R. Si se escogen los vectores propios
de los a valores propios ma´s grandes y se almacenan en P, se
puede calcular la proyeccio´n de los datos de partida en un nuevo
espacio de dimensio´n reducida.
T = XP (4)
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P marca la direccio´n del nuevo espacio y sus columnas son
vectores conocidos como loadings. A cada uno de las compo-
nentes del nuevo espacio T se les denomina scores.
A partir de P y T operando matricialmente se puede volver
al espacio de partida de la siguiente forma:
X̂ = TPT (5)
Y la diferencia entre X y X̂ es la matriz de residuos E.
E = X − X̂ (6)
Finalmente se obtiene la expresio´n
X = TPT + E (7)
Donde el conjunto de datos de partida queda expresado por
los componentes principales seleccionados y el espacio del rui-
do.
El primer componente principal, que es una combinacio´n
lineal de las variables originales, deﬁne la direccio´n de la may-
or variabilidad en el conjunto de datos, y de ahı´ que tenga la
mayor suma de varianza en la matriz Λ. El segundo compo-
nente principal explica la segunda mayor fuente de variacio´n;
y ası´ sucesivamente el resto de componentes. En la mayorı´a
de las aplicaciones industriales las mayores fuentes de variabil-
idad quedan capturadas en unos pocos componentes de may-
or variabilidad. Cuanto ma´s correlacionadas este´n las variables
del proceso menos componentes describira´n las variabilidad del
proceso. Generalmente los u´ltimos componentes de menor val-
or representan el ruido del proceso y de los instrumentos por lo
que es conveniente rechazarlos.
2.1. Seleccio´n del nu´mero de componentes principales
Se han sugerido distintas reglas para seleccionar el nu´mero
de componentes principales (a). Se debe seleccionar el nu´mero
de loadings que conformara´n la matriz P de transformacio´n y
cuales pasara´n a formar parte de la matriz de residuos o ruido.
Existen distintos me´todos para esta eleccio´n, (Jackson, 1991;
Chiang et al., 2000; Weighell et al., 2001; Pen˜a, 2002). Un de
estos me´todos consiste en realizar un gra´ﬁco de barras que rep-
resente los valores de λi i = 1, 2, . . . ,m ordenados de may-
or a menor y en e´l buscar un codo, es decir, un punto a par-
tir del cual los valores propios son aproximadamente iguales.
Otro me´todo consiste en seleccionar el nu´mero de componentes
hasta cubrir una cota de varianza (CPV). Se suelen seleccionar
valores de CPV de entre el 80% y el 90% Pen˜a (2002). Otra
opcio´n consiste en despreciar los componentes con valores pro-
pios menores que la unidad, si se trabaja con la matriz de cor-
relacio´n el valor medio de los componentes es 1.
Todos estos me´todos tienen un planteamiento un tanto heurı´sti-
co. Una opcio´n bastante extendida (Zarzo, 2004) y aceptada es
la validacio´n cruzada, que se basa en la extraccio´n de compo-
nentes principales que maximiza la bondad de ajuste y predic-
cio´n.
Una medida del ajuste del modelo PCA a los datos es la
bondad de ajuste R2x (por su analogı´a con el coeﬁciente R
2 usa-
do en regresio´n) y que representa la proporcio´n de varianza de
cada uno de los componentes. El ca´lculo de R2x da una idea de
la importancia de cada uno de los componentes principales de
cara a entender el proceso. Pero para determinar el nu´mero de
componentes principales retenidos e´ste puede complementarse
mediante el ca´lculo de la bondad de prediccio´n Q2.
El ca´lculo de la bondad de prediccio´n se calcula a partir
de la suma de cuadrados del error de prediccio´n (PRESS ). Es-
ta medida se calcula de forma similar a la suma de cuadrados
residual con la salvedad de que para cada individuo i-e´simo el
valor predicho se calcula con el modelo en el cual dicho indi-
viduo se ha excluido.
Esta bondad de ajuste por validacio´n cruzada permite de-
terminar cua´ntas componentes conviene extraer. Se suele con-
siderar que una componente es estadı´sticamente signiﬁcativa si
Q2a > 0.
3. Estadı´sticos para la monitorizacio´n con PCA
Para la monitorizacio´n del estado del proceso a partir del
ana´lisis de componentes principales se utilizan distintos estadı´sti-
cos que permiten construir gra´ﬁcos de control para supervisar
el estado del proceso. De esta forma se consigue monitorizar
el estado del proceso de forma univariable y ver el umbral de
normalidad en una misma gra´ﬁca.
Los estadı´sticos que usan para este ﬁn son:
Estadı´stico de Hotellings (T 2): Dado un vector de ob-
servacio´n del proceso x ∈ Rm×1 podemos deﬁnir este es-
tadı´stico de la forma
T 2 = xT PΛ−1a P
T x (8)
donde Λa contiene las primeras a ﬁlas y columnas de Λ,
siendo a el nu´mero de componentes principales elegidos.
Este estadı´stico representa una medida de la variacio´n del
proceso, ya que se construye a partir del subespacio de
la variacio´n dominante, formado por los a primeros au-
tovectores.
Si este estadı´stico supera un umbral se puede inferir que
el proceso esta´ fuera de control, es decir, que se ha pro-
ducido un fallo. Este umbral se puede calcular fuera de
lı´nea a partir de los datos de muestreo de la siguiente for-
ma:
T 2α =
(n2 − 1)a
n(n − a) Fα(a, n − a) (9)
Donde n es el nu´mero de muestras que se tomaron para
el ca´lculo del PCA y Fα(a, n − a) es el valor crı´tico de la
distribucio´n F (distribucio´n F de Fisher-Snedecor) con n
y n − a grados de libertad y α nivel de signiﬁcancia, que
especiﬁcara´ el grado de compromiso de falsas alarmas.
Sus valores ma´s tı´picos son 0.01 y 0.05.
El estadı´stico T 2 se basa en los a primeros componentes
principales, por eso, proporciona una medida de las desvia-
ciones de la variables latentes, que son aquellas que mejor
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explican la variabilidad del proceso. De este modo, este
estadı´stico so´lo detecta un evento si la variacio´n en las
variables latentes es mayor que la variacio´n explicada por
las causas comunes, pero pueden existir otro tipo de even-
tos que producen grandes variaciones en el espacio de
ruido desechado para el ca´lculo de este estadı´stico. Estos
eventos se detectan con el estadı´stico Q que se explica a
continuacio´n.
Estadı´stico Q o SPE: Este estadı´stico es conocida con el
nombre de error de prediccio´n al cuadrado (SPE).
El estadı´stico Q puede calcularse a partir de un vector de
observacio´n x ∈ Rm×1 de la siguiente forma:
Q = rT r (10)
con:
r = (I − PPT )x
Donde r es el vector de residuos.
Este estadı´stico indica la diferencia, o residuo, entre el
vector de observacio´n actual x y su proyeccio´n en el es-
pacio reducido de los a componentes seleccionados.
Al igual que en el caso anterior puede establecerse un
umbral para determinar cuando el proceso esta fuera de
control. Este umbral se calcula con los datos tomados
fuera de lı´nea para el PCA (Chiang et al., 2000):
Qα = θ1
[
h0cα
√
2θ2
θ1
+ 1 +
θ2h0(h0 − 1)
θ21
] 1
h0
(11)
con:
θi =
m∑
j=a+1
λij h0 = 1 −
2θ1θ3
3θ22
Donde cα es el valor de la distribucio´n de probabilidad
normal con media 0 y desviacio´n esta´ndar 1. Como en el
caso anterior, α es el nivel de signiﬁcancia.
Cuando el proceso esta´ bajo control, el estadı´stico Q rep-
resenta ﬂuctuaciones del ruido. Si ocurriese un evento
inusual que afectase a la covarianza de X, se detectarı´a
porque la estadı´stica Q superarı´a el umbral.
4. Estudio comparativo
Para comparar los distintos me´todos se va usar una planta de
laboratorio simulada con SIMULINKc©, cuyo esquema puede
verse en la ﬁgura ??. La planta consiste en dos tanques comu-
nicantes con un control de nivel en cada uno de ellos. En Fuente
et al. (2008) se puede encontrar una descripcio´n ma´s completa
de la planta. El perı´odo de muestreo de recogida de datos es de
un segundo. Al modelo se le an˜adio´ un ruido blanco de media
0 y varianza 0,1.
Los fallos que se van a considerar son:
1. Fallo en el sensor h1: Este fallo corresponde a un bias en
el sensor de nivel del tanque T1.
T1 T2
P1 P2
LC
1
LC
2
q12 q20q10
Figura 1: Esquema de la planta piloto.
2. Fallo en el sensor h2: Este fallo corresponde a un bias en
el sensor de nivel del tanque T2.
3. Fallo en la bomba P1: Este fallo corresponde al mal fun-
cionamiento de la bomba P1.
4. Fallo de la bomba P2: Este fallo corresponde al mal fun-
cionamiento de la bomba P2.
Todos ellos son fallos aditivos. Para simular estos fallos se
an˜ade un porcentaje, que el usuario puede elegir, del valor de la
sen˜al del sensor o del actuador.
A cada uno de los me´todos considerados se le aplicara´ tres
casos para poder comparar sus capacidades de deteccio´n. El
primer caso consistira´ en detectar un fallo del 20% en el sensor
de nivel de tanque 1 en un protocolo sin cambios en la refer-
encias de los tanques para conseguir un estado estacionario lo
ma´s estable posible. En el segundo caso se monitorizara´ una
situacio´n con dos fallos consecutivos, el primero un fallo del
20% de en el sensor de nivel del tanque 1 y el segundo un fal-
lo de ide´nticas caracterı´sticas en el sensor de nivel del tanque
2 para el mismo prottocolo simple. Y por u´ltimo, en el tercer
caso se monitorizara´ un protocolo de funcionamiento con difer-
entes puntos de operacio´n en el que se provocara´ un fallo de
similares caracterı´sticas al de la primera prueba. Este protocolo
posee diferentes saltos en la referencia de ambos tanques para
ası´ conseguir un funcionamiento no-lienal. Para cada una de es-
tos casos se mostrara´n los resultados de la monitorizacio´n me-
diante los gra´ﬁcos de control de los estadı´sticos T 2 y Q.
En todos los me´todos evaluados en este artı´culo el nu´mero
de componentes principales obtenido basa´ndose en los difer-
entes me´todos fue de dos.
4.1. Monitorizacio´n con PCA
Para implementar un sistema de monitorizacio´n con PCA
hay que llevar a cabo dos fases: por un lado el ana´lisis previo
donde se realiza el ana´lisis de componentes principales, y por
otro la monitorizacio´n propiamente dicha.
Ca´lculo del PCA (fuera de lı´nea): Esta fase es previa a
la deteccio´n de fallos y se realiza fuera de lı´nea.
Una vez que se tienen los datos del proceso en condi-
ciones normales de operacio´n se genera la matriz X y se
lleva a cabo el ana´lisis de componentes principales. Pre-
vio al ana´lisis es conveniente normalizar los valores de
las variables medidas a valores de media 0 y varianza 1.
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En esta fase tambie´n se calculan los umbrales o lı´mites
de operacio´n de los estadı´sticos.
Monitorizacio´n del Proceso (en lı´nea): Una vez que
se tienen los datos relativos al PCA se puede realizar la
monitorizacio´n y deteccio´n de fallos del proceso.
Esta fase se realiza en lı´nea con el proceso. Para cada una
de las nuevas lecturas que se obtenga del proceso mon-
itorizado se tienen que calcular los estadı´sticos T 2 y Q.
Previo al ca´lculo de los estadı´sticos hay que normalizar el
vector de medidas del proceso con la media y la varianza
de los datos con los que se realizo´ el PCA fuera de lı´nea.
Si alguna de las estadı´sticas supera el umbral se notiﬁca
una alarma, si el nu´mero de alarmas consecutivas supera
un nu´mero preestablecido se notiﬁcara´ que ha sucedido
un fallo.
La ﬁgura 2 representa la monitorizacio´n de los estadı´sticos
T 2 y Q y como e´stos son capaces de detectar el fallo de bias en
el sensor de nivel de tanque 1, el fallo es detectado claramente
en el instante de su ocurrencia (3000). Se ha utilizado una es-
cala logarı´tmica para una mejor visualizacio´n del progreso de
ambas estadı´sticas. La deteccio´n de fallos utilizando un esque-
ma de monitorizacio´n basado en PCA se muestra eﬁciente para
sistemas de control donde no hay grandes cambios en el mo-
do de operacio´n. Aparecen diferentes alarmas que debido a su
corta duracio´n no pueden se confundidas con falsos fallos pos-
itivos.
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Figura 2: Monitorizacio´n de un fallo con PCA.
Si en el proceso monitorizado apareciesen dos fallos difer-
entes en distintos instantes de tiempo la monitorizacio´n con
PCA no serı´a capaz de distinguir el segundo fallo detectado ya
que la deteccio´n del primero provoca el disparo de los estadı´sti-
cos T 2 y Q por encima de su umbral. La ﬁgura 3 muestra como
el primer fallo provocado como un bias del 20% en el sensor de
nivel del tanque 1 es claramente detectado y como el segundo
fallo no se distingue debido al disparo de los estadı´sticos.
Si se quiere monitorizar la misma planta pero con un fun-
cionamiento que recorra diferentes puntos operacio´n hay que
recoger datos de los diferentes modos de operacio´n para que
el modelo PCA tenga en cuenta las distintas correlaciones de
variables que pueden aparecer. Si se monitoriza este tipo de
funcionamiento se puede comprobar que los diferentes transi-
torios entre los modos de operacio´n disparan los estadı´sticos el
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Figura 3: Monitorizacio´n de dos fallos con PCA.
suﬁciente nu´mero de muestras para que sean detectados como
fallos. Adema´s, si se provoca un fallo de similares caracterı´sti-
cas al de la ﬁgura 2 es ligeramente diferenciable de los cambios
en los modos de operacio´n, como muestra la ﬁgura 4, debido
a que tanto los cambios en el modo de operacio´n como el fal-
lo disparan el estadı´stico Q. Aunque a partir de la ocurrencia
del fallo el estadı´stico se mantiene por encima del umbral. Se
puede concluir que la monitorizacio´n con PCA sobre datos de
funcionamiento con mu´ltiples modos de operacio´n hace que el
me´todo pierda parte de su potencia de detectabilidad.
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Figura 4: Monitorizacio´n de un fallo con PCA sobre un protocolo de fun-
cionamiento con varios modos de operacio´n.
La varianza capturada por dos componentes, tanto para el
modo de funcionamiento simple como para el caso con mu´lti-
ples modos de operacio´n, fue de entre el 82% y el 90% depen-
diendo del conjunto de datos seleccionado.
4.2. Monitorizacio´n con APCA
En Zumoﬀen and Basualdo (2007) se describe un me´todo
de deteccio´n, aislamiento y estimacio´n de fallos (FDIE). Este
me´todo utiliza para la deteccio´n de fallos una variante del PCA
cla´sico denominada PCA adaptativo (APCA). El fundamento
de este me´todo consiste en que cuando se detecta un fallo la
media y la varianza con las que se escala la siguiente lectura del
proceso dejan de ser las del ca´lculo del PCA fuera de lı´nea y se
pasa a escalar las nuevas lecturas con una la media y la varianza
de una ventana de datos del nuevo estado del proceso, por eso
se puede decir que el me´todo se adapta al fallo. La ventaja que
presenta este me´todo con respecto al anterior es que cuando se
produzca un nuevo fallo podra´ volver a detectarlo.
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El algoritmo que sigue este´ me´todo consta de las siguientes
fases:
1. Tomar datos del proceso en funcionamiento normal y or-
denarlos en la matriz X. Normalizar los datos con media
0 y varianza 1. Llevar a cabo el ana´lisis de componentes
principales sobre estos datos. Calcular los lı´mites de los
estadı´sticos T 2α y Qα. Establecer el taman˜o de la ventana
deslizante Nw y la matriz normalizada XN , que sera´ una
ventana de datos normalizada que servira´ para recalcular
el PCA y los umbrales si fuese necesario.
2. Obtener la siguiente lectura x y normalizarla.
3. Calcular los estadı´sticos T 2 y Q con el modelo PCA ac-
tual.
4. Chequear si alguna de los estadı´sticos supera su umbral,
si no lo supera se considera que la medida es normal. Si
es normal an˜adir x normalizado a la matriz normalizada
Xn. Volver al paso 2.
5. Si la medida no es normal generar una alarma. Si se pro-
ducen un determinado nu´mero de alarmas consecutivas
notiﬁcar un fallo. Si no volver al paso 2.
6. Si se ha notiﬁcado un fallo, almacenar la medida del pro-
ceso en una matriz auxiliar Xaux y almacenar la medida
de fallo durante Naux muestras. Volver al paso 2.
7. Cuando el taman˜o de Xaux supera Naux, actualizar los val-
ores de la media y la varianza de normalizacio´n por la
media y la varianza de Xaux.
8. Actualizar los lı´mites de los estadı´sticos T 2α y Qα.
9. Actualizar el modelo del PCA con la matriz normalizada
XN .
10. Volver al paso 2.
En este me´todo aparecen nuevos para´metros que se deben
de ﬁjar teniendo en cuenta las caracterı´sticas del proceso, como
por ejemplo, el tiempo de asentamiento. Estos para´metros son
el nu´mero de alarmas consecutivas que se tienen que dar para
que se notiﬁque un fallo, el taman˜o de la ventana de datos nor-
malizados y el taman˜o de la matriz X¯aux de valores no normales.
La ﬁgura 5 muestra como la monitorizacio´n con APCA per-
mite detectar el fallo de bias en el sensor de nivel del tanque 1.
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Figura 5: Monitorizacio´n de un fallo con APCA.
Si se provoca un segundo fallo despue´s del provocado en el
sensor de nivel del tanque 1, en este caso, en el sensor de nivel
del tanque 2, el me´todo es capaz de detectarlo gracias a su cual-
idad adaptativa. Despue´s de haber detectado el primer fallo, los
estadı´sticos T 2 y Q se adaptan a la nueva situacio´n de fallo me-
diante el ca´lculo de un nuevo modelo PCA. La ﬁgura 6 muestra
un ejemplo de monitorizacio´n de dos fallos consecutivos.
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Figura 6: Monitorizacio´n de dos fallos con APCA.
La ﬁgura 7 muestra la monitorizacio´n de un protocolo de
funcionamiento de la planta donde aparecen diferentes modos
de operacio´n. En este caso los distintos cambios entre modos se
detectan como fallos pero no son lo suﬁcientemente duraderos
en el tiempo para provocar un cambio en el modelo PCA, el
fallo inducido en la muestra 3000 se detecta y provoca que el
modelo PCA cambie y los umbrales de los estadı´sticos se re-
calculen, a partir de este instante otros cambios en el modo de
operacio´n provocan que el modelo PCA se vuelva a recalcular,
haciendo imposible la distincio´n entre los cambios en el modo
de operacio´n y el fallo.
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Figura 7: Monitorizacio´n de un fallo con APCA sobre un protocolo de fun-
cionamiento con varios modos de operacio´n.
La varianza capturada en este me´todo por los dos compo-
nentes seleccionados fue ide´ntica a la del apartado anterior pu-
diendo variar dependiendo del fallo detectado.
4.3. Monitorizacio´n con MSPCA
Misra et al. (2002) proponen utilizar el PCA sobre la de-
scomposicio´n en frecuencias de las sen˜ales de las variables me-
didas. Para esta descomposicio´n se utilizan las wavelets. El me´to-
do es denominado como MSPCA (Multi-scale principal com-
ponent analysis).
En la mayorı´a de las sen˜ales son las componentes de baja
frecuencia las que le otorgan a la sen˜al la mayor parte de su
informacio´n. Mientras que las componentes de alta frecuencia
se encargan de incorporar caracterı´sticas ma´s particulares.
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Estas componentes se separan a trave´s de ﬁltros, como se
muestra en la ﬁgura 8, donde S es la sen˜al que se desea analizar,
A la salida del ﬁltro pasa baja y D la salida del ﬁltro pasa alta.
Los ﬁltros se disen˜an de manera que sean complementarios, es
decir, la suma de A y D debe de ser S .
S
Pasa baja Pasa alta
Filtros
A D
Figura 8: Diagrama de descomposicio´n de sen˜ales.
Para muchas sen˜ales de mayor complejidad, se puede iterar
el proceso de ﬁltrado, es decir, aplicar el mismo procedimiento
a las sen˜ales de salida de la primera etapa, y ası´ sucesivamente
hasta el nivel de precisio´n que se desee. Esto da origen a una
descomposicio´n multinivel conocida como ramiﬁcacio´n o a´rbol
de descomposicio´n wavelet.
La implementacio´n de este me´todo utiliza una ventana ﬂotante
de datos recogidos del proceso para poder calcular la descom-
posicio´n de las sen˜ales en lı´nea. El algoritmo sigue los sigu-
ientes pasos:
1. Fuera de lı´nea hay que recoger datos de las variables me-
didas de la planta en funcionamiento normal, a contin-
uacio´n hay que realizar su descomposicio´n en frecuen-
cias usando wavelets para cada una de las variables, y
juntar las variables por rango de frecuencia en distintas
matrices de datos para calcular un modelo PCA para ca-
da una de ellas. Se pueden calcular los umbrales de los
estadı´sticos tambie´n para cada una de las frecuencias. Un
esquema de este paso se puede ver en la ﬁgura 9. En este
me´todo so´lo se calcula el estadı´stico Q.
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Figura 9: Esquema del calculo de PCA en el me´todo MSPCA.
2. An˜adir la siguiente lectura del proceso a la ventana de
datos y calcular la descomposicio´n wavelet en frecuen-
cias de la ventana de datos para obtener nuevas lecturas
D1, . . . , Dl y Al.
3. Normalizar la lectura actual y las componentes wavelet
D1, . . . , Dl y Al y calcular los estadı´sticos.
4. Si el estadı´stico de Al no supera el umbral considerarlo
un dato normal y an˜adirlo a la ventana.
5. Si supera un umbral notiﬁcar una alarma. Si ocurre un
nu´mero determinado de alarmas consecutivas notiﬁcar un
fallo.
6. Volver al paso 2.
Si se provoca el fallo de bias del 20% en el sensor de nivel
del tanque 1 e´ste es detectado sin ningu´n problema (ﬁgura 10).
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Figura 10: Monitorizacio´n de un fallo con MSPCA.
Cuando se provocan dos fallos consecutivos, el segundo de
e´stos es difı´cilmente detectable como puede observarse en la
ﬁgura 11. El me´todo de monitorizacio´n con MSPCA no es ca-
paz de detectar dos fallos consecutivos puesto que el disparo de
los estadı´sticos provoca que el segundo fallo no sea detectado.
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Figura 11: Monitorizacio´n de dos fallos con MSPCA.
Cuando la monitorizacio´n del proceso se hace sobre proto-
colos de funcionamiento con mu´ltiples puntos de operacio´n este
me´todo responde de manera muy similar al enfoque cla´sico de
la monitorizacio´n con PCA, esto es, los distintos transitorios
entre cambios en el modo de operacio´n son detectados como
fallos y, aunque el fallo provoca que algunas de los estadı´sti-
cos superen durante un largo perı´odo de tiempo el umbral, es
difı´cil poder distinguir entre el fallo y los cambios en el modo
de operacio´n, (ﬁgura 12).
En este me´todo la varianza capturada por dos componentes
en todos los casos tomo´ valores entre el 77% y el 95%.
4.4. Monitorizacio´n con EWPCA
Otro me´todo, algo distinto a los anteriores, es el PCA pesa-
do exponencialmente EWPCA (Exponentially Weighted Prin-
cipal Component Analysis) descrito en Lane et al. (2003) y
Tien et al. (2004). Este me´todo no necesita un ca´lculo previo
del PCA para poder monitorizar el proceso ya que lo calcula
en lı´nea a partir de una ventana de datos. El me´todo consiste
en un calculo del PCA de forma adaptativa y exponencialmente
pesada y se basa en la actualizacio´n recursiva de la matriz de
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Figura 12: Monitorizacio´n de un fallo con MSPCA sobre un protocolo de fun-
cionamiento con varios modos de operacio´n.
covarianzas R. Mediante un factor de peso exponencial λ se da
mayor importancia a las muestras ma´s recientes con respecto a
las ma´s antiguas.
El algoritmo que implementa este me´todo consta de cuatro
pasos:
PASO 1: Inicializacio´n
1. Se toman n0 observaciones de las variables medi-
das del proceso en operacio´n normal y se genera
la matriz de datos X, esta matriz de datos se nor-
maliza con media cero y varianza unitaria para cada
columna y se almacenan los valores de la media y
la varianza de las muestras x¯0 y s0.
2. Se calcula la matriz de covarianza inicial:
R0 =
1
n0 − 1X
T X (12)
3. Se calcula el factor de peso inicial:
λ0 = (1 − 1n0 ) (13)
PASO 2: Aplicacio´n de EWPCA a la nueva observacio´n:
1. Tomar el siguiente vector de medidas del proceso
xt. Normalizarlo con los datos de la media y la var-
ianzas de la iteracio´n anterior x¯t−1 y st−1.
2. Recalcular la matriz de covarianzas utilizando el
factor de peso:
Rt = λt−1Rt−1 + (1 − λt−1)(xTt xt) (14)
3. Realizar la descomposicio´n SVD de la matriz de co-
varianzas Rt para poder calcular el nu´mero de com-
ponentes principales.
4. Calcular el valor de los estadı´sticos T 2t y Qt para el
vector de la observacio´n actual.
5. Actualizar los umbrales T 2α y Qα.
6. Si los dos estadı´sticos esta´n por debajo del umbral
ir al PASO 3, si no ir al PASO 4.
PASO 3: Actualizacio´n de los para´metros de EWPCA.
1. Actualizar la matriz Xt:
Xt = λt−1[X|xTt ] (15)
2. Actualizar los valores de la media y la varianza:
x¯t = λt−1 x¯t−1 (16)
st = λt−1st−1 (17)
3. Actualizar el factor de peso exponecial:
λt = 1 −
(1−T 2t )
m
Qt
m√
nt − 1
(18)
con:
nt = λt−1nt−1 + 1; (19)
4. Volver al paso 2 y repetir la iteracio´n con el sigu-
iente vector de observaciones xt+1
PASO 4: Accio´n cuando se detecta una alarma.
1. Almacenar el vector de observaciones que ha pro-
ducido la alarma en una matriz Xaux.
2. Si la alarma no es persistente, es decir, no se han
producido un nu´mero dado de alarmas consecuti-
vas, volver al PASO 2.
3. Si la alarma es persistente, si la matriz Xaux supera
un nu´mero naux de muestras, volver al PASO 1 y
rehacer el modelo con la matriz Xaux, si no volver al
PASO 3.
La ﬁgura 13 muestra como la monitorizacio´n con EWPCA
detecta perfectamente un fallo del 20% de bias en el sensor
de nivel de tanque 1. Con este me´todo se reduce el nu´mero de
falsas alarmas de forma dra´stica.
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Figura 13: Monitorizacio´n de un fallo con EWPCA.
Gracias a su propiedad adaptativa los umbrales de los es-
tadı´sticos de monitorizacio´n son capaces de adaptase a la nueva
situacio´n de fallo y por lo tanto puede detectar un segundo fal-
lo. La ﬁgura 14 muestra como el me´todo detecta el primer fallo
y como los umbrales se adaptan a la nueva situacio´n, cuando
se produce el segundo fallo, e´ste vuelve a ser detectado, en este
caso so´lo por el estadı´stico Q, y su umbral de nuevo se adapta
al fallo.
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Figura 14: Monitorizacio´n de dos fallos con EWPCA.
Si este me´todo se aplica a un protocolo de funcionamien-
to con mu´ltiples modos de operacio´n los resultados que se ob-
tienen no presentan ninguna ventaja con respecto al resto de
me´todos. Cada uno de los cambios entre modos de operacio´n es
detectado como un fallo y provoca que los umbrales se adapten
a la nueva situacio´n de fallo. Tal y como puede observase en
la ﬁgura 15 el fallo provocado en el instante 3000 no es distin-
guible de los cambios entre los modos de operacio´n.
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Figura 15: Monitorizacio´n de un fallo con EWPCA sobre un protocolo de fun-
cionamiento con varios modos de operacio´n.
En este caso la varianza capturada varı´a continuamente puesto
que el modelo PCA varı´a a lo largo del tiempo.
4.5. Monitorizacio´n con PCAEA
Kano et al. (2004) propone dividir las variables medidas del
proceso en dos grupos. El primer grupo consiste en las variables
que representan las condiciones de operacio´n, como por ejem-
plo los puntos de consigna. A este primer grupo se le denomina
variables externas. El resto de variables son aquellas que son
afectadas por las variables externas y perturbaciones no medi-
das, a este segundo grupo se le denomina variables principales.
En este artı´culo a este me´todo se le llamara´ PCAEA (PCA using
external analysis)
La informacio´n de las variables principales se descompone
en dos partes, por una parte la que esta´ inﬂuenciada por las vari-
ables externas y por otra la que no se puede explicar con estas
variables. Operando se puede llegar a eliminar la inﬂuencia de
las variables externas de las variables principales.
Si se considera X ∈ Rn×m que representa las n muestras
tomadas de m variables del proceso de la siguiente manera:
X = [HG] (20)
donde G son las variables externas y H las variables princi-
pales. Como ya se ha comentado H tiene una parte inﬂuenciada
por G y otra que no lo esta´. Por eso, se puede utilizar un ana´lisis
de regresio´n linear mu´ltiple utilizando las variables externas co-
mo entradas y las principales como salidas, determinando una
matriz de coeﬁcientes de regresio´n C:
C = (GTG)−1GT H (21)
donde la matriz de error queda deﬁnida de las siguiente
manera:
E = H −GC (22)
La matriz de las variables principales puede ser dividida en
dos partes, GC y E. GC es la parte de H inﬂuenciada por las
variables externas y E la parte que no esta´ bajo esta inﬂuencia.
Esta matriz de datos E no inﬂuenciada por G puede ser
utilizada para realizar el ana´lisis de componentes principales
(PCA). De esta forma el ana´lisis se realizara´ sobre datos no in-
ﬂuenciados por los puntos de consigna.
A la hora de realizar la monitorizacio´n del proceso, los vec-
tores de medidas de cada perı´odo de muestreo tienen que ser
procesados, utilizando la matriz C para quitarles la inﬂuencia
de las variables externas y posteriormente calcular los estadı´sti-
cos T 2 y Q.
La ﬁgura 16 muestra como el me´todo detecta perfectamente
el fallo de un 20% de bias en el sensor de nivel del tanque 1
mediante ambas estadı´sticas.
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Figura 16: Monitorizacio´n de un fallo con PCAEA.
A la hora de detectar dos fallos consecutivos el me´todo no
consigue detectar el segundo fallo, como puede observarse en
la ﬁgura 17
Cuando el me´todo se aplica sobre un modo de funcionamien-
to que consta de diversos modos de funcionamiento, el resulta-
do es muy similar al que se ha experimentado con otros me´to-
dos, ya que los cambios entre los modos de operacio´n son detec-
tados como fallos. En este caso, utilizando el estadı´stico T 2 en
lugar del estadı´stico Q se puede observar que el comportamien-
to de e´ste es distinto cuando se produce un cambio en el modo
de operacio´n a cuando se produce un fallo, puesto que este u´lti-
mo hace que la estadı´stica no vuelva a situarse por debajo de su
umbral (Figura 18).
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Figura 17: Monitorizacio´n de dos fallos con PCAEA.
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Figura 18: Monitorizacio´n de un fallo con PCAEA sobre un protocolo de fun-
cionamiento con varios modos de operacio´n.
Este u´ltimo caso de monitorizacio´n se puede intentar tratar
con una variante del me´todo que an˜ade informacio´n dina´mica.
Cuando un proceso es dina´mico la inﬂuencia de los cambios en
las variables externas no puede ser ignorada de la informacio´n
de operacio´n mediante un ana´lisis esta´tico. En estos casos debe
construirse un modelo dina´mico (PCADEA).
En ocasiones la inﬂuencia que ejercen las variables externas
sobre las variables principales queda deﬁnido por una relacio´n
no lineal por lo que para tratar de quitar la inﬂuencia que las
variables externas ejercen sobre las variables principales no se
deberı´a de utilizar una regresio´n lineal. Una solucio´n podrı´a
ser utilizar una red neuronal. Este me´todo se denominara´ en
este artı´culo como PCANLEA (PCA using non-linear external
analysis) tambie´n presentado Kano et al. (2004).
Si se construye una red neuronal con una estructura tal que
las entradas sean el valor actual de las variables externas g(t) y
sus valores pasados g(t − 1), g(t − 2), . . . , g(t − s), y su salida el
valor actual de las variables principales h(t), se conseguirı´a un
aproximador de H con la inﬂuencia de las variables externas:
Hˆ, de manera similar al caso lineal donde se calculaba como
GC. Con H y Hˆ se puede construir la matriz E:
E = H − Hˆ (23)
E ∈ Rn×m representa los datos de las variables principales
sin la inﬂuencia de las variables externas.
Sobre esta matriz E se puede hacer el ana´lisis de compo-
nentes principales y con los datos que se obtengan realizar la
monitorizacio´n del proceso.
La estructura de la red neuronal que se ha utilizado para
hacer las pruebas sobre la planta es de una red neuronal no real-
imentada con un valor de s = 6, es decir, con 6 valores pasados
de las variables externas. La red consta de una capa de entrada
de s× p (p nu´mero de variables externas) entradas, 16 neuronas
sigmoideas en la capa oculta y m neuronas lineales en la capa
de salida. El entrenamiento se llevo´ a cabo durante 500 e´pocas
con un error esperado de 0.01.
La ﬁgura 19 muestra como este me´todo detecta el fallo de
bias en el sensor de nivel del tanque 1 del 20%. La ﬁgura 20
muestra la incapacidad del me´todo para detectar dos fallos con-
secutivos. Y, ﬁnalmente, la ﬁgura 21 permite observar que el
me´todo no presenta grandes mejoras a la hora de distinguir en-
tre un cambio en el modo de operacio´n y un fallo.
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Figura 19: Monitorizacio´n de un fallo con PCANLEA.
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Figura 20: Monitorizacio´n de dos fallos con PCANLEA.
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Figura 21: Monitorizacio´n de un fallo con PCANLEA sobre un protocolo de
funcionamiento con varios modos de operacio´n.
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La varianza capturada en ambos me´todos tomo unos val-
ores similares al resto de me´todos variando ligeramente de un
conjunto de datos a otro.
4.6. Monitorizacio´n con NLPCA
Si las relaciones entre las variables del espacio de partida
y las variables comprimidas son relaciones lineales el PCA es
la te´cnica adecuada. Pero, si estas relaciones son no lineales
hay que pensar en otras te´cnicas para tratar de conseguir com-
binaciones no lineales entre el espacio de partida y el espacio
reducido.
Las redes neuronales autoasociativas (Kramer, 1991, 1992;
Dong and McAvoy, 1996; Fourie and de Vaal, 2000; Tan and
Mavrovouniotis, 1995) son capaces de producir dichas combi-
naciones no lineales u´tiles si la informacio´n de partida contiene
relaciones no lineales: NLPCA (PCA non-linear).
En las redes autoasociativas la funcio´n a aprender es la iden-
tidad: entradas de la red = salidas de la red. Para que la red au-
toasociativa no aprenda la funcio´n identidad exactamente debe
haber una restriccio´n interna que consiste en una capa de cuel-
lo de botella, es decir, una capa oculta de la red con dimensio´n
menor a la de la entrada y la salida. Con a neuronas en el cuello
de botella y m entradas y salidas, a < m la red autoasociativa
puede reproducir la funcio´n m-dimensional usando so´lo a vari-
ables independientes.
La arquitectura de una red autoasociativa va´lida para el prob-
lema presentado puede ser la de una red no realimentada con la
siguiente estructura (Figura 22):
La primera de las capas ocultas se la denomina capa de
mapeo. La funcio´n de transferencia de las neuronas de
esta capa es sigmoidea.
La segunda capa oculta es denominada capa del cuello
de botella. La funcio´n de transferencia de las neuronas
de esta capa puede ser lineal o sigmoidea. La dimensio´n
de esta capa debe ser menor que la de las capas de entrada
y salida.
La tercera capa oculta es denominada capa de demapeo.
La funcio´n de transferencia de las neuronas de esta capa
debe de ser sigmoidea.
*
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*
*
x1
x2
xm
x'1
x'2
x'm
.
.
.
.
.
.
CAPA DE
ENTRADA
CAPA
DE MAPEO
CAPA DE
CUELLO DE
BOTELLA CAPA DE
DEMAPEO
CAPA DE
SALIDA
t1
ta
Función G Función H
Figura 22: Estructura de red autoasociativa para PCA no lineal
La entrada, la capa de mapeo y el cuello de botella forman la
funcio´n no lineal G, la cual proyecta las entradas en un espacio
de menor dimensio´n. Este mapeo se pude describir como:
ti = Gi(X), i = 1, ..., a (24)
donde ti es la salida i-e´sima del cuello de botella y X =
{x1, x2, ..., xm} es la entrada a la red.
La capa del cuello de botella, la capa de demapeo y la capa
de salida forman otra funcio´n no lineal H que reproduce una
aproximacio´n de las entradas a partir de las salidas de la capa
de demapeo.
x′i = Hi(T ), j = 1, ...,m (25)
donde T = {t1, t2, ..., ta} son las salidas del cuello de botella.
Las fases de mapeo y demapeo representan una general-
izacio´n no lineal del ana´lisis de componentes principales. La
perdida de informacio´n involucrada en este proceso es medida
mediante la suma del cuadrado de la diferencia entre el vector
de entrada y de salida en la etapa de entrenamiento.
E =
n∑
p=1
m∑
i=1
(Xi − X′i )2p (26)
donde n es el nu´mero de muestras de entrenamiento. Como
en otras redes neuronales, el entrenamiento consiste en mini-
mizar E.
No existe un me´todo a priori para decidir la dimensio´n de
las capas de mapeo y demapeo. Deberı´an de tener la suﬁciente
dimensio´n para adecuar su capacidad de representacio´n evitan-
do el sobreaprendizaje. La siguiente inecuacio´n da una aprox-
imacio´n del taman˜o de dichas capas en funcio´n del resto de
para´metros de la red:
M1 + M2  m(n − a)/(m + a + 1) (27)
donde M1 es el nu´mero de neuronas de la capa de mapeo
y M2 el nu´mero de neuronas de la capa de demapeo. Tambie´n
se deberı´a utilizar la te´cnica de la validacio´n cruzada para de-
terminar la estructura de la red. Tampoco existe un me´todo para
determinar el nu´mero de neuronas de la capa de cuello de botel-
la, una opcio´n podrı´a ser calcular el nu´mero de componentes
principales lineales.
En la ﬁgura 23 puede observarse como la monitorizacio´n
basada en NLPCA es capaz de detecta el fallo de bias del 20%
en el sensor de nivel del tanque 1.
Sin embargo, como ocurre con otros me´todos, este tipo de
monitorizacio´n no es capaz de detectar dos fallos consecutivos
debido a que la deteccio´n del fallo provoca que los estadı´sticos
disparen sus valores por encima del umbral. (Figura 24).
Cuando se monitoriza el protocolo de funcionamiento con
diferentes puntos de operacio´n tampoco presenta mejores resul-
tados, ya que, como muestra la ﬁgura 25 el fallo provocado no
es detectado.
Para la monitorizacio´n del protocolo de funcionamiento ma´s
simple, la red se entreno´ con datos relativos a ese protocolo. En
el caso del protocolo con mu´ltiples punto de operacio´n la red se
entreno´ con datos recogidos bajo este protocolo.
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Figura 23: Monitorizacio´n de un fallo con NLPCA
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Figura 24: Monitorizacio´n de dos fallos con NLPCA
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Figura 25: Monitorizacio´n de un fallo con NLPCA sobre un protocolo de fun-
cionamiento con varios modos de operacio´n
5. Resultados
En el cuadro 1 se especiﬁca un ana´lisis comparativo de los
me´todos evaluando distintos para´metros. Estos para´metros pueden
dividirse en dos grupos, por un lado los que evalu´an el me´todo
de forma cuantitativa, estos son los fallos de tipo 1, el tiempo
medio de computo, el retardo de deteccio´n y el taman˜o mı´nimo
de fallo detectado, y por otro lado los para´metros cualitativos,
que son los que se han evaluado en la descripcio´n de los distin-
tos me´todos y se reﬁeren a la deteccio´n de mu´ltiples fallos y la
adaptacio´n a cambios en el modo de operacio´n.
Tabla 1: Ana´lisis comparativo
ET1 TC RT DMF ACM FMD
PCA 4,62% 8,03 · 10−5 10 No No* 10%
APCA 2,90% 4,2615 · 10−4 10 Si No 5%
MSPCA 2,82% 1,8054 · 10−4 10 No No* 3%
EWPCA 0% 0,0029 12 Si No 3%
PCAEA 2,92% 9,2721 · 10−5 12 No No* 2%
PCANLEA 2,83% 0,0027 10 No No* 18%
NLPCA 0 0,0034 10 No No 19%
A continuacio´n se describen los para´metros usados para el
estudio comparativo:
ET1: Fallos de tipo 1 o nu´mero de falsos positivos. Rep-
resenta el porcentaje de falsos positivos en las que los es-
tadı´sticos superaron los umbrales sin que apareciese un
fallo. El porcentaje de alarmas que aparece en la tabla es
para un total de 6001 muestras. Todos los me´todos re-
ducen el nu´mero de alarmas con respecto a la monitor-
izacio´n cla´sica con PCA. Los dos me´todos que hacen que
desaparezcan las falsas alarmas para el ejemplo utilizado
son EWPCA y NLPCA.
TC: Tiempo computo medio en segundos en procesar una
muestra. En el procesado de una muestra, en general, las
tareas que se relizan son: el escalado de la muestra, las
transformacio´nes tı´picas de cada me´todo, el ca´lculo de
las estadı´sticas y la compurobacio´n de si ha ocurrido un
fallo. Para este ca´lculo se utilizo´ un PC con un proce-
sador Intel Core Duo a 3 GHz y una memoria RAM de
3Gb, dotado con el sistema operativo WINDOWS XP c©
y MATLABc© 7.0. Todos los me´todos muestran tiempos
de ca´lculo similares al PCA cla´sico, salvo el EWPCA,
PCANLEA yNLPCA, que presentan tiempos de co´mputo
signiﬁcativamente mayores.
RT: Retardo de deteccio´n. Se reﬁere al nu´mero de mues-
tras que se analizaron desde que ocurrio´ el fallo hasta que
e´ste se detecto´. Todos los me´todos a excepcio´n de EWP-
CA y PCAEA detectaron el fallo de manera instanta´nea,
ya que la restriccio´n de deteccio´n de fallo fue de 10 alar-
mas consecutivas, que para el perı´odo de muestreo de esta
planta que es un segundo el retardo de deteccio´n mı´nimo
es de 10 segundos. Para el caso del EWPCA y PCAEA el
retardo fue de 2 segundos a mayores.
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DMF: Deteccio´n de mu´ltiples fallos. Este para´metro hace
referencia a la posibilidad de que una vez que se ha de-
tectado un fallo si el me´todo serı´a capaz de detectar un
segundo fallo. So´lo los me´todos APCA y EWPCA son
capaces de detectar un nuevo fallo gracias a su capaci-
dad adaptativa que hace que las estadı´sticas vuelvan a la
situacio´n nominal.
ACM: Adaptacio´n a cambios en el modo de operacio´n.
Se reﬁere a la capacidad del me´todo a distinguir entre
fallos y cambios en el modo de operacio´n debidos, por
ejemplo, a cambios en las referencias. Ningu´n me´todo
consiguio´ diferenciar claramente entre los cambios en los
modos de operacio´n y los fallos. Algunos de ellos co-
mo el PCA cla´sico, MSPCA, PCAEA y PCANLEA de-
tectaron de forma diferente los fallos y los cambios en
el modo de operacio´n, provocando que las estadı´sticas
a partir del fallo no volviesen a situarse por debajo de
los umbrales. Estos me´todos has sido marcados con un
asterı´sco.
FMD: Taman˜o de fallo mı´nimo. Esta medida se reﬁere
al taman˜o de fallo mı´nimo que se debe dar para que el
me´todo sea capaz de detectarlo. Como las sen˜ales me-
didas esta´n afectadas por un sen˜al aleatoria que simula
el ruido e´ste puede enmascarar el fallo. Todas las modi-
ﬁcaciones lineales del PCA reducen este para´metro. Sin
embargo, las basadas en redes neuronales aumentan con-
siderablemente este para´metro, seguramente debido a su
capacidad de generalizacio´n.
6. Conclusio´n
En este artı´culo se han detallado siete me´todos de detec-
cio´n de fallos basados en el Ca´lculo de Componentes Prin-
cipales (PCA). En primer lugar se ha considerado el sistema
de monitorizacio´n ma´s sencillo que se puede implementar con
esta´ te´cnica. Posteriormente se han descrito otros seis me´todos
de monitorizacio´n basados en PCA, los cuales presentan varia-
ciones y modiﬁcaciones a la versio´n ma´s ba´sica a ﬁn de sol-
ventar las limitaciones que e´ste presenta. Todos ellos han sido
probados en una planta piloto simulada.
Tambie´n se ha realizado un estudio comparativo a ﬁn de
establecer las diferencias entre los me´todos y analizar en que
situaciones es ma´s u´til utilizar un me´todo u otro. Este estudio
comparativo se ha basado en el ana´lisis de diferentes para´met-
ros. Cuatro de estos para´metros evalu´an el me´todo de forma
cuantitativa: el nu´mero de falsas alarmas, el tiempo medio de
computo, el retardo de deteccio´n y el taman˜o mı´nimo de fallo
detectado. Por otro lado se han estudiado dos para´metros cuali-
tativos, esto es, la deteccio´n de mu´ltiples fallos y la adaptacio´n
a cambios en el modo de operacio´n.
English Summary
A comparative study of fault detection techniques based
on Principal Components Analysis (PCA)
Abstract
This paper describes and compares diﬀerent variations of
fault detection using principal components analysis (PCA). PCA
is a multivariate statistical technique. The paper describes how
to design a fault detection system based on PCA, also it de-
scribes diﬀerent statistics, these statistics are calculated to mon-
itor the process state. The diﬀerent methods compared in this
paper are: adaptive PCA (APCA), multi-scale PCA (MSPCA),
exponentially weighted PCA (EWPCA), PCA using linear and
non-linear external analysis (PCAEA and PCANLEA) and non-
linear PCA (NLPCA). The comparative study is based on sev-
eral quantitative and qualitative parameters.
Keywords:
Statistical methods/Signal analysis for fault detection Pro-
cess monitoring/statistical porcess control.
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