Abstract. We provide new regularity results for the solutions of the Kolmogorov equation associated to a SPDE with nonlinear diffusion coefficient and a Burgers type nonlinearity. This generalizes previous results in the simpler cases of additive or affine noise. The basic tool is a discrete version of a two sided stochastic integral which allows a new formulation for the derivatives of these solutions. We show that this can be used to generalize the weak order analysis performed in [20] . The tools we develop are very general and can be used to study many other examples of applications.
Introduction
The Kolmogorov equation associated to a stochastic equation is a fundamental object. It is important to have a good understanding of this equation since many properties of the stochastic equation can be derived. For instance, it may be used to obtain uniqueness results -in the weak or strong sense -using ideas initially developped by Stroock and Varadhan [45] or the so-called "Itô Tanaka" trick widely used by F. Flandoli and co-authors, see for instance [23] . Also, it is the basic tool in the weak order analysis of stochastic equations, see [46] .
For Stochastic Partial Differential Equations (SPDEs), the associated Kolmogorov equation is not a standard object since it is a partial differential equations for an unknown depending on time and on an infinite dimensional variable. In the case of an additive noise, it has been the object of several studies, see [11] , [19] , [15] , [34] , [44] and the references therein. But for general diffusion coefficients, very little is known. In [16] , strict solutions are constructed but the assumptions are extremely strong and the result is of little interest in the applications.
In this work, we consider a parabolic semilinear Stochastic Partial Differential Equation (SPDE) of the following form: (1) dX t = AX t dt + G(X t )dt + σ(X t )dW t , where W is a cylindrical Wiener process on a separable infinite dimensional Hilbert space H. Typically, H is the space of square integrable functions on an open, bounded, interval in R so that the SPDE is driven by a space time white noise. We wish to study regularity properties of the solutions of the associated Kolmogorov equation. The main application we have in mind is the weak order analysis of a Euler scheme applied to (1) . This has been the subject of many articles in the last decade, see [5] , [7] , [9] , [20] , [21] , [24] , [27] , [32] , [33] , [47] , [51] , [52] . In all these articles, the method is a generalization of the finite dimensional proof initially used in [46] (see also the monographs [31] and [36] for further references) and based on the Kolmogorov equation associated to (1) . These results are restricted to the case of a σ satisfying very strong assumptions.
Thus our first aim is to obtain new regularity estimates on the transition semigroup (P t ) t≥ . When (1) has a unique solution (which is the case in the present article), denoted by (X(t, x)) t≥0 , it is defined by (2) u(t, x) = P t ϕ(x) = E(ϕ(X(t, x))),
where ϕ is a bounded borelian function on H. The function u formally satisfies the Kolmogorov equation:
Tr σ(x)σ * (x)D 2 u(t, x) + Ax + G(x), Du(t, x) , u(0, x) = ϕ(x).
As usual, we have identified the first order derivative of u with respect to x and its gradient in H and the second order derivative with the Hessian. The inner product in H is denoted by ·, · .
Our arguments are general and can be applied in various situations. However, in order to concentrate on the new arguments, we consider a prototype example. Namely, we take three functionsF 1 ,F 2 , σ : R → R, and consider the following stochastic partial differential equation on the interval (0, 1) with Dirichlet boundary conditions and driven by a space time white noise:    dX = (∂ ξξ X + +F 1 (X) + ∂ ξF2 (X))dt +σ(X)dW, t > 0, x ∈ (0, 1), X(0, t) = X(1, t) = 0, X(ξ, 0) = x(ξ).
The initial data x is given in L 2 (0, 1) and W is a cylindrical Wiener process (see [18] ). This equation can be rewritten in the abstract form (1) Assuming thatF 1 ,F 2 , andσ are bounded, this defines F 1 , F 2 : H → H and σ : H → L(H), where L(H) is the space of bounded linear operators on H. Below, we assume thatF 1 ,F 2 andσ are functions of class C 3 , which are bounded and have bounded derivatives. However, it is well-known that F 1 , F 2 and σ do not inherit these regularity properties on H. The control of their derivatives requires the use of L p norms. Finally, setting B = ∂ ξ on H 1 (0, 1) and G = F 1 + BF 2 , we obtain an equation in the abstract form (1) above.
Global existence and uniqueness of a solution X ∈ L 2 (Ω; C([0, T ]; H)) follow from standard arguments (see [18] for instance). Indeed, we have boundedness and Lispchitz continuity properties on the coefficients G and σ. Thus the transition semigroup can be defined by the formula (2).
The regularity results which are required for the numerical analysis and which we obtain in this article have roughly the following form, under appropriate assumptions on ϕ: for t ∈ (0, T ) where (−A) −α denotes a negative power (for α > 0) of the linear operator −A. We do not make precise which L p norms appear on the right-hand side in (4) . Precise and rigorous statements are given in Section 4.1. Note that these regularity results are natural. They hold for instance in the case G = 0, σ = 0 for any α, β, γ ≥ 0 thanks to the regularization properties of the heat semi-group. Using elementary arguments (differentiation inside the expectation, control of the derivative processes using Itô formula and Gronwall inequalities), see for instance [3] , [20] , one can consider the case when the diffusion coefficient σ is constant -additive noise case. Then the estimate above holds for α ∈ [0, 1), and β, γ ∈ [0, 1) such that β + γ < 1. The case of an affine σ is also treated in the above references but then we impose α, β, γ ∈ [0, 1 2 ). When the diffusion coefficient σ is nonlinear (the so-called multiplicative noise case), the results obtained so far in the literature are not satisfactory: the extra restriction β + γ < 1 2 is imposed. This is not sufficient for the applications. For the weak order analysis, we need to take β + γ arbitrarily close to 1.
Also, the right hand side of (3) is well defined only if one is able to get (4) for α ∈ [0, 1), β, γ ∈ [0, 1 2 ) with β + γ > 1 2 . This is important to prove existence of strict solutions to this Kolmogorov equation and thus to generalize results available in the case of additive noise.
In this article, we introduce a new approach to obtain such results. Our first main contribution in this article is to prove that in (4) one may take α ∈ [0, 1) and β, γ ∈ [0, 1 2 ), in the multiplicative noise case, for SPDEs of the type of (1) .
At a formal level, our strategy is based on new expressions for the first and the second order derivatives of u which are obtained thanks to the Malliavin duality formula. These formulas are written in terms of some two-sided stochastic integrals, with anticipating integrands. Several notions of anticipating integral exist: see for instance [2] , [35] , [39] where the definition of such integrals is motivated by similar reasons to ours. The two-sided integrals which we would need are similar to those developed in [38] , [40] , [41] , but we need to consider more general types of integrands.
We have not found the construction of the two-sided integrals we need in the literature. Although interesting in itself, their rigorous and general construction would considerably lengthen the article; this is left for future works.
We have chosen a different approach: we consider time discretized versions of the problem, and at the end pass to the limit in estimates. The advantage is that we do not need to provide the construction of the two-sided integral since at the discrete level it is straightforward. The drawback is that all our estimates are made on the discretized processes and computations are sometimes technical.
Nonetheless, we give a formal derivation of the formulas for the first and second derivatives of u in section 5.1. We hope that this helps the reader to understand our ideas. Also, this allows to describe the type of integrals which would be required to have a direct proof in continuous time. Again such a proof, which would simplify some technical estimates such as those in section 5.10, requires the rigorous construction of a two sided integral and we chose to avoid this. Thus, results presented in section 5.1 remain at a formal level.
Once new regularity estimates on the solutions of Kolmogorov equations are obtained, our second contribution is to address the weak order analysis of the following Euler scheme applied to (1):
where ∆t is the time step. We prove that the weak rate of convergence is equal to Eϕ X(N ∆t) − ϕ X N ≤ C κ (T, ϕ, x)∆t 1 2 −κ , where the integer N is such that N ∆t = T , for arbitrary but fixed T ∈ (0, ∞).
The value 1 2 for the weak order convergence is natural: indeed, it is possible to show that (for an appropriate norm · ) one has the strong convergence rate
Like in [7] , [9] , in the case of ergodic SPDEs, the analysis can be extended on arbitrarily large time intervals, with a uniform control of the error. This yields error estimates concerning the approximation of invariant distributions. In fact, under appropriate conditions on the Lipschitz constants of the nonlinear coefficients, one can include factors of the type exp(−ct), with c > 0, on the right-hand sides of the equations in (4); alternatively, these regularity estimates are transfered to the solutions of associated Poisson equations. We do not consider this question further in this article.
We generalize the proof of [20] , and of subsequent articles, which was done under the artificial assumptions that F : H → H and σ : H → L(H) are of class C 2 , with bounded derivatives, and that the second order derivative of σ satisfies a very restrictive assumption. As already explained above, the new regularity estimates on the solutions of Kolmogorov equation obtained in the first part of the article are fundamental. Here we treat diffusion coefficients of Nemytskii type, and drift coefficients which are sums of Nemytskii and Burgers type nonlinearities. Treating Burgers type nonlinearities is one of the novelties, and one of the main source of technical difficulties, of this work. Even if the decomposition of the error and ideas in the control of the terms are similar to [20] , we need to consider all the terms again since the functional setting is different. already emphasized in [20] , Malliavin calculus techniques are used in a completely different manner in this article. Note that the approach of [12] has been extended in the infinite dimensional setting in [4] . However, the approach of [6] can not be applied for SPDEs, as proved by [8] : weak convergence rates for SPDEs heavily depend on the regularity of the test function.
In future works, we plan to analyze the weak error associated to spatial discretization, using Finite Elements, like in [5] . Note that the analysis of the weak error may also be generalized to other examples of time discretization schemes, such as exponential Euler schemes, like in [47] , [51] for instance.
We have chosen to consider SPDEs (1) of one type, namely with Nemytskii diffusion coefficients, and Nemytskii and Burgers type nonlinear drift coefficients, driven by space-time white noise, in dimension 1. We believe that natural generalizations hold true, for instance for equations in dimension 2 or 3, with appropriate noise. Moreover, considering coefficients with unbounded derivatives, with polynomial growth assumptions, is also an important subject, which we have not chosen to treat; indeed it would have required to deal with additional technical difficulties, resulting in hiding the fundamental ideas of our approach.
On a more theoretical point of view, we leave for future work the important question of the construction in continuous time of the two-side stochastic integrals used in the proof of the new regularity results for the solutions of Kolmogorov equations. It may also be interesting to generalize these estimates to higher order derivatives. Finally, we believe that these results and the strategy of proof will have other applications, beyond analysis of weak convergence rates.
This article is organized as follows. The functional setting is made precise in Sections 2 and 3. Section 4 contains the statements of our main results, on the regularity of the solution of the Kolmogorov equation (Section 4.1), then on the weak rate of convergence of the Euler approximation (Section 4.2). Detailed proofs are given in Section 5 and in Section 6 respectively.
Setting
We use the notation N ⋆ = {1, 2, . . .} for the set of (positive) integers. Throughout the article, c or C denote generic positive constants, which may change from line to line. We do not always precise the various parameters they depend on. When necessary, we write C = C ... (. . .) to emphasize the dependence on some parameters, by convention it is locally bounded on the domains where the parameters live.
2.1. Functional spaces and stochastic integration. In all the article, given two Banach spaces E 1 and
, is the space of bounded C k functions from E 1 to E 2 with bounded derivatives up to order k. Also L(E 1 ; E 2 ) denotes the space of bounded linear operators from E 1 to E 2 . If
The SPDE (1) is considered as taking values in the separable Hilbert space H = L 2 (0, 1), with norm (resp. inner product) denoted by | · | (resp. ·, · ). We will also extensively use the Banach spaces
We are now in position to present basic elements about stochastic Itô integrals on Hilbert spaces, see [18] for further properties. The cylindrical Wiener process on H is defined by
where β i i∈N * is a sequence of independent standard scalar Wiener processes on a filtered probability space satisfying the usual conditions Ω, F , (F t ) t≥0 , P and f i i∈N * is a complete orthonormal system of H. It is standard that this representation does not depend on the choice of the complete orthonormal system of H. Moreover, it is well-known that W (t) as defined by (5) does not take values in H; however, the series is convergent in any larger Hilbert space K, such that the embedding from H into K is an Hilbert-Schmidt operator.
Given a predictable process
This equiboundedness property is crucial for many estimates which will be proved in this article.
For every p ∈ (2, ∞), A can also be seen as an unbounded linear operator on
The operator A generates an analytic semigroup e tA t≥0
on L p (0, 1), for every p ∈ [2, ∞), see for instance [42] . In the case p = 2, we have the following formula: e tA = ∞ i=1 e −tλi ·, e i e i for every x ∈ H and t ≥ 0.
We use the standard construction of fractional powers (−A) −α and (−A) α of A, for α ∈ (0, 1), see for instance [42] :
Definitions are consistent when p varies. In the case p = 2, the construction is simple: indeed,
We use the natural norms on . In this article, α ∈ (0, 1/2) and in this case, this norm writes:
It is useful to compare the two scales of spaces D p ((−A) α ) and W 2α,p . Below we use a series of results from [48] . Let us choose ǫ > 0, by the definition in section 4.2.1, Theorem 1, section 4.3.1 which asserts that 2.4.2 (16) holds, we have:
is the Besov space and (·, ·) θ,p denotes the interpolation spaces. Then, we use 1.3.3 (e), the equality W 2,p = D((−A)) and 1.15.2 (d) to obtain:
It follows
The same arguments imply
(Note that for p = 2, we can take ǫ = 0 and we have in fact D((−A) α ) ⊂ W 2α,2 .) We deduce the following inequalities:
We also need inequalities for composition and products in these spaces. Let us consider a Lipschitz continuous function g : R → R. It satisfies:
Recalling the definition (8) of the norm on W 2α,p we get the following inequality: for α < 1 2 and ǫ > 0, any
α+ǫ , and any Lipschitz continuous function g : R → R,
Also, by Hölder inequality and (8), for α < 1 2 , and x ∈ W 2α,q , y ∈ W 2α,r such that
Using then (9), (11) yields that for α ∈ (0,
Below, we also need to estimate products of two functions, one of which belongs to a space of negative regularity, in a space
, we want to give a meaning to the product xy. For functions defined on the whole space R, this is classically treated thanks to paraproduct. In the case of the interval treated here, we provide an alternate argument to do this. As in the case of R, the sum of the regularity of x and y has to be positive and the product is defined only in spaces of negative regularity.
We use a duality argument. Let us first consider smooth x and y, then for z smooth. Let α ∈ (0,
From (9) and (11), we obtain
We deduce:
, we obtain:
By density, this inequality remains true for all x, y, z such that the right hand side is finite. Finally, for every p ∈ [2, ∞), we have the Sobolev embedding:
is a closed subspace of W 
α (see [48] , Theorem 1.18.10), we deduce:
3.3. Nonlinear terms G and σ. The drift G is the sum of a Nemytskii and of a Burgers type nonlinearities:
, and where F 1 and F 2 are Nemytskii coefficients. Precisely, letF 1 ,F 2 ∈ C 3 b (R) be two real-valued functions. We assume that they are bounded to simplify the presentation, but this could easily be relaxed. Then we set, for every x ∈ L p , with p ∈ [1, ∞],
Straightforward applications of Hölder inequality yield Property 3.2 below.
In order to control terms of the form BF 2 (x), we will use the following property
Indeed, this inequality is a direct consequence of (9) when α = 0, and uses a duality argument when β = 0. The general case follows by an interpolation argument.
The diffusion coefficient σ is a linear operator of Nemytskii type. Precisely, letσ ∈ C 3 b (R) be a realvalued, bounded, function, with bounded derivatives up to order 3. Then, for every
Moreover, the following conditions on the derivatives of σ hold true.
For
We sketch the proof of (16), the two other estimates (17) and (18) are obtained in the same way.
thanks to Hölder inequality, with
, and inequality (14) . When no confusion is possible, we will often use the notations F i forF i , and σ forσ.
3.4. Test functions ϕ. We now give the regularity assumptions on the test functions ϕ. Typically, ϕ is only defined on L p (0, 1), for some p ∈ [2, ∞) and is not a C n function on L p for n ≥ 2. It possesses derivatives only in restricted directions, that is in a smaller space which is in general L q for q > p. To state the assumption on the test functions allowed, we consider regularized version ϕ δ , defined in Assumption 3.4 below.
. We assume that ϕ δ is of class C 3 on H, for every δ ∈ (0, 1). Moreover, we assume that the derivatives satisfy the following conditions, uniformly with respect to δ ∈ (0, 1): there exist q ∈ [2, ∞), K ∈ N ⋆ ∪ {0}, and C(p, q, K) ∈ (0, ∞) such that for every x ∈ L p , and
Interesting examples of test functions ϕ are constructed as follows. Let φ ∈ C 3 (R) a function of class C 3 ; we assume that the derivatives of φ have at most polynomial growth. Define
4 is satisfied by applying Hölder inequality, with appropriately chosen parameters p, q.
If we assume that the derivatives of φ are bounded, we may choose K = 0 and p = 2; the estimate on the third order derivative requires to choose q = 3.
Main results
We consider the stochastic evolution equation (1), which we recall here:
where x ∈ H is an arbitrary initial condition. For every time T ∈ (0, ∞), equation (23) admits a unique mild solution in
where the H-valued stochastic integral is interpreted in Itô sense. We refer for instance to [18] for a proof of this standard result.
To emphasize on the influence of the initial condition x, we often use the notation X(t, x). However, in many computations we omit this dependence and write X t for simplicity.
A rigorous treatment of the problem is made easier by considering regularized coefficients G δ and σ δ , for δ > 0, defined as follows:
It is straightforward to check that Properties 3.2 and 3.3 are preserved after regularization, with constants which are uniform with respect to δ. Indeed, e δA is bounded with norm equal to 1, from L p to L p , for every p ∈ [1, ∞] and δ ∈ (0, 1). Also for δ > 0, e δA is a bounded operator from L 2 to L p for any p > 2, and thus the regularized coefficients F δ and σ δ are C Remark 4.1. We cannot use standard regularization methods in our setting, such as spectral Galerkin projections, like in [20] . Indeed, the associated projection operators are not uniformly bounded (with respect to dimension), in L p spaces for p > 2. The regularization we use in this article does not provide finite dimensional approximation of the process. Alternatively, the not so different regularization proposed in [26] (see Lemma 3.1) may be used. It is based on an additional truncation of modes larger than N (δ), in the definition of e δA , for a well-chosen integer N (δ).
In the computations below, we often omit to mention the dependence on δ. All the estimates we state and prove are uniform in δ.
Working with regularized coefficients F δ and σ δ , with δ ∈ (0, 1), we introduce the regularized SPDE
When δ → 0, X δ converges (in a suitable sense) to X. Consistently, the notation X 0 = X will be used. For every δ ∈ (0, 1), introduce the function
and the function u :
The function u δ , resp. u, is formally solution of the Kolmogorov equations associated to (25) , resp. (23). As already mentioned, the regularity results proved in this article could be used to prove that these functions are in fact strict solutions of these Kolmogorov equations. Consistently, we use the notation u 0 = u. Indeed, results on u will be obtained from results proved for δ > 0 and passing to the limit δ → 0.
Thanks to [3] or [11] , for every δ ∈ (0, 1) and
4.1. Regularity estimates on the derivatives of the Kolmogorov equation solution. The first main results of this article are new estimates on the first and second order spatial derivatives of u.
For our results given below, we consider the setting of Section 3 and Section 3.4. Note that all the results are valid for the parameter q, defined in Assumption 3.4, satisfying q ∈ [2, ∞). The proofs of the cases q = 2 and q ∈ (2, ∞) need to be treated separately. We only provide detailed proofs in the case q ∈ (2, ∞). The case q = 2 is easier.
This result can be interpreted as a regularization property: for every t > 0 and β ∈ (0, 1), we have
where r is the conjugate exponent of 2q, i.e.
2 ) (see [3] , [20] ). Getting the result for β ∈ [0, 1) with standard arguments is possible only in the case of additive noise. We recall below in Section 5.1 where the limitation β < 1 2 comes from in direct approaches, when σ is nonlinear. Then we give a formal description of our strategy of proof of Theorem 4.2 and introduce new arguments.
The constant C β (T ) depends on ϕ through the constants appearing in Assumption 3.4. More precisely, it depends on the constant in the right hand side of (20) and (21) . It may seem surprising that we need information on the second differential of ϕ to get an estimate on the first differential of u. This is due to the final step of the proof where we use an interpolation argument to get rid of an extra smoothing parameter τ introduced below. We do not know whether this is optimal.
We now turn to the result on D 2 u, which is also a regularization property.
Again, the novelty in Theorem 4.3 is the range [0, 1 2 ) for the parameters β and γ. More precisely, we remove the restriction β + γ < 1 2 , for which a direct proof works, see [3] , [20] . As above, the constant C β,γ (T ) depends on ϕ through the constants appearing in Assumption 3.4. Now, it depends on the constant in the right hand side of (20), (21) and (22) .
Another novelty is that we consider SPDEs with a spatial derivative in the nonlinear term. Moreover, Nemytskii type diffusion and nonlinear terms are allowed. This requires bounds depending on L q norms and not only on L 2 norms.
Remark 4.4. The presence of L 2q and L 4q norms in the right-hand side of (28) and (29) is not optimal. A careful inspection of the proof reveals that norms on the right-hand side may be replaced with weaker L q+ǫ and L 2q+ǫ norms, where ǫ is arbitrarily close to 0. Moreover, at the price of increasing the singularity in T , one may use the Markov property to get estimates which depend on L r with much smaller r.
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The main motivation and application of Theorem 4.2 and Theorem 4.3 is the analysis of weak convergence rates for numerical discretizations of the SPDE (23) . For that purpose, being able to choose both β and γ arbitrarily close to 2 ) is sufficient to consider the case with F 2 = 0, but we need β close to 1 to treat the Burger type nonlinearity BF 2 .
In the additive noise case, it is possible to choose β, γ ∈ [0, 1), such that β + γ < 1 in Theorem 4.3. Then we may choose for instance β ∈ [ 1 2 , 1), and this simplifies several arguments in the weak convergence analysis -and also in the argument presented below to give a meaning to the trace term in (3). We believe that the same strategy as for the proof of Theorem 4.2 can be adapted to prove that indeed the conclusion of Theorem 4.3 is still valid for β, γ ∈ [0, 1) with β + γ < 1. Substantial generalizations of the arguments are however required, and they will be studied in future works.
In addition to the analysis of weak convergence errors, Theorems 4.2 and 4.3 can be used to give a meaning to the different terms in the right-hand side of (3). First the terms Ax, Du(t, x) has a meaning as soon as
is well-defined also, choosing β > 2 ) and x ∈ L p we have
where we have used sup
Nevertheless, taking γ < 
We choose γ, β ∈ [0,
Note that it is possible to choose β, ǫ arbitrarily close to 0. Therefore the trace term in (3) is meaningful as soon as x ∈ D 8q ((−A) α ) for some α > 0. Again the exponant 8q is not optimal.
For completeness, we also state a regularity result on the third order derivatives of u δ . This result is useful to prove the two results above and in the analysis of the weak convergence rate for numerical approximations below. Contrary to Theorems 4.2 and 4.3, since we consider a restrictive range for the parameters α, β, γ, i.e. with the constraint α+ β + γ < 1/2, standard arguments are sufficient and the proof is left to the reader. The arguments used for Theorems 4.2 and 4.3 could be naturally extended to generalize Proposition 4.5, under appropriate assumptions, as well as to higher order derivatives. We leave the study of such generalizations to future works. 2 ) such that α + β + γ < 1 2 , and T ∈ (0, ∞), there exists C β (T ), such that for every δ ∈ (0, 1),
The constant C α,β,γ (T ) depends on ϕ through the constants appearing in Assumption 3.4. The results in Theorems 4.2, 4.3 are proved for the function u δ , defined by (26) , for δ ∈ (0, 1). Thanks to the result on the third order derivatives of u δ , we may take the limit δ → 0 in Theorems 4.2 and 4.3; this provides Gâteau differentiability of first and second order of the function u, at points x ∈ L p and in directions h 1 , h 2 ∈ L q . If ϕ is a C 2 function on H satisfying Assumption 3.4 with p = 2 = q = 2, using standard arguments, we can prove similar estimates on D k u δ , k = 1, 2, 3 with β = γ = 0 for x ∈ H and h, h 1 , h 2 , h 3 ∈ H. Thus in this case, we can prove that u is a C 2 function on H.
4.2.
Weak convergence of numerical approximations. As an application of the results of Section 4.1, we study the discretization of (23) by the following semi-implicit Euler scheme (also known as the linear implicit Euler scheme). Let T ∈ (0, ∞) be given, and let ∆t ∈ (0, T ) denote the time-step size of the scheme, such that N = T ∆t ∈ N ⋆ is an integer. Then for n ∈ {0, . . . , N − 1}, define
The nonlinear terms G and σ are treated explicitly (which is possible thanks to global Lipschitz continuity assumptions), whereas the linear operator A is treated implicitly. Note that (68) can be rewritten in an explicit form
, where
This proves the well-posedness of the scheme, thanks to nice regularization properties of S ∆t , see Lemmas 5.2 and 5.3. The weak convergence result is given by Theorem 4.6; its proof is given in Section 6. It generalizes the statement that the weak rate, equal to 1 2 , is twice the strong order 1 4 , which has been obtained for instance in [43] . Recall that the values of p, q and K are determined by Assumption 3.4.
The proof is a generalization of [20] , with several non trivial modifications, due to the assumptions made on the nonlinear drift term and diffusion coefficients. In this article, we work in L p spaces, and it seems that it is the first time that a weak convergence result is provided for SPDEs with Burgers type drift coefficients, i.e. with a spatial derivative in the drift nonlinear term. More importantly, our main contribution is the treatment of non constant diffusion coefficients σ (the multiplicative noise case), under realistic assumptions. In particular, we drop the artificial assumption on σ from [20] .
As mentioned in the introduction, the approach using mild Itô calculus, see [13] , [28] , [29] , [30] , has also recently been able to deal with such non constant diffusion coefficients. The main difference is in the way the discretization error is analyzed: our approach is in our opinion somewhat simpler, and closer to the standard approaches from finite dimensional cases. We require also lower regularity on the drift and diffusion terms.
Our proof is based on a decomposition of the error depending on the solution u of the Kolmogorov equation. In particular, Theorem 4.2 (to handle Burgers type nonlinear drift coefficients), resp. Theorem 4.3 (to handle nonlinear diffusion coefficients), removing the condition β < 1 2 , resp. the condition β + γ < 1 2 , are essential tools.
Proofs of Theorems 4.2 and 4.3
The aim of this section is to provide the proofs of the new regularity results, Theorems 4.2 and 4.3. The key ideas of our original approach are explained in Section 5.1, however only at a formal level: indeed the stochastic integrals in (35) below involve anticipative integrands and are not well defined so that (35) cannot be used. These integrals are in fact two-sided integrals and should be defined appropriately. This would considerably lengthen our article. A discrete time approximation is used to make the analysis rigorous: it is introduced in Section 5.2.
In addition to the auxiliary temporal discretization, with parameter ∆t, another approximation is used, with parameter τ . The most difficult part of the proof is to obtain the auxiliary regularity results which are stated in Section 5.3, for positive τ . The proofs of these results are performed in three steps. First, the new expressions suggested by the formal arguments of Section 5.1 are rigorously derived at the discrete time level in Section 5.4. The key ingredients are discrete time versions of the two-sided stochastic integrals, and of an appropriate Malliavin calculus duality formula. Second, Section 5.5 is devoted to proving bounds for the terms appearing in these new expressions. Finally, it remains to pass to the limit ∆t → 0.
The proof of Theorems 4.2 and 4.3 is then concluded in Section 5.6, getting rid of the auxiliary parameter τ . Finally, technical auxiliary lemmas are proved in Section 5.7.
5.1. Formal arguments in continuous time. In this section, we explain how Theorems 4.2 and 4.3 could be obtained if one first constructs suitable stochastic integrals. We first recall the origins of the limitations on parameters β and γ in standard approaches. We then present the strategy of the proof, in particular what are the two-sided stochastic integrals that are required.
As explained in the introduction, we do not intend to give a rigorous meaning in the continuous time setting to the objects introduced below, and do not justify the computations. As will be clear below, some expressions do not make sense as standard objects. In order to simplify the presentation, since we want to focus on the difficulties due to the diffusion coefficient σ being non constant, in this section we assume that F 1 = F 2 = 0. Moreover, we work in an abstract setting: we assume that the diffusion coefficient σ is a function on H of class C 2 , with bounded derivatives -this property not being true for the Nemystkii coefficients considered in this paper. We also assume that the test function ϕ is of class C 2 b . First, differentiating (27) , we obtain for h ∈ H:
where η h,x (t) is the solution of
Using the mild formulation of η h,x (t) and Itô isometry,
Indeed, for y, h ∈ H and κ ∈ (0,
< ∞. Assuming that 2β < 1, and applying Gronwall Lemma, we get
which then yields the required regularity result, for β ∈ [0,
The limitation β < 1 2 in previous articles thus comes from the fact that Itô formula is used to control the stochastic integral, and naturally squares appear in integrals. In the additive noise case, since σ ′ = 0, no stochastic integral appears in the definition of η h,x (t), and thus choosing β ∈ [0, 1) is possible. A similar difficulty appears for the second order derivative: differentiating twice (27) , for h, k ∈ H yields
where ζ h,k,x (t) is the solution of
with the initial condition ζ h,k,x (0) = 0. The issue lies again in the control of the stochastic integral: indeed, Itô isometry for the mild formulation of the equation gives
and, generalizing the previous estimate on η to handle the fourth moment, we have
and t 0 (t − s)
In order to overcome the limitations on β and γ, we introduce new formulas for Du and for D 2 u. The idea is to use the Malliavin calculus duality formula, in order to replace stochastic Itô integrals, which require square integrability in time, with integrals with respect to Lebesgue measure, which require only integrability in time.
First, defineη h,x (t) = η h,x (t) − e tA h, and write
The first term on the right-hand side is easily bounded by t −β |(−A) −β h|, for β ∈ [0, 1). To control the second term, note that
Formally, ζ h,k,x andη h,x are the solutions of the same type of equations, and we would like to write the following identities
where Π(t, s) is the evolution operator associated with the linear equation
Formulas (35) are not well defined since the integrals contain anticipative integrands. Unfortunately, Skohorod integrals or two-sided stochastic integrals do not work. If we use such integrals in (35) , the formula makes sense but does not provide a solution of the equations. In fact, we can guess what would be the correct integral for our purpose. From the discrete formulas below, it should be:
for the first one and a similar expression for the other. As usual the limit is taken on subdivisions of [0, t] with δ = max(t ℓ+1 − t ℓ ) converging to 0. As explained in the introduction, it may be possible to adapt the arguments from [2] , [38] , [39] , [40] and [41] and give a rigorous meaning to (35) using such new integral. This is not the strategy we follow; instead, we work on time-discrete approximations of the problem, for which every object is easily defined and only standard tools of stochastic analysis are used.
Let us anyway go on with the formal argument and show why (35) is useful. We consider the second term in (34) and rewrite using this formula: , x) ).e sA hdW (s) .
The next step is to apply a Malliavin duality formula. This would replace the right hand side above by , x) ).e sA hds . Thus, we are now dealing with a standard integral and do not need square integrability in time and a higher order singularity is allowed. Unfortunately, this is not correct: the integral has not been defined and no generalization of the duality formula has been proved. In fact, we may guess from the discrete computations below that the correct formula should contain an additional term and write: , x) ).e sA hds s, x) ).e sA hds .
Again, we have chosen to avoid the rigorous construction of the two-sided integral and the proof of the associate duality formula by working on discrete time approximations.
Discrete time approximation.
In order to give a rigorous meaning to the arguments presented above in Section 5.1, we replace the continuous time processes X δ (t) t∈[0,T ] , with δ ∈ [0, 1), with discrete-time approximations. We use a numerical scheme, with time-step size ∆t = T N ∈ (0, 1), with N ∈ N ⋆ . We prove regularity results for fixed N , with upper bounds not depending on N , and finally pass to the limit N → ∞.
We also require an additional regularization parameter, τ ∈ (0, 1). Some estimates depend on τ ; when it is the case, it will always be stated precisely.
The discrete-time processes are defined using the linear-implicit Euler scheme: for 0 ≤ n ≤ N − 1
with the standard notation ∆W n = W (n + 1)∆t − W n∆t , and S ∆t = (I − ∆tA) −1 . Note that we have added the regularization operator in the diffusion coefficient: e τ A . Below we omit to write the dependance on δ, τ, ∆t and write X n instead of X δ,τ,∆t n . All constants are independent on δ, τ, ∆t. Moment estimates for X n are given by Lemma 5.1 below. 
Both results in the case p = 2 are obtained by straightforward computations, thanks to expansions using the eigenbasis e n n∈N ⋆ of A. When p ∈ (2, ∞), the arguments use properties of the analytic semigroup e tA t≥0
in L p . The proofs are given below since these results are not standard in the literature for SPDEs.
Arguments from [42] are used. The results are in fact valid for p ∈ (1, ∞).
Proof of Lemma 5.2. The case β = 0 follows from the two inequalities |S ∆t | L(L 2 ) ≤ 1 (which is proved using expansions in the Hilbert space L 2 with the complete orthonormal system e k k∈N ⋆ ) and |S ∆t | L(L ∞ ) ≤ 1.
By a standard interpolation argument, we thus have
Define the resolvent R(λ, A) =
We thus obtain
(n+1)∆t , for n ∈ N ⋆ . Thus the result is proved for β = 1. The case β ∈ [0, 1)
follows by an interpolation argument (see [48] , Theorem 1.15.3):
This concludes the proof of Lemma 5.2.
Proof of Lemma 5.3. Let γ k k∈N ⋆ denote a sequence of independent standard real-valued Gaussian random variables,γ k ∼ N (0, 1). Then, using standard properties concerning moments of Gaussian random variables,
Using Property 3.1, and the estimate
which follows from Lemma 5.2, we get the result.
Proof of Lemma 5.1. First, note that, for 0 ≤ n ≤ N , (38) X n = S n ∆t x + ∆t 
This proves (37) in the case M = 1. The case M ≥ 1 and the second estimate of (37) are obtained with similar computations combined with standard arguments. This concludes the proof of Lemma 5.1.
5.3.
Regularity results for an auxiliary process. The objective of this section is to state regularity results for the first and second order spatial derivatives of the function u δ,τ defined by
where τ is an auxiliary regularization parameter, and the process X δ,τ is solution of the SPDE
Let us also define the function u δ,τ,∆t : {0, ∆t, . . .
where X δ,τ,∆t n (x) is the solution of (36) with initial condition x. Note that when τ → 0, X δ,τ converges to X δ , for all δ > 0. In addition, the discrete time process defined by (36) is obtained by temporal discretization of X δ,τ . Sections 5.4 and 5.5 are devoted to proving new regularity estimates for Du δ,τ,∆t (N ∆t, x) and D 2 u δ,τ,∆t (N ∆t, x), with T = N ∆t. We omit writing these expressions, which contain many terms vanishing in the limit ∆t → 0. Indeed, passing to the limit ∆t → 0, the following regularity results for the auxiliary function u δ,τ are obtained.
Proposition 5.4. For every β ∈ [0, 1) and κ ∈ (0, 1), there exists C β,κ (T ), such that for every δ, τ ∈ (0, 1),
Proposition 5.5. For every β, γ ∈ [0, 1 2 ) and κ ∈ (0, 1), there exists C β,γ,κ (T ) such that for every δ, τ
Observe that the right-hand sides of (42) and (43) contain a singular factor τ −κ . It is important to note that the exponent κ is positive but arbitrarily small. Proofs of Theorems 4.2 and 4.3 require the use of an interpolation argument to get rid of the parameter τ , indeed passing to the limit τ → 0 is not sufficient. Details are provided in Section 5.6.
In Section 5.4 and 5.5 below, the analysis is performed with fixed parameters τ > 0 and ∆t > 0, i.e. at a discrete time level.
5.4.
New expressions for derivatives in the discrete-time framework. The goal of this section is to derive new expressions for Du δ,τ,∆t (t, x).h and D 2 u δ,τ,∆t (t, x).(h, k). This is done by repeating the discussion of Section 5.1, and the formal formulas are turned into rigorous ones for the discret objects.
Thanks to the regularity properties of G = F 1 + BF 2 , σ and ϕ, see Properties 3.2, 3.3 and Assumption 3.4, for every n ∈ {0, 1, . . . , N }, x ∈ L 2 → u δ,τ,∆t (t n , x) is of class C 2 , and it is straightforward to prove recursively that:
• the first order derivative satisfies
with η h 0 = h and, for n ∈ {0, . . . , N − 1},
• the second order derivative satisfies
with ζ h,k 0 = 0 and, for n ∈ {0, . . . , N − 1},
Again, in order to simplify the notation, most of the time we do not mention the parameters δ, τ, ∆t.
Our objective is to obtain the following estimates, with arbitrarily small κ ∈ (0, 1):
.
Note that the right-hand sides do not depend on ∆t and on δ. Passing to the limit when these parameters go to 0 is straightforward.
We now do perform similar computations as in section 5.1 but on the discrete processes so that we do not have to manipulate anticipative integrals.
Define random linear operators Π n 0≤n≤N −1 as follows: for every n ∈ {0, . . . , N − 1} and every z ∈ H (50)
Note that Π n = Π(X n , ∆W n ) with the deterministic linear operators Π(x, w) defined by
We emphasize on the following key observation: Π n depends on the Wiener increments ∆W 0 , . . . , ∆W n−1 only through the first variable of Π(·, ·), and depends on ∆W n only through its second variable. Introduce the notation Π n−1:ℓ = Π n−1 . . . Π ℓ for ℓ ∈ {0, . . . , n − 1}, and by convention Π n−1:n = I. These operators are the discrete versions of the evolution operators Π(t, s) introduced in Section 5.1. 
Recursion formulas for η
for every n ∈ {0, . . . , N }. Moreover, we get the following discrete-time analogs of (35), now taking into account also nonlinear drift terms:
We treat separately the contributions of the drift and diffusion terms and introduce
n , we obtain the decomposition
where to simplify the notation we write ϕ instead of ϕ δ .
We also obtain the following decomposition for the second-order derivative:
The term D contain the discretized two-sided stochastic integrals and are treated using the Malliavin calculus duality formula. Note that in the discrete time setting, this formula can simply be considered as a standard integration by parts formula in the weighted L 2 space corresponding with Gaussian density.
Let us first consider the first order derivative term D 
N,ℓ .
20
We now apply the Malliavin calculus duality formula, and we get for every ℓ ∈ {0, . . . , N − 1}
where, thanks to the chain rule,
Similarly, for the second order derivative term E h,k,2 N , we write
For completeness, the new expressions for the first and second order derivatives of u δ,τ,∆t , obtained by our original strategy, are rewritten in the following proposition. They are obtained by inserting (57) and (58) in (55) and (56), and using (47).
Proposition 5.6. The first and second order derivatives of u δ,τ,∆t have the following expressions:
5.5. Estimate of the derivatives. ) for q = 2, there exists C β,γ (M, q, T ), such that for any 0 ≤ ℓ < n ≤ N , and any σ ∆W 0 , . . . , ∆W ℓ−1 -measurable random vector z ℓ , then
Lemma 5.8. Let ℓ ∈ {0, . . . , n − 1}, and s ∈ ℓ∆t, (ℓ + 1)∆t . Then
Lemma 5.9. For any q ∈ (2, ∞), κ ∈ (0, 1 2 ), and T ∈ (0, ∞), there exists C κ (q, T ) ∈ (0, ∞), such that for any 0 ≤ ℓ < N − 1, any s ∈ ℓ∆t, (ℓ + 1)∆t , any z ∈ L 2q and any σ ∆W 0 , . . . ,
In (61), the quantity D 
and below we control the moments ofη 
By Property 3.2, we get
Using succesively (15) , (12), (9) and (10), and recalling that F
. Let κ > 0 be such that β + 7κ < 1. Then, thanks to Lemmas 5.1 and 5.2,
and we conclude that
We now treat E h,k,1 N with similar arguments. Thanks to (54), applying Lemma 5.7 gives, for κ ∈ (0,
Recall from (52) that η h ℓ = Π ℓ−1:0 h. Property 3.2 then gives
The remaining term is treated similarly to the one in D h,1 N . Using successively (15), (12), (9), and (10):
thanks to Lemma 5.7, for κ > 0 chosen sufficiently small to have 4κ < . We thus obtain, if β + γ + 12κ < 1,
. We use the following basic identities:
thanks to (19) , from Property 3.3.
The parameter τ > 0 plays an important role in the estimates below, to ensure summability with respect to j ∈ N ⋆ . Indeed, since Lemmas 5.7 and 5.9 are restricted to powers of −A strictly less than 
On the one hand, by Lemma 5.7, for ℓ ∈ {0, . . . , N − 2},
On the other hand, using Lemmas 5.8 and 5.7, and then Properties 3.1 and 3.3,
Recall that j∈N ⋆ λ − 1 2 −κ j < ∞ by Property 3.1. This yields
Control of D h,2,2 N,ℓ . Thanks to (57), (62), and Assumption 3.4, we get
In addition, observe that D h,2,2 N,N −1 = 0, thanks to the second part of Lemma 5.9. Applying the estimate in Lemma 5.9, for ℓ ∈ {0, . . . , N − 2}, one has
This yields
. Thanks to (58) and Assumption 3.4 we get
On the other hand, using Lemmas 5.8 and 5.7, and Property 3.3,
This yields
Control of E h,k,2,2 N,ℓ
. Thanks to (58), (62) and Assumption 3.4 we get
In addition, observe that E h,2,2 N,N −1 = 0, thanks to the second part of Lemma 5.9. Applying the estimate in Lemma 5.9, for ℓ ∈ {1, . . . , N − 2}, one has
Estimate with τ > 0.
Gathering all above estimates, we have -recall that t N = T -for β ∈ [0, 1):
Letting ∆t → 0 yields Proposition 5.4. Similarly, gathering all above estimates and using the identity
, gives a similar estimate for D 2 u δ,τ,∆t (T, x).(h, k). Letting ∆t → 0 then yields Proposition 5.5. (42) and (43). This is done thanks to an interpolation argument. We need the following result, which is not optimal -we expect an order 
The proof of Proposition 5.10 is postponed to the end of the section. (42) and (64) as
and κ < 1 4 (1 − λ). Then we may write:
This yields (28), and concludes the proof of Theorem 4.2.
We proceed similarly for the proof of Theorem 4.3, and thus we will not provide all the details. Identifying the second order derivative with the Hessian, and letting (43) and (65) as
. Let us first take β = 0 and take γ <γ < 
Since D 2 u is symmetric, it follows replacing γ by β ∈ [0, 1 2 ):
We then repeat the argument to conclude the proof of Theorem 4.3. To conclude this section, we give a proof of Proposition 5.10.
Proof of Proposition 5.10. Again, we omit to write the dependence on δ, for instance we write u τ and u instead of u δ,τ and u δ . Also, we only treat the case q > 2. For every
denote the solution of dX
We first prove (63). Due to the regularity conditions on the test functions ϕ, see Assumption 3.4, it is sufficient to prove the following bounds: for every M ∈ N ⋆ and every p, q ∈ [2, ∞), for every γ ∈ [0, 1 2 ) and κ > 0 sufficiently small, there exists C M,p,q (T ) ∈ (0, ∞), such that for every 0 < t ≤ T and every x ∈ L p , we have
For simplicity, we treat only the case M = 1. The first inequality is easy because F 1 , F 2 , and σ are bounded.
Since e tA t≥0
is an analytic semi-group on L p for every p ∈ [2, ∞), it is standard that for α ∈ [0, 1),
Let us write e τ = X τ − X 0 , e τ = e 1 τ + e 2 τ with
which yields, thanks to Properties 3.2 and 3.3, 
We estimate e 2 τ by an energy method. Recall that we work in fact with regularized coefficients, G δ = Be δA F 2 (e δ ·) + e δA F 1 (e δ ·), so that both X τ and X are sufficiently regular to justify all the computations. Multiply the equation by (e 2 τ ) q−1 , integrate in space to get thanks to standard manipulations as in the proof of Lemma 5.11:
Integrating in time and adding with the inequality above yields:
and (63) follows from Gronwall Lemma.
The proof of (64) is similar but longer; details are left to the reader. Finally, instead of proving (65) with similar long but straightforward arguments (and a better estimate with τ 1 4 −κ is obtained), it is simpler to use Proposition 4.5 for
and get the result by an interpolation argument. This concludes the proof of Proposition 5.10.
Proof of the auxiliary lemmas.
Proof of Lemma 5.8. Thanks to (36) , we obtain
Using the chain rule, we thus obtain, for n > ℓ and any θ ∈ H, 
. Then, when q > 2, and every n ≥ ℓ + 1,
Before we give the proof of this result, let us mention that it will be useful when combined with the following discrete Gronwall Lemma, see for instance Lemma 7.1 in [22] for details. Lemma 5.12 will also be used repeatedly in Section 6.
Lemma 5.12. Let µ, ν ∈ (0, 1), and T ∈ (0, ∞). Assume that ∆t = T N , for some N ∈ N ⋆ ; for 1 ≤ n ≤ N , let t n = n∆t.
Assume that the sequence φ n 0≤n≤N , with values in (0, ∞), satisfies the following condition: there exists
Then there exists C such that φ n ≤ C(1 + t −1+µ n ) for every 1 ≤ n ≤ N .
We now give a detailed proof of Lemma 5.11. We only consider the case q ∈ (2, ∞); the case q = 2 is treated with similar arguments, but with a slightly different treatment of the stochastic integral. where
The quantity Y 1,ℓ n is treated using properties of S n ∆t whereas energy inequalities are used for Y
2,ℓ
n , which contains all the terms where the linear operator B appears.
Using a discrete time version of formula (7) and the corresponding Burkhölder-Davies-Gundy inequality, as well as the ideal property (6), we get
thanks to Lemma 5.2 and Properties 3.2 and 3.3. Thanks to Lemma 5.3 and Minkowskii inequality, we obtain
We then estimate Y 2,ℓ n with an energy inequality. First, note that
Then, multiply the above equation by (Y 2,ℓ n ) q−1 and integrate in space. Recall that A = ∂ ξξ , B = ∂ ξ , and that homogeneous Dirichlet boundary conditions are imposed. Standard manipulations, including using Hölder inequality and integration by parts, yield the following inequalities:
Recall that we work with regularized coefficients (with δ > 0), so that Y 2,ℓ n and Y ℓ n are sufficienctly regular so that the computations above are rigorous.
Applying Hölder inequality, then Lemma 5.12, we obtain
Finally, taking expectation and using Minkowskii inequality yield
Gathering the estimates on Y Remark 5.13. For the case q = 2; the contribution of the stochastic integral needs to be treated differently. We have for instance, for any κ ∈ (0, 
Using the estimate obtained for γ = 0, and the condition 1 2 + 1 q + 2γ + κ < 1, for sufficiently small κ > 0, then concludes the proof.
Proof of Lemma 5.9. Again, we only treat the case q ∈ (2, ∞). 
Using the chain rule and the identity
Thanks to Lemma 5.8 and Lemma 5.7, when m > ℓ + 1,
using a straightforward comparison between the series and an integral. Applying Lemma 5.12 concludes the proof. 32 
Proof of Theorem 4.6
Recall the definition of the scheme, see (31) : for n ∈ {0, . . . , N − 1},
with the initial condition X 0 = x, the condition N ∆t = T , and the Wiener increments ∆W n = W (n + 1)∆t − W n∆t . Recall the notation S ∆t = I − ∆tA) −1 . Let ϕ be a function satisfying Assumption 3.4, and u(t, x) = E ϕ X t (x) be defined by (27) . In order to justify all computations below, it is convenient to replace G and σ in (68) with the regularized coefficients G δ and σ δ introduced in Section 4, and to consider u δ defined by (26) instead of u. Since all upper bounds hold true uniformly with respect to δ, passing to the limit δ → 0 allows us to remove this regularization parameter. To simplify the notation, we do not mention δ in the computations.
Associated with the scheme (68), we introduce an auxiliary, continuous-time, process
Equivalently,X(t n ) = X n , and for t ∈ [t n , t n+1 ],
Note that Lemma 5.1 is still true for δ = τ = 0 so that we have bounds on the moments of X n in
Using the notation
Following the standard approach, introduced first in the SDE setting, see [46] and the monographs [31] and [36] , the weak error (33) is decomposed as follows:
where in c k we have used the property σ(·) ⋆ = σ(·), see (19) , Property 3.3. In the following sections, we successively treat the terms E u(T − ∆t, X 1 ) − u(T, x) , a k , b k and c k . A technical result is given in Section 6.6.
We will control the error terms, in terms of ∆t 1 2 −κ with positive, arbitrarily small κ. We do not try to obtain optimal constants. The value of κ may change from line to line. At the end of the proof, gathering the estimates and choosing an appropriate κ gives the result.
using Theorem 4.2. We then write X 1 − X(∆t) = X 1 − x − X(∆t) − x , and note that
We have used the two following inequalities. First, for every β ∈ [0, 1) and q ∈ [2, ∞), there exists C β,q such that
using the identity S ∆t − I = ∆tAS ∆t and Lemma 5.2 (with n = 1). Second, adapting the proof of Lemma 5.3, for α >
6.2. Control of a k .
6.2.1. Decompositions. For each k ∈ {1, . . . , N − 1}, a k is decomposed into the following terms: 
and, using (69),
Indeed, I − S ∆t = −∆tAS ∆t , and 
Treatment of a 1,2 k . Similarly, thanks to (15) , the boundedness of the mappings F 1 and F 2 from L q to L q , thanks to Property 3.2, using Theorem 4.2 with β = 1 − κ, where we use that σ(x) ⋆ = σ(x), and we have introduced the linear operator U (t, s) such that D sX (t) = U (t, s)S ∆t σ(X ℓs ). We then apply Theorem 4.3.
On the one hand, using Property 3.3, . This is done with much simpler arguments: using Theorem 4.2, where we have used the identities D rX (t) = U (t, r)S ∆t σ(X ℓr ) and D rX (s) = U (s, r)S ∆t σ(X ℓr ) for r < t k−1 ≤ s ≤ t ≤ t k .
To estimate b The treatment of the first term is straightforward, with upper bound given by c AS
. For the second term, we use (10) and (12):
Therefore, using (71), we obtain: 
Moreover, using Property 3.2 and G = F 1 + BF 2 ,
6.5. Conclusion of the proof of Theorem 4.6. Gathering (76), (78) and (79) allows to control the sum of a k . Similarly, b k is estimated thanks to (80), (81) and (82) whereas c k is estimated by (83), (86), (87) and (88).
Then, (33) follows from (75) and (73).
6.6. An auxiliary result. We used the estimate below for the treatment of several terms, for instance a . Recall that D sX (t) = U (t, s)S ∆t σ(X ℓ ) for t ∈ [t k , t k+1 ), s ∈ [t ℓ , t ℓ+1 ), and ℓ ≤ k − 1.
Lemma 6.1. For every q ∈ [2, ∞), T ∈ (0, ∞) and κ > 0 sufficiently small, there exists C q,κ (T ) such that for every h ∈ L q , t ∈ [t k , t k+1 ), s ∈ [t ℓ , t ℓ+1 ), with 1 ≤ k ≤ N , Proof of Lemma 6.1. Let s be fixed. It can be seen that U t = U (t, s)h satisfies:
First, for every t ∈ [t k , t k+1 ),
Note that |(−A) 
