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Penelitian ini bertujuan untuk melakukan kajian analitik estimasi parameter regresi probit pada data panel 
menggunakan Maximum Likelihood Estimation (MLE) dengan teknik optimasi Broyden-Fletcher-
Goldfarb-Shanno (BFGS). Regresi probit adalah salah satu model yang dapat menjelaskan pola hubungan 
antara variabel dependen yang bersifat kategorik dengan variabel independen. Jika pemodelan regresi 
probit melibatkan data silang dan deret waktu, disebut model probit data panel. Estimasi parameter model 
probit data panel random effect ini menggunakan maximum likelihood estimation (MLE) dengan 
pendekatan Gauss Hermite Quadrature. Proses iterasi menggunakan metode BFGS. Metode BFGS ini 
digunakan untuk mendapatkan hasil estimasi parameter yang closed form. 
Kata Kunci :Probit, Data Panel, Gauss Hermite Quadrature, BFGS. 
 
Abstract 
One model that may explain the pattern of the relationship between the categorical dependent variable 
and the independent variables is probit regression. In the probit regression, the independent variable can 
be categorical or continuous. Probit regression is using the link function of the standard normal 
distribution. If the probit regression modeling involves a cross-section data and time series data, it is 
called probit data panel model. Parameter estimation of random effect probit data panel model is using 
the maximum likelihood estimation (MLE) method with Gauss Hermite Quadrature approach. Iterative 
procedure by using BFGS method. BFGS method used to obtain the close form value of the parameter 
estimates. 
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1. PENDAHULUAN  
Regresi probit merupakan metode statistik yang digunakan untuk mengetahui hubungan antara variabel 
respon dan prediktor, dengan variabel respon yang digunakan berskala kategori dan fungsi linknya mengikuti 
distribusi normal standar [1]. Regresi probit dapat digunakan untuk membentuk model probabilitas linier 
apabila variabel responnya merupakan variabel kategori [2]. Istilah “probit” dalam regresi probit merupakan 
singkatan dari “probability unit”, istilah ini dikenalkan pertama kali oleh Bliss [3] melalui penelitiannya 
mengenai pestisida dengan variabel respon terdiri atas 2 kategori. Beberapa penelitian telah mengkaji 
penggunaan regresi probit pada berbagai kasus dengan variabel respon berupa data kategorik, seperti 
dilakukan oleh Astsaqofi [4], Dwitiyanti [5], Nurseto,dkk [6], Tinungki [7], Sari, dkk [8], Puspita, dkk [9], 
Wulandari dan Trisutanto [10], Utami [11], Andriani, dkk [12], Malldina, dkk [13], Agustina [14], 
Rahmadeni dan Yunita [15], dan Pradnyantari, dkk [16]. Akan tetapi, penelitian-penelitian sebelumnya lebih 
banyak menguraikan pengembangan model probit secara empiris pada berbagai studi kasus. Kajian model 
probit secara analitik belum banyak dilakukan, khususnya regresi probit pada data panel. Sehingga, penelitian 
ini bertujuan untuk melakukan kajian analitik estimasi parameter regresi probit pada data panel menggunakan 
Maximum Likelihood Estimation (MLE) dengan teknik optimasi Broyden-Fletcher-Goldfarb-Shanno 
(BFGS). Hasil penelitian ini dapat menjadi bahan referensi bagi peneliti selanjutnya dalam mengembangkan 
kajian analitik terkait regresi probit secara umum dan regresi probit pada data panel secara khusus. Pemodelan 
regresi probit dapat diawali dengan memperhatikan model sebagai berikut [17]. 
Y  Tβ x  
Menurut Greene [17] Variabel respon kualitatif Y  berasal dari variabel respon yang tidak teramati *Y
yaitu 
* ΤY ε β x . Dimana variabel x  adalah variabel prediktor, yang dinotasikan x 11
T
pX X   
dengan ukuran  1 1p   , dan q  adalah banyaknya variabel prediktor. Paramteter β  adalah vektor 
parameter koefisien, β  Tqβββ 10 yang berukuran ( 1) 1p   . Variabel   diasumsikan 
berdistribusi Normal dengan mean 0 dan varians 1. PDF dari variabel 
*Y  adalah 




* * Τf y y
π
 
   
 
β x . *Y  berdistribusi Normal dengan mean xβ
Τ
 dan varians satu. 
Pembentukan kategori pada variabel respon Y dilakukan dengan memberikan nilai thresshold  tertentu, 
misalkan  . Pada model probit biner dengan 1 nilai thresshold  yaitu  . Untuk *Y  dikategorikan dengan
0Y  .Sedangkan untuk *Y  dikategorikan dengan 1Y . Model probit biner dapat ditulis dengan 
   xβx T 1p dimana    . xβT  merupakan fungsi distribusi kumulatif normal standar. 
 Regresi probit data panel merupakan model regresi probit dengan struktur data panel. Regresi probit 
merupakan salah satu model nonlinear. Dalam model nonlinear, random effect lebih banyak dikembangkan 
daripada fixed effect. Maddala [18] menjelaskan bahwa model probit random effect lebih popular digunakan 
dibandingkan dengan model probit lainnya. Model probit random effect memberikan estimasi yang konsisten 
dan dapat mengakomodasi heterogenitas. Sedangkan model probit fixed effect memberikan estimasi yang 
tidak konsisten untuk β  dan jika terdapat korelasi antara efek individu terhadap variabel independen maka 
estimator yang diperoleh menjadi tidak efisien. Dalam paper ini akan dilakukan estimasi parameter model 
probit data panel random effect. 
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   0 , , Tit it i it iP y u u   x β x β  
Dimana ity  adalah pengamatan untuk data ke-i  pada waktu ke-t , itx  adalah vektor berukuran 
1 ( 1)p   pada variabel prediktor, β  adalah vektor berukuran ( 1) 1p    untuk koefisien parameter, iu  
adalah random efek individu yang tidak teramati dan itv  adalah random error. iu  dan itv merupakan variabel 
random independen dengan, 
2E X 0; , X Var X jika ; 0 untuk lainnya
E X 0; , X Var X 1 jika dan ; 0 untuk lainnya
i i j i u
it it js it
u Cov u u u i j
v Cov v v v i j t s
           
            
, X 0,it jCov v u     untuk semua i,j,t dan X merupakan data variabel prediktor it
x  untuk semua i  dan t.  




X 0,Var X 1 , , X
1
u




       

                 
 









  adalah korelasi antar error pada 
individu yang sama [17]. 
 Metode estimasi parameter yang digunakan untuk pemodelan pada regresi probit data panel random 
effect adalah Maximum Likelihood Estimation (MLE). [19] telah melakukan penelitian dengan 
membandingkan beberapa metode estimasi probit biner data panel random effect dan menemukan bahwa 
MLE lebih efisien dan konsisiten. Dalam estimasi parameter probit data panel menggunakan MLE sulit untuk 
diselesaikan secara analitik, sehingga digunakan pendekatan metode Gauss Hermite Quadrature 
sebagaimana yang diusulkan [20]. Gauss-Hermite menggantikan integrasi dengan jumlah bobot pada fungsi 
yang diitung pada serangkaian titik tertentu. Secara umum dapat dituliskan seperti persamaan (4). 





i i i m m
m




    
Dimana 
*
mw  adalah bobot quadrature dan 
*
ma adalah titik node/absis dari quadrature. Karena hasil estimasi 
parameter tidak closed form, harus dilanjutkan dengan menggunakan metode optimasi Broyden-Fletcher-
Goldfarb-Shanno (BFGS) dengan pertimbangan bahwa iterasi pada metode ini lebih cepat mencapai 
konvergensi dibandingkan metode lain [21]. 
  
2. METODE PENELITIAN 
Metode estimasi parameter yang digunakan adalah Maximum Likelihood Estimation (MLE) dengan 
langkah-langkah sebagai berikut. 
a) Mengasumsikan y biner dengan pemodelan probit data panel (2) 
b) Ambil n sampel random 1 2, ,...,t t nty y y  
c) Menentukan fungsi likelihood dari variabel random 1 2, ,...,t t nty y y  yaitu 
d) Menyelesaikan fungsi likelihood dengan Gauss Hermite Quadrature (4) 
e) Memaksimumkan fungsi likelihood dengan menurunkan ln fungsi likelihood 












f) Jika diperoleh bentuk yang tidak closed form, maka untuk memperoleh penaksir maksimum 
likelihood digunakan penyelesaian dengan menggunakan metode numerik dengan iterasi BFGS. 
Prosedur iterasi dari metode ini adalah sebagai berikut [9]: 
(3) 
(4) 
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1) Diberikan 0l  , 
0β  adalah  nilai awal. Pilih sembarang matriks definit positif (0)H  (sering 
digunakan 
(0) H I ) 
2) Pada langkah l , hitung arah perpindahan  l l lj  d H β  dan mendapatkan 
1l
β  dari minimum 
( )l lj β d  dimana 0   
3) Hitung 
1l l l δ β β  dan    1l l lj j  γ β β  untuk menghitung matriks pembaruan 
BFGS: 




   
 
1 1
T T T T
l l l l l l l l l l l
l l
T T T
l l l l l l

  
    
 
 
γ H γ δ δ δ γ H H γ δ
H H
δ γ δ γ δ γ
 
4) Iterasi berhenti ketika 1l l   β β . Dengan   adalah bilangan yang  sangat  kecil. 
 
 
3. HASIL DAN PEMBAHASAN 
Model probit pada data panel dapat dituliskan sebagai berikut. 
   0 , , it
y
it it i it iP y u u   x β x β  
dengan  .  merupakan fungsi distribusi kumulatif normal standar. Densitas bersama dari T   pengamatan 
ity  dengan iu  diasumsikan independen pada individu yang sama adalah 








i i iT i i it it i it i it i
t t
P y y y u f y u u u

 
      
  X x β x β x β  
iu  adalah bagian dari pengamatan dan diasumsikan berdistribusi normal, untuk mengkonstruksikan log-
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  maka  2i u i iu w w   . Selanjutnya mengubah variabel dalam integral, seperti 
pada persamaan (8). 
   






, w , exp
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i it it i i i
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L f y w dw




















 Pada umumnya secara analitik sulit untuk menyelesaikan (8). [21] mengusulkan menggunakan 
pendekatan Gauss-Hermite Quadrature. Gauss-Hermite menggantikan integrasi dengan jumlah bobot pada 
fungsi yang diitung pada serangkaian titik tertentu (4).  
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                                           
 β x β x β  
 Fungsi likelihood yang terbentuk pada Persamaan (10) selanjutnya dimaksimumkan dengan terlebih 





































                                                
               
  





















              
 x β
 
 Langkah selanjutnya melakukan turunan pertama terhadap β  dan   sebagai berikut: 
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   
  
     
 
       
                  
         
                        
 x β x β
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                                       
                             
 x β x β
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                              







Berdasarkan turunan pertama, misalkan: 
 
0 1 2
ln ln ln ln
, , , ,...,
T
L L L L
j 
   
    
   
    
β  
Jika  , 0j  β  maka diperoleh estimasi yang tidak closed form sehingga diperlukan metode 
iterasi. Metode iterasi yang digunakan adalah BFGS. Algoritma BFGS adalah sebagai berikut. 
a. Diberikan 0l  , 
0β  adalah  nilai awal. Pilih sembarang matriks definit positif (0)H  (sering 
digunakan 
(0) H I ) 
   1 1
1 0 ... 0
0 1 ... 0
0 0 ... 0
0 0 ... 1
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b. Pada langkah l , hitung arah perpindahan  l l lj  d H β  







1 0 ... 0
ln
0 1 ... 0
0 0 ... 0

















       
  
    
  
d H  
dan mendapatkan 
1l
β  dari minimum ( )
l lj β d  dimana 0   
c. Hitung 
1l l l δ β β  dan    1l l lj j  γ β β  untuk menghitung matriks pembaruan BFGS: 




   
 
1 1
T T T T
l l l l l l l l l l l
l l
T T T
l l l l l l

  
    
 
 
γ H γ δ δ δ γ H H γ δ
H H
δ γ δ γ δ γ
 
d.  Iterasi berhenti ketika 1l l   β β . Dengan   adalah bilangan yang  sangat  kecil. 
 
4. KESIMPULAN 
Estimasi parameter model probit data panel random effect menggunakan metode maximum likelihood 
estimation (MLE) diperoleh dengan pendekatan Gauss Hermite Quadrature. Pendekatan ini, terbukti mampu 
menyederhanakan proses analitik pada MLE. Nilai estimasi parameter yang closed form diperoleh setelah 
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