Abstract. We propose a fast pairwise nearest neighbor (PNN)-based O(N log N) time algorithm for multilevel nonparametric thresholding, where N denotes the size of the image histogram. The proposed PNN-based multilevel thresholding algorithm is considerably faster than optimal thresholding. On a set of 8 to 16 bits-per-pixel real images, experimental results also reveal that the proposed method provides better quality than the Lloyd-Max quantizer alone. Since the time complexity of the proposed thresholding algorithm is log linear, it is applicable in real-time image processing applications.
Introduction
Thresholding is one of the most common operations in image processing. It tries to extract a target from the background on the basis of the distribution of pixel values. Most thresholding techniques are based on the statistics of the 1-D histogram of the gray levels, or on the 2-D cooccurrence matrix of an image.
Many 1-D thresholding methods have been investigated. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Locating the thresholds can occur in parametric or nonparametric approaches. In parametric approaches, 3, 5 the gray-level distribution of an object class leads to finding the thresholds. In Wang and Haralick's study, 3 the pixels of an image are first classified as either edge or nonedge pixels. According to their local neighborhoods, edge pixels are then classified as being relatively dark or relatively bright. Next, one histogram is obtained for the dark-edge pixels and another one for the bright-edge pixels. The highest peaks of these two histograms are chosen as the thresholds. Moment preserving thresholding is another parametric method, which is based on the condition that the thresholded image has the same moments as the original image. 5 In nonparametric approaches, 2, 7, 8 the thresholds are obtained in an optimal manner according to some criteria. For instance, Otsu's method chooses the optimal thresholds by maximizing the between-class variance with an exhaustive search.
2 In Pun's method, 7 as modified by Kapur, Sahoo, and Wong, 8 the threshold is found by maximizing the entropy of the histogram of gray levels of the resulting classes. 1-D thresholding techniques can also be generalized from bilevel thresholding to multilevel thresholding. [1] [2] [3] [4] [5] In contrast to 1-D thresholding methods, 2-D methods essentially do image segmentation by using spatial information in an image. [11] [12] [13] [14] [15] [16] Kirby and Rosenfeld 11 proposed a 2-D thresholding method that simultaneously considers both the pixel gray level and the local statistics of its neighboring pixels. One particular 2-D method is entropic thresholding, which makes use of spatial entropy to find the optimal thresholds. Abutaleb, 12 and Pal and Pal 13 proposed that optimal thresholds can be selected by maximizing the sum of the posterior entropies of two classes. Chen, Wen, and Yang 15 proposed a two-stage approach to search for the optimal threshold of 2-D entropic thresholding, so that the computation complexity can be reduced to O(N 8/3 ) for an image with N gray levels. Recently, Gong, Li, and Chen 16 designed a recursive algorithm for 2-D entropic thresholding to further reduce the computation complexity to O(N 2 ). However, it is still inefficient to apply this algorithm to a 1-D multilevel thresholding selection, owing to their computation of threshold without taking advantage of the recursive structure of entropy measures.
Sahoo et al. concluded in their study 6 on global thresholding that Otsu's method was one of the best threshold selection methods for general real-world images with regard to uniformity and shape measures. However, Otsu's method uses an O(N M Ϫ1 ) time exhaustive search to solve the thresholds that maximize the between-class variance, where M is the number of classes. As the number of thresholds increases, Otsu's method takes too much time to be practical for multilevel thresholding. Recently, Liao, Chen, and Chung 10 proposed a recursive form of the modified between-class variance and achieved a significant speed up of Otsu's method. However, the faster implementation of Otsu's method still has the same time complexity.
The optimal multilevel thresholding can still be a bottleneck in real-time machine vision applications. For example, in medical imaging the images can have more than 8 bits per pixel, and if we have ten distinct threshold values, the number of operations in optimal thresholding can be ϳ65536 10 . There are also faster suboptimal methods for calculating the threshold values. The Lloyd-Max quantizer ͑LMQ͒ 17 takes only O(N) operations per iteration, but it does not necessarily provide optimal thresholding. Methods from vector quantizer can also be applied for calculating the threshold values, as the thresholding can be considered as a special case of vector quantization.
We propose a new multilevel thresholding algorithm derived from the well-known pairwise nearest neighbor ͑PNN͒ method previously used in vector quantization. 18 The PNN has been considered a slow algorithm, as the time complexity of the original method was shown to be O(N 3 ). 19 Faster approaches have been proposed by Kurita 20 using a heap structure, and by Fränti et al. 21 using nearest neighbor pointers. Nevertheless, the time complexity of the PNN is still lower limited by ⍀(N 2 ) in vector quantization. It is therefore not self-evident that the PNN could be useful in real-time applications.
Our contribution is to show that PNN thresholding can be implemented efficiently. Unlike vector quantization, the one-dimensionality of the histogram can be utilized so that the neighbor classes can be determined by using a simple linked list structure. This allows constant time update of the data structures. At the same time, we use a heap structure for the search of the minimum cost class pair. The time complexity of a single step of the algorithm takes O(log N) time, and the overall algorithm takes O(N log N) time. Thus, the proposed method is significantly faster than the optimal multilevel thresholding. By experiments, we also show that the quality of PNN thresholding is closer to the optimal solution than the quality of the Lloyd-Max quantizer.
The rest of the work is organized as follows. In Sec. 2, we first define the thresholding problem, and then recall the relevant thresholding methods. These include the optimal thresholding and the Lloyd-Max quantizer, which we use for comparison. The PNN-based thresholding method is then proposed in Sec. 3. Experimental results are reported in Sec. 4, and conclusions are drawn in Sec. 5.
Multilevel Thresholding
Suppose that the image consists of one or more objects and background, each having distinct gray-level values. The purpose of thresholding is to separate these areas from each other by using the information given by the histogram of the image. If the object and the background have clear uniform gray-level values, the object can be detected by splitting the histogram using a suitable threshold value. Then, any point (x,y) for which f (x,y)Ͼt is called an object point; otherwise, the point is called a background point. The thresholding can be performed by:
where x and y are the coordinates of the pixel and f (x,y) is the intensity value of the pixel. The time complexity of optimal thresholding with one threshold value is O(N).
If the image histogram is characterized by three or more dominant modes, we need multilevel thresholding to extract the objects from the background. Here with three modes, the same basic approach classifies a point (x,y) as belonging to one object class if t 1 Ͻ f (x,y)рt 2 , to the other object class if f (x,y)Ͼt 2 , and to the background if f (x,y)рt 1 . The optimal thresholding with M Ϫ1 threshold values can be achieved by an exhaustive search with a time complexity of O(N M Ϫ1 ).
Otsu's Method
An image is a 2-D grayscale intensity function, and contains N pixels pixels with gray levels from 1 to L. The number of pixels with gray level i is denoted x i , giving a probability of gray level i in an image of
In the case of bilevel thresholding of an image, the pixels are divided into two classes, s 1 with gray levels ͓1,...,t͔, and s 2 with gray levels ͓tϩ1,...,L͔. Let k and T be the mean intensities for the class s k and whole image, respectively. Using discriminant analysis, Otsu 2 defined the between-class variance of the thresholded image as:
where 1 (t) and 2 
Regardless of the number of classes being considered during the thresholding process, the sum of the cumulative probability functions of M classes equals one, and the mean of the image is equal to the sum of the means of M classes weighted by their cumulative probabilities. The betweenclass variance in Eq. ͑4͒ of the thresholded image can thus be rewritten as:
Because the second term in Eq. ͑5͒ is independent of the choice of the thresholds ͕t 1 ,t 2 ,...,t M Ϫ1 ͖, the optimal thresholds ͕t 1 * ,t 2 * ,...,t M Ϫ1 * ͖ can be chosen by maximizing a modified between-class variance ( B Ј ) 2 , defined as the summation term on the right-hand side of Eq. ͑5͒:
To reduce the computations of Eq. ͑6͒, we make a small modification to it by using absolute frequencies x i instead of the relative frequencies p i :
In this way, we can save at least N pixels divisions in comparison to the original implementation. In the rest of this work, we call this Otsu's method. Still a faster algorithm can be achieved by recursive calculation of Eq. ͑7͒. Let us define the look-up tables for the uϪv interval:
For index uϭ1, Eq. ͑8͒ can be rewritten as:
where x vϩ1 is the number of pixels of the gray level being vϩ1. From Eqs. ͑8͒ and ͑9͒, it follows that:
Now we can write:
In Eq. ͑11͒, note that t 0 and t M are defined as t 0 ϭ0 and t M ϭL, respectively. Now the modified between-class variance ( B Ј ) 2 can be rewritten as:
where the modified between-class variance of class s i is defined as:
In the rest of this work, we call this fast Otsu's method. The algorithm for the fast Otsu's method is shown in Fig. 1 .
Lloyd-Max Quantizer
Lloyd 17 has proposed an algorithm known as the LloydMax quantizer ͑LMQ͒ for solving M-level scalar quantization problems. The algorithm aims at minimizing the mean square error ͑MSE͒, which is equivalent to the multilevel thresholding problem maximizing intercluster variance. The LMQ algorithm starts with a set of initial threshold values, which are modified through a sequence of iterations. The LMQ applies the necessary conditions for an optimal quantizer, which appears to have been first discovered by the Polish mathematicians Lukaszewicz and Steinhaus. 22 • Nearest neighbor condition: For a given set of class representatives, each pixel value is mapped to its nearest class centroid. • Centroid condition: For a given mapping, the optimal class representatives are the average values of the classes. The LMQ for thresholding is presented in Fig. 2 . The method starts by generating initial thresholding values t i ; iϭ1,2,...,M Ϫ1, in which the gray-level values are divided to M partitions, which are the intervals of equal size. We call this initial thresholding the uniform quantizer. On the basis of the two optimality conditions, the Lloyd-Max algorithm for thresholding is formulated as a two-phase iterative process: 1. divide the data vectors x i to the segments according to the current threshold values, and 2. calculate the segment averages of each thresholded region. The new threshold values are now calculated as an average of two neighbor segment averages.
Both stages of the algorithm satisfy the optimality conditions, thus the resulting thresholding after one iteration can never be worse than the original one. The iterations are continued until no change is achieved. However, the final result is not necessarily global optima, because the iteration can be stopped in a local optima.
The 
PNN-Based Thresholding
Thresholding can be considered as a special case of vector quantization ͑VQ͒, where the vectors are 1-D only. It is therefore expected that algorithms developed for VQ can also be applied to the multilevel thresholding problem.
Vector Quantization
The goal of vector quantization is to map a set of K-dimensional input vectors to a reduced set of representative vectors, so that the quantization error is minimized. 23 The set of representative vectors are called code vectors, and set of code vectors is called codebook. The quantization error is usually measured by the MSE between the data vectors and the code vectors. Given a set of N input vectors Xϭ͕x 1 ,x 2 ,...,x N ͖, and the codebook Cϭ͕c 1 ,c 2 ,...,c M ͖, the error is calculated as:
where Pϭ͕p 1 ,p 2 ,...,p N ͖ defines the mapping from the input vector x i to its nearest code vector in the codebook. There is a clear relationship between the MSE and the criterion used in Otsu's method in Sec. 2.1. Otsu's method maximizes the between-class variance of Eq. ͑4͒. It is known that the total variance of the vectors is a sum of between-class and within-class variances: Fast pairwise nearest neighbor . . .
Thus, maximizing between-class variance is equivalent to minimizing within-class variance. As the MSE is equivalent to the within-class variance, we can conclude that Otsu's method also minimizes the MSE. The problem of finding the codebook for vector quantization can be considered as a clustering problem. 25 In general, clustering aims at partitioning the dataset into M clusters, such that similar vectors are grouped together and dissimilar vectors are sent to different groups. A cluster s a is defined as the set of data vectors that belong to the same partition a:
The clustering is then represented as the set S ϭ͕s 1 ,s 2 ,...,s M ͖. In vector quantization, the codebook is taken as the average vectors ͑centroids͒ of the clusters. The problem in finding the optimal codebook is known to be NP complete. 26 In other words, there is no known polynomial time algorithm for finding the optimal solution. In principle, the optimal codebook can be solved by using a branch-and-bound technique, as proposed in Ref. 27 . The method, however, has exponential time complexity and is applicable for small clustering problems only. Therefore, faster but suboptimal methods, such as the generalized Lloyd algorithm ͑GLA͒ 28 and the PNN, 18 are used for generating the codebook in vector quantization.
PNN Method
The pairwise nearest neighbor ͑PNN͒ method generates the clustering hierarchically using a sequence of merge operations as described in Fig. 3 . 18, 29 In each step of the algorithm, the number of clusters is reduced by merging two nearby clusters.
The cost of merging two clusters s a and s b is the increase in the MSE value caused by the merge. It can be calculated using the following formula:
where n a and n b are the corresponding cluster sizes. The PNN applies a local optimization strategy: all possible cluster pairs are considered and the one increasing the MSE least is chosen. There exist many variants of the PNN method. Straightforward implementation recalculates all distances at each step of the algorithm. This takes O(N 3 ) time, because there are O(N) steps in total, and O(N 2 ) cluster pairs to be checked at each step. Fig. 6 The data structure of the linked list. Fig. 7 The proposed fast PNN-based algorithm for thresholding.
A fast implementation with linear memory consumption of the PNN is obtained by maintaining a pointer from each cluster to its nearest neighbor, and the corresponding merge cost value. 21 The cluster pair to be merged can be found in O(N) time, and only a small number ͑denoted by ͒ of the nearest neighbors need to be updated after each merge. The implementation takes O(N 2 ) time in total. Further speed-up can be achieved by using a lazy update of the merge cost values, 30 and by reducing the amount of work caused by the distance calculations. 31 Kurita's method 20 stores all pairwise distances into the heap structure and it requires O(N 2 log N) time originating from the update of the heap structure.
Adapting PNN to Thresholding
The PNN can be adapted to multilevel thresholding by implementing the following three steps: 1. find the threshold to be removed, 2. remove the threshold, and 3. update the class parameters. The first step is similar to that of the vector quantization as it considers all possible thresholds to be removed, and then selects the one that increases the MSE least. The difference is that we find a threshold to be removed instead of a cluster pair to be merged. This simplifies the process remarkably, as there are only O(N) thresholds to be considered, whereas in vector quantization, there are O(N 2 ) cluster pairs in total. The second step corresponds to the merge of the two clusters. In thresholding, the merge is performed by removing the selected threshold ͑see Fig. 4͒ . This step is simple both in vector quantization and in thresholding. In vector quantization, the new cluster centroid can be calculated on the basis of the centroids of the merged clusters. In thresholding, the step consists merely of the removal of the class and the corresponding threshold from a list structure.
The third step consists of the update of the respective data structures. In vector quantization, this corresponds to the recalculation of the merge cost values for certain clusters. The variants in Refs. 19 21 stores only the nearest neighbor pointers and the corresponding cost values for every cluster. The memory requirement of this variant is more realistic for practical implementation, but the amount of necessary updates is somewhat higher. In thresholding, on the other hand, memory consumption is not a problem, as we have only 1-D data space. We can therefore apply any of the earlier variants without problems.
Data Structures
In thresholding, the situation is significantly different from vector quantization in a sense that every cluster has only one neighbor. This will effect the choice of the data structures for two reasons: 1. the amount of memory is never more than O(N) even if we store all cost values, and 2. the number of necessary updates is always a constant.
We maintain a linked list for the class parameters, as shown in Fig. 5 . Each class in the list consists of six values: Fig. 6 . The first two are pointers to the neighbor classes to the left and to the right, and c i is the mean gray-level value of the class. t i is the maximal gray level, and it also serves as the threshold value between the class and its neighbor class to the right. The pointer to the right is augmented also by the merge cost value (d i ), indicating the increase in the MSE if the two classes are merged. The last value (n i ) is the number of pixels in the class.
The cost values (d i ) are stored also in a heap structure ͑see Fig. 5͒ . The heap is used only as a search structure. Thus, it includes merely pointers to the linked list. From the linked list, we also have pointers to the heap structure to locate the elements in the heap when the corresponding cost values are updated.
The pseudocode of the proposed PNN-based thresholding algorithm is outlined in Fig. 7 . In the beginning of the algorithm, every histogram value i is assigned to its own class. The corresponding mean (c i ) and maximal (t i ) gray levels are set to i for every class i. We thus have N classes to start with. The following steps of the algorithm are then repeated until we reach M classes (M Ϫ1 thresholds͒. We first pop the smallest element from the heap and get the corresponding class element from the list. For example, class 4 has the cost value of 12 in Fig. 5 . It is then merged with the following class element by removing the latter one from the linked list. New cost values are then calculated for the class ͑class 4 in the example͒, and for its preceding class ͑class 2 in the example͒. Their locations in the heap are also updated.
Complexity Analysis
The initialization requires O(N log N) time, as there are N elements for which we must calculate the cost value and insert into the heap.
In the first step of the iteration, we find the removed threshold. This is equal to the minimum-finding problem of the heap, and it can be implemented in O(1) time using the heap structure.
In the second step, we merge the two classes. We calculate a new mean pixel value of the merged class and put it into the place of the first of the two classes in the linked list. Then we remove the second class. These calculations can be performed in O(1) time.
In the third step, we update the data structures. The merge cost value must be recalculated only for the merged class and its preceding class. Their new location in the heap is found by sinking them down in the heap, as the values can only increase. This requires O(log N) time in total. The removal of the obsolete cluster from the heap requires also O(log N) time. The update of the list structure is straightforward and it takes only O(1) time.
In total, there are (NϪM ) iterations to be performed. For each iteration, the three steps together take O(1ϩ1 ϩlog N)ϭO(log N) time. Thus, the proposed algorithm takes O͓(NϪM )log N͔ϭO(N log NϪM log N)ϭO(N log N) time in total, assuming that M ӶN. The time complexities of the PNN method both in vector quantization and in thresholding are summarized in Table 1 . The time complexities of the LMQ ͑for thresholding͒ and the GLA ͑for vector quantization͒ are shown in Table 2 for comparison.
Experiments
For evaluating the proposed method, we use six test images: F16 Jet, Lena, Medical 1, Medical 2, Medical 3, and Medical 4. The first two are well known photographic images, and the other four are medical images of various sources ͑magnetic resonance, computer radiology, and nuclear medicine͒. 32 The characteristics of the test images are summarized in Table 3 , and their histograms are shown in Fig. 8 . All tests are made on a 450-MHz Pentium III computer.
Methods in Comparison
We apply the algorithms for all test images by varying the number of thresholds ͑from M ϭ2 to 20͒. We use the following methods:
A uniform quantizer distributes the thresholds equally, and it serves as a point of comparison. It is expected that the studied algorithms perform better than the uniform quantizer. The LMQ is the iterative algorithm from Sec. 2.2. We use the output of the uniform quantizer as the input for the LMQ. The PNN is the algorithm proposed in this work, and the PNNϩLMQ is the result of the PNN after it is iterated by the LMQ. Otsu's method serves as another point of comparison, since it provides the optimal result in the sense of minimizing MSE.
The threshold values for the F16 Jet and Lena are summarized in Tables 4 and 5 . The MSE values and the run times for the test images are reported in Tables 6 through  11 . The number of iterations required by the LMQ and the PNNϩLMQ are shown in Table 12 .
Quality Comparison
From the results, we make the following observations. All methods provide significantly lower MSE values than the uniform quantizer. In the case of a small number of thresh- Fig. 9 Illustration of the thresholding of Medical 2 for Mϭ3 segments. olds (M ϭ2 and 3͒, the results are optimal or very close to optimal. For a large number of thresholds, the optimal result is not always found, and there are significant differences in the performance between the methods.
The comparison between LMQ and PNN is two-fold. For small values of M, the LMQ gives lower MSE values, whereas the PNN is better with large values of M. For example, for Lena with M ϭ3, the MSE is 502 by the PNN, and 404 by the LMQ ͑Table 7͒. On the other hand, for Medical 1 with M ϭ20, the MSE is 35.4 by the PNN, and 73.1 by the LMQ ͑Table 8͒. We therefore recommend combining the PNN and the LMQ methods and use PNN ϩLMQ instead of applying the methods as themselves.
The PNNϩLMQ combination gives near-optimal results in all cases reported here. Even in the worst case, it reaches the MSE value only 2% away from the optimum; 42.9 by the PNNϩLMQ, and 42.1 by the optimal method for Medical 4 ͑Table 11͒. The reduction in the MSE, on the other hand, can be as much as 66% from that of the LMQ: MSE values 32.4 versus 94.1 for Medical 3 ͑Table 10͒. This corresponds to 4.63-dB improvement in the peak signal-tonoise ratio ͑PSNR͒.
Sometimes the deficiency of using LMQ alone appears also with a small value of M, as demonstrated in Fig. 9 . There is a very low, almost invisible peak, around the values 200 to 220 in the histogram. The LMQ starts with the output of the uniform quantizer and manages to relocate the second threshold (T 2 ϭ2421), but fails to optimize the first threshold (T 1 ϭ1317). The PNNϩLMQ, on the other hand, finds significantly better solution (T 1 ϭ2121 and T 2 ϭ2551).
Visual comparisons of the LMQ and PNNϩLMQ are shown in Fig. 10 
Run Time Comparison
Otsu's method is applicable only for small values of M because it is too slow in the case of M Ͼ5. The fast variant of Otsu's method is remarkably faster; 15 s versus 1378 for Lena with M ϭ5 ͑Table 7͒. The speed-up, however, is not asymptotic and does not help for larger values of M. For example, the run times of Otsu's method and its fast variants are 5514 and 22 s for Medical 1 with M ϭ4 ͑Table 10͒. Despite the remarkable difference, the run time of the fast variant is already 5788 s when M ϭ5.
All suboptimal methods are fast in all cases. The highest measured run time is only about 0.11 s by the LMQ for Medical 2 ͑Table 9͒. The time complexity of a single iteration of the LMQ is faster than that of the PNN. The LMQ, however, is iterated several times, and the overall run times are similar. With higher values of M, the PNN has a moderate time advantage, although both methods are sufficiently fast for real-time applications.
It is also noted that the combination of PNNϩLMQ could be even faster than the LMQ alone. This is because the PNN can provide better initial thresholding, and thus, the LMQ uses less iterations ͑Table 12͒. We would also like to note that the run times are so small that the implementation details and system level details, such as memory caching, can affect the time measurement. We therefore cannot make any other conclusions between PNN, LMQ, and PNNϩLMQ other than that they are all suitable for real-time image processing.
Conclusions
A fast PNN-based multilevel thresholding algorithm is proposed. The time complexity of the method is O (N log N) , which is significantly better than that of optimal thresholding. In practice, the proposed method works in real time for any number of thresholds. Experiments also show that the proposed method, when combined with the LMQ, provides MSE values that are much closer to that of optimal thresholding than using LMQ alone. The difference is small when a low number of thresholds are needed (M ϭ2 or 3͒, but the difference is significant when the number of thresholds is higher ͑from M ϭ10 to M ϭ20).
