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Abstract 
Cavalierc. M.P., M.E. Rossi and G. Valla, On the Green-Lazarsfeld conjecture and the 
minimal resolution conjecture for II + 3 points in $‘I. Journal of Pure and Applied Algebra 85 
(1993) 105-117. 
We prove the Green-Lazarsfeld conjecture for 1~ + 3 points in $” and, for the same number of 
points, we describe in a concrete geometric way the open set where the minimal resolution 
conjecture holds. 
Introduction 
Let k be an algebraically closed field and let X = {P,, . , P,} be a set of 
s 2 n + 1 distinct points in P” := Pi, not contained in any hyperplane. We denote 
by I the defining ideal of X in the polynomial ring R = k[X,,, . . . , X,,] and by A 
the homogeneous coordinate ring of X, A = R/Z = @YE,, A,. 
Let E be a graded minimal free resolution of A over R, 
E: O-E,,+.. .+E,+R+A+O, 
where E, = @:‘I, R(-d,,). 
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In [7] Green and Lazarsfeld deal with the question of when E is right linear. 
More precisely, for a given integer p 2 1, they ask under which assumptions 
X c p” satisfies the following property: 
They proved (see [7, Theorem 11) that if X consists of 2n + 1 - p points in 
linear general position in $‘I, i.e. with no n + 1 of them lying on a hyperplane, 
then X satisfies (N,,). 
If X consists of 2n + 1 - p points, distinct but not necessarily in linear general 
position, then (N,,) may fail for X. In their paper Green and Lazarsfeld propose 
the following: 
Green-Lazarsfeld conjecture. Let XC P” be a set of 2n + 1 - p points with 
1 sp 5 n. If X fails to satisfy (N,,). then there is an integer k < n and a subset 
Y c X consisting of at least 2k + 2 - p points such that 
(a) Y is contained in a linear subspace p’ c P”. 
(b) (N,,) fails for Y in !?“. 
It is easy to see that the Green-Lazarsfeld conjecture (GLC) holds ifs 5 y1 + 2, 
while Eisenbud and Koh proved the GLC for 6 points in Pi and 8 points in p4 
(see [3]). 
In [2. Theorem 2.51 we proved a result which extends the theorem of Green 
and Lazarsfcld and is a first step towards a proof of the GLC. In particular it 
implies the GLC for 6 points in $’ and 7 points in pJ. 
In this paper we prove the GLC for n + 3 points in P” (see Theorem 3.1). 
For small numbers of points it turns out (see Section 2) that the Green- 
Lazarsfeld conjecture is a consequence of the following one which is weaker: 
klc) Let X C $‘I be a set of 2n + 1 - p points (1 5 p 5 n) such that for all 
k=p,...,n-l,no2k-t2~ppointsofXlieinalinearsubspace 
@ of V’. 
Then X satisfies property (N,,). 
We say that the points of X are in CL position if X verifies the assumptions of 
the above statement. For example it is clear that points in linear general position 
are in GL position. 
If the points of X are in GL position, it follows by a result of Harris (see 
Proposition 1.3) that the Hilbcrt function of A is as big as possible. This means 
that N,,(t):=dim,A,=min{s,(“~‘)} or, equivalently, that the points of X are in 
generic position (see IS]). 
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For points in generic position the integer t defined by the inequalities 
coincides with the initial degree of A, which is the minimal degree of a 
hypersurface passing through the points. Since the socle degree of A is less than 
or equal to t, a minimal graded free resolution for A is given by 
o+ R(-f - np @ R(-r ~ n + l)(‘“+. . . 
~R(-t-i)hl~R(~t-i+l)“i~... 
+R(-t- l)“l@R(-t)“‘+R+A+O 
with a, =(“z’)-s and b,,=s-(‘zt,‘m’). 
In this case it is clear that property (N,,) holds if and only if t = 2 and b,, = 0. 
In [l] we have a nice interpretation of the integers a, as ranks of suitable 
matrices whose entries are monomials in the coordinates of the points of X. The 
particular form of the resolution gives for every i a relation between u, +, and b, 
and thus, with our method, we can compute all the numerical invariants of the 
resolution. 
The results of this paper are also related to a conjecture by Lorenzini for 
general sets of points in generic position (see [lo]). With our method we could 
rephrase this conjecture in the following way (see [2, Remark 2.21). 
Let m be the least integer such that 
We note that m 2 1 since s < (‘I,‘) by definition of t. 
Minimal resolution conjecture. There exists a nonempty open subset of (P”)‘ 
consisting of sets of points in generic position for which a,,, , = b,, ~, = 0. 
We remark that the conditions a,,,+, = b,,,_, = 0 force all the other numerical 
invariants of the resolution. Also we will say that a set X of points verifies the 
minimal resolution conjecture (MRC), or that the MRC holds for X, if X has the 
expected numerical resolution according to its number of points. 
We know that the MRC holds ifs 5 y1 + 4 (see [4] and [l]). but we would like to 
identify in some concrete geometric way a nonempty open set U in which the 
MRC holds or, even better, the open set where the MRC holds. For example a 
set of n + 2 points spanning P” verifies the MRC if and only if the points are in 
linear general position (see [9, Theorem C]), while a set of n + 3 points verifies 
the MRC if they are in linear general position (see [4]). 
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Here we prove (see Theorem 3.4) that if X is a set of n + 3 points spanning P”, 
the following conditions are equivalent: 
(a) X verifies the MRC, 
(b) X verifies (N,, ?). 
(c) the points of X are in GL position, i.e. n + 2 of them are never on a 
hyperplane and n never on a codimension-two linear subspace of P”. 
1. Preliminary results 
In this section we collect some results from [2] and prove that points in GL 
position are in generic position. 
Let k be an algebraically closed field, and let X be a set of s distinct points 
spanning P”. We assume that n + 15 s < ( “N ’ ), and we denote by R the 
polynomial ring k[X,,, . . . , X,,] and by I the defining ideal of X in R. The ring 
A := R/Z is the homogeneous coordinate ring of X, and a minimal graded free 
resolution of A as an R-module is given by 
where E, = @yL, R(- di,). 
Since A has initial degree two we have d,, 2 i + 1 for every i and j. We denote 
by a, the multiplicity of the shift i + 1 in E,. It is clear that 
a, = dim,(Tory(A, k),_,) for every i = 1.. , n . 
We can compute Torp(A, k) using a resolution of k which can be obtained by 
the Koszul complex of X,,, . . , X,, Let V be a fixed k-vector space of dimension 
n + 1; then the Koszul resolution of k is given by 
(I-? /\I’+ ’ V@R(-n-l+-+‘WR(-n)+.. 
-,/jV@R(-l+R+k+O, 
where the 6, are the usual Koszul maps. 
Tensoring by A and since A, = R,, one finds that Torp(A, k),,, is the 
homology of the complex 
For any j 2 1 we shall denote by K, the kernel of 6, in degree j + 2. Thus K, is 
the kernel of the usual Koszul map A’V@ Rz+ A’-’ V@ R, which is still 
denoted by 6,. 
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With these notations it is easy to prove that 
for every i, 0 5 i 5 n - 1 (see [l, Proposition 11). 
Using this formula one can prove that if Y if a set of points spanning p”, P is a 
pointnotinYandX:=YUP,thenforeveryi=l,...,nwehave 
a,(YPa,(-v+ yl i J 
(see [2, Proposition 1.51). 
Now we assume that the points of X are in generic position. In this case a 
minimal graded free resolution of A as an R-module is given by 
O+ R(-_M - 2)‘Jli $ R(-n - I)“‘~+. . . 
~R(-i-2)hi~R(-i-l)“i~... 
-+ R(-3)“‘@R(-2)“‘+ R+ A-0. 
The relationship between a,, , and b, is given by the following formula 
which holds for every i, 0 5 i 5 n (see [2, Proposition 1.61). Here we assume 
b,,=O and a, =b,.=O if r>n. 
Using this formula one can see immediately that property (N,,) holds if and 
onlyifu,1+,5(p+l)(;:~i)-s(;j). 
We now translate our problem into a problem of linear algebra. 
After a suitable change of coordinates, we may assume that n + 1 of the points 
of X are the coordinate points, that is X = {P,,, . . , P,, , Q, , . , Q, _,I ,}, where 
P,,=(l,O,... ,O), . , P,, = (O,O, . , 1) and Q, = (u,,,, Us,, . . , ui,,) for k = 
1 1 . f 3 s-n-l. 
Let us consider for every p 2 1 the matrix M,, which can be described in the 
following way. 
Given a positive integer Y we denote by L/(Y) the set of r-tuples {j,, . . . j,} 
such that Ozj, <j2<.. .~j~~n.ThenM,,has(s-n-l)(“L’)rowswhichwe 
label by qk, q E U(p) and k = 1, . . , s - n - 1, and (p + l)(j;Ii) columns which 
we label by jh, j E U( p + 1) and h p?j, 0 5 h < j,‘+, . The entries of the matrix M,> 
are 0 or monomials of degree two in the coordinates of the extra points 
Q, , . , Q,>_,,_, More precisely, 
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With these notations we have the following crucial result which is easy and is 
proved in [2, Proposition 2.41. 
Lemma 1.1. Let X be a set of s points in generic position in P”, with n + 1 5 s < 
(‘I I ’ ). Then the following conditions are equivalent: 
(1) X satisfies (N,,), 
(2) b,, = 0, 
(3) a,,+,qp+ 1)(;:Z-s(I:L 
(4) rank(M,,) Z- (s - n ~ l)( ;:). 0 
We end this section by proving that points in GL position are in generic 
position. This enables us to use the above lemma in the proof of the GLC for 
n + 3 points in p”. 
In [3, p. 1691. WC can find a proof of the following result due to J. Harris. 
Harris’s result. If X is a set ofs points in P” such that for all k 2 1 no 2k + 2 of 
the points lie in a linear subspace PA of P”, then H,(2) = min{s. (‘I;’ )}. 0 
It is clear that this does not imply that the points are in generic position. 
However we can prove the following result. 
Lemma 1.2. Let A’ be a set of s points spanning P”. If fur every k = 1, . . , 
s - n - 2, no 2k + 2 of the points lie in u linear subspace PA of P”. then the points 
are in generic position. 
Proof. Since the points of X span P”, we get s 2 n + 1 and H,(l) = y1+ I. On the 
other hand s 5 2n + 1, for otherwise n 5 s - n - 2 and with k = n we would have 
2k + 2 points on a p”. Hence, by Harris’s result, we need only to prove that for 
every k 2 s - n - 1 no 2k + 2 of the points lie in a linear subspace l@ of $‘I. But if 
k~s~n-l.thens-k-2~n-l.Itfollowsthatifwehave2k+2pointsona 
[FD’, then our s points are on a ph*‘-‘“’ “’ = p’-‘-’ G P”-‘, a contradiction. 0 
As an easy consequence of the previous lemma we get the following crucial 
result. 
Proposition 1.3. Let X be a set of s = 2n + 1 ~ p points in P”, 1 5 p 5 n. If the 
points are in GL position, then they are in generic position. 
Proof. Since the points of X are in GL position, 2(n ~ 1) + 2 - p = 2n ~ p = s - 1 
points are never on a P”-‘. Hence the points of X span IFD”. If p = n, then 
s = n + 1 and n + 1 points spanning p” are in generic position. So let p 5 n - 1. 
By Lemma 1.2 we need only to prove that for all k, 1 5 k 5 n ~ p - 1, no 2k + 2 
points lie on a @. We have 
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hence we can consider the least integer h 2 p such that 2k + 2 5 2h + 2 - p. 
If 2k + 2 points are on a P’, then we get also 2h + 2 - p points on a 
Pk+2/l+2P,,F(zk+Z) = P’/‘-,‘-‘. If we can prove that 2h -p - k 5 h, we get a 
contradiction which gives the conclusion. 
Now2h-p-k~hiscertainlytrueifh=p.Ifp<h,then2(h-l)+2~p< 
2k+252h+2-p. Hence2h-p-kSk+lSh asdesired. 0 
Another easy consequence of Harris’s result is the following criterion for a set 
of points to be in generic position. 
Corollary 1.4. Let X be a set of s points spanning P”. If no s - n + 1 points of X 
lie in a linear subspace P’P’rm2, then the points of X are in generic position. 
Proof. By Lemma 1.2 we must prove that for every k, 1~ k 5 s - n - 2, no 
2k+2pointsareonaPk. Wehave2k+2Ss-n-2+k+2=s-n+k.Hence 
if there are 2k + 2 points on a Pi, we have also s - n + k points on a 
P L+.,-n+k-(7k+7) = $.,-,,-2, a contradiction, q 
By the above result we have that n + 3 points spanning P” are in generic 
position if four points of them are never on a line. We can also prove that the 
converse holds as a consequence of the following general fact. 
Proposition 1.5. Let X be a set of s points in P”, n + 1 5 s < ( ” l2 ). If the points of 
X are in generic position, four points of X me never on a line. 
Proof. If for example we have four points on the line X, = X, = . . = X,, = 0, 
their defining ideal n will be n = (1, X,, , X,,) where J is an ideal in 
S := k[X,,, X,] of initial degree four. Hence H,<!,,(2) = HsjJ(2) = 3. It follows that 
H,(2) 5 HR:(,(2) + s - 4 = s - 1, a contradiction. q 
The analogous result for n + 4 points does not hold as the following example 
shows. Let us consider 7 points in P3 such that 6 of them are on a plane L and 
one is outside; moreover we assume that 5 of the points on L lie on an irreducible 
conic which does not contain the other point of L. These seven points span P3 
and it is possible to see that they are in generic position, but we have 6 points in 
P’ and in particular 5 points in P’. 
2. Remarks on GLC 
Let X be a set of s distinct points in P”. In this section we prove that ifs = n + 3 
then glc implies GLC. We will use very often the following remarks and 
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notations. If A is the homogeneous coordinate ring of X, then A is a one- 
dimensional Cohen-Macaulay graded ring and we may assume that X,, is a non 
zero divisor on A. Then the ring B := A/X,,A is an artinian graded algebra over 
S:=k[X,,..., X,,] whose free S-resolution has the same numerical invariants as 
the free R-resolution of A. We call B an artinian reduction of A. Also, for a 
graded algebra A, we denote by PA(z) the Poincare series of A, which is by 
definition the series P,q (2) : = c !?,, H,, (i)z’. 
We first prove the following crucial result. 
Lemma 2.1. Let X be a set of s points spanning P”. 
(i) If s = n + 2, then X fails to satisfy (N,,). 
(ii) lf n Z- 2 and s = n + 3, then X fails to satisfy (N,, ~, ). 
Proof. Let X be a set of n + 2 points spanning [FD”. The Hilbert function of an 
artinian reduction B of A is given by H,j(0) = 1, H,(l) = n, H,<(2) = 1 and 
H,(m) = 0 for every m P 3. This implies that the sock of B is not zero in degree 
two. Hence b,, = dim,Tor:(A. k),,+? # 0. and X does not verify (N,,). 
Let s = n + 3. If the n + 3 points of X are in generic position, then we have by 
Section 1 
a,, = b,,?’ + n(n + 2) - (n + 3)n 
This implies b,,_, # 0, since otherwise a,, = -n, a contradiction. 
If the n + 3 points are not in generic position, then the Hilbert function of an 
artinian reduction B of A is given by HH(0) = 1. H,$(l) = n, H,{(2) = 1, H,(3) = 1 
and H,(m) = 0 for every rn Z- 4, so that the socle of B is zero in degree two. 
Hence if X satisfies (N,,_,), the minimal free resolution of B over S is given by 
o~S(-n-3)~S(-n-l)““~S(-n)“” I+... 
+ S(-2)“+ S-+ B+O. 
Using the additivity of the Poincare series, we get 
PH(z) = P(z) + C (-l>‘a,P,s,-,-,,(z) + (-1>“P,,-,,-,,(z) 
,=I 
Since P,s(_dj (z) = z”/( 1 - z)” for every d 2 0, we get 
(1+ nz + z? + zj,(i (-l,$)zk) 
h =O 
= 1 + i (-l)‘a,z’+’ + (- 1),1zj1+3 
,=I 
Comparing the coefficients of z”+’ we get a contradiction. 0 
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An easy application of the above lemma gives the main result of this section. 
Theorem 2.2. For a set X of n + 3 points in p”, glc implies GLC. 
Proof. We have n + 3 = 2n + 1 - (n - 2) hence p = n - 2. If X fails to satisfy 
(N,,_,), then for some k, n - 2 5 k 5 n - 1, we can find 2k + 2 - (n - 2) points on 
a@. Weclaimthatinfactforsomek,n-2~k~n-l,wecanfind2k+2- 
(rz - 2) points spanning l@. This is clear if k = n - 1 since in this case 2(rr - 1) + 
2 - (n - 2) = n + 2, and n + 2 points on a p”-’ must span EJ’-’ since our II + 3 
points span KF’“. If k = n ~ 2, then 2(n - 2) + 2 - (n - 2) = n. Now for n points on 
a ~“-~’ we have two possibilities: either they span P”-’ or they span a pnm3. In 
this last case we can add two suitable points to get a set of n + 2 = 2(n - 1) + 2 - 
(n - 2) points spanning p”-‘. This proves the claim. Now to get the conclusion we 
need only to prove that for any k, n - 2 5 k I IZ - 1, 2k + 2 - (n - 2) points 
spanning $/‘ do not verify (A’_?). This is exactly what we proved in Lemma 
2.1. 0 
One can prove the same result for y2 + 4 points, but Lemma 2.1 does not hold 
for n + 5 points spanning p”, so that glc does not imply GLC for this number of 
points. In fact almost every set of nine points in P’ satisfies (N,) (see [l, 
Proposition 91). 
3. The GLC for n + 3 points 
In this section we prove the GLC for s = n + 3 points spanning p”. 
By Theorem 2.2 we need only to prove that a set X of y1 + 3 points in GL 
position verifies property (N,, _?). 
We recall that n + 3 points are in GL position if n + 2 are never on a p”-’ and 
yt are never on a $‘r-2. As usual for a set X of n + 3 points spanning p” we may 
assume X= {P,,, . . , P,,, Q,, Q2} where P,,, . , P,, are the coordinate points of 
P” and Q, := (y,,, . . 3 y,,), Q,:= (20,. . , 
( z: ;: (. With these 
z,,). We denote by D,, the minor 
n otations we have the following algebraic version of GL 
position. 
Lemma 3.1. Let X = {P,,, . , P,,, Q, , Q2} be a set of II + 3 points in $‘I. The 
following conditions are equivalent: 
(a) The points of X are in CL position. 
(b) (i) Every matrix (:I :: ) cannot have a row or a column which is zero. 
(ii) If Dti = 0, then y,z,y,z, # 0 and D,, # 0 for every k #j. 
Proof. We first prove that (a) implies (b). If y, = y, = 0, then X, = X, = 0 is a przmr 
containing n points of X. If y, = z, = 0, then X, = 0 is a V-’ containing n + 2 
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points of X. Finally if D,, = D,, = 0, it is easy to see that {P,,, . , P,, , 
B,,. . , ~h,...rP,rrQ,,Q2}arenpointsofXona$”~’.AlsoifD,i=Othen, 
using (i), we easily get y,y,z,z, f0. 
Conversely, if there are n points of X on a Pnm2 we have two possibilities: 
n 
either {PO, . , P,, . . . , i),, . . , P,,, Q,} C Pnm' for some i, j, so that y, = y, = 0, 
or {PO, . . . , Pi, . , Pi, . . . , P,, . . . , P,, Q,, Q,} c p’7-2 for some i, j,k so that 
D, = D,, = D, = 0. 
Similarly if there are n + 2 points of X on a P”-‘, then 
{P,,, . , /‘,, . . . , P,,, Q,, Q,} are on a P”-’ for some i = 0, . , n and so 
y; = zi = 0. q 
Theorem 3.2. Let X be a set of II + 3 points in $“. If they are in GL position then 
X satis$es (N,,_?). 
Proof. By Proposition 1.3, X consists of points in generic position, hence by 
Lemma 1.1 it suffices to prove that p(M,, :) ?2( ;). 
We recall that, using the notations of the first section, M,,_, has 2( ‘I ‘; ’ ) rows 
which we label by qk, q E U(n ~ 2). k = 1,2, and n’ - 1 columns which we label 
by jh, j E U(n ~ l), h @j, 0 5 h < j,,_, . By Lemma 3.1 we may assume that 
y,,z,, # 0 and then we consider the rows qk with q,,_? < n. In this way we get a 
matrix M of size 2( z ) X (n’ - 1). 
We order the rows and the columns of M by extending the lexicographic 
ordering for U(n - 2) and U(n - 1). For example we let qk < q,k, if q < q, or 
q = q, and k < k,. In this way we get a matrix 
( 
IBII_21 0 ... ... 0 
m 0 . . 0 
M= . . . 
:I . . 6 
where for every k = 0, . . , n - 2, B, is the following matrix of size 2(n - 1 - 
k) x (2(n - 1 - k) + l), ’ 
B, = 
YkY,l Y,-IY,, 0 0 . . . 0 
. . 0 
YkYn Y,, -,Y,, 0 
ZkZ,, z,,_zz, 0 , . . . 0 
o YkYn Yk+lY,, 
which corresponds to the columns jh where j = (0, 1, . . , k, . . . , i, . , n), 1 
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running from n to k + 1, and to the rows ql, q2 where 9 = 
(0,. . . , r;, . . . , hi,. . . , n - l}, m running from k + 1 to n - 1. Now it is clear 
that the conclusion follows if we can prove that B, has maxima1 rank for every 
k=O,...,n-2. 
But if D,, # 0 for every I with k < 1~ n, we cancel the first column in B, and we 
get a matrix whose determinant is (y,l~,,)‘Z~‘~kD~k+, . DA,,-,. If D,; = 0 for 
some k < i 5 n, then by Lemma 3.2 D,, # 0 for every If i, D;,, # 0 and y,z, f 0. 
In this case we cancel the column {0, . . . , i, . . . , i^, . . , n}i and we get a matrix 
whose determinant is ~(Y,~z,,)“~~~~~~z~D~~+, . . . b,;. . . D,,,-,D ,,,. This gives 
the conclusion. 0 
4. The MRC for n + 3 points 
In this section we prove that II + 3 points spanning P’” verify the MRC if and 
only if they are in GL position. We recall that for n + 3 points the MRC is 
equivalent to a,, = b,,-? = 0. In Theorem 3.2 we proved that y1 + 3 points in GL 
position satisfy (N,,_l) or, which is the same, they have b,,-, = 0. Now we prove 
that under the same assumptions we also have a,, = 0. 
Proposition 4.1. Let X be a set of n + 3 points in GL position. Then a,, = 0 
Proof. We have a,, = dim[( A”-’ V @ I,) f3 K,,-,] and, as usual, we may assume 
X= {P,,, . . . , P,,, Q,, Qr), where PC,, . , P,, are the coordinate points of P”. 
Let (Y E (A”-’ V C3 I?) n K,,_, ; we may write cr = ~,j_,<,5,1 E,, 8 F,, , where 
I,~ = e,, A . . A Ci A . . . A C, A . . . A e,, and F,, E I,. Since F,, must vanish on the 
coordinate points, F,, is a sum of square free monomials. From this and the fact 
that (Y E K,,-, it turns out that (Y = C,,5,<,_.,r F,,@A,,X,X, where A,,X,X, must 
vanish on the points Q, = (y,,, . , y,,) and Q2 = (z,,, . , 2,)). By Lemma 3.1 
this implies that A,, is possibly nonzero only for a unique pair (i, j). The 
conclusion follows since it is clear that if (Y = E,, @ A,,X,X, E K,, ~, , then (Y = 0. 0 
The above proposition together with Theorem 3.2 proves that n + 3 points in 
GL position verify the MRC. Since it is clear that a set of y1 + 3 points which 
verify the MRC also verify property (N,,_,), we are going now to prove that y1 + 3 
points which verify (N,,_,) are in fact in GL position. First we need the following 
genera1 result. 
Proposition 4.2. Let X be a set of s points spanning P”, with n + 1 5 s < ( ” t ’ ). Zf 
s - 1 of them are on a hyperplane, then a,,_, 2 n. 
Proof. As usual we let X = {P,, . . , P,,, Q,, . . . , Qsmn-,} where PO,. , P,! are 
the coordinate points. Since P,, . , . , P, are not on a hyperplane, we may assume 
116 M. P. Cwaliere et al 
X\{P,,} are on the hyperplane X,, = 0. This means that X(,X, E Z, for every 
i=l,..., II. Hence if for every i=l,..., 12 we let ai:=6,,_,(e,r\...r\E,r\ 
. . . A e,, @X0), it is clear that a,, . . . , a,, E An-’ V 63 l2 n K,_, and are linearly 
independent vectors over k. Since a,_, = dim, [ AHm2 V @ Z2 f’ KnP2] the conclu- 
sion follows. 0 
Now we can prove the main theorem of this section. 
Theorem 4.3. Let n 2 3 and X be a set of n + 3 points spanning P”. The following 
conditions are equivalent: 
(a) The points of X are in GL position. 
(b) X verifies the MRC. 
(c) X verifies (N,,_?). 
Proof. We need only to prove that (c) implies (a). If X verifies (N,,_,) then it 
verifies (N,), hence I is generated by quadrics. This implies that the points of X 
are in generic position, since otherwise, by Corollary 1.4, four points of X would 
be on a line and I would need a generator of degree four. Hence we can use the 
formula relating a, + , and b, (see Section 1) to get 
a,, I =n-1. 
Now if n + 2 points of X are on a P”-‘, by Proposition 4.2 we get a,,_, 2 n, a 
contradiction. Hence we may assume that every set of n + 2 points of X span $,. 
Thus if we have n points of X on a p”-‘, by adding two more points of X we get a 
set Y of n + 2 points spanning p”. But for n + 2 points spanning P” we know all 
the possible numerical resolutions by Theorem C in [9]. From this and the fact 
that Y contains IZ points which are on a ~“~‘. we get 
a,,_,(Y) 2 n(n + 2) - 
n+2 
i ! 2 +1. 
By Section 1 we have 
a ,,_,(X)I,,,_,(Y)-!~)~n(n+2)-jn~2j-(~)+1=n. 
The conclusion follows. 0 
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