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Abst rac t - -We derive necessary conditions for the uniform convergence (with respect o the per- 
turbation parameter) in L 2 of schemes for singularly perturbed convection-diffusion problems. Ap- 
plying these conditions, we show that the convergence order of the streamline diffusion finite element 
method with piecewise linear trial functions cannot be better than 1/2, uniformly in the singular 
perturbation parameter. 
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1. INTRODUCTION 
We consider the singularly perturbed elliptic problem 
~Au + pux + qUy = f, on ~ = (0, 1) 2, 
u = 0, on 0~, 
(1.1) 
where 0 < ~ << 1, f E L2(~), and p, q are positive constants. The solution u(x, y) of (1.1) will, 
in general, have boundary layers near the sides x = 0 and y = 0 of ~. This is a simple model 
for convection-dominated fluid flow. The literature on the numerical solution of such convection- 
diffusion problems is vast. It is desirable to derive schemes for the solution of (1.1), whose accuracy 
(measured in some appropriate norm) is independent of the value of the singular perturbation 
parameter E. Such methods are called uniformly (in e) convergent, and have been the subject of 
much research (see, e.g., O'Riordan and Stynes [1] and Roos [2] and their references). Babu~ka 
and Suri [3] consider symmetric singular perturbation problems and use the terminology "robust 
methods" for uniformly convergent methods. 
In [2], Roos showed that, if (on a square mesh) a scheme yields a solution which is uniformly 
convergent in the discrete L°~(~) norm, then the coefficients of this scheme must satisfy three 
conditions C1, C2, and C3. Using these conditions, he tested several schemes from the literature. 
Some were shown to fail to satisfy C1-C3 (and consequently could not be uniformly convergent 
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in L°°), while in other cases the C1-C3 requirements enabled him to specify values of certain 
scheme parameters. Thus, [2] provided a useful insight into the problem of constructing schemes 
for (1.1). 
However, from the point of view of finite element methods, uniform L °° convergence is an 
unnatural setting for analysis. Finite element analysis readily yields H 1 and L 2 convergence 
results for classical elliptic problems (e.g., when s = 1 in (1.1)), but one has to work much harder 
to prove convergence in L ~. When the elliptic problem is singularly perturbed, these difficulties 
become much greater. We know of no finite element analysis of any method for (1.1) which proves 
convergence, uniformly in ¢, in L°°(f~). (On the other hand, in [1], O'Riordan and Stynes have 
proven that a finite element method for (1.1) is uniformly convergent in the L2(~) and weighted 
Hl( f l )  norms.) 
We shall, therefore, determine conditions which are necessary for a scheme to yield a solution 
to (1.1) which is convergent, uniformly in ~, in the discrete L2(fl) norm, Our approach may also 
be of interest for problems related to (1.1); in the case of singularly perturbed elliptic problems 
with parabolic boundary layers, Shishkin [4] has recently shown that, on a uniform mesh, no 
difference scheme xists which is convergent, uniformly in c, in the discrete L°°(£t) norm. 
Suppose the mesh on fl is a square of side h. If a scheme is uniformly convergent of O(h~), 
for some/3 > 0, in the discrete L2(£t) norm, then it is trivial to see that it is O(h ~-1) uniformly 
convergent in the discrete L°°(f~) norm. Thus, if/3 > 1, then Roos' results imply that the 
conditions C1-C3 must be satisfied. In Section 2, we shall prove the following deeper esult: 
uniform convergence of O(h f~) in the discrete L2(fl) norm for some/3 > 1/2 implies that the 
scheme must satisfy conditions C1 and C2 of Roos. 
We note that an analogous result holds for singularly perturbed ordinary equations. In one 
dimension, uniform convergence of O(h ~) in the discrete L 2 norm for some/3 > 1/2 trivially 
implies uniform convergence of O(h ~-1/2) in the discrete L °° norm, from which it follows (see, e.g., 
Doolan, Miller and Schilders [5]) that the scheme must satisfy a condition similar to C1. The point 
of our paper is that necessary conditions for uniform L 2 convergence are independent ofdimension. 
This is so, although the "gap" between the discrete L 2 and L °¢ norms is dimension-dependent 
and all previous necessary conditions have been derived from L °° convergence arguments. 
In particular, our main result implies that any polynomial-based scheme for (1.1) can achieve 
uniform convergence of at most O(h 1/2) in the discrete L2(~) norm. 
In Section 3, we show that, for most finite element methods, uniform convergence in the 
discrete L2(ft) norm is equivalent to uniform convergence in the continuous L2(~t) norm. We 
then use our necessary conditions to study highest possible L 2 convergence order (uniform in ~) 
for streamline-diffusion type finite element methods which have been proposed in the literature. 
It is important o note that, in the present paper, the convergence rate is studied over the full 
range of 6, 0 < ~ <: 1, and on the whole domain ~ including boundary layers. If convergence is 
considered only on subdomains that exclude regions with boundary layers, then a considerable 
improvement of the convergence rate can be noticed [6,7]. 
2. NECESSARY CONDIT IONS FOR D ISCRETE L2(~)  
CONVERGENCE 
For simplicity, we assume that the mesh is square, i.e., the nodes (xi, yj) are given by (x~, yj) = 
(ih, jh), for 0 < i , j  < N, where N is a positive integer and h = 1/N. We also assume that we are 
dealing with a linear difference scheme whose stencil about (x~, yj) consists of (at most) the nine 
points (x~+~, yj+~) for v, # = -1,  0, 1. Our arguments easily generalize to uniform rectangular 
meshes and to larger stencils. 
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We associate the 3 x 3 matrix [a~,]~,u=-,,0,1 with the coefficients of our scheme. That  is, the 
scheme can be written as 
h = hf~j, for 1 < i , j  < N - 1, (2.1) E au~ U~Tu,j+ ~ _ _ 
~,,~=- I,O,I 
where ] depends only on f ,  and uhn = uh(xm,Yn). Since the coefficients in the differential 
operator are constants, we assume that the coefficients in (2.1) are independent of i and j.  Set 
p = hie. We assume further that the av~ depend only on p (this is true of most schemes proposed 
for (1.1)). 
We shall assume the condition 
a, , ,  = o. (2.2) 
~,/~=-- 1,0,1 
This condition can, in fact, be deduced from the hypotheses of Theorem 2.1, but it does not 
seem worthwhile to do so, as it is satisfied for all reasonable schemes. Throughout he rest of the 
paper, we use C to denote a generic constant which is independent of ¢ and of the mesh. 
As in [8], setting 
• (x, y, e) = uo(x, y) - u0(0, y)e -px/~ - uo(x, O)e -qy/e + uo (0, O)e-PX/~e -qy/~, (2.3) 
we have 
[u(x,y,e) - •(x,y,e)[ < Ce, 
Here, Uo(X, y) is the solution of the reduced problem 
for all (x, y) 6 ~. (2.4) 
p(Uo)x + q(uo)y = f, on ~, 
Uo(x,y) = O, when x = 1 or y = 1, 
provided that u0 6 Cl(f l)  and that u01n~ 6 C2(f~j), j = 1,2 with ~1 = ~ N {(x,y) 6 R : 
q (1 -  y) > p(1 - x) } ,  f~2 = f~\~l. 
Let V h be the set of all functions which are defined at the nodes of the mesh. For each v 6 V h, 
define the usual discrete L2(12) norm of v to be 
N-1 } 1/2, 
2 Ilvt}d = h ~ ~_, v~j 
i , j= l  
where we write v 0 for v(xi, yj). In this context, we shall make no distinction between u(x, y) and 
its restriction to the mesh. We define a local discrete L 2 norm near the boundary x = 0 of ~ by 
{.f I[W[[d,loc = h wl J2 j=l 
for each w defined on {(xl ,y j)  : j = 1,2, . . .  ,N  - 1}. For each w E V h, define 
(Aw)Ij = ~ av~wl+v,j+~, 
u,~=-- 1,0,I 
for j = 1 ,2 , . . . ,N -  1. 
LEMMA 2.1. Let p(= h/e) be fixed. Suppose v, w, and z are mesh functions with v = w + z and 
IzoI < Ch a, for i = 0, 1, 2 and j = 0, 1 , . . . ,  N, where a is a positive constant. Then, assuming 
that lim [[Av[[d,loc exists, it follows that lim [[Awl[d,loc also exists and 
h--*O h-*O 
lim IIAvlld,lo¢ = lira o IIAwlld.,o~. 
h.--*O 
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PROOF. Since p is fixed, we have la~l _ C for u, # = -1,0,1.  Hence, using the Cauchy-Schwarz 
inequality, 
{ IlAzl[d,lo~ = h ~ a~.zl+~,j+. 
~/2 
1/2 
<_ch E ,5 
i=0 
<__ Ch ~. 
From this inequality and the triangle inequality 
]llAwlld,loc- IlAvild,lo~] _< [[Azild,,o¢, 
the result is immediate. | 
We can now prove our main result. 
THEOREM 2.1. For each f which guarantees a smooth solution uo of the reduced problem, assume 
that the scheme (2.1) yields a solution u h which satisfies 
lim h-1/211u - -  uh l id  = O. 
h--+O 
Suppose also that for each such f ,  we have [I/lid <_ C. Then the coefficients of the scheme must  
satisfy 
and 
(c2) 
PROOF. Let p be arbitrary but fixed. First, for any v E V h which vanishes on 0~, we have 
~, j= l  
_<c hEE , 5 
j=0 i=0 
< Ch-l/211vlld. 
In the above, we used a Cauchy-Schwarz inequality and lav~] _< C (since p is fixed). 
Setting v = u - u h in (2.5), we obtain 
lira IIA(u - uh)[Id loc = 0. 
h--~0 
(2.5) 
(2.6) 
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But from (2.1), 
lim }!Auhlld,lo¢ =nm ° h (h]l, j) 2 -- 0, 
h--*0 
as II][Id <-- C by hypothesis. 
Now (2.6), (2.7), and a triangle inequality ield 
(2.7) 
lim IIAulld, oc = o. 
h-..-*O 
(2 .s)  
Choose f such that u0(0,0) = 0 and 
N-1  
lim h E u°2(0'YJ ) ~ 0. 
h---*0 
j= l  
(2.9) 
This can clearly be done (take, e.g., f (x ,  y) = (py - qx)2). 
As p is fixed, (2.3) and (2.4) show that for i = 0, 1, 2 and j = 0, 1, . . . ,  N, 
u(xi, yj, ~) = (~(xi, yj, ¢) + O(h) 
= uo(O, yj) - uo(O, yj)e -px~/~ + O(h), (2.10) 
where we have used u0(0,0) = 0, the consequent estimate Uo(xi,O) = O(h), and Uo(xi,yj) = 
uo(O, yj) + O(h). 
Now apply Lemma 2.1 to (2.8) and (2.10). This yields ]2 
0= l imh ~ ~ a~,uo(O, y j+s) (1 -e -PX ,+. l  e) 
h---*0 
j= l  u , t t=-  1,0,1 
= lim h u2(O, yj) a~,(1 - e -p(l+v)°) , (2.11) 
h---*O j= l LU#Z 
because u0(0, Yj~=I) = uo(O, yj) + O(h) and once again Lemma 2.1 (essentially) can be applied. 
Recalling (2.9), we see that (2.11) implies 
hence, 
0 = E a~(1  - e-P(I+~)P), 
v,/~=- 1,0,1 
0 ~ E aut~e-P(l+v)P' 
u,~=-l ,0,1 
from (2.2). This is equivalent o (C1). 
Condition (C2) is proven analogously, by defining a local discrete L 2 norm near the boundary 
y=0of f l .  II 
REMARK 2.1. Numerical results in Hegarty, O'Riordan, and Stynes [9] indicate that the standard 
upwinded finite difference scheme yields a solution v h for (1.1) which satisfies 
Ifu - vhlld Ch W2. (2.12) 
This scheme has coefficients which are polynomials in p and which therefore satisfy neither (C1) 
nor (C2). Thus, (2.12) implies that the following condition of Theorem 2.2 is sharp: 
lim h-1/211u - uhlld --= O. 
h~O 
CAHWA 29:4-E 
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REMARK 2.2. In [2], Roos derives a further condition (C3) on the coefficients. It does not seem 
possible to obtain this condition by using arguments similar to the proof of Theorem 2.2. This is 
unsurprising, as our basic assumption (L 2 convergence of order greater than 1/2) is weaker than 
the assumption in [2] (L ~ convergence of positive order). 
Armed only with (C1) and (C2)--but not (C3)-- it  is still possible to analyze many schemes 
and to prescribe values for the free parameters which they contain; see the calculations in [2]. 
We give details of such an analysis in Example 3.1 below. 
3. L2(~)CONVERGENCE OF FINITE ELEMENT METHODS 
In finite element analysis, it is usually more convenient to work with the continuous L2(~) norm 
rather than its discrete counterpart. In this section, we show that under reasonable assumptions 
on the basis functions which span the finite element rial space, the necessary conditions of 
Section 2 remain valid when the discrete L 2 norm is replaced by the continuous L 2 norm. As one 
example, we then proceed to discuss the property of e-uniform convergence for the streamline 
diffusion finite element method. 
Let our computed solution uh(x, y) lie in some trial space S h of dimension (N - 1) 2. We have 
N-1  
uh(x,y) = %(x,y) ,  
i , j=l  
where the Oij form a basis for S h, satisfy 
(~ij(xk,yl) = 5ik(~jl ,  for all i , j ,k , l ,  
and each (I)ij vanishes on 012. 
As is usual in finite element methods, we assume that each (I)ij is defined on each mesh square T 
by means of a fixed number of reference functions ~ whose domain of definition is the reference 
square ~. -- (0, 1) 2. More precisely, we assume that there exists an invertible mapping MT 
from if/ onto T and that (I)ij = (~ o M T 1 for some reference function (~. 
For the familiar piecewise polynomial trial spaces, (~ is independent of both h and ~. However, 
for problems uch as (1.1), some authors advocate the use of trial spaces which attempt o mimic 
the exponential layer behaviour of u(x,y) near the edges x = 0 and y = 0 of ~. For trial spaces 
of this kind, ~ must depend on ~. This dependence may in general invalidate the argument of 
Proposition 3.1 below. We shall, therefore, exclude trial spaces which depend on h and ~ in some 
arbitrary way by our hypothesis (H3) below. 
We now list the three hypotheses which we make on the basis functions of our trial space S h. 
All are satisfied for any reasonable choice of S h. 
(H1) For each basis function (Ihj of S h, let 
Pij = (T : T is a mesh square and T C supp (Ihj }. 
Then as i , j , and h vary, the number of elements of Pij is bounded above by a fixed constant. 
(H2) For each mesh square T, let QT = ((i , j)  : supp (Ihj A T is nonempty }. Then as T and h 
vary, the number of elements of QT is bounded above by a fixed constant. 
(H3) Each reference function ~) is either independent of h and e, or else depends only on p = h/e. 
Also, as h varies, the number of reference functions remains constant. 
REMARK 3.1. All the usual piecewise polynomial spaces satisfy these hypotheses, as do the 
piecewise xponential spaces used by O'Riordan and Stynes [1]. 
We now formulate the relationship between the continuous and discrete L 2 norms. For com- 
pleteness, we now prove the equivalence of both norms, which is well-known in the particular 
case of piecewise polynomial trial functions. 
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PROPOSITION 3.1. Assume that (H1), (H2), and (H3) hold. Let p be fixed. 
Clllvlld _< Ilvll -- C211vlld, 
where C1 and C2 are positive constants independent of h and 
is the continuous L2(f~) norm of v. 
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Then for all v • S h, 
PROOF. Let T be an arbitrary mesh square. For any v • S h, 
f£v:(x,u)a au:detM  f£  
where ~ = VIT o MT. 
Set sh T = { VlT o MT 
(3.1) 
: v E sh}. Then ~ • ~h. Using (H2) and (H3), we see that as h varies, 
the dimension of the space ~h is bounded and its basis functions do not alter. Since on a finite 
dimensional space all norms are equivalent, we have 
C~ll~ll~,d ~ I1~11~ C~ll~[l~,d, (3.2) 
for some constants C[ and C~ which are independent of h, where II.llh is the continuous L2(~) 
norm and we set 
} 1/2 
2 II~ll~,d = ~ vq 
(i,j)EQT 
Since the mesh is square, we have det MT = h 2. Thus, (3.1) states that 
Ilvll  = h211 ll , 
where II.lIT is the L2(T) norm. Substituting this into (3.2), we have 
i.e., 
C~ hlli;[[fi, d <_ ][vllT _< C~hl[~[[fi, d
{}1,2 {}1,2 
2 (3.3) 2 <IIvlIT<C; h 2 ~ v~ . h 2 v,, _ _ 
(i,j)EQT (i,j)[QT 
To finish the proof, square (3.3), sum over all T and use (H1). 
The next results are now immediate. 
COROLLARY 3.1. Assume that (H1), (H2), and (H3) hold, and that the hypotheses of Theo- 
rem 2.1 hold with "discrete L2(D) norm" replaced by "continuous L2(f~) norm". Then the 
conclusion of Theorem 2.1 remains valid. 
COROLLARY 3.2. The discontinuous Galerkin method of Richter [10] has order of convergence at 
most 1/2 in L~(f~), uniformly in e. 
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REMARK 3.2. Corollary 3.1 concludes that 
[Ju - uhJl <_ C h U2 (3.4) 
is the best possible rate of convergence for schemes without exponential coefficients. This result 
is consistent with classical finite element estimates of the form 
Ilu- uhll ~ C hr+l IlullH,~+,(n), (3.5) 
where r is a positive integer and Hr+l(fl) is the usual Sobolev norm. For in the presence of 
typical boundary layers, IlUllH..+l(a) is O(¢-~-W2); hence, when p is constant, as in the proof of 
Theorem 2.1, (3.5) becomes (3.4). 
EXAMPLE 3.1. We shall apply our necessary conditions to the streamline-diffusion finite element 
method ue to Brooks and Hughes [11]. Let V h be the space of piecewise linear trial functions on 
a mesh of Friedrich-Keller type, i.e., means each square [x~, x~+l] x [yj, Y/+I] is divided into two 
triangles by connecting the two points (x~,yj) and (Xi+l,Yj+l). Then the streamline-diffusion 
finite element method for solving the problem (1.1) reads: find Uh E V h such that for all Vh E V h 
e(vuh, vvh) + (b. vuh, vh) + ~ ~(b .  wh,  b. Vvh)T = (f,.h) + 5)-~'~(f, b. Vvh)T, 
T T 
(3.6) 
where (., .) and (., .)T denote the inner product in L2(gt) and L2(T), respectively. Here, 5 is a 
small parameter which is chosen by the user. Calculating the corresponding integrals in (3.6), 
we get the following 7-point stencil: 
-1  1 
h -1 4 -1 2p-q  +-~ 
-1 p+q 
5 
+ -~ P(q - P) 
-pq 
p - 2q -(p + q) 
-2p + q 
-p  + 2q 
-q(q - p) 
2p 2 + 2q 2 - 2pq 
-q(q - p) 
-pq 
p(q - p) (3.7) 
The necessary condition (C1) and (C2), respectively, imply that 
{ 1 p p25} {2 2~6} { 1 p p25} 
~" -p+~- - - f -  + p+~ +~-'0 p 2 h =o 
and 
2 - -  "~ -~- - -  + e -qp  -~- O. p 2 h 
Thus, the streamline-diffusion parameter 5 can be determined from the first equation to be 
h pp h (3.8) = ~pp coth 2 pp2, 
or from the second equation 
h qp h (3.9) 5 -- ~q coth 2 pq2" 
Because the mapping p H 5 given by (3.8) is strictly decreasing on the interval (0, co), 
(3.8) and (3.9) can hold simultaneously only in the special case p = q. Consequently, when 
p ~ q, the streamline-diffusion fi ite element method cannot be uniformly convergent (in e) of 
order ~ with f~ > 1/2 in the L 2 norm. 
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