As the modal sources of data in education have shifted over the past few decades, so too have the modeling paradigms applied to these data. In this paper, we overview the principle foci of modeling in the areas of standardized testing, computer tutoring, and online courses from whence these big data have come, and provide a rationale for their adoption in each context. As these data become more behavioral in nature, we argue that a shift to connectionist paradigms of modeling is called for as well as a reaffirming of the ethical responsibilities of big data analysis in education.
Introduction
The primary role of modeling in education has varied as data collection and analysis traverse the contexts of testing, tutoring, and online instruction at scale. Each context has brought its own unique critical foci of practice, thus forming related, but distinct, constituent academic research fields of study. The types of data produced have also differed, as a function of the context, and necessitated the development and adoption of different modeling paradigms. This paper offers a rationale and historical context for these differences and is intended to serve as an entry point for data modeling research in the adjacent fields of psychometrics and learning analytics.
Data
In this section, we will overview many of the modal sources of big data in education, the volume and character of the data, and historical context in which they were produced. Large scale standardized testing has been the original producer of high volume data in education. The SAT, originally the Scholastic Aptitude Test, was created by the not-for profit association of institutions called the College Board and first administered to high school seniors in 1926. The test consists of reading, writing & language, and math sections and produced 252 million item answer records (responses) from 1.63 million students in 2016.
1 In higher education, the Graduate Record Examinations (GRE) test, created by Educational Testing Service (ETS), was first administered in 1949 and presently covers topics in algebra, geometry, arithmetic, and vocabulary. The test, required by many graduate school programs, was taken by 584 000 respondents in AY 2015-2016, 2 producing around 24 million responses. The design objective [1] of these test providers is to craft items for the instruments, that are their tests, such that they reliably and accurately estimate abilities which correlate with post-secondary performance and which are of high relevance to college admissions offices. Student answers to items on the test are referred to in the field of measurement as dichotomous response data because the answers (responses) are scored with binary outcomes of correct or incorrect; although the GRE contains three essays and the SAT contains one optional essay which are scored on a continuous scale. These essays are scored by one human and one algorithmic rater [2] . If the algorithm does not agree with the human rater, a second human rater will score the essay to break the tie. Table 1 shows an example of this dichotomous (binary) response data collected from standardized tests.
The large test providers are in possession of these massive datasets which are not public and generally not shared with outside researchers. In practice, researchers in the field of Psychometrics most commonly use much smaller datasets on the order of thousands of respondents. A frequently cited source of data is Kikumi Tasuoka's fraction subtraction test [3] , which is available by request. Synthetically generated datasets are also of high popularity in studying the properties of different approaches to estimation [4] in the various models used to represent ability. Aggregate results are provided by the Organization for Economic Co-operations and Development (OECD) for its Programme for International Student Assessment (PISA) test administered every three years since 2000, with 540 000 test takers across 72 participating countries in 2015. 3 Other sources of high volume data in
