D\'ecomposition solitonique des vari\'et\'es toriques by Delgove, François
ar
X
iv
:1
90
7.
06
35
2v
1 
 [m
ath
.D
G]
  1
5 J
ul 
20
19
Décomposition solitonique des variétés toriques
DELGOVE FRANÇOIS
16 juillet 2019
1 Introduction
L’article fondateur sur les solitons de Kähler-Riccci est l’article d’Hamilton [Ham88] où ils apparaissent
comme points fixes du flot de Kähler-Ricci. Une manière équivalente (et que nous utiliserons par la suite)
de les définir est la suivante : sur une variété compacte kählerienne de FanoM , le couple (X, g) formé d’un
champ de vecteurs holomorphe X et d’une métrique kählérienne g est un soliton de Kähler-Ricci s’il existe
une constante λ, dite constante d’Einstein, telle que
Ric(ωg)− λωg = LXωg, (1)
où Ric(ωg) est la forme de Ricci de la forme kählérienne ωg associée à g et LXωg est la dérivée de Lie de
ωg dans la direction du champ de vecteurs X . On appellera X le champ de vecteur solitonique. Terminons
ce paragraphe, en remarquant immédiatement que les solitons de Kähler-Ricci sont des généralisations des
métriques de Kähler-Einstein (voir le livre [Bes87] pour plus de détails sur les métriques de Kähler-Einstein)
dont on retrouve la définition en prenantX = 0.
Une étape importante dans l’étude des solitons de Kähler-Ricci a été faite dans les articles [TZ00, TZ02]
où les auteurs introduisent un nouvel invariant de Futaki et l’utilisent pour découvrir une obstruction à
l’existence de solitons de Kähler-Ricci. Plus tard, dans l’article [WZ04], en utilisant à nouveau l’invariant de
Futaki, les auteurs montrent, grâce à la méthode de la continuité, l’existence de solitons de Kähler-Ricci sur
toute variété torique compacte de Fano.
On peut alors donner des exemples de solitons de Kähler-Ricci. L’exemple le plus simple est donné par
CPn, qui se trouve être une variété torique pour l’action naturelle du tore réel Tn. En effet la métrique
de Fubini-Study sur CPn est une métrique de Kähler-Einstein. Une question importante est de savoir s’il
existe des solitons de Kähler-Ricci qui ne soient pas des métriques de Kähler-Einstein i.e. dont le champ de
vecteurs solitonique est non nul. Un théorème important est alors le théorème de Matsushima.
Théorème 1.1 ([Mat57]) Soit M une variété de Fano admettant une métrique de Kähler-Einstein. Alors la com-
posante neutre Aut0(M) du groupe des automorphismes de M est un groupe réductif complexe, et le groupe des
isométries holomorphes d’une métrique de Kähler-Einstein est un sous-groupe compact maximal de Aut0(M).
Or, nous savons (voir l’exemple 11.56. de [Bes87]) que la variété torique CP2 éclatée en un point a un groupe
d’automorphismes non-réductif. Mais cette variété étant torique, elle admet un soliton de Kähler-Ricci qui
est donc non trivial.
Rappelons maintenant que le groupe Aut0(M) d’une variété compacte kählerienneM est un groupe de
Lie dont l’algèbre de Lie est l’ensemble des champs de vecteurs holomorphes réels que l’on notera ηR(M)
dans cet article. Dans le cas où la variétéM admet une métrique de Kähler-Einstein, le théorème de Matsu-
shima implique donc que ηR(M) est une algèbre de Lie réductive et donc la complexification de l’algèbre de
Lie du sous-groupe des isométries holomorphes deM , or cette dernière est égale à l’ensemble des champs
de vecteurs de Killing deM . Ce résultat a été complété par le résultat suivant (voir le lemme 28 de [Pal14b]
ou la proposition 7.2.4 de [Gau]). Avant de l’énoncer, nous avons besoin de normaliser l’équation des so-
litons de Kähler-Ricci (1) en prenant λ = 1 et d’introduire la notion de laplacien pondéré. On définit le
laplacien pondéré parX ∈ ηR(M) grâce à la formule suivante pour u ∈ C∞(M,R)
∆Xg,Ju := ∆gu−
1
2
X1,0(u).
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De plus, puisque la structure complexe J de la variété M est antisymétrique pour g, on peut étendre la
définition précédente par C-linéarité aux fonctions u ∈ C∞(M,C). Nous avons alors une décomposition
de l’espace des champs de vecteurs holomorphes réels que nous appellerons par la suite décomposition
solitonique. On pourra consulter le théorème 5.1 pour plus de détails.
L’objectif principal de cet article est d’étudier cette décomposition dans le cas torique. Rappelons ici
que (M,ω, J,Tn, µ) est une variété torique kählérienne (connexe) de dimension 2n si (M,ω) est une variété
kählérienne (connexe) compacte de dimension 2n munie d’une action hamiltonienne et fidèle du tore Tn
de dimension n dont on note t l’algèbre de Lie et d’application moment µ : M → t∗. Dans le cas torique,
voir par exemple [WZ04, Don08], rechercher un soliton de Kähler-Ricci (X, g) revient à chercher les couples
(g, a) composés d’une métrique kählérienne g surM et d’un vecteur a ∈ t vérifiant
Scalg − Scal = −2∆g〈µ, a〉, (2)
où Scalg est la courbure scalaire de g et Scal la courbure scalaire totale. On notera alors ∆
g,a le laplacien
pondéré et ∆ag,J le laplacien complexe pondéré (voir les équations (27) et (32)). Avec cette notation, nous
montrerons le lemme suivant :
Lemme 1.2 Soit une variété torique kählérienne compacte de Fano (M,ω0, J,Tn, µ). Alors le couple (g, a) est un
soliton de Kähler-Ricci si et seulement si modulo une constante additive on a
∀b ∈ t, 2〈µ, b〉 = ∆g,a〈µ, b〉,
Rappelons que l’image de l’application moment d’une variété torique est un polytope de Delzant et que
de plus, quitte à ajouter une constante au polytope moment, on peut supposer que ce polytope est égal à
l’opposé du polytope induit par son éventail si on considère la variété comme une variété algébrique torique
(voir section 2.2). On peut alors considérer les racines de Demazure de ce polytope, ces dernières vont servir
à paramétrer les espaces propres du laplacien pondéré complexe.
Théorème 1.3 Soit (M,ω0, J,Tn, µ) une variété torique kählérienne compacte de Fano telle que P := im(µ) soit le
polytope algébrique associé, dont on note R(P ) l’ensemble de ses racines de Demazure. Supposons que (g, a) soit un
soliton de Kähler-Ricci de constante de Kähler-Einstein égale à 1 sur la variété complexe (M,J).
• Nous avons la décomposition suivante :
ker
(
∆ag,J − 2I
)
= AffC0 ⊕
⊕
α∈R(P )
C v˜α,
où AffC0 est l’ensemble des fonctions lisses surM s’écrivant sous la forme 〈x, b1〉 +
√−1〈x, b2〉 où (b1, b2) ∈
t× t et v˜α est la fonction appartenant à C∞(M,C) telle qu’en coordonnées action-angles (x,t)
v˜α|M0 = (〈x, bρα〉+ 1) e−〈α,∇φ−
√−1 t〉,
où φ est le potentiel symplectique associé à g.
• Si on note Vγi les espaces propres de la décomposition solitonique et χ l’isomorphisme entre ker
(
∆ag,J − 2I
)
et ηR(M) du théorème 5.1, alors nous avons
χ−1(V0) = AffC0 ⊕
⊕
α∈R(P ),〈α,a〉=0
C v˜α
et pour tout i ≥ 1,
χ−1(Vγi) =
⊕
α∈R(P ), 2〈α,a〉=γi
C v˜α.
• Les fonctions v˜α sont des fonctions propres de l’opérateur∆ag,−J − 2I pour la valeur propre 4〈a, a〉.
Nous terminons cet article par l’étude de deux exemples : l’espace projectifCP2 et son éclaté en un point.
Remerciements. Cet article est extrait de la thèse de l’auteur réalisé sous la direction de Nefton Pali. L’au-
teur tient aussi à remercier Frédéric Paulin pour sa relecture attentive et ses nombreux commentaires perti-
nents.
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2 Rappels de géométrie torique
2.1 Géométrie torique kählérienne
Toutes nos variétés sont supposées connexes sauf mention explicite du contraire. Rappelons qu’un qua-
druplet (M,ω,Tn, µ) est une variété torique symplectique de dimension 2n si (M,ω) est une variété sym-
plectique compacte de dimensionm := 2nmunie d’une action hamiltonienne et fidèle du tore Tn de dimen-
sion n et d’application moment µ. On note t l’algèbre de Lie de Tn et Λ le réseau déterminé par le tore Tn
i.e. Tn = t/Λ. Dire que µ : M → t∗ est une application moment signifie qu’elle est Tn-invariante et qu’elle
vérifie
∀b ∈ t, −d〈µ, b〉 = iXbω, (3)
oùXb(z) :=
d
dt |t=0 exp(tb) · z est le champ de vecteurs fondamental de l’action du tore Tn associé au vecteur
b ∈ t. Précisons aussi qu’elle est unique à une constante additive près.
Un polytope de Delzant est un polytope convexe dans t∗ de t défini par d > n inégalités de la forme
〈νr, x〉+ λr ≥ 0,
où νr appartient à Λ et λr ∈ R et tel que tout sommet soit l’intersection de n faces de codimension 1 dont les
vecteurs normaux forment une base de Λ.
Proposition 2.1 (voir par exemple [Aud12]) Nous avons les propriétés suivantes :
• L’image de µ dans t∗ est un polytope convexe P qui est l’enveloppe convexe des images par µ des points fixes de
l’action de Tn. On montre que ce polytope est un polytope de Delzant et que réciproquement tout polytope de
Delzant est l’image par une application moment d’une variété torique.
• Pour chaque face F de P , si on note F 0 l’intérieur de F alors le stabilisateur de tout point z ∈ µ−1(F 0) pour
l’action de Tn est le tore de dimension égale à la codimension de F et dont l’algèbre de Lie est l’annulateur dans
t du sous-espace vectoriel de t∗ correspondant à F .
• En particulier, si on note P 0 l’intérieur de P , alors l’action de T surM0 := µ−1(P 0) est libre et donc µ :M0 →
P 0 est une T-fibration principale. De plus,M0 est un ouvert dense deM .
Ainsi si P est un polytope de Delzant, alors il s’écrit sous la forme
P =
d⋂
i=1
{x ∈ t∗ : Li(x) := 〈x, νi〉+ λi ≥ 0}, (4)
où d > n, νi ∈ Λ et λi ∈ R. Une face est alors déterminée par un ensemble IF ⊂ {1, · · · , r} tel que
F = P ∩
⋂
i∈IF
{x ∈ t∗ : Li(x) = 0}.
On notera F(P ) l’ensemble des faces du polytope P . Le deuxième point de la proposition 2.1 signifie que
pour toute face F ∈ F(P ) d’intérieur F 0, si on note TF := tF /ΛF où tF est le sous-espace vectoriel de t
engendré par les {νi : i ∈ IF } et ΛF est le sous-réseau de Λ engendré par les {νi : i ∈ IF }, alors
µ−1(F 0) = F 0 × Tn/TF .
Le troisième point de la proposition 2.1 signifie queM0 est symplectomorphe à P 0×Tn ⊂ Rn×Tn que l’on
a muni de la forme symplectique induite par la forme symplectique standard de R2n. Ainsi en identifiant
t ≃ Rn et Λ ≃ Zn, nous obtenons que
M0 ≃ P 0 × Tn = {(x, t) ∈ P 0 × Rn/Zn} .
Ce système de coordonnées sur M0 est appelé le système de coordonnées actions-angles. L’action de Tn est
alors donnée par
∀θ ∈ Tn, θ · (x, t) = (x, t+ θ),
et la forme symplectique ω s’écrit simplement (en restriction àM0) sous la forme
ω =
n∑
j=1
dxj ∧ dtj .
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On peut l’écrire matriciellement sous la forme :
ω =
(
0 I
−I 0
)
. (5)
Remarquons que, dans le système de coordonnées actions-angles, nous avons :
∀b ∈ t, Xb =
n∑
i=1
bi
∂
∂ti
. (6)
On rajoute une structure complexe J qui soit Tn-invariante et telle que (M,ω, J) soit une variété käh-
lérienne i.e. g := ω(·, J ·) est une métrique riemannienne. On dira alors que (M,ω, J,Tn, µ) est une variété
torique kählérienne.
La première conséquence est que, puisque J est intégrable, l’action du tore Tn s’étend en une action
holomorphe du tore complexe TC ≃ (C×)n. En particulier, nous obtenons un système de coordonnées holo-
morphes (u, v) surM0 :
M0 ≃ (C×)n ≃ Rn ×√−1Tn = {u+√−1 v : u ∈ Rn, v ∈ Rn/Zn} . (7)
Dans ce système, nous avons
∀θ ∈ Tn, θ · (u+√−1v) = u+√−1 (v + θ) .
La structure complexe J est alors simplement donnée par la multiplication par
√−1 i.e.
J =
(
0 −I
I 0
)
. (8)
De plus, grâce à l’équation (7), on sait que M0 ≃ TC, cette dernière étant une variété de Stein, il existe un
potentiel f ∈ C∞(M0,R) tel que
ω = 2
√−1∂∂f. (9)
Puisque ω est Tn-invariante, le potentiel f ne va dépendre que de la variable u. Ainsi nous obtenons
ω =
(
0 F
−F 0
)
et g =
(
F 0
0 F
)
. (10)
où F est la matrice hessienne de f pour la variable u. De plus, nous allons travailler sur des variétés de Fano,
cette propriété est équivalente (voir par exemple [Don08, WZ04]) sur le polytope moment P à l’existence
d’un centre privilégié : c’est-à-dire avec les notations de l’équation (4) qu’il existe x ∈ t∗ tel que L1(x) =
· · · = Ld(x). Un tel x est alors unique. On définit alors l’ensemble des potentiels symplectiques S(P ) comme
l’ensemble des fonctions φ ∈ C0(P ) telles que sa restriction à P 0 ou à l’intérieur de toute face non vide de
P soit lisse et strictement convexe et telle que si φ0 =
1
2
∑d
k=1 Lk logLk alors φ − φ0 soit la restriction à P
d’une fonction lisse définie sur un ouvert contenant P . Nous avons le résultat suivant (on pourra consulter
[Abr03]).
Théorème 2.2 L’ensemble des métriques Tn-invariantes sur (M,ω,Tn, µ) est en bijection avec le quotient de S(P )
par l’ensemble Aff(P,R) des sur P . De plus la bijection est donnée par l’application φ 7→ gφ où
∀φ ∈ S(P ), gφ|M0 =
∑
i,j
Gijdxi ⊗ dxj +Hijdti ⊗ dtj , (11)
dans le système de coordonnées actions-angles oùG = (Gij)1≤i,j≤j est la matrice hessienne de φ etH = (Hij)1≤i,j≤j
est la matrice inverse de la matrice G.
On dira alors que φ est le potentiel symplectique de gφ, uniquement déterminé modulo Aff(P,R). Commen-
çons par remarquer que le potentiel φ0 dont l’expression est donnée par
φ0 =
1
2
d∑
k=1
Lk logLk, (12)
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définit un potentiel symplectique que l’on appelle le potentiel de Guillemin. De plus, on peut écrire matricel-
lement les différentes expressions précédentes dans le système de coordonnées actions-angles :
ω =
(
0 I
−I 0
)
, g =
(
G 0
0 H
)
et J =
(
0 −H
G 0
)
. (13)
Ces expressions nous permettent de calculer les gradients riemannien et symplectique d’une fonction ψ ∈
C∞(M,R). Nous obtenons donc
∇gψ =
n∑
i,j=1
Hij
∂ψ
∂xj
∂
∂xi
+
n∑
i,j=1
Gij
∂ψ
∂tj
∂
∂ti
(14)
et
∇ωψ =
n∑
i=1
∂ψ
∂xi
∂
∂ti
−
n∑
i=1
∂ψ
∂ti
∂
∂xi
. (15)
On peut aussi calculer la forme de Ricci Ric(ω) dans ce système de coordonnées, nous obtenons donc
Ric(ω) = −1
2
n∑
i,j,k,l=1
Hli,ik dxk ∧ dtl avecHli,ik :=
∂Hli
∂xi∂xk
. (16)
Terminons par la formule du laplacien pour la métrique g :
∆g = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
+
∂
∂ti
(
Gij
∂
∂tj
)
, (17)
et par la formule d’Abreu pour la courbure scalaire :
Scalg = µ
∗S(H), où S(H) = −
n∑
i,j=1
∂2Hij
∂µi∂µj
. (18)
Terminons cette section en faisant le lien entre les deux systèmes de coordonnées (x, t) et (u, v). En effet,
on peut remarquer que l’application moment µ est donnée en coordonnées complexes par :
µ(u, v) =
∂f
∂u
. (19)
Ainsi par restriction, on peut voir que µ(u, 0) est un difféomorphisme entre Rn et P 0. Le changement de
coordonnées est donc donné par le difféomorphisme suivant :
x =
∂f
∂u
, t = v. (20)
On pourra consulter [Abr03, CDG02] pour plus de détails.
2.2 Construction algébrique
Cette section qui s’inspire de l’article [Mab87] rappelle la construction "algébrique" d’une variété torique
kählérienne de Fano. Cette construction nous apporte des précisions sur l’application moment et sur la
décomposition du groupe des automorphismes d’une variété torique (et de l’algèbre de Lie des champs de
vecteurs holomorphes).
2.2.1 Éventails et construction algébrique
Soit A un Z-module libre de rang n. On note B := HomZ(A,Z) le groupe des morphismes (de modules)
de A dans Z. On a alors un accouplement bilinéaire 〈·, ·〉 : B ×A→ Z.
On peut étendreB etA en deux espaces vectoriels réels de dimension n en prenant leur produit tensoriel
avec R : on pose donc BR := B ⊗Z R et AR := A ⊗Z R. L’accouplement Z-bilinéaire s’étend alors en une
applicationR-bilinéaire entreBR etAR. Si σ est sous-ensemble de AR alors on dit que σ est un cône s’il existe
(a1, · · · , as) ∈ As tel que
5
• σ = R+ a1 + · · ·+ R+as,
• σ ∩ (−σ) = {0}.
On définit alors le cône dual de σ par σ∨ := {x ∈ BR : 〈x, y〉 ≥ 0 ∀y ∈ σ}. De plus, on dit qu’un sous-
ensemble τ de σ est une face de σ, et on note τ ≤ σ, s’il existe b0 ∈ σ∨ tel τ = σ ∩ b⊥0 = {y ∈ σ : 〈b0, y〉 = 0}.
Définition 2.3 Un éventail de A est un ensemble ∆ de cônes de AR telle que
• ∀σ ∈ ∆, τ ≤ σ ⇒ τ ∈ ∆
• ∀(σ, σ′) ∈ ∆2, σ ∩ σ′ ≤ σ et σ ∩ σ′ ≤ σ′.
Pour tout éventail ∆, on définit le support |∆| de ∆ dans AR par |∆| := ∪σ∈∆σ. De plus pour tout i ∈
{0, · · · , n}, on pose
∆(i) := {σ ∈ ∆ : dim σ = i},
où dim σ désigne la dimension de l’espace vectoriel réel engendré par σ dans AR. On dira que ∆ est un
éventail non-singulier si pour tout σ ∈ ∆(n), il existe une Z-base (a1, · · · , an) de A et un entier s ≤ n tels que
σ = R+ a1 + · · · + R+ as. Cela implique qu’il existe un ensemble fini (a1, · · · , as) d’éléments irréductibles
dans A engendrant σ en tant que cône positif. On dira que les (a1, · · · , as) sont les générateurs fondamentaux
de σ.
Avec ces notations, on a alors le théorème suivant, que l’on tire du théorème 1.4 de [Mab87], mais dont
on peut trouver des preuves dans [Dem70], [Oda12].
Théorème 2.4 Soit ∆ un éventail non singulier de A. On peut lui associer une unique variété algébrique complexe
lisse T∆ qui vérifie les propriétés suivantes.
• T∆ est une compactification TC-équivariante de TC irréductible de dimension n.
• Pour tout i ∈ {0, · · · , n} et pour tout σ ∈ ∆(i), il existe une unique orbite Oσ sous l’action de TC telle que
T∆ =
⊔
σ∈∆
Oσ.
De plus, l’adhérenceD(σ) de Oσ est une sous-variété TC-stable de T∆ topologiquement irréductible lisse et de
dimension n− i qui admet la décomposition suivante :
D(σ) =
⊔
τ≥σ
Oτ
• Pour tout σ ∈ ∆(n), Uσ := ∪τ≤σOτ est un voisinage affine ouvert et TC-stable de Oσ dans T∆ tel que
TC ⊂ Uσ ≃ Cn,
et
T∆ =
⋃
σ∈∆(n)
Uσ.
Nous avons alors la réciproque au théorème précédent (voir le théorème 4.1 de [OM78]) :
Théorème 2.5 Toute variétéX algébrique complexe lisse irréductible de dimension n, sur laquelle TC agit de manière
fidèle et régulière, est TC-équivariament isomorphe à une variété de la forme T∆ pour un éventail ∆ non-singulier
d’un Z-module libre A de rang n.
Terminons cette section par une caractérisation des variétés de Fano.
Théorème 2.6 Soit une variété algébrique complexe irréductible compacte torique M lisse dont l’éventail est noté
∆ i.e. M = T∆ où ∆ est un éventail d’un Z-module libre A de rang n. On a l’équivalence entre les propositions
suivantes :
1. M est une variété de Fano,
2. Palg := {a ∈ Hom(A,Z)R : 〈a, bρ〉 ≤ 1 ∀ρ ∈ ∆(1)} est un polytope convexe compact dont les sommets sont
les {aτ : τ ∈ ∆(n)}, où aτ est l’unique élément de Hom(A,Z)R tel que 〈aτ , b〉 = 1 pour tout générateur b de
τ .
6
2.2.2 Lien entre le polytope algébrique et le polytope symplectique
Dans cette section, nous faisons, à l’aide de l’application moment, le lien avec la construction symplec-
tique et avec le polytope de Delzant associé à cette construction.
Commençons par rappeler que TC est un ouvert dense deT∆. De plus, on sait qu’il existe un sous-groupe
compact maximal TR dans TC tel que
{(t1, · · · , tn) : ti ∈ C×, |ti| = 1} = Sn1 ≃ TR ⊂ TC ≃ (C×)n = {(t1, · · · , tn) : ti ∈ C×}
Si on note (t1, · · · , tn) ∈ (C×)n le système de coordonnées holomorphes usuelles de TC, alors on peut
définir, pour tout i ∈ {1, · · · , n}, des fonctions xi ∈ C∞(TC,R) par la formule suivante :
ti ti = exp(−xi).
Ainsi, toute fonction u ∈ C∞(Rn,C) en les variables (x1, · · · , xn) peut être vue comme une fonction appar-
tenant à C∞(Tn
C
,C) en les variables complexes (t1, · · · , tn) qui sera TR-invariante.
Considérons maintenant la fonction u0 définie sur Rn (identifié à AR par le choix d’une Z-base de A) par
u0 : x ∈ Rn 7→ log[
∑
τ∈∆(n)
exp(〈aτ , x〉)] ∈ R
Un calcul direct nous permet de voir que cette fonction est strictement convexe sur Rn et que µu0 := ∇u0 :
x ∈ Rn 7→ (∂1 u0(x), · · · , ∂n u0(x)) ∈ Rn (où Rn est identifié Hom(A,Z)R par le choix de la Z-base duale
de la Z-base choisie pour A) est un difféomorphisme entre Rn et l’intérieur P 0alg du polytope Palg défini au
théorème 2.6. La 2-forme ω0 sur TC définie (via l’identification précédente) par
ω0 :=
√−1 ∂∂ u0,
définit une métrique kählérienne TR-invariante sur TC. Nous avons alors le résultat suivant :
Théorème 2.7 La métrique ω0 s’étend sur M en une métrique kählérienne TR-invariante vérifiant en plus ω0 ∈
2pi c1(M). De plus, on a im(µu0) = −Palg .
Démonstration.On pourra consulter la section 3 de [BS99] pour la première assertion et le théorème 4.2 de
[Mab87] pour la seconde assertion. 
De plus, si on se donne une autremétrique kählérienne TR-invariante g dont la (1, 1)-formeωg appartient
à 2pi c1(M) alors d’après le ∂∂-lemme, il existe ϕ ∈ C∞(M,R) telle que ω = ω0 +
√−1∂∂ϕ. En remarquant
que ϕ est donc Tn-invariant, nous avons alors, sur TC, l’égalité
ω =
√−1 ∂∂u, où u = u0 + ϕ.
On retrouve ainsi le potentiel kählérien modulo un facteur multiplicatif 2 (voir l’équation (9)). De plus,
puisque la fonction ϕ est globalement définie surM , elle est bornée et donc on a im(µu) = im(µu0) = Palg .
On pourra consulter [BS99] ou [WZ04] pour plus de détails.
On a le corollaire suivant qui fait le lien avec la construction symplectique.
Corollaire 2.8 Soit (M,ω, J,Tn, µ) une variété kählérienne compacte torique de Fano, d’application moment µ telle
que ω ∈ 2pi c1(M). On peut associer à cette variété deux polytopes Psymp = µ(M) et le polytope Palg provenant d’un
éventail∆ construit à la section précédente. Nous avons alors
P = Psymp = −Palg.
En particulier, si on écrit que
Psymp =
d⋂
r=1
{x ∈ Rn : 〈x, νr〉 ≥ −λr},
alors d est égal au cardinal de∆(1) et pour tout r = 1, · · · , d, il existe un unique ρ ∈ ∆(1) tel que νr = bρ et λr = 1
i.e.
Psymp =
⋂
ρ∈∆(1)
{x ∈ Rn : 〈x, bρ〉 ≥ −1}. (21)
Démonstration.Avec les notations précédentes, puisque titi = exp(−xi) pour 1 ≤ i ≤ n, on a que µu0 = −µ.
Ceci permet de conclure. 
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2.2.3 Groupe des automorphismes
Rappelons pour commencer que le groupe des automorphismes d’une variété complexe compacteM est
un groupe de Lie complexe de dimension finie dont l’algèbre de Lie est ηR(M) où ηR(M) est l’ensemble des
champs de vecteurs holomorphes réels deM i.e Z ∈ ηR(M) si et seulement si Z est un champ de vecteurs
vérifiant LZω = 0. De plus, puisque J est intégrable alors ηR(M) est une algèbre de Lie complexe (voir
par exemple [Gau]). Si (M,J) une variété complexe compacte, alors on peut voir T 1,0J M comme un fibré
vectoriel complexe via l’action de J et on définit η(M) comme l’ensemble des champs de vecteurs (com-
plexes) holomorphe i.e. les sections holomorphes du fibré vectoriel T 0,1J M . Remarquons que l’application
X ∈ ηR(M) 7→ X1,0 ∈ η(M) est un isomorphisme d’algèbre de Lie. On pourra consulter [Gau] pour plus de
détails.
Supposons qu’en plusM soit torique de Fano i.e. (M,ω, J, g,Tn, µ) est une variété kählérienne compacte
torique de Fano, et que l’applicationmoment µ vérifie im(µ) = −Palg . Cela signifie que l’action deTn s’étend
en une action du tore complexe TC qui agit de manière fidèle et holomorphe surM avec une orbite ouverte
et dense. En particulier, TC définit un tore complexe maximal de Aut(M). De plus, comme TC est connexe,
on a que TC appartient à Aut
0(M), donc nous avons
Tn


// TC


// Aut0(M) 

// Aut(M) .
De plus, Aut◦(M) admet la décomposition suivante (conséquence directe du corollaire 5.8 de [Fuj78]) :
Aut◦(M) = Aut(M)⋉Ru,
où Autr(M) est un sous-groupe réductif de Aut
◦(M) et la complexification d’un sous-groupe compacte
maximalK de Aut0(M) et Ru le radical unipotent de Aut
◦(M). De plus, si on note ηR(M), ηRr (M) et η
R
u (M)
les algèbres de Lie de Aut(M),Autr(M) et Ru respectivement, alors
t


// ηR0 (M)


// ηR(M) = ηRr (M)⊕ ηRu (M),
et via l’isomorphisme X 7→ X1,0, nous obtenons alors une décomposition
t


// η0(M)


// η(M) = ηr(M)⊕ ηu(M),
Pour décrire Aut0(M) et son algèbre de Lie, nous allons introduire la notion de racines de Demazure. Notons
t l’algèbre de Lie de Tn.
Définition 2.9 Un élément a ∈ t∗ est une racine de Demazure de Palg s’il existe un unique ρa ∈ ∆(1) tel que
〈a, bρa〉 = 1 et 〈a, bρ〉 ≤ 0 pour tout ρ ∈ ∆(1) tel que ρ 6= ρa.
On note R(Palg) l’ensemble des racines de Demazure de Palg . On définit alors
S(Palg) := R(Palg) ∩ −R(Palg) = {a ∈ R(Palg) : −a ∈ R(Palg)}
et
U(Palg) = R(Palg)\S(Palg) = {a ∈ R(Palg) : −a 6∈ R(Palg)}.
Avec ces notations, nous avons le résultat suivant.
Théorème 2.10 (Proposition 7 [Dem70]) Nous avons les décompositions suivantes :
η(M) = η0(M)⊕
⊕
α∈R(Palg)
CVα,
ηr(M) = η0(M)⊕
⊕
α∈S(Palg)
CVα,
ηu(M) =
⊕
α∈U(Palg)
CVα,
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où pour tout α = (α1, · · · , αn) ∈ R(Palg), le champ de vecteurs Vα ∈ η(M) est un champ de vecteurs défini sur
TC = {(t1, · · · , tn) : ti ∈ C×} par :
Vα|TC =
n∏
i=1
t−αii
n∑
k=1
(bρα)k tk
∂
∂tk
. (22)
Pour plus de détails, on pourra par exemple consulter la section 3 de [Oda12].
3 Solitons de Kähler-Ricci dans le cas torique
Soit (X, g) un soliton de Kähler-Ricci et ω = ωg. Le fait que X soit un champ de vecteurs holomorphe et
queM soit une variété de Fano compacte implique, par la théorie de Hodge, qu’il existe une unique fonction
θX ∈ C∞(M) telle que
iXω =
√−1 ∂θX ,
∫
M
eθXωng =
∫
M
ωng .
Et donc par la formule de Cartan LX(ω) =
√−1 ∂∂ θX (voir par exemple [TZ00, TZ02]). Ainsi, si nous
prenons les classes de cohomologie de l’équation (1), nous avons alors la relation suivante :
λ[ω] = 2pic1(M).
De plus en prenant le produit extérieur de l’équation (1) avec ωn−1 et en intégrant, nous obtenons∫
M
Ric(ω) ∧ ωn−1 − λ
∫
M
ωn =
√−1
∫
M
∂∂θX ∧ ωn−1.
Pour toute (1, 1)-forme réelle α, on définit sa trace par rapport à ω par la formule : (Trω α) ·ωn = 2nα∧ωn−1,
ce qui nous donne ∫
M
Trω(Ric(ω))ω
n − 2nλ
∫
M
ωn =
√−1
∫
M
Trω(∂∂θX)ω
n.
Maintenant, par définition, on a que Scalg = Trω(Ric(ω)) et∆
g = Trω(
√−1∂∂), ce qui nous donne∫
M
Scalg ω
n − 2nλ
∫
M
ωn =
∫
M
∆gθX ω
n.
En remarquant que le dernier terme est nul par la formule d’intégration par partie, nous obtenons
λ =
1
2n
Scal, (23)
où n est la dimension complexe deM et Scal :=
∫
M
Scalg ω
n/
∫
M
ωn la courbure scalairemoyenne de (M, g).
Supposons que (M,ω, J,Tn, µ) soit une variété kählérienne compacte torique de Fano. On peut mon-
trer ([WZ04]) qu’il existe un unique soliton (X, g) de Kähler-Ricci (modulo l’action des automorphismes
holomorphes deM ) et que le champ de vecteurs solitonique est de la forme
X = JXa +
√−1Xa
oùXa est le champ de vecteurs fondamental pour l’action du tore T
n associé à un vecteur a = (a1, · · · , an) ∈
t. En particulier, nous avons
LXω = −2
√−1 ∂∂ 〈µ, a〉 = −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj . (24)
En effet, on a d’une part
LXω = diXω = d[ω(JXa +
√−1Xa, ·)] = d[ω(JXa, ·)] +
√−1 d[ω(Xa, ·)] = d[ω(JXa, ·)]−
√−1 d2〈µ, a〉
= −d[g(Xa, ·)] = −d[
n∑
i,j=1
aiHijdtj ] = −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj ,
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et d’autre part :
−2√−1∂∂〈µ, a〉 = −ddc〈µ, a〉 = −d(
n∑
i=1
aiJdxi) = −d(
n∑
i,j=1
aiHijdtj) = −
n∑
i,j,k=1
aiHij,kdxk ∧ dtj .
Ainsi, en prenant la trace par rapport à la forme ω = ωg de l’équation (1), nous sommes ramenés à chercher
les couples (g, a) composés d’une métrique kählérienne g surM et d’un vecteur a ∈ t vérifiant
Scalg − Scal = −2∆g〈µ, a〉. (25)
Ainsi, sur les variétés toriques, un soliton de Kähler-Ricci peut être vu comme un couple (g, a) vérifiant
l’équation (25). En fait, on peut montrer (voir [LTF, Gua95, Gua07]) que cette définition est équivalente dans
le cas d’une variété torique kählérienne compacte de Fano à la définition classique d’un soliton.
Terminons en rappelant que le vecteur a ∈ t est entièrement déterminé par la combinatoire du polytope
im(µ) associé à la variété torique symplectique (M,ω,Tn, µ) grâce à l’annulation de l’invariant de Futaki.
Cette dernière condition s’exprime (voir la fin de la section 2 de [WZ04] pour les détails calculatoires) de la
façon suivante :
∀f ∈ Aff(t∗,R),
∫
P
e−2〈a,x〉f dv(x) = f(p)
∫
P
e−2〈a,x〉 dv(x), (26)
où p est le centre privilégié de P , dv la forme volume euclidienne standard et Aff(t∗,R) l’ensemble des
fonctions affines réelles sur t∗. On pourra consulter [Don08, WZ04].
4 Le laplacien pondéré sur une variété torique de Fano
4.1 La première valeur propre du laplacien pondéré
On fixe une variété kählérienne compacte de Fano torique (M,J, g0, ω0,T
n, µ) et un soliton de Kähler-
Ricci (g, a). Lorsqu’on travaille sur les solitons de Kähler-Ricci, il est important de pondérer le laplacien
comme expliqué dans [Pal14a, Pal14b]. Dans notre cas, on définit alors le laplacien pondéré par la formule
suivante :
∀v ∈ C∞(M,R), ∆g,av := ∆gv + dv (∇g 〈µ, 2a〉) . (27)
En utilisant les formules (17), (14) et (11), on obtient donc l’expression de∆g,a dans les coordonnées actions-
angles :
∆g,a = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
−
n∑
i,j=1
Gij
∂2
∂ti∂tj
+ 2
n∑
i,j=1
aiHij
∂
∂xj
. (28)
De plus, comme nous travaillons sur des variétés kählériennes, il faut aussi tenir compte de la structure
complexe J de la variétéM en rajoutant un multiple du terme Bag,J donné par
∀v ∈ C∞(M,R), Bag,Jv := g (∇gv,∇ω〈µ, 2 a〉) = dv (∇ω〈µ, 2 a〉) . (29)
Le laplacien complexe pondéré est alors donné par la formule
∆ag,J := ∆
g,a −√−1Bag,J . (30)
De plus, puisque l’opérateur J est antisymétrique pour g, on peut étendre la définition précédente par C-
linéarité aux fonctions u ∈ C∞(M,C). En utilisant la formule (15), nous obtenons que
Bag,J =
n∑
j=1
2 aj
∂
∂tj
. (31)
D’où
∆ag,J = −
n∑
i,j=1
∂
∂xi
(
Hij
∂
∂xj
)
−
n∑
i,j=1
Gij
∂2
∂ti∂tj
+ 2
n∑
i,j=1
aiHij
∂
∂xj
− 2√−1
n∑
j=1
aj
∂
∂tj
. (32)
10
Terminons en remarque que si u et v sont des fonctions Tn-invariantes i.e. indépendantes de la variable t
alors
∆ag,J (uv) = v∆
g,au+ u∆g,av − 2
∑
i,j=1
∂u
∂xi
Hij
∂v
∂xj
. (33)
Maintenant, nous nous intéressons aux valeurs propres de ce laplacien et aux fonctions propres (appelées
aussi potentiels) associées i.e. on cherche des nombres complexes ν ∈ C et des fonctions non nulles f ∈
C∞(M,C) vérifiant
∆ag,Jf = ν f.
Le résultat fondamental concernant les valeurs propres du laplacien pondéré complexe ∆ag,J est le lemme
28 de [Pal14b]. En particulier, il montre que, en renormalisant l’équation (1) pour avoir λ = 1, la première
valeur propre est 2. Pour le compléter, nous avons alors le résultat nouveau suivant qui nous donnent des
fonctions propres associées à cette première valeur propre. Il généralise aussi la proposition 2.4 de [LSD18]
qui traite le cas des métriques de Kähler-Einstein sur les variétés toriques.
Lemme 4.1 Soit (M,J, g0, ω0,Tn, µ) une variété torique kählérienne compacte de Fano. Alors le couple (g, a) est un
soliton de Kähler-Ricci si et seulement si à constante additive près
∀b ∈ t, 2λ〈µ, b〉 = ∆g,a〈µ, b〉,
où λ est la constante de Kähler-Einstein dans l’équation des solitons (1).
Démonstration. La preuve suit la démarche de la proposition 2.4 de [LSD18] en rajoutant les termes néces-
saires dans le cas solitonique.
Soit (g, a) un soliton de Kähler-Ricci. Il existe donc λ ∈ R tel que
Ric(ω)− λω = LXω,
où ω est la forme de Kähler de g et
X = JXa +
√−1Xa.
Commençons par remarquer, grâce à l’équation (17) et (16), que nous avons, pour tout b ∈ t,
d [∆g〈µ, b〉] = d
[
∆g
(
n∑
i=1
bixi
)]
= −d
 n∑
i,j=1
bjHij,i
 = − n∑
i,j,k=1
bjHij,ikdxk = −2iXb Ric(ω). (34)
De plus, nous avons aussi (voir les formules (24) et (14)) :
iXb(LXω) =
n∑
i,j,k=1
aiHij,kbjdxk = d [d〈µ, b〉 (∇g〈µ, a〉)] .
Ainsi nous obtenons grâce à l’équation des solitons (1) et les formules (3), (34)
d∆g,a〈µ, b〉 = iXb (−2Ric(ω) + 2LXω) = −2λiXbω = 2λd〈µ, b〉
On conclut alors en utilisant le fait que la variétéM est compacte connexe qu’il existe une constante cb ∈ C
telle que
∆g,a〈µ, b〉 = 2λ(〈µ, b〉+ cb),
ainsi nous obtenons bien
∀b ∈ t, ∃cb ∈ C, ∆g,a (〈µ, b〉+ cb) = 2λ(〈µ, b〉+ cb).
Réciproquement, supposons cette propriété vérifiée, on a, en utilisant la formule (27), pour tout i =
1, · · · , n, où b(i) a toutes ses coordonnées nulles sauf la i-ème,
2λ (xi + cb(i)) = −
n∑
j=1
Hji,j + 2
n∑
j=1
ajHji. (35)
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Ce qui nous donne, par les formules (16) et (17),
Ric(ω) = −1
2
n∑
i,k,l=1
Hil,ik dxk ∧ dtl = −
1
2
∑
i,k,l=1
∂Hil,i
∂xk
dxk ∧ dtl
=
1
2
∑
k,l=1
∂
∂xk
[
2λ (xl + cb(l))− 2
n∑
i=1
aiHil
]
dxk ∧ dtl
= λ
n∑
k=1
dxk ∧ dtk −
n∑
l,k,i=1
aiHil,k dxk ∧ dtl = λω + LXω.

On peut étendre le lemme 4.1 au cas complexe grâce au corollaire suivant :
Corollaire 4.2 Pour tout b ∈ t, la fonction 〈µ, b〉 (modulo une constante additive dépendant de b) est encore une
fonction propre de valeur propre 2λ pour le laplacien pondéré complexe∆ag,J .
Démonstration. Il suffit de remarquer que Bag,J 〈µ, b〉 = 0 pour tout b ∈ t par l’équation (31) car la fonction
〈µ, b〉 ne dépend pas des coordonnées t1, · · · , tn. 
Lorsque le polytope est −Palg alors on peut se débarasser de la constante grâce au résultat suivant.
Corollaire 4.3 Soient (M,ω0, J,Tn, µ) une variété torique kählérienne compacte de Fano telle que im(µ) = −Palg
et (g, a) un soliton de Kähler-Ricci. Alors pour tout b ∈ t, la fonction 〈µ, b〉 est une fonction propre de valeur propre
2λ pour le laplacien pondéré complexe∆ag,J .
Démonstration. Pour tout b ∈ t, on sait, par le corollaire 4.3 qu’il existe une constante cb telle que
∆ag,J 〈µ, b〉 = 2λ 〈µ, b〉+ 2cb.
On intègre alors par rapport à eθXωng où X = JXa +
√−1Xa et on obtient en faisant une intégration par
parties que
0 =
∫
M
∆ag,J 〈µ, b〉 eθXωng = 2λ
∫
M
〈µ, b〉 eθXωng + 2 cb
∫
M
eθXωng .
Pour conclure, il suffit donc de montrer que∫
M
〈µ, b〉 eθXωng = 0.
Puisque que θX = −2〈µ, a〉+ c˜a (voir l’équation (24)) où c˜a est une constante, il suffit de montrer que∫
M
〈µ, b〉 e−2〈µ,a〉ωng = 0.
En notant f le potentiel kählérien de ωg = 2
√−1 ∂∂ f , par l’équation (19), cela revient à montrer que
∫
Rn
b∑
k=1
bk
∂f
∂uk
exp
(
−2
n∑
l=1
al
∂f
∂ul
)
det(fij) du = 0
Et en faisant le changement de variable xi =
∂f
∂ui
, nous devons finalement montrer que
∫
im(µ)
b∑
k=1
bk xk exp
(
−2
n∑
l=1
alxl
)
dx = 0.
Cette dernière intégrale est bien nulle car elle correspond à l’annulation de l’invariant de Futaki (voir l’équa-
tion (26)) en remarquant que le centre privilégié de im(µ) = −Palg est l’origine par définition de Palg . 
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5 Étude de la décomposition solitonique
On fixe une variété torique kählérienne compacte de Fano (M,J, g0,T
n, µ) et on note (X, g) l’unique
soliton de Kähler-Ricci dont on note a ∈ t l’élément tel queX = JXa+
√−1Xa. De plus, on suppose que la
constant d’Einstein est normalisé pour avoir λ = 1.
5.1 Rappel sur la décomposition solitonique
Avant d’énoncer le théorème, rappelons que si E est un espace vectoriel complexe alors on note E le
conjugué complexe de cet espace vectoriel complexe. De plus, on pondère le crochet de Poisson usuel de la
façon suivante :
{u, v}Xω := {u, v}ω −
∫
M
{u, v}ωeθXωng .
Le théorème originel est issue de [Pal14b, Gau] mais nous le donnons ici directement avec les notations des
variétés toriques.
Théorème 5.1 On a
• L’application suivante entre algèbres de Lie
χ :
(
ker(∆aa,J − 2I),
√−1 {·, ·}Xω
) ∼−→ (ηR(M), [·, ·])
u 7−→ ∇g,Ju := ∇gRe(u) + J ∇gIm(u).
est bien définie et est un isomorphisme d’algèbres de Lie. En particulier, ker(∆ag,J − 2I) est de dimension finie.
• La première valeur propre λ1(∆ag,J ) de l’opérateur∆ag,J vérifie λ1(∆ag,J ) ≥ 2 avec égalité si ηR(M) 6= 0.
• L’application suivante est bien définie et définit un isomorphisme d’espaces vectoriels réels :
J∇g : ker(∆ag,J − 2I) ∩ C∞X (M,R)0 −→ κ(M),
où κ(M) est l’ensemble des champs de vecteurs de Killing de la variété riemanienne (M, g) et
C∞X (M,R)0 = {f ∈ C∞(M,R) :
∫
M
feθXωng = 0}.
• La forme hermitienne définie sur ker(∆ag,J − 2I) par
(u, v) 7→
∫
M
√−1{u, v}Xω eθXωng ,
est positive. Et si on note (γi)i=0,··· ,N son spectre alors on a la décomposition suivante :
ηR(M) :=
N⊕
i=0
Vγi ,
où
Vγi := {ξ ∈ ηR(M) : [ξ,∇gθX ] = γiξ}.
En particulier, on a γ0 = 0 et
V0 = κ(M) + J κ(M).
5.2 Le sous-espace ηR
0
On veut étudier l’isomorphisme χ donné par le théorème 5.1. Rappelons que le tore compact Tn s’étend
en un tore complexe TC qui s’injecte dans le groupe Aut
0(M), on note ι : TC → Aut0(M) cette injection.
Ainsi, si t est l’algèbre de Lie de T et tC l’algèbre de Lie de TC , nous obtenons que η
R
0 (M) = dι(tC) est
une sous-algèbre de Lie de ηR(M) ( où ηR(M) est définie dans la section 2.2.3) et qu’elle est aussi égale à
la complexification de dι(t) i.e. ηR0 (M) = dι(t) ⊕ J dι(t). En particulier, on a que ηR0 (M) est isomorphe à
t⊕√−1,t.
Nous avons alors le lemme suivant qui caractérise la restriction de χ−1 à ηR0 (M).
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Lemme 5.2 L’application χ−1 restreinte à ηR0 (M) est donnée via l’isomorphisme ι par
χ−1|ηR0 : ηR0 −→ Aff
C
0 (P )
dι(b1) + J dι(b2) 7−→ −〈µ, b2〉+
√−1〈µ, b1〉 ,
où AffC0 (P ) est l’ensemble des fonctions lisses définies surM s’écrivant surM
0 et en coordonnées actions-angles sous
la forme 〈µ, b1〉+
√−1〈µ, b2〉 pour (b1, b2) ∈ t× t.
Démonstration.Commençons par remarquer queAffC0 (P ) est bien inclus dans ker(∆
a
g,J−2I) grâce au corol-
laire 4.2. Grâce à l’action du tore, b1 ∈ t induit un champ de vecteurs Xb1 qui se trouve être égal à ∇ω〈µ, b1〉
(voir formule (15)). Puisque g = ω(·, J ·), ce dernier est égal à J ∇g〈µ, b1〉. Ainsi si b2 ∈ t alors
√−1 b2 in-
duit le champ de vecteurs −∇g〈µ, b2〉. Ceci permet de conclure en utilisant l’isomorphisme χ donné par le
théorème 5.1. 
Pour le reste de l’espace ηR(M), il est préférable de travailler avec les champs de vecteurs holomorphes
complexes, nous allons donc transporter la décomposition solitonique dans cet espace et l’étudier ensuite.
5.3 La décomposition solitonique complexe
Commençons par remarquer que nous pouvons traduire l’isomorphisme pour les champs de vecteurs
holomorphes. En effet, l’algèbre de Lie ηR(M) est isomorphe à η(M) via l’application X 7→ X1,0. Nous
obtenons donc l’isomorphisme
χ˜ : ker(∆ag,J − 2I) −→ η(M)
v 7−→ (∇g,Jv)1,0.
De plus, d’après le théorème 2.10, nous avons
η(M) = η0(M)⊕
⊕
α∈R(Palg)
CVα.
Or, l’espace η0(M), qui est isomorphe à η
R
0 (M) viaX 7→ X1,0 étant déjà compris, grâce au lemme 5.2, on est
donc ramené à rechercher une fonction vα ∈ C∞(M,C) telle que{
(∇g,Jvα)1,0 =Vα
(∆ag,Jvα − 2 vα)= 0. (36)
5.3.1 Résolution locale du système (36)
Maintenant, on considère les coordonnées logarithmiques sur TC i.e. ti = exp(zi) où zi = ui +
√−1vi.
Dans ce système, nous obtenons, par l’équation (22), que
Vα|TC = exp (〈−α, z〉)
n∑
k=1
(bρα)k
∂
∂zk
,
où la notation 〈α, z〉 désigne, avec α = (α1, · · · , αn),
〈α, z〉 =
n∑
i=1
αi
(
ui +
√−1vi
)
.
On cherche donc une fonction vα ∈ C∞(M,C) solution du système d’équations (36). Commençons par
remarquer que nous avons
ω((∇g,Jvα)1,0, ·) =
√−1 ∂vα,
et donc nous devons avoir
ω(Vα, ·) =
√−1 ∂vα.
Si on se place dans le système de coordonnées actions-angles, nous obtenons donc que
∀j = 1, · · · , n, ∂vα
∂zj
= 2
n∑
i=1
∂2f
∂zi∂zj
(exp (〈−α, z〉) (bρα)i) ,
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où on rappelle que f est le potentiel kählérien de ω (voir l’équation (9)). En particulier, cela nous dit que
vα|M0 = 2
n∑
i=1
∂f
∂zi
(bρα)i exp [〈−α, z〉] + v0α
=
n∑
i=1
∂f
∂ui
(bρα)i exp [〈−α, z〉] + v0α (puisque le potentiel kählérien est Tn-invariant)
= 〈µ, bρα〉 exp
(〈−α,∇φ+√−1t〉)+ v0α (par l’équation (20))
où φ est le potentiel symplectique (voir le théorème 2.2) de g et v0α est une fonction holomorphe surM
0.
Il reste à déterminer v0α. Pour cela, on utilise la seconde équation de (36). On pose alors
v′α = 〈µ, bρα〉 e〈−α,∇φ+
√−1t〉
et on calcule
∆ag,Jv
′
α − 2v′α.
Remarquons que nous avons, grâce à l’équation (33) et au corollaire 4.3,
∆ag,Jv
′
α = ∆
a
g,J
(〈µ, bρα〉 exp〈−α,∇φ−√−1t〉)
= ∆ag,J (〈µ, bρα〉 exp〈−α,∇φ〉) exp〈α,
√−1t〉+ (〈µ, bρα〉 exp〈−α,∇φ〉)∆ag,J
(
exp〈α,√−1 t〉)
= ∆ag,J (〈µ, bρα〉) exp〈−α,∇φ〉) exp〈α,
√−1t〉+ (〈µ, bρα〉) ∆ag,J (exp〈−α,∇φ〉) exp〈α,
√−1t〉
+ (〈µ, bρα〉 exp〈−α,∇φ〉)∆ag,J
(
exp〈α,√−1 t〉)
= 2 (〈µ, bρα〉) exp〈−α,∇φ〉) exp〈α,
√−1t〉+ (〈µ, bρα〉) ∆ag,J (exp〈−α,∇φ〉) exp〈α,
√−1t〉
+ (〈µ, bρα〉 exp〈−α,∇φ〉)∆ag,J
(
exp〈α,√−1 t〉) . (37)
De plus, nous avons, par l’équation (32) et puisque 〈α+√−1t〉 ne dépend pas de x1, · · · , xn,
∆ag,J
(
exp〈α,√−1 t〉) = (tαGα + 2〈α, a〉) exp〈α,√−1t〉. (38)
En utilisant à nouveau l’équation (32) et en se souvenant que la matrice de G est la matrice hessienne de φ,
∆ag,J (exp〈−α,∇φ〉) = −
(
tαGα + 2〈α, a〉) exp〈−α,∇φ〉. (39)
Nous avons donc finalement, à l’équation (37), que
∆ag,Jv
′
α = 2v
′
α + 2〈α, bρα〉 exp〈−α,∇φ−
√−1t〉. (40)
Or 〈α, bρα〉 = 1 (puisque α est une racine de Demazure, voir la définition 2.9) donc nous avons finalement :
∆ag,Jv
′
α − 2v′α = 2 exp〈−α,∇φ −
√−1t〉.
Remarquons alors que, grâce aux équations (38) et (39),
∆ag,J
(
exp〈−α,∇φ−√−1t〉) = 0.
Donc finalement
∆ag,J
(
v′α + exp〈−α,∇φ −
√−1t〉) = 2 (v′α + exp〈−α,∇φ −√−1t〉) .
Nous posons alors la fonction suivante :
vα := (〈µ, bρα〉+ 1) exp〈−α,∇φ +
√−1t〉 ∈ C∞(M0,C).
On l’appellera la fonction de racine α.
Théorème 5.3 La fonction de racine α est une solution locale i.e. surM0 au système d’équations (36).
Démonstration. La seconde équation de (36) est vraie d’après ce qui précède, il s’agit donc de regarder si le
terme additif
v0α = exp〈−α,∇φ+
√−1t〉
n’interfère pas dans la résolution de la première équation. Or en coordonnées logarithmiques ce terme s’écrit
v0α = exp〈−α, z〉.
Cette fonction est clairement holomorphe surM0. Ceci permet de conclure. 
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5.3.2 Résolution globale du système (36)
On veut maintenant trouver une fonction appartenant à C∞(M,C) qui vérifie le système d’équations
(36). On va donc montrer le résultat suivant.
Théorème 5.4 La fonction vα ∈ C∞(M0,C) s’étend en une fonction appartenant à C∞(M,C).
Démonstration.Dans un premier temps, nous allons montrer que vα est une fonction continue sur la variété
M . On sait que la fonction vα a pour expression
vα = (〈µ, bρα〉+ 1) exp〈−α,∇φ+
√−1t〉.
Or la théorie des potentiels symplectiques (voir le théorème 2.2), nous dit que φ peut s’écrire
φ = φ0 + h,
où φ0 est le potentiel de Guillemin (voir l’équation (12)) et h ∈ C∞(U,R) avec U ouvert de Rn contenant P .
Ainsi, on peut écrire
vα = (〈µ, bρα〉+ 1) exp〈−α,∇φ0〉 · exp〈−α,∇h+
√−1t〉.
Remarquons tout de suite que exp〈−α,∇h + √−1t〉 s’étend en une fonction continue sur P × Tn. Pour le
terme restant, en utilisant l’expression du potentiel de Guillemin (voir l’équation (12)), on obtient que
(〈µ, bρα〉+ 1) exp〈−α,∇φ0〉 = e−
1
2 〈α,
∑
ρ∈∆(1) bρ〉 (〈µ, bρα〉+ 1)
∏
ρ∈∆(1)
(〈µ, bρ〉+ 1)−
1
2 〈α,bρ〉 .
Par les propriétés des racines de Demazure (voir la définition 2.9), nous avons
〈α, bρα〉 = 1, 〈α, bρ〉 ≤ 0 ∀ρ 6= ρα.
Ceci permet d’étendre (par la même formule) de manière continue la fonction (〈µ, bρα〉+ 1) exp〈−α,∇φ0〉
au bord du polytope. Nous avons donc montré que vα définit une fonction continue sur P × Tn. De plus,
nous avons
∀t ∈ Tn, ∀F ∈ F(P ), ∀x ∈ F, ∀ρ ∈ IF , vα(x, bρ + t) = vα(x, t).
En effet, il y a deux cas à traiter :
• Supposons que 〈α, bρ〉 = 0 alors par définition la fonction vα vérifie la propriété demandée.
• Il reste à traiter le cas où 〈α, bρ〉 6= 0. Dans ce cas, la fonction vα est nulle sur la face correspondante
donc la propriété est vérifiée.
Ainsi, nous obtenons que vα induit (par la même expression) une fonction continue sur F × Tn/TF et donc
nous obtenons que vα définit une fonction continue sur l’espace
⊔
F∈F(P ) F × Tn/TF .
Pour conclure, on sait (voir par exemple la section 2.1 de [Leg15]) que l’espace topologique sous-jacent à
la variétéM peut se décrire comme
M ≃
 ⊔
F∈F(P )
F × Tn/TF
 / ∼
où (x, t) ∈ F ×Tn/TF ∼ (x′, t′) ∈ F ′×Tn/TF ′ si et seulement si x = x′ et t = t′ mod TF∩F ′ . Il faut et suffit
donc de montrer que si (x, t) ∈ F × Tn/TF ∼ (x′, t′) ∈ F ′ × Tn/TF ′ alors vα(x, t) = vα(x, t′). Ce qui est le
cas par définition de la fonction vα.
Maintenant, on vamontrer que la fonction vα est lisse. Pour cela, on remarque qu’elle définit une fonction
lisse surM0 qui vérifie
(∇g,Jvα)1,0 = Vα surM0.
Or on sait (par la théorie de Hodge) qu’il existe une fonction θVα ∈ C∞(M,C) telle que
(∇g,JθVα)1,0 = Vα surM,
et donc par restriction surM0. Cela signifie que surM0, nous avons
∂ [θVα − vα] = 0.
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Cela signifie qu’il existe une fonction holomorphe θ0α définie surM
0 tel que
θVα − vα = θ0α.
Lemembre de gauche étant borné puisque continu sur la variété compacteM , nous obtenons que θ0α est une
constante et donc par densité nous obtenons que θVα = vα modulo une constante additive surM et donc vα
est aussi lisse. 
Nous pouvons résumer ce que nous venons de démontrer dans le théorème suivant.
Théorème 5.5 Soit (M,ω0, J,Tn, µ) une variété torique kählérienne compacte de Fano telle que P := im(µ) soit le
polytope algébrique associé dont on note R(P ) l’ensemble de ses racines de Demazure. Supposons que (g, a) soit un
soliton de Kähler-Ricci tel que sa constante de Kähler-Einstein soit égale à 1 sur la variété complexe (M,J).
• Nous avons la décomposition suivante :
ker
(
∆ag,J − 2I
)
= AffC0 ⊕
⊕
α∈R(P )
C v˜α,
où AffC0 est l’ensemble des fonctions lisses surM s’écrivant sous la forme 〈x, b1〉 +
√−1〈x, b2〉 où (b1, b2) ∈
t× t et v˜α est la fonction appartenant à C∞(M,C) telle qu’en coordonnées action-angles (x,t)
v˜α|M0 = (〈x, bρα〉+ 1) e−〈α,∇φ−
√−1 t〉,
où φ est le potentiel symplectique associé à g.
• De plus, si on note Vγi les espaces propres de la décomposition solitonique et χ l’isomorphisme entre ker
(
∆ag,J − 2I
)
et ηR(M) du théorème 5.1, alors nous avons
χ−1(V0) = AffC0 ⊕
⊕
α∈R(P ),〈α,a〉=0
C v˜α
et pour tout i ≥ 1,
χ−1(Vγi) =
⊕
α∈R(P ), 2〈α,a〉=γi
C v˜α.
• En particulier, les fonctions v˜α sont des fonctions propres de l’opérateur ∆ag,−J − 2I pour la valeur propre
4〈α, a〉.
Démonstration. Le premier point est une conséquence de la discussion qui précède. Le second point est une
conséquence de l’isomorphisme χ énoncé dans le théorème 5.1 et du fait que les v˜α sont bien des solutions
au système d’équations (36). Le troisième point est alors un calcul direct. 
6 Exemples de décompositions solitoniques dans le cas torique
6.1 L’espace projectif
L’exemple le plus simple est de considérer l’espace projectif. Pour encore plus de simplicité, on va se
limiter à CP2 avec sa structure complexe standard, sa métrique de Fubini-Study et l’action de Tn donnée
par (t1, t2) · [z0, z1, z2] = [z0, t1 z1, t2 z2]. Le polytope de Delzant est alors donné (voir [Abr03]) par
P =
3⋂
i=1
{
x ∈ R2 : 〈x, bi〉+ 1 ≥ 0
}
où R2 est muni de sa base canonique (e1, e2) et de son produit scalaire usuel permettant de l’identifier avec
son dual, et
b1 := e1 , b2 := e2, b3 := −e1 − e2.
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De plus, on sait que la métrique de Fubini-Study de CP2 est une métrique de Kähler-Einstein dont le
potentiel symplectique est le potentiel de Guillemin φ0 donné par
φ0 =
1
2
3∑
r=1
lr ln lr,
où on a posé lr := 〈x, br〉+ 1. On pourra consulter [LSD18] ou [Abr03]. Nous obtenons alors que
∇φ0 =
1
2
3∑
r=1
(1 + ln lr) br =
1
2
ln
x1 + 1
1− x1 − x2 e1 +
1
2
ln
x2 + 1
1− x1 − x2 e2.
On veut maintenant déterminer la décomposition solitonique. Il faut donc déterminer les racines de Dema-
zure :
1. On cherche α ∈ Z2 tel que 
〈α, e1〉 = 1
〈α, e2〉 ≤ 0
〈α,−e1 − e2〉 ≤ 0
On obtient deux racines :
α1,1 := e1, α1,2 := e1 − e2.
2. De même on obtient :
α2,1 := e2, α2,2 := −e1 + e2.
3. On doit terminer en résolvant : 
〈α, e1〉 ≤ 0
〈α, e2〉 ≤ 0
〈α,−e1 − e2〉 = 1
On obtient aussi deux racines :
α3,1 := −e1, α3,2 := −e2.
Cela nous donne donc la liste de fonctions propres suivantes :
vα1,1 := (x1 + 1)
1/2
(1− x1 − x2)1/2 e−
√−1t1 ,
vα1,2 := (x1 + 1)
1/2 (x2 + 1)
1/2 e−
√−1(t1−t2),
vα2,1 := (x2 + 1)
1/2
(1− x1 − x2)1/2 e−
√−1t2 ,
vα2,2 := (x2 + 1)
1/2
(x1 + 1)
1/2
e−
√−1(t2−t1),
vα3,1 := (x1 + 1)
1/2
(1− x1 − x2)1/2 e
√−1t1 ,
vα3,2 := (x2 + 1)
1/2 (1− x1 − x2)1/2 e
√−1t2 .
Remarquons que puisqu’il s’agit d’une métrique de Kähler-Einstein, ces fonctions propres correspondent
aux fonctions propres du laplacien usuel comme calculées par exemple dans le chapitre 3 section C de
[BGM71] mais exprimées dans le système de coordonnées actions-angles.
6.2 CP2 éclaté en un point
On considère le cas où la variété complexeM est CP2 éclaté en un point, que nous noterons par la suite
M1. On sait (voir chapitre 1 de [Gui94]) que le polytope P associé à cette variété torique est le trapèze τ˜
donné par :
τ˜ =
{
x ∈ R2 : ∀i = 1, · · · , 4 〈x, νi〉 ≥ −1
}
,
où
ν1 := e2, ν2 := −e1, ν3 := e1, ν4 := e1 − e2.
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On peut déjà calculer les racines de Demazure de ce trapèze :
α1,1 := e2, α2,1 := −e1, α2,2 := −e1 − e2, α4,1 := −e2.
De plus, on devra considérer le trapèze τ qui se trouve être le trapèze translaté du trapèze τ˜ par le vecteur
(2, 1). On montre alors que σ : (x, y) ∈ [1, 3]× [0, 1] 7→ (x, xy) ∈ τ˜ est un difféomorphisme. Cela entraîne que
M1 est une variété torique de Calabi. Avant de définir cette notion, nous avons besoin de la définition d’un
trapèze de Calabi.
Définition 6.1 Un trapèze de Calabi est un polytope de R2 qui est égal à l’image d’un rectangle [α1, α2]× [β1, β2] ⊂
R
2 avec α1 > 0 et β1 ≥ 0 par l’application σ : (x, y) 7→ (x, xy).
On fixe maintenant un trapèze de Calabi donné par l’image d’un rectangle [α1, α2] × [β1, β2]. On peut
alors écrire les normales à chaque arête sous la forme
uα1 = Cα1
(
α1
0
)
, Cα1 > 0
uα2 = Cα2
(
α2
0
)
, Cα2 < 0
uα1 = Cβ1
(
β1
−1
)
, Cβ1 < 0
uβ2 = Cβ2
(
β2
−1
)
, Cβ2 > 0.
Ainsi le couple formé du trapèze de Calabi et ses vecteurs normaux (appelé trapèze de Calabi étiqueté dans
l’article [LSD18]) est entièrement déterminé par 8 paramètres :
(α1, α2, β1, β2, Cα1 , Cα2 , Cβ1 , Cβ2).
Si on prend le trapèze de Calabi dont les paramètres sont (1, 3, 0, 1, 1,− 13 ,−1, 1), alors on retrouve le
polytope τ˜ associé à M1. On notera µ l’application moment telle que imµ = τ et µ˜ l’application moment
telle que im µ˜ = τ˜ . En particulier, on a µ˜ = µ− (2, 1).
Terminons en rappelant le résultat fondamental qui nous servira par la suite à chercher les solitons de
Kähler-Ricci.
Définition 6.2 Soit (M,ω, J,T2, µ) une variété torique kählérienne compacte connexe de dimension réelle 4. On dit
queM est torique de Calabi s’il existe deux fonctions T2-invariantes x et y ∈ C∞(M) strictement positives telles que
l’application moment µ soit donnée par µ = (x, xy). On appelle alors (x, y) les coordonnées de Calabi.
On remarque que le polytope associé àM est alors un trapèze de Calabi. Nous avons la proposition 4.9
de [LSD18].
Proposition 6.3 Soit (M,ω, J,T2, µ) une variété torique de Calabi ayant pour polytope le trapèze de Calabi donné
par les paramètres (α1, α2, β1, β2, Cα1 , Cα2 , Cβ1 , Cβ2) et ayant pour coordonnées de Calabi (x, y). Remarquons que
Imx = [α1, α2] et Im y = [β1, β2]. On pose (t, s) les deux cordonnées d’angles correspondantes surM0. Alors nous
avons qu’il existe deux fonctions A ∈ C∞(M) et B ∈ C∞(M) telles que
• les fonctionsA et B ne dépendent respectivement que de la variable x et y et sont strictement positives surM0,
• la métrique g, dite métrique de Calabi, a une expression particulière surM0 :
g|M0 =
x
A(x)
dx2 +
x
B(y)
dy2 +
A(x)
x
(dt+ yds)2 + xB(y)ds2, (41)
• on a les conditions au bord suivantes pour i = 1, 2 :
A(αi) = 0, B(βi) = 0, (42)
et
A′(αi) =
2
Cαi
, B′(βi) =
2
Cβi
. (43)
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De plus, on montre alors que
Scalg =
A′′(x) +B′′(y)
x
et
Scal :=
4
α1 + α2
(
1
α2 − α1
(
1
Cα1
− 1
Cα2
)
− 1
β2 − β1
(
1
Cβ1
− 1
Cβ2
))
.
La recherche de solitons de Kähler-Ricci à l’aide du théorème précédent est faite dans l’article [LTF] où il est
montré le résultat suivant (lemme 3.8).
Lemme 6.4 Supposons que g est une métrique torique de Calabi pour A ∈ C∞([α1, α2]) et B ∈ C∞([β1, β2]). Pour
tout a ∈ t, en écrivant 〈µ, a〉 = a1x+ a2xy, le couple (g, a) est un soliton de Kähler-Ricci si
−A′′(x)− 2a1A′(x) − xScal = m, B′′(y) = m, (44)
oùm =
1
β2 − β1
(
2
Cβ1
− 2
Cβ2
)
. En particulier, on a que a2 = 0.
Remarque.Nos conventions sont différentes d’où la différence de signes dans l’équation (44).
Revenons à CP2 éclaté en 1 point. On sait qu’il n’admet pas de métriques de Kähler-Einstein (voir
[Sze11]) donc on doit chercher à résoudre l’équation (44) avec a1 6= 0. Rappelons que les paramètres de
Calabi sont donnés par
(1, 3, 0, 1, 1,−1
3
,−1, 1).
Un calcul direct nous donne que
m = −4, (45)
et
Scal = −4. (46)
On peut alors résoudre l’équation (44) et on obtient :
A(x) =
− 1
a13
[(
a1
2 − 1
2
)
exp(−2a1 (x− 1)) + a12 x2 − (2a12 + a1)x+
(
a1 +
1
2
)]
, (47)
et la fonction B a pour expression
B(y) = −2 (y − 1) y = −2y2 + 2y. (48)
On peut aussi calculer a1 grâce à l’invariant de Futaki et on obtient que a1 est la solution non nulle de(
a21 −
1
2
)
exp(−4a1) + 3 a21 − 2 a1 +
1
2
= 0. (49)
On peut alors calculer la matrice H associée au potentiel symplectique du soliton. Pour cela, on rappelle
que nous avons (voir le lemme 3.8 de [LTF])
H(x, y) =
1
x
(
A(x) y A(x)
y A(x) x2B(y) + y2A(x),
)
Cette fonction H peut aussi s’écrire sous la forme
H(µ1, µ2) =
1
µ1

A(µ1)
µ2
µ1
A(µ1)
µ2
µ1
A(µ1) µ
2
1B(µ1, µ2) +
(
µ2
µ1
)2
A(µ1),
 (50)
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On calcule alors la matrice G inverse de la matriceH :
G =

x
A(x)
+
y2
xB(y)
− y
xB(y)
− y
xB(y)
1
xB(y)
 =

µ1
A(µ1)
+
µ22
µ31B(µ1, µ2)
− µ2
µ21B(µ1, µ2)
− µ2
µ21B(µ1, µ2)
1
µ1B(µ1, µ2)
 ,
où
A(µ1) =
− 1
a3
[(
a2 − 1
2
)
exp(−2a (µ1 − 1)) + a2 µ21 − (2a2 + a)µ1 +
(
a+
1
2
)]
et
B(µ1, µ2) = −2
(
µ2
µ1
)2
+ 2
(
µ2
µ1
)
.
On peut alors se ramener au polytope algébrique en utilisant l’expression
µ = µ˜+ (2, 1).
Notons φ le potentiel symplectique associé à la métrique de Calabi telle que la matrice G ci-dessus soit la
matrice hessienne de φ. Nous obtenons que les fonctions propres sont données par
vα1,1 := (µ˜2 + 1) · e(∇φ)2+
√−1 t2 ,
vα2,1 := (−µ˜1 + 1) · e(∇φ)1−
√−1 t1 ,
vα2,2 := (−µ˜1 − µ˜2 + 1) · e(∇φ)1+(∇φ)2−
√−1 (t1+t2),
vα4,1 := (−µ˜2 + 1) · e(∇φ)2−
√−1 t2 .
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