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Abstract
Social robots are envisioned to weave a hybrid society with humans in the
near future. Despite the development of computer vision and artificial in-
telligence techniques, social robots are still not acceptable in the sense of
perception, understanding and behaving in the complex world. The objec-
tive of this research was to endow social robots with the capabilities of visual
attention, perception and response in a biological manner for natural human-
robot interaction.
This thesis proposes the methods to predict visual attention, to discover
intrinsic visual information, and to guide the robotic head. The visual
saliency is quantified by measuring color attraction, information scale and
object context. Together with the visual saliency, the visual attention was
predicted by fusing the motion saliency and common attention from prior
knowledge. To discover and represent intrinsic information, the nonlinear di-
mension reduction algorithm named Geometrically Local Embedding (GLE)
and its linearization Locally Geometrical Projection (LGP) were proposed
for information presentation and perception of social robots. Towards the
predicted attention, the robotic head was designed to behave naturally by
following biological laws of the head and eye coordination during saccade
and gaze. The performance of the proposed techniques was evaluated both
in simulation and in actual applications. Through comparison with eye fix-
ation data, the experimental results proved the effectiveness of the proposed
technique in discovering salient regions and visual attention prediction from
different sorts of natural scenes. The experiments on both pure and noisy
vii
Abstract
data prove the efficiency of GLE in dimension reduction, feature extraction,
data visualization as well as clustering and classification. As the optimiza-
tion of GLE, the LGP presented a good compromise between accuracy and
computation speed. Targeting for the virtual and actual focuses, the pro-
posed robotic head can follow the desired trajectories precisely and rapidly
to respond to the visual stimuli in a human-like pattern.
In conclusion, the proposed approaches can improve the social sense of
social robots and user experience by equipping them with the abilities to
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As the society goes “grey” and “digital”, intelligent robots are no longer con-
fined to the industry, but joining our society in the role of caring the elderly,
servants, children partners and teachers and even advisers and experts. These
social robots are envisioned to weave a hybrid society with human beings in
the near future, expected to perceive, understand and adapt to environments
and human societies throughout their lifetime in sociology, physiology, and
psychology aspects. At present, competent social robots are obviously inade-
quate in terms of perception, scene understanding, intelligence, interactivity,
and social behaviors. Therefore, many researchers have endeavored to re-
search and develop social robots that can simulate natural behaviors and
engage in social interaction, with the research goal of providing social robots
with similar or more powerful capabilities than human beings’.
It is well known that visual information plays an important role in scene
understanding and people can unconsciously process the information deliv-
ered by their eyes, filter the nonsense, extract the valuable contents, and
comprehend the meaning of the visual information. Through visual scene
understanding, social robots need to infer general principles and current sit-
uations from imagery to achieve the defined goals. Although much related
research has been conducted in the fields of computer vision, machine learning
1
Chapter 1. Introduction
and artificial intelligence, there is no general and universal theory framework
for scene understanding, including visual attention, perception, understand-
ing and so forth. In the literature of visual attention, the visual features
were extracted and classified to estimate the saliency and eye fixations, such
as low-level structural information, frequencies, distribution divergence, etc.
However, the currently designed social robots are still not capable of de-
termining their attention autonomously in a scene through saliency discov-
ery and visual attention prediction as human beings. The biological fea-
tures of human beings, such as attraction, biological gestures and responses,
should be emphasized in the research, as social robots are expected to behave
human-likely and naturally. Recently, object recognition and classification
have obtained great success in the research of computer vision, by using the
techniques of pattern classification, statistic learning, and space projection.
However, efficient representation methods are still a hot research topic in
scene understanding because of the complexity and high dimensionality of
the scene information. The key issue in the understanding stage is gener-
ating the whole representation of a scene considering objects, association,
functionality, and context. This process can be interpreted in different per-
spectives and there is still no uniformed framework to solve this problem. In
view of the research gap in visual attention, perception, information extrac-
tion and scene analysis for natural human-robot-interaction, more research
efforts should be spent on investigating the visual processing methods and
intelligent techniques to endow social robots with the abilities of visual at-
tention and perception.
The subsequent sections review the literature and research work in visual
attention and saliency as well as pattern recognition algorithms for potential
2
1.1. Background and Objectives
applications in social robots.
1.1 Background and Objectives
Social robots are envisioned to live, learn and grow with us, and ultimately
endear emotional bonds with us [1, 2]. In such a world, they are accepted as
members of society because they have every feature of an intelligent sentient
being. In the past decades, many researchers have been endeavoring to de-
velop social robots that can simulate natural behaviors and engage in social
interaction [3, 4, 5, 6, 7], such as Honda’s ASIMO [7], Toyota’s QRIO [8],
Waseda’s Twendy-One [9], Korea Advanced Institute of Science and Tech-
nology’s HUBO [5], Hitachi’s Emiew [10], Aldebaran Robotics’s Nao [6], and
Willow Garage’s PR2 [11], etc. Although most of the designed robots have
human-like behavior and appealing appearance, there are still significant gaps
in the perception and understanding of the context and environment.
In the Social Robotics Laboratory1 at National University of Singapore
(NUS), we have developed a social robot named Nancy [12] whose height,
width and weight are 167 cm, 45.7 cm and weight 65 kg respectively, with
the skeleton and appearance shown in Figure 1.1. Based on the social robot
platform, we desired to build the intelligent scene understanding engine that
is capable of perceiving environments through the built-in cameras in terms
of object tracking and identification, facial expression recognition, attention
and perception and so forth for natural human-robot interaction.
The main aim of this study was to investigate and propose the visual




Figure 1.1: The skeleton and appearance of a social robot: Nancy.
the abilities of attention, information processing, and response to the visual
stimuli in a biological manner. More specifically, the objectives of this thesis
are to:
◦ Introduce biological behaviors into saliency detection to achieve accu-
rate and robust approximation of human attention by combing bottom-
up and top-down saliency detection;
◦ Present a robotic head that can attend to the interest with biological
saccade behaviors; and
◦ Investigate and study the robust techniques of information representa-




1.2.1 Visual Saliency and Attention
Saliency detection in a scene has been a prominent research topic in computer
vision and social science for decades, which has been mostly applied in at-
tention prediction, object searching, image highlighting and even image and
video compression. Understanding people’s interest or attention is essential
in these applications [13]. Human beings are capable of searching and analyz-
ing complex scenes in a very rapid and reliable way by using visual attention
according to the purpose and attraction, which facilitate object recognition
and visual perception as the first stage of processing to alleviate the com-
putation burden of computer vision algorithms in searching and recognizing.
In addition, saliency detection and attention determination can equip social
robots with the ability to understand the circumstance in a similar way as
human beings, and to select their own interest in social sense.
There have been different methods and techniques developed from in-
sights of biology, information and perception for saliency region detection.
In general, there are primarily two categories of approaches to determine
salient regions in a scene image: top-down and bottom-up saliency detec-
tion. Bottom-up saliency detection merely uses low-level image features such
as edges, illumination contrast, colors and motion, whereas top-down saliency
determination focuses more on tasks, requests and expectations. The earlier
effort of saliency search followed the bottom-up scheme and the relationship
between saliency and low-level features such as points, lines, edges [14] and
curvatures [15] were investigated. These kinds of methods failed to address
the problem of saliency detection in general scenes, except in those with
5
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apparent structures or in those processed with edge detection methods. In
addition to image features, object information was also adopted in the vi-
sual attention system [16], which computed visual salience and hierarchical
selection of attention transition in parallel. Although the performance was
improved by introducing high-level information, thorough application of the
knowledge was not plausible since the specific relationship between attention
and objects was difficult to define. Frequency distribution based methods
have also been commonly studied in this research area. Besides the image
features, spectral residual was used to map the saliency in frequency domain
by analyzing the spectrum in [17]. It was shown that phase spectrum was su-
perior to amplitude spectrum in discovering saliency [18], which provided an
important insight into searching saliency locations in the frequency domain
by proposing the Fourier-transformation based method. The method was
convenient to be extended to represent spatial-temporal saliency in sequential
images. Similar to distribution techniques, local divergence of distribution
between regions in information-theoretic sense [19, 20] was also investigated
in the literature. From a similar information view, salient feature extrac-
tor and its affine invariant versions [21] reveal the intrinsic relationship of
saliency, scale and contents. These information-based techniques provided a
powerful tool for the study of saliency determination albeit the performance
was not as good as expected.
Although top-down approaches are sensitive to inner and outer condi-
tions, information of objects and contexts has been commonly used in top-
down saliency detection algorithms. In [22], a computational model of at-
tention prediction was presented using scene configuration and object based
on statistics of low-level features. Likewise, the supervised learning model
6
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of saliency was presented in [23], which learns low-level, mid-level and high-
level features and used position prior as well. As many eye fixation databases
were proposed [24, 23], the performance of saliency detection and attention
determination can be improved through learning saliency regions directly
from eye fixation data. The researchers argue that current saliency models
cannot provide accurate prediction of human fixations in a scene image. In
addition, saliency determination and attention prediction could be evaluated
more exactly and purposefully. In general, the method of direct learning
and simulation achieves better performance in accordance with experimental
data. However, this type of methods significantly depends on eye tracking
data, which are influenced by interest, personality and circumstance. There-
fore, these techniques cannot be applied in general scenes without considering
the external conditions.
Besides image processing techniques, there have been some works inspired
by human visual systems following the psychology theories from biological
research. A saliency detection method was proposed in [25] based on the
principles observed in the psychological literature like Gestalt laws. In [26],
it was presented that pre-attentive computational mechanisms in primary vi-
sual cortex (V1) created a saliency map which was signaled in the responses of
feature-selective cells during the vision perception. A computational frame-
work which linked psycho-physical behavior to V1 physiology and anatomy
was proposed to show that the relative difficulties of visual search tasks de-
pend on the features and spatial configurations of targets and distractions.
A framework inspired by neuronal architecture of primate visual system was
proposed in [27, 28] based on a biologically plausible architecture. The model
presented comparable performance yet was robust to image noise. In [29],
7
Chapter 1. Introduction
a biologically motivated visual selection model was investigated to predict
allocation of attention to a scene using stimulus saliency maps that is by
processing an image in three separated channels simultaneously. In [30],
roles of visual receptor for edge detection, cone opponency and lateral genic-
ulate nucleus were studied for discovery and determination of saliency regions
in terms of edges, symmetry property and color opponency. Based on the
research results, a biologically-inspired model of determining basic saliency
in various dimensions and feature channels was presented in [31] to facilitate
object detection. In the model, a conspicuity map was obtained with normal-
ized and weighted feature maps in different scales and the visual attention is
predicted by optimizing saliency maps derived from conspicuity maps.
The results of saliency determination using bottom-up methods are generic,
yet people habits are usually not well reflected in the prediction. On the
other hand, the high-level features utilized in top-down methods are suscep-
tible to circumstance conditions in saliency determination. With personal
backgrounds and experience, people might understand the same scene from
different perspectives and thus the focus or interest varies significantly. Some
algorithms combined the two kinds of methods to obtain better prediction
results [32, 33]. Although these methods provide powerful tools for the study
of saliency detection, further research has to be done for robust saliency de-
tection in robotic applications. A robot is desired to move around in the
environment, and to detect saliency part in its field of vision. In this case,
all the objects in the vision field are moving, while the existing methods are




1.2.2 Attention-driven Robotic Head
The visual information captured by human eyes dominates the communicat-
ing with the world. Humans can unconsciously turn to the interest, extract
the valuable contents, filter the noise and comprehend the meaning of the
information. Given the predicated visual attention, the rules of the head-eye
coordination are important guidelines in designing the robotic head to guide
the gaze to the target during saccade. It was demonstrated by the exper-
iment in [34] that the people cannot move their eyes to one location while
attending to another one, suggesting that visual attention was an dominant
mechanism in generating voluntary saccade eye movements. Therefore, it
is important to implement the visual attention scheme and this biological
constrain into the robotic head for natural human-robot interaction.
At present, most of the humanoid robots have a mechanical head frame-
work with mounted eyes that are able to move independently to emulate
human’s eyes. In [35], the head design of robot iCub was presented where
both the neck and eyes had 3-DOF respectively. Driven by a belt system, the
eyes were able to turn left and right independently and tilt simultaneously.
It was reported that the mechanism was very robust and easy to control with
high performance. Some robotic heads are able to generate facial expressions
by the collaborative movement of components in the head. A behavior-based
emotional control architecture was presented in [36] for the humanoid robot
head ROMAN, which contained a four DOFs neck, lightweight eyes, movable
eyelids, eyebrows as well as a movable mouth. The emotional states of the
robot were expressed by the combination of a set of complex actions like
looking at a certain point, moving the head at a certain point, moving the
9
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eyes at a certain point, eye blink, head nod and head shake etc. In [37], the
authors analyzed 48 robots and conducted surveys to measure users’ per-
ception of each robotic heads’ humanness. The results demonstrated that
the perception of humanness were heavily influenced by some features in-
cluding the presence of certain features, the dimensions of the head, and the
total number of facial features. The research work provided the important
insight of the key issues in the design of robot head appearance. However,
only images of the robot head were shown to the participants in the sur-
veys, and no user acceptance of head motion was studied. A robotic head
system Character Robot Face (CRF) designed for home environments was
presented in [38], which could imitate motion directions of human’s control
points. The reviewed research aimed to design a robot head which could
finish specific tasks like representing facial expressions, whereas the way to
control the movement of the head and eyes was not well emphasized.
As the robotic head system usually has redundant numbers of degree of
freedom (DoF), the scheme to coordinate and control the head and eyes de-
termines the efficiency and acceptance of the robot behaviors. In the field
of biological research, the eye-head saccade systems were modeled both in
two-dimension [39, 40] and three-dimension [41] space. Based on the in-
vestigation of head-free gaze saccade of human subjects towards visual and
auditory stimuli, a two-dimension gaze model was presented in [39], where
the eye and head motor systems were controlled independently by commands
in different feedback loops and frames of reference. Furthermore, a collateral
input from the oculomotor system to the head-saccade generator constituted
a neural coupling between eye and head. Similarly, eye and head were con-
trolled by separate controllers in the models presented in [40], and the authors
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assumed that there were interactions between eye and head control signals.
Two classes of models were introduced which differ in the location of the de-
composition of a gaze signal into separate eye and head control signals. The
model proposed in [41, 42] extended the research of eye-head coordination
from two-dimensions to three-dimensions, and the model could describe the
human system accurately by explaining the findings of neural constrains on
the motion of eyes in the head in [43] by adding a mechanism for adjusting
the effective oculomotor range (EOMR). The first constrain found in [43] was
that the subjects who glanced between space-fixed targets with the head in
different static positions violated Donders’ law of the eye in space system-
atically to maintain Listing’s law of the eye in head. The other discovered
constrain was that the eyes were not able to be held still when the sub-
jects making head-only saccades, but the range of eye-in-head motion in the
horizontal-vertical plane was reduced by effort of will.
1.2.3 Information Representation and Perception
The representation of high dimensional data in low dimension space while
preserving intrinsic properties is a fundamental issue in information discovery
and pattern recognition. In most information processing applications, signal
data such as images, texts and sound are high-dimensional [44, 45], which
are usually pre-processed into a more concise format to facilitate subsequent
recognition and visualization processes. As a machine learning technique, a
dimension reduction algorithm can achieve low-dimensional data and discover
the intrinsic structure of manifolds, in order to facilitate data manipulation
and visualization. Dimension reduction techniques were applied in different
11
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disciplines such as image processing, computer vision, speech recognition and
textural information retrieval [46, 47, 48].
Two types of dimension reduction techniques were primarily studied in
the machine learning field: linear and nonlinear methods. Linear dimension
reduction such as Principal component analysis (PCA) [49], classical multi-
dimensional scaling (MDS) [50], independent component analysis (ICA) [51],
and projection pursuit (PP) [52] is characterized by linearly mapping high-
dimensional data into low-dimensional embedding. In general, the nonlinear
dimension reduction, covering kernel principal component analysis (KPCA)
[53], Isomap [54], locally linear embedding (LLE) [55], Laplacian eigenmaps
(LE) [56], diffusion maps (DMap) [57] and so forth, performs better than
linear ones due to the non-linearity of the high-dimensional data. However,
nonlinear methods suffer the problems of heavy computational burden and
difficulties in incremental handling new data, as it is difficult to define the
projection of a novel datum based on the trained mapping.
There has been a few works in improving the performance of dimension
reduction algorithms by finding the outliers and filtering the noisy data. An
outlier detection and noisy data reduction method was developed as a pre-
processing procedure for manifolds learning methods [58]. In the method,
an iterative weight selection scheme was used to determine the weights in
estimation and in finding noisy data. A robust locally linear embedding al-
gorithm was proposed in [59] using Robust PCA, with a statistics process
to decrease the influence of noisy data by computing the associated weight
value for each of the neighbors. The process of noisy datum detection was
integrated into the LLE and the algorithm showed good performance in han-
dling outliers. A robust version of locally linear coordination (LLC) was also
12
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presented to achieve robust mixture modeling by combining t-distribution
and probabilistic subspace mixture models [60]. The algorithm performed
well in density estimation and classification of image data. The complete
neighborhood preserving embedding (CNPE), an improved version of neigh-
borhood preserving embedding, was proposed in [44] to solve the problems of
high computational complexity when applied to high dimensional matrices,
and the singularity of eigenmatrix in applications.
1.3 Motivation and Significance
In view of the above review, the research gap for the current study in environ-
ment understanding, intelligence, perception, social behaviors, and natural
human-robot-interaction for social robots are summarized below:
◦ Despite the development of human-robot interaction techniques, social
robots are still not capable of perceiving and understanding to rapidly,
accurately and comprehensively recognize and understand the complex
visual world.
◦ The current research pays little attention to human biological behaviors
in selecting attention in a scene and in coordinating the head and eyes.
The biological behaviors and response are important for user-friendly
and natural human robot interaction.
◦ Targeted for social robots, the current study in visual information rep-
resentation and perception is not sufficient to discover the intrinsic
structure and properties of the visual features.
13
Chapter 1. Introduction
The outcomes of the present study may have significant impact on improving
the capabilities of social robots in social perception, scene understanding, and
human robot interaction in order to
◦ Discover and perceive important and salient contents in a scene;
◦ Behave and respond in a natural and biological manner; and
◦ Understand and reveal the underlying geometry information of a scene.
In addition to these possible research results in scene understanding, a suc-
cessful design of a social robot relies on expertise and techniques in com-
puting theory, electronics, and mechanics design and so forth. Likewise, the
realization of social intelligence engine for social scene understanding and
natural interaction depends on electronics design and software implementa-
tion, which involves many engineering issues. These issues are not considered
in the study and beyond the scope of this thesis.
1.4 Structure of the Thesis
In the context of scene understanding for social robots, the thesis investigates
and researches the following scientific problems: visual saliency and atten-
tion, and information presentation and perception. For visual saliency and
attention, the method to predict visual attention is presented in Chapter 2
by measuring the color attraction, and information scale, and integrating the
prior knowledge learned through Neural Network. To utilize the object fea-
tures and context, the refined bottom-up saliency determination technique
is proposed in Chapter 3 by optimizing the saliency energy function, which
balances the saliency divergence between saliency and non-saliency regions,
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and the continuity of the candidate regions. With the predicted attention,
the robotic head is presented in Chapter 4 with designed biological behaviors
following coordination laws of human head and eye systems during saccade
and gaze. For information presentation and perception, the non-linear di-
mension reduction algorithm named Geometrically Local Embedding (GLE)
is proposed in Chapter 5 for dimension reduction and intrinsic information
discovery. As GLE is not efficient in real-time applications due to the high
computation complexity, the linearized algorithm called Locally Geometrical
Projection (LGP) is presented in Chapter 6 by simplifying the neighbor se-
lection scheme and linearizing the projection scheme. In summary, the whole
structure of the thesis is demonstrated in Figure 1.2.
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Human beings can attend to the interest from a simple glimpse to the scenes,
and search and analyze complex scenes in a very fast and reliable way using
visual attention according to the purpose and attraction. Social robots are
expected to understand, learn, and adapt to human societies and environ-
ments in a similar way. In the past decades, many researchers have endeav-
ored to develop social robots that can simulate natural behaviors and engage
in social interaction. Social robots were designed to be capable of perceiving
environment through the mounted sensors. With a built-in camera, a robot is
able to track and recognize objects of interests, perceive the emotion, feeling
and attitude of the human for effective interaction. Besides these functional
requirements, it is significant for social robots to determine their attention
autonomously in a scene as human beings. Through saliency discovery and
visual attention prediction, we desire to emulate the biological capability of
attending to interest regions in a scene. Saliency detection and attention
determination can enable social robots to understand the circumstance and
to choose their own interest in the social sense. This research technique can
also benefit visual perception and scene understanding as the first stage of
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processing to decrease the consumption of computational resources in visual
searching and recognizing applications.
The methods of bottom-up saliency determination use merely low-level
image features like colors, motion as well as illumination contrast and edges,
whereas those of top-down saliency determination highlight specific tasks,
expectations, interest and requests. The results of saliency determination
using bottom-up methods are generic yet people habits are usually not well
reflected in the prediction. In top-down saliency determination, the high-level
features are however susceptible to circumstance conditions. Therefore there
are good reasons to combine bottom-up and top-down techniques to predict
the visual attention. It is revealed by biological research that a saliency map
is generated in visual cortex by a computational function [26]. However,
the current research pays little attention to human biological behaviors in
selecting attention in a scene through saliency determination. In view of
the biological research in human visual systems, it is worthwhile taking the
biological response models into the account during attention and saliency
determination to achieve natural and human-like behaviors in human-robot
interaction.
In this chapter, we propose an intelligent prediction method of visual at-
tention by saliency searching using visual stimuli and prior knowledge. The
saliency detector measures color sensitivities and information entropy. The
color sensitivity assesses biological attraction of a presented scene and the
information entropy measures the contained information qualities. The prior
knowledge is also fused in the visual attention prediction, which is learned
from people’s eye fixations using Neural Network. The performance of the
proposed technique is studied on natural scenes and evaluated with eye fix-
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ation data of participants. The experimental results prove the effectiveness
of the method in detecting remarkable or distinguished regions of a scene.
The performance of the approach in regard to transformation and illumina-
tion variance is also investigated. The main contributions of this chapter are
highlighted as follows:
(i) a method combining bottom-up and top-down techniques is presented
to predict visual attention by combining low-level attraction and high-
level prior knowledge;
(ii) biological sensitivities to colors are introduced into saliency determina-
tion; and
(iii) prior knowledge of visual attention is taken into account by learning
actual eye fixations using Neural Network.
2.2 Saliency Determination
In this section, we propose an approach to determine saliency by measuring
visual stimuli with respect to color attractiveness and information amount.
The color sensitivity evaluates the biological stimulation to eyes from the pre-
sented scene, and the information entropy measures the level of knowledge
and energy contained. The thesis investigated the method to measure bio-
logical responses to colors. The measurement of information is also proposed
before the overall saliency criterion is presented. Attractive and informative
candidate salient regions are generated according to the saliency criterion for
attention prediction.
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2.2.1 Sensitivities to Colors
Social robots should respond to color stimuli in different types of scenarios
human-likely. Hence, we research the approach to measure biological re-
sponse of eyes to colors so that attractiveness of regions can be evaluated.
As we know, human beings are easily attracted by colorful objects and the
sensitivities of human eyes to colors are different. According to the biological
research, the sensitivities of human eyes to colors, of which the wavelength
ranges from 400nm to 700nm, are different. Human eyes are most sensitive to
colors “green” (550nm) and “yellow” (580nm). The sensitivities to other colors
decrease as the frequencies change, such as sensitivity to magenta is 50%
lower and sensitivity to violet is 90% lower. According to [61, 62], practical
computation of luminance efficiency functions (LEF) can be given with the





where L(λ) and M(λ) are the luminous efficiency from L-cone and M-cone
chromatic pathways with α and β as the scaling constants determined by
experiments. A practical well-fitting configuration of parameters is α =
1.624340 and β = 2.525598. The LEF reveals the relationship between eye
sensitivities and light frequencies, as well as the attractiveness features of
light frequencies as shown in Figure 2.1a, where the X axis represents light
frequencies and the Y axis corresponds to stimuli of biological eyes. The
curve represents the normalized response of an average human eye to color
light with different wavelengths.
With the measurement of eye sensitivity to light frequencies, we need to
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convert the pixel colors of a scene image into corresponding wavelengths or
frequencies as scene images taken by CCD cameras are in RGB space, while
the luminous efficiency function takes the wavelength as the arguments. How-
ever, with a color in RGB space, there is no physically possible mapping from
a color to corresponding light wavelength as the RGB gamut and spectrum
locus do not intersect. However, the dominant wavelength λ of a color can be
converted using CIE chromaticity diagram [63] shown in Figure 2.1b, where
the outer curved boundary is the spectral or monochromatic locus with wave-
lengths in nanometers. The dominant wavelength of a color is monochromatic
light that generates the same saturation and hue in the presence of the il-
luminant source. The dominant wavelength of a color is determined with
interaction of the spectrum locus and the straight line that passes the illu-
mination (the white point in the diagram) and the color point. When the
color point is in the purple region, the complementary dominant wavelength
is given by the interaction which is in the reverse side of that line. However,
a color in the chromatic diagram is described in chromaticity coordinates.
Therefore, color space conversion from sRGB (created cooperatively by HP
and Microsoft in 1996) to XYZ needs to be performed. Given the sRGB
components [r, g, b]T where r, g, b ∈ [0, 1], the corresponding color values in





































. The values of xyY are usually defined
as CIE chromaticity coordinates where Y correlates with lightness [65].
Using (2.2), dominant wavelength conversion and (2.1), we can quantitate
the degree of color attraction with the merit of this biology research. It is
worth noting that the biological sensitivity is measured under the condition of
natural light whereas image colors captured are combination of true colors of
objects and that of illumination light. The environmental conditions such as
illumination color and scale are combined in the scene image captured and are
hence considered in the sensitivity obtained based on dominant frequencies.
2.2.2 Measure of Distributional Information
The other feature we try to simulate for social robots is the ability to find
the regions with rich information. In the information theory, the concept of
entropy developed by Shannon measures the extent to which a system is orga-
nized or disorganized. Entropy is being popularly applied as a measurement
in many fields of science including biology, mechanics, economics, etc. In this
chapter, we employ entropy measurement to represent the scale of saliency
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(b) Color matching diagram (CIE
1931).
Figure 2.1: The human eye’s response to light.
convey much information. The salient detector proposed in [21] shows good
performance in detecting and matching of found salient regions.
To compute illumination entropy, probabilistic distributions of illumina-
tion in the image need to be obtained. In a natural scene, distribution of the
illumination is usually unknown, which is estimated with a density function
based on image observation [66]. Many histogram based estimation tech-
niques such as annular color histogram and spatial-chromaticity histogram
can be applied to obtain illumination densities [67]. In order to keep the
region sizes reasonable and important pixels centered, we introduce annual
weights and use a weighted annular color histogram (WACH) to estimate
distribution densities. As saliency of color features is measured with color
sensitivities, a color image I(x, y) ∈ RX×Y is processed in gray-scale space.
Each candidate region R(c, r) is divided uniformly intoN circular sub-regions
Ri, i = 1, 2, 3 · · · with common center c and the radii ri = n rN , 1 ≤ n ≤ N .
In Figure 2.2, the set of illumination pixels in Ri within the intensity bin j
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of the image is denoted as Rji , and |Rji | represents the number of the pixels.
Therefore, the illumination histogram for this region can hence be achieved
as (|Rji |)Ni=1. Based on illumination histograms, the distribution density of
the image illumination is defined as
P (Rj) = [P (Rj1), P (R
j
2), · · · , P (RjN)]T (2.3)
where P (Rji ) =
|Rji |∑K
l=1|Rli| is normalized distribution. With this estimated







P (Rji ) lnP (R
j
i ) (2.4)
where K is the total number of gray-scale levels. Similarly to the definition
of entropy, this measurement presents the degree of pixel distributes and the
spatial information of illuminations in that patch. The term E(R) measures
the contained information and attractiveness in the region.
The illumination entropy is prone to monotonous increment sometimes
as candidate regions grow. To keep the size of salient regions reasonable and
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so that we can keep the most valuable pixels in the center of a candidate
saliency region. A criterion on selecting different weights is to assure that
the central partitions are with high priority. As a simple and effective func-
tion, truncated Gaussian distribution N (µ, σ) can be employed to set the







Figure 2.2: Weighted annular color histogram.
Gaussian distribution as the weight function in [0, 4σ] is shown in Figure 2.2,
where the weights are assigned with values [0.682, 0.272, 0.42, 0.002] respec-
tively from inner to outer regions. It is straightforward that the illumination
measurement proposed in this section is rotation invariant from the defini-
tion.
For a candidate region, the optimal saliency in an ideal case can be
searched given the estimated color distribution using the following theorem.
Theorem 1 (Optimal saliency). The optimal saliency with respect to (2.4)
is achieved when P 1i = P 2i = · · · = P ji .
Proof. The proof is straightforward by composing the Lagrange equation














i −1 = 0.
As revealed by the theorem, the illumination entropy given in (2.5) at-
tempts to search the regions with equally distributed colors. These regions
usually contain more information than those with uniformly distributed col-
ors. In the following, the method to combine the measurements of color
attractiveness and the distribution entropy will be presented.
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2.2.3 Window Search
Given measurements of sensitivities to colors and distributional information,
a saliency filter is designed to explore the regions to determine where infor-
mation entropy and biological color sensitivity are maximized. The funda-
mental objective of saliency filter is to determine the location and the range




















where λ = g(Crgb) is the function to obtain dominant wavelength from RGB
color Crgb = [ r g b ]T according to Figure 2.1b. As the search for both the
location c and the size r of a region R(c, r) is unfeasible without distribution
of color densities in closed form, the sizes of candidate regions are discretized
to simplify the optimization process and to save computational consumption.
Definition 1. The most salient regions are computed with the stationary
points of J(R) with greatest r.
With different sizes of salient patches in the same location, there may be
many solutions of stationary points of r so that the overall saliency criterion
is optimized. However, the saliency region with greater size presents more
information and people are more likely to focus on these regions. Hence,
the optimal saliency is defined with the configuration of greater r and the
searching criterion is defined in the same way. As R(c, r) is determined by
the location and size, we desire to find the optimized size configuration with
r∗ = arg maxr J(R(c, r)). For continuous functions, this can be solved by
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However, there is no closed form relation of J(R) and (c, r). To facilitate
the visual attention prediction in the following sections, the size of candidate
saliency regions is fixed and the optimal salient region can be determined by
sorting saliency weights of these regions. Although the simplification may
decrease the accuracy of saliency determination, the general performance is
not greatly influenced as the candidate regions are usually overlapped and
the outcome relies more on the prediction accuracy of visual attention.
2.3 Visual Attention Prediction
When addressed to a scene, people are accustomed to search in a manner
of using their knowledge of the scene. Hence, it is desired that the high
level knowledge can be utilized in the prediction of human attention. Ma-
chine learning algorithms can discover intrinsic information, map unknown
relationship and approximate functions. In this section, the relationship be-
tween color maps and attention fixations are approximated using a neural
network with the following assumption.
Assumption 1. There are specific patterns of saliency search for human
beings and the pattern can be discovered by mapping colors and predictions.
Assumption 2. The patterns of salience maps basically follow a similar
pattern within the same scene category.
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This work aims to predict visual attention falls under the category of
supervised learning. In the training phase, salient patches are supplied to
neural network to learn the saliency properties of image patches. In order
to explicitly configure the modes of the mapping between color distributions
and the saliency map, a radial basis function neural network (RBFNN) is
employed to discover the correspondence. The origins of RBFs are selected
as the cluster centers of colors in a candidate patch following Assumption 2.
In the learning phase, RBFNN learns a mapping model to approximate the
mapping from an image patch to saliency distribution of color weights. The
number of RBFs is set according to various types of scenes. By adjusting the
number of kernels through experiments, the performance of Neural Network
(NN) can be optimized and the problem of improper-fitting can be tackled. In
the predicting phase, candidate saliency patches are supplied to the trained
neural network to determine the saliency weights of colors in this patch. The
scheme of the RBFNN is given in Figure 2.3.
The input of the RBFNN is an image patch and the output is the saliency
weights of colors. As color distribution vary in different scenes, RBFNN
models are trained for each type of scenes. Denoting each saliency patch as





where ψ is the RBF, and µi is the centers of RBFNN, the number of which
is determined by the number of training images. For RBFs, Gaussian-like
functions are local while multiquadric-type functions emphasize global re-
sponse. As we desire to highlight the weight of centers, Gaussian-like RBFs
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Input layer Hidden layer Output layer
Figure 2.3: Visual attention prediction using RBF neural network.





and σi = dmax√2N where dmax is the maximal distance between the centers. In
configuration of this RBF neural network, the centers of RBF µi are selected
as the averaged patches within each of the training image. The weights of
the RBFNN are achieved in closed form
w = (ΦTΦ)−1ΦTd (2.8)
where Φij = ψi(xj), and d is the target saliency weights of color intensities
ranging from 0 to 255. For each type of scene images, the target saliencyd
is obtained by averaging the saliency indices from the attention database.
Given a saliency patch, the trained neural network can predict the saliency
weight of a color within that patch in a similar way to training. The saliency
weight of each pixel in an image is determined by summarizing the saliency
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values of every patch that covers the pixel. Together with saliency patch
discovering, the algorithm of the bottom-up saliency determination and top-
down attention prediction is summarized as follows:
Algorithm 1 Visual Attention Prediction
(i) Determining step length h of window searching and the saliency crite-
rion threshold;
(ii) For each searching position, estimating the illumination distribution
according to (2.5) and computing saliency criterion using (2.6);
(iii) Traversing all searching regions and sort the list of candidate salient
region;
(iv) Selecting top ranked salient regions and optimizing by reducing the
redundant ones;
(v) Applying trained RBFNN to predict saliency confidence of each pixel
in these candidate salient regions;
(vi) Averaging saliency prediction and generate the saliency confidence map.
2.4 Experimental Evaluation
In this section, the performance of the proposed algorithm is evaluated by
illustrating general results of saliency prediction, by quantitative comparison
with ground-truth approaches, and by studying the common attention direc-
tion in various scene images. The stability of the proposed algorithm to the
variance of light and viewpoints is also investigated. A database [23] with
1003 images and eye tracking data of 15 viewers is employed in the experi-
ments for evaluation and comparison. In order to conduct a comprehensive
experiment, the scene images in the database are classified into six types and
normalized for the standard performance evaluation and comparison. The
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configuration of the experiment is tabulated in Table 2.1.
Table 2.1: Configuration of experiments.
Image size Candidate regions Region size Searching step Images
640× 480 40 w/15 w/30 180(w × h) (30×6)
2.4.1 Visual Attention Prediction
The proposed approach is applied on scene images to present a direct outcome
of attention prediction and saliency determination, as shown in Figure 2.4.
Sample images from the saliency database are presented in the first column,
candidate saliency patches determined with optimal informational and col-
orfulness attraction are shown in the second column, the saliency confidence
map of the visual attention is in the third column, and the ground-truth of
people’s attention is given in the fourth column for comparison. As presented
in the figures, the salient regions that should be paid much attention in object
searching and perception are highlighted. In the bottom-up saliency deter-
mination, the image patches with little information such as walls, skies and
grass are excluded from computation of saliency confidence. In the atten-
tion prediction, each candidate saliency patch is measured with the learned
RBFNN to predict saliency confidence. The “high level” knowledge is em-
ployed in order to generate a more human likely result of visual attention.
By combining these two phases, the final prediction is precise and concise at
the same time.
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The visual predictions given by the proposed algorithm are compared with
the real eye-tracking data to conduct a quantitative evaluation on the per-
formance. As people’s attention to a scene varies in different situations, total
scene images are classified into six types: animal, artifact, indoor, nature,
people and street. The performance of the proposed technique is evaluated
by comparison with actual eye tracking data and eye fixations in scenes. The
averaged results in different scenes are given in Figure 2.5 in form of ROC
curves. A linear classification method of top-down learning provided in [23]
is compared as the baseline performance. From the experimental results, the
proposed technique outperforms the performance of baseline techniques in
detection rates and prediction accuracies. The accuracy improvement proves
the effectiveness of combining bottom-up determination and top-down learn-
ing methods compared with the pure learning techniques.
The key performance index, the area under ROC, is presented in Ta-
ble 3.1. In the six types of scenes, the best performance achieved by the
proposed technique is in scenes of “streets”, and the worst one is in images
of “artifacts”. The rationale lies in the fact that objects like buildings, pas-
sengers and facilities are usually easy to be segmented from the backgrounds
such as skies and grounds, whereas the focus of artifacts varies with different
people whose personal interest influences the attention.
2.4.3 Common Attention
People are accustomed to search certain regions which are related to the
types of the scene. People have prior knowledge in different types of scenes,
35
Chapter 2. Visual Attention Prediction








































































Figure 2.5: ROC performance comparison.
which can facilitate object searching and understanding by browsing certain
portions related to an object. To study the most common attentions of the
social robots within different scenes, the popular attention regions of the six
types of scene images, animal, artifact, indoor, nature, people and street from
left to right, are compared in Figure 3.6. The attention images are obtained
by averaging a sequence of scenes attentions within the same scene detected
by the proposed method. In the figure, sample images are given in the first
row, averaged common fixations are shown in the second row, and averaged
visual attention is presented in the third row. It is revealed that there are
particular patterns of visual attention in a class of scenes, both from the
ground-truth of the eye fixations and from the output of our approach. The
focus of corridor scenes is, for instance, usually in the middle of the way, and
the ones of outdoor scenes are frequently dispersed in the whole view. From
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Table 2.2: Performance comparison with areas under ROC.
Scene Type Proposed Method (area) Baseline Performance (area)Min Max Average Min Max Average
Animal 0.3209 0.8847 0.6709 0.3973 0.6934 0.5195
Artifact 0.3913 0.9454 0.6569 0.2564 0.7813 0.5572
Indoor 0.4737 0.8844 0.7067 0.2341 0.8960 0.5729
Nature 0.4391 0.9204 0.7001 0.2874 0.8094 0.5603
People 0.3073 0.8752 0.6984 0.4192 0.8604 0.6773
Street 0.4715 0.9282 0.7226 0.2883 0.8304 0.5560
Average 0.4006 0.9064 0.6926 0.3138 0.8118 0.5739
Figure 2.6: Most popular attention regions of different scenes.
common sense, we adjust our attention according to the type of a scene.
For instance, the focus of an outdoor or street scene is usually in the lower
part of images, and that of an indoor scene is frequently dispersed in the
whole view or in the middle. However, there kinds of perception pattern are
not revealed in the experiment results of eye fixation data, where there is an
obvious pattern of searching in the center of images. This may reflect people’s
attention when an unfamiliar image is presented. The habit of searching by
starting from middle parts can be model although this is not very reasonable
in actual scenes.
37
















































































Figure 2.7: Performance influence by region numbers.
2.4.4 Selective Parameters
The candidate saliency regions are determined in the first phase of saliency
determination, where the most important selective parameter is the number
of saliency patches. As the number increases, overall candidate regions grow
and at the same time, saliency detection rates rise. The negative effect of
large number of candidate regions is causing low precision of saliency regions.
The empirical results of the method with different configurations of saliency
regions and region numbers are shown in Figure 3.7. The compromise con-
figuration between determination accuracy and computational complexity is
40 candidate regions with the region sizes 1/15 of the image width.
2.4.5 Influence of Lighting and Viewpoint Changes
Robustness plays important roles in vision applications as conditions vary
regularly such as positions and brightness of illumination, colors of lights,
view angles, and occlusion. As condition changing is very common in ac-
tual robot applications, we study the robustness of the proposed technique
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(a) Influence of lighting conditions.




























(b) Influence of viewpoint changes.
Figure 2.8: Influence of environmental condition changing simulated by lu-
minance scaling and homography projecting.
subjected to the variance of viewpoints and light in this section. Artificial
operation on the images is conducted by luminance changing and homogra-
phy projection of the images to generate the testing images. The output of
the first phase, saliency determination, is measured and the matching error is
measured by computing the percentage of overlapping salient areas. In Fig-
ure 2.8, the left diagram shows the influence of the detecting results whilst
the light is adjusted, and the right diagram presents the performance of the
detector under the change of viewpoint. From the figure, it can be concluded
that the matching errors increase as the disturbance of light and viewpoint
grow. The greatest average error is around 10% in the experiments, guar-
anteeing the reliability of salient regions under different external conditions
with the assumption that the circumstance does not change seriously within
a short time span. However, there will be significant performance degrade
with severe illumination changes that are out of the range.
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2.4.6 Discussion
The real eye-tracking data show the manner in which humans browse across
an image. Generally, the eye fixation reveals the common interest and im-
portant regions. Computational models cannot still compete with people’s
ability in information discovery. This chapter presents an approach to pre-
dict visual saliency by combining bottom-up determination and top-down
learning. As shown in the experiments, the proposed technique can predict
people’s attention with relatively few candidate regions of saliency. The main
reason is that candidate regions determined in the first phase depend on the
distributions of objects in the scene, and at the same time, people’s attention
varies severely as their interest differs. The major performance improvements
are achieved in detection of candidate regions by filtering out non-important
regions, while the non-linear Neural Networks and linear methods can gen-
erate comparable results in the phase of saliency learning. Some low level
and high level features can also be adopted to improve the detection and pre-
diction performance, which will increase the computation complexity at the
same time. As there are many redundant regions in the saliency candidates,
we will investigate the saliency region optimization in the following chapter.
2.5 Summary
A prediction approach of visual attention has been proposed to predict the
focus of humans in a scene. The approach examines the saliency regions by
measuring colorfulness and informativeness, and then generates the saliency
confidence map in each saliency region using RBFNN. Through the exper-
iments, the proposed approach showed good performance and comparable
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results in predicting saliency in scene images. The proposed method can
help social robots to determine their attention to a scene autonomously in
the human-robot interaction.
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Although low-level vision features, scene context and direct results of eye fixa-
tion are researched in top-down and bottom-up saliency detection algorithms,
object meanings and boundaries have not received sufficient consideration.
The saliency in the view of human beings such as biological sensitivities was
not well represented in these algorithms either. In Chapter 2, the saliency de-
termination technique has been presented to discover the candidate attention
regions. While the proposed technique effectively captures the saliency parts,
there are redundant regions that contain less information and decrease the
efficiency of saliency recovery. To remove the non-saliency regions, a two-
phase saliency determination algorithm is proposed to search regions with
information, color attractiveness, and optimized region boundaries in sense
of object saliency as well. The detection algorithm first searches saliency
regions that attract the attention measured by color sensitivities and infor-
mation, where local information is employed to describe image contents. In
the following step, we seek for the saliency in the context of objects. Atten-
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tion of human beings to a scene is usually determined by a sequence of factors
including personal interest, emotion, short-term memory and environments.
Therefore, the algorithm is tested and evaluated using eye fixation data in
different kinds of scene images [24, 23]. From experimental results, the al-
gorithm shows reasonable results in prompting remarkable or distinguished
regions of a scene. The main contributions of this chapter are highlighted as
follows:
(i) biological color sensitivity is introduced into saliency detection to model
biological behaviors;
(ii) a refinement process is used to polish candidate saliency regions for a
better representation of object patches; and
(iii) a two-phased saliency determination framework is proposed and the
performance of the proposed detector is investigated.
3.2 Overview of Attention Determination
It has been shown by a few biology researches that the understanding of
a scene is a sequential process in which people search for interest continu-
ously [68]. In this chapter, understanding of the scene is assumed to perform
in three sequential stages: biological attraction, object perception and scene
understanding. In the biological attraction stage, human beings are attracted
by colorful and informational parts of the scene without knowledge of the
whole context. After this stage, people start to perceive local meanings of
the attractive patches such as edges, textures and patterns so as to recognize
in an object level. In the last stage, with local information of objects and
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Figure 3.1: Saliency searching scheme.
functionality, people form their understanding of the whole scene considering
objects, association, functionality, and context. Inspired by the perception
process of human visual system, we proposed the technique for saliency deter-
mination to simulate the manner how people search interest in an unknown
scene. The algorithm consists of two phases as shown in Figure 3.1. The
scheme of saliency searching corresponds to the first two stages of scene un-
derstanding. A saliency filter is computed with respect to color sensitivities
and information entropy and then a refinement is performed by optimizing
saliency energy to purify salient regions within the context of objects. In
the first stage, candidate saliency regions are generated and separated into
individual regions, which are refined respectively. With these candidate re-
gions, the global saliency energy is iteratively optimized with color densities
estimated in each cycle. The final saliency predictions are combination of
refined regions with small regions yet with good object sense.
45
Chapter 3. Bottom-up Saliency Determination
3.3 Saliency Filter
In this section, we present an approach to generate a filter for salient regions
in a scene with respect to color attractiveness and amount of information.
The color sensitivity measures the biological stimulation of a presented scene,
and the information entropy evaluates the level of knowledge and energy
contained. A saliency filter excludes unattractive and uninformative regions
from consideration.
Given measurements of sensitivities to colors and distributional informa-
tion, a static saliency filter was designed in Chapter 2 to explore the regions.
The fundamental objective of the saliency filter is to determine the location




















where the dominant wavelength λ is converted using the function λ = g(Crgb)
from RGB color Crgb = [ r g b ]T according to CIE chromaticity diagram,
N = 4 denotes the number of concentric regions, andK is the number of color
bins. Using a searching window shown in Figure 3.2, it is desired that the
regions that are most attractive in information sense (the first addend) and
in color sense (the second addend) can be discovered in a dynamic way. The
results of saliency filtering are presented in the second column of Figure 3.4
with different types of scene images. As reflected by the object function,
the candidate regions with larger values are salient and we believe human
beings perceive in a similar way. As the search of both the location and







Figure 3.2: Window searching.
of color densities, the sizes of candidate regions are discretized to simplify
the optimization process and to save computational consumption. For each
pixel in a scene image, WACH window traverses to locate candidate saliency
regions by sorting (2.6). This simplicity influences the overall performance
slightly because saliency refinement can remove redundant patches from fil-
tered saliency regions.
3.4 Saliency Refinement
Given candidate saliency regions that are detected in the first phase, a refine-
ment operation is further conducted to improve saliency properties of candi-
date regions for a more meaningful and precise output with clear boundaries
of objects. This optimization is achieved by maximizing the density dif-
ference between dominant regions (saliency regions) and supporting regions
(non-salience regions). Together with estimation of densities, an energy func-
tion is defined and optimized with Graph Cuts iteratively for a reliable and
optimal output. Scene images are preprocessed and normalized to reduce
noise by using homomorphic filtering and Gaussian filtering. The normaliza-
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tion also facilitates estimation of color distributions.
3.4.1 Saliency Energy
The regions of visual saliency provide candidate parts which significantly
inspire the visual system of human beings in a biological way. However,
object information is not considered and thus the selected saliency regions
may not be meaningful. These regions are attractive whereas some of them
may not be significant parts of objects. Therefore, a refinement process is
conducted by classifying the pixels with saliency regions into salient objects
and non-salient parts.
The pixels within candidate saliency regions are interpreted as observa-
tions in a random process X. The pixels in saliency regions in RGB color
space are represented as xn conditioned on the latent random variable Y . Ob-
servations of X are salient if they are drawn with Y = 1 while observations
of X are not salient if they are drawn with Y = 0. Therefore, the density
of pixels in a region can be approximated by PX|Y (x|s) with s ∈ {0, 1}.
An energy function E is designed so as to find a good separation of salient
regions and non-salient ones by minimization. The solution of the energy
function corresponds to optimal discriminating of meaningful objects. The
grayscale value of a pixel is denoted as x, and saliency switches are indicated
by s ∈ {0, 1} where s = 0 means “non-salient” and s = 1 means “salient”. A
form of Gibbs energy for optimization of salient regions is defined as
E(s, x) = U(s, x) + pW (s, x) (3.2)
where p is a weight parameter determined based on experimental perfor-
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mance. In general, a larger p highlights the connectivity of regions and a
smaller one emphasizes the distribution divergence of colors between salient
and non-salient regions. To reduce the disparities of the saliency regions
detected, the smoothing term W can be given as [69]





with q as a constant weight. Two factors, illumination difference and distance
between pixels, are considered in the term, where pixel distances play a
more important role in avoiding over-segmented patches. The smoothing
constrain avoids small meaningless patches and hence improves performance
of saliency detection. At the same time, the difference between the color
distributions of salient regions and those of non-salient regions is expected
to be maximal, which is measured by the internal energy U . By estimating
color densities, symmetrized Kullback–Leibler divergence can be applied in





+DSKL(PX|Y (x;σ1, s = 1)‖PX|Y (x;σ0, s = 0)) (3.4)
where σ is the determinative parameters of PX|Y (·). Many density models
can be adopted to approximate color distributions, such as a generalized
normal distribution [70, 71], Gaussian mixture models (GMM) [72], and non-
parameter models [73]. In candidate saliency regions extracted in the first
phase, multiple mode models are preferred in distribution estimation because
many object components may be contained. Densities of salient and non-
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salient regions in natural images can be approximated using a mixed Gaussian
model [69]




where N (x, µi,Σi|s) = 1(2pi)d/2|Σi|1/2 exp
(−1
2
(x− µi)TΣ−1i (x− µi)
)
with d as
the cardinality of x, µi as mean and Σi as covariance parameters. The pa-
rameters can be estimated with color observations using Expectation Maxi-
mization (EM) algorithm and the optimal number of components of GMM
is N = 5 based on the experimental results. The second addend of (3.4) is
DSKL(PX|S(x|s = 0)‖PX|S(x|s = 1))
=
∑
s={0,1} PX|S(x|s = i) log
PX|Y (x|s=i)
PX|S(x|s=1−i)
Here Kullback–Leibler divergence between GMMs needs to be computed.
However, there is no closed-form solution and Monte-Carlo sampling is usu-
ally employed in applications. In [74], an approximation method by matching
elements of GMMs is proposed, which is proved to be effective in image re-











where the corresponding element number is given by
pi(i) = arg min
j
(
DKL(Ni||N ′j)− log k′j
)
,
which is an element matching function between N and N ′. The Kull-
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+ (µi − µj)TΣ−1j (µi − µj)
)
.
In the segmentation algorithm presented in [69], an energy function to maxi-
mize color distributions of foreground and background is applied to determine
boundaries, which can also generate comparable outcomes in refining saliency
regions by improving the presentation of objects in each region. That func-
tion, however, highlights the continuity of two sets of regions rather than the
difference between them.
Remark. There are two purposes in introducing the saliency refinement pro-
cess: (i) The salient regions discovered in the first phrase are not “fine”
because the boundaries are not accurate as shown in Figure 3.5. We believe
that human beings are most interested in objects and the focus in a scene
is around objects. By using the saliency refinement, the regions with ob-
ject parts are desired to be extracted. (ii) In the saliency sense, the second
addend in (3.4) separates the candidate regions by maximizing the color dis-
tributions between salience and non-salience regions, and thus the candidate
regions are refined.
3.4.2 Saliency Determination
Given the energy function (3.2), it is desired to obtain the saliency label of
each pixel that minimizes the energy. However, global optimization of the
energy function is impractical, which is a NP-hard problem. As an effective
approximation, Graph Cuts [75] is employed to find the optimal solutions.
The scheme of optimization of saliency energy using Graph Cuts is shown
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Figure 3.3: Optimization by Graph Cuts.
in Figure 3.3. In the graph, the set of vertices represents pixels or patches
in a 2D scene image, and the terminals indicate saliency of a pixel. Each
vertex connects to a terminal with an association energy cost and neighbor
pixels in pair are bridged with a neighbor link. Graph Cuts attaches or
detaches the links between vertices and the terminals for a minimal energy
function. As the color densities of salient regions (s = 1) and non-salient
regions (s = 0) vary in each operation of “Graph Cuts”, the color distributions
need be estimated in every cycle of optimization.
By minimizing the saliency energy, candidate salient regions are polished
to distinguish salient and non-salient parts in a feature level. It is assumed
that salient and non-salient parts, within a local candidate saliency region
produced in the first phase, are with distinct distribution densities. Seg-
mented regions generated by the proposed approach provide predictions of
attention of human beings to object parts. Together with saliency filtering,




Algorithm 2 Bottom-up saliency determination
(i) Compute and sort (2.6) to obtain candidate saliency regions;
(ii) For each candidate region, compute the statistics and estimate param-
eters of densities of salient and non-salient regions for the assumed
density functions with (3.5);
(iii) Compute the energy function (3.2);
(iv) Apply Graph Cuts algorithm to optimize the destination function until
convergence.
3.5 Experimental Evaluation
In this section, the performance of the proposed salient detector is evaluated
by showing general results of saliency prediction, studying the common atten-
tion direction of the social robots in various scene images, and investigating
the invariance of the detector to light and view point. In the experiments,
two kinds of datum images are collected: daily images and manually labeled
database. A database [23] with 1003 images and eye tracking data of 15
viewers is employed in the experiments for evaluation and comparison. A
very slight modification of the database is performed by classifying images,
deleting duplicated and gray-scale images as colorfulness is important in the
proposed algorithm. Before the experiments, images are normalized into
640× 480 pixels to facilitate performance evaluation and comparison.
3.5.1 General Performance
For an intuitive view of saliency detection, saliency determination using the
proposed approach in usual scene images is shown in Figure 3.4. The left
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column lists the origin scene images from the database, the second column
presents the stage results of saliency filtering with optimal information and
colorfulness, the third column shows the final refined attention regions based
on the stage results and final saliency predictions after refinement. As shown,
the algorithm can extract salient regions with rich information and colorful-
ness attraction, which should be given much attention in searching objects
and scene understanding. In the first phase, the regions with little infor-
mation such as walls, floors and blank surfaces are filtered out to locate
candidate regions for a high rate of saliency detection. In the following
second phase, the candidate regions are purified with the consideration of
object properties in saliency and non-saliency regions. Saliency portions are
highlighted through the refinement process and precision rates are increased
by decreasing sizes of candidate regions. After these phases, final saliency
regions are more precise with smaller sizes at the same time.
To investigate the minimization performance of saliency energy in the
saliency refinement, an iterative optimization and convergence process of
Graph Cut algorithm for a scene patch is shown in Figure 3.5. The scene
image and candidate saliency regions detected in the first phase are shown in
Figure 3.5a, where two yellow flowers are fully detected and only edges of the
orange flower are extracted due to limited sizes of searching windows. The
result is a compromise between detection rates and candidate region sizes.
The result of the refinement process of one of the regions, a yellow flower,
is presented in Figure 3.5b. As illustrated in the figure, the saliency region
decreases while keeping the boundaries of the “flower”. This demonstrates




Figure 3.4: Attention determination with saliency filtering and refinement
on six types of scenes: animals, artifacts, buildings, indoor scenes, outdoor
scenes and streets.
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(a) Candidate regions.
(b) Refine process.
Figure 3.5: Convergence of iterative optimization.
In daily life, people have prior knowledge in different types of scenes,
which can facilitate object searching and understanding by browsing certain
portions related to an object. The prior knowledge is usually reflected by the
manner in which people observe a scene. To investigate the most common
attention of human beings in various circumstances, saliency and attention
regions of a sequence of scenes are averaged and compared in Figure 3.6.
Nine sorts of scene images are studied in the figure, where the scene images
are presented in the first row, the averaged attention of people is given in the
second row and averaged attention determined by the proposed algorithm
is shown in the third row. As illustrated, there is a specific pattern to de-
termine saliency in a class of scenes, both from the results of the database
and from those achieved with our method. From common sense, we adjust
our attention according to the type of a scene. For instance, the focus of an
outdoor or street scene is usually in the lower part of images, and that of
an indoor scene is frequently dispersed in the whole view or in the middle.
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Interestingly, this kind of perception pattern is not revealed in the experi-
ment results of eye fixation data, where people’s attention is in the center of
images consistently in any kinds of scenes. However ironically, there are spe-
cific patterns of saliency determined using the proposed technique, possibly
reflecting attributes of scenes and perception nature. A reasonable explana-
tion of experimental results of the database is that the data may be obtained
at the very beginning of people’s attention to an unfamiliar image, which is
significantly related to the habit of searching by starting from middle parts.
The results prove, from another perspective, the effectiveness of the proposed
method in simulating the biological visual behaviors and perception of hu-
man beings in some sense. The popular attention can be modeled as the
prior in the top-down algorithms of saliency detection.
3.5.2 Quantitative Evaluation
In order to evaluate the performance quantitatively, predictions provided by
the proposed algorithm are compared with eye tracking data in the manually
labeled database. In this chapter, performance is assessed by calculating de-
tection rates and precision of detected regions which are given by D% = Rm
Rf
and P% = Rm
Rs
, where Rm is the matched region, Rf and Rs denote fixation
regions and saliency regions detected respectively. As people’s attention to a
scene is usually influenced by many factors and varies in different situations,
the performance of the proposed technique in different scenes is averaged
and compared with a top-down approach of saliency learning. Eye fixations
and saliency predictions of nine classes of scenes are given in Table 3.1. The
performance of the linear learning method provided in [23] is also presented
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Figure 3.6: Most popular attention regions of different scenes, from left to




Table 3.1: Performance of the proposed technique.
Scene Type Fixations Size Proposed TechniqueSaliency Size Precision Detection
Animal 0.0271 0.1274 0.0794 0.3615
Artifact 0.0290 0.1245 0.0626 0.2752
Building 0.0302 0.1263 0.0777 0.3242
Food 0.0307 0.1552 0.0771 0.3770
Indoor 0.0288 0.1276 0.0748 0.3424
Nature 0.0284 0.1335 0.0729 0.3356
Outdoor 0.0286 0.1310 0.0700 0.2989
People 0.0276 0.1338 0.0725 0.3339
Street 0.0292 0.1251 0.0712 0.3043
Average 0.0288 0.1316 0.0731 0.3281
in Table 3.2 as a baseline for comparison. The best and the worst perfor-
mance is highlighted with a underline. From the experimental results of eye
fixations, average region size is 0.0288 of the whole image. General perfor-
mance of the proposed saliency prediction is detecting 0.3821 attention with
precision 0.0731. The size of used candidate regions is 0.1316 of that of scene
images. The proposed technique outperforms the baseline performance both
in detection rates, and in sizes of candidate regions. In the nine types of
scenes, the best performance achieved by the proposed technique is in im-
ages with animals, and the worst one is in images with artifacts. This can be
explained with the fact that animals are usually easy to be separated from
backgrounds, whereas the focuses of artifacts varies from different people and
is severely influenced by personal interest.
3.5.3 Influence of Selective Parameters
The candidate saliency region is determined in the first phase of the al-
gorithm, where the most important selective parameter is the number of
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Saliency Size Precision Detection
Animal 0.2338 0.0743 0.2851
Artifact 0.3127 0.0430 0.2931
Building 0.2562 0.0590 0.2843
Food 0.2202 0.0870 0.2938
Indoor 0.2753 0.0539 0.2859
Nature 0.2503 0.0609 0.2848
Outdoor 0.2388 0.0592 0.2938
People 0.1554 0.0983 0.2914
Street 0.2331 0.0718 0.2979
Average 0.2481 0.0675 0.2900
saliency patches. As the number increases, overall candidate regions grow
and at the same time, saliency detection rates rise. The negative effect of
large number of candidate regions is causing low precision of saliency regions.
From the empirical results shown in Figure 3.7, the best configuration of the
number of candidate regions is 60 with region sizes range from 1/80 to 1/20 of
image widths. There are also some other selective parameters that influence
the overall performance. The influence is however very weak in comparison
with that of the region number.
3.5.4 Performance to Variance
Robustness plays important roles in vision applications as conditions vary
regularly such as positions and brightness of illumination, colors of lights,
view angles, and occlusion. In this subsection, we will investigate robustness
performance of the proposed approach in addressing influence of noise, view
point and light variation.
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Figure 3.7: Performance influence by region numbers.
proposed algorithm, experiments are conducted on scene images with multi-
colored noises and the results of saliency filtering and saliency refinement are
shown in Figure 3.8. The Gaussian distributed color noises are added to the
image at random positions with the percentages of 0, 5,10, and20. As shown
in the figure, the results of saliency filtering are not severely influenced but
those of the saliency refinement are influenced by the added noises. Some
of the candidate saliency regions are removed by the refinement process as
the regions appear to be non-saliency regions (background) with the added
noises. Similarly, the algorithm is also tested with the image in different light
conditions and with different viewpoints and the results of saliency filtering
and saliency refinement are presented in Figures 3.9 and 3.10 respectively.
The image is processed by multiplying a light scale with the ranges 0.8, 0.9,
1.1, and 1.2 to simulate the changing of light conditions of the original image.
It can be seen from the results that the generated saliency regions are not
influenced except for a few of small candidate patches. Likewise, the image
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is transformed by projective transform to reproduce the effects of viewpoint
changing with angle ranges −pi/6,−pi/12,pi/12, and −pi/12. The change of
viewpoint affects the result of both filtering and refinement process.
Figure 3.8: Experiments on images with different noise scales. From left
to right, the images are processed by adding multi-colored noise with the
percentages 0, 5,10, and 20.
Disturbance of noise, light conditions and viewpoints causes performance
reduction in detection rates and precision and averaged influence on the
performance is summarized in Figure 3.11. As reflected by the quantitative
results, there is strong performance impact from added noise especially on
detection rates. However, the performance of detection rates seems not to
drop monotonously but to fluctuate as noise densities increase. There is
also little influence on precision performance if main features of objects are
not interfered. As variance of light conditions and viewpoints increases, the
performance of the technique declines both in detection rates and in detection
precision. Nonetheless, the performance of the algorithm is still acceptable
when the variance is within limited ranges. The influence on detection rates is
more severe than that on detection precision when the change of conditions is
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Figure 3.9: Experiments on images with different light illuminations. From
left to right, the images are processed with light scale −20%, −10%, +10%,
and +20%.
within reasonable range. By introducing a refine process, the robust property
of the algorithm is improved because distribution information of regions is
utilized, which is usually slightly affected by condition variation.
3.5.5 Discussion
In methods proposed in this chapter, saliency regions are extracted with pre-
cise boundaries that are salient in terms of informativeness and colorfulness.
By combining two phases, both detection rates and precision are optimized.
In the sense of computation complexity, the computation of graph-cut and
EM processes is much more expensive than the saliency filtering phase. How-
ever, in actual application, the consumption of computational resources can
be alleviated considering: (i) keeping the candidate salient regions reasonably
small and (ii) decreasing the number of iteration to convergence. Despite of
this, the algorithm is slow when the refinement is conducted. It is worth
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Figure 3.10: Experiments on images with different viewpoints. From left to
right, the images are transformed with the angles of −pi/6,−pi/12,pi/12, and
−pi/12.
noting that human attention has a sensitivity range and the attention varies
when presented to a scene with different distances. At the current stage, we
would like to realize the biological ability by optimally reflecting the mea-
sured data from the ground-truth database. For the proposed algorithm,
this can be achieved by adjusting the number and size of searching win-
dows. A better solution to adaptive saliency is searching with the technique
in multiple scales and concluding the best candidates. As demonstrated in
experiments, the proposed technique can predict people’s attention with rel-
ative small saliency regions. In general, the technique performs better in
scenes with fewer objects than in those with more. The main reason is that
candidate regions determined in the first phase depend on the distributions of
objects in the scene, and at the same time, people’s attention varies severely
as their interest differs. However, some of the images where the proposed
technique fails in predicting saliency regions are given in Figure 3.13. These
are strong cases for combining top-down saliency determination techniques
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(a) Performance on light variance.





















(b) Performance on change of viewpoint.
Figure 3.11: Performance to variation of noises, light conditions and view-
points



















Figure 3.12: Performance on noise variance.
and bottom-up methods.
3.6 Summary
A saliency determination algorithm has been proposed to predict saliency re-
gions in sense of colorfulness, informativeness and significance of objects. The
approach starts by filtering candidate salient regions according to informa-
tion entropy and biological color sensitivity, which corresponds to biological
stimulation of a scene. A following refinement operation is conducted for a
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Figure 3.13: Difficult images in attention determination.
precise and meaningful presentation of saliency. Through experiments, the
proposed approach shows good performance in predicting saliency with clean






As most of the designed robots are humanoid, robotic heads play important
roles in interaction, during which eye contact and head movements convey
the understandings, mood and feelings. Many robotic heads with the same
design specifications as a human’s head were proposed [76, 35], which were
equipped with cameras on the heads to perform visual perception. For a rich
and engaged human-robot interaction, some heads are designed to be able
to present facial expressions. Although these designs meet the functional
requirements of a head, the users may still feel they are communicating with
robotic machines if they are lack of biological behaviors in human-robot in-
teraction. Efficient and effective methods have yet to be studied to improve
the social behaviors of social robots.
During the human-robot interaction, the robotic head need not only func-
tion like tracking and recognizing objects, but also attend to or focus on in-
terested regions in a scene and behave correspondingly. It is well known that
there are common patterns by which people face to a target. Therefore, the
realization of the biological ability of visual attention on social robots could
enhance the human-robot interaction. Many saliency detection algorithms
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on images and video clips have been proposed to predict human visual at-
tention in the field of computer vision [28, 22], and some visual attention
predication algorithms have been applied on social robots [77, 78]. How-
ever, the current methods have not adequately addressed the problems of
robustness and adaption for mobile social robots. The moving robots bring
vibration and motion into the vision, which could influence the performance
of the algorithms and even render the algorithms unstable.
People have particular customs in searching, moving and positioning eyes
and these patterns may influence our judgment of a person. As such, a
robotic head can improve the social feeling and sense of a social robot if
it is capable of mimicking eyes and head movement of human beings. For
head-eye coordination, biological and social researchers have developed in a
variety of directions, and a few biological rules are proposed, which constrain
the movement and stable positions of the head and eyes. In [79], an eye-head
movement model, derived by investigating saccadic eye movements made
by Rhesus monkeys, was applied to the automatic animation of a realistic
virtual human head. By studying fundamental mechanisms that how brains
control the eyes and heads [39, 40, 41], many researchers took efforts in
designing and implementing algorithms and models to emulate the behaviors
approximately.
Some bio-inspired methods have been proposed in the literature to real-
ize human-like movements on robots. In [80], the authors presented a bio-
inspired sensory-motor coordination scheme for a robot which was able to
grasp an object while reshaping the fingers to the required grasp configura-
tion and while predicting the tactile image that will be perceived after grasp-
ing. A distributed control method based on feedback-error-learning (FEL),
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which was used to model cerebellar motor learning, was proposed in [81]
to provide the sensorimotor coordination system of a robotic head with ex-
plorative abilities with reflexes constraining the learning space. The robot’s
visual abilities reached a good level of performance with reflexes supervising
the learning through feedback controllers embedded in each controller. The
authors in [82] introduced an active stereo camera head which was able to
learn to fixate objects in space autonomously. The head performed an initial
and a correction saccade during fixation. An algorithm imitating a mecha-
nism surmised to exist in the brainstem controlled the correction saccade in
the learning phase. A neural network served as the adaptive component in
the system, and a self-organizing fovea was proposed to improve the conver-
gence of the learning algorithm and the accuracy of the fixation. To realize
the accurate eye-head coordination observed during head-free gaze saccades
in humans on a robot, the authors in [83] implemented a biologically inspired
model of gaze control on a 7 DOFs robotic head. The experimental results
demonstrated the ability of the proposed bio-inspired control to achieve and
maintain the stable fixation of the target which was always positioned within
the fovea and the ability to reproduce both the typical patterns of eye-head
coordination and the main sequence diagrams of human beings. These works
are good examples to find possible solutions to the development of human-like
movements for social robots from the biological field.
In this chapter, we propose a design of social robotic head with binocular
vision, which is capable of determining attention and coordinating eye-head
movement in a biological manner. According to the saliency in image se-
quences, the visual attention generates a series of saccade signals for the
head-eye system to track by correspondingly turning of the head and eyes.
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In order to emulate the actions of human heads during a saccade process, the
eyes and head are controlled by following the experience trajectory obeying
the biological laws. With the electrical and mechanical design parameters,
the control of the described robotic head is proposed and both simulation
and practical experiments are conducted to study the performance of real-
time trajectory tracking. The designed robotic head can be applied to social
robots to endow them with the capability of attention determination and
social behaving. The main contributions of this chapter are highlighted as
follows:
(i) The view-adaptive saliency prediction is proposed to search saliency
regions, track and determine attention in videos;
(ii) The adaption mechanism considering the biological properties and me-
chanical constraints is introduced to the head-eye coordination; and
(iii) The robotic head is designed with mechanics specifications and the
control scheme is presented for human-likely actions during saccade.
4.2 Visual Attention Prediction
In the proposed framework of visual attention prediction, the following cri-
teria are highlighted: (i) in addition to the color and information attraction,
motion is evaluated as an important factor in attention prediction for mobile
social robots; (ii) high level information such as human faces and texts is
measured as prior knowledge in saliency search. For a mobile social robot,
moving objects generally attracts attention due to their importance in nav-
igation, scene understanding and tracking. Therefore, the relative motion
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saliency is evaluated with a projection model. During the human robot in-
teraction, prior knowledge of saliency, such as focuses on faces and texts,
plays important roles in attention prediction. These salient features are re-
covered using detectors in the framework.
4.2.1 Information Saliency
Given an image sequence I = [I1, I2, I3, · · · , In], saliency maps are computed
for each image in the sequence considering the temporal information and
people’s customs in viewing scenes. For a candidate region R, the saliency
degree is measured by the amount of information and color attractiveness by
using the proposed criterion (3.1)
Si(R) = Sd(R) + Sc(R) (4.1)
where Sd(R) is the function evaluating the distributional information con-
tained and Sc(R) is the measurement of color attraction in the region R.
Hence a saliency map is generated by computing (3.1) and averaging the
weights across each region.
As one of the fundamental parameters, the searching region size varies in
different scenes and it is difficult to determine optimal size. Hence, we im-
prove the origin detector by introducing the multi-scale technique. While the
presented detector perform well in actual images, the presence of sharp ob-
ject boundaries and relatively small searching window can cease the saliency
searching at a local patch that may not be reasonable in the object sense.
Hence, to cope with the problem of bias on object boundaries in a certain
scale, the saliency searching is performed in a multiple-scale manner and the
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Figure 4.1: Static saliency detection.
overall saliency is achieved by averaging the saliency map in different scales.
The initial scene image is blurred with a Gaussian model and downgraded
in the size subsequently to construct a pyramid of scenes, each of which
is processed by the proposed saliency detector to generate a saliency map.
The intermediate and average results of saliency regions are given in Fig-
ure 4.1. For a static scene image, the saliency map computed with (4.1) in
the multiple-scale space and the overall attention prediction is the summa-
tion of the weighted saliency maps as shown in Figure 4.1. The right image
shows the attention predication based on the weighted saliency maps that
are computed in the multiple-scale. The curves in the left image depict the
contour of the saliency map and the predicated gazes are determined as the
centers of the contours. The predicated gazes are marked in the figure to
show the potential interested regions of the scene that a social robot should
pay attention to.
4.2.2 Motion Saliency
Most of the motion saliency detection in computer vision focuses on detecting
moving objects with respect to the still [84] or dynamic background [85, 86].
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In this chapter, we model the motion saliency in the context of mobile camera
mounted in the robotic head. The prominent problem is to compensate the
motion introduced by the moving camera. In addition, as the robotic head
is usually mounted in the top of social robots, much noise and motion blur
may be brought into the captured images due to the mechanical vibration
when the robot is moving around. In this chapter, the moving objects in the
context and the appearing objects owing to the change of the view angle are
considered as saliency.
Assumption 3. The difference between frame is limited with respect to the
time difference, i.e. limδt→0 It+δt− It = 0, meaning that the movement of the
camera (also the robot) is continuous.
Assumption 4. The new information that cannot be discovered in the pre-
vious frame is important and hence should be salient.
With these two assumptions, as the movement of the robot is within a
small scale between each visual capture, the projection between the contin-
uous frames is modeled in linear form. The projection relation that approx-
imates the association between matching points is defined by
Li = P ijLj (4.2)
where Li = [Li1, Li2, · · · , Lik] is the location matrix of the corresponding points
in Ii with each entry Lik = [rik, cik, 1]T as the column and row position of a
corresponding point between Ii and Ij in the homogenous form, and P ij is
the linear projection matrix from Ii to Ij. Given one corresponding position,
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To solve the optimal linear projection, the linear projection (4.3) can be
rewritten in the matrix form [87],
(vxk)
Tpij = 0 (4.4)
(vyk)
Tpij = 0 (4.5)
where


















vxk = [−rik,−cik,−1, 0, 0, 0, rjkrik, rjkcik, rjk] (4.7)
vyk = [0, 0, 0,−rik,−cik,−1, cjkrik, cjkcik, cjk]. (4.8)
Assuming that corresponding points in both images can be identified and cor-
respondence can be approximated with linear maps within a small movement
of the camera, the projection matrix can be computed by
Vijp
ij = 0 (4.9)






2, · · · ,vxk ,vyk] with k corresponding points between
the two images. Using least-mean-square (LMS) or singular value decompo-
sition (SVD), the perspective projection of objects can be approximated by
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the homography in the projected image space when the change of viewpoints
is reasonably small. The RANSAC (Random Sample Consensus) technique
can be applied in the homography estimation by mapping the corresponding
feature points [88]. In this chapter, we adopt the Affine-SIFT [89] to reliably
identify features between continuous images. As an extension of SIFT, the
Affine-SIFT shows strong transformation robustness to the pose change of
cameras in addition to zoom, rotation and translation.
After the translation between two continuous images is modeled by linear
transformation caused by the movement of the camera, including scale and
rotation, the image difference to evaluate is measured by
Sm = f(P
ij(Ii)− Ij) (4.10)
where f(·) is the saliency evaluation function and P ij(·) projects an image
with the relationship defined in (4.3). In this chapter, the evaluation function













where d is the size of the filter window. The other well-designed image filters
could be also applicable to discover the motion [90, 91].
The view adaptive motion saliency and motion differences were performed
on the continuous image sequences, which were taken when the robot was
walking along a corridor. It can be seen from the results shown in Figure 4.3
that the motion saliency computed by image difference is greatly influenced
by the environmental changes caused by the movement of the robot. The
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Figure 4.2: Reconstructed projection between two continuous images with
different view angles.
image sequences captured by the moving social robot are shown in the first
row, the image differences are given in the second row, and the adaptive
view motion saliency is presented in the third row. In contrast, the motion
of the interest objects with respect to the environment is highlighted using
the adaptive view motion saliency by compensating the environment motion
to extract the moving objects.
Remark. For computation simplicity, the image difference and the mean filter
are adopted to discover the motion saliency. In order to achieve a more effi-
cient performance, more accurate models, such as Gaussian dynamic models
and dynamic features, could be utilized to model the images, and nonlinear
filters would be effective in picking up motion saliency regions.
4.2.3 Saliency Prior Knowledge
In natural scenes, people are usually interested in and pay more attention
to the regions with faces, animal heads, texts as well as moving objects in a
scene [23]. These kinds of information are initially designed to be salient in
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Figure 4.3: View adaptive motion saliency.
the interaction between human and environments. In this chapter, this infor-
mation of faces, pedestrians and texts are extracted separately to server as a
strong evidence of saliency for the designed social robot. The prior saliency
is determined as Sp(R) = 1 for these regions and Sp(R) = 0 for the other
ones. There have been a lot of fast detection algorithms for face detection
base on Haar-like features [88, 92], pedestrian detection based on Histogram
of Oriented Gradients (HOG) [93] and text detection using Wavelet [94] and
open-source library Tesseract [95].
4.2.4 Saliency Fusion
The final saliency distribution is determined by combining all the above three
saliency components. The information saliency and prior knowledge saliency
present static salient areas of the image, and the motion saliency analyzes
the saliency caused by moving objects. In this work, the final saliency map
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is set to be the combination of the three saliency maps as follows,
Sf = (1− α)(Si + Sp)
2
+ αmax(Si, Sp) · Sm (4.12)
where Sf , Si, Sm and Sp denote the final saliency map, information saliency
map, motion saliency map, and prior knowledge saliency map respectively.
The value of parameter α varies between 0 and 1, which is determined by




in the scene as
α =

βm 0.01 < β < 0.2
0 otherwise
. (4.13)
All the saliency maps are normalized before the weighted combination. The
final saliency is composed by two parts, where the first part is the mean value
of Si and Sp, which calculates the average important part of a picture accord-
ing to the colors and knowledge like faces, text, etc. The second component
of Sf is calculated by the dot product of motion saliency and the maximum
value of Si and Sp. In this component, the contribution of motion saliency
to Sf is counted as well as the trade-off of motion and static saliency.
4.3 Modeling of the Robotic Head
There are a few requirements to consider in the design of the robotic head to
present favorable expression in social sense, such as degree-of-freedom (DoF)
of the mechanical structure, the well-designed outline as well as reliable and
rapid dynamics. In this section, we will present the design and modeling of
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the robotic head and the definition of coordinates to facilitate the control
scheme.
4.3.1 Mechanical Design and Modeling
There are three and two DoFs in the neck and eyes, respectively, for most of
the animal heads to generate a natural and effective motion. In the current
designs of social robots, eyes are ordinarily fixed in the head and the change
of eye posture is achieved by head motion. Although full motion can be
obtained, the eye-head motion is hard-shelled in the adjustment of field-of-
view (FoV). By imitating human heads, we design a bio-mechanical eye-head
system with redundant DoFs as shown in Figure 4.4 for natural and biological
movements. The head gestures of shaking and nodding are implemented with
the differential gear mechanism driven by two coupled motors M1 and M2
respectively, and wryneck actions of the head are driven by the neck motor
M5. Two more perpendicularly located motors, M3 and M4 operate the eyes
in left-right and up-down directions. Additionally, the open or close actions
of the eyelids are controlled using an individual motor.
The mechanical structure of the head and eyes is shown in Figure 4.5 with
3D overview of the prototype. The head is constructed with metal brackets
and the eyes are designed as hollow balls, in which cameras are assembled.
The whole head is designed in accordance with the biological data of human
beings, except that the centroid distance of two eyeballs is a little bigger due
to the mechanism structure of the motor. The mechanism parameters and
the dimension of the system of the designed robotic head are tabulated in
Table 4.1.
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Figure 4.4: Motor-driven robotic head.
Figure 4.5: Mechanical design of the robotic head.
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Table 4.1: Mechanical configuration of the robotic head.
Items Dimensions
Head width 163 mm
Head height 151.5 mm
Head thickness 35.6 mm
Eye diameter 39 mm
Distance between eyeballs 73 mm
Table 4.2: Coordinate representations.
Symbol Representation
sαh the pitch angle of the head in the space frame
sβh the yaw angle of the head in the space frame
θi the angular position of the i-th motor
For convenience of control and representation of the head and eye poses,
three coordinates are assigned to the head and the eyes with the defini-
tion shown in Figure 4.6. All angle directions are defined according to the
right-hand rule unless otherwise clarified. There are four coordinates in the
biological robotic head system: the space coordinate system S(Xs, Ys, Zs)
located on the robot body, the head coordinate H(Xh, Yh, Zh) whose origin
is fixed in the center of the neck, the eye coordinate E(Xe, Ye, Ze), and the
image plane I(δx, δy). The focus of the robot system is controlled by head-
eye mechanisms and the pitch and yaw movements drive the location of a
stimulus to shift in the image plane.
In the defined coordinate, the head pose is depicted by α,β and γ for its
pitch, yaw and roll angles, which is driven by the individual motors M1 and
M2 respectively. Due to constraints of the mechanical structure, roll actions
of the head are driven by the neck motor M5. The mapping from the motor
angle to the robotic head position is,
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The view directions of the eyes with respect to the body are determined by
pitch and yaw angles of eyes in the head frame and the reference of the eye















Suppose that the field of views (FoV) of the cameras is (Θxfov,Θ
y
fov), the image
size is (Vx, Vy) and optical axis passes through the center of the captured
images, the conversion from pixel differences (δx, δy) to the change of view













Therefore, the adjustment of view focus can be achieved through cooperative
motor drives. Due to the DoF redundancy in (4.15), the view direction can
be altered both by changing eyeball pose and head directions. As such, if
the robot desires to look left, she can turn her eye leftward, or turn her
head leftward, or even turn her body left. The realization of looking leftward
depends on the control strategy and requirements. In Section 4.4, we will
discuss the additional biological constraints in the eye-head coordination and
the corresponding control scheme.
4.4 Head-eye Coordination
According to the head-eye model (4.15), there are multiple solutions to drive
the focus of the robotic head to the interested scene regions. In this sec-
tion, the biological constraints of head-eye system are invested and head-eye
trajectory generation is proposed following the moving pattern of biological
saccade behaviors.
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4.4.1 Head-eye Trajectory
It has been shown by biological studies [96, 97, 98] that there are certain
lawful strategies controlling the movements of the head and eyes for a target
gaze direction. For a targeted gaze, the turning of the head-eye system can
be achieved by head-prominent or eye-prominent approaches. The movement
of the head and eyes follows the below design criteria for biological saccade
behaviors.
Criterion 1 (Listing’s Law [99] and Donders’ Law [100]). The mechanical
design and control scheme of the biological head-eye system are designed to
follow the Listing’s and Donders’ Laws, which specify the unique orientation
of the eyes while looking into a specific direction.
The Listing’s Law states that with the head stationary, upright and the
eyes fixating a distant object, all rotation axes of the eye lie in the same
plane. Although the Listing’s law do not generally hold for all the cases
[101], especially when the gaze shift involves the head and eye movement,
the movement can be first estimated in the Listing’s plane and then non-
linearly extended to Donders’ plane. The difference between Listing’s and
Donders’ Laws is that Listing’s plane is a planar surface and Donders’ plane
is arbitrary 2D plane.
Criterion 2 (Biological constraint). The designed robotics head follows the
operation constraints of biological vision systems.
The mechanical constraints are looser than that of the biological system.
Therefore, biological constraints such as effective oculomotor range (EOMR)





























Figure 4.7: Gaze decomposition.
behavior and interaction. The head-eye moving pattern is different for various
people according to their biological status. However, there have been no
biological models showing the way how the eye behaves in different view
positions. Hence we optimize the approaching time to achieve the target
gaze. As the real gaze shifts involve movements of eyes, head, torso and
limbs, and some of these motions are translational as well as rotational. The
robot is designed to behave in the most natural and effective manner with
the optimal movement configuration.
We extended the saccade system model in [41] by introducing an adaption
mechanism considering the biological properties and mechanical constraints
of the robot system for a natural and fast attention approaching. The pro-
posed head-eye coordination system is shown in Figure 4.7. As the relative
position between the eyes, the head and the space is fixed according to the
mechanical constraints as shown in Figure 4.4, the pose of the head-eye sys-
tem is described with quaternions that are the sum of a scalar and a vector
q = q0 + q1i + q2j + q3k where i, j and k are basis elements.
Given the gaze position (δx, δy) through visual attention prediction, the
target angular position of a gaze in the eye coordinate as shown in Fig. 4.6
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i + δxj + δyk (4.18)
according to the triangular relations between view angles and field-of-view
of cameras with the assumption that the camera is linear proportional in the















The task of the head-eye system is driving the eye focus i axis to the target
gaze position etg =
tg
‖tg‖ . As the focus of the computation is the angular
speeds of each motor, the derivative of etg with respect to time can be given
as [102, 99, 103]
et˙g =
etg × sωe
= etg × [hq−1e ∗ (sωh ∗ hqe + 2 hq˙e)] (4.20)
where sωe is the angular velocity of the eye system in the eye coordinate rel-
ative to the space coordinate, the quaternion hqe denotes the angular trans-
formation from the eye coordinate to the head coordinate expressed in the
head space. The operation “×” describes the vector cross production and the
operation “∗” denotes the quaternion product. In the quaternion production
of a quaternion and a vector, the vector is augmented by setting the scalar
component as 0. Thus the position etg expressed in the space coordinate can
be computed by
stg =
sqe ∗e tg ∗ sq−1e (4.21)
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where sqe = sqh ∗ hqe. The movement of the head in the quaternion form can
expressed as x = x0 + 0i + xj + x3k, where the “ i” element is zero since it is
assumed that all the movements are in the Listing’s plane. To approach the
target gaze stg, the movement of the head x satisfies
x ∗ i ∗ x−1 = stg (4.22)
Noting that |x| = 1, it follows that
x ∗ i ∗ x+ = stg (4.23)
where x+ is the conjugate of x. From the following property of a quaternion,
we obtain x2 = −stg ∗ i.
Property 1 (Quaternion element projection). Let a quaternion be x = o1+
ai+bj+ck with 1, i, j and k as the element basis. If a = 0, x∗ i = i∗x+ where
x+ is the conjugate of x. The rest for b and c may be deduced by analogy.
Proof. The proof is straightforward by expanding the left and right sides of
x ∗ i = i ∗ x+ with the quaternion definition.
Due to the fact that the head does not strictly follow the Listing’s Law
but follow Donders’ Law, the movement of the head can be rectified by
introducing a torsional component at, and the amended x turns out to be
xˆ = x0 + ati + avx2j + ahx3k. (4.24)
A second-order surfaces can approximate the tensor part of the model as
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[104]
at = α0 + α2x2 + α3x3 + α22x
2
2 + α23x2x3 + α33x
2
3 (4.25)
Suppose that there is not torsional displacement relative to the reference








according to the fitting of the experimental data of head movement. The
weight av and ah are the scales of the vertical and horizontal head movements,
respectively, reflecting the fact that the head does not turn to the focus
precisely and the eye movement will compensate the residual turn.
The fundamental parameters in (4.24), av and ah, determine the shape of
the Donders’ plane and further influence of the trajectories of the head and
eye movement. However, there has been no research result of the biological
truth on the way to tune these parameters, which depend on the biologi-
cal properties and constraints of individuals. In this chapter, an adaptive
mechanism is introduced by mimicking the abilities of the head and eyes to



















Figure 4.8: Efficiency model.
and




where kh1, kh2 and ke determine the shape of the models. The shapes
of the functions are determined with the default configuration kh1 = 0.2,
ke = 0.3, and kh2 = 0.8. The models of (4.27) and (4.28) are visualized
in Fig. 4.8 for an intuitive understanding of the system features. Sup-
pose v(q) = [q0, q1, q2, q3] represents the element vector of quaternion q, the
θ = arccos v2(q) and ψ = arccos v3(q) correspond to the turn angles of the
head and eyes in the Listing’s plane. The models measure the adaptability of
the system at the current position (θ, ψ) when the position quaternion is q,
indicating how effective and how fast the head and eyes can response towards
the target gaze.
In a transition position, the effectiveness of the human head-eye system
could be significantly different in vertical and horizontal directions. For in-
stance, although the head cannot freely turn in the horizontal direction when
the gaze is in the left, the head can move effectively in the vertical direction.
To implement the biological feature, the contribution of the head movements
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point (sqth, hqte), which are the norm directions projected to j and k axis.
As the effectiveness model of eyes is symmetric, the influence of the eye ef-
fectiveness model in different directions is ignored for simple computation.
























where ah > av indicating that the head contributes more in the horizontal
direction than in the vertical direction. The desired head movement sq∗h can
be obtained by normalizing (4.24). Similarly, the desired final eye position
in the head coordinate is given following the Listing’s Law,
hq∗e = (−sq∗−1h ∗ stg ∗ sq∗h ∗ i)1/2. (4.31)
In the biological constraints in Criterion 2, the eye motion is constrained by
neurons during human eye-head saccade. In the dynamic transition process,
the instant desired eye position may be out of the boundaries of the EOMR.
As a result, the outlier eye position needs mapping onto the EOMR domain.
The desired eye position in the space domain is
sq∗e =
sq∗h ∗ hq∗e (4.32)
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and the instant desired eye position is
hqte =
sq−1h ∗ sq∗e . (4.33)
The EOMR domain is ellipsoidal domain and approximated model adopted





−k2(q21 + q22) + q23 = k3q¯23
(4.34)
where k2 and k3 are the shape parameters and q¯3 is maximal torsional. The
saturated eye position hqse is the cross point of shape (4.34) and the line
determined by hqte and sq∗e . Given the eye and head positions, the saccadic
velocity hq˙e and sq˙h, which are directly related to the motor angular speed
by ω = 2 ∗ q˙ ∗ q−1, can be modeled with the pulse generator [41]
q˙(v(q), q) =
50v ∗ q
1 + 20|v| (4.35)
When the gaze is on the target, the head could continue turning to com-
pensate the view divergence of eyes for a “comfortable” configuration of the
head and eyes. The motion of the head is controlled by the vestibuloocular
reflex (VOR) scheme for the sake of keeping the gaze stable in the space
during the accommodation. The scheme of VOR with auto-shutoff function
can be implemented as [41].
Pvor = muu





sωh ·h qe (4.37)
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with v = (hqte ·h q−1e ), u = Normal(v) and
m =





where v0 is the first element of v and Vvor is the threshold to shut VOR
function down.
4.4.2 Head-eye Coordination with Saccadic Eye Move-
ments
With the motion trajectories generated in Section 4.4.1 for saccadic eye move-
ments, the control scheme of the head and eye system is given in Figure 4.9.
The intelligent vision module computes the static and motion saliency for
a possible attention direction and the gaze decomposition module generates
serial control commands to the head and eye motor-driven system in the
context of current configuration of view angles. At last, the motor-driven
system drives the mechanical part to turn the gaze towards the target di-
rection following the generated control signals. The robotic head is driven
by programmable servo motors Dynamixel RX-64, which follows the input
control trajectories in each control cycle to move the head and eye in the
designed biological mode.
4.5 Experimental Evaluation
In this section, we investigate the performance of the saliency detection, sim-
ulate the trajectories of head-eye system during saccade movements and drive
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Figure 4.9: Biological head-eye coordination scheme.
the robotic head to visual attention with biological saccade behaviors. The
experimental hardware includes the robotic head in Figure 4.5 and the Point
Grey Research Flea2 color cameras mounted on the head base without using
the stereo functionality. The captured images are with the size 640 × 480
pixels and the field of view of the optical lens is 38.47◦(H) × 29.35◦(V ).
Visual attention prediction and head-eye trajectories are conducted in the
image plane and the behaviors of the robotic head towards visual attention
are studied on videos that are taken while the robot is moving. The pro-
posed trajectory generation model is compared with existing approaches and
the real performance of the robotic head following the desired trajectory is
presented. Qualitative analysis is provided to compare the real-time tracking
performance of the robotic head towards the gaze.
4.5.1 Visual Attention Prediction
Scene videos are captured with the moving social robot to test the visual
attention prediction. The fusion results of information and motion saliency
on a video sequence is presented in Figure 4.10. In the figures, the salient
regions are highlighted with different confidence and the gaze predictions
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Figure 4.10: Attention and gaze prediction on image sequences.
are marked, which are the centroids of the candidate salient regions. The
saliency contours represent the saliency confidence according to the levels
of the information level, color attractiveness and motion. The regions that
should be paid much attention in object searching and perception, such as
the information bulletins, roof windows and the moving person, are predicted
as the visual gazes, which indicate the regions that the social robots should
attend to.
4.5.2 Head-eye Coordination
To investigate the way the head-eye model behaves within the field of vision,
the gaze paths are predicted for loop saccade in the direction of four corners.
The indexing points of the X axis of the attached coordinates of the head
and eyes are projected onto the view plane for the sake of presenting the
movements of the head and eyes are in 3D space. The facing directions of
the head and eye gaze are plotted in Figure 4.11. The head and eyes start
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Eye trajectories in head space
 
 
Figure 4.11: Head-eye trajectories during saccade movements.
from the center of the view when the head is upright, and move to the corner
directions. As shown in head-eye trajectories, both of the contributions of
the eye and head decrease as the focus approaches the destination due to
the introduced performance models (4.27) and (4.28), reflecting the fact that
the head and eye are uncomfortable in the edge positions and response less
effectively and promptly. In comparison with the proposed models in [41,
39], the similar hysteresis phenomenon of the head movements are generated
as the eye movements. In the head space, the eye performs a direct and
effective movement forward to the target yet causes an overshot during the
saccade back to the origin. This result lies on the biological truth that
the movement of eyes is faster than the head’s and the head contributes
much more in horizontal direction than in vertical direction. Due to the
performance models, the hysteresis phenomena in forward direction is much
less than in the reverse direction as the moving speeds of the head and eyes
tend to be balanced in the uncomfortable movement regions.
With the attention and gaze prediction in Figure 4.12, the trajectories of
95
Chapter 4. Attention-driven Robotic Head
the head and eyes in space and of the eye in head space are given in Figure
4.12 during the saccade between the predicted gazes. The curves in the figures
are the projections of eye gazes and head facing directions onto the field of
vision. In the space coordinate, the eye movements are smooth and efficient
while targeting for the gaze positions following a slight curve path, which
starts in the direction of current status and turns to destination positions
during the approaching process. In comparison, the head trajectories are
direct and straight towards the desired positions. In the head space, the eye
trajectories overshoot at the beginning of the movement to drive the gaze to
the target and then compensate the view divergence of the head in the stable
position. In this manner, the fast approaching is guaranteed and the final
configuration is comfortable at the same time.
The poses of the head and eyes are controlled separately for the opti-
mized trajectories. In each control cycle, the poses are decoupled into the
corresponding rotations around the X, Y , and Z axis as shown in Figure
4.13, which cooperate to achieve the desired gaze movement in Figure 4.12.
We can see that the rotations around Z axis are relatively small compared
to those of X, Y axes, reflecting the fact that the head and eyes move in a
approximated Listing’s plane.
Given the rotation commands, the poses of the head and eyes are driven
by the motor system as the control scheme shows in Figure 4.9. The trajecto-
ries of each axis rotation are given in Figure 4.14 for comparison. Due to the
mechanical constraint of driving motors, the rotation around Z axis in the
eye-head system is leaved out, which is similar to human vision systems. The
deduction of the control freedom of the eye system around Z axis is the main










Attention and gazes in image space

















Eye trajectories in space during saccade























Eye trajectories in head space
Figure 4.12: Attention and gaze prediction on image sequences..













































Figure 4.13: Desired rotations around each axis.
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Figure 4.14: Motor-generated angle trajectories of the head and eyes.
figure, the motor control system can precisely follow the desired control tra-
jectories, and filter out the high frequency noise induced by the computation
errors owing to the inertia of the control and mechanical systems.
As the desired trajectories are not rigorously followed by the head-eye sys-
tem, the eye trajectories and head trajectories in space are plotted in Figure
4.15 for comparison. The figures show that the motor-generated trajectories
are not as smooth as the desired curves and there is a tiny stable error in
the final state while most of the transition points are reached. In the actual
mechanical system, the final state and transition errors are not noticeable,
which are slight compared with the head-eye movement. The tracking errors
of the eye in space and head in space are shown in Figure 4.16 during the four
saccade. The reason why the tracking errors of the third saccade is larger
than the others is that the head-eye system needs to change a lot in the mov-
ing direction at the starting as shown in Figure 4.12. The steady-state error
is mainly caused by the motor control, numerical truncation and ignorance
of the tensor element of the eye movement.
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Eye trajectories in space












Figure 4.15: Motor-generated head-eye trajectories.





























Figure 4.16: Head-eye tracking errors.
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4.6 Summary
In this chapter, we have presented the design of a robotics head with biolog-
ical behaviors for the natural human-robot interaction of social robots. The
attention of the social robot was estimated with the visual saliency measured
by the color attraction, information, prior knowledge and the motion. With
the estimated attention and gazes, the head-eye system was controlled to
turn to the interest target when in idle states, following the biological laws
and constraints. The experiment results on the simulation and actual robot
showed the effectiveness of the proposed system in approaching attention









In Chapters 2, 3 and 4, the approaches to determine saliency regions are
investigated to predict visual attention and to direct an robotic head with
biological behaviors. In robotic applications, we need to process visual in-
formation and discover intrinsic knowledge from the interesting regions in
addition to searching the salient regions. In the following Chapters 5 and 6,
dimension reduction techniques will be introduced and studied to discover,
represent and percept visual information in natural scenes.
5.1 Introduction
As one of the geometry-based nonlinear dimension reduction algorithms, lo-
cally linear embedding (LLE) computes low dimensional embedding of high
dimensional data while preserving neighborhood relationships amongst data.
LLE begins with the pre-processing to find neighbors in terms of Euclidean
distance between each data point. The selection of the neighbors dramati-
cally influences the final outcome of the dimension reduction. The k nearest
neighbor (kNN) is one of the simple and easy algorithms to implement for
neighbor selection [105]. There are, however, intrinsic limitations of kNN
such as: (i) a large k is prone to merge different clusters, and (ii) a small
k cannot reflect the local geometry and the results will be sensitive to out-
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liers. Neighborhood locally embedding (NLE) [106, 107] presents an adap-
tive neighbor selection method to optimally remove redundant information
in representation. Prior distribution information of the data can improve the
results of neighbor selection in most applications. This information is, how-
ever, not available in many problems, where estimation and approximation
techniques can be adopted to discover the intrinsic properties of the data.
Distributed locally linear embedding [66] presents a method to estimate a
density function and choose neighbors according to the local distribution.
Hessian LLE (HLLE) [108] employs the basic structure of LLE in estimat-
ing the null space of the tangent Hessian functional. Although HLLE can
analyze large scale data, the computation complexity is high as the compu-
tation of second derivatives is required, which is also sensitive to numerical
noise. The weighted locally linear embedding (WLLE) [109] performed well
in discovering the intrinsic structures of data such as neighbor relationship,
local distribution and clustering. This advantage was achieved by adopting
new neighbor selection criterion, which is much fairer in considering all the
directions around the interested datum, to avoid the problem that group of
the neighbors with low probability distribution is not represented sufficiently.
In addition, the output of LLE is sensitive to outlier data which affected the
local geometry and overall mapping. A large number of outliers may also
decrease efficiency of LLE if local distribution and neighbors of the data are
changed.
In this chapter, we propose geometrically local embedding (GLE) for
internal feature discovery, classification and clustering. A geometry distance
is presented to measure neighborhoods within data and hence to generate a
clear visualization of the high dimensional data. Compared with the previous
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works in [107, 109], the geometry distance emphasizes the local geometrical
structure of the manifold spanned by central vectors instead of computing
the pairwise metric between data. The geometry distance facilitates further
in reconstructing weights to depress the affection of the noisy data and the
outliers. The main contributions of this chapter are highlighted as follows:
(i) the geometry metric is proposed to select neighbors with geometrical
relationships in high dimensional manifolds;
(ii) the reliability weight is introduced to suppress outlier data with the
proposed measurement of geometry distance; and
(iii) geometrically local embedding with three phases is proposed for di-
mension reduction, which is also efficient in visualization of high di-
mensional data, clustering and classification.
5.2 Geometrically Linear Embedding
5.2.1 Overview of GLE
The problem of dimension reduction is mapping the high-dimensional data
into a low dimensional space while emphasizing interested information during
the process. Given a data set X = [xi]Ni=1 where xi ∈ RD is a vector in the
high dimensional space, we desire to find a set of representation Y = [yi]Ni=1
with yi ∈ Rd and d < D, satisfying that the intrinsic features of input data
are preserved. In this chapter, GLE is proposed with the following three
stages to extract intrinsic features of input data and to suppress the outliers
at the same time.
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Figure 5.1: Illustration of neighbor selection and the hyperplane spanned by
kernel data.
(i) For each datum in high dimensional data set, a group of neighbors are
selected according to the geometry distance of the datum to the hyper-
plane spanned by kernel data in the high dimensional manifold. A brief
illustration of neighbor selection in 3D space is shown in Figure 5.1.
(ii) The optimal reconstruction weights are calculated so that linear em-
bedding between a datum and its neighbors is maximally preserved in
the mapping.
(iii) The low dimensional embedding is reconstructed with the obtained
optimal reconstruction weights, while the influence of outlier data on
the embedding is suppressed.
The details of each step are to be discussed in the following sections.
5.2.2 Neighbor Selection Using Geometry Distances
The fundamental problem in construction of the local cluster for linear em-
bedding is how to define the distance in selecting neighbors of each datum.
106
5.2. Geometrically Linear Embedding
As a measurement, Euclidean has shown good performance in the neighbor
selection [106, 109]. Nevertheless, Euclidean distance is limited as only the
pairwise distance to the target data is considered. It is desired that the local
relationships in the cluster are also taken into account. In this chapter, a
geometry distance is computed in the local cluster to measure the similarity
of the data and to find the geometry relationship amongst datum samples.
We present fundamental geometric information of input data with the as-
sumption that data are from smooth underlying manifolds so that each data
and the neighbors lie on a locally approximated linear patch. The data in
that patch can then be linearly reconstructed by the neighbors. Defining
this geometry distance as the neighbor criterion, we explore the inner linear
geometry features of input data, which will be preserved by optimization in
the following portions of GLE.
In the space Rn with n dimensions, a parallelotope is determined with






























xTmx1 · · · xTmxm

, det 12 (G(X)) .
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following the definition of Gramian [111]. We further illustrate the distance
from a sample to linear manifolds and judge whether a set of vectors are
linearly independent in the space. The Euclidean distance from xm to the
linear manifold spanned byX[1,(m−1)] = {xi}m−1i=1 can be represented [111, 110]






The formula can be applied when the number of vectors m is less than the
dimension of the ambient space n. The volume is defined with respect to the
dimension of the space. For instance, a non-zero volume of a polyhedron may
become zero when it is considered in a higher dimensional space. Following
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In a finite dimensional space, X[1,(m−1)] can be linearly dependent with plenty
samples from the space, meaning that there are redundant vectors in the par-
allelotope. This frequently happens in the case that we would like to sample
more vectors than the dimension of the space to extract intrinsic properties of




is usually singular and a reliable and simple















with  > 0 as the regulation parameter. The introduction of  also avoids
the inverse of singular Σ whose eigenvalues are near zero in computational
implementation. Using distance measurement (5.6), the neighbors of each
data point are selected incrementally until the neighbor number is satisfied.
The neighbor selection can be simplified if the number of kernel vectors
of a linear manifold stops increasing once the minimum number of neighbors
is obtained. As the geometrically neighbor selection tries to project the data
into the space with as few dimension as possible, an alternative method for
neighbor selection is to find the hyperplane determined by the kernel vectors.
After a hyperplane is obtained, other neighbors are chosen according to the
distance to this hyperplane. Given a set of vector data, the number of the
kernel vectors is maximally dimension of the vector, provided that any vectors
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in the space can be linearly represented by the kernel vectors. A hyperplane
with dimension d−1 can be spanned by d linearly independent kernel vectors.
According to Theorem 2, the volume of the manifold is invariant to the
sequence of the selection of vectors from the sample data. Without loss of
generality, we can choose any dˆ > d linearly independent vectors to span the
hyperplane X[1,dˆ] in high dimensional space. The distance of new datum xk
to this hyperplane is determined by hk
[1,dˆ]
where X[1,dˆ] is not expanded with
xk.
5.2.3 Linear Embedding
The geometry distance discussed in Section 5.2.2 measures the difference of
the vectors in sense of geometry relationship. The superior of this geometry
distance over standard Euclidean distance is that this measure reflects in-
trinsic features of that specified dimensional space. In the linear embedding
process, it is desired to preserve the relationship of internal features in high
dimension after dimension reduction.
To present a concise view of GLE, the close form of the embedding of
neighbors is deducted similarly to LLE. Given the feature data set X =
{xi}Mi=1 ∈ RN×M in the high dimensional space, the linear embedding aims
to represent the high dimensional data in a low dimensional space by linear
projection. The local linear feature of the data xi is represented with a linear





where Ωi is the neighborhood of sample xi measured by the geometry dis-
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tance. The inner relationship of the sample and its neighbor is discovered
with the weight links wij. To discover the intrinsic structure of the data, the
weight matrix W is obtained by minimizing the approximation error in the





‖xi − xˆi‖22 . (5.8)
The optimal weight W ∗ is determined by the optimization given by








j∈Ωi wij = 1
(5.9)
The first constrain highlights that only the neighbor data contribute to the
local linear embedding and the second one facilitates the optimization pro-
































wik(xi − xj)T (xi − xk) (5.10)
where the constrain
∑
j∈Ωi wij = 1 is applied with Lagrange multiplier. The
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Lagrange function is












wik(xi − xj)T (xi − xk) + λi = 0 (5.12)
With Ai(j, k) = (xi − xj)T (xi − xk), it follows from (5.9) and (5.12) that














The commutative matrix A is defined with
A =





Ai(|Ωi| , 1) · · · Ai(|Ωi| , |Ωi|)
 (5.14)
which is a symmetric matrix determined by the data. If N  |Ωi|, A is likely
to be singular. To release this restriction on the neighbor data, the Tikhonov
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regularization can also be applied. This technique, however, imports another
tuning parameter and the performance is influenced when most of the singu-
lar values are zero. In addition to the singular problem, two possibilities are
prone to cause errors: intrinsic errors in A′ and b as well as the numerical
errors due to rounding. We hence propose to apply SVD to solve (5.13) and
obtain the optimal reconstruction weight by




2 , · · · , σ−1n )]UT b (5.15)
where A′ = U [diag(σ1, σ2, · · · , σn)]V T is the singular vector decomposition
(SVD) of A′. As the total error with respect to Frobenius norm of matrix
approximation using SVD is
√∑
σ2i , small σi with a scale difference from
others can be assumed as 0 in computing (5.15).
5.2.4 Outlier Data Filtering
After the reconstruction weight W is obtained, the next stage is to compute
the embedding. The dimension of the original data is reduced while max-
imally keeping the local linear relationship with the neighbors. This is an
optimization problem [112]. Linear embedding is sensitive to outliers of the
manifold and some techniques are proposed to render LLE robust [113, 59].
In practice, for xi on the manifold, we assume that the nearest neighbors
are also on that local linear patch. The outliers in the feature set are to be
filtered out to avoid the reconstruction of the feature data in the low dimen-
sional space. For a data-set with outliers, the approximation error in (5.10)
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and the entries of commutative matrix are
A′i(j, k)
= (xi − xj − δxj)T (xi − xk − δxk)
= Ai(j, k)− δxTj (xi − xk)− (xi − xj)δxk + δxjδxk (5.17)
With small white noise δxj, the influence of this disturbance on W ′i is weak,
provided that Exi [A′i(j, k)] = Exi [A′i(j, k)] + Exi [δxjδxk] and the constrain∑
j∈Ωi wij = 1. Moreover, to alleviate the influence of the outlier data,
singular values below the threshold in (5.15) are also treated as zero. In this
way, the inference of the variance of the matrix is suppressed [114].
Matrix approximation using SVD shows good results for data with low
noise level, but cannot handle data with heavy noisy or even outliers. Extra
operations to find the outliers and to filter neighbors are entailed to optimize
the weights. By introducing reliability scores, the influence of outliers on the
embedding outcome can be alleviated. With this basis, it is proposed to apply
the geometrical distance to calculate reliability weights in the reconstruction
of low dimensional data. The rationale lies on the truth that the inclusion of
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the outliers in the neighbors usually increases the volume of the constructed
parallelotope.
The low dimensional data is therefore determined by the following opti-
mization problem






























with kα > 0 and β > 5 as the adjusting parameters. If a datum is far from
the manifold constructed by the neighbors, it is likely to be an outlier. By
introducing the reliability weight, the influence of the outlier on the opti-
mization is suppressed, as the reliability weight will be very small so that
the embedding result will preserve the geometrically local structure in high
dimensional space. The constrained conditions in (5.18) ascertain the unit
covariance of the reconstructed vectors and linear properties. To be concise,
115
Chapter 5. Geometrically Local Embedding
the optimization problem is given in a matrix form



















where C = (I−W )[diag(α21, α22, · · · , α2n)](I−W )T . According to the Rayleign-
Ritz theorem [115], the optimization problem given in (5.18) and (5.21) can
be solved by selecting the d eigenvectors of C with the d smallest eigenvalues.
Therefore, the d dimensional embedding Y ∈ Rd×N is obtained by solving
the eigenvalue problem.
To present the proposed algorithm in an explicit way, the whole procedure
of GLE including neighbor selection, linear projection and outlier filtering is
summarized in Algorithm 3.
5.3 GLE Analysis
5.3.1 Geometry Distance
Theorem 2. The volume of the parallelotope spanned by a cluster of se-
lected neighbor vectors is invariant to the sequence of the selection of those
neighbors.




Phase 1: Geometrical distance construction
Given a high-dimensional data set X = [xi]mi=1 ∈ Rn×m with outliers, deter-
mine the number of neighbors k, and target dimension d. For any arbitrary
vector xi,
(i) Choose any k neighbor vectors to span the hyperplane X[1,k] in high
dimensional space according to the geometrical distance measure (5.6).
Phase 2: Optimal reconstruction
For each vector xi, with the geometrical neighbors, find k nearest neighbors
based on the geometrical distances.
(i) Calculate the commutative matrix with respect to (5.14).
(ii) Compute the optimal reconstruction weights according to (5.15), so
that linear embedding between a datum and its neighbors is maximally
preserved in the mapping.
Phase 3: Outlier-suppressing embedding
(i) Determine the reliability weight given by (5.20).
(ii) Find the optimal embedding of (5.18) by calculating eigenvalues and
eigenvectors of the symmetric matrix C in (5.21).
(iii) The low dimensional embedding of xi are d eigenvectors corresponding
to smallest d eigenvalues.
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vectors X[1,(k−1)]∪[(k+1),m] and xk is
det
(






























[X[1,(m−1)], xm]T [X[1,(m−1)], xm]
)
(5.22)
where Tij is the matrix produced by exchanging column i and column j of the
identity matrix. The equation proves that the volume of the parallelotope is
invariant to the selection sequence of any neighbor vector xk.
The selection of neighbors is influenced by the sequence of neighbor se-
lection especially by the early selected neighbors. The constructed volume is
minimized greedily for each new datum, which does not guarantee the vol-
ume is minimal in all linear manifolds including that datum. In the neighbor
selection process, a datum xm that minimizes (5.2) keeps the increment of
V ol(X[1,(m−1)]) minimum. However, there exists a case that first wrongly
selected neighbor data lead the following neighbors to biased directions. In
other words, the resulted volume may not be the global optimized solution
of the minimal cluster around that datum. This problem can be alleviated
by adjusting the number of the kernel of neighbor selection boundaries.
Theorem 3. The height computed by (5.2) of a vector to a polyhedron mea-
sures the extent to which the vector can be represented linearly by those kernel
vectors spanning the polyhedron.
Proof. Given a sequence of vectorsX[1,(m−1)] spanning a polyhedron, the scale
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of linearity of a vector xm to these vectors can be measured by









where wi is the weight to linearly represent xm using X[1,(m−1)]. It is easy
to prove that L(xm, X[1,(m−1)]) = 0⇔ xm =
∑m−1
i wixi which states xm can
be represented linearly. If xm cannot be represented by these kernel vectors
linearly, we desire to minimize the linear difference by choosing linear weights.






















To have a clear geometry view, it follows by plugging (5.25) into (5.24) so
that
(xm − x∗)Tx1 = 0




(xm − x∗)Tx(m−1) = 0
(5.26)
where x∗ is the projection of xm on the polyhedron, which is the opti-
mal vector in the polyhedron spanned by X[1,(m−1)] that is the nearest to
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xm. Therefore, the scale of linearity of vector xm to X[1,(m−1)] is given by
L(xm, X[1,(m−1)]) = ‖xm − x∗‖. In a geometry view of distance, L(xm, X[1,(m−1)])
can be determined by (5.2).
Theorem 3 provides an analytical support of applying geometry distances
to compute the weights in the reconstruction of the embedding. The distance
directly reflects the degree of linearity between neighbors that can be rep-
resented and preserved. With the assumption that the manifold is locally
linear, the noisy data and outliers that are apart from the local patch would
have larger geometry distances than those of the neighbor data on that patch.
5.3.2 Classification
In this section, the process to learn and classify using GLE is investigated
to generate a low dimensional mapping that is convenient to compare and
classify. In a supervised learning mode, classification labels of training data
are available to facilitate the training process [116]. With label information,
neighbor selection is performed within the same class for each of training
datum to compute the reconstruction weights as per (5.15), avoiding the
wrong selection of each datum and hence increasing the preciseness of the
reconstruction weights.
Once the low dimensional mappings of the data have been achieved, the
classification is performed according to the decision boundaries, which are hy-
perplanes that can optimally separate the low dimensional data into classes.
Assuming the target dimension is d, the decision hyperplane for each class is
nx = c (5.27)
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where x is a linearly independent kernel vector within the same class in low
dimensional space Rd and c is a constant. The parameters n ∈ Rd−1 and
c ∈ R1 are chosen by minimizing the mean distances in between within-class






Testing data xt is then classified by sorting the calculated distance with




The GLE projects the data into linear manifold with as low dimension
as possible. This can be seen by the optimization process (5.10) and (5.18)
where each datum is represented linearly by neighbors utmost and this lin-
ear relation is preserved in the embedding. Theorem 3 has proved that the
geometry distance tries to find the neighbor which can be represented lin-
early with selected data with the minimum approximation error, to keep the
dimension of these data as small as possible.
Eigenvectors with distinct eigenvalues of a symmetric matrix are orthog-
onal. In GLE, the low dimension embedding of data are eigenvectors of
symmetric matrix C. Thus the ideal output of dimension reduction for clas-
sification is that eigenvalues from the same class data are equal while those
from different class data are distinct.
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Table 5.1: Experiment data-set.
Synthetic Sample Neighbor Dimension Target
Data Points Number Dimension
Swiss Hole 1000 30 3 2
Twin Peaks 1000 30 3 2
3D Clusters 1000 30 3 2
Punctured Sphere 1000 30 3 2
Toroidal Helix 1000 30 3 2
Digital Images 1000 10 784 (28× 28 pixels) 2
5.4 Empirical Evaluation
This section presents the experimental results on synthetic data and actual
application data to show the performance of GLE in dimension reduction,
feature extraction, data visualization, clustering and classification. The ro-
bustness of the selective parameters is also studied. The GLE is compared
with other dimension reduction algorithms including LLE, Diffusion Map,
Hessian LLE and Isomap on synthetic manifold data. The configurations of
all data sets used in the experiments are listed in Table 5.1, which briefly
summarizes the parameters that are critical to the performance of the algo-
rithms.
5.4.1 Experiments on Synthetic Data
In this section, we compare GLE with other dimension reduction methods
on artificial manifold data. 3D Clusters, Twin Peaks and Toroidal Helix are
employed to test algorithms in reflecting the intrinsic geometric structure
of the high-dimensional data; Punctured Sphere and Swiss Roll are used to
evaluate the influences of selective parameters on the outcome; and Toroidal
Helix data are also applied to study the robustness of GLE to the noise
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data-set and the outliers.
5.4.1.1 Linear Embedding
To study the performance of GLE in linear embedding and visualization, ex-
periments are conducted to compare the outcomes of LLE, Diffusion Map,
HLLE and Isomap. For each synthetic data set, the results of 2D embedding
of these five algorithms are presented in Figures 5.2, 5.3 and 5.4. In these
experiments, the algorithms are configured with 10 neighbors and other se-
lective parameters are also identical.
A difficult data set reported by LLE [117, 109] is 3D Clusters given in
the up-left corner of Figure 5.2. The data are generated from a 3D barbell,
with 3 collections of manifolds that randomly distributes in the space with
different dimensions. It is seen from the results that the algorithms cannot
provide reasonable visualization except GLE and Isomap, due to the weak
connection of clusters for a reliable embedding. The 3D clusters data are
tiled on the 2-dimension space after embedding using GLE. In accordance
with different types of input data, the performance of other algorithms can
be improved by adjusting the number of neighbors to alleviate the influence
of locally weak relationships of data.
The feature of Twin Peaks data set is that the curvature of underlying
manifold change dramatically. From the 2D embedding results in Figure 5.3,
most of the algorithms yield good outcomes to reveal inner features of the
data. The algorithms place the data on a plane with different regions after
the low dimensional embedding. Compared with other algorithms, the visu-
alization result of GLE is clear and concise. It is seen that only GLE can
preserve the “height information”, which is represented with different colors
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Sample
GLE LLE
Diffusion Map HLLE ISOMAP
Figure 5.2: Experiments on 3D Cluster data-set
after the dimension reduction, by locating the data with the same “height
relationship” together.
Toroidal Helix is generated by coiling a one dimensional curve around a
helix. The desired dimension reduction result is a circle to unravel the coil.
LLE and Isomap give perfect result of a regular circle with embedded data
equally distributed. Although the output of HLLE is a circle, the embedding
result is not informative due to the overlapping of the low dimensional data,
overlooking important information after the dimension reduction. Both GLE
and Diffusion Map embed the data into an irregular sunflower-like circle and
reserve the information of coiling in the embedding. All of the outputs of the
algorithms are standard and symmetric shapes.
Note that the outcomes of dimension reduction using different algorithms
are unrelated to the absolute positions of synthetic data in the space. The
synthetic data can be visualized in any viewpoint and the data can be shifted





Diffusion Map HLLE ISOMAP
Figure 5.3: Experiments on Twin Peaks.
Sample
GLE LLE
Diffusion Map HLLE ISOMAP
Figure 5.4: Experiments on Toroidal Helix.
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algorithms reveal the structure and distribution rather than absolute posi-
tions.
5.4.1.2 Robustness to the Number of Neighbors
As the most important selective parameters in LLE-like algorithms, the num-
ber of neighbors greatly influences embedding results. The embedding results
on Punctured Sphere and Swiss Roll data of GLE and LLE with different
parameters of neighbor K are presented in Figures 5.5 and 5.6. The punched
sphere is sampled data of the bottom part of a sphere with the feature where
top data are dense and bottom data are sparse. The desired results of dimen-
sion reduction are concentric circles. Swiss Roll data are randomly sampled
from a spiral plane, the desired dimension reduction result of which is a
plane of the high dimensional data. From the viewpoint of feature extrac-
tion, GLE tries to preserve local relation and the global shape of input data
in the embedding.
From the results, it can be seen that GLE is relatively robust to the
number of neighbors in dimension reduction when this number is beyond a
threshold. It is hence impossible to improve the performance of GLE greatly
by merely increasing the neighbor number.
5.4.1.3 Robustness to Outliers
GLE is applied in dimension reduction to Swiss Roll data set and Toroidal
Helix data set with added outliers. The embedding results of LLE and GLE
with different levels of outliers are shown in Figures 5.7 and 5.8 respectively.
GLE outperforms standard LLE in embedding Swiss Roll data set with ar-










(b) LLE with different neighbor numbers.
Figure 5.5: Experiments on Punctured Sphere.
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(a) GLE with different neighbor numbers.
Sample k=10 k=20
k=30 k=40 k=50
(b) LLE with different neighbor numbers.
Figure 5.6: Experiments on Swiss Roll.
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Sample with 10% outliers GLE LLE WLLE HLLE
Sample with 20% outliers GLE LLE WLLE HLLE
Sample with 30% outliers GLE LLE WLLE HLLE
Figure 5.7: GLE and LLE on Toroidal Helix with outliers.
from R3 to R2 obtained by GLE are still reliable compared with those of
LLE. Although the embedded outcome is slightly influenced by the outliers,
GLE is able to extract the intrinsic features of the data with a smoother
color distribution. The mapping of LLE fails to preserve the local geometry
of the data manifold due to the damage of the local neighbor relationship by
the outliers.
To investigate the extent to which GLE can estimate and filter the out-
liers, the dimension reduction results on Toroidal Helix data set using GLE
with different levels of outliers from 10% to 60% are given in Figure 5.8.
As predicted, the embedding performance of GLE drops as the percentage
of outliers increases. The local intrinsic features are destroyed when the
distribution of outliers is dense.
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10% Outliers 20% Outliers 30% Outliers
40% Outliers 50% Outliers 60% Outliers
Figure 5.8: GLE on Toroidal Helix data with outliers.
5.4.2 Experiments on Handwritten Digits
To evaluate the performance of GLE in real applications, digital images with
the size 78×78 pixels are used to demonstrate the effectiveness of GLE. The
binary images of handwritten digits are from the MNIST database, which
was constructed from NIST’s Special Database 3 and Special Database 1.
In the experiments, total 1000 images for 10 digits are selected randomly
from the database. The behaviors of GLE in the clustering of both clean
and noisy digital images are illustrated by visualization of projected digital
images. The embedding of feature data in actual applications are investigated
by demonstrating the embedding of these data in the two-dimensional space.
5.4.2.1 Linear Embedding
Figure 5.9 presents the 2D embedding results of digit images using GLE.







Figure 5.9: Digital number embedding.
vertical line and a horizontal region. We separate the regions into sub-regions
R1 ∼ R5 to study the way GLE extracts the variations of corresponding digit
numbers in different regions as given in Figure 5.10. Along the trajectory
R3 → R4 → R5, GLE attempts to describe slant of the digits increasingly,
where the digits in R5 are with greatest slant. The digit numbers in R3 are in
the most standard form among all the sub-regions, while those in R4 are with
maximal and diverse variations. In trajectory R1 → R2 → R4, GLE tries to
express the width of the digits increasingly, where differences of digits in R1
and R2 are not distinct with the similar slant. The scale of the slant and
width variance reflected in embedding proves that GLE is capable of keeping
the geometry features of input data after the mapping.
Similarly, noisy data are added into samples to test the way GLE filters
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(a) Region 1 (R1)
(b) Region 2 (R2)
(c) Region 3 (R3)
(d) Region 4 (R4)
(e) Region 5 (R5)
Figure 5.10: Sample digital number in different regions.
noise out. The digital images are polluted with 20% noise in random positions
by changing the gray scale values. The 2D embedding result is shown in
Figure 5.11, where circles mark the positions of noisy mapped digits. From
the figure, noise intensified digit images are neither treated as variance of
slant nor variance of width. The noisy data are projected to the most varying
region R4 rather than in region R3. It can be seen that the embedding of clean
digital images is not significantly affected by the noisy data. The embedding
results prove the effectiveness of GLE in discovering the features of input
data and suppressing the noisy data.
5.4.2.2 Clustering and Classification of Different Digits
Besides embedding of handwritten digit images, GLE can be employed to
cluster and classify data by mapping the data into low dimension while keep-
ing the distinguishing features. As discussed in Section 5.3.2, GLE tries to







(a) Projection of noise digital number.
(b) Noisy number.
Figure 5.11: Projection of noisy digital numbers.
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age data in different classes into orthogonal hyperplanes. Figure 5.12 shows
the result of clustering using GLE for digital images of “3”, “6” and “8” when
the target dimension is equal to the number of catalogs. As we can see, digi-
tal images are well separated to different directions in the embedding space.
The clustering results from LLE are different regions that have overlapping
sections. The clustering graphs presented in Figure 5.13 are obtained when
the target dimension is less than the number of catalogs. Comparing with the
results in Figure 5.12, it can be concluded that the outcomes of both GLE
and LLE in Figure 5.13 are worse. In this configuration, it is impossible for
GLE to project data in different catalogs into mutually orthogonal hyper-
planes (vectors). The efficiency of clustering performance is hence decreased.
It is worthy of noting that not all digit numbers generate such uniform re-
sults of clustering in orthogonal vectors. There are small variances of the
embedding results for different configuration of digit numbers.
To study the performance of GLE in classification, we conduct experi-
ments on digital number to do 2-class classification for both clean data and
noisy data by dimension reduction of digit images. The image data of every
two adjacent digits are projected using different algorithms onto 10 dimen-
sional space. The classification result is evaluated by finding the nearest
averaged image cluster for each datum, and the correctness ratio of the clas-
sification is computed by CR = Ncorrect/Ntotal, where Ncorrect is the number of
correctly classified images and Ntotal is the number of all image data. The re-
sults of the four algorithms are given in Table 5.2 with averaged performance.
As the performance of GLE significantly depends on the first selected neigh-
bors, the kernels of neighbors are selected from true labeled data in supervised
mode to achieve a stable result. As shown in the table, the performance of
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Clustering in 2−Dimension Clustering in 2−Dimension 
Clustering in 3−Dimension Clustering in 3−Dimension 
Figure 5.12: Clustering of different digit numbers with target dimension equal
to the number of catalogs (left column: GLE, right column: LLE).
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2−Dimension Embedding 2−Dimension Embedding LLE
1−Dimension Embedding 1−Dimension Embedding LLE
Figure 5.13: Clustering of different digit numbers with target dimension less
that the number of catalogs (left column: GLE, right column: LLE).
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Table 5.2: Classification results on clean data.
Digits CorrectnessLLE GLE WLLE HLLE Isomap Average
0-1 0.9948 0.9948 0.9957 0.9948 0.9639 0.9888
1-2 0.9250 0.9158 0.9611 0.9040 0.8457 0.9103
2-3 0.9207 0.9637 0.9734 0.7299 0.9330 0.9041
3-4 0.9785 0.9785 0.9892 0.9344 0.9677 0.9697
4-5 0.9742 0.9946 0.9844 0.7811 0.9490 0.9367
5-6 0.9676 0.9785 0.9679 0.7085 0.9411 0.9127
6-7 0.9947 1.0000 0.9947 0.9744 0.9798 0.9887
7-8 0.9772 0.9885 0.9828 0.8624 0.9714 0.9565
8-9 0.9328 0.9770 0.9735 0.6151 0.9160 0.8829
9-0 0.9848 1.0000 0.9900 0.9594 0.9694 0.9807
Average 0.9650 0.9791 0.9813 0.8464 0.9437 0.9431
different algorithms is a little different and all of them can successfully cluster
and classify the digital images. In this experiment, the best average perfor-
mance of classification is achieved by WLLE and the worst performance is
by HLLE, which is not very stable in classifying the digital images. GLE
presents to be a reliable and efficient algorithm in classification.
In a similar way, noisy data are added into digital images and differ-
ent algorithms with the same outliers are used to compare the classification
performance. The digital images are polluted with 20% noise in random posi-
tions by changing the gray scale values randomly with Gaussian distribution
and the signal to noise (SNR) ratio is SNR = Nsignal/Nnoise = 4. The classifica-
tion results on these data are shown in Table 5.3. The average performance
of each algorithm drops due to the artificial noise added. The performance
of HLLE decreases severely and HLLE shows great sensitivity to noise and
abnormal data. The efficiency of Isomap is also reduced yet the performance
is within the reasonable range. Although LLE and WLLE are susceptible to
outliers as discussed in Section 5.4.1.3, they show good robustness to added
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Table 5.3: Classification results with noisy data (SNR = 4).
Digits CorrectnessLLE GLE WLLE HLLE Isomap Average
0-1 0.9948 0.9845 0.9914 0.9733 0.9485 0.9785
1-2 0.9149 0.9899 0.9626 0.7252 0.7895 0.8764
2-3 0.9472 0.9422 0.9633 0.6233 0.9122 0.8776
3-4 0.9684 0.9731 0.9839 0.7217 0.9576 0.9209
4-5 0.9599 0.9640 0.9844 0.7140 0.9463 0.9137
5-6 0.9142 0.9574 0.9676 0.6212 0.9253 0.8771
6-7 0.9840 0.9840 0.9894 0.8777 0.9744 0.9619
7-8 0.9584 0.9943 0.9757 0.7717 0.9714 0.9343
8-9 0.9413 0.9620 0.9470 0.6439 0.9153 0.8819
9-0 0.9850 1.0000 0.9900 0.7894 0.9488 0.9426
Average 0.9568 0.9751 0.9755 0.7461 0.9289 0.9165
noise in this experiment although the average performance decreases subject
to the noisy data. GLE presents relatively stable performance and the ex-
periment proves that GLE is reliable and efficient in classification with noisy
data.
5.4.3 Computation Complexity
Due to the large size of input data, computational issue arises. A summary of
computation time of different algorithms is shown in Figure 5.14 with respect
to the number of the same synthetic data used in Sect. 5.4.1.1 . The target
dimension is two and different algorithms share the same configuration. GLE
is a slow algorithm as shown by the curves. The computation complexity of
GLE is less than that of HLLE in processing high dimensional data, and is
less than that of Isomap in handling low dimensional data. Thus GLE is
more suitable to operate on a large number of high dimensional data when
real time performance is not very important. Good results in visualization,
clustering and classification are achieved with the loss of computation time.
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Figure 5.14: Computation time comparison of different algorithms













































Figure 5.15: Computation complexity on selective parameters
The numbers of neighbor selection and target dimension are basic selec-
tive parameters in the configuration of the algorithms. To investigate the
computational complexities with respect to the two selective parameters, al-
gorithms are run on the data set to perform dimension reduction under the
same configuration. As shown in Figure 5.15, the computation complexities
of GLE, LLE and Isomap are nearly linear to the number of neighbors. For
the number of the target dimension, the computation complexity of GLE is
not linear in cases of LLE, DMap and Isomap, but the complexity order is
lower than HLLE.
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5.4.4 Discussion
The experimental evaluation showed the performance GLE in dimension re-
duction, visualization, clustering and classification. In general, the advan-
tages of GLE include performing well in sparse regions, inferring geometry
directly, clean clustering and good separability of the classification bound-
ary. At the same time, the disadvantages of GLE are relative slowness in
computing embedding of a small number of data and large numbers of in-
put parameters. GLE is slower compared to other algorithms like Laplacian
and LLE for small number of input data. The main computational burden
is calculation of the inverse of manifold matrix, in which the computation
complexity is around O(n3) for a n × n matrix in the neighbor selection.
Therefore, it is important to keep the number of kernel neighbors reasonably
small. GLE has good classification performance in the process of dimension
reduction in comparison of other algorithms. The performance of the classi-
fication is influenced by the selection of the kernels and the target dimension.
Additionally, it is reliable to apply GLE as classification algorithm, which is
also robust to outlier data.
5.5 Summary
In this chapter, GLE has been presented to geometrically discover the in-
trinsic structure of linear manifolds. The GLE algorithm performs well in
extracting inner structures of input linear manifold with outliers. In addition
to feature extraction and representation, GLE behaves as a clustering and
classification method by projecting the feature data into low-dimensional sep-
arable regions. The major drawback of GLE is the slow computation speed
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compared with other dimension reduction algorithms when the number of
input data is small. The computation complexity of GLE is high and hence
GLE is suitable in the case that there are a large number of data to process.
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Dimension reduction is a fundamental component in many feature extraction
and pattern recognition problems in computer vision applications. In order
to discover the intrinsic information, the dimensionality of the media needs
reducing to achieve a more intuitive and concise representation. The primal
issue of dimension reduction is to extract the geometry distribution from a
data manifold and to regenerate a compact embedding with linear or non-
linear projection. According to the types of the projection, the well-applied
dimension reduction methods have been discussed in linear and nonlinear cat-
alogs in Chapter 5. The nonlinear dimension reduction has been successfully
applied in standard databases and generated favorable outputs in information
discovery, dimension reduction and visualization. In general, the nonlinear
methods outperform the linear counterparts in the efficiency, especially when
the data are complex and coupling. However, the mapping achieved by the
nonlinear methods is usually refined to the training inputs, meaning that
the projection is not applicable to a new datum into the embedding space.
This disadvantage may limit the application of the nonlinear methods in the
cases where computation efficiency and real-time performance are key issues
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to address.
Most of the non-linear dimension reduction algorithms are sensitive to
the selective parameters and are not able to process the new data incremen-
tally without recomputing the reconstruction mapping. Nonetheless, given a
new high dimensional data point and the embedded space, the correspond-
ing low dimensional data can be approximated by linear projection instead of
recomputing the new projection space. Locally linear embedding (LLE) has
difficulties in handling novel input data as the new datum may cause repeat of
the entire embedding procedure including the computation of mapping weight
matrix. Locally linear embedding eigenspace analysis (LEA) [118] provides
a way to process the new datum in linear projection, as the linear approxi-
mation version of LLE. This approximation technique can also be applied to
most of derivatives of LLE to facilitate the processing of new input datum.
As the linear approximation of the nonlinear laplacian eigenmap, Locality
Preserving Projection (LPP) computes the optimal linear approximation to
the eigenfunctions of the Laplace Beltrami operation on the manifold [119].
In Chapter 5, the nonlinear dimension reduction GLE has been proposed
and investigated. As shown in the experiments, the disadvantages of GLE
are (i) computational complexity in the neighbor selection, (ii) difficulty in
continuously processing novel datum, and (iii) lack of close form presentation
of the whole procedure of dimension reduction. To improve GLE in the
listed aspects, a dimension reduction algorithm called Locally Geometrical
Projection (LGP) is proposed in this chapter to extract intrinsic structures
of manifolds. The neighbor selection is optimized to remove the redundant
computation of geometry distances by constructing a geometry boundary for
neighbor selections, which also facilitates the processing new datum without
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recomputing the geometry embedding. To further simplify the projection,
the linearization method in LEA is adopted in the reconstruction stage to
map new data with linear projections. In the experiments, the performance
of LGP is investigated by the visualization, clustering and classification of
synthetic data and actual data. LGP can discover the inner features of high
dimensional data by projecting the data into a low dimension space. The
main contributions of this chapter are highlighted as follows:
(i) A simplified and fast version of geometry neighbor selection is pro-
posed to speed up the Geometrically Local Embedding (GLE) with a
comparable performance;
(ii) Locally geometrical projection is proposed for dimension reduction,
which is efficient in visualization, clustering and classification even with
noisy data; and
(iii) the performance of LGP and other dimension reduction algorithms are
studied and evaluated including dimension reduction and visualization
of high dimensional data, projection and clustering of feature data,
classification as well as computation complexity.
6.2 Locally Geometrical Projection
The aim of LGP is to compute the linear projection between the high-
dimensional and low-dimensional data while preserving the local geomet-
rical relationship measured by the geometrical distance in the original space.
Given a data setX = [xi]Ni=1 where xi ∈ RD is a vector in the high dimensional
space, the low dimensional data Y = [yi]Ni=1 are achieved with yi ∈ Rd and
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Figure 6.1: Locally Geometrical Projection.
d < D as shown in the schemes of LGP in Figure 6.1. In the training scheme,
the neighbors of each datum are selected with geometry distances and the
weights of linear representation are determined to compute the embeddings
that preserves the local structure. With the embedding information, the lin-
ear map P is optimally obtained, which can directly project a new datum
from the high-dimensional space to the desired low-dimensional one.
6.2.1 Neighbor Reconstruction and Embedding
To discover the local structure information, the geometry metric is computed
to select the neighborhood for constructing the local cluster instead of pair-
wise relationships. The fundamental geometric relationships among input
data on a nonlinear manifold are approximated with a local linear model. In
the following embedding, the low-dimensional representation preserves these
intrinsic knowledge and keep the nonlinear manifold geometry. In Chapter 5,
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with  > 0 as the regulation parameter. Using distance measurement (6.2),
the neighbors of each data point are selected incrementally until the neighbor
number is satisfied. The neighbor selection using the geometry distance can
be possibly simplified without much loss of performance. There is no need to
compute geometry distances for all the neighbors, which increases the time
complexity of GLE. It is redundant to calculate (6.2) for following neighbors
if a linear manifold has been approximately determined by selected neighbor
data. Therefore, it is possible to cease increasing the number of kernel vectors
of a linear manifold once the minimum number of neighbors is obtained.
As the geometrically neighbor selection (6.2) tries to project the data
onto the space with as few dimension as possible, an alternative method for
neighbor selection is to find the hyperplane determined by the kernel vec-
tors. After a hyperplane is obtained, other neighbors are chosen according
to the distance to this hyperplane. Given a set of vector data, the maximal
number of kernel vectors is the dimension of the vector space, provided that
any vectors in the space can be linearly represented by the kernel vectors. A
hyperplane with dimension d − 1 can be spanned by d linearly independent
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kernel vectors. According to Theorem 2, the volume of the manifold is invari-
ant to the sequence of the selection of vectors from the sample data. Hence,
without loss of generality, we can choose any dˆ > d linearly independent vec-
tors from candidate kernel vectors that are selected incrementally according
to geometry distance (6.2) to span the hyperplane X[1,dˆ] in high dimensional
space. The distance of a new datum xk to this hyperplane is determined by
hk
[1,dˆ]
where X[1,dˆ] is not expanded with xk. To have an intuitive view, the
neighbor selection boundaries in 3-dimensional space are illustrated in Fig-
ure 6.2, where the circles mark the kernel points determine the hyperplane
and cross makers represent the datum. With different numbers of kernel
points, the shapes of neighbor selection boundary vary according to the data
dimension from a sphere, a column to a cube. In actual applications, the data
set is usually not equally distributed and some of the data can be categorized
into local clusters by the geometry neighbor boundaries. As an important
parameter, the dimension of the neighbor selection boundary can be selected
according to the target dimension which reflects the geometry relationships
to be maintained. Given the target dimension d and the number of neighbors
k, the neighbor selection boundary is determined by the linearly independent
kernel vectors, whose size dˆ is within the range k > dˆ ≥ d. In an ideal case
where kernel vectors are rigidly linearly independent, the number of kernel
vectors can be chose as dˆ = d to save the computational resources. By limit-
ing the dimension of a manifold, much redundant computation in expanding
manifolds could be saved. Another advantage of this technique is improv-
ing visualization result when the data are clustered with neighbor selection
boundaries.
Therefore, the geometry neighbors are selected with respect to the sim-
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where k > dˆ ≥ d is the selective parameters. With the set of nearest neigh-
bors in terms of the geometry metric, the linear weights are similarly calcu-
lated by minimizing the reconstruction error function (5.10) for the optimal
solution.
6.2.2 Geometrical Linear Projection
Compared with nonlinear embedding, linear projection saves computational
resources and the solution can be achieved in closed form though a nonlin-
ear projection can more effectively recover the inner geometric structure of
a high-dimensional space. Given the neighborhood selected according to ge-
ometry distances, linear projection transform high dimensional data into low
dimensional ones with
Y = P TX (6.4)
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where X ∈ RD×n and Y ∈ Rd×n. Given the reconstruction weights, the
nonlinear neighborhood can be maintained in the embedding approximated
with a linear map. To calculate the linear projection P , the reconstruction



































Txi − P Txj)
∥∥∥∥∥∥
= Tr[P TX(I −W )T (I −W )XTP ] (6.6)
With the constraint P TXXTP = nI, the projection can be solved by La-
grange optimization
X(I −W )T (I −W )XTP = ΛXXTP (6.7)
where Λ is the diagonal Lagrange multiplier matrix. The columns of P are
the smallest d eigenvectors of matrix (XXT )−1X(I−W )T (I−W )XT without
the bottom eigenvector that is the mean of P TX.
With the linear projection, the embedding of a new datum in the space
is computed with (6.4) to build the mapping between the low-dimensional
space to the high-dimensional space, avoiding repeat of the whole embed-





In this section, the experiments on artificial data and real-world feature data
are conducted to investigate the performance of LGP in dimension reduc-
tion, feature extraction, data visualization, clustering and classification. The
LGP algorithm is compared with other dimension reduction algorithms such
as locally linear embedding (LLE) [112], principal component analysis (PCA)
[120], and local tangent space alignment (LTSA) [121] in embedding the syn-
thetic manifold data. Real application data, including head images with
different view-angles and face images, are employed to study the capabil-
ity of LGP in discovering the intrinsic information by projecting the images
into corresponding regions and generating the average image templates. The
effectiveness of LGP in classification is also investigated by recognizing hand-
written digital numbers.
6.3.1 Synthetic Data Visualization
In order to examine the way LGP discovers the intrinsic geometric structure
of the high-dimensional data, Twin Peaks, 3D Clusters, Punctured Sphere,
Toroidal Helix and Gaussian models are applied to generate the artificial
data. The outputs of different dimension reduction algorithms are compared
under the same experimental configuration and selective parameters in Fig-
ure 6.3.
The Twin Peaks data set is featured by the continuous curve surface
where most data points are different in height. The projections of the 3D
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data to 2D embeddings vary severely by using different dimension reduction
algorithms. As shown in the figure, LGP and LTSA generates four meaning-
ful regions from the original data, PCA projects the data into three regions
and LLE maps the data into two sections. The regions correspond to the
height information of the high-dimensional space and the generated region
number is the index on the performance of different algorithms in preserving
the structural properties. Although LTSA and LGP keep the most informa-
tion in the projection, the result of LGP is favorable due to the fact that the
data with similar height are arranged in the near domain of the projection
space.
For the 3D Clusters, the four dimension reduction methods present rea-
sonable results in projecting the three collections of manifolds. LGP and
PCA generate the desirable embedding of the three clusters as four separa-
ble distributed parts. In comparison, LLE and LTSA project the embedding
into overlapped regions in the 2D space because of the week connections be-
tween clusters. The performance is also vulnerable to the number of selected
neighbors.
The Punctured Sphere data is constructed with asymmetrically distributed
points on a sphere. The outputs of the four algorithms can be viewed as the
projections in different directions, where LLE and LTSA map the data along
the axis of symmetry, and LGP and PCA represent the data parallel to the
cutting surface. The results of LGP and PCA are similar, except that the
original shape information, from a sphere to a circle, is preserved after map-
ping by LGP. The circle that is generated by PCA is deformed after the
embedding.
On the Toroidal Helix data that is a coupled one-dimensional curve, LLE
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Twin Peaks LGP LLE PCA LTSA
3D Clusters LGP LLE PCA LTSA
Punctured Sphere LGP LLE PCA LTSA
Toroidal Helix LGP LLE PCA LTSA
Gaussian LGP LLE PCA LTSA
Figure 6.3: Visualization of Synthetic Data.
yields the perfect output by projecting the data into a standard circle in low-
dimensional space, LGP and PCA present similar and reasonable results, and
LTSA fails in projecting the data into divisible areas due to the overlapping.
As for the Gaussian data, the four types of methods yield identical results
by projecting the high-dimensional data along the axis of symmetry.
In conclusion, the investigated algorithms yield good outcomes to reveal
inner features of the data in projecting 3D synthetic data into 2D space. As
shown in the comparison, the performance of LGP is preferable as most of the
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geometry structure information, such as height, shape and spatial relation-
ships, is maintained during the dimension reduction and linear embeddings.
6.3.2 Projection of High Dimensional Data
In order to investigate the performance of LGP in processing real-world data,
the dimensions of actual face images are reduced to two dimensional and
projected onto the two-dimensional space as shown in Figure 6.4. The face
images are from the AT&T face database1 [122], which includes 400 faces of
40 individuals. The face images were taken against a pure black background
under different environment conditions such as lighting, emotion and trinkets.
In the embedding results, the heads with different view-angles are projected
into different locations in the two-dimensional space and arranged according
to the angles of head turn. The result proves the ability of LGP in recovering
the common and distinct underling information in the high-dimensional data
and reflecting the information in the low-dimensional data.
To further study the way LGP processes the face images, the visualization
of embedded faces by using LGP and PCA is compared in Figure 6.5.The face
images from the Olivetti face database2 are frontal faces with little head tilts
in the dimensionality of 92 × 112. The dimensions of the face images from
are reduced with LGP and PCA, and the five top eigenvectors are selected as
LGP and Eigen faces. As shown in the figure, the two types of fundamental
faces highlights different aspects of the face images and LGP faces emphasize










Figure 6.5: Averaged embedded face images.
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6.3.3 Classification
The LGP and other dimension reduction algorithms can also classify feature
data by projecting the features into low-dimensional separable regions. To
evaluate the extent to which the catalog information can be preserved during
the dimension reduction, the handwritten digital images from the MNIST
database are projected onto a low-dimensional space for classification and
comparison. Ten types of total 5000 digital images ranging from 0 to 9 are
randomly selected from the original database and all the tested algorithms
share the identical experimental parameters. The digital images are with the
size 78 × 78 pixels and the dimensionality is reduced with LLE, Diffusion
Map [57], Isomap [54], PCA and LGP. The classification precision is the
percentage of the digital images that are correctly labeled in the projected
space. The label of a projected digital image is determined by the label of
the nearest neighbor in the high-dimensional space according to Euclidean
metric.
To compare the performance GLE and LGP in classification, we conduct
the same experiments as in Chapter 5 to do 2-class classification of digit
images. The dimension of image data of every two adjacent digits is reduced
to 10 using GLE and LGP. The classification result is evaluated by finding
the nearest averaged image cluster for each datum, and the correctness ratio
of the classification is computed by CR = Ncorrect/Ntotal, where Ncorrect is the
number of correctly classified images and Ntotal is the number of all image
data. The results of the two algorithms are given in Table 6.1 with averaged
performance. In general, the performance of LGP is worse than GLE in
the classification of the image data due to the simplification by using linear
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Table 6.1: Classification results on image data.
Digits CorrectnessLGP GLE LLE WLLE HLLE Average
0-1 0.9747 0.9948 0.9948 0.9957 0.9948 0.9910
1-2 1.0000 0.9158 0.9250 0.9611 0.9040 0.9412
2-3 0.8642 0.9637 0.9207 0.9734 0.7299 0.8904
3-4 0.9178 0.9785 0.9785 0.9892 0.9344 0.9597
4-5 0.9506 0.9946 0.9742 0.9844 0.7811 0.9370
5-6 0.9306 0.9785 0.9676 0.9679 0.7085 0.9106
6-7 0.9452 1.0000 0.9947 0.9947 0.9744 0.9818
7-8 0.9767 0.9885 0.9772 0.9828 0.8624 0.9575
8-9 0.9589 0.9770 0.9328 0.9735 0.6151 0.8915
9-0 0.9881 1.0000 0.9848 0.9900 0.9594 0.9845
Average 0.9507 0.9791 0.9650 0.9813 0.8464 0.9445
mapping instead of nonlinear projection as shown in the table.
For multiple-class classification, the precisions of different dimension re-
duction algorithms are compared in Figure 6.6 with different target dimen-
sions and numbers of neighbors. With 20 neighbors, the LGP achieves the
averaged best performance in the five methods when the target dimension
is within the range [2, 5] ∪ [8, 15]. The performance of Isomap decrease
monotonously as the target dimension increase, and the performance the
other three methods fluctuate with respect to the target dimension. With 30
neighbors, the GLP yields the best the output while the target dimension is
within the range [10, 20], and LLE obtains the extraordinarily higher preci-
sion compared with other algorithms when the target dimension is within the
range [2, 7]. The other three methods achieve a relatively stable performance
and show robustness to the parameter of the target dimension. The perfor-
mance of the algorithms reveals the amount of discriminant information that
the algorithms extract and maintain.
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Figure 6.6: Precision of Data Projection.
6.3.4 Discussion
LGP inherits the merit of LLE in discovering intrinsic geometrical features of
linear manifolds and the important property of linear projection. Although
the computation of geometrical neighbors consumes, the LGP generates a
compromised output between LGP and PCA-like algorithms.
6.4 Summary
In this chapter, an optimized and simplified version of GLE, named LGP,
has been presented to discover the intrinsic structure, to reduce dimension
and to visualize high-dimensional data. The LGP algorithm show favorable
performance in feature extraction and presentation of the synthetic data by
maintaining the local geometry structure, height relationship and shape in-
formation. Besides mapping of 3D data, LGP can discover the underlying
properties of actual feature data in real-world applications. In addition to fea-
ture extraction and representation, LGP behaves as a classification method
by projection the feature data onto low-dimensional separable sections, and
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the LGP showed comparable performance with other dimension reduction
methods. In summary, the LGP has the good features of GLE in discovering
intrinsic geometrical features and the important property of easy computa-
tion as well.
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In this chapter, the results of the research work are reviewed and the major
contributions of this work are highlighted, following which suggestions for fu-
ture work are presented. The thesis has investigated the scene understanding
technologies, including saliency detection and attention prediction, head-eye
coordination in a biological manner and high-dimensional data representa-
tion, in order to design the intelligent scene understanding engine for social
robots.
7.1 Conclusion and Contribution
In this thesis, research has been conducted on necessary theories and tech-
niques in scene understanding, which were evaluated empirically and proven
to be promising technologies in the design of social robots. The primary
objective of attention prediction was to enable social robots to select their
own interest and focus in the social sense. This processing can benefit the
following visual perception and scene understanding by avoiding redundant
computation on the unimportant regions. The ability of visual attention was
emulated by measuring the visual stimuli of color, information and motion,
and merging prior knowledge in the intelligent saliency searching. Given
an attention position, a robotic head with binocular vision was designed to
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turn to and focus on the targeted position. As visual information is usually
high dimensional, the dimension reduction techniques and pattern recogni-
tion techniques were studied for dimension reduction, feature extraction, data
visualization as well as clustering and classification. The major contributions
of the thesis are highlighted as follows:
(i) This thesis has proposed a technique to model people’s biological ability
of attending to their interest by a simple glimpse of scenes. The per-
formance of the proposed technique was studied on noiseless and noisy
natural scenes and evaluated with eye fixation data of participants.
The evaluation proved the effectiveness of the approach in discover-
ing salient regions or objects from scene images. In the quantitative
evaluation, the proposed technique outperforms the Neural Network
based top-down learning method both in detection rates and in sizes of
candidate regions by comparing with eye tracking data in the manu-
ally labeled database. The experiment results indicate the significance
of introducing biological behaviors into saliency detection. In order
to merge the prior knowledge into saliency detection, a prediction ap-
proach of visual attention has been proposed to predict the focus of
humans in a scene. The proposed approach provides a feasible solu-
tion to achieve accurate and robust approximation of human attention
by combing bottom-up and top-down saliency detection. In the sense
of computation complexity, the computation of graph-cut and the pa-
rameter estimation processes is much more expensive than the saliency
filtering phase. Nonetheless, the consumption of computational re-
sources could be alleviated by decreasing the number of iteration to
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convergence in further research.
(ii) This thesis has presented a robotic head with binocular vision to achieve
the capabilities of visual attention and biological behaviors for social
robots. Motion saliency and prior knowledge are integrated into the
visual attention prediction. Given an attention position, the designed
robotic head can turn the gaze to the target with a human-like behavior,
obeying the eye-head coordination laws from the biological research.
The results of the simulation study and actual applications show the
effectiveness of the proposed approach in predicting attention, turning
and tracking target attention in a biological manner. The proposed
robotic head can improve the social sense of social robots and user
experience in human robot interaction.
(iii) In visual information processing, this thesis has proposed a nonlinear
dimension reduction algorithm named geometrically local embedding
(GLE) to discover the intrinsic structure of manifolds. It was shown
in the experiments that GLE is able to reveal the inner features of the
input data in the lower dimension space while suppressing the influence
of outliers in the local linear manifold. In addition to feature extrac-
tion and representation, GLE behaves as a clustering and classification
method by projecting the feature data into low-dimensional separable
regions. A geometry distance was presented to measure neighborhoods
within data and hence to generate a clear visualization of the high di-
mensional data. Compared with the previous works in [107, 109], the
geometry distance emphasizes the local geometrical structure of the
manifold spanned by central vectors instead of computing the pairwise
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metric between data. In addition, the geometry distance can signifi-
cantly depress the affection of the noisy data and the outliers in recon-
structing weights. Through empirical evaluation, the performance of
GLE was demonstrated by the visualization of synthetic data in lower
dimension, and the comparison with other dimension reduction algo-
rithms with the same data and configuration. As the optimized and
simplified version of GLE, Locally Geometrical Projection (LGP) has
also shown to be effective in dimension reduction, feature extraction,
data visualization as well as clustering and classification on both pure
and noisy data in the experiments.
7.2 Limitations and Future Work
We have explored the techniques that may improve scene understanding of
social robots. Based on the review of the related research work, limitations of
our work are discussed and the research topics are recommended for further
investigation.
(i) It is worth noting that human attention has a sensitivity range and
the attention to a scene varies in different distances. For the pro-
posed algorithm, this can be achieved by adjusting the number and
size of searching windows. In Chapter 4, the algorithm was optimized
to adaptive saliency by searching with the technique in multiple scales
and concluding the best candidates. In general, the technique performs
better in scenes with fewer objects than in those with more. The main
reason is that candidate regions determined in the first phase depend
on the distributions of objects in the scene, and at the same time,
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people’s attention varies severely as their interest differs. However,
there are some images where the proposed technique fails in predicting
saliency regions. In addition, the obvious saliency pattern of searching
from the center of scenes was not discovered by the proposed methods.
Therefore, these are strong supports for combining top-down saliency
determination techniques and bottom-up methods. Nevertheless, the
outcome of this study provides an effective solution in predicting vi-
sual attention in natural scenes. When a robot is performing certain
tasks, it will focus on the task and involved objects in the circum-
stance. The way to combine and transit between task-dependent and
task-independent saliencies is still a challenging problem that deserves
further exploration.
(ii) With the designed robotic head, the saccade movements of the head
and eyes are performed in the biological pattern similar to human’s.
When in idle states, the social robots are guided to gaze the predicted
attention with the control scheme. However, this study did not explore
the way to cooperate and schedule the idle attention and task-based
attention as well as the way to saccade among candidate salient regions.
It is uncertain whether the social robot is behaving naturally while
switching between the working states. Further research is needed to
integrate these two kinds of attention into a generic framework so as
to optimize the movements of the robotic head in a higher level.
(iii) Although GLE has good performance of dimension reduction and in-
formation representation in comparison of other algorithms, GLE is
relatively time consuming in computing embedding of a small number
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of data and large numbers of input parameters. GLE is slower com-
pared to other algorithms like Laplacian and LLE for small number
of input data. The main computational burden is the calculation of
the inverse of manifold matrix, in which the computation complexity
is around O(n3) for a n × n matrix in the neighbor selection. As the
direct extension, LGP simplifies the neighbor selection and linearizes
the calculation of the inverse of manifold matrix. Even though the pro-
posed algorithms show better performance in some aspects as shown in
the experiments, there is no overwhelming performance improvement
both in the accuracy and computation rapidity.
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