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Abstract
This paper addresses the problem of solving a class of nonlinear optimal control
problems (OCP) with infinite-dimensional linear state constraints involving Riesz-
spectral operators. Each instance within this class has time/control dependent poly-
nomial Lagrangian cost and control contraints described by polynomials. We first
perform a state-mode discretization of the Riesz-spectral operator. Then, we approx-
imate the resulting finite-dimensional OCPs by using a previously known hierarchy
of semidefinite relaxations. Under certain compactness assumptions, we provide a
converging hierarchy of semidefinite programming relaxations whose optimal values
yield lower bounds for the initial OCP. We illustrate our method by two numerical
examples, involving a diffusion partial differential equation and a wave equation. We
also report on the related experiments.
Keywords: Riesz-spectral operators, partial differential equations, moment matrices,
polynomial optimization, semidefinite relaxations.
1 Introduction
This paper focuses on solving a general class of nonlinear optimal control problems (OCP)
with infinite-dimensional linear state constraints. The states of such systems are assumed
to be solution of the following abstract Cauchy problem on a Hilbert space Z:
z˙ = A z(t) +B u(t) , z(0) = z0 , (1)
where A is the infinitesimal generator of a strongly continuous semigroup on Z, the control
space U being a Hilbert space and B being an operator mapping U into Z.
The main underlying motivation is the study of several parabolic/hyperbolic partial dif-
ferential equations (PDEs), which can be formulated into such infinite-dimensional linear
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systems (see e.g. [2, 15]). This includes diffusion equations to model heat flow in rods,
beam equations for vibration analysis, wave equations to describe deflection of vibrating
strings [14]. Another motivation is the control or stability analysis of delay systems. Such
systems involve retarded differential equations and can also be reformulated as abstract
differential equations involving Riesz-spectral operators. For more details, we refer the
interested reader to [2, § 2.4].
There exists already a literature on optimal control of PDEs. Consider in particular
the Hilbert Uniqueness Method (HUM) as introduced in [11] which gives the optimal
control by minimizing the L2-norm of the control. A numerical method dedicated to
the computation of the optimal HUM control for the wave equation is given in [10].
Numerically computing the optimal asks for special care since the high frequencies may
interfere with the mesh (see [18] for a general result of convergence in the parabolic case).
With respect to these prior works, the aim of this paper is to present a new method for the
computation of optimal controls for a large class of linear partial equations, in presence
of state and control constraints, and using moments and measure theory.
Our general methodology is inspired from prior research work in the context of dynamical
polynomial systems. In [9], the authors proposed a framework to handle certain class
of nonlinear OCPs while relying on infinite-dimensional linear programming (LP), where
variables are occupation measures. They derived a hierarchy of semidefinite programs
(SDP), whose optimal values form a nondecreasing sequence of lower bounds for the LP,
potentially converging to the optimal value of the OCP when all data are polynomial.
This can be seen as leverage on the technique initially introduced in [7] in the context
of static polynomial optimization. Recent extensions allowed to address various prob-
lems arising in control of polynomial systems, including the characterization of regions
of attraction [3], maximum controlled invariants [5] as well as reachability analysis of
discrete-time polynomial systems [13].
The approach developed in [17] is completely different with respect to the present one.
Indeed for a class of polynomials PDEs, a design method is suggested in [17] to compute
a polynomial Lyapunov function and an associate domain of attraction (see also [1] in a
safety certification context). To do so, techniques relying on sums of squares are applied
and a fully different hierarchy of SDP relaxations is derived. In our paper, the control
problem is different, since a stability analysis is not considered but rather an optimal
control problem. Moreover, in our case occupation measures are used on linear Riesz-
spectral operators.
Contribution In this article, we consider the class of nonlinear OCPs with (time-control
dependent) polynomial Lagrangian cost, infinite-dimensional linear state constraints and
semialgebraic control constraints. By contrast with prior work, our main results can be
summarized as follows:
• we rely on a discretization of the Riesz-spectral operator involved in the state con-
straints to provide a sequence of nonlinear OCPs with finitely many linear state-
mode constraints. Each state-mode OCP can then be reformulated as an infinite-
dimensional LP by using occupation measures, following the approach described
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in [9]. At the end, this leads to a sequence of infinite-dimensional LPs, indexed by
the number of modes.
• we approximate each LP with a hierarchy of finite-dimensional SDP relaxations
whose optimal values form a converging sequence of lower bounds for the LP and
thus of the corresponding state-mode OCP as well as of the initial OCP. This
methodology is then applied to study nonlinear control problems involving diffu-
sion, beam or wave partial differential equations.
Our paper is organized as follows. In Section 2, we recall preliminary background about
Riesz-spectral operators and state our initial OCP. Section 3 is devoted to the discretiza-
tion of this OCP into a sequence of state-mode OCPs, which are in turn reformulated into
infinite-linear LPs over occupation measures. Next, in Section 4, we show how to build a
hierarchy of converging finite-dimensional SDP relaxations for each infinite-dimensional
LP. Eventually, we illustrate the method with several numerical experiments in Section 5.
2 Riesz-Spectral Operators and OCPs
2.1 Riesz-Spectral Operators
Let Z be a Hilbert space, equipped with a norm operator denoted by ‖ · ‖. Let L(Z)
be the set of bounded linear operators from Z to Z. As stated in [2, Definition 2.1.2], a
strongly continuous semigroup (C0-semigroup) is an operator-valued function T (t) from
R+ to L(Z) that satisfies the following properties:
T (t+ s) = T (t)T (s) , ∀t, s ≥ 0 , (2)
T (0) = I , (identity on Z) , (3)
‖T (t) z0 − z0‖ → 0 , as t→ 0+ , ∀z0 ∈ Z . (4)
The infinitesimal generator A of a C0-semigroup on a Hilbert space Z is defined by:
Az = lim
t→0+
(T (t)− I)z ,
whenever the limit exists (see [2, Definition 2.1.8]). The domain D(A) of A is the set of
elements in Z for which the limit exists.
The notion of Riesz-spectral operator allows to represent several interesting classes of
linear partial differential equations, which can be either parabolic or hyperbolic. This
representation relies on the concept of Riesz basis.
Definition 2.1. ([2, Definition 2.3.1]) A sequence of vectors (Φk)k≥1 in Z is a Riesz basis
for Z if the following two conditions hold:
1. span
k≥1
{Φk} = Z.
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2. There exists m,M > 0 such that for all positive N ∈ N and arbitrary scalars
α1, . . . , αN one has:
m
N∑
k=1
|αk|2 ≤ ‖
N∑
k=1
αkΦk‖2 ≤M
N∑
k=1
|αk|2 .
Let A be a linear closed operator on Z with simple eigenvalues (λk)k≥1 and corresponding
eigenvectors (Φk)k≥1 forming a Riesz basis in Z. If the closure of (λk)k≥1 is disconnected,
then A is called a Riesz-spectral operator.
In the sequel, we assume that A is such a Riesz-spectral operator. We note (Ψk)k≥1
the eigenvectors of A? satisfying 〈Φk,Ψj〉 = δkj. Then by [2, Theorem 2.3.5], A has the
following representation, for all z ∈ D(A):
A z =
∞∑
k=1
λk〈z,Ψk〉Φk , (5)
2.2 Statement of Optimal Control Problem
For a given Hilbert space Z, real number T > 0 and a positive integer m, we consider the
following infinite-dimensional state linear system:
z˙ = A z(t) +B u(t) , t ∈ [0, T ] , (6)
where
• A is a Riesz-spectral operator, with representation as in (5) and is the infinitesimal
generator of a strongly continuous semigroup T (t) on the Hilbert space Z.
• B is a bounded linear operator from U to Z, with U being a compact subset of Rm.
The control function u : [0, T ]→ U is bounded measurable.
Let ZT be a subset of D(A). For a given T > 0, and z0 ∈ D(A), a control u is said
admissible on [0, T ] if there exists a solution z(·) of (6), such that z(0) = z0, u is well
defined on [0, T ] and fulfills:
(z(t), u(t)) ∈ Z×U a.e. on [0, T ] , (7)
z(T ) ∈ ZT . (8)
We denote by UT the set of admissible controls on [0, T ]. For a given u ∈ UT , the cost of
the associated trajectory z(·) is given by:
J(0, T, z0,u) =
∫ T
0
h(t, u(t))dt , (9)
with h : [0,∞]×U→ R being a smooth function.
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In the sequel, we consider the optimal control problem of computing a trajectory solution
z of (6) starting from z0, fulfilling the state and control constraints (7), the terminal
constraint (8) and minimizing the cost (9).
For fixed final time T , we define:
J(0, T, z0) := inf
u∈UT
J(0, T, z0,u) , (10)
and for free final time, we define:
J(0, z0) := inf
T>0,u∈UT
J(0, T, z0,u) . (11)
3 Infinite-Dimensional LP and Occupation Measures
3.1 State-Mode Discretization
For a state linear system defined as in (6), let us define the N -th state-mode zN :=
〈z,ΨN〉, for all positive integers N . Similarly, we define z0N := 〈z0,ΨN〉. Let us note
Bu =
∑m
i=1Biui with Bi : R → Z being the i-th projection of the operator B in the
canonical basis of Rm. We define the linear operator bN(u) :=
∑m
i=1〈Biui,ΨN〉. Next, let
us note fN(t, zN , u) := λN zN + bN(u(t)). The state linear system defined as in (7) is then
equivalent to the following infinite-dimensional state-mode linear system:
z˙N = fN(t, zN , u) , t ∈ [0, T ] , N ∈ {1, 2, . . . } . (12)
Remark 1. In the sequel, we assume without loss of generality that the eigenvalues
(λN)N≥1 involved in (12) are real numbers. Indeed, if (λN)N≥1 is a sequence of complex
numbers, one can always rewrite (12) as a real system of linear equations involving the
real and imaginary parts of zN and λN , thus yielding a system with twice the initial
number of variables.
We note ZN := {〈z,ΨN〉 : z ∈ Z} and ZTN := {〈z,ΨN〉 : z ∈ ZT}. Accordingly to [9], we
also use the notations ΣN := [0, T ]× Z1 × · · · × ZN and SN := ΣN × U .
Instead of considering OCP (10), we consider the optimal control problem of minimizing
the cost (9) over the set UTN of admissible controls on [0, T ] such that there exists a
trajectory solution (z1, . . . , zN) of (12) starting from (z01 , . . . , z0N) = (z1(0), . . . , zN(0)),
and fulfilling the constraints:
(z1(t), . . . , zN(t), u(t)) ∈ Z1 × · · · × ZN ×U a.e. on [0, T ] , (13)
z(T ) ∈ ZT1 × · · · × ZTN . (14)
Thus, for fixed final time T , we define:
JN(0, T, z
0) := inf
u∈UTN
J(0, T, z0,u) , (15)
and for free final time, we define:
JN(0, z
0) := inf
T>0,u∈UTN
J(0, T, z0,u) . (16)
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Lemma 3.1. Assume that the set UT of admissible controls is non empty. Then
the sequence (JN(0, T, z0))N>0 is monotone nondecreasing and limN→∞ JN(0, T, z0) ≤
J(0, T, z0).
Proof. Let us fix a positive integer N and prove that UTN ⊆ UT . Let us consider a control
u ∈ UT together with a solution z(·) of (6) starting from z0, fulfilling the state and
control constraints (7), the terminal constraint (8). Thus, the same u together with the
N first modes z1, . . . , zN must satsify the state and control constraints (13), as well as the
terminal constraint (14). This proves that JN(0, T, z0) ≤ J(0, T, z0). Similarly, one has
UTN+1 ⊆ UTN which yields JN(0, T, z0) ≤ JN+1(0, T, z0). The sequence (JN(0, T, z0))N>0 is
monotone nondecreasing and bounded, which implies the desired convergence result.
Note that OCP (15) is a particular case of OCP (2.5) in [9] with the notations x ←
(z1, . . . , zN), f ← (f1, . . . , fN). In our case, the Lagrangian h involved in the cost does
not depend on the state variables z1, . . . , zN and the Hamiltonian H is equal to 0.
In the sequel, we make the following assumption:
Assumption 3.2. For all positive integers N , the set ZN (resp. ZTN) is a closed real
interval [zN , zN ] (resp. [zNT , zNT ]).
This assumption allows to use the results from [9] relying on compactness of the gen-
eral (resp. terminal) state constraints. In particular, one shows the equivalence between
OCP (15) and an infinite-dimensional LP over occupation measures, for all positive integer
N .
3.2 Occupation Measures
Let us define the linear mapping LN : C1(SN)→ C(ΣN):
v 7→ LN(g) := ∂g
∂t
(t, z1, . . . , zN) +
N∑
k=1
fk(t, zk, u)
∂g
∂zk
(t, z1, . . . , zN) , (17)
Then, we define further the adjoint linear operator L?N : C(ΣN)? → C1(SN)? with the
adjoint relation:
〈L?N(µ), g〉 := 〈µ,LN(g)〉 =
∫
SN
LN(g) dµ(t, z1, . . . , zN , u) , (18)
for each Borel measure µ ∈M(SN) = C(SN)? and any test function g ∈ C1(ΣN). We note
T (resp. BN) the Borel σ-algebra associated with [0, T ] (resp. RN). Let 1A(·) stand for
the indicator function of the set A, namely 1A(z) = 1 if z ∈ A and 1A(z) = 0 otherwise.
Let us now define the two following occupation measures µN and µTN , by
µN(A×B×C) :=
∫
[0,T ]∩A
1B×C[z1(t), . . . , zN(t), u(t)]dt , (19)
µTN(D) :=1D(z
T
1 , . . . , z
T
N) , (20)
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for each D ∈ BN and for all rectangles (A×B×C) with (A,B,C) ∈ T × BN × Bm.
The average occupation measure µN counts the average time spent by the N first state-
modes and control trajectories in subsets of Z1 × · · · ×ZN ×U. The terminal occupation
measure µTN counts the average time spent by the N first state-modes in subsets of ZT1 ×
· · · × ZTN .
Let us note ⊗ the product of measures, δ0N the Dirac measure at point (t, z1, . . . , zN) =
(0, z01 , . . . , z
0
N) and δTN the Dirac measure at point (t, z1, . . . , zN) = (T, zT1 , . . . , zTN)
As in [9, § 2.3], we obtain the following linear equation between the initial measure δ0N ,
the terminal measure µTN and the average occupation measure µN :
δTN ⊗ µTN − δ0N = L?N(µN) , (21)
3.3 Infinite-Dimensional LP Formulation
Let us consider the following infinite-dimensional linear program (LP) indexed by the
number of modes N :
PN := inf
µN ,µ
T
N
〈h, µN〉
s.t. δTN ⊗ µTN − δ0N = L?N(µN) ,
µN ∈M+([0, T ]× Z1 × . . .ZN ×U) ,
µTN ∈M+(ZT1 × . . .ZTN) .
(22)
The following theorem is a consequence of [9, Theorem 2.3] in our context.
Theorem 3.3. Assume that the set UT of admissible controls is non empty. Then,
(i) For all positive N ∈ N, LP (22) is solvable, that is, the inf is attained and PN ≤
JN(0, T, z
0) ≤ J(0, T, z0).
(ii) For all positive N ∈ N, there is no duality gap between LP (22) and its dual.
(iii) If for every (t, z) ∈ [0, T ]×Z, the set {A z+B u : u ∈ U} is convex and the function
v 7→ gt,z(v) := inf
u∈U
h(t, u)
s.t. v = A z +B u ,
is convex, then for all positive N ∈ N, OCP (15) has an optimal solution and
PN = JN(0, T, z
0).
Proof. The set UT is non empty. Thus, for all positiveN ∈ N, the set UTN is also non empty.
As shown in [9, § 2.3], LP (22) is feasible whenever there exists an admissible control for
OCP (15). The right inequality in (i) follows from Lemma 3.1. Using Assumption 3.2,
the proofs of the left inequality in (i) and (ii) follow respectively from [9, Theorem 2.3 (i)]
and [9, Theorem 2.3 (ii)].
Let us note f := (f1, . . . , fN). To prove (iii), we need to show that the two assumptions
of [9, Theorem 2.3 (iii)] are ensured, namely that:
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1. For every (t, z1, . . . , zN) ∈ ΣN , the set f(t, z1, . . . , zN ,U) is convex.
2. For every (t, z1, . . . , zN) ∈ ΣN , the function
v 7→ inf
u∈U
h(t, u)
s.t. v = f(t, z1, . . . , zN , u) ,
is convex.
Let us fix (z1, . . . , zN) ∈ ΣN and complete this vector with infinitely many zeros to obtain
an element (t, z) ∈ [0, T ]×Z. Then the first (resp. second) item follows from the convexity
of {A z +B u : u ∈ U} (resp. gt,z), yielding the desired result.
4 A Hierarchy of SDP Relaxations
Here, we apply the results from [9, § 3.3] to derive SDP relaxations of the infinite-
dimensional LP (22), yielding a converging sequence of lower bounds for PN . This also
allows to obtain lower bounds for the cost JN(0, T, z0) of OCP (15) as well as the cost
J(0, T, z0) of the initial problem, i.e. OCP (10). Section 4.1 is dedicated to preliminary
background on moment matrices. Then, we provide the hierarchy of finite-dimensional
SDP relaxations of PN in Section 4.2.
4.1 Moment Matrices
We assume that U is a basic compact semialgebraic subset of Rm. Using Assumption 3.2,
this gives the following definitions for all positive integer N :
U := {u ∈ Rm : w1(u) ≥ 0, . . . , ws(u) ≥ 0} , (23)
Z1 × · · · × ZN := {(z1, . . . , zN) ∈ RN : v1(z1) ≥ 0, . . . , vN(zN) ≥ 0} , (24)
ZT1 × · · · × ZTN := {(z1, . . . , zN) ∈ RN : vT1 (z1) ≥ 0, . . . , vTN(zN) ≥ 0} , (25)
for polynomials w1, . . . , ws ∈ R[u], vN(z) := (zN−z)(z−zN) and vTN(z) := (zNT −z)(zT −
zN
T ), where zN and zN are as in Assumption 3.2.
We set rj := d(deg gj)/2e, j = 1, . . . , s. For the ease of further notation, we set g0(x) := 1.
For sequel purpose (Section 4.2), we also define rmin := max{1, r1, . . . , rm}.
To guarantee the convergence behavior of the relaxations presented in the sequel, we need
to ensure that polynomials which are positive on U lie admit certain representations. The
existence of such representations is guaranteed by Putinar’s Positivstellensaz (see e.g. [8,
Section 2.5]), when the following condition holds:
Assumption 4.1. (Archimedean property) There exists a large enough integer M such
that one of the polynomials wj describing the set U is equal to M − ‖u‖22.
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From now on we assume that the control set U is a basic compact semialgebraic set as
in (23) and that it satisfies the Archimdean property stated in Assumption (4.1). Note
that the definition of each polynomial vN(resp. vTN) involved in (24) (resp. (25)) ensures
that this Archimedean property also holds for all state sets.
Moment matrices Given a positive N ∈ N, a multi-index α is a vector of N nonneg-
ative integers α := (α1, . . . , αN). For all r ∈ N, we set NNr := {α ∈ NN :
∑N
i=1 αi ≤ r},
whose cardinality is
(
N+r
r
)
. We define Nmr in a similar way.
Then a polynomial θ ∈ R[t, z1, . . . , zN , u] is written as follows:
(t, z1, . . . , zN , u) 7→ θ(t, z1, . . . , zN , u) =
∑
p∈N,α∈NN ,β∈Nm
θpαβ t
pzα11 . . . z
αN
N u
β ,
and θ is identified with its vector of coefficients θ = (θγ) in the canonical basis of mono-
mials indexed by γ ∈ N× NN × Nm = N1+N+m.
Given a real sequence y = (yγ)γ∈N1+N+m , let us define the linear functional `y :
R[t, z1, . . . , zN , u] → R by `y(θ) :=
∑
γ θγyγ, for every polynomial θ. Then, we asso-
ciate to y the so-called moment matrix Mr(y), that is the real symmetric matrix with
rows and columns indexed by N1+N+mr and the following entrywise definition:
(Mr(y))β,γ := yβ+γ , ∀β, γ ∈ N1+N+mr .
Now, we recall the following important fact allowing to build the hierarchy of semidefinite
relaxations in Section 4.2. If y is the sequence of moments of a nonnegative measure µ
supported on R×RN×Rm, then one has for every polynomial q ∈ R[t, z1, . . . , zN , u], with
vector of coefficients denoted by q:
qT Mr(y)) q = `y(q
2) =
∫
R×RN×Rm
q2 dµ ≥ 0 .
Thus, a necessary condition for µ to be nonnegative with support in R×RN ×Rm is that
Mr(y) is a semidefinite positive matrix, for all r (which is denoted by Mr(y)  0 ).
Given a polynomial θ ∈ R[t, z1, . . . , zN , u], we also associate to y the so-called localizing
matrix, that is the real symmetric matrix Mr(θ y) with rows and columns indexed by
N1+N+mr and the following entrywise definition:
(Mr(θ y))β,γ :=
∑
δ
θδyδ+β+γ , ∀β, γ ∈ N1+N+mr .
Let y be the moment sequence of a nonnegative measure µ supported in the super level
set of θ. As for the moment matrix, a necessary condition is that Mr(θ y)  0, for all r.
4.2 A Hierarchy of Finite-Dimensional SDP Relaxations
We note gT (z1, . . . , zN) := g(z1, . . . , zN) for any g ∈ C1(ΣN). For each positive N ∈ N,
given a sequence y = (yγ) indexed in the monomial basis of R[t, z1, . . . , zN ], let us note
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y(t), y(z1), . . . ,y(zN) and y(u) its marginals with respect to the variables t, z1, . . . , zN
and u respectively. These marginal sequences are indexed in the monomial basis of R[t],
R[z1], . . . ,R[zN ] and R[u] respectively so that the following holds:
y(t) = (zp,0,0)p∈N , y(zi) = (z0,kei,0)k∈N , y(u) = (z0,0,β)β∈Nm ,
where ei is the N -th dimensional vector whose only nonzero entry is 1 at index i.
For all r ≥ rmin, let us consider the following SDP relaxations of LP (22):
PN,r := inf
y,yT
`y(h)
s.t. Mr(y),Mr(yT )  0 , Mr−1(t(T − t)y(t))  0 ,
Mr−1(vi y(zi))  0 , i = 1, . . . , N ,
Mr−rj(gj y(u))  0 , j = 1, . . . , s ,
Mr−1(vTi y
T )  0 , i = 1, . . . , N ,
`yT (gT )− `y(LN(v)) = v(0, z01 , . . . , z0N) , ∀g = (tpzα11 . . . zαNN )
with p+ |α| ≤ r .
(26)
Let us briefly recall why SDP (26) is a relaxation of LP (22). The reason is that for any
couple of Borel measures (µN , µTN) feasible for LP (22), then the corresponding couple of
associated moment sequences (y,yT ) is feasible for SDP (26) (we removed the subindex
N in the notation of moment sequences for conciseness).
The following theorem states that this hierarchy of SDP relaxations provides a sequence
of lower bounds converging to the optimal value of LP (22). This theorem can be seen as
a reformulation of [9, Theorem 3.6] in our context.
Theorem 4.2. Let U, Z1 × · · · × ZN and ZT1 × · · · × ZTN be basic compact semialgebraic
sets defined respectively in (23), (24) and (25) and suppose that Assumption 4.1 holds.
Then, for all positive N ∈ N,
(i) PN,r ↑ PN as r →∞.
(ii) In addition, if for every (t, z) ∈ [0, T ] × Z, the set {A z + B u : u ∈ U} is convex
and the function
v 7→ gt,z(v) := inf
u∈U
h(t, u)
s.t. v = A z +B u ,
is convex, then PN,r ↑ PN = JN(0, T, z0) ≤ J(0, T, z0) as r →∞.
Proof. See the proof of [9, Theorem 3.6]. The second inequality of (ii) comes from Theo-
rem 3.1.
For the case of OCP (16) with free terminal time, T becomes a variable lying in a given
interval [0, T0] and we need to solve another SDP relaxation. This relaxation (omitted
for the sake of conciseness) is obtained as in [9, § 3.3] and involves the moments of the
occupation measure yT , which is now supported on [0, T0]× ZT1 × ZTN .
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5 Numerical Experiments
Here, we present experimental benchmarks that illustrate our method.
5.1 Software Implementation
For a given positive N ∈ N, an instance of OCP (15), we build the SDP (26) at relaxation
order r. The overall algorithmic scheme is implemented by using the POCP package 1
available in Matlab. POCP allows to solve (nonlinear) OCPs with polynomial data.
Here, we use POCP to relax OCP (15) as SDP (26), the relaxation process being handled
by GloptiPoly 3 [4] via Yalmip [12] toolbox. We compute the solution of SDP (26) thanks
to the interface between GloptiPoly and the SDP solver SeDuMi 1.3 [16].
All benchmarks were performed with a PC Intel Quad-Core CPU (3.30GHz) with 16Gb
of RAM, running under Debian 8.
5.2 Diffusion Equation
We consider the example of the one-dimensional heat diffusion model in the Hilbert space
Z = L2([0, 1]) of square integrable functions with control in U = [−1, 1]. This model is
described as follows by the linear PDE with boundary conditions, given by:
∂h
∂t
=
∂2h
∂x2
+ b(x)u(t) , ∀t ∈ [0, T ] ,
∂h
∂x
(0, t) =
∂h
∂x
(1, t) = 0 , ∀t ∈ [0, T ] , (27)
h(x, 0) = cos(pix) , h(x, T ) = 0 ,∀x ∈ [0, 1] ,
with b(x) :=
1

1[x0−,x0+](x). This heat diffusion PDE can be described by using an
abstract Cauchy system as in (1), with Ah :=
∂2h
∂x2
defined on the domain:
D(A) = {h ∈ Z : ∂h
∂x
,
∂2h
∂x2
∈ Z and h′(0) = h′(1) = 0}
and B : U → Z being the bounded linear operator defined by B u = b u. As shown
e.g. in [2], the operator A is a Riesz-spectral operator with eigenvalues given by λN =
−N2pi2 and corresponding eigenvectors given by ΦN(x) =
√
2 sin(Npix), for all positive
integer N .
Now we describe our results after solving three successive SDP relaxations of the minimal
time problem, i.e. OCP (16) with h = 1, N = 3, T0 = 1,  = 0.4 and x0 = 0.27, for
increasing values of the relaxation order (from r = 2 to r = 6). The lower bounds of the
minimal time are P3,2 = 0.203, P3,4 = 0.302 and P3,6 = 0.359, all being computed in
1http://homepages.laas.fr/henrion/software/pocp
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less than 5 seconds. After solving the SDP relaxations, we perform the controller extrac-
tion by following the procedure described in [6, § 5], whose output uN,r is a polynomial
approximation of degree r/2.
(a) r = 2 (b) r = 4
(c) r = 6
Figure 1: Approximate trajectories for minimal time OCP involving PDE (27)
Then, we compute a numerical approximation of the solution h of PDE (27) with u = uN,r,
while relying on the pdepe procedure available inside Matlab. The size of the spatial
mesh (resp. number of time steps) is 30. The corresponding results are displayed on
Figure 1. The left picture (corresponding to r = 2) shows that the lower bound obtained
by SDP is too coarse as the value of h does not satisfy the final condition h(x, T ) = 0
at time T = P3,2 = 0.203. Increasing the value of the relaxation order allows to obtain
controllers ensuring that the solutions to (27) vanish at the end of the simulation.
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5.3 Wave Equation
Next, we consider the one-dimensional model of wave equation with Z and U as in Sec-
tion 5.2, described the linear PDE with boundary conditions given by:
∂2w
∂t
=
∂2w
∂x2
+ b(x)u(t) , ∀t ∈ [0, T ] ,
w(x, 0) = sin(2pix) , ∀x ∈ [0, 1] , (28)
∂w
∂t
(x, 0) = sin2(2pix) , ∀x ∈ [0, 1] ,
w(0, t) = w(1, t) = 0 , ∀t ∈ [0, T ] ,
with b(x) as in Section 5.2. The wave equation can be described by using an abstract
Cauchy system associated to a Riesz-spectral operator with eigenvalues λN = jNpi
for all nonzero N ∈ Z and a corresponding Riesz basis of eigenfunctions ΦN =
1
jNpi
(sin(Npix), jNpi sin(Npix))T . Here j denotes the unit imaginary number with j2 = 1.
To solve the minimal time problem OCP (16), we first reformulate (12) as a real system
by considering the real and imaginary parts of zN and λN . Note that when fixing the
number of modes N , the OCP has dimension 4N . Thus, one ends up computing the
cost value PN,r of SDP (26) which involves
(
4N+2r
2r
)
variables at relaxation order r. This
comes together with a computational burden, as reported in Table 1 for values of N and
r between 1 and 4. For each (N, r), “vars” stands for the total number of SDP variables
considered when solving (26) with SeDuMi. The occurrence of the symbol “−” means
that the SDP problem could not be solved within one day of computation.
Table 1: Timing results to solve SDP (26) for PDE (28)
relaxation order r 1 2 3 4
N = 1
vars 42 279 1134 3498
time (s) 1.25 3.70 17.5 156
N = 2
vars 100 1496 11011 −
time (s) 2.58 40.1 4518 −
N = 3
vars 211 4880 − −
time (s) 5.30 496. − −
N = 4
vars 342 12160 − −
time (s) 9.16 5824 − −
As in Section 5.2, we obtain polynomial approximations uN,r of the controller and repre-
sent them on Figure 2 for N = 1, 2, 3. At the first mode (N = 1), one notices that the
approximations obtained at higher relaxation orders (r = 3 and r = 4) are close to each
other, which seems to indicate a convergence behavior. For higher number of modes, such
behavior is hard to investigate due the quickly growing size of SDP problems.
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0 1
t
u1,r
(a) N = 1, r ∈ {1, 2, 3, 4}
0 1
t
u2,r
(b) N = 2, r ∈ {1, 2, 3}
0 1
t
u3,r
(c) N = 3, r ∈ {1, 2}
Figure 2: Approximate control uN,r for minimal time OCP (16) related to PDE (28)
6 Conclusion
This paper presented a general approximation framework to handle certain classes of
OCPs with infinite-dimensional linear state constraints involving Riesz-spectral opera-
tors. The first step consists of a state-mode discretization of the operator to obtain an
optimization problem over occupation measures. The second step consists of solving SDP
relaxations involving finite numbers of moments of the occupation measures. By selecting
only a few modes and number of moments, preliminary experiments demonstrate that
our method is practically able to control systems involving PDEs. A first research direc-
tion would be to investigate sparse/symmetric systems involving higher number of modes.
Another topic of interest would be to develop extensions to several classes of nonlinear
PDEs, including the case when the dynamics (resp. cost) are polynomial functions of the
state.
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