Abstract. We explore decay estimates for L 1 circular means of the Fourier transform of a measure on R 2 in terms of its α-dimensional energy. We find new upper bounds for the decay exponent. We also prove sharp estimates for a certain family of randomised versions of this problem.
Introduction
We begin with a definition. Let 0 < α ≤ 2. The α-dimensional energy of a positive measure µ on R 2 is defined by
As in Wolff [13] , we make the following definition. For 1 ≤ p < ∞, let σ p (α) be the supremum of the numbers σ for which there is a constant C with
for all µ supported in the unit ball B ⊂ R 2 and all R > 0. Here S 1 denotes the unit circle in R 2 . The problem of estimating σ p has been of interest in recent years largely because of its connection with certain longstanding conjectures in Geometric Measure Theory. See [13] , [14] , [9] , and [8] . The inequalities (1) have been studied explicitly by many authors, in particular, Bourgain, Mattila, Sjölin, and Wolff (see [4] , [10] , [11] , and [13] , respectively).
In addition, inequalities of the form (1) may be interpreted via duality as examples of weighted estimates for the extension operator (dual to the Fourier Restriction operator). Inequalities such as (1) , and in particular the work of Wolff [13] , have generated substantial interest from this perspective. See [5] , [3] , [6] , and [2] for some related work.
Before we introduce our results we briefly discuss what is known about the exponents σ p (α) for 0 < α ≤ 2 and 1 ≤ p < ∞.
For p ≥ 2, σ p (α) has been computed for each 0 < α ≤ 2. In particular
Wolff showed in [13] that for p > 2, σ p is equal to what one might expect from interpolating between the p = 2 and the trivial p = ∞ results. For 1 ≤ p < 2 the picture is incomplete. By the Cauchy-Schwarz inequality,
and hence
As yet, this 'trivial' bound for σ p (1 ≤ p < 2) is the only lower bound that is known. For p = 1, the upper bound
was obtained by Wolff in [13] using a certain randomisation argument.
In this article we focus on the case p = 1, i.e. the problem of estimating the exponent σ 1 . Our approach (motivated by that of Wolff [13] ) involves the introduction of a broad family of randomised versions of this problem which contains the original problem as an 'end point'. For certain members of this family we are able to find the corresponding sharp exponent. These results provide a new upper bound for σ 1 as a corollary.
In addition, we give an alternative proof of this corollary which we believe to be enlightening since it involves 'less randomising' and provides an interesting interpretation of the geometry contained in the proof of our main result.
We now turn to the details, beginning with a sequence of reductions. By definition, σ 1 (α) is the supremum of the numbers σ for which there is a constant C with
for all measures µ supported in the unit ball B and R > 0. By duality, (3) is equivalent to
, R > 0, and supp(µ) ⊂ B. Furthermore, (4) can be seen to be equivalent to
The equivalence of (3), (4) and (5) is clarified in [13] .
Let 0 ≤ γ ≤ 1/2. We now decompose the annulus
where A k is the segment of annulus
and we write
Kintchine's inequality applied to (5) implies
for all σ < σ 1 (α). For 0 ≤ γ ≤ 1/2 and 0 < α ≤ 2, we define σ γ (α) to be the supremum of the numbers σ for which there is a constant C such that (6) holds for all φ ∈ L ∞ (A), R > 0, and supp µ ⊂ B. (The case γ = 0 of (6) is equal to inequality (5), i.e. σ 0 = σ 1 .)
Notation. Throughout this article we use the letters c and C to denote constants that may change from line to line. However, we allow these constants to depend on the parameters α and γ.
In [13] Wolff used (6) with γ = 1/2 to prove the upper bound for σ 1 given by (2) . In order to do this Wolff reduced (6) (for γ = 1/2) further by using the observation that given any collection of rectangles
In this case (6) implies that
for all such families of rectangles {T k }. A particular choice of rectangles {T k } and measure µ now leads to Wolff's result. The case γ = 1/2 is in a sense at a natural scale since the corresponding segments of annulus {A j } are in fact 'rectangles'. Theorem 1 confirms that the randomised inequality (6) at the 'natural scale' γ = 1/2 cannot provide extremal examples for inequality (5) (and thus inequality (3)). In order to prove Corollary 2 from Theorem 1 one only needs to use the fact that
. In the proof of Theorem 1, the example that we use to obtain this inequality involves an argument using rectangles similar to that of the previous paragraph. The alternative proof of Corollary 2, that we give at the end, is interesting as it avoids any direct consideration of rectangles.
The following lemma of Wolff [13] will be important to us.
Lemma 3.
If µ is a measure supported in the unit ball in R 2 and 0 < α ≤ 2, then we can decompose µ as a sum of O(log R) measures µ j , so that for each j,
The proof of Theorem 1
In order to prove the theorem, we will show that (6) holds for all σ < 
k=1 be a collection of rectangles of dimensions R 2γ−1 × R γ−1 , so that the direction of the longest side of T k is given by e
Hence, (6) gives in this particular case (see also [13] )
It suffices to show that (7) fails for
and its 'concentric half'
We now translate B * j to the unit ball, defining B j = B * j − a j , where
( B looks like a 'curved fan'; see Figure 1 .) Next we observe that Figure 1 . The 'curved fan'.
One can easily check that, for this choice of δ, We choose the rectangle T k to be tangent to B in the following way. For each k, we define the point
We then have
Therefore, for (7) to hold, . The argument uses ideas of A. Córdoba [7] and T. Wolff [13] . Let us suppose, as we may, that φ ∞ = 1.
We begin by using the Cauchy-Schwarz inequality
Note that, since supp φ k ⊂ A k is contained in a ball of radius cR
where
By Cauchy-Schwarz and Hölder's inequality,
where the supremum is taken over all balls of radius r ≥ R γ−1 contained in the unit ball. The last inequality above is a simple consequence of the rapid decay of |Ψ|.
We now consider a further subdivision of the annulus A,
whereÃ l is the segment of annulus
Then, a well known orthogonality argument originally due to Córdoba (see [7] and [13] Lemma 1.3) shows that
Now, by Plancherel's Theorem,
By the choice of
Moreover,
Hence,
From this, we conclude that
and so, by Lemma 3
Observe that this has incurred an additional factor of log R. Hence, (6) holds for any σ < 
An alternative proof of Corollary 2
For us, the Bessel function J s will be given by
for each t ∈ R. For this we have the following estimate.
Lemma 4.
There exists an absolute constant c > 0 such that whenever s ≥ 1 and
Proof. The proof of Lemma 4 can be seen as a consequence of the Mean Value Theorem applied to the following two estimates (see [12] page 260, and [1] , respectively):
We begin by considering the relatively simple case of α = 1. Let σ < σ 1 (1) . By definition,
for all R > 0, g ∈ L ∞ (S 1 ), and measures µ supported in the unit ball. We now observe that if g(x) = e iR arg x , and dµ(ξ) = χ A (ξ)dξ, where
then by Lemma 4,
on A. Proceeding as in (8) we may also show that I 1 (µ) ≤ C(log R)µ(B) 2 . Now, by (9) we conclude that σ ≤ 1/3, and hence σ 1 (1) ≤ 1/3, as claimed.
Let 1 < α < 2 be fixed, and let 1 < β < 3/2 be some parameter to be determined. (The exponent σ 1 (α) is known for α = 2, as one may observe in the Introduction.)
and ξ j ∈ R 2 is given by
Using (4) and Kintchine's Inequality we obtain
for all R > 0 and measures µ supported in the unit ball. Notice that after rescaling, this is equivalent to applying (6) with γ = 1 − β. which occurs whenever
We may therefore conclude that σ ≤ α α + 2 , and hence σ 1 (α) ≤ α α + 2 , for 1 < α < 2.
Remark. The above choice of β is optimal subject to our constraints.
