In recent years approximate Bayesian computation (ABC) methods have become popular in population genetics as an alternative to full-likelihood methods to make inferences under complex demographic models. Most ABC methods rely on the choice of a set of summary statistics to extract information from the data. In this paper we tested the use of the full allelic distribution directly in an ABC framework. Although the ABC techniques are becoming more widely used, there is still uncertainty over how they perform in comparison with full-likelihood methods. We thus conducted a simulation study and provides a detailed examination of ABC in comparison with full-likelihood in the case of a model of admixture. This model assumes that two parental populations mixed at a certain time in the past, creating a hybrid population, and that the three population then evolve under pure drift. Several aspects of ABC methodology were investigated, such as the effect of the distance metric chosen to measure the similarity between simulated and observed datasets. Results show that in general ABC provide good approximations to the posterior distributions obtained with the full-likelihood method. This suggests that it is possible to apply ABC using allele frequencies to make inferences in cases where it is difficult to select a set of suitable summary statistics, and when the complexity of the model or the size of dataset makes it computationally prohibitive to use full-likelihood methods.
INTRODUCTION
The genetic patterns observed today in most species are the result of complex histories, which include demographic events such as population admixture, expansions and/or collapses. The detection and quantification of such events relies on the fact that different scenarios leave a specific genetic signature in present-day populations, as well as on knowledge from other sources (e.g. ecology, biogeography, archeology) to define plausible models to explain such patterns.
Recent population genetic modeling has seen the development of a number statistical approaches that aim at extracting as much information as possible from the full allelic distributions (Griffiths and Tavaré 1994; Wilson and Balding 1998; Beaumont 1999; Beerli and Felsenstein 2001; Chikhi et al. 2001; Storz et al. 2002) . These approaches aim at computing the likelihood L(θ), i.e. the probability P M (D|θ) of generating the observed data D under some demographical model M , defined by a set of parameters θ = (θ 1 , . . . , θ k ). While some methods try to find the θ i values that maximize L(θ), and use these maximum likelihood estimates (MLE) (Kuhner et al. 1995; Beerli and Felsenstein 2001) , other likelihoodbased approaches take a Bayesian perspective and estimate probability density functions for the parameters given the data, i.e. the posterior distribution (Wilson and Balding 1998; Beaumont 1999; Chikhi et al. 2001; Storz et al. 2002) . In Bayesian inference, the posterior density is obtained through the relationship P (θ|D) ∝ L(θ)P (θ) where P (θ) summarises prior knowledge (or lack thereof) regarding θ before the data are observed (Beaumont and Rannala 2004) .
Under both approaches it is usually necessary to calculate the likelihood but, for complex demographic models, the likelihood cannot be derived analytically. Therefore, full-likelihood approaches rely on methods that explore the parameter space efficiently, such as Importance Sampling (IS; Stephens and Donnelly 2000) and Markov chain Monte Carlo (MCMC; Beerli and Felsenstein 2001; Nielsen and Wakeley 2001; Beaumont 2003) . However, these methods are highly computer intensive, their implementation into complex and realistic models is difficult and, at the moment, their applicability to analyse large datasets is reduced (Hey and Machado 2003; Hey and Nielsen 2004) . This has led to the development of methods that try to approximate the likelihood, such as approximate Bayesian computation (ABC; Beaumont et al. 2002; Marjoram et al. 2003) , composite likelihood (Hudson 2001; Nielsen et al. 2005) and product of approximate conditionals (PAC; Li and Stephens 2003; Cornuet and Beaumont 2007; Roychoudhury and Stephens 2007) .
The idea behind ABC methods is to use simulations across a wide range of parameter values within a model to find the parameter values that generate data sets that match those in the observed data most closely . In most studies, the allele frequency data is usually summarized by means of summary statistics (Fu and Li 1997; Tavaré et al. 1997; Weiss and von Haeseler 1998; Pritchard et al. 1999) . ABC algorithms are based on a rejection scheme to obtain an approximate sample from the joint posterior distribution.
Briefly, this involves four steps: (i) simulation of datasets with different parameter values drawn from the prior distributions; (ii) computation of a set of summary statistics for each dataset; (iii) comparison of the observed and simulated summary statistics using a distance metric, e.g. Euclidean distance; and (iv) rejection of the parameters that generated distant datasets. The posterior distribution reflects P M (θ|d(S s , S o ) < δ), where d(S s , S o ) stands for the distance between the observed and simulated summary statistics, and δ is an arbitrary threshold. The choice of δ (and of the number of simulations) reflects to some extent a balance between computability and accuracy Marjoram et al. 2003) . In most ABC implementations the value of δ is set as a quantile (the tolerance level P δ ) from the empirical distance distribution found for a given observed dataset, and typical values range from 0.001% to 1% (e.g Estoup et al. 2004; Becquet and Przeworski 2007; Fagundes et al. 2007; Cox et al. 2008 ).
Due to their flexibility, ABC methods have been applied in the last few years to different problems in population genetics, from the estimation of effective population size (Tallmon et al. 2004) , to the detection of population size changes (Thornton and Andolfatto 2006; Chan et al. 2006) , the study of colonization events (Estoup et al. 2004; Pascual et al. 2007; Rosenblum et al. 2007; Bonhomme et al. 2008; Neuenschwander et al. 2008) , and admixture events . The quality of the ABC inference is expected to depend on the summary statistics, the distance metric and the tolerance level P δ used. As noted by some authors, one potential problem is that it may be difficult or even impossible to define a suitable set of sufficient summary statistics (Marjoram et al. 2003) .
Here, we show that it is possible to use the full allelic frequency distribution directly, instead of selecting summary statistics. The posterior distribution is thus approximated by
where D o and D s stand for the observed and simulated allele frequency data, respectively. The advantage of this approach over the use of summary statistics is clear when δ decreases towards zero and the number of simulations increases to infinity, as the accepted points tend to the correct joint posterior distribution (Marjoram et al. 2003) . However, Marjoram et al. (2003) suggested that this approach might be inefficient when the data are high-dimensional, and it has so far only been used by Plagnol and Tavare (2004) to infer the times of lineage split based on fossil records. In this study we show that an ABC algorithm using the allele frequencies can approximate the results of a full-likelihood method in a reasonably complex model involving three populations and admixture.
We implemented this approach for an admixture model identical to that of Chikhi et al. (2001) (Figure 1) . These authors developed a MCMC approach based on the IS sampling scheme of Griffiths and Tavaré (1994) , which is implemented in the lea software (Langella et al. 2001) . Currently, lea is the only Bayesian full-likelihood method available to estimate admixture proportions, and for ease of comparison we used the same model in the ABC framework. Note that there is another full-likelihood method to estimate admixture (Wang 2003 ), but it is based on the maximization of the likelihood and hence comparisons are not straightforward (but see Excoffier et al. (2005) ). For comparison purposes, we also develop an ABC algorithm using summary statistics (abc sumstat). Our main interest was to explore the performance of the ABC using the full allele frequency distribution to determine whether it can provide reasonable estimates compared to the full-likelihood (lea) and summary statistics-based approaches. To summarize, in the present study we: (i) propose and validate with simulated data a new ABC inference method using allele frequency data; (ii) compare these results with those obtained with a full-likelihood method (lea), and a traditional ABC method; and finally, we (iii) explore some general issues regarding the ABC approach, namely the choice of the distance metrics, the tolerance level, the number of simulations and the use of a regression step.
MATERIALS AND METHODS
The admixture model: The model is represented in Figure 1 . It assumes that two independent parental populations, P 1 and P 2 , of size N 1 and N 2 , mixed some time T in the past (measured in generations) with respective proportions p 1 and p 2 (= 1 -p 1 ), creating a hybrid population H of size N h . At the time of admixture, the gene frequency distributions of P 1 and P 2 are represented by the two vectors x 1 and x 2 , respectively, and that of the hybrid population by p 1 x 1 + p 2 x 2 . After admixture, P 1 , P 2 , and H evolve independently (with no migration) by pure drift (no mutations) until the present time. The time since admixture T (in generations) is scaled by the effective size of each population, and the corresponding drift times are called t 1 = T /N 1 , t 2 = T /N 2 , and t h = T /N h . This model is the same as in Thompson (1973) .
Flat priors were used for p 1 , t 1 , t 2 , and t h . The priors for x 1 and x 2 were independent uniform Dirichlet distribution with k parameters D(1, . . . , 1), where k is the number of alleles per locus observed across all present-day populations. These priors reflect independent parental popu-lations with allele frequencies generated according to a K allele mutation model with K = k (Ewens 2004) . Note that Wang (2003) and Choisy et al. (2004) criticized this admixture model because it ignores the correlation of the allele frequencies in the parental populations due to common ancestry. These authors propose alternative priors, but since they are not implemented in lea, we kept the uniform Dirichlet in the ABC.
ABC without summary statistics (ABC ALL FREQ): The ABC using the allele frequencies is referred to as abc all freq and was implemented using a traditional rejection scheme (e.g. Pritchard et al. 1999; Beaumont et al. 2002) . The rejection algorithm was divided into two parts as follows: (i) given a particular tolerance level P δ and a particular dataset D o , the corresponding tolerance δ * is obtained from the distance distribution of a first set of simulations (typically 10 4 or 10 5 ); (ii) a large number of simulations (more than 10 6 ) is then performed, keeping all parameter values for which
The division of the algorithm in two parts can reduce the computation time because there is no need to simulate all the loci and populations at each step of the second part. Whenever the distance after simulating the j * th population from the l * th locus is higher than the tolerance (
parameter set is rejected. In the first part, the tolerance was computed as the 0.1 or 0.001 quantiles of the distance distributions, obtained after 10 4 or 10 5 simulations for the single locus and multilocus case, respectively. In the second part, 10 6 simulations were performed for the single locus, and 10 8 for the multilocus case. The influence of the number of simulation steps was investigated by repeating the analysis with 10 6 ,10 7 and 10 8 simulations, for the multilocus case with 10 loci. The choice of the tolerance level was also investigated looking at the results for P δ values between 10 −5 and 10 −3 .
As pointed out by Marjoram et al. (2003) using high-dimensional data such as allele frequencies may reduce the acceptance rate and compromise the efficiency of the rejection algorithm. Therefore, different approaches were tested to increase the acceptance rate by redefining the distance between the observed and simulated datasets as the minimum over permutations of the allele and loci labels, as described below. It is important to note that these procedures do not introduce any bias since it is assumed that the alleles are exchangeable (K allele model) and that the loci are independent.
Sort the allele frequencies: Let us assume a single population model in which we observe a single-locus data set with three alleles whose absolute frequencies are given by the vector permutating the allele labels, we find an exact match between D s and D o . Since in our model the alleles are exchangeable, this suggests that it might be computationally more efficient to sort both vectors to minimize the distance between simulated and observed data. In order to determine if that were the case, we defined two algorithms referred to as sort when alleles are sorted and simple when the simulated data are compared directly. Since our model has three populations P 1 , P 2 and H and since the order of alleles in the three populations is not independent, the sort algorithm re-orders the alleles in a concerted manner. In practice the alleles were sorted by using the frequencies obtained by pooling the three populations together.
We compared the sort and simple procedures using the standardized Euclidean distance for the single locus case (see below).
Re-order the loci: For the multilocus case we focused on unlinked biallelic markers. This choice was in part because there is an increasing amount of data from genomic biallelic markers such as SNP, e.g. HapMap (Frazer et al. 2007 
where a i is the absolute frequency of allele i, i = (1 . . . , k), and k is the total number of alleles observed across the three populations (i.e. some a i can be zero in some populations, but not all). The two distance measures used here were (i) a standardized Euclidean distance,
, where o i and s i are the absolute allele frequencies of the observed and simulated datasets, respectively; and (ii) the "genetic distance"
H T is the expected heterozygosity (H e ) when the two vectors o and s are pooled, andH i the average H e computed for o and s (Nei 1986 ). For simplicity, we refer to the first distance metric as Euclidean and the second as G ST . The distance is computed for each population and locus independently, and the total distance was defined as the sum over loci and over populations,
where j = (1, 2, h) refers to the populations and l = (1, . . . , m) to the loci.
The rationale behind the use of the G ST distance comes from the fact that we were using allele frequencies, not summary statistics.
Regression step: Beaumont et al. (2002) showed that performing a weighted local linear regression on the parameters obtained during the rejection step improves the estimation results.
The regression assumes that, at least locally, there is a linear relation between the mean value of the accepted parameters and the accepted summary statistics. In this case, the predictor variables were the allele frequencies (or summary statistics for the abc sumstat), and the response variables were the parameters of interest (p 1 , t 1 , t 2 , t h ). However, as can happen with some summary statistics, the relation between the allele frequencies and the parameters of interest is not necessarily linear. For p 1 the linear assumption appears to be valid, as the allele frequencies among populations are linearly correlated with p 1 , at least immediately after the admixture event. However, for t 1 , t 2 and t h the mean value of the parameters does not change according to a linear relation with the allele frequencies. In a stable population there is a positive relation between the variance of the allelic frequency and drift. We thus performed two different regressions, (i) independent regression, applied for p 1 , and (ii) multiresponse quadratic regression, applied to t 1 , t 2 , t h . In the first, due to the fact that within each locus in a population the allele frequencies are correlated (i.e. the sum is one), the regression was performed discarding the most frequent allele across populations from each locus. In the second, the allele frequencies were squared and the t 1 , t 2 , t h were considered altogether in a single linear model, using dummy variables to code each parameter (Neter et al. 1985) . The linear model becomes:
where n = n a × l (n a alleles and l loci), and is the error. The Y is a vector with the m accepted parameters pooled together to one and D2 is equal to zero, and the model becomes
Finally, to estimate t 3 the two dummy variables are equal to 1, and the model becomes
The estimated β d1 and β d2 reflect the difference in the intercept of the three t i parameters. In both regressions, the accepted parameters were weighted according to the corresponding distances using the Epanechnikov kernel, as in Beaumont et al. (2002) .
The parameters were transformed to avoid posterior values outside the prior distribution limits following the transformation of Hamilton et al. (2005) .
ABC with summary statistics (ABC SUMSTAT):
In order to determine whether our ABC approach was comparable to a summary statistics based approach we also developed an ABC algorithm with 14 summary statistics, which is referred to as abc sumstat. The summary statistics were chosen on the basis that they should contain information about the parameters of interest in the admixture model. Namely, we used (i) the expected heterozygosity (H e ) for each population and over all populations; (ii) the number of alleles n a of each population; (iii) the number of private alleles n p of each population; and (iv) the three pairwise F ST and the overall F ST . As in Beaumont et al. (2002) , the distance metric considered was a Euclidean distance between the standardized observed and simulated summary statistics, The lineages that remain at time t * i are designated as founder lineages; (v) sample the allelic state of the founders from the ancestral allele frequencies x every coalescent event, until the present-day sample size is reached (Beaumont 2003) . This algorithm was used in the two ABC approaches and to generate all the datasets analysed.
Samples from 10 8 simulations with 10 independent biallelic loci were saved in a database, and this was used to perform the rejection step, in the multilocus case, for all the ABC approaches.
Comparison of approximate (ABC) and full-likelihood (LEA) methods: The relative performance of the different approaches (see Table 1 ), including the full-likelihood method, was evaluated with samples generated with the following set of parameter values. Two different levels of drift, namely t i = 0.001 and t i = 0.01, (i = 1, 2, h), were used, assuming that the 3 populations evolved under the same conditions (i.e. t 1 = t 2 = t 3 ). For each level of drift, we simulated fifty gene copies (25 diploid individuals) typed at 1, 5 and 10 unlinked loci, with an admixture proportion p 1 = 0.7. For the single locus datasets, we simulated loci with 2, 5 and 10 alleles. For multilocus loci, only biallelic markers were simulated. For each combination of parameter we simulated 50 independent datasets. These simulated datasets were then given as input to lea, abc sumstat, and abc all freq.
For lea we ran one MCMC chain for each generated sample with 10 5 steps and a thinning interval of 5 as suggested in Chikhi et al. (2001) . At each step, the likelihood was estimated with 500 iterations of the importance sampler. The density estimation of the posterior distribution was performed discarding the first 10% of the chain (burn-in). For the 10 loci case, we conducted convergence analysis by comparing the results obtained with longer runs (10 6 steps) and found no difference. Thus, 10 5 steps were used in all the analyses, as lea was clearly the slowest of the methods tested.
The only difference between the full-likelihood and the approximate methods regards the priors for t i s. lea assumes uniform but improper priors (with no upper bound). In the ABC, the priors are also uniform but we defined an upper bound at 0.2, since the data sets were all generated with much smaller t i values. Of course, for the analysis of real data sets, for which the t i s are unknown, higher bounds can be allowed. Nevertheless, in order to avoid any bias in the comparison, we conditioned the sample from the posterior obtained with lea such that dataset, which reflects the posterior density around the real parameter value ((1/n)
where n is the number of accepted points used to obtain the posterior; and (ii) the relative root mean square error (RRMSE) of the median, which is the square root of the mean square error divided by the true value ((1/θ) (θ i − θ) 2 /n), where n is the total number of datasets analysed. The confidence intervals for the RRMSE of each parameter were obtained with a non-parametric bootstrap, using 1000 iterations. Note that the RRMSE was computed as the mean of 50 independent dataset analyses, and thus it should be considered indicative and not an absolute estimate of the error. In total, we simulated 500 different data sets which were analysed by all the different methods, for a total of 2100 analyses (excluding the regression step results). The programs are available upon request. The rejection step for the three ABC programs was written in C. The regression analysis was performed in R using the lm function (R Development Core Team 2008). The locfit function implemented in R was used to estimate the density of the marginal posteriors (Loader 2007) .
Analysis of a human data set: We applied the ABC methods to a dataset published by Parra et al. (1998) , and previously analysed with lea by Chikhi et al. (2001) . The original data set consists of nine nuclear loci (restriction site and Alu polymorphisms) typed in populations from Europe, Africa, the United States of America (African-Americans from different cities) and Jamaica. The aim was to estimate the admixture proportions in AfricanAmericans and in Jamaica using the European and African data as parentals. Most loci were biallelic with the exception of one locus which was tri-allelic. We focused on the Jamaican sample (average n = 185.8) as the hybrid (H) and considered that the samples from parental populations P 1 and P 2 correspond to all the samples pooled together from Europe (average n = 292.4) and Africa (average n = 387.6), respectively. The allele frequencies are the same as in Table 3 of Chikhi et al. (2001) .
Two approaches of the abc all freq were used since the dataset had loci with different numbers of alleles and different sample sizes. In the first, the sample sizes and number of alleles were used as labels for the loci. The second is similar to that used in the simulation study, re-ordering the loci and requiring them to be exchangeable. Thus, we created a dataset by resampling the allele frequencies until all loci had the same sample size at each population.
The original dataset and the resampled dataset were analysed with all the methods. For p 1 , a flat prior between zero and one was assumed. For the t i s, three different flat priors were tested, varying the upper limit as 0.2, 0.5 or 1. For the three ABC approaches we performed 10 7 simulations in the rejection step with a tolerance level of 0.1% (P δ = 0.001), and the regression step was applied as in the simulation study. The effect of resampling was assessed repeating the analysis with ten different resampled datasets using abc all freq with G ST distance. For lea, three independent MCMC runs were performed with 10 6 steps each.
RESULTS
Simulation Study: The posterior distributions obtained for the single locus case with the ABC and full-likelihood methods are compared in Figure 2 , for three representative runs with different number of alleles and a tolerance level P δ = 0.001 (1000 simulation datasets accepted out of 10 6 simulations). This figure, together with the associated Table 2 shows that fulllikelihood and ABC methods produce similar results. As expected, increasing the number of alleles leads to narrower posteriors around the true parameter values. For all methods, the p 1 RRMSE decreases when drift decreased and when the number of alleles increased from 2 to 5 (Table 2) . Thus, better p 1 estimates were obtained when drift was limited and when locus had higher number of alleles, as described previously ( Table 1 ). The t i s RRMSE also decreased with increasing numbers of alleles. In most repetitions the posteriors of t i s had a mode close to zero, as seen in the examples in Figure 2 , but the median tend to be close to 0.1, which is also the median of the prior. This confirms that the t i s are difficult to estimate Wang 2003) . In general, t h exhibited the smallest RRMSE whereas t 2 exhibited the largest error values. This is probably due to the fact that P 2 contributed less to the hybrid population and hence provided less genetic information (Wang 2003 ). An apparently surprising result was that in most cases the RRMSE was slightly larger for lea than for the ABC methods (abc all freq G ST and abc sumstat). However, the RRMSE confidence intervals overlapped considerably suggesting no significant differences among methods. Regarding the relative performance of sorting the alleles, i.e. simple vs sort, the latter exhibited lower RRMSE and MISE values, and no bias, both with the rejection and regression steps (Table 2) . Thus, for the multilocus case we only considered the sort approach.
Multilocus data: The posterior distributions obtained with the approximate and full-likelihood methods for the multilocus data are represented in Figure 3 , for the p 1 parameter. Each curve represents one of the 50 repetitions each corresponding to either 5 or 10 unlinked biallelic loci.
As with single locus data, the different methods produced similar distributions. Increasing the number of loci produced more accurate and precise distributions, reducing the RRMSE and MISE (Table 3 , 4). For p 1 , the ABC point estimates were close to the ones obtained with lea, producing nearly identical RRMSE values ( Table 3 ). Note that in some cases the RRMSE was slightly smaller with the rejection step of ABC methods. For instance, the RRMSE ratio for p 1 varied between 0.99 and 1.02 for the rejection step of abc all freq with G ST distance, and between 0.98 and 1.06 for abc sumstat. However, the ABC posteriors tended to be wider than the full-likelihood, as reflected by the higher MISE for the ABC methods (Table   4) . Lea provided the posterior distributions with the smallest MISE, but abc sumstat and abc all freq with G ST approximated reasonably well those values with the regression step.
Note that the difference between the full-likelihood and the ABC were typically higher with 10 loci, suggesting that lea is better at using additional information brought by new loci. For the t i , the smallest average MISE was obtained with abc sumstat, but the standard deviation across repetitions is large and the MISE values overlap considerably with lea, suggesting that the methods are still comparable. Focusing on the abc all freq, the G ST distance metric tends to provide estimates with smaller error than the Euclidean. Also, re-ordering the loci minimizing the distance of each simulation lead to posteriors with higher density close to the true parameter value, and closer to the ones obtained with the full-likelihood.
Effect of tolerance, regression and number of simulation steps: The three ABC methods have the same behaviour when the tolerance level varies, with lower RRMSE and MISE values when the tolerance level decreases (Figure 4 ). Although the ABC rejection step reach RRMSE values similar to lea for p 1 , the MISE did not approach the values of the full-likelihood method. The performance of ABC methods only approached lea's when the regression step was performed, and in this case the error decreased significantly over the rejection step even for the highest tolerance levels considered here. For the drift parameters, the situation was slightly different for the abc all freq methods, since the regression did not lead to major improvements over the rejection. Note that the effect of the regression on the RRMSE was not clear for p 1 , as the RRMSE increased above that of the rejection step for the lower tolerance level. This was also observed by Beaumont et al. (2002) , who suggested that it was potentially caused by the limited number of points used to perform the regression (less than 500). However, this explanation may not apply here, since at least 1000 points were used and the MISE did not increase for the lower tolerance values. This suggests that the weighted local regression provides posteriors with higher density around the true value and closer to the full-likelihood, but that the median deviates when reducing the tolerance. Increasing the total number of simulations from 10 6 to 10 8 does not lead to major differences, given the same tolerance level (P δ ). As long as 1000 points were accepted with P δ = 10 −3 , the parameters were reasonably well estimated after the regression step (not shown), suggesting that one million simulations were enough to get approximate results.
Human data set (admixture in Jamaica): As shown in Figure 5 , the posteriors for The ABC methods return point estimates for p 1 similar to lea, although the posteriors were less precise (0.013 -0.320 for G ST , 0.015 -0.235 for Euclidean, and 0.009 -0.260 for abc sumstat). The abc all freq produced the posterior closest to the full-likelihood results. For the t i s, the ABC posteriors were very wide and only approached lea results qualitatively, i.e. they pointed to higher drift in Europe, limited drift in Africa and even less drift in Jamaica. For the t i s, abc sumstat returned estimates closer to lea than abc all freq. The analysis of the resampled dataset lead to identical results with lea, and almost no differences were found with the ABC methods after the regression step. As expected, for abc all freq, the rejection step performed better with the resampled dataset. The analysis of different resampled datasets returned similar posteriors, suggesting that effect of resampling was limited in this case (Supplementary Figure 1) . On the contrary, re-analysing the datasets varying the upper limit for the t i s priors affected significantly the p 1 posteriors. Better estimates were obtained with lower upper limits ( Figure 6 ). The reason is that the true t i values are more likely close to zero, and hence reducing the upper limit of the t i prior lead the ABC methods to explore more often the most likely parameter space.
DISCUSSION AND CONCLUSIONS
Altogether our simulations and the real dataset analysis show that the ABC using the full allelic distribution (abc all freq) can be used to estimate parameters under a relatively complex demographic model. The results obtained here were similar to those obtained using summary statistics (abc sumstat), and were comparable to those obtained with a full-likelihood method also based on allele frequency data. The ABC methods produced broader posterior distributions but did not appear to be biased (Table 3 and 4). In principle, by increasing the number of simulations to infinity (or a very large number) the ABC based on allele frequency should produce results identical to lea, while this would not necessarily be the case with the summary statistics due to inevitable loss of information when summarizing the data (Marjoram et al. 2003) . In practice, and given the number of simulations performed (between 10 6 and 10 8 ), lea tended to produce better results than the ABC algorithms, although it was at least 10 times slower as the number of loci increased.
Focusing on the rejection step, the two ABC approaches (abc all freq and abc sumstat) generated posteriors distributions with point estimates close to the true value and similar to lea. However, with 10 loci, even when the number of simulations increased up to 10 8 and the tolerance level P δ was lowered to 10 −5 , the posteriors were still wider than with lea (Table   4) . These results confirm the relatively poor efficiency of the rejection scheme when dealing with large datasets. This is probably because it becomes difficult to match the simulations with the observed data (abc all freq), and more information is lost when summarizing the data, since we considered the average among loci (abc sumstat). This is potentially more problematic for the abc all freq scheme, as the dimensionality increases more quickly with the size of the datasets. Several approaches were tested here to minimize this problem by (i) sorting the allele frequencies, (ii) re-ordering the loci, and (iii) using different distance metrics, and all three improved the estimates.
A major improvement was observed for p 1 when the local weighted regression was applied leading to posteriors close to lea, even with 10 6 simulations (P δ = 0.001). For the t i s, the regression step improved the posteriors of abc sumstat but not of abc all freq. This is most likely because the allele frequency data do not fit properly the assumptions of the linear regression. Namely, it is not clear that the relation between allele frequency and drift is linear. In fact, better estimates were obtained assuming a linear relation between the time since admixture and the square of the allele frequencies, probably because it is the variance of allele frequencies that increases with drift. Whichever method used, p 1 was always better estimated than the t i s. In particular, the t i point estimates are unlikely to be very good, and our results confirm that the whole posterior distribution should always be provided Excoffier et al. 2005) . Note however that the lack of precision may be due to the very low drift values tested in the simulation study (t i = 0.001, 0.01). Drift affected significantly the estimation of p 1 , and even with 10 biallelic loci the posteriors for p 1 were rather wide with t i = 0.01 (ten generations of drift for N e = 1000). This is in agreement with Choisy et al. Overall, the simulation study results show that abc sumstat provide good approximations to the full-likelihood and are probably easier to use than the abc all freq, despite the potential problem of choosing the summary statistics (but see Joyce and Marjoram (2008)). However, the situation may be more complex than that since in the analysis of the human dataset, the abc all freq produced the p 1 posteriors closest to lea. This suggests that there may be situations where using the allele frequencies may be suitable and provide better estimates. In the analysis of the real dataset, lea produced much more precise posterior distributions. This contrasts with the results obtained in the simulation study, where the ABC schemes approached reasonably well the full-likelihood method. Potential explanations for these differences are the influence of factors not taken into account in the simulation study, such as the sample size (larger in the real dataset), the contribution of parental populations (set to be p 1 = 0.7 in simulation study) and the effective size of populations (set to be equal in the simulation study). Also, it can be related with the priors and the parameter space exploration.
As seen in the simulation study, the drift since admixture affects the estimates of p 1 , and thus it is expected that the prior uncertainty on t i s influence the posteriors. The ABC rejection scheme explores the parameter space randomly, whereas the full-likelihood MCMC method will tend to remain in the region of most likely parameter values after the burnin period. In the human dataset, the results point to limited drift in P 2 and P H (t 2 and t h close to zero), and thus changing the t i s prior upper limit could affect the ABC efficiency. This was indeed what was observed when the human dataset analysis was repeated with different t i upper limits, and the precision of p 1 posterior distributions tended to increase, approximating lea, as the uncertainty about the t i decreased. This would need further investigation, but it points to the importance of the exploration of the parameter space during the rejection scheme, and the importance of choosing informative priors for drift when trying to estimate the contribution of parental populations.
It is noteworthy that the ABC framework may provide a simple way to assess if a dataset fits the model. This was done here by obtaining the distribution of the distance between 10 4 simulations and the human dataset. Then, this distribution was compared to 100 similar distributions obtained with 100 datasets generated under the admixture model. It allowed us to assess if the real data produced on average larger distances than expected under the model.
We found that the the human dataset distances were well within the ones obtained under the model (Supplementary Figure 2) . As a counter example, we simulated 100 datasets under two alternative models, namely when the three samples came from (i) one panmitic population, and (ii) three independent populations. The datasets from the three independent populations tend to return larger distances than expected under the admixture model, whereas the samples from one panmitic population return only slightly larger distances. This suggests a simple way to determine if a model is acceptable for a particular dataset. Note that the same principles are used for model choice using ABC (e.g. Estoup et al. 2004; Fagundes et al. 2007 ).
Implications and Limitations:
The present study confirms that a simple rejection scheme can become inefficient when dealing with high-dimensional data, such as full allelic distributions, when there are many alleles and loci. However, we found that the ABC with allele frequencies (abc all freq) was able to deal with a large number of biallelic loci such as SNPs, by using heuristic approaches to match the observed and simulated data. Thus, there seems to be room for improvement on this side.
Our results suggest that the efficiency of the rejection step depends on the distance metric chosen (e.g. G ST and Euclidean), on the minimization of the distance between the simulated and observed datasets (e.g. sort and simple), and on the exploration of the parameter space (e.g. effect of t i uncertainty on p 1 estimates). Regarding the choice of distance metric little has been done to assess objectively how to select them. In the simulation study the error was lower when using the G ST distance, but in the real dataset the Euclidean distance provided the posteriors closer to the full-likelihood method. Thus, despite the better performance of G ST this seems to be data dependent. One way to predict which distance metric should be preferred might be to look at the correlation between the the parameter values sampled from the priors during the rejection scheme and the corresponding distances. In our simulations, we found higher correlations for the p 1 parameter with the G ST distance (Supplementary Figure   3) . This suggests that G ST may be more efficient at capturing small variations of p 1 , and that these correlations might be used to select the most suitable distance metric.
While the ABC rejection step was much quicker than lea, our results clearly show that to produce identical results the number of simulations required would be computationally prohibitive. Also, our simulations confirm that the regression step is crucial to obtain posteriors close to the full-likelihood at a relatively low computational cost. Therefore, further improvements to the ABC approach using allele frequencies are possible either by increasing the efficiency of the rejection scheme and by investigating different regression models. Our results suggest that it is mainly at the level of the rejection step that further improvements can be achieved. For instance, recent approaches that explore the parameter space efficiently spending most of the time in the most likely regions can be used, such as sequential approaches (Sisson et al. 2007; Beaumont et al. 2008) , and MCMC without likelihoods Marjoram et al. (2003) . Another procedure which can be promising to reduce the dimensionality of the datasets is the principal component analysis (PCA) of the allele frequencies. This has proven useful at extracting information from the data (Novembre et al. 2008) , and could be used in a rejection-regression scheme. Also, other generalized linear regression models and/or non-linear approaches can be investigated, and as described by Blum and Francois (2008) they can improve substantially the efficiency of the ABC algorithms.
In summary, our results confirm that ABC methods are very flexible and easy to implement, provided that it is possible to simulate datasets under the desired demographic models. Although the full-likelihood methods provide more accurate and precise results and should thus be preferred over the ABC approaches, when dealing with large datasets or with complex models, ABC methods can provide reasonably good estimates in a reasonable computational time. For problems in which the choice of summary statistics is not obvious, it is suggested that the full allelic distribution could potentially be used to obtain approximate posterior density estimates.
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We would like to thank P. Fernandes for making available the Bioinformatics resources at the IGC and for his help in their use. We also thank B. Parreira for her suggestions and help concerning the regression step. We acknowledge two anonymous reviewers and the editor for Figure 5 .-Posterior distributions obtained with the different methods for the analysis of the human dataset to estimate admixture in Jamaica. European and African samples were assumed to come from the parental populations P 1 and P 2 , respectively. The ABC posteriors were based on the closest 1000 points from 10 million simulations (P δ = 10 − 4). The corresponding tolerance distances were 1.73, 1.05 and 75.00 for abc sumstat, abc all freq with G ST and Euclidean, respectively. The upper limit for the drift priors was equal to one (upper limit t i =1.0). -Distribution of distances between "observed" and 10 4 datasets simulated under the admixture model. We considered as "observed" the human dataset and datasets simulated according to three different demographic models. One hundred datasets were simulated for each model. All simulated datasets had the same number of loci and sample sizes as the human dataset. From the top to the bottom the models are: (i) admixture model; (ii) panmitic population; and (iii) three isolated populations that split from a common ancestral population. In the left panel, the distance distributions obtained with the 100 datasets are shown in gray. The distance distribution of the human dataset is shown in the three plots as a solid black line. In the right panel, the mean of the human distance distribuition (vertical line) is compared with the mean of the distance distributions of the 100 datasets. For the admixture model, the "observed" datasets were simulated with the algorithm described in the text. For the second and third models the "observed" datasets were generated with the following ms commands (Hudson 2002, Bioinformatics 18: 337-338) : (ii) ms n l 1000 -t 0.4; and (iii) ms n l 1000 -t 0.004 -I 3 n P 1 l n P 2 l n P H l -ej 10 2 1 -ej 10 3 1, where n l is the sample size of the l th locus, and n P i l is the sample size of population i at the l th locus. For the panmixia model, the effective size was set at N e = 10 4 and the mutation rate per generation per locus at µ = 10 −5 . For the population split model the N e was assumed equal in the three populations (N e = 10 5 ), with a mutation rate of µ = 10 −7 , and the three populations split from an ancestral population 4 × 10 5 generations ago with no migration since then. These parameters were selected to maximize the probability to obtain loci with the same number of alleles as the human data. Since the number of alleles was not fixed, we simulated 1000 datasets for each locus and selected 100 with the same number of alleles as the human dataset. For the panmixia model, the three samples (P 1 , P 2 and H) were created by randomly sampling genes from the panmitic population. -Correlation between p 1 and the corresponding G ST and Euclidean distances. For a given "observed" dataset, we computed the euclidean and G ST distances to 10 4 datasets simulated according to parameter values sampled from the priors (p * 1 ). Since we were interested in determining whether departures from the true parameter value were correlated to the distance used (see text) we standardized this departure by computing the Pearson correlation between p * 1 − 0.7 ) and either of the two distances (i.e. G ST and Euclidean). We repeated this process for 100 data sets simulated under the admixture model (in practice we simply used the data sets from the simulation study in which there were 10 biallelic loci). In the left panel we plotted the 100 correlation values for each distance measure, and find that the correlation is clearly greater with G ST than with the Euclidean. This may explain why p 1 estimates are usually better with the G ST distance. In the right panel, the correlation values of G ST and Euclidean were plotted against the corresponding MISE of p 1 . This figure suggests that the smallest MISE values are usually associated with the largest correlation values. This again suggests that the correlations is a measure of the quality of parameter inference.
