grain boundaries according to rhombohedral crystal morphology (Chafetz et al. 1985) . Aragonite, a relatively less stable polymorph of CaCO 3 , is another rock-forming cement that occurs in limestone (Curl 1962; Sandberg 1985) . Due to higher solubility, aragonite dissolves in water and acts as a primary source of Ca 2+ and HCO − 3 , which further reprecipitates as calcite (Folk 1965; Palmer et al. 1988; Frisia et al. 2002) .
Carbonate reservoirs account for more than 60% of oil and 40% of gas reserves of the world. Therefore, a deep understanding of dynamics of microstructural processes driven by fluid mineral interaction is imperative for the hydrocarbon exploration. There is an extensive literature dealing with quantitative modeling of cementation kinetics based on empirical growth relationships for calcite (Gutjahr et al. 1996; Herwegh and Berger 2003; Rodriguez-Blanco et al. 2011) , quartz (Walderhaug 1996) , illite (Elliott et al. 1996) , and many more. Such studies are advantageous in estimating the petrophysical properties in a quantitative manner. However, they do not provide insights into the processes occurring at micro-scale.
Kinetics of cement overgrowths, among a wide range of hydro-chemical processes, depends primarily on two major factors: the concentration of dissolved CaCO 3 in the geothermal fluid and the grain size of aggregates. Teng et al. (2000) , Lasaga (2014) , Rattas et al. (2014) , and Frisia et al. (2015) , along with several others, analyzed the role of supersaturation in growth kinetics and proposed empirical relations for the same. Moreover, the grain size dependency of growth rates has been observed for calcite (Kile et al. 2000) as well as other minerals such as dolomite (Nordeng and Sibley 1996) , illite (Bove et al. 2002) , and quartz (Makowitz and Sibley 2001) . The results obtained are as varied as the studies conducted. For instance, Makowitz and Sibley (2001) measured thin sections of natural quartz arenite samples and observed that the quartz overgrowth thickness is directly proportional to the detrital grain radius. Kile et al. (2000) experimentally verified the theoretical models that consider size-dependent growth rates in conjunction with certain nucleation rates which maintain grain size distributions of different shapes.
While hydrothermal flow-through experiments of porous rock samples for laboratory synthesis of cemented microstructures (Ismail et al. 2002) and vein morphologies (Okamoto and Sekine 2011; Bons et al. 2012; McNamara et al. 2016 ) along with Cathode Luminescence images of thin sections provide a wealth of information about the microstructure of rocks, their limitations in understanding the complex grain boundary interactions during cementation are highly evident. In order to study the diagenetic history and make predictions about the future microstructural evolution, numerical approaches are certainly advantageous. One such study was conducted by Bons (2001) who developed a two-dimensional simulation program called Vein Growth based on front tracking method to explore the mechanism of microstructural developments in fibrous veins. Hilgers et al. (2001) employed the program for studying anisotropic grain growth under different boundary conditions. Lander et al. (2008) separately developed a computational algorithm known as Prism2D based on continuous value cellular automata approach in order to simulate the dynamic overgrowths in quartz under complex boundary conditions and validated them with experiments. Their numerical results (using Prism2D) as well as observations from the grain growth experiments on quartz seeds of different sizes confirmed the so-called grain size effect-surface area normalized (SAN) growth rate is smaller in fine-grained sandstones than the coarser ones. However, the overall cementation rate still tends to be faster in finer grained sandstones. This was attributed to the greater surface area of fine pack surpassing the SAN rate effect. Further, a second outcome of the study is that smaller grains attain euhedral forms faster as compared to the coarser ones (which is also observed in the present study).
Despite the achievements of the above approaches in studying grain growth as well as cementation, their applications have been restricted to two dimensions (2D) owing to enormous computational costs. Grain growth studies in 2D, with lower computational requirements, are expedient in understanding the dynamics of cementation qualitatively. However, there are certain implicit limitations which are often neglected, which are given as follows:
• Complex euhedral geometries of the growing crystals are merely reduced to 2D projections, leading to oversimplification of the problem.
• 2D grain growth simulations are essentially the computational imitation of experimental thin sections of rocks. Ankit et al. (2015) emphasized the role of curvature of grains in the formation of grain boundary patterns in rocks. These curvatures are different in 3D as compared to 2D which might result in erroneous interpretations. Moreover, experimental work of Berger et al. (2011) reported deviations in estimated grain size data of natural rock samples extracted from 2D thin sections (area estimation using image processing tools) in comparison with 3D (using computed tomography, serial sectioning).
Therefore, for a meaningful interpretation of the underlying physics in a realistic manner, the current numerical techniques need to be extended to 3D, whilst assessing the computational efficiency and viability of the modeling approach.
In the present work, we employ a thermodynamically consistent multiphase-field model to simulate the diagenetic cementation over geological time scales (since depositional time to the present day) in calcite-rich limestone aquifers. Phase-field is a diffuse interface approach, used extensively in the materials science community for modeling microstructural evolution during phase transitions (e.g., review articles Chen 2002; Boettinger et al. 2002; Moelans et al. 2008; Nestler and Choudhury 2011) . Unlike conventional front tracking methods, phase-field approach obviates the need to track interfaces explicitly, making it a computationally efficient and powerful methodology in treating moving boundary problems such as crack propagation (Miehe et al. 2010; Schneider et al. 2014) , fluid flow (Kim et al. 2012) , and recently in modeling crack-sealed morphologies in quartz veins (Ankit et al. 2013; Wendler et al. 2015) .
The aim of this article is to study the kinetics of calcite overgrowth while gaining insights into grain boundary behavior at micro-scale. At first, we present a systematic study to compare the overgrowth kinetics in 2D to that in 3D. Next, we address the grain size dependency of the growth rates, whilst tracking the grain boundary interactions in 3D. Finally, we present a brief statistical analysis of the grain size data obtained from numerically cemented microstructures.
Methods

Model formulation: multiphase-field model
In this section, we present a brief description of the multiphase-field model (Nestler et al. 2005) employed to address the phenomenon of calcite cementation in limestone. The model is based on phenomenological minimization of Helmholtz free energy functional formulated as where the phase-field vector φ(x,t) = [(φ 1 (x,t),..., φ N (x,t)] describes the presence of N grains at position x in space and time t, while satisfying the summation constraint N α=1 φ α = 1 over all phases. Each phase-field parameter φ α (corresponding to grain α ) varies smoothly from 0 (outside) to 1 (inside the grain), over a diffuse region that characterizes the interfaces. The length scale parameter ε governs the interfacial width. We discuss each term of the energy functional of Eq. (1) in detail.
The first term is the bulk free energy density which accounts for the interfacial driving forces in the multiphase system. It is formulated as an interpolation of the free energy densities f α of the individual bulk phases For the present work, we chose an interpolation function h(φ α ) = φ 3 α (6φ 2 α − 15φ α + 10). In general, any function that satisfies h(0) = 0 and h(1) = 1 can be used for interpolation.
The second term represents the gradient energy density which acts as an energetic penalty due to the formation of diffuse interfaces. It is formulated as where γ αβ represents the magnitude of surface energy density of the α-β interface. The function a αβ (φ, ∇φ) which defines the form of surface energy anisotropy of evolving interfaces is described in "Modeling calcite cements". We use the generalized gradient vector q αβ = φ α ∇φ β − φ β ∇φ α which is normal to the α-β interface.
The third term is the multi-obstacle potential energy density. It creates an energy barrier for spontaneous phase transitions in the absence of driving forces. It is expressed as where G = {φ| N α=1 φ α = 1 and φ α ≥ 0}. The higher order term (∝ φ α φ β φ δ ) is an artificial construction which prevents the occurrence of unwanted third phases at binary interfaces in a multiphase system.
(1)
Evolution equation of phase-fields is derived from the variational derivative of free energy functional and is given by where τ denotes the interfacial kinetic coefficient and is the Lagrange parameter which ensures that the summation constraint N α=1 φ α = 1 is satisfied. Substituting the expression of free energy functional of Eq. (1) into Eq. (5) yields
The partial differential equation in Eq. (6) is solved numerically using forward Euler scheme for the time derivative, while the spatial derivatives are discretized using a second-order accurate central difference scheme. The model equations are implemented in a highly parallelized 3D simulation code, Pace3D 2.2.0 Institute of Materials and Processes (2015) which is written in C language. The code is optimized with the locally reduced order parameter optimization (LROP) that reduces the computational time (O(N 3 ) → O(1)) and memory consumption (O(N ) → O(1)), with N being the number of phases in the system (Selzer 2014) . Such an optimization results in highly efficient computation which is independent of N, facilitating 3D large-scale numerical studies. The multiphase-field model presented here has previously been employed by Ankit et al. (2015) for studying microstructural evolution in bitaxial crack seal veins and Wendler et al. (2015) for modeling of epitaxial growth of polycrystalline quartz veins.
Modeling calcite cements
Amongst a wide spectrum of crystal morphologies, calcite cements have been identified to precipitate in preferred crystallographic orientations primarily forming rhombohedral crystals (Estroff et al. 2004; Kim et al. 2014; Mineral and Gemstone database (2012 -2017 ) 2017 ); see Fig. 1a . In order to model specific geometries wherein the crystal develops flat facets and sharp edges, we define a strongly anisotropic surface energy by employing the following piecewise function
where {η k,αβ | k = 1, . . . , n αβ } are the n αβ corners of the Wulff shape of the α-β transition. This enables us to model any faceted crystal morphology. In order to validate the faceted-type anisotropic surface energy formulation for equilibrium shape of calcite, we evolve a spherical grain dispersed in liquid to its equilibrium shape while preserving its volume numerically, based on the volume preservation algorithm of Nestler et al. (2008) . The initial and final shapes are displayed in Fig. 1b . Figure 1c shows the polar surface energy plots corresponding to the simulated crystal geometry.
Primary assumptions
For the sake of simplicity, we employ the following assumptions and highlight their relevance in computational modeling of calcite cementation:
1. Carbonate reservoirs are known to be ubiquitously heterogeneous in nature (Westphal 2004; Dou 2011) . In the pore spaces of carbonate sediments, there is a wide variety of substrates such as crystalline limestone fragments and carbonate fossils, among others, upon which the nucleation of cement can take place. When the substrate and the cement are the same mineral (eg: calcite), epitaxial overgrowth of cement begins (Bathurst 1972) . The resulting events of overgrowth are in optical continuity with (2013)]. b Verification of the faceted-type anisotropy for 3D numerical studies. An initial spherical nucleus (at t = 0) dispersed in liquid evolves to its equilibrium shape (at t = 5950) using the volume preservation technique. The entire domain sans the crystal is filled with liquid phase (in transparent blue). The distinct colors of the facets are for the sake of visualization and represent the normal direction of different facets. c Polar (spherical) surface energy (γ) plot corresponding to the equilibrium shape the original sediments. Moreover, the presence of secondary authigenic minerals as well as clay inhibits the cementation giving rise to nucleation discontinuities (Bloch et al. 2002; Lander et al. 2008; Stricker and Jones 2016) . To account for such effects, advanced computational investigations can be conducted by incorporating suitable preprocessing techniques. In this preliminary work, we assume that the substrate is composed entirely of seeds of crystalline calcite grains. Therefore, the precipitation of minerals other than calcite is neglected. Further, the pore space is entirely filled with the geothermal fluid. The influence of inhomogeneity and nucleation discontinuities at pore scale is neglected, for the sake of convenience. 2. During calcite cementation over long ranges, the decrease in supersaturation of the saline geothermal solution is negligible (Bathurst 1972) . Therefore, the degree of supersaturation, which is realized by the driving force f α at the grain-liquid interface is assumed to be constant. This essentially implies that the geothermal solution is an infinite reservoir of solute with respect to grain-scale cementation. Having said that, the assumption is applicable in situations where the geothermal fluid is highly supersaturated and viscous, where advection plays a little role (i.e., slowly moving fluids and sluggish kinetics). 3. In the pore space, a grain nucleates into its equilibrium Wulff shape and further grows toward its kinetic Wulff shape, under the action of interfacial processes and long-range transport (Sekerka 2005) . The governing mechanism in the evolution of grains is an interplay of surface energy anisotropy and growth kinetics. In the present study, we chose a strong faceted-type anisotropy (Eq. 8) which ensures that nuclei develop flat facets and sharp edges, while growth kinetics is assumed to be isotropic. However, we remark that the anisotropy in the growth kinetics can be easily accounted by employing similar piecewise function in the interfacial kinetic coefficient τ and is not a limitation of the phase-field approach, in general (Nestler et al. 2005; Wendler et al. 2015) . 4. In the present work, we focus on calcite mineralization under isothermal conditions at temperatures which are sufficiently below the recrystallization temperature. Under such thermal conditions, the grain boundaries behave in a rigid manner. Therefore, the kinetic coefficient for grain-grain interaction has been assigned sufficiently high values in comparison to grain-liquid interaction in order to ensure rigid grain-grain interfaces. However, the effects arising due to thermal gradients and temporally evolving temperatures can be included by incorporating temperature dependencies in the driving force f α , interfacial kinetic coefficient τ , and surface energy density γ αβ of the α-β interface. Furthermore, the phase-field equation (in Eq. 6) should be coupled with an additional temperature evolution equation.
Results and discussion
Growth in 2D versus 3D
Numerical studies in 2D cannot be compared to the 3D counterparts in a straightforward manner, due to the additional degree of freedom of the evolving grains in 3D. For a meaningful comparison, the following preprocessing procedure has been employed:
• Generation of 3D computational domain: in a cubic domain of size 300 x × 300 x × 300 x (where x denotes the grid size of the finite difference solver), a distribution of spherical grains is generated using a Distribution generating algorithm. The algorithm generates random numbers for the coordinates of the center of each grain (of constant grain size r = 20 x), while filtering out grains which overlap the already generated ones. The procedure continues introducing new grains within the domain until the probability of inserting an additional grain without overlap goes to zero. The resulting distribution consists of grains which are touching (or almost touching) one or several neighboring grains; see Fig. 2a . Further, using a random number generator, each grain in the 3D computational domain is assigned a random crystallographic orientation defined by Euler angle rotations (θ 1 , θ 2 , θ 3 ); see Fig. 3a .
• Generation of 2D computational domain: a central thin section of thickness 3 x is extracted from the generated 3D domain in order to obtain the 2D computational domain, as shown in Fig. 2b . The crystallographic orientation of each grain in the central thin section is assigned the same value as that of the grains in the central plane of 3D domain. • A constant driving force f α is applied for both setups. For the 2D case, the driving force is scaled appropriately to ensure equivalence with the 3D setup, based on fundamentals of phase-field (Plapp 2012 ).
• Periodic boundary conditions are applied in all directions of 2D and 3D computational domains.
With the above setups, phase-field simulations were performed. We introduce a measure, relative overgrowth fraction (ROF), defined as where fl 0 and fl t denote the volume fraction of liquid at growth step t 0 (=0) and t, respectively. ROF is the measure of the amount of overgrowth with respect to the initial amount of liquid present in the system. The difference fl 0 -fl t is equal to the volume fraction of overgrowths f og . With every growth step, a decrease in the volume fraction of liquid fl t takes place due to overgrowth of calcite grains. Irrespective of the domain size and dimension, ROF tends toward 1 as the microstructure is sealed completely due to cementation. We plot the temporal evolution of ROF for 2D and 3D; see Fig. 3b . A significant difference between the overgrowth kinetics of 2D and 3D is observed. The plot essentially implies that grain growth kinetics is much faster in 2D as compared to 3D. Figure 3c , d depicts the different stages of growth of calcite grains in 2D and 3D, respectively. We compare the evolution of grains along the central plane of the 3D setup (3D-CP) with the 2D simulation (in which the initial grain distribution is identical to that of 3D-CP). As the grain growth proceeds, in 3D, grains from adjacent planes penetrate into the central plane and start influencing the dynamics of inplane evolution. This can be clearly seen in Fig. 3c, d at growth step t = 175. At t = 350, we observe that the amount of overgrowth is significantly higher in 2D setup as compared to that in 3D-CP. Therefore, the observed reduced rate of overgrowth in 3D can safely be attributed to the higher number of grain boundary interactions.
Influence of initial grain size
In this section, we investigate the effect of initial grain size r on overgrowth kinetics in 3D.
Model test case: unconstrained monograin growth
As a model test case, we simulated the unconstrained growth of a monograin in a cubic domain filled with liquid for three different grain sizes. For the sake of convenience, we refer to them as fine, medium, and coarse grains. The domain size for the three monograins (as shown in Table 1 ) is such that the initial volume fraction (at t = 0) of grain and liquid in each case is identical. Figure 4a -c illustrates the temporally evolving isosurfaces of fine, medium, and coarse monograins, respectively. The colormap of isosurfaces (except at t = 0) corresponds to the curvature κ = ∇ · (q αβ /|q αβ |). As the unconstrained growth proceeds, we observe the development of facets and edges in monograins at t = 175. However, the shape of fine grain with sharper corner (in red) is closer to its
euhedral shape, while the corners of medium and coarse grains are still blunt (bluish red region). Further, the edges (thin sky bluish region) of fine grain are closer to being sharp than the medium and coarse grains. This essentially implies that finer grains attain their euhedral form faster compared to the coarser ones. This has also been observed in experiments concerning quartz cementation (Lander et al. 2008) and is explained by the authors as follows: "overgrowths that nucleate on larger sites must grow farther before they reach euhedral termination. " For larger grains, a higher number of surface layers have to be appended in order to attain the final equilibrium shape. Assuming that the time taken for addition of each new layer is independent of the grain size, it clearly follows that larger grains attain equilibrium slower than the fine ones. This also holds in the phase-field approach where the activity of phase changes is concentrated only Coarse 30 x 300 x × 300 x × 300 x at the interfaces. Moreover, in the current model, the driving forces that induce shape changes increase with curvature. Therefore, the fine grain attains its equilibrium shape faster than the coarser ones, as observed in Fig. 4a-c . Figure 4g comprises the evolution of unconstrained overgrowths as a function of growth steps. We deduce that the rate of overgrowth volume fraction is higher for fine grains and decreases as the grain size increases. Figure 4d -f shows the temporal evolution of the isosurfaces along the central plane of different sized monograins. The smaller the size of monograin, the lesser the time required to reach its maximum size, i.e., just before it touches the periodic edges of the domain. The difference between the behavior exhibited by the three cases considered is due to the curvatures involved at the beginning of the simulation. On scaling the governing Eq. (6) using domain width as a characteristic length scale for each of the three cases, it can be seen that the only difference occurs in the term that corresponds to the gradient energy density term (first parenthesis of the RHS of Eq. 6), the difference being the factoring out of square of the reciprocal of the domain width (which is proportional to the curvature). Although the exact same explanation (i.e., scaling argument) does not apply for the later stages of the simulation, the difference can still safely be attributed to the curvatures which are always higher for smaller grains.
Multigrain system
In order to capture the effect of initial grain size, three scaled distributions were generated in proportion to the grain sizes using the distribution generating algorithm (described in "Growth in 2D versus 3D"). In order to maintain an identical relative configuration of grains for different grain sizes, the coordinates of grains were scaled in proportion to the initial grain size. That is, for a position (x 1 , x 2 , x 3 ) of a grain of size r x in a cubic domain of edge n x, the position of the corresponding grain of size 2r x in a scaled cubic domain of edge 2n x is (2x 1 , 2x 2 , 2x 3 ). Such an initial setting ensures that the effect arising due to neighboring grain interactions is identical. Furthermore, it also guarantees an equal initial volume fraction of grains (≈33%) in the numerical domain for different grain sizes. In naturally occurring near-surface carbonate rocks, the effect of compaction is negligible, giving rise to high porosities. As the depth increases, the porosity decreases exponentially (Halley and Schmoker 1983) . During early periods after deposition, primary porosity of uncompacted carbonate rocks ranges from 40 to 70% (Pray and Choquette 1966) . The present work deals with calcite mineralization in nearsurface uncompacted limestones. Therefore, a high initial porosity (≈67%) in the computational domain seems reasonable. The domain sizes for multigrain simulations are shown in Table 2 . With a constant driving force f α (= −0.3), grain growth simulations were performed for different grain sizes. We plot the overgrowth volume fraction f og into the microstructural processes, we visualize the evolution of grains along the central plane for the three grain sizes. Figure 6d -f illustrates the different stages of the simulated calcite cementation along the central plane for fine, medium, and coarse grains, respectively. As the growth proceeds, the following characteristic differences are observed: At t = 0, the grain distributions for all grain sizes are identical. At t = 175, the amount of growth of grains is larger in fine multigrain systems (as highlighted by the dotted red circles) and decreases with initial grain size. As a result, the amount of pore space sealing is more pronounced for fine-grained systems compared to the coarser ones. This effect can be seen in Fig. 6d-f at t = 560. Figure 6g -i shows the numerically cemented microstructures (in rgb colors) and the remaining liquid (in gray scale) at t = 560. It can be visually observed that the reduction in liquid due to overgrowths is larger in fine-grained system. The present study predicts the grain size effect during calcite cementation, qualitatively. However, in order to comment on the grain statistics of the cemented microstructure, the number of grains is certainly low (=265 nuclei). Statistical data extracted from natural samples of calcite-cemented microstructures (Kile et al. 2000) follow a lognormal grain size distribution (GSD). Further, they report a statistical dispersion and horizontal shift in the GSD with increasing mean grain size.
We plot the GSD histograms of the numerically cemented microstructures when porosities are low (5-7%) and sufficiently high volume fraction of overgrowths (≈0.6) have taken place for all three grain sizes; see Fig. 7 . The observed characteristics in the GSDs are as follows:
• From the GSD histograms, mean grain sizes of 28.8 x, 35.8 x, and 42.9 x are obtained corresponding to the initial grain sizes r = 20 x, 25 x, and 30 x, respectively.
• For fine grains, GSD is sharp. As the mean grain size increases, GSD gets more dispersed leading to lowering in the peak. This essentially implies that the growth rates of individual fine grains are not as varied as those of the coarser ones, resulting in the sharper GSD. The reason for the lowering of peaks for coarser grains directly follows from this due to the equal number of grains for the three cases.
• As the mean grain size increases, a horizontal shift in the peaks with respect to the initial grain size is observed.
The above-mentioned observations are in qualitative agreement with natural examples reported in Fig. 9 of Kile et al. (2000) . However, the lognormal distribution is not well predicted in the present numerical study, owing to the small number of grains.
Conclusion and outlook
In the present study, the effect of initial grain size on the kinetics of calcite cementation is studied using a multiphase-field model. The comparison of simulation results of 2D with 3D indicates a significant difference in the predicted overgrowth kinetics. 3D simulations for different grain sizes propose an inverse relation (non-linear) between overgrowth kinetics and initial grain size. Unconstrained calcite growth simulations show that the rate of unconstrained overgrowths is also inversely related to the initial grain size. Further, it is observed that fine grains attain euhedral shape more rapidly in comparison to the coarser ones. Similar grain growth studies conducted by Lander et al. (2008) for quartz report this effect owing to the euhedral termination. It is noteworthy that the present multiphase-field model which includes faceted surface energy anisotropy, a constant driving force between the grain-liquid interfaces and isotropic growth kinetics, is successful in capturing grain size effect in a qualitative manner. Next, we compared the GSDs of the numerically cemented microstructure of fine, medium, and coarse grains. The GSDs exhibit a statistical dispersion and horizontal shift with increasing mean grain size. These characteristics of the grain size data are in qualitative agreement with the experimental work of Kile et al. (2000) . The statistical data obtained from natural samples predict a lognormal distribution of calcite grains. Due to the inadequate number of grains for comprehensive statistical analysis, the predicted distribution is not visibly lognormal. Clearly, the present study is far from being complete. For a rigorous analysis of grain statistics, large-scale numerical studies need to be conducted that can further be compared to natural samples. The present work, whilst providing valuable impressions of the influence of initial grain size on calcite overgrowth kinetics, falls short of the complete treatment of the complicated and rich phenomenon of cementation. One of the immediate steps toward a more complete treatment would be incorporation of diffusional processes that mediate the process of cementation. The model could be further extended to investigate the influence of temperature gradients. Moreover, incorporating appropriate kinetic anisotropy in the formulation would facilitate the calibration of overall overgrowth kinetics and validation with benchmark cementation experiments. It might also be interesting to investigate the competitive growth of aragonite and calcite, when both are present as substrate (Bathurst 1972) . This could provide further insights into the mechanism of formation of competitive cement growth fabrics where several mineral substrates are present. 
