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RÉSUMÉ. Une propriété d’un objet est dite opaque pour un observateur si celui-ci ne peut déduire que
la propriété est satisfaite sur la base de l’observation qu’il a de cet objet. Supposons qu’un certain de
nombre de propriétés (appelées secrets) soient attachées à chaque intervenant d’un système, nous
dirons alors que le système lui-même est opaque si chaque secret d’un observateur lui est opaque: il
ne peut percer aucun des secrets qui lui ont été attachés. L’opacité a été étudiée préalablement dans
le contexte des systèmes à événements discrets où différents jeux d’hypothèses ont pu être identifiés
pour lesquels on pouvait d’une part décider de l’opacité d’un système et d’autre part développer des
techniques pour diagnostiquer et/ou forcer l’opacité. Ce papier constitue, à notre connaissance, la
première contribution au problème de l’opacité des artefacts d’un système à flots de tâches (système
workflow). Notre propos est par conséquent de formaliser ce problème en dégageant les hypothèses
qui doivent être posées sur ces systèmes pour que l’opacité soit décidable. Les techniques pour forcer
l’opacité seront l’objet de travaux futurs.
ABSTRACT. A property (of an object) is opaque to an observer when he or she cannot deduce the
property from its set of observations. If each observer is attached to a given set of properties (the
so-called secrets), then the system is said to be opaque if each secret is opaque to the corresponding
observer. Opacity has been studied in the context of discrete event dynamic systems where technique
of control theory were designed to enforce opacity. To the best of our knowledge, this paper is the first
attempt to formalize opacity of artifacts in data-centric workflow systems. We motivate this problem
and give some assumptions that guarantee the decidability of opacity. The techniques for enforcing
opacity are left as a direction for further work.
MOTS-CLÉS : Opacité, système à flots de tâches, artefact, documents structurés.
KEYWORDS : Opacity, data-centric workflow systems, artifact, structured documents.
1. Introduction
La propriété centrale qui nous intéresse dans ce travail estcelle d’opacité[10, 3] dont
nous donnons, dans le contexte de ce papier, la présentationsuivante. Une propriété d’un
objet est diteopaquepour un observateur si celui-ci ne peut déduire que la propriété est
satisfaite sur la base de l’observation qu’il a de cet objet.Etant donné un ensembleU (pour
univers) dont les éléments sont les objets en question, on peut représenter un observateur
par sa fonction (d’observation)φ : U → O et une propriété par l’ensembleP ⊆ U des
objets qui la vérifient.P est alors opaque vis-à-vis deφ si on a
∀x ∈ P ∃y 6∈ P φ(x) = φ(y)
c’est-à-dire qu’il n’est pas possible de déduire qu’un objet vérifie la propriété (x ∈ P )
sur la base de son observationφ(x) puisqu’il serait toujours possible de trouver un autre
élémenty donnant lieu à la même observation (φ(x) = φ(y)) et qui néanmoins ne vérifie
pas cette propriété (y 6∈ P ). L’opacité deP vis-à-vis deφ peut s’exprimer de façon plus
synthétique par :φ(P ) ⊆ φ(U \ P ). Supposons qu’à chaque intervenant (identifié à sa
fonction d’observationφ : U → O) soit attaché un certain de nombre de propriétés
S1, · · ·Sn ⊆ U (appeléessecrets). Nous exigeons alors qu’aucun secret ne puisse être
dévoilé : le système estopaquesi pour chaque observateurφ : U → O et pour chacun
des secretsS ⊆ U attaché à cet observateur on aφ(S) ⊆ φ(U \ S).
Le problème de l’opacité a été jusqu’à présent étudié dans lecontexte des systèmes à
événements discrets et a servi à modéliser des problèmes de sécurité et/ou de confidentia-
lité pour des systèmes informatiques ou des protocoles, voir e.g. [3, 11]. Nous reviendrons
dans la conclusion sur ces travaux pour envisager les suitesau travail présenté ici en s’ins-
pirant des techniques de monitoring [7] ou de contrôle [1] qui ont été développées pour
assurer l’opacité.
Notre travail est la première tentative, à notre connaissance, d’appliquer ce concept
d’opacité à des systèmes à flots de tâches centrés sur les données (data-centric work-
flow systems[5]). Il s’agit de systèmes distribués asynchrones dans lesquel la coordi-
nation des activités s’effectue par la transmission de documents structurés (à la XML)
combinant structure logique, données et parfois des parties procédurales : il s’agit de for-
mulaires contenant accessoirement des parties actives. Ces dernières peuvent s’exprimer
par des règles sémantiques attachées à des noeuds qui permettent d dériver la valeur
de certains attributs à partir de données contextuelles, à la manière d’un tableur, ou bien
qui contraignent les interactions avec l’utilisateur pourle guider dans le renseignement
de certains champs. Les éléments de notre universU sont donc des documents structu-
rés, appelésartefacts, qui servent de support à la réalisation d’une tâche : il s’agira par
exemple du dossier médical d’un patient, d’un dossier administratif, d’un dossier pour le
suivi d’une commande ... Au cours de ce traitement nous avonsbesoin d’invoquer un cer-
tain nombre de services auxquels nous serons ainsi amené à transmettre des informations
extraites de ce dossier. Il y a plusieurs raisons qui conduisent à ne transmettre qu’une
partie des informations contenues dans l’artefact. D’une part nous voulons éviter de sur-
charger un service par des informations qui ne sont pas utiles à a réalisation de la tâche
qui lui incombe. D’autre part pour des raisons de confidentialité, et c’est ce point qui nous
intéresse ici, certaines informations sensibles ne doivent pas être accédées par tous. Enfin
les services invoqués ont généralement été définis antérieurem nt et de façon par consé-
quent indépendante du workflow qui les invoque ; celui-ci doit nc extraire de l’artefact
un document conforme à ce que le service est préparé à recevoir. Cec à des incidences
sur les structures grammaticales (statuant de la conformité d’un document) ainsi que sur
les fonctions d’observationsφ : U → O qui décrivent le mécanisme d’extraction des
informations transmises à un service donné.
L’objectif de ce travail préliminaire est d’introduire progressivement une formalisation
des concepts précédents (structure grammaticale des documents, fonctions d’observation,
secrets) qui assure que les différentes opérations nécessaires à la vérification de l’opacité
puissent être implémentées de manière effective. Dans la conclusion nous esquissons des
pistes pour la poursuite de ce travail.
2. Conformité d’un artefact
Les artefacts ont une structure arborescente qui reflète l’organisation logique des don-
nées. Chaque noeud est étiqueté par un élémentω ∈ Ω qui précise sa nature (catégorie
syntaxique). On dispose par ailleurs d’un ensemble desortesΞ. A chaque catégorie syn-
taxiqueω ∈ Ω et sorteA ∈ Ξ on associe un langage régulierLω,A ⊆ Ξ∗ qui décrit
l’ensemble des constituants (sortes des noeuds fils) associé à un tel noeud. Par exemple
Lω,A = B∗ + C exprime le fait qu’un noeudω sera de sorteA si ses successeurs immé-
diats sont soit une liste (éventuellement vide) de noeuds desort B soit un unique noeud
de sorteC. Remarquons que ces noeuds ont une arité variable : l’étiquet e d’un noeud ne
caractérise pas le nombre de ses successeurs.
Définition 2.1 Une grammaireG = (Ω, Ξ,L) est la donnée de deux ensembles finisΩ
et Ξ, et d’un langage régulierLω,A ⊆ Ξ∗ associé à chaqueω ∈ Ω et A ∈ Ξ. On note
G ⊢ t :: A pour signifier quet est un arbre conforme à la grammaireG et est de sorteA.
On noteL(G, A) = {t | G ⊢ t :: A} cet ensemble etL(G) =
⋃
A∈Ξ L(G, A) représente
l’ensemble des arbres conformes àG. L’ensemble des arbres conformes à la grammaire
est défini inductivement comme le plus petit ensemble tel que
(∀i ∈ {1, . . . , n} G ⊢ ti :: Ai ∧ A1 · · ·An ∈ Lω,A) ⇒ G ⊢ ω(t1, . . . , tn) :: A
L’ensembleT (Ω) des arbres sur l’alphabetΩ est donné parT (Ω) = L(GΩ) où GΩ
désigne la grammaire surΩ avec une unique sorteΞ = {−} et pour laquelleLω,∗ =
(−)∗ pour toutω ∈ Ω.
La vérification de la conformité d’un arbre peut être implémenté par un automate à pile ;
1 celui-ci sera déterministe siA 6= A′ ⇒ Lω,A ∩ Lω,A′ = ∅, i.e. la sorte d’un noeud
est caractérisée par son étiquette et la sorte de ses successeurs. Lorsque cette propriété est
vérifiée la grammaire est ditedéterministe. 2
1Une grammaire sera présentée syntaxiquement sous la forme d’un ensemble de productions
A → ω〈E〉 où E est une expression régulière telle que L(E) = Lω,A. Une grammaire est dite
locale si Ω = Ξ et Lω,A = ∅ si ω 6= A. Une grammaire locale n’est donc rien d’autre qu’une
grammaire algébrique étendue (les parties droites des productions sont des expressions régulières)
sans symboles terminaux ; dans ce cas nous noterons simplement A → E la production associée à
A.
2Un ensemble R ⊆ T (Ω) est dit reconnaissable s’il existe un automate d’arbres, consti-
tué d’une grammaire G = (Ω,Ξ,L) et d’un ensemble de sortes, dites finales, F ⊆ Ξ, tel que
R = ∪A∈F L(G, A). Tout ensemble reconnaissable peut être reconnu par un automate dont la gram-
maire sous-jacente est déterministe et l’ensemble des langages reconnaissables est clos de manière
effective par les opérations booléennes [2, 6]. Dans ces diverses constructions l’alphabet Ω est fixé
REMARQUE. — La relation d’ordreG ≤ G′ définie parΞ ⊆ Ξ′ et∀A ∈ Ξ ∀ω ∈ Ω
Lω,A ⊆ L′ω,A (ce qui entraîneL(G, A) ⊆ L(G
′, A) pour toutA ∈ Ξ) est une relation
décidable.3
Nous considérons que l’ordre dans lequel les successeurs d’n noeud apparaissent
n’est pas significatif. Pour prendre en compte cette contrainte on pourrait décider de se
restreindre aux grammaires pour lesquelles les langagesLω sont clos par commutations
(la plus petite congruence≈ pour laquelleω · ω′ ≈ ω′ · ω). Mais ceci peut être beaucoup
trop restrictif. Nous allons, pour cette raison, plutot considérer la relation de “conformité
modulo commutations” définie comme suit :4
(∀i ∈ {1, . . . , n} G ⊢c ti :: Ai ∧ A1 · · ·An ∈ [Lω,A]) ⇒ G ⊢c ω(t1, . . . , tn) :: A
où [L] = {u | ∃v ∈ L u ≈ v } est la cloture deL modulo commutations. Dans la me-
sure où la cloture par commutations d’un langage rationnel n’est généralement pas un
langage rationnel, cette seconde approche est plus générale.
Exemple 2.2 La cloture par permutation deL = (AB)∗ · A∗ est l’ensemble des mots
dont le nombre d’occurrences deA est supérieur ou égal au nombre d’occurrences deB.
Ce dernier n’est pas rationnel (il possède un ensemble infinide résidus). Si on interprète
l’expression rationnelle(AB)∗A∗ dansN2 en identifiant les lettresA etB avec les deux
générateurs(1, 0) et (0, 1),
alors en cummulant les valeurs des étiquettes
rencontrées le long d’un chemin de l’automate




celui-ci devient une machine qui permet d’engendrer l’ensembl
{
(x, y) ∈ N2 | x ≥ y
}
.
Ce dernier est associé à la formuleF (x, y) ≡ (∃z) · x = y + z. Néanmoins cet automate
ne peut être utilisé comme un reconnaisseur.5
Les ensembles qui nous intéressent sont donc les images commutatives des langages ra-
tionnels, c’est-à-dire les parties rationnelles deNk (oùk est la taille de l’alphabet). Le fait
que ces ensembles ne soient pas reconnaissables pourrait sembler constituer un obstacle
pour la vérification de la conformité d’un document (modulo commutations). En fait il
mais les ensembles de sortes varient. On peut aussi observer que l’ensemble des arbres conformes à
une grammaire est un ensemble reconnaissable. Ces ensembles sont les ensembles reconnaissables
clos par sous-expressions (tout sous-arbre d’un arbre bien formé est lui-même bien formé).
3car l’inclusion des langages rationnels est décidable : L ⊆ L′ ⇔ L ∩ ¬L′ = ∅ et les langages
réguliers sont clos de manière effective par les opérations booléennes et la vacuité d’un langage
rationnel est décidable (il suffit de vérifier s’il existe un état final accessible à partir de l’état initial dans
un automate correspondant).
4Pour que la procédure de reconnaissance soit déterministe nous supposerons, non seulement
que les différents langages Lω,A –lorsque A varie– sont disjoints, mais que leurs clôtures commuta-
tives le sont : A 6= A′ ⇒ [Lω,A] ∩ [Lω,A′ ] = ∅.
5On peut définir, de façon générale, ce qu’est une partie reconnaissable d’un monoïde. Les par-
ties rationnelles et reconnaissables coïncident dans le cas des monoïdes libres mais pas en général.
Les parties reconnaissables d’un monoïde finiement engendré sont rationnelles. A titre d’exemple
les parties reconnaissables de N2 sont les unions finies de “grilles rectangulaires” de la forme
{(x0 + n · x1, y0 + m · y1) | n, m ∈ N } pour x0, x1, y0 et y1 quatre constantes entières et on peut
vérifier que le quadrant
˘
(x, y) ∈ N2 | x ≥ y
¯
ne peut s’écrire comme une union finie de telles grilles
(il s’agit d’une partie rationnelle non reconnaissable).
n’en est rien, bien que ce processus va devoir suivre une procédure un peu plus compli-
quée que dans le cas de base. Les parties rationnelles deNk coïncident avec les parties
semi-linéaires6 qui elle-mêmes sont les ensembles{(x1, · · · , xn) | F (x1, · · · , xn)} dé-
finissables par des formules de Presburger.7 Ces différentes correspondances sont effec-
tives : on peut passer entre expressions régulières, ensembles semi-linéaires et formules de
Presburger en utilisant des algorithmes bien établis (voir[8, 9, 12, 4]). L’intérêt de la lo-
gique de Presburger est sa décidabilité (au contraire de l’arithmétique dans son ensemble,
qui est indécidable). Comme pour la décision de la logique dupremier ordre, la méthode
consiste à construire (par induction sur la structure de la formule) un automate qui recon-
nait l’ensemble des vecteurs vérifiant la formule (pour un codage particulier des vecteurs
en des mots sur un certain alphabet). La validité de la formule se réduit en la non vacuité
de l’automate correspondant. Nous utilisons cette construction pour vérifier comme suit
la validité d’un arbre. Considérant un noeud étiqueté par unopérateurω, on suppose in-
ductivement que chacun de ses sous-arbes immédiats ait été jug conforme avec une sorte
déterminée, on collecte ces différentes sortes pour formerun vecteur dont on vérifie qu’il
satisfait la formule de Presburger associée à l’image commutative deLω = ∪A∈ΞLω,A.
Les ensembles semi-linéaires sont par ailleurs clos de manière effective par les opé-
rations booléennes, ce qui fait que, de façon analogue à ce que nous avons exprimé dans
la Remarque 2, nous pouvons décider si le langage d’une grammaire est à commutations








REMARQUE. — G ≤c G′ ⇒ (∀ω ∈ Ω) Lc(G, A) = {t | G ⊢c t :: A} ⊆ Lc(G′, A)
3. Abstraction d’un artefact
Dans la section précédente nous avons décrit la structure logique d’un artefact, nous
allons maintenant nous intéresser aux données qu’il contient. L s données attachées à un
noeud sont présentées sous la forme d’une liste attributs/valeurs déterminée par la sorte
du noeud. Nous ne nous intéresserons pas ici à la façon dont lavaleur d’un attribut est
calculée (via une règle sémantique qui invoque la valeur d’autres attributs ou le résultat
d’une interaction avec un utilisateur). Nous pouvons voir un artefact comme des boîtes
imbriquées avec pour chacune d’entre elles la liste attribus/valeurs qui lui est attachée.
Une abstraction (ou observation) consiste à supprimer toutes les boîtes associées à des
sortes “non visibles” en supprimant par la même occasion lesdonnées qui leur corres-
pondent. L’effet de cette transformation sur la structure arborescente de l’artefact peut se
décrire comme suit.
6Une partie linéaire est l’ensemble des vecteurs de la forme v0 + n1 · v1 + · · · + nℓ · vℓ (une
expression affine dans laquelle les vecteurs v0 –l’origine– et v1, . . . vℓ –les vecteurs de base– sont
fixés et les variables ni représentent des entiers arbitraires). Une partie semi-linéaire est une union
finie de parties linéaires.
7La logique de Presburger est le fragment de l’arithmétique dans lequel on exclut la multiplication,
c’est-à-dire qu’il s’agit du calcul propositionnel avec quantification sur les entiers et avec l’addition. On
peut bien sûr écrire la multiplication par une constante puisque par ex. 3x = x + x + x de la même
manière on peut écrire des inéquations : par ex. x ≤ y est une abréviation de (∃z) · y = x + z.
Définition 3.1 La fonction de projectionpΞ′ : T (Ω) → T (Ω)∗ associée à un sous-
ensembleΞ′ ⊆ Ξ (les sortes visibles) est donnée par :
pΞ′(ω(t1, . . . , tn)) =
{
ω(pΞ′(t1), . . . , pΞ′(tn)) si ω(t1, . . . , tn) :: A ∈ Ξ
pΞ′(t1) · · · pΞ′(tn) sinon
Remarquons que si la sorte d’un arbre est visible sa projectin est un arbre sinon il s’agit
d’une foret (une suite d’arbres). On souhaite trouver une grammaire surΩ etΞ′ permettant
de caractériser les arbres obtenus par projection. Pour cela nous scindons la grammaire
d’origine en deux parties associées respectivement aux symboles visibles et aux symboles
non visibles. Nous devons dans chacune de ces sous-grammaires faire la distinction entre
lessymboles définis(qui apparaissent en partie gauche des règlesA → ω〈Eω,A〉) et les
paramètres(symboles qui n’apparaissent qu’en partie droite). Nous avons besoin pour
cela d’introduire des grammaires avec paramètres.
Définition 3.2 Une grammaire avec paramètresG(Ω,N , T ,L) est constituée d’un en-
semble finiN de symboles non terminaux, d’un ensemble finiT de paramètres, ou sym-
boles terminaux (disjoints deN ), et d’une applicationL qui associe à toutω ∈ Ω et
X ∈ N un langage régulierLω,X sur Ξ = N ∪ T (ensemble des symboles de la gram-
maire).
On associe une variable à chaque symbole grammatical en posat X = {xA | A ∈ Ξ},
on désigne parT (N , T ) l’ensemble des arbresT (N ∪ XT ) sur l’alphabetN ∪ XT où
XT = {xA | A ∈ Ξ} est l’ensemble des variables associées aux symboles terminaux. La
relation de conformité, donnée inductivement par les règlesG ⊢c xA :: A pourA ∈ Ξ et
(∀i ∈ {1, . . . , n} G ⊢c ti :: Ai ∧ A1 · · ·An ∈ [Lω,A]) ⇒ G ⊢c ω(t1, . . . , tn) :: A
pour chaqueA ∈ N , stipule que
{
xA = g
†(xA) | A ∈ N
}
, oùg† : XN → ℘(T (N , T ))
est définie parg†(xA) = Lc(G, A) = {t | G ⊢c t :: A}, est la plus petite solutiondu
système d’équationsg = {xA = {ω(xA1 , . . . , xAn) | A1 · · ·An ∈ [Lω,A]} | A ∈ N }.
Les éléments deLc(G, A) sont les arbres, équivalents par permutations de sous-arbres,
à des arbres de dérivation –de sorteA– de la grammaire ; leursfeuillagessont définis
comme l’image commutativeF(G, A) = [L(G, A)] de l’ensemble des mots constitués
de symboles terminauxL(G, A) = {u ∈ T ∗ | A →∗ u} dérivables dansG à partir du
symbole non terminalA ∈ N .
La restriction d’une grammaireG = (Ω, Ξ,L) à un sous alphabetΞ′ ⊆ Ξ est la
grammaire avec paramètresGΞ′ = (Ω, Ξ′, Ξ \ Ξ′,L′) oùL′ est la restriction deL à Ξ′.
On peut résoudre le système d’équationsg ( ans paramètres) associé àG par la méthode
de substitutions en considérant les systèmesg1 et g2 associés respectivement à ses deux
restrictionsG1 = GΞ′ etG2 = GΞ\Ξ′ . Le principe de Bekìc stipule que(i) pourA′ ∈ Ξ′
on ag†(A′) = (g/g2)
†
(A′) où g/g2 est le système résiduel formé des équationsxA′ =
g1(xA)[g
†
2(A)/A ∈ Ξ \ Ξ
′] obtenues à partir du systèmeg1 en substituant à chacune des
variablesA ∈ Ξ \ Ξ′ leur solution dansg2, et (ii) g†(A) = g
†
2(A)[g
†(A′)/A′ ∈ Ξ′] pour
A′ ∈ Ξ \ Ξ′, c’est-à-dire qu’on substitue les solutions précédemmentcalculées (pour
A′ ∈ Ξ \ Ξ′) dans la solution du premier système.
La définition suivante introduit la grammaire projetéepΞ′(G) dont le système d’équa-
tions va correspondre, à effacement près des symboles non visibles deΞ \Ξ′, au système
résiduel d’équationsg/g2.
Définition 3.3 La projection d’une grammaireG = (Ω, Ξ,L) à un sous alphabetΞ′ ⊆ Ξ
est la grammairepΞ′(G) = (Ω, Ξ′,L′) oùL′(ω, A′) = L(ω, A′)[F(GΞ\Ξ′ , A)/A ∈ Ξ \
Ξ′], c’est-à-dire qu’on substitue l’image commutative du langge algébriqueL(GΞ\Ξ′ , A)
(qui est donc un langage rationnel par le théorème de Parikh)à la variable non visible
A ∈ Ξ \ Ξ′ dans la partie droiteL(ω, A′) de la règle, dans la grammaire d’origine,
associée au symbole visibleA′ ∈ Ξ′.
REMARQUE. — Dans la pratique nous n’introduisons pas explicitement llangage ré-
gulier F(GΞ\Ξ′ , A) mais on exhibe une expression régulière qui le caractérise àcom-
mutations près. Pour cela on utilise le fait que la plus petite solution d’une equation
X = A(X) · X + T dans laquelle la variableX n’apparait pas dansT est à commu-
tations près donnée par l’expression régulièreA(T )∗ · T







A → BC + ε
B → BD








A → B(A + ABB)∗AB + ε
B → BAB
)
Théorème 3.5Les arbres conformes à la grammaire projetée sont les projecti ns des
arbres conformes à la grammaire d’origine :G ⊢c t :: A ⇒ pΞ′(G) ⊢c pΞ′(t) :: A et
pΞ′(G) ⊢c t′ :: A ⇒ ∃t ∈ T (Ω) (t′ = pΞ′(t) ∧ G ⊢c t :: A)
Les deux remarques suivantes montrent que le cadre ainsi élabor est bien adapté à la
modélisation et à la vérification de l’opacité dans les workflws.
REMARQUE. — Si Ξ, utilisé comme interface, est un alphabet commun à un système,
manipulant des documents conformes à une grammaireG, et à un service (associée à une
grammaireG′) on peut décider si les documents transmis par le système au service seront
reconnus conformes par ce dernier en vérifiant sipΞ(G) ≤c G′.
REMARQUE. — Si un ensemble reconnaissable d’arbresS ⊆ T (Ω) représente un secret
vis-à-vis de l’observateur associé à la fonction d’abstraction φ = pΞ′ –opérant sur les
arbres conformes à une grammaireG = (Ω, Ξ,L) avecΞ′ ⊆ Ξ– alorsS est opaque
vis-à-vis deφ si et seulement sipΞ′(S ∩ G) ≤c pΞ′(G \ S). Cette relation est donc dé-
cidable. Mieux, on peut étendre la projectionpΞ des grammaires aux automates d’arbres
(en posantFpΞ(G) = FG ∩ Ξ), et l’opacité équivaut à la vacuité du langage de l’automate
AG,Ξ′,S = pΞ′(S ∩ G) \ pΞ′(G \ S).
Tout arbre reconnu par cet automate réprésente un cas de violation du secret. Dans
le cadre d’un outil interactif cet automate, en fournissantdes contre-exemples, peut per-
mettre d’affiner la description du workflow en vue d’en assurer l’opacité.
4. Conclusion
Revenons, pour une comparaison, au cadre des systèmes à événements discrets dans
lequel cette notion d’opacité a été largement étudiée. Dansce cas l’universU est donné
par un langage régulier dont les éléments (des mots) sont toutes les exécutions possibles
du système : suites d’événements, action interne ou une interaction avec un utilisateur,
qui peut advenir dans le système. Chaque observateur ne voitque les actions avec les-
quelles il interagit avec le système (un sous alphabet de l’ensembleE des événements).
La fonction d’observation qui lui est associéeφ : U → O est la projection qui efface
dans toutes les exécutions toutes les occurrences d’événements non observable. Comme
(i) l’ensemble des langages réguliers est clos de manière effective par les opérations boo-
lénnes,(ii) l’image d’un langage régulier par un morphisme de monoïdes est (d manière
effective) un langage régulier,(iii) on peut décider de la vacuité d’un langage régulier (et
donc aussi de l’inclusion de deux langages réguliers) on en déduit qu’on peut décider si
φ(S) ⊆ φ(U \S), c’est-à-dire l’opacité du système. L’automate associé àφ(S)\φ(U \S)
reconnait toutes les exécutions qui témoignent de la non-opacité deP vis-à-vis deφ. Ces
automates peuvent être utilisés par le concepteur du système afin d’analyser les sources
potentielles de fuite d’information et les modifications peuv nt être alors apportées du
système afin d’en rétablir l’opacité.
Dans certain cas il est possible [1] de synthésiser un contrôleur qui restreint le com-
portement du système de façon minimale afin d’en restaurer l’opacité. De façon similaire
nous souhaiterions disposer de méthodes pour restructurerla grammaire de telle sorte
qu’on préserve au mieux les fonctionnalités de celle-ci tout en assurant l’opacité. Cette
recherche constitue la suite logique de ce travail.
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