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ABSTRACT 
Data mining has been the focus of many analysts who was interested to knowledge extraction in data. The new concept called video 
data  mining  has  arisen  for  efficient  video data  management  which  requires  identifying  semantic  patterns  for  finding  semantic 
relationships between events occurring in a movie. For extracting semantic patterns from a movie, we must present it as a multi-
stream of raw level metadata containing an abstract of semantic information related to the movie.  Sequential patterns with close 
temporal relationship are identified in the row level metadata by taking temporal characteristics of each event into consideration. 
Regular structure, controllable cells and covering identified patterns by creating limited loops in learning automata existed in every 
cell, learning cellular automata is capable to be used for extracting such patterns. We have used data mining methods on parallel 
cellular automata to reduce computational cost. Finally, the extracted patterns have been examined to test their semantic accuracy. 
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1.  Introduction 
 
  Data mining is a step in knowledge extraction process. It aims at identifying the understandable patterns and models from the data 
for representing knowledge  as  well as identify semantic patterns extracted  from  a vast amount of data. Although data mining 
techniques are used in increasing areas and identifying repeated patterns in sequential data is a field of data mining, we assume it to 
be used for data management in video data mining. In other previous works, there are limitations in extracting repeating patterns. As 
an  example,  counting  the  number  of  events  in  each  candidate  pattern  depends  on  its  occurrence  in  a  specified  sequence.  So, 
sequences like patterns are extracted from raw level meta data by considering the location of the semantic event.. Then we reduce 
mining computational cost using parallel data mining methods and finally examine semantic patterns after being interpreted by an 
expert to verify its accuracy and validate its location. In other words, we examine whether a semantic event can be identified by 
considering the properties of extracted patterns. So regarding data mining in these repeating patterns, we try to introduce a new 
combined method using learning cellular automata or LCA with genetic algorithm in order to get a model for identifying such 
patterns. The idea behind learning cellular automata or LCA is adopted from natural a biological system that enjoys a limited 
number of learning automata in each of their cells. Because of its regular structure, controllable coordination of cells and covering 
identified repeating patterns by creating limited loops in learning automata existed in each cell, learning cellular automata has the 
required ability and capability to be used in data mining for extracting such patterns.  LCA uses local rules to update its cells. These 
rules are capable to update all cells at the same time. 
In order to describe the trend of using genetic algorithm, the only thing we need is assigning a single place in gene string to each 
action set selected by learning automata set existed in each cell of this cellular automata. Thus, a signal amplification vector is 
generated for each local rule according to which each learning automata changes its inner structure based on a learning algorithm. 
Such selection and change of inner structure repeats until the minimum repeating patterns determined by an expert is identified. [2] 
 
2. Mining Model 
 
Because of unstructured nature of multimedia (combination of video and sound), it is impossible to extract its semantic information 
easily. Semantic information of a movie totally depends on time, since the audience perceives it only when the frames and sample 
sounds of the movie are displayed continuously at the same time. So, we split the movie into multi-stream raw level metadata 
containing an abstract of semantic information of the  movie. Semantic information must be extracted from this abstract information. 
Semantic information obtained from a movie is divided into two important parts named as spatial and temporal information. Spatial 
information represents semantic information displayed by each video frame; For example, information related to place, characters 
and objects are displayed in video frames. Spatial information also represents semantic information that are shown by a single string 
of video frames in each moment. Changes in place, characters activities and objects motions in aforementioned sequences are some 
examples. 
A shot of video frames are recorded continuously by a video camera for both temporal and spatial information. Using a single 
camera allows us to have it easily as an addressable unit. That is why we use a single camera, because a temporal and spatial content 
is presented in each shot.   2 
Multi-stream levels of metadata have been considered for each shot that correspond to the discrimination of spatially and temporally 
continuous semantic content. On the other hand, spatial and temporal continuity of each semantic content can not exactly correspond 
to automata. Since the spatial aspects presented by the video frames in a shot are continuous, we assume that the spatial aspect is 
represented by the middle video frame in the shot called “keyframe.” From the keyframe of a shot, we derive the following types of 
raw level metadata: 
CH: CH represents the color composition in a keyframe displayed on HSV color space. CH reflects the semantic content about the 
background or dominant object in the keyframe, such as water, sky, clouds, snow, and fire. 
CS: CS represents a color composition in a keyframe that similar to CH reflects the semantic content about the background or 
dominant object in the keyframe. Especially, it considers color saturation in the keyframe for objects such as fruits, flowers and man-
made objects that must appear as important objects. 
CV: CV represents a color composition in a keyframe and differs from CH and CS in that it reflects the semantic content of the 
brightness in the keyframe, such as brightness and darkness. 
LN: LN represents the number of straight lines in edges of a keyframe. It particulary considers the number of objects needed to be 
displayed in the keyframe, since many straight lines are derived from the boundaries of this objects. On the other hand, objects’ 
boundaries are obscured when night, foggy or smoky situation are involved and only a few straight lines can be derived. 
LL: LL represents the lengths of straight lines derived from a keyframe and the shape feature of man-made objects such as buildings 
and windows which have long straight lines. That is, LL defines these objects’ boundaries. 
LB: LB represents the straight lines directions of a keyframe and considers the regularity of straight lines in the keyframe. For 
example, buildings and windows have vertical straight lines or many lines can be identified as edges according to their location in 
the keyframe. This scenario is frequently seen in natural scenes. 
SA: SA represents the largest colored region in a keyframe and reflects the size of the the most important character displayed in the 
keyframe. CH, CS and CV represent the global color features in a keyframe, while SA and the following LA represent the local 
color features in the keyframe. 
LA: LA represents the area of the largest light colored region in a keyframe. We use some thresholds for LN, SA and LA in order to 
extract from them other types of metadata. In order to capture the temporal information in a shot, the following types of raw level 
metadata must be extracted 
SL: SL represents the duration of each shot in the movie. For example, events like chases are of short durations, while romantic 
events such as sobbing are presented by shots with long durations. 
MS: MS represents the size of movement of some objects or the background in a shot. For example, in a shot where characters move 
fast or where characters are still but the background moves fast, the movement size is bigger. 
MV: MV represents the direction of movement of objects or the background in a shot. For example, in shots where characters are 
moving in the similar path, the direction of movement is constant. But if they are moving in different directions, the movement 
direction will not be constant. 
SM: SM represents the talking in each shot. For example, if human voice appears frequently in a shot, it means that characters are 
talking in the shot. However, this continuous sound may be associated to playing music in that scene. 
 
Figure. 1. A typical example of semantic events occurring in the film 
 
 
Figure. 2. An example of a multi-stream consisting of raw level metadata in each shot. 
 
AM:  AM  represents  the  sound  volume  in  each  shot.  Generally,  shots  with  high  speed  movement  have  higher  sound  changes 
compared to shots with little movement. In shots where little movement is seen, the sound is generally related to the talkings of the 
film  characters  with  each  other.  In  order  to derive  SM,  we  convert  the  sound  stream  in  a  shot  into  Mel-Frequency  Cepstrum 
Coefficients (MFCCs). Then, the MFCCs are compared with a human voice model and music model constructed by using Gaussian 
Mixture Model. As a result, one of the “speech”, “music” or “no sound” attributes is assigned to the shot. Some threshold values are 
required in order to drive other types of raw level metadata.   3 
Fig. 2 shows such a multi-stream can contain up to five levels of metadata. These metadata are used for extracting semantic models 
by using mining method that are discussed in the next section. 
 
3. Mining Algorithm 
 
A shot cannot be converted into a semantic event. As shown in figure 1, the discontinuities of shots are overwhelmed by the 
continuities of semantic events. Since what is heard contains more semantic content than physical scenes, discontinuity points in 
semantic events are specified by sound data in order to suggest a better way for improving automata performance. For example, the 
character A is shown in three shots of Fig. 1, where shot 1 is temporally close to shot 2, but shot 3 is far from these two shots. Hence, 
shot 1 and shot 2 have similar semantic event, while shot 3 contains semantic content different from that of the both other shots. 
Therefore, we need a method for mining semantic patterns from a multi-stream raw level. So, we must use sequential pattern mining 
method with temporal constraints. 
In sequential pattern mining from a multi-stream containing categorical data, a set of temporal symbols is used in order to examined 
whether the sequential pattern repeats or not. An example of this set of symbols is shown Figure 2 with surrounding circles. Due to 
the  extremely  large  search  space,  we  can  expect  patterns  with  repeating  frequency.  Therefore,  is  necessary  to  impose  some 
constraints on symbols set. 
 
Figure. 3. (a) Selecting the neighborhood: one pattern for pattern for pattern 0, (b) One state of cell 0 dependent on neighborhood 
states generated by brothers and successors. (c) A neighborhood state of cell 0 generated as a pattern or a new combination tree. 
 
For example, extracted sequential patterns in each of temporal distances between two consecutive symbols are not allowed to be 
more  than  a  threshold  distance.  This  temporal  constraint  is  efficient  for  creating  continuity  in  different  temporal  locations  of 
repeating patterns. But, besides the temporal distance between two consecutive symbols, we should take into account the number of 
temporal relationships between them. It is expected from the semantic content that two symbols occurring at the same time are 
completely different from two symbols occurring at different times. For example, in figure 2, symbol SA1 indicates the appearance 
of a character and symbol MS2 indicates a large movement of some objects. Here, an occurrence of both symbols at the same time 
represents “a character actively moves”, while an occurrence of SA1 followed by an occurrence of MS2 represents “after a character 
appears, some objects actively moves”. 
In  a  sequential  pattern,  any  temporal  relationship  between  two  consecutive  symbols  is  either  ‘parallel’  or  ‘serial’.  A  parallel 
relationship means two symbols occur at the same time. The relationship between CH1 and SA1 is parallel in figure 2 and is denoted 
by CH1SA1. The serial relationship between two symbols means the difference of times that they occurred. That is the temporal 
distance between them has to be no more than TDT (Temporal Distance Threshold). In Fig. 2 where TDT = 2, ther is a serial 
relationship between SA1 and LA2 which is denoted by SA1 − LA2. Thus, a sequential pattern is a sequence where parallel and 
serial  relationships  exist  between  two  consecutive  symbols.  As  shown  in  figure  2,  the  sequential  pattern  consists  of  symbols 
surrounded by the circles. This relationship is represented as CH1SA1 − LA2.[3] 
We call a sequential pattern consisting of l symbols an l-pattern. for instance, CH1SA1 − LA2 is known as a 3-pattern and a l-pattern 
is generated by adding a symbol to a (l − 1)-pattern obtained. The symbol which is added to (l−1)-pattern is determined by ancestor 
of (l-1)pattern. For example, if CH1SA1 − LA2 is a 3-pattern, LA2 needs to have CH1SA1 as a 2-pattern. In order to determine the 
ancestor of each symbol, the following strategy is used in mining method: 
 
1. The variable l is set to 1 (l=1) and symbols whose frequencies are more than 1 are determined with this symbol. 
2. By incrementing l, candidate l-patterns are generated based on (l − 1)-patterns by using Apriori algorithm. 
3. The frequency of each candidate l-pattern is calculated by considering temporal constraints. 
4. Pruning l-patterns can not influence their confidence, but extracts candidate l-patterns. 
5. Steps 2-4 repeats until no l-pattern is remained. 
 
Meanwhile, because of potential corruptions of the movie, some of the symbols will not have any ancestor. On the other hand, 
because of the negative influences caused by unfair distribution of trees between processors by LCA, it is necessary to establish the 
required balance in this regard. Therefore, for those symbols without any ancestor, the neighborhood of each automata element is 
determined only according to predecessors, brothers elements and successors. Also, in the definition of this neighborhood, the 
possible different sizes of them must be taken into account. The reason is that, for example some of the patterns have no predecessor 
or brother or successor. To this end, some additional imaginary predecessors are added to the pattern tree. Indeed, by implementing 
this idea, the outside view of repeating patterns identification structure is provided based on automata represented by the following 
procedure: 
 
 
   4 
3.1.  Selecting the Neighborhood 
 
·   If there isn’t any parent (or brothers or successors) for an automata component, a subneighborhood cell adds some suitable 
imaginary components to automata which have remained unidentified and its state for each neighbor component has a specified 
value. 
·   If there are only one parent or brother or successor, the subneighborhood adds a suitable component to automata. The state of 
this component is similar to that of the current component. This new component will be located later on the same processors 
where the current component is located. 
 
Figure. 4. A sample of PTA tree structure 
 
·  If there are more than two parents or brothers or successors and they have the same value for aforementioned parameters, two 
different components with minimum and maximum values will be selected. 
 
Figure 3 represents a sample of generating neighborhood for the component 0 in the pattern tree. The component 0 has no parent. So 
two imaginary parents P0 and P1 are generated with two brothers named as b0 and b1 for it as shown in figure 3a. Also, the 
components 1 and 2 are considered the successors s0 and s1 for the component 0. After providing neighborhood for all components, 
it is necessary to provide neighborhood states for   as shown in figure 3b. Finally, the sate of   must be provided 
based on selected neighborhoods (figure 3c) hereafter will be known as the pattern. So, each pattern can be identified as a set of 
components or even a subpattern. The operations for extracting the models in parallel algorithm is such that firstly a separate 
processor extracts l-patterns from a multi-stream sequence and provides an indexed list of them.[4] 
However, the following simple methods can be used for pruning the trees. 
1.  In the third phase, the frequency of l-pattern must be lower than its ancestor that is (l-1)pattern, since l-pattern contains more 
semantic content than that of its ancestor. For example, suppose that one character is displayed in the screen for each two 
models existed in the figure 2 and for each SA1. Also suppose that in SA1-LA2 “one weapon begins to shoot after displaying 
the character.” Here, the semantic content of SA1-LA2 is more than that of SA1. So, the frequency of SA1-LA2 occurrence 
represented by freq(SA1-LA2) must be more than freq(SA1). 
 
2.  In  figure  2,  the  event  CH1SA1  triggers  two  events  for  CH1SA1-LA2  in  the  second  scene.  So,  freq(CH1SA1-
LA2)>freq(CH1SA1). The same scenario is seen in the seventh scene, since it is seen that CH1SA1-LA2 occurs twice for any 
LA2 event. In order to prevent this situation, two pointers in figure 2 have been restricted. The reason is that if an event like 
CH1SA1 or LA2 is used for finding CH1SA1-LA2, it will not be necessary for the second time to use the CH1SA1-LA2 event 
for each sample. When an event of l-pattern is identified, each serial relationship sample in l-pattern must be limited. By 
maintaining a suitable frequency for l-pattern, its semantic content can be shown through using this pattern. 
 
4. Parallel Algorithm 
 
The prefix tree acceptor or PTA can be used in parallel mining method in order to provide a method for data mining. In this tree that 
follows the same rules, each state represents a unique prefix of one of the given strings. The method considered in this paper uses 
goal oriented samples of Occam’s razor principle for selecting the simplest automata that is able to define data. The idea is adopted 
from a number of intelligent algorithms. The main model has been provided based on PTA automata structure for sample strings. 
Then the most optimum state in state space will be found which can be integrated with it. These algorithms will never provide any 
assurance for the convergence of Alergia algorithm and mining operations, but they will not require much samples. These algorithms 
were introduced by Raman in 1998 and Hingeston in 2001. So, some of particular strings may not be completely covered for some 
reasons, but the obtained practical results have provided significant success. 
Then, the models having repeating sequence are shown in the tree as the structures shown in figure 4. Each tree was created for 
representing a set of repeating models that begins from a similar symbol.[5-6] 
This initial symbol shows the root node in the tree and for a repeating pattern, the ith symbol is represented with a node in the depth 
of i that has temporal relationship with symbol i-1. If some patterns have subpatterns, they share similar nodes (integration method in 
PTA tree) and the pattern trees network forms in such manner. In figure 4, the left side tree shows CH1LN3, CH1SA1-LA2, 
CH1SA1SM1 and CH1-SL1 such that CH1SA1-LA2 and CH1SA1SM1 has 90 similar CH1SA1s. 
 Experimental results show that if every path is tracked on the given automata, the occurrence trend will be seen. This tree structure 
is suitable for parallel exploration methods, since not only they can reduce required space in the used memory, but using it allow us 
to send the patterns to other processors for establishing balance more easily.   5 
 
Figure. 5. (a) One dimensional cellular automata with length of N, (b) Neighborhood with radius of r=1, (c) Neighborhood with 
radius r=2 
 
After finishing the extraction of patterns network, all these extracted patterns will be delivered to two processors for generating the 
result of final exploration. This number of l-pattern are distributed between 2 processors and the indexed list is sent for processors. 
 Opposite to other methods, the method of using processors plays a significant role in gaining higher efficiency in addition to the role 
of generated automata in the success of data mining. We will discuss their influence on video data mining through distribution by the 
help of LCA.[7] 
 
5. Identifying Repeating Patterns based on LCA 
 
Learning  cellular  automata  is  indeed  a  mathematical  model  for  complex  dynamic  systems  that  may  consist  of  many  simple 
components. Each of these components may have learning capability and generate repeating patterns through their reactions. Every 
cell belonging to this automata can have some learning automata each of which can generate output reaction belonging to this cell 
based on actions probability vector. Like cellular automata, LCA performs operations under the control of a rule. The LCA rule and 
reactions selected by neighbor cells of each learning automata is efficient in determining amplification signal for each learning 
automata existed in the cell. In LCA, the neighbors of each learning automata which are themselves learning automata, create a no 
static local environment for the given learning automata, since they change the probability vector of its actions or the same p. [8] 
In this paper, one dimensional learning cellular automata is used that is a set of two states (binary) automata. This set of automatas 
are aligned in a network with the length of N and are transacting with each other in a parallel and coordinate manner. Figure 5 shows 
a sample of it by using two black and white colors representing 0 and 1. Each cell like i is represented with neighborhood radius r. 
Figure 5b and 5c shows some examples of these neighborhood for the cell i such that the neighborhood radius are r=1 and r=2 
respectively. So, it is expected that there will be   cells for the cell i. 
Another assumption is that the state   of cell i in time t+1 depends on its neighbors states in time t.                                                           
                          (1) 
Indeed,  the  transaction  function  introduce  the  update  function  i  and  it  assumes  that  the  aforementioned  cellular  automata  is 
homogenous and  the neighborhood relationships and the transaction function is similar for all 0 to N-1 cells. 
Thus, it can be written: 
        (2) 
If the neighborhood radius is assumed to be 1, then the possible neighbor states will be  . A list of all states 
with  some  samples  of  shift  function    are  represented  in  table 1.  A  rule  called  general  rule  is  resulted  from  this  function. 
According to this rule, if one of the neighbors of cell i in time t is {011}, then the state of this cell will be 0 in time t+1.   
represents the length of general law and the number of neighborhood states for a binary cellular automata is equal to  , 
where   is the number of neighbor cells and   is the number of possible rules. 
It is assumed that every automata cell is of binary format and it is responsible to execute a pattern tree of pattern trees network with 
two processors configuration. The values 0 and 1 shows that the given pattern is executed by two processors   and  . 
The patterns are given to each processor randomly. The central cell will choose one of the 0 or 1 values by considering the pattern k 
based on the following 5 cases. 
 
·  Case 0: The two neighbor cells have the same value 0. In such case, both patterns are given to processor P0. 
·  Case 1: The first cell has the value 0 and the second cell has the value 1. So the patterns are given to processors P1 and P0 
respectively. 
·  Case 2: The first cell has the value 1 and the second cell has the value 0. So the patterns are given to processors P1 and P0 
respectively. 
·  Case 3: Both neighbor cells has the same value of 1. In such case, both patterns are given to processor P1.   6 
·  Case 4: The values of cells are not specified, so no patterns is in accordance with cells. 
 
The learning cellular automata changes its states according to its predefined rules and the change in patterns status in the system 
graph and the final state of the cellular automata is in accordance with the final location of patterns in the system. The genetic 
algorithm can be efficient in finding the best rule, because each rule in cellular automata can be a solution for identifying repeating 
patterns problem. 
A nonlinear structure must be selected based on sample topology of trees for automata in order to provide a good adaptation. To this 
end, the same definition has been used in neighborhood and the size and the edges of cellular automata have been created according 
to the pattern network.[9-10] 
 
Table1: A sample of general rules in one dimensional cellular automata with neighborhoods radius r=1. 
 
 
6.  Parallel Cellular Automata for Identifying Repeating Patterns 
 
To implement one of the most heaviest parallelism operations, a sample of identifying repeating patterns with priority restriction on 
windows systems must be developed. This is a new feature and requires using genetic algorithm capabilities for identifying cellular 
automata rules as well as some displaying tools. So, the trend of using GA will be presented in the following paragraphs.[11] 
 
6.1. The Evolutionary Genetic Algorithm for Identifying CA Rules 
 
On of the most important areas of research in evolutionary computations is developing algorithms with evolution capability. The 
idea of these algorithms is adopted from natural biological observations and the species studied in biological sciences. 
So rather than selecting the complete domain of suggested solutions, similar subsets are created each of which present a special part 
of the complete solution. One of such algorithms relates to GA that works based on the prey-hunter method. One algorithm for 
implementing this method is presented in figure 6. 
After creating initial population of random cellular automata rules, P(), and the test problems set, each rule is tested in executing 
automata. The cellular automata uses synchronous updating method for all cells in this algorithm. After computing   for each 
rule, all rules will be saved. The best rule like E having minimum   will be placed in population P(t+1). The remained rules in P(t) 
are affected by genetic algorithms like parallelism and fusion and are joined to P(t+1), if they have equal or greater hamming 
distance. A new set of sample test problems are generated and the process continues until no rule is remained unidentified. After 
executing GA, suitable rules population will be used for identifying repeating rules based on automata and the ones with most 
quality will be identified in operational phase. Then, a number of sample test problems can be created and these rules can be 
evaluated. [12] 
 
7. Experimental Results of the Sample Tree 
 
One of the purposes pursued in this experiment is using evolutionary genetic algorithm to identify repeating algorithms identification 
rules for cellular automata. This cellular automata is able to update all cells synchronously. Also a pattern network containing 31 
patterns has been used. 
The population size of the rules is   and the probability of parallelism is   and the probability of 
mutation is  . The neighborhood also is defined through using the level property of sample parents and successors and 
dynamic level for sample successors. It is supposed in computing of the value of T that the policy of identifying repeating patterns 
are adapted in a way that the maximum value of initial dynamic level have been applied. 
automata is allowed to be executed 25 times. It obtains the value of T according to the final location of patterns and by considering 
the average of its three final performance. Meanwhile, it is necessary to note that   and genetic algorithm operators use 
tournament  selection  method  with    for  computing  parallelism  probability  and    for  computing 
mutation probability in it.  
 
We selected two movies in this section. The suggested video data mining algorithm was tested on four 30 minutes parts of  them 
which both were of MPEG format. The frame rate was 29.97 frames/second and all presented steps in generating multiple sequence 
were followed for them. Besides temporal constraints, we considered constraints for semantic event. These constraints include a 
boundary between two sequential semantic events that are shown in figure 1. These boundaries are used for limiting the occurrence 
of each repeated pattern in each specified certain event. So, we can reduce the number of unnecessary repeating patterns using this 
method. In this paper, the values of boundaries were determined manually.  Then each of the extracted repeating patterns was 
examined in order to determine whether they can be categorized as semantic patterns or not.   7 
The extracted semantic patterns can be classified into three groups as shown in Table2: “action” patterns including all semantic 
patterns with semantic events related to the actions performed by the film characters like talking, walking, etc. The second group 
includes the conditions of semantic patterns such as darkness, close view and similar patterns. The third group of patterns organizes a 
combination of two above groups by considering that the film characters have a special action in a particular condition. The users can 
understand the semantic events easily by using the extracted semantic patterns. In the given table, four parts of the film were tested 
by extracted semantic patterns. In the four rightmost columns of the table, the video test has been computed through semantic 
patterns by using precision parameter or P and recall parameter or R.In (3),(4) formulas, the output events are just the semantic 
events presented from semantic patterns. Also, the precise events are those that are exactly according to semantic content. These 
precise events are determined by a human observer. Thus, the precision parameter determines the precision of precise output events, 
while recall parameter retrieves precise events by using semantic patterns. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: GA based algorithm in Cellular Automata. 
 
The * sign in related table shows that the semantic pattern hasn’t been obtained from the movie, while the ** sign shows that the 
semantic event that is according to semantic content hasn’t been obtained from the film. Also, the *** sing shows that the retrieving 
process have failed, because all guessed semantic events of the movie were not related to the desired subject. 
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The method of extracting semantic patterns can be summarized. Firstly the semantic events representing talking event are suggested 
as three forms SM1-SM1, SM1MV0 and MV0-MV0 for three situation “two continuous shot with the voice of human,” “one shot 
with human voice and without direct motion” and “two continuous shots without direct motion.” In the second step, MV4SM2 is 
introduced for “a shot with fixed direct motion and music” situation. These patterns enjoy music in their backgrounds and have loud 
voice during the motion of the cars and the film characters. In patterns related to the war, SM2-SM2 and SL0-SL0 will represent “one 
shot with a lot of motion and music” and “two continuous shots with short display time” respectively and the music background will 
be heard much louder than people voice. So, recalling semantic patterns for retrieving all semantic events of the group will gain a 
considerable importance. 
Note that LN2 is not allowed to be a semantic pattern, since includes only the shots having a lot of straight lines. But these events 
very rarely occur when the characters are present in a room having windows and columns. 
 
Table2: Evaluation of extracted semantic patterns. 
 
8. Conclusion and Future Works 
As an open issue, the derivation of raw level metadata inevitably involves errors, even if we use state of the art image, video and 
audio processing techniques. In order to flexibly extract semantic patterns from a multi-stream consisting of the above erroneous raw 
level metadata, an approximate string matching technique [7] should be incorporated into our mining method. 
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