Abstract. This paper studies image decomposition models which involve functional related to total variation and Euler's elastica energy. Such kind of variational models with first order and higher order derivatives have been widely used in image processing to accomplish advanced tasks. However, these non-linear partial differential equations usually take high computational cost by the gradient descent method. In this paper, we propose a proximal alternating direction method of multipliers (ADMM) for total variation (TV) based Vese-Osher's decomposition model [L. A. Vese and S. J. Osher, J. Sci. Comput., 19.1 (2003), pp. 553-572] and its extension with Euler's elastica regularization. We demonstrate that efficient and effective solutions to these minimization problems can be obtained by proximal based numerical algorithms. In numerical experiments, we present numerous results on image decomposition and image denoising, which conforms significant improvement of the proposed models over standard models.
Introduction
Assume that Ω ⊂ 2 is a bounded, open, and connected subset (usually a rectangle in image processing). The image decomposition task is to decompose a given image f : Ω → as the sum of two components
where u is geometric part or cartoon component, and v is an oscillating one. In general, u models homogeneous regions with sharp boundaries and v contains oscillating patterns such as texture and noise; See, e.g. [3, 15, 25, 26, 34, 39, 44, 45] . The origins of these ideas are the remarkable book by Meyer [34] , in which the author showed that the well-known Rudin-Osher-Fatemi (ROF) model [37] does not always represent texture or oscillatory details well. An eligible and successful choice to detect textures is the generalized functions space G = G(Ω) [3, 30, 34, 46] , where
endowed with the norm
The (BV, G) model proposed by Meyer in [34] is to solve the problem
where BV (Ω) is the bounded variation functions space.
There is no standard calculation of the associated Euler-Lagrange equation due to the term coming from an L ∞ -norm (in the G-norm), which maps a series of work out to overcome this difficulty; See, e.g., [2, 4, 45, 46] . In [45, 46] where α, β > 0, are tuning parameters, v = ∇ · g, g = (g 1 , g 2 ) T and 1 ≤ ρ < ∞. The model (1.1) was solved by sequential descent approach to its Euler-Lagrange equation. It has been shown that the advantage of the model (1.1) is that it is not sensitive to the choice of ρ. The authors recommended to set ρ = 1 to yield faster calculations per iteration [45] .
In fact if we generate the model (1.1) to the case ρ = ∞, then we can easily handle the L ∞ -norm in the discrete setting by the ADMM method proposed in this paper.
In [12] , the authors showed that TV regularization suffers from the undesirable staircase effect for image denoising application, which also exists in image decomposition problems. To overcome this, high order models have been proposed [13, 32, 49] . Euler's elastica is one of the higher order energy functionals, which has a number of interesting applications in elasticity, computer graphics and in image processing. To improve the quality of an image in the sense of cartoon u and texture v and improve other applications like image denoising, we can use a non-convex and non-linear regularization such as curvature based regularization.
Euler's elastica energy, which was based on the curvature of the level curve of image, can effectively discriminate local behavior and global trends of the geometry hiding in certain image [14] . Euler's elastica energy was first introduced into computer vision by Mumford [35] and successfully applied to a number of applications, such as image restoration [1, 6] , image segmentation [21, 33, 36, 52] and image inpainting [7, 9, 40] .
In recent years, fast numerical optimization methods, such as split Bregman method [27] and augmented Lagrangian method [38, 47, 48] , have been widely used to solve variational methods arising from image processing. In [43] , Tai, Hahn and Chung propose a fast and efficient algorithm for Euler's elastica model via augmented Lagrangian method. The algorithms for curvature based variational model, one can see [18, 42, 50, 51] for details.
Contribution
1. In this paper, we use the Euler's elastica as regularization for geometric component u and propose the following minimization problem
where α > 0 and β > 0 are tuning parameters, v = ∇ · g, g = (g 1 , g 2 ) T and ρ ≥ 1.
2. We propose alternating direction method of multipliers (ADMM), to solve the VeseOsher's decomposition model (1.1). We show one subproblem can be easily solved with a closed form solution and the other subproblems can be transformed into a Fourier linear system and solved by block Gaussian elimination. Besides, we use the proximal method to further reduce the computational costs. Similarly, we implement same proximal ADMM for Euler's elastica model (1.2) . Owing to the use of suitable proximal step and fixed-point technique, each subproblem can be solved easily. Numerical results illustrate the effectiveness and efficiency of the proposed method.
The paper is organized as follows. In the next section, we present the ADMM and proximal ADMM for Vese-Osher's decomposition model with total variation and Euler's elastica. In Sect. 3, we explain numerical discretization of the subproblems associated with ADMM and proximal ADMM, and give the convergence analysis in case of TV. In Sect. 4, we show some numerical experiments to illustrate the efficiency and effectiveness of our proposed algorithm. A concluding remark and future works are given in Sect. 5.
Proximal ADMM for Vese-Osher's decomposition model
In current paper, we study a variational decompositional model that is based on a prior model for plane curve, i.e. Euler's elastica. A remarkable feature of elasticas revealed by Mumford [35] , which positively support the role of elasticas in image and vision analysis as an interpolation tool. It also shed light on the choice of "2" for curvature power in the Euler's elastica energy formula. In brief, our proposed elastica decomposition scheme combines both Vese-Osher's model and Euler's elastica energy. It thus provides a theoretical foundation for earlier works on PDE based image decomposition. In particular, we assume that our proposed fast proximal method for both TV and Euler's elastica based decomposition models will be feasible.
In this section, we propose a fast and efficient algorithm for minimization problems related to Vese-Osher's decomposition model. We assume that the image domain Ω is normally taken as a rectangle or a grid for a rectangle domain, i.e.,
For mathematical notation, we will use the standard inner product 〈u, v〉 = Ω u · v and
The adjoint operator of ∇ denote by ∇ * , i.e. ∇ * g = −∇·g.
ADMM for TV based Vese-Osher's decomposition model
In order to use ADMM, we should transfer the unconstrained minimization problem (1.1) to an equivalent constrained minimization problem by using an operator-splitting technique. We introduce two new variables p = ∇u and q = g and reformulate the problem (1.1) to be the following constrained minimization problem 
where We define the augmented Lagrangian function of (2.2) as
where λ = (λ p , λ q ) T is the Lagrange multiplier and γ is a positive constant. Then the ADMM for solving (2.2) can be described in Algorithm 2.1.
Algorithm 2.1 ADMM for TV based decomposition model.
while stopping criteria not satisfied do
The x−sub problem (2.4) is a quadratic optimization problem,
whose optimality condition gives a linear equation
with the periodic boundary condition. Since we have 
In the linear system (2.9), taking the Fourier transform of both sides, we will have a Fourier linear system. With an FFT implementation, the solutions of the Fourier linear system can be obtained via block Gaussian elimination in discrete setting, which will be showed in Section 3.2.
For the y−sub problem (2.5), it has a closed form solution. We can separate the minimization problem (2.5) into two minimization problems independently, that is,
The minimizers of (2.10a) and (2.10b) (ρ = 1) can be obtained as follows:
Proximal ADMM for TV based Vese-Osher's decomposition model
The Algorithm 2.1 is costly in practice due to the linear system (2.9). Thus we modify the (2.4) by taking a proximal step and propose the proximal ADMM scheme to solve (2.2). We will show that the solutions of each subproblem of proximal ADMM scheme can be obtained inexpensively. Let
where τ > α(λ max (∇∇ * )+λ max (∇ * )+λ max (∇)). According to the definition (2.11), is a self-adjoint positive semidefinite operator. We define the induced norm x = 〈 x, x〉 1/2 .
Our proximal ADMM for solving (2.2) is described in Algorithm 2.2. In fact, the difference between ADMM scheme (2.4)-(2.6) and proximal ADMM scheme (2.12a)-(2.12c) is only the x−sub problem, where (2.12a) can be solved more efficiently in computation owing to the proximal term 1 2 x − x k 2 .
The x−sub problem (2.12a) is the following quadratic optimization problem,
whose optimality condition gives a linear equation while stopping criteria not satisfied do
end by the periodic boundary condition. Taking (2.8) and (2.11) into consideration, we obtain the explicit form of (2.13) as follow
Because of the variables u and g are independent in the linear system (2.14), we can easily obtain the solution with less cost in discrete setting, which will be showed in Section 3.3.
Proximal ADMM for Euler's elastica based Vese-Osher's decomposition model
The Euler's elastica energy based minimization problem (1.2) is composed of its total variation semi-norm and a curvature term. In fact, elastica is a combination of total variation suppressing oscillation in the gradient direction, and a curvature regularization term that penalizes non-smooth level set curves. Due to high non-linearity in elastica model, it is difficult to minimize and require high computational cost. To tackle the non linear constraint arising in the model, a proximal based approach is proposed so that all subproblems either is linear or has a closed-form solution. In this subsection, we propose a proximal ADMM for Euler's elastica based Vese-Osher's decomposition model. We first introduce four new variables p, q, h and n, then reformulate the problem (1.2) to be the following equality constrained problem
For simplify of notations, we denotê
It follows thatˆ
Then we rewrite (2.15) as
The augmented Lagrangian functional of (2.16) is defined aŝ
T , λ n are the Lagrange multipliers andγ, γ n are the positive constants. Our proximal ADMM for solving (1.2) is described in Algorithm 2.3. In the Algorithm 2.3, we letˆ is a self-adjoint positive semidefinite operator, which is defined asˆ
where
Algorithm 2.3 Proximal ADMM for Euler's elastica based decomposition model.
Initialization: x 0 , y 0 , λ 0 , λ 0 n ; while stopping criteria not satisfied dô
In the following, we show how to solve the subproblems in the each iteration of Algorithm 2.3. For thex−sub problem (2.18a), it is a quadratic optimization problem,
by the periodic boundary condition. Combining (2.19) and using the fact that
we rewrite the equation (2.20) explicitly as
Note that in the linear system (2.21), since the variables u, g and n are independent, we can get the solution from (2.21a), (2.21b) and (2.21c) easily. For theŷ−sub problem (2.18b), it is difficult to solve due to the non-differentiability element |p| in the quadratic term and the variables p and h are strong coupled together. Following [18, 43] , we replace p = |p|n k+1 by p = |p k |n k+1 in the quadratic penalty term in (2.18b) with considering to utilize the fixed-point formulation to the nonlinear constraint p = |p|n, and separate the minimization problem (2.18b) into three minimization problems, i.e.
The minimization problems (2.22a) and (2.22b) (ρ = 1) have closed form solutions, which read
When ρ = ∞, problem (2.22b) can also be solved explicitly; See [23, Lemma 4.1, 4.2]. The optimality condition for the minimization problems (2.22c) gives a linear equation
with a closed form solution 
Numerical implementation and convergence analysis
In this section, we present the details of numerical algorithms for ADMM and proximal ADMM. In Section 3.1, we introduce some basic notations. The numerical implementations of Algorithm 2.1, Algorithm 2.2 and Algorithm 2.3 are described in Section 3.2, Section 3.3 and Section 3.4, respectively.
Notation
Without loss of generality, let
For the convenience of description, we denote V as the Euclidean space
2 for u ∈ V and p ∈ Q, respectively. We equip the standard Euclidean inner products as follows:
Note that the induced norm · V is the 2 − norm on the vector spaces V and Q. In addition, we mention that
the usual Euclidean norm in 2 .
The discrete backward and forward differential operators for u ∈ V are defined with periodic boundary condition as follows
The discrete gradient operator ∇ : V → Q is given as follows: For u ∈ V ,
Considering inner products on V and Q, the discrete adjoint operator div :
. When a variable defined on •-nodes (or -nodes, see Fig. 1 ) needs to be evaluated at (i, j) ∈ -nodes (or •-nodes), for example p = (p 1 , p 2 ), we use the average operators:
where p 1 and p 2 are defined on •-nodes and -nodes respectively. We need to define a special operator to measure the magnitude of p at (i, j) ∈ •-nodes using the following operator:
We compute the divergence of p at (i, j) ∈ •-nodes using the following operator:
Solve the subproblems in Algorithm 2.1
For the x−sub problem (2.4) in Algorithm 2.1, we discretize (2.9) as follows:
Applying Fourier transform to both side of (3.1), we have
Clearly, the matrices (∆), (∂ The x−sub problem can be solved in three steps. Firstly, we apply discrete FFTs to both sides of (3.1). Secondly, we solve the resulting systems (3.2) by block Gaussian elimination for (x). Finally, we apply −1 to (x) to obtain a new x.
For the y−sub problem (2.5), we have the following closed-form solutions:
At last, the update of the Lagrangian multiplier λ = (λ p , λ q ) is as follows:
Solve the subproblems in Algorithm 2.2
For the x−sub problem (2.12a) in Algorithm 2.2, we have the following discrete form:
The linear system (3.3) can be efficiently solved. First, we use Fourier transform to solve the (3.3a),
From (3.3b) and (3.3c), we have
In Algorithm 2.2, the calculation y-sub problem (2.12b) and the update of the Lagrangian multiplier λ = (λ p , λ q ) T at each pixel (i, j) are similar to Algorithm 2.1.
Solve the subproblems in Algorithm 2.3
The discretization scheme used in subsection 3.4 which has been inspired by various techniques in classical fluid dynamics, see in [40, 43] . It has a great advantage over conventional discretization scheme because this discretization scheme is more focus on locality of image, and focusing on locality is an important practice in numerical mathematics. In this computational scheme, we need to specify the half point values of the quantities g, p, q, n, λ p , λ q , λ n . For example for x-half-point, we need to take (i + 1/2, j) and for yhalf-point, take (i, j +1/2). Numerical experiments in Section 4 have shown the advantage of discretization scheme used for Euler's elastica based decomposition. In the next subsections, we briefly discuss about the solution of all other subproblems by using the staggered grid as shown Fig. 1. 
The discretization for g-sub problem
From (2.21b), we have
Denote fixed variables u k , g k , λ k q , q k by u,ḡ, λ q , q respectively. Since for g-sub problem, we use the proximal method to minimize the computational cost and hereḡ shows the value of g at k th iteration. According to the rule of indexing variables in Fig. 1 , the first and second component of g are defined on •-nodes and -nodes, respectively. The discretization of g at (i, j) ∈ •-nodes is obtained as follows:
. Similarly, the discretization of g at (i, j) ∈ -nodes is obtained as follows:
The discretization for n-sub problem
From (2.21c), we have
by p,n, h, λ n , λ h respectively. Similarly since for n-sub problem, we use the proximal method to minimize the computational cost and herē n shows the value of n at k th iteration. According to the rule of indexing the dicretization of n at (i, j) ∈ •-nodes as follows:
, and modulus of p at (i, j) ∈ •-nodes is defined as
Similarly the dicretization of n at (i, j) ∈ -nodes as follows:
where modulus of p at (i, j) ∈ -nodes is defined as
The discretization for p-sub and q-sub problems
For the p-subproblem (2.22a) and q-sub problem (2.22b), we have p, g, n, h, λ p ,λ q , λ n respectively. According to the rule of indexing for c, ζ and η at (i, j) ∈ •-nodes is obtained as follows:
Similarly, the discretization of c, ζ and η at (i, j) ∈ -nodes is obtained as follows:
Therefore, we have the discretization of (2.22a) and (2.22b):
The discretization for h-sub problem
The optimality condition for the minimization problems (2.22c) gives a linear equation
with a closed form solution
Update Lagrange multipliers
Finally, the update of the Lagrangian multipliersλ = (λ p , λ q , λ h ) and λ n according to the algorithm. Using the staggered grid as shown in Fig. 1 , the discretized form for equations (2.18c) is written as
at -nodes,
Convergence analysis
The TV based Vese-Osher's texture model is a convex minimization problem. The convergence analysis of the ADMM scheme (2.4)-(2.6) and proximal ADMM scheme (2.12a)-(2.12c) have been widely studied, one can refer to [16, 17, 22, 24, 29] .
For the sake of completeness, we give the convergence theorems for the ADMM scheme (2.4)-(2.6) and proximal ADMM scheme (2.12a)-(2.12c) in discrete setting but without proof, one can refer in [29] and [22, Appendix B] for more details.
Theorem 3.1. We assume that
generated from the ADMM scheme (2.4)-(2.6). Then the sequence {(x k , y k )} converges to an optimal solution to (2.2) and {λ k } converges to an optimal solution to the dual problem of
Since H(x) is twice differentiable convex function with a Lipschitz continuous gradient, there exists a self-adjoint positive semidefinite linear operators Σ H , such that for any x, x ,
where ∂ 2 H(x) is the Clarke's generalized Hessian at x. 
Numerical experiments
In this section, we provide some numerical examples. We will present some results of proposed methods for image decomposition and image denoising. All the experiments were performed using Windows 7 and MATLAB, R2013b (version 2.0) on a HP Z228 with (a) Intel(R) Core(TM) i7-4790 CPU @3.60GHz and 8GB memory.
Test images, practical implementation and stopping condition.
In this paper, we tested lots of images, for example the Barbara, Geometry, etc. (see Fig. 2) . For all of the tested algorithms, we used the following stopping condition:
where ε > 0 is stopping tolerance, in our proposed algorithms, we set ε = 10 −3 . For simplicity of presentation, we denote our developed methods as follows:
• ADMM-TV: ADMM for TV based Vese-Osher's texture model;
• PADMM-TV: proximal ADMM for TV based Vese-Osher's decomposition model; Before we show our numerical results, we give some remarks on choosing parameters and stopping criterion. There are three parameters (α, β, γ) coming from ADMM-TV, four parameters (α, β, γ, τ) coming from PADMM-TV, and eight parameters (α, β, γ, γ n , τ 1 , τ 2 , a,  b) coming from PADMM-EE. The parameter α is regularization parameter associated with the cartoon part of image. For decomposition case this parameter is need to be small for better subtraction of cartoon from the image. For the pure cartoon-texture decomposition problem, we would like to remove the texture component without removing other key features such as edges, shading, etc. The parameter β, which is the texture norm coefficient in the energy is related to the texture components of image. γ and γ n are associated with Lagrange multipliers. All τ, τ 1 and τ 2 are the proximal parameters. These proximal parameters play an important role for the effectiveness of the proposed methods. a and b (a) (b) are Euler's elastica coefficients. The ratio a/b indicates the relative importance of the total length versus total squared curvature. For b = 0, the minimization problem (1.2) becomes TV problem (1.1). We used different setting for the parameters in different applications of our proposed methods. We tuned all the parameters by the above stopping criterion with tolerance.
Image decomposition
The main objective of decomposition model is to decompose an image into its cartoon and texture part. Various approaches to image decomposition have been proposed in the literature, among these approaches variational based image decomposition is one of the (a) (b) successful approaches and it has numerous applications in the field of image processing and computer vision. Interesting application of image decomposition are explored in [8, 45] . In this subsection, we illustrate the efficiency and effectiveness of the proposed algorithms via many examples in image decomposition. As in the literature [5] , we assume that the cartoon and texture parts in an image are not correlated. We thus take the correlation between the cartoon u and the texture v, which is computed by
to measure the quality of decomposition, where σ (·) and Cov(·, ·) refer to the standard deviation and covariance of given variables, respectively. For image decomposition, we do not have ground-truth generation in case of real images as well as synthetic images. Therefore we consider the best result for smallest correlation value. To evaluate the quality of different methods, we show the decomposition result for test images (see Figs. 2(a) , 2(b), 2(c) and 2(d)). But we also evaluate numerically the competing methods on synthetic images (see Fig. 9 ). In our numerical experiments, we observed that the most of the decomposition results for ρ = 1 and ρ = ∞ in Euler's elastica decomposition model (1.2) are look similar (see Fig. 4 ). Therefore we decided to show and compare the results with ρ = 1 in all experiments. We compared our proposed PADMM-TV and PADMM-EE methods with the following decomposition methods: CTV-L2 [19, 20] , AD-aBLMV-ADE [41] , BLMV filters [10] , TV-L1 [31] , DF [11] and ADMM-TV. The codes (a) ( for [41] was provided by author, for [10, 11, 20, 31] , we used online demo provided on web by IPOL † . We used them with best tuned parameters in each individual test case.
The most commonly used image for texture evaluation is the Barbara image, which has precise edges and it also favors the TV-based methods, especially ADMM-TV and PADMM-TV (see Fig. 3 ). However, some artifacts can be seen on cartoon image of TV-based decomposition, as the cloth on the table has some texture in cartoon part (see zoom-in images in Fig. 3 ). PADMM-EE can completely eliminate the texture from the table cloth. Furthermore, it is obvious that we can get better contour by using cartoon part extracted by PADMM-EE algorithm (see third column Fig. 3) . For numerical evaluation, we used the parameters that gave the minimum correlation and also gave the best visual result. Every image has different kind of cartoon as well as texture, so the parameters need to be different, for example the parameters are simulated for the Barbara (see caption in Fig. 3) .
To see how strong the cartoon edges on the texture image and precise the cartoon part, we used the Geometry image. All methods eliminate the texture part from cartoon, but methods [10, 11, 19, 20, 31] , ADMM-TV and PADMM-TV bring some cartoon edges on the texture (see Fig. 6 ). For this image, adaptive image decomposition method [41] has best results, however Euler's elastica-based decomposition has better results among all TVbased decomposition methods and its results are very closed to adaptive decomposition method [41] . Most of decomposition methods like [10, 11, 41] blur some parts of cartoon image (see Figs. 5, 7, 8) , and adaptive decomposition [41] method also sightly blur the texture part. But on the other hand Euler's elastica-based decomposition has best results as compare to all TV-based methods [19, 31] , ADMM-TV and PADMM-TV and as well as other methods.
We report the numerical results for real and artificial images in Table 1 and Table 2 , where the obtained correlations (Corr) of the decomposed two parts are reported for all decomposition methods. The computational time for PADMM-TV is increased compared to the fast BLMV method, but it is faster then CTV-L2, AD-aBLMV-ADE, TV-L1, and ADMM-TV. Similarly, the computational time for PADMM-EE is increased compared to the BLMV, TV-L1, ADMM-TV and PADMM-TV methods, but it is faster than CTV-L2 and AD-aBLMV-ADE (see Table. 3).
Moreover, we also compared the decomposition results of generalized TV-stokes model [28] and our proposed Euler's elastica-based model. We used TVS-L 2 + TV n -L 2 models for Figure 11 : Plots of numerical energy, relative error of u k+1 , correlation, residuals and relative error of Lagrange multipliers of our proposed Euler's elastica-based decomposition model for Fig. 2(d) . image decomposition from the general TV-stokes model. The TV-stokes model is aimed to separate the jump discontinuities of an image, where u contains all the discontinuities of f and v is a continuous function (see Fig. 10 ). These separated parts could be used for a large number of image processing purpose. Note that the TV-stokes model do not separately obtain texture parts from an image. However, our proposed Euler's elasticabased model can better decompose an image into its texture parts (see also Fig. 10 ).
To show the convergence of our proposed method: PADMM-EE, we plot the numerical energy, relative error in u k+1 , correlation, residuals and relative error in lagrange multipliers verses number of iterations for the image Man (see Fig. 11 ). From these plots, it is easy to see the proposed algorithm for Euler's elastica based decomposition has converged. The plots of residuals and relative error in lagrange multipliers also give important information about tuning of parameters and one can see in Fig. 11 that they converge to zero faster before 50 iterations. 
Image denoising
In this example firstly, we compare the very basic and pioneer ROF model [37] with Vese-Osher's decomposition model (1.1). During our experiments, we observed that although the ROF model is faster than the Vese-Osher's decomposition model, but it removes small texture and little stairs appeared in the denoised image see Fig. 12 . Secondly, we compare the Euler's elastica-based model [43] (EEALM) with our proposed Euler's elasticabased decomposition model (1.2). We observed that Euler's elastica-based decomposition model has better results in the sense of SNR and also quality, see Fig. 13 . In these experiments, we show the cartoon plus texture (u + v) as a reconstruction or denoised image for decomposition model while in the original model the minimizer u is as a denoised image. We compare the CPU time and number of iteration of these models in Table 4 , where our proposed PADMM-TV is faster than the ADMM-TV. Similarly, PADMM-EE is more faster than EEALM.
The performance is evaluated by using the signal to noise ratio (SNR) and the SNR is defined as: where u is the original signal,ū is the mean intensity value of u andû is recovered signal, in decomposition case the recovered signal becomes u + v. For each experiment, the (a) (b) (c) Figure 14 : Plots of numerical energy, relative error of u k+1 and SNR of our proposed Euler's elasticabased decomposition model for Fig. 2(e) .
parameters are estimated so that the best SNR is obtained.
In our experiments, Gaussian white noise with zero mean and the standard deviation 17, 15 and 10 are used for images in Fig. 2(e) , Fig. 2(f) and Fig. 2(g) respectively. As we have reduced the parameters associated with lagrange multipliers in Section 2 and 3, but for the better results of image denoising and for minimizing of lagrange multipliers individually, we tuned all the parameters (see captions in Fig. 12 and Fig. 13 ). Finally, we plots numerical energy, relative error in u k+1 and SNR verses number of iterations for the image Floor (see Fig. 14) . As we can observe from these plots in Fig. 14 , our proposed algorithm for model (1.2) has converged.
Conclusions
Vese-Osher's model is used for texture extraction and image denoising in the literature of applied mathematics and image processing. Although the classical ADMM can be used to solve these problems but it is very challenging to construct efficient algorithms when minimization problem has non-linear high order derivatives. In this paper, we observed that one can solve these problems more fast by proximal ADMM in which one more subproblem has closed form solution. Firstly, we solved Vese-Osher's decomposition model by proximal ADMM in which we linearized g-subproblem to have a close form solution. Secondly, we solved Vese-Osher's model having Euler's elastica energy term instead of total variation based on the proximal ADMM. All the subproblems are easy to solve and the method is globally convergent at a linear rate for Vese-Osher's model. We also present some preliminary numerical results, which indicate that our method is not only efficient but it also can improve the quality of images in case of image denoising.
