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This is an expository paper on the subject of the title. I tried to make it as self-contained as I
could, assuming only basic facts in the theory of schemes and some commutative and homological
algebra, and to keep the formalism at a minimum. There is very little pretense of originality on my
part; the results are of course very well known, and most of the ideas in the proofs are also known.
The possible exceptions are the construction of the obstruction in Section 4, which does not use
simplicial techniques, and the proof of the existence of versal deformations in Section 7, in which
the relations among the generators are obtained directly from the obstructions.
The treatment is perhaps a little curt, and does not provide much motivation for the results.
Many of the details of the proofs are left to the interested reader to fill in, and often I let certain
necessary compatibility conditions unstated. I believe that not doing so would substantially in-
crease the length of the exposition without adding much to the reader’s understanding; however, a
sufficient number of protests might change my mind (so far, I got none.)
Comments and corrections are very welcome.
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1 Introduction
A very basic problem in algebraic geometry, which comes in all sorts of guises, is to understand
families of objects (varieties, bundles, singularities, maps, . . . ). This is usually hard. The first step
is to study the deformations of a fixed object X0 of the given type, that is, families of objects
depending on some parameters t1, . . . , tr, such that for t1 = · · · = tr = 0 we get exactly X0; we are
interested in what happens near (0, . . . , 0). This is done in three stages.
First of all there is the problem of infinitesimal liftings, which can be illustrated as follows.
Suppose that we are given an object X0 over a field κ, and a deformation X of order n− 1; we can
think of X as obtained by perturbing the definition of X0 by adding a parameter t with t
n = 0.
This is very vague, of course; in practice the definition usually involves defining X over the ring
κ[t]/(tn), or some other artinian ring, so that the restriction of X to κ is X0, and some other
“continuity” condition (often involving flatness) is satisfied (in practice it is very important to look
also at deformations on higher dimensional basis, that is, add more than one parameter.) Then
the problem is: can we lift X to order n? And if we can, how can we describe the liftings? Usually
the answer is in two parts: first there is a canonical element ω of some vector space V such that
ω = 0 if and only if a lifting exists. Then there is some other vector space W such that if ω = 0
then W acts on the set of isomorphism classes of liftings making it into a principal homogeneous
space (with uncanny regularity W is a cohomology group of a certain algebraic object, and V the
cohomology group of the same object in one degree higher.)
The second stage is to look at formal deformations; a formal deformation of X0 can be roughly
described as a liftingX1 of X0 to order 1, a liftingX2 ofX1 to order 2, and so, to all orders. Here the
main result is that, with very weak hypotheses, there is always a formal deformation V (involving
several parameters,) called “versal”, such that, very roughly, all other formal deformations are
obtained from V (the actual definition is a little technical.) This is defined over a quotient of
a power series algebra R = κ[[t1, . . . , tr]]/I (or some other complete local ring, when there is no
base field); the ti are the parameters, and I the ideal of relations between the parameters. If the
number of parameters is as small as possible then saying that I = 0 is equivalent to saying that the
infinitesimal deformations are unobstructed, that is, for any n, given a deformation to order n− 1
we can always lift it to order n. In practice knowing the ring R gives us a considerable degree of
control on the infinitesimal deformations.
The third stage is to pass from formal deformation to actual deformations. In analytic geometry
this amounts to passing from formal solution of some equations to analytic solutions, and can usually
be done. In an algebraic context it is a much more delicate question, sometimes called the problem
of algebraization; it can be solved for curves, but in general not for surfaces.
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Despite the fundamental importance of the subject I do not know of any exposition that
is both acceptably general and accessible to the average algebraic geometer or number theorist.
There is a very thorough discussion of embedded deformations in [Kolla´r], and deformations of
singularities are treated in a very readable way in [Artin 1]; both are highly recommended. Going
much beyond these two references is [Illusie]; this is an excellent book, and very carefully written,
but uses substantial amounts of simplicial machinery even to define the basic object, the cotangent
complex, and the exposition is at the kind of topos-theoretic utmost level of generality that makes
most algebraic geometers’ eyes glaze over in a fraction of the time it takes to say “simplicial object
associated to a pair of adjoint functors”.
Hopefully, this will change when a book by Buchweitz and Flenner comes out in the next couple
of years. It should treat deformations of analytic spaces in full generality, using the definition of the
cotangent complex via Tate resolutions. These are much easier to understand and work with then
simplicial resolutions; unfortunately at the moment this approach only works in characteristic 0.
In this notes we study the infinitesimal and formal deformation theory of a local complete
intersection schemes. We limit ourselves to a few basic results that can be obtained using sheaves
of differentials, without resorting to the cotangent complex, or to Tate resolutions, as one has to do
to go beyond this simple case. This is not likely to keep most people happy for very long, but the
task of giving a reasonably self-contained explanation of the cotangent complex is rather daunting
to me.
The question of algebraization of formal deformations is only touched upon very briefly (Propo-
sition 6.3).
Section 2 treats the infinitesimal liftings of local complete intersection subscheme of a given
scheme.
Abstract liftings of generically smooth local complete intersection schemes are discussed in
Section 4; here we use some standard, and some less standard, facts on extensions of sheaves,
proved in Section 3. The construction of the obstruction seems to be new, although I have not
searched the literature long enough to be sure.
Section 5 contains some generalizations, most important to the case of local complete inter-
section maps, and to the case of deformations of pairs.
In Section 6 we define formal deformations of a local complete intersection generically smooth
scheme over a field, define the Kodaira-Spencer map and the first obstruction map, and prove some
basic properties. Assuming the existence of the base field is absolutely not necessary (a complete
local ring would do very well) and is of course a hindrance for applications to arithmetic, but it
simplifies to some extent the exposition.
In Section 7 we discuss versal deformations; in particular prove the existence of versal defor-
mations for generically smooth local complete intersection schemes over a field, using the results
of Section 4. This proof is different from the one in [Schlessinger], and uses the obstruction the-
ory. It has the merit of illustrating how equations defining versal deformation spaces arise from
obstructions.
Section 8 contains the proof of a very important technical lemma.
In Sections 6 and 7 we become a little more formal, and exploit the notion of homomorphism
of deformations, which allows to make the treatment somewhat less cluttered and ultimately more
transparent. Also, here rings are used, instead of their spectra; I am aware that this might make
many algebraic geometers uncomfortable, but I feel that it is more natural in this context.
The theory in these two sections can be extended to any of the other cases considered in
Section 5, and beyond. Indeed an axiomatic treatment would be possible (see for example [Artin
2],) and perhaps will be added to a future version of these notes.
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2 Liftings of embedded local complete intersections
(2.1) Notation. The following notation is used here and in Section 4. Let A′ be a noetherian
local ring with maximal ideal mA′ and residue field κ = A
′/mA′ , and a ⊆ A
′ an ideal such that
mA′a = 0; then a is a finite-dimensional vector space over κ. Set A = A
′/a. All schemes and
morphisms will be defined over A′.
If X is a scheme over a scheme S, and T is a subscheme of S, we denote by X | T the inverse
image of T in X. If “X” denotes a scheme over A, where X is an arbitrary symbol, we will always
set
X0 = X | Specκ.
Also, to avoid awkward terminology, if X is a locally closed subscheme of M , we will always
talk about the sheaf of ideals of X in M meaning the sheaf of ideals of X in some open subset of
M where X is closed. More generally we will sometime omit to say that M has to be restricted to
an open subset. This should cause no confusion.
(2.2) Hypotheses. Let M ′ be a flat scheme of finite type over A′. Let X be a local complete
intersection subscheme of M =M ′ | SpecA (not necessarily closed); this means that locally the ideal
of X in M is generated by a regular sequence in OM . Assume also that X is flat over A; then X0
is still a local complete intersection in M0.
Call N0 the normal bundle to X0 in M0. If I0 is the ideal of X0 in M0, then C0 = I0/I
2
0 is a
locally free sheaf on X0, called the conormal sheaf to X0 in M0, and N0 is by definition its dual.
Let us check that indeed X0 is still a local complete intersection in M0. This is a particular
case of the following lemma.
(2.3) Lemma. If A → B is a local homomorphism of local noetherian rings, then X ×SpecA
SpecB is a local complete intersection in M ×SpecA SpecB.
Proof. This is a local problem, so we may assume that M is affine, X is closed in M , and the
ideal of X in M is generated by a regular sequence f. The Koszul complex K
·
of f is a resolution
of OX by flat sheaves over A; but OX is by hypothesis flat over A, so K· ⊗A B is exact in positive
degree. This means that the restriction of f to X ×SpecA SpecB is still a regular sequence, so
X ×SpecA SpecB is a local complete intersection in M ×SpecA SpecB. ♣
(2.4) Definition. A lifting of X to M ′ is a subscheme X ′ of M ′ which is flat over A′ and such
that X = X ′ ∩M .
(2.5) Theorem. (a) Any lifting of X is a local complete intersection in M ′.
(b) There is a canonical element
ωemb = ωemb(X) ∈ a⊗κ H
1(X0,N0),
called the embedded obstruction of X in M , such that ωemb = 0 if and only if a lifting exists.
(c) If a lifting exists, then there is a canonical action of the group a⊗κH
0(X0,N0) on the set
of liftings making it into a principal homogeneous space.
Let us begin the proof with a criterion for a given subscheme X ′ ⊆M ′ with X ′∩M = X to be
flat over A′. Let I ′ be the ideal of X ′ in M ′; then I ′OM = I, so that there is a natural surjective
map I ′/aI ′ → I.
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(2.6) Lemma. The scheme X ′ is flat over A′ if and only if the natural surjective map I ′/aI ′ → I
is an isomorphism.
Proof. This statement is local on X ′, so we assume that all schemes involved are affine and the
embedding X ′ →֒M ′ is closed. There is a short exact sequence
0 ✲ I ′ ✲ OM ′ ✲ OX′ ✲ 0 ;
so if we tensor over A′ with A we get an exact sequence
0 = TorA
′
1 (OM ′ , A) ✲ Tor
A′
1 (OX′ , A) ✲ I
′/aI ′ ✲ OM ✲ OX ✲ 0
which shows that the map I ′/aI ′ → I is an isomorphism if and only if TorA
′
1 (OX′ , A) = 0. So if
X ′ is flat then the condition of the theorem is verified; the converse statement is a particular case
of Grothendieck’s local criterion of flatness (see for example [Matsumura]), and can be proved very
simply as follows. Let N be an arbitrary A′ module; we want to show that TorA
′
1 (OX′ , N) = 0,
assuming this is true for N = A. From the exact sequence of Tor’s, it is enough to prove that
TorA
′
1 (OX′ , aN) = Tor
A′
1 (OX′ , N/aN) = 0; so we may assume that aN = 0 (observe that a(aN) =
0.) In other words, we assume that N is an A-module. Then the sequence
0 ✲ I ′ ⊗A′ N ✲ OM ′ ⊗A′ N ✲ OX′ ⊗A′ N ✲ 0
is the same as the sequence
0 ✲ I ⊗A N ✲ OM ⊗A N ✲ OX ⊗A N ✲ 0 ,
which is exact because X is flat over A. ♣
Now we analyze the local situation; suppose that M ′ is affine, X is closed in M , and the ideal
I of X in M is generated by a regular sequence f1, . . . , fr in OM .
Let X ′ be a lifting of X, I ′ the ideal of X ′ in M ′. Choose liftings f ′1, . . . , f
′
r of f1, . . . , fr to
I ′; then from the equality I ′/aI ′ = I and the fact that the ideal a is nilpotent we conclude that
f ′1, . . . , f
′
r generate I
′.
Let us check that f ′1, . . . , f
′
r is a regular sequence in OM ′ ; this will prove part (a). Let K
′
·
be
the Koszul complex of f ′1, . . . , f
′
r; then K· = K
′
·
⊗A′ A is the Koszul complex of f1, . . . , fr. We have
a homology spectral sequence
E2pq = Tor
A′
p
(
Hq(K
′
·
), A
)
⇒ Hp+q(K·) =
{
0 if p+ q > 0
OX if p+ q = 0
.
Notice that E2p0 = 0 for p > 0, because H0(K
′
·
) = OX′ is flat over A
′. From this, and the fact that
the abutment is 0 in degree 1, we get that H1(K
′
·
)⊗A′ A = E
2
01 = 0. This implies that H1(K
′
·
) is 0,
and hence E2p1 = 0 for all p. Analogously one proves that H2(K
′
·
) = 0, and by induction on q that
Hq(K
′
·
) = 0 for all q > 0. This proves that f ′1, . . . , f
′
r is a regular sequence.
Conversely, start from liftings f ′1, . . . , f
′
r of f1, . . . , fr to OM ′ , and define X
′ via OX′ =
OM ′/(f
′
1, . . . , f
′
r). Then we claim that X
′ is a lifting of X to M ′; for this we need to show that
I ′/aI ′ = I (Lemma 2.6). Let
∑
i a
′
if
′
i be an element of I
′ whose image
∑
i aifi in I is 0. Then
because f1, . . . , fr is a regular sequence we can write (a1, . . . , ar) ∈ O
n
M as a linear combination of
standard relations of the form
(0, . . . , 0, fj︸︷︷︸
ith place
, 0, . . . , 0, −fi︸︷︷︸
jth place
, 0, . . . , 0).
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These relations lift to relations
(0, . . . , 0, f ′j︸︷︷︸
ith place
, 0, . . . , 0, −f ′i︸︷︷︸
jth place
, 0, . . . , 0).
among the f ′i . Then (a
′
1, . . . , a
′
r) can be written as a relation among the f
′
i , plus an element
(b′1, . . . , b
′
r) ∈ (aOM ′)
n, so that
∑
i a
′
if
′
i =
∑
i b
′
if
′
i ∈ aI
′.
So we have proved that the liftings of X are obtained locally by lifting equations for X. In
particular we have proved the following.
(2.7) Lemma. Assume that X is affine and a complete intersection in M . Then X has a lifting
to M ′.
Here by a complete intersection we mean that X is closed in M , and its ideal is generated by
a regular sequence.
Let X ′1 and X
′
2 be two liftings of X to M
′; to these we will associate a section ν(X ′1,X
′
2) of
N0.
Call I ′1 and I
′
2 the corresponding ideals in OM ′ . Take a local section f of I; then f can
be lifted to sections f ′1 and f
′
2 of I1 and I2 respectively. The difference f
′
1 − f
′
2 is an element of
aOM ′ = a ⊗A′ OM ′ = a ⊗κ OM0 . This element does not depend on f only; if we choose different
liftings f ′1 + g
′
1 and f
′
2 + g
′
2, with g
′
i ∈ aI
′
i, then the difference f
′
1 − f
′
2 will change by an element
g′1 − g
′
2 of aI; so the image of f
′
1 − f
′
2 in a ⊗κ OX0 only depends on f . This construction yields a
function I → a⊗κ OX0 , which we denote by ν(X
′
1,X
′
2). This function is OM -linear, and we think
of it as a section of
HomOM (I, a⊗κ OX0) = HomOM0 (I0, a⊗κ OX0)
= HomOX0 (I0/I
2
0 , a⊗κ OX0)
= H0(X0, a⊗κ N0)
= a⊗κ H
0(X0,N0).
This construction has the following properties.
(2.8) Proposition. To each pair of liftings X ′1, X
′
2 is associated a well defined element
νM ′(X
′
1,X
′
2) = ν(X
′
1,X
′
2) ∈ a⊗κ H
0(X0,N0),
with the following properties.
(a) ν(X ′1,X
′
2) = 0 if and only if X
′
1 = X
′
2.
(b) If X ′1, X
′
2 and X
′
3 are liftings, then
ν(X ′1,X
′
3) = ν(X
′
1,X
′
2) + ν(X
′
2,X
′
3).
(c) ν(X ′2,X
′
1) = −ν(X
′
1,X
′
2).
(d) Given a lifting X ′ and a section ν ∈ H0(X, a⊗AN0), there is a lifting X˜
′ with ν(X˜ ′,X ′) =
ν.
(e) If Y is an open subscheme of X, Y ′1 and Y
′
2 are the restrictions of X
′
1 and X
′
2, then
ν(Y ′1 , Y
′
2) is the restriction of ν(X
′
1,X
′
2).
(f) Let M˜ ′ → M ′ be a smooth morphism of flat A′-schemes of finite type, X ′1 →֒ M˜
′ and
X ′2 →֒ M˜
′ embeddings compatible with the embeddings of X ′1 and X
′
2 into M
′, inducing the same
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embedding of X into M˜ = M˜ ′ | SpecA. Let I˜0 be the ideal of X0 in M˜0 = M˜
′ | Spec κ. Then the
homomorphism
HomOX0 (I˜0/I˜
2
0 , a⊗κ OX0) −→ HomOX0 (I0/I
2
0 , a⊗κ OX0)
induced by the natural embedding of I0/I
2
0 into I˜0/I˜
2
0 carries νM˜ ′(X
′
1,X
′
2) into νM ′(X
′
1,X
′
2).
Proof. We will only give a hint for part (d); the remaining statements are straightforward and left
to the reader. The ideal I˜ ′ of X˜ ′ in M ′ can be described as follows. A local section f˜ ′ of OM ′ is
in I˜ ′ if and only if its image f in OM lies in I, and there exists a local section f
′ of I ′ mapping to
f such that the image of f˜ ′ − f ′ in a ⊗κ OX0 is ν(f). One checks that I˜
′ is an ideal in OM ′ , and
that the subscheme X ′ ⊆M ′ with ideal I˜ ′ is indeed a lifting of X with ν(X˜ ′,X ′) = ν. ♣
Theorem 2.5.(c) follows immediately from Proposition 2.8.(a), (b) and (d), and the following
elementary fact.
(2.9) Lemma. Let X be a set, G a group. Let there be given a function φ:X ×X → G with
the following properties.
(a) φ(x1, x2) = 1 if and only if x1 = x2.
(b) φ(x1, x2)φ(x2, x3) = φ(x1, x3) for all x1, x2 and x3 in X.
(c) For each g ∈ G and each x ∈ X there exists x˜ ∈ X such that φ(x˜, x) = g.
Then the element x˜ in (c) is unique, and X has the structure of a principal left homogeneous
G-space, by defining gx = x˜ for all g ∈ G and x ∈ X.
Let us prove part (b) of the theorem. We may assume thatX is closed inM . Choose a covering
U = {Uα} of M by open affine subschemes, such that in each Uα the subscheme Xα = X ∩ Uα is
a complete intersections, and call U ′α the corresponding open subschemes of M
′. By Lemma 2.7,
each Xα has a lifting X
′
α in M
′; there exists a global lifting if and only if after possibly refining U
we can choose the X ′α in such a way that X
′
α ∩ (U
′
α ∩ U
′
β) = X
′
β ∩ (U
′
α ∩ U
′
β) for all α and β. To
define the embedded obstruction ωemb, choose liftings X
′
α arbitrarily, and set
ναβ = ν(X
′
α,X
′
β).
Of course this should have been written as
ναβ = νU ′α∩U ′β
(
X ′α ∩ (U
′
α ∩ U
′
β),X
′
β ∩ (U
′
α ∩ U
′
β)
)
;
but now as in the future, we will commit a harmless and convenient abuse of language by omitting to
indicate the restriction operators. Because of the cocycle relation of Proposition 2.8.(b) we see that
{ναβ} is a Cˇech 1-cocycle; a lifting exists if and only if it is possible to choose local lifting so that
the associated cocycle is 0. If X˜ ′α are different liftings, we set να = ν(X˜
′
α,X
′
α), ν˜αβ = ν(X˜
′
α, X˜
′
β).
Again from Proposition 2.8.(b) and (c) we get that
ν˜αβ = ναβ + να − νβ .
In other words, cocycles associated to different local liftings are cobordant, so the cohomology class
ωemb ∈ Hˇ
1(U , a⊗AN ) = H
1(X, a⊗AN ) of {ναβ} is independent of the local liftings. Furthermore,
if ν˜αβ is a cocycle in ωemb, then there exists a 0-cochain {να} such that ν˜αβ = ναβ + να − νβ . If
we choose liftings X˜α so that να = ν(X˜
′
α,X
′
α) (Proposition 2.8.(d)) we have ν˜αβ = ν(X˜
′
β , X˜
′
α). We
can state this result as follows.
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(2.10) Lemma. The cocycles obtained from different choices of local liftings are exactly the
elements of ωemb.
So a lifting exists if and only if ωemb = 0, as desired. This concludes the proof of the theorem. ♣
The proof of Theorem 2.5.(b) can be described more conceptually as follows. Consider the
sheaf L of sets on X, in which an open subset U ⊆ X is sent to the set of liftings of U to M ′. Call
i:X0 →֒ X the embedding. There is an action of the the sheaf i∗(a ⊗κ N0) on L; Theorem 2.5.(c)
and Lemma 2.7 imply that L is a torsor for i∗(a ⊗κ N0). A lifting of X to M
′ is global section
of this torsor, so the obstruction to the existence of a global section is the class ωemb of L in
H1
(
X, i∗(a⊗κ N0)
)
= a⊗κ H
1(X0,N0).
The following property of the embedded obstruction ωemb follows from its construction and
from Proposition 2.8.(f).
(2.11) Lemma. Let π: M˜ ′ →M ′ be smooth morphism of flat A′-schemes of finite type, j:X →֒
M ′ and ˜:X →֒ M˜ ′ embeddings such that π˜ = j. Call N0 and N˜0 the normal bundles of X0 in M0
and M˜0 respectively, and h:H
1(X0, N˜0)→ H
1(X0,N0) the homomorphism obtained from the map
N˜0 → N0 induced by π. Then h carries the embedded obstruction of X in M˜
′ to the embedded
obstruction of X in M ′.
This construction has an obvious property of functoriality. Let B′ be a local ring, b ⊆ B′ be an
ideal with mB′b = 0, B = B
′/b. Let f :A′ → B′ a local homomorphism inducing an isomorphism
of residue fields, such that f(a) ⊆ b. Set f∗M
′ = M ′ ×SpecA′ SpecB
′, f∗M = M ×SpecA SpecB,
f∗X = X×SpecASpecB ⊆ f∗M . IfX
′ is a lifting ofX inM ′ set f ′∗X
′ = X ′×SpecA′SpecB
′ ⊆ f∗M
′;
this is a lifting of f∗X in f∗M
′. Call g = f | a: a → b the restriction of f .
(2.12) Proposition. (a) Let X ′1 and X
′
2 be liftings of X to M
′. Then
νf∗M ′(f∗X
′
1, f∗X
′
2) = (g ⊗ id)
(
νM ′(X
′
1,X
′
2)
)
∈ b⊗H0(X0,N0).
(b) ωemb(f∗X) = (g ⊗ id)ωemb(X) ∈ b⊗H
1(X0,N0).
The case of local complete intersections in projective spaces is particularly simple.
(2.13) Proposition. Let X ⊆ PNA a complete intersection subscheme of codimension r, whose
ideal is generated by homogeneous polynomials f1, . . . , fr. Then any lifting of X to P
N
A′ is also
a complete intersection subscheme, with ideals generated by homogeneous polynomials f ′1, . . . , f
′
r
which reduce to f1, . . . , fr modulo a.
Proof. Fix liftings f ′1, . . . , f
′
r of f1, . . . , fr to homogeneous polynomials with coefficients in A
′;
these define a lifting X ′ of X to PNA′ . If we call d1, . . . , dr the degrees of f1, . . . , fr, then the
normal bundle N0 decomposes as a direct sum
∑r
i=1OX0(di), so a section of a ⊗κ N0 is given by
a sequence (g1, . . . , gr) of homogeneous polynomials of degrees d1, . . . , dr with coefficients in a. If
X˜ ′ is the subscheme of PNA′ whose ideal is generated by f
′
1 + g1, . . . , f
′
r + gr, an analysis of the
construction of ν(X˜ ′,X ′) reveals that ν(X˜ ′,X ′) is precisely (g1, . . . , gr). The result follows from
Theorem 2.5.(c). ♣
Here is a typical application of Theorem 2.5.
(2.14) Corollary. Let π:M → S be a projective morphism, where S is a locally noetherian
scheme. Let s0 ∈ S be a point, M0 = π
−1(s0). Let X0 ⊆ M0 be a closed local complete inter-
section subscheme with normal bundle N0; assume that H
1(X0,N0) = 0. Then there is an e´tale
neighborhood s0 ∈ U → S of s0 and a closed subschemeX ⊆ U×SM flat over U withX∩M0 = X0.
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Furthermore if H0(X0,N0) = 0, then for any other e´tale neighborhood s0 ∈ U
′ → S, with
a closed subscheme X ′ ⊆ U ′ ×S M flat over U
′ with X ′ ∩M0 = X0, there exists a third e´tale
neighborhood s0 ∈ U
′′ → S with morphisms of neighborhoods φ:U ′′ → U and φ′:U ′′ → U ′ with
φ−1(X) = φ′−1(X ′).
The basic example of this type of situation is a smooth geometrically connected rational curve
X0 with self intersection −1 on a smooth algebraic surface M0.
Proof. Assume that H1(X0,N0) = 0. Let H = Hilb(M/S) → S be the relative Hilbert scheme,
ξ0 ∈ H
(
κ(s0)
)
the point corresponding to X0 ⊆M0. Let SpecB →֒ SpecA be a closed embedding
of spectra of local artinian rings, with closed point u0 ∈ SpecB →֒ SpecA, and suppose that it is
given a commutative diagram
SpecB β✲H
❄ ❄
SpecA α✲ S
such that β(u0) = ξ0, and hence α(u0) = s0. The morphism β corresponds to a subscheme
XB ⊆ M ×S SpecB flat over SpecB such that XB | u0 = X0 ×s0 u0. It follows easily from
Theorem 2.5.(b), by induction on the length of the kernel of the homomorphism A→ B, that there
exists a subscheme XA ⊆ M ×S SpecA flat over SpecA such that XA | SpecB = XB ; furthermore
from Theorem 2.5.(c) we get that if H0(X0,N0) = 0 then XB is unique. This means that there
exists a morphism SpecA→ H making the diagram
SpecB
β✲ H
❄ ✑
✑
✑✑✸
❄
SpecA α✲ S
commutative; moreover if H0(X0,N0) = 0 this morphism is unique. By Grothendieck’s criteria
this means that H is smooth at ξ0, and if H
0(X0,N0) = 0 then it is e´tale. This implies that there
exists an e´tale neighborhood s0 ∈ U → S and a section U → H sending s0 to ξ0. By taking
for X ⊆ U ×S M the pullback of the universal subscheme of H ×S M we have proved the first
statement.
For the second statement choose a Zariski neighborhood ξ0 ∈ H
′ ⊆ H which is e´tale over S;
by restricting U and U ′ we may assume that the morphisms U → H induced by U ′ → H induced
by the subschemes X ⊆ U ×S M and X ⊆ U ×S M have their image in H
′. Then we can take
U ′′ = U ×H′ U
′. ♣
It is easy to give examples in which the e´tale neighborhood U can not be taken to be a Zariski
neighborhood.
9
3 Extensions of sheaves
In this section we will discuss briefly the theory of extensions, which we will use to prove
Theorem 4.4; I advise the reader to skip it at first and then refer back to it as necessary. Working
directly with extensions, instead of elements of groups of extensions, is critical in Section 4, because
extensions can be patched together, unlike classes in Ext1.
Let X a topological space with a sheaf of commutative rings O; in this section a sheaf will
always be a sheaf of O modules over X, and all homomorphisms will be homomorphisms of sheaves
of O-modules. More generally we could work with objects of a fixed abelian category. I hope not
to insult the reader by including some very standard definitions.
(3.1) Definition. Let F and G be sheaves. An extension (E , ι, κ) of F by G is a sheaf E with
two homomorphisms ι:G → E and κ: E → F such that the sequence
0 ✲ G ι✲ E κ✲ F ✲ 0
is exact.
If (E1, ι1, κ1) and (E2, ι2, κ2) are extensions (E , ι, κ) of F by G, a homomorphism of extension
φ: (E , ι, κ) → (E ′, ι′, κ′)
is a homomorphism of sheaves φ: E → E ′ such that φι = ι′ and κ′φ = κ.
We will often talk about an extension E , omitting the homomorphisms ι and κ from the
notation; if we need to refer to the them we will call them ιE and κE .
The content of the five lemma is that any homomorphism of extensions is an isomorphism.
With the obvious definition of identities and composition of arrows, extensions form a category,
which is a groupoid, i.e., all arrows are invertible. We will denote this category by ExtO(F ,G).
Call Ext1O(F ,G) the set of isomorphism classes of extensions of F by G. The link with the
usual definition of Ext1O(F ,G) via injective resolutions is as follows. Take an injective sheaf of
O-modules J containing G, and set Q = J /G. Call ExtO(F ,G) the quotient of HomO(F ,Q) by
the subgroup of homomorphism F → Q which can be lifted to homomorphisms F → J . Let E be
an extension of F by G. The embedding G →֒ J can be extended to a homomorphism E → J ,
because J is injective, which will induce a homomorphism F = E/G → Q. The image of this
homomorphism in ExtO(F ,G) only depends on the isomorphism class of E , and the resulting map
Ext1O(F ,G) → ExtO(F ,G) is bijective.
This induces a structure of abelian group on Ext1O(F ,G); this structure can be obtained directly
from operations on extensions, as follows.
The identity element corresponds to the split extension (F ⊕ G, ι, κ), where ι(y) = (0, y) and
κ(x, y) = x. We will denote the split extension by 0F,G , or simply 0.
(3.2) Definition. Let (E , ι, κ) be an extension of F by G. The opposite −E is the extension
(E ,−ι, κ).
Notice that if f : E → E ′ is a homomorphism of extensions, then the same sheaf homomorphism
f is also a homomorphism from −E to −E ′; we will denote f , thought of as a homomorphism from
−E to −E ′, by ⊖f . If we assign to each extension E the extension −E , and to each homomorphism
f : E → E ′ the homomorphism ⊖f :−E → −E ′, we get a functor from ExtO(F ,G) to itself, whose
square is the identity∗.
∗ This is a very rare example of an involution in a category, whose square is actually the identity,
as opposed to being canonically isomorphic to the identity.
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Let (E1, ι1, κ1), . . . , (Er, ιr, κr) be extensions of F by G. Call
A ⊆ E1 ⊕ · · · ⊕ Er
the subsheaf whose sections over an open subset U ⊆ X are of the form (e1, . . . , er), where ei ∈
Ei(U), κ1(e1) = · · · = κr(er). Clearly A is a subsheaf of O-modules of E1 ⊕ · · · ⊕ Er. Call B ⊆ A
the subsheaf of whose sections over U ⊆ X are of the form
(
ι1(y1), . . . , ιr(yr)
)
, where y1, . . . , yr are
in G(U), and
∑r
i+1 yi = 0. Again B is a subsheaf of O-modules of A. If (e1, . . . , er) ∈ A(U), we
will denote the image of (e1, . . . , er) in A/B by [e1, . . . , er]. Notice that if y ∈ G(U), then
[ι1(y), 0, . . . , 0] = · · · = [0, · · · , 0, ιr(y)] ∈ (A/B)(U).
(3.3) Definition. Let (E1, ι1, κ1), . . . , (Er, ιr, κr) be extensions of F by G. The sum
r∑
i=1
Ei = E1 + · · ·+ Er
is the extension (A/B, ι, κ) of F by G, where ι:G → A/B is defined by ι(y) = [ι1(y), 0, . . . , 0], and
κ:A/B → F is defined by κ([e1, . . . , er]) = κ1(e1).
To avoid confusion it may be appropriate to observe that ExtO(F ,G) is not an additive category,
and the sum defined here is neither a categorical sum nor a product.
We leave it to the reader to check that the sum is indeed an extension of F by G. The sum
E1 + (−E2) will be denoted with E1 − E2.
If f1: E1 → E
′
1, . . . , fr: Er → E
′
r, are homomorphisms of extensions, there is an induced homo-
morphism
f1 + · · ·+ fr =
r∑
i=1
fi:
r∑
i=1
Ei →
r∑
i=1
E ′i
defined by the obvious rule( r∑
i=1
fi
)
([e1, . . . , er]) = [f1(e1), . . . , fr(er)].
This makes the direct sum a functor from ExtO(F ,G)
r to ExtO(F ,G).
The following properties are straightforward to prove and left to the reader.
(3.4) Proposition. (a) If E1, . . . , Er, Er+1, . . . , Er+s are extensions of F by G, there is a functo-
rial isomorphism of extensions
r∑
i=1
Ei +
r+s∑
i=r+1
Ei ≃
r+s∑
i=1
Ei
which sends
[
[e1, . . . , er], [er+1, . . . , er+s]
]
into [e1, . . . , er+s].
(b) If E1 and E2 are extensions, there is functorial isomorphism
χE1,E2 : E1 ⊕ E2 ≃ E2 ⊕ E1
which sends [e1, e2] into [e2, e1].
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(c) If E1 and E2 are extensions, then
−(E1 + E2) = (−E1) + (−E2).
(d) For each extension E there are functorial isomorphisms
ǫrE : E + 0F,G ≃ E
and
ǫℓE :0F,G + E ≃ E
which send [e, (x, y)] into e+ ιE(y), and [(x, y), e] into e+ ιE (y), respectively.
(e) If E is an extension, then there is a functorial isomorphism of extensions
δE : E − E ≃ 0F,G ,
such that a section [e1, e2] of E−E is sent to (κ(e1), y), if y is the section of G such that ιE (y) = e1−e2.
We will not distinguishing between
∑r
i=1 Ei +
∑r+s
i=r+1 Ei and
∑r+s
i=1 Ei, but we will use the
isomorphism of (a) to identify them.
The functoriality statement in part (d) should be interpreted as saying that if f : E → E ′ is a
homomorphism of extensions, then
ǫrE′,0 ◦ (f + id0) = f ◦ ǫ
r
E,0: E + 0F,G −→ E
′,
and analogously for ǫℓ. For part (e) it means that f : E → E ′ is a homomorphism of extensions, then
δE ◦ (f +⊖f) = δE′ .
(3.5) Definition. Let E be an extension of by G. A splitting of E is a sheaf homomorphism
s: E → F such that sιE = idF .
If we are given a splitting s: E → F , then the sheaf homomorphism fs: E → 0F,G defined by
fs(e) =
(
s(e), κE (e)
)
is an isomorphism of extensions. Conversely, an isomorphism of extensions
E → 0F,G is of the form fs for a unique splitting s: E → F , so we will identify splittings of E and
isomorphisms E → 0F,G .
Given two splittings s1: E1 → 0F,G and s2: E2 → 0F,G , we can define their sum E1 + E2 → F
by the formula (s1 + s2)[e1, e2] = s1(e1) + s2(e2); it is readily checked that s1 + s2 is a well-defined
splitting of E1 + E2. In terms of isomorphisms of extensions, we have that
fs1+s2 = ǫ
r
0 ◦ (fs1 + fs2): E1 + E2 → 0F,G .
(3.6) Proposition. Let E1 and E2 be extensions. There is a canonical bijective correspondence
between splittings of E1 − E2 and isomorphisms E1 ≃ E2.
Proof. Given an isomorphism f : E1 → E2 we can associate to it the splitting
δE2 ◦ (f + idE2): E1 − E2 → 0F,G .
Conversely, to each splitting s: E1 − E2 → 0F,G we can associate
ǫℓE2 ◦ (s + idE2) ◦ (idE1 + δ−E2) ◦ (ǫ
r
E1
)−1: E1 −→ E2.
It is easy to check that these two operations are inverse to each other. ♣
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The groups Ext1O(F ,G) are functorial both in F and G, and this functoriality already exists
at the level of extensions. Let us begin with the functoriality in G.
Let g:G → G′ be a homomorphism of sheaves of O-modules, and let E be an extension of F
by G. We define the pushforward g∗E of F by G
′ as follows. As a sheaf, g∗E is the direct sum
G′ ⊕ E , divided by the image of G under the homomorphism G → G′ ⊕ E which sends a local
section y to
(
g(y),−ιE (y)
)
. The homomorphism ιg∗E :G
′ → g∗E sends y
′ into the class [y′, 0], while
κg∗E : g∗E → F sends [y
′, e] into κE(e). It is an easy exercise to show that g∗E is an extension of F
by G′.
Notice that there a homomorphism φ: E → g∗E which sends a local section e into [0, e]. This
homomorphism fits into a commutative diagram
0 ✲ G ιE✲ E κE✲ F ✲ 0
g
❄
φ
❄
0 ✲ G′ ιg∗E✲ g∗E
κg∗E✲ F ✲ 0
The extension g∗E is the “only” extension with this property, in the following sense.
(3.7) Lemma. Let E ′ an extension of F by G′, and assume that there is a commutative diagram
0 ✲ G ιE✲ E κE✲ F ✲ 0
g
❄
φ′
❄
0 ✲ G′ ιE′✲ E ′ κE′✲ F ✲ 0.
Then is a unique homomorphism of extensions ψ: g∗E ≃ E
′ such that ψφ = φ′.
Proof. It is easy to see that if ψ exists it must have the form ψ([y′, e]) = ιE′(y
′)+σ′(e). Conversely
one checks that this formula yields a well defined homomorphism ψ such that ψσ = σ′. ♣
This construction has the following properties.
(3.8) Proposition. Let g, g1, g2:G → G
′ be homomorphisms of sheaves of O-modules, E , E1 and
E2 extensions of F by G.
(a) If 0:G → G′ is the zero homomorphism, then 0∗E is canonically isomorphic to 0F,G′ .
(b) (−g)∗E = −(g∗E).
(c) There is a canonical isomorphism of extensions of F by G′
g∗(E1 + E2) ≃ g∗E1 + g∗E2.
(d) There is a canonical isomorphism of extensions of F by G′
(g1 + g2)∗E ≃ g1∗E + g2∗E .
(e) The boundary homomorphism
∂: HomO(G,G
′) −→ Ext1O(F ,G
′)
coming from the sequence
0 ✲ G ✲ E ✲ F ✲ 0
sends g ∈ HomO(G,G
′) into the isomorphism class of g∗E .
Proof. Part (b) is straightforward.
For part (c) we apply Lemma 3.7 with E ′ = g∗E1 + g∗E2, and φ
′: E1 + E2 → E
′ defined by
φ′([e1, e2]) =
[
[0, e1], [0, e2]
]
.
For part (d) we take E ′ = g1∗E + g2∗E , φ
′([e1, e2]) =
[
[0, e1], [0, e2]
]
.
Part (e) is standard. ♣
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If s: g∗E → G
′ of g∗E is a splitting of g∗E , then the homomorphism σ = φ ◦ s has the property
that σ ◦ ιE = g. Conversely, given a homomorphism σ = φ◦s such that σ ◦ ιE = g, we get a splitting
s: g∗E → G
′ by defining s([y′, e]) = y′ + σ(e).
(3.9) Lemma. There is a natural bijective correspondence of splittings of g∗E with homomor-
phisms σ = φ ◦ s such that σ ◦ ιE = g.
The functoriality in F is analogous. Let E be an extension of F by G, f :F ′ → F be a
homomorphism. We define the pullback f∗E of F ′ by G as the subsheaf of F ′ ⊕ E whose sections
are of type (x′, e) with f(x′) = ιE (e); it is a subsheaf of O-modules of F
′ ⊕E . The homomorphism
ιf∗E from G to f
∗E sends y to (0, ιE (y)), and κf∗E from f
∗E to F ′ sends (x′, e) to x′. We leave it
to the reader to check that f∗E is indeed an extension of F ′ by G.
The homomorphism φ: f∗E → E which sends (x′, e) into e fits into a commutative diagram
0 ✲ G
ιf∗E✲ f∗E
κf∗E✲ F ′ ✲ 0
φ
❄
f
❄
0 ✲ G ιE✲ E κE✲ F ✲ 0.
The following results are dual to the results stated for pushforwards. The proofs are left to
the reader.
(3.10) Lemma. Let E ′ an extension of F ′ by G, and assume that there is a commutative diagram
0 ✲ G ιE′✲ E ′ κE′✲ F ′ ✲ 0
φ′
❄
f
❄
0 ✲ G ιE✲ E κE✲ F ✲ 0.
Then is a unique homomorphism of extensions ψ: E ′ ≃ f∗E ′ such that φψ = φ′.
This construction has the following properties.
(3.11) Proposition. Let f, f1, f2:G → G
′ be homomorphisms of sheaves of O-modules, E , E1
and E2 extensions of F by G.
(a) If 0:F ′ → F is the zero homomorphism, then 0∗E is canonically isomorphic to 0F′,G .
(b) (−f)∗E = −(f∗E).
(c) There is a canonical isomorphism of extensions of F ′ by G
f∗(E1 + E2) ≃ f
∗E1 + f
∗E2.
(d) There is a canonical isomorphism of extensions of F ′ by G
(f1 + f2)
∗E ≃ f1
∗E + f2
∗E .
The following concept arises naturally in our construction of the obstruction in Theorem 4.4.(c).
(3.12) Definition. Let U = {Xα} be an open covering of X. An extension cocycle
({Eαβ}, {Fαβγ})
of F by G on U is a collection of extensions {Eαβ} of F | Xα∩Xβ by G | Xα∩Xβ , and isomorphisms
Fαβγ : Eαβ + Eβγ ≃ Eαγ on Xα ∩Xβ ∩Xγ , such that for any quadruple α, β, γ, δ we have
Fαγδ ◦
(
Fαβγ + idEγδ
)
= Fαβδ ◦
(
idEαβ + Fβγδ
)
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as a homomorphism Eαβ + Eβγ + Eγδ −→ Eαδ.
There is an obvious notion of isomorphism of extension cocycles. An isomorphism
φ: ({Eαβ}, {Fαβγ}) ≃ ({E
′
αβ}, {F
′
αβγ})
consists of a collection of isomorphisms of extensions φαβ : Eαβ ≃ E
′
αβ such that
φαγ ◦ Fαβγ = F
′
αβγ ◦ (φαβ + φβφ)
for all α, β and γ.
Furthermore, extension cocycles can be summed; we define
({Eαβ}, {Fαβγ}) + ({E
′
αβ}, {F
′
αβγ}) = ({Eαβ + E
′
αβ}, {F˜αβγ})
where
F˜αβγ : Eαβ + E
′
αβ − (Eβγ + E
′
βγ) = Eαβ + E
′
αβ − Eβγ − E
′
βγ
is
F˜αβγ = (Fαβγ + F
′
αβγ) ◦ (idEαβ + χE′αβ,−Eβγ + idEβγ )
and leave it to the reader to check that this sum is still an extension cocycle.
Consider the set of isomorphism classes of extension cocycles. The operation of sum introduced
above makes it into an abelian group.
The zero is represented by the class of the trivial extension cocycle, that is, the cocycle
({0}, {ǫr
0
}) in which all the Eαβ are trivial, and the Fαβγ are all ǫ
r
0
:0+ 0→ 0. The isomorphism
({0}, {ǫr0}) + ({Eαβ}, {Fαβγ}) ≃ ({Eαβ}, {Fαβγ})
is given by
ǫℓEαβ :0+ Eαβ ≃ Eαβ .
The inverse of the class of an extension cocycle ({Eαβ}, {Fαβγ}) is ({−Eαβ}, {⊖Fαβγ}), and
the isomorphism
({Eαβ}, {Fαβγ}) + ({−Eαβ}, {⊖Fαβγ}) ≃ ({0}, {ǫ
r
0})
is given by
δEαβ : Eαβ − Eαβ ≃ 0.
Given a collection of extensions {Eα} of F | Xα by G | Xα on Xα, we can define its boundary
∂{Eα} = ({Eα − Eβ}, Fαβγ )
where
Fαβγ = (ǫ
r
Eα
+ id−Eγ ) ◦ (idEα + δ−Eβ + δ−Eγ ): Eα − Eβ + Eβ − Eγ −→ Eα − Eγ.
One check that ∂{Eα} is an obstruction cocycle, and that there is a canonical isomorphism of
extension cocycles
∂{Eα + E
′
α} ≃ ∂{Eα}+ ∂{Eα}
given by
idEα + χE′α,−Eβ + idE′β : Eα + E
′
α − (Eβ + E
′
β) = Eα + E
′
α − Eβ − E
′
β −→ Eα − Eβ + E
′
α − E
′
β .
15
We say that an extension cocycle is a boundary if it is isomorphic to the boundary of a collection
of extensions {Eα}.
The isomorphism classes of boundaries form a subgroup of the group of isomorphism classes
of extension cocycles; the quotient group will be called the group of extension classes, and will be
denoted by EO(U ;F ,G).
Let U ′ = {X ′α′} be refinement of U ; there is a function ρ:U
′ → U such that X ′α′ ⊆ Xρ(α′). An
extension cocycle ({Eαβ}, {Fαβγ}) on U induces an extension cocycle ({E
′
α′β′}, {F
′
α′β′γ′}), where
E ′α′,β′ is the restriction of the extension Eρ(α′)ρ(β′) to X
′
α′ ∩ X
′
β , and the Fαβγ are also restricted.
Boundaries are obviously brought to boundaries, so we get a restriction map EO(U ;F ,G) →
EO(U
′;F ,G); as we shall see during the proof of Theorem 3.13, this map only depends on U
and U ′, and not on the map ρ. Accepting this for the moment, there is a limit abelian group
EO(F ,G) = lim✲
U
EO(U ;F ,G).
(3.13) Theorem. (a) There is canonical group isomorphism of EO(F ,G) with the kernel of the
localization map Ext2O(F,G)→ H
0
(
X, Ext2O(F,G)
)
.
(b) The natural map EO(U ;F ,G) → EO(F ,G) is injective.
The group EO(F ,G) can be interpreted as the first cohomology group of the Picard stack
ExtO(F ,G) of extensions of F and G (see [Deligne]); the theorem does not seem to appear in this
form in the literature, but, as it was pointed out to me by L. Breen, it was more or less known: see
for example [Retakh] and [Ulbrich].
Proof. We will use the following notation. Let E , E1, E2 be extensions of F by G, and let j:G → J
be a homomorphism of sheaves.
If σ1: E1 → J and σ2: E2 → J are homomorphisms with σi ◦ ιEi = j, we will take their
sum σ1 + σ2: E1 + E2 → J to be the homomorphism defined by the formula (σ1 + σ2)([e1, e2]) =
σ1(e1)+σ2(e2). If we think of σi as a splitting of j∗(Ei) (Lemma 3.9), then σ1+σ2 can be thought
of as their sum as a splitting of j∗(E1 + E2) = j∗(E1) + j∗(E2) (Proposition 3.8.(c)).
On the other hand, let σ1, σ2: E → J be homomorphisms with σi ◦ ιE = j. Their difference
σ1 − σ2: E → J is a homomorphism with (σ1 − σ2) ◦ ιE = 0, so there is a unique homomorphism
τ : E → J such that τ ◦ κE = σ1 − σ2. This τ we will also denote by σ1 − σ2.
Finally, if σ: E → J is such that σ ◦ ιE = j, and τ :F → J is a homomorphism, we will write
σ + τ to mean σ + τ ◦ κE .
Let J be an injective sheaf of O-modules containing G, Q = J /G. Call j:G → J the inclusion,
π:J → Q the projection. Then the boundary operator
∂: Ext1O(F ,Q)→ Ext
2
O(F ,G)
is an isomorphism, and induces an isomorphism of Ext1O(F ,Q) with Ext
2
O(F ,G), such the diagram
Ext1O(F ,Q)
∼ ✲ Ext2O(F ,G)
❄ ❄
H0
(
X, Ext1O(F ,Q)
) ∼ ✲H0(X, Ext2O(F ,G))
,
where the rows are boundary maps and the columns are localization maps, commutes. Hence the
kernel of the left column is isomorphic to the kernel of the right column. But from the spectral
sequence
Epq2 = H
p
(
X, Extq
O
(F ,G)
)
⇒ Extp+q
O
(F ,G)
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we get an exact sequence
0 ✲H1
(
X,HomO(F ,G)
) ✲ Ext1O(F ,Q) ✲H0(X, Ext1O(F ,Q)),
and an isomorphism of H1
(
X,HomO(F ,G)
)
with the kernel of the localization map from Ext2O(F,G)
to H0
(
X, Ext2O(F,G)
)
. We will prove both statements, and the fact that the restriction map from
EO(U ;F ,G) to EO(U
′;F ,G) only depends on U and U ′, and not on the function U ′ → U , by proving
the following.
(3.14) Lemma. There is a canonical isomorphism
EO(U ;F ,G) ≃ Hˇ
1
(
U ,HomO(F ,Q)
)
which is compatible with restriction maps.
If we remember that the restriction map
Hˇ1
(
U ,HomO(F ,Q)
)
−→ Hˇ1
(
U ′,HomO(F ,Q)
)
independent of the function U ′ → U , that the inductive limit of the Cˇech cohomology groups is the
ordinary cohomology, and that the map
Hˇ1
(
U ,HomO(F ,Q)
)
−→ H1
(
X,HomO(F ,Q)
)
is always injective, we attain the proof of the theorem, together with the statement about the
restriction map from EO(U ;F ,G) to EO(U
′;F ,G) only depending on U and U ′.
Proof of 3.14. Call j:G →֒ J the inclusion. Because J is injective, for each α and β we can find a
homomorphism σαβ : Eαβ → J such that σαβ ◦ ιEαβ = j. Let us check that we can do it coherently,
in the following sense.
(3.15) Lemma. We can find homomorphisms σαβ : Eαβ → J for each α, β, such that σαβ ◦ιEαβ =
j, and such that
σαβ + σβγ = σαγ ◦ Fαβγ : Eαβ + Eβγ −→ J
for each triple α, β and γ.
We will call such a collection {σαβ} a function from the extension cocycle ({Eαβ}, {Fαβγ}) to
J .
Proof. Choose homomorphisms σαβ : Eαβ → J in such a way that σαβ ◦ ιEαβ = j for all α and β,
and consider the homomorphisms
ταβγ = (σαβ + σβγ)− σαγ ◦ Fαβγ :F −→ J .
(3.16) Lemma. The collection {ταβγ} is a Cˇech 2-cocycle in the sheaf HomO(F ,J ), that is,
ταβγ + ταγδ = ταβδ + τβγδ
for all α, β, γ and δ.
Proof. Let x be a local section of F , and choose sections eαβ , eβγ and eγδ of Eαβ , Eβγ and Eγδ
whose image in F is x. Set eαγ = Fαβγ([eαβ , eβγ ]), eβδ = Fβγδ([eβγ , eγδ]), eαδ = Fαβδ([eαβ , eβδ ]).
Observe that the cocycle condition on the Fαβγ (Definition 3.12) is tailor made to give us
eαδ = Fαβδ([eαβ , eβδ ]) = Fαγδ([eαγ , eγδ ]).
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Then
(ταβγ + ταγδ − ταβδ − τβγδ)(x) = σαβ(eαβ) + σβγ(eβγ)− σαγ
(
Fαβγ([eαβ , eβγ ])
)
+ σαγ(eαγ) + σγδ(eγδ)− σαδ
(
Fαγδ([eαγ , eγδ ])
)
− σαβ(eαβ)− σβδ(eβδ) + σαδ
(
Fαβδ([eαβ , eβδ ])
)
− σβγ(eβγ)− σγδ(eγδ) + σβδ
(
Fβγδ([eβγ , eγδ ])
)
= σαβ(eαβ) + σβγ(eβγ)− σαγ(eαγ)
+ σαγ(eαγ) + σγδ(eγδ)− σαδ(eαδ)
− σαβ(eαβ)− σβδ(eβδ) + σαδ(eαδ)
− σβγ(eβγ)− σγδ(eγδ) + σβδ(eβδ)
)
= 0.
This proves the lemma. ♣
Now observe that the sheaf HomO(F ,J ) is flabby, because J is injective, so its second Cˇech
cohomology group Hˇ2
(
U ,HomO(F ,J )
)
is 0. Hence we can find a 1-cochain {ταβ} of HomO(F ,J )
such that ταβγ = ταβ + τβγ − ταγ . If we set σ˜αβ = σαβ + ταβ we see easily that the condition
σ˜αβ + σ˜βγ = σ˜αγ ◦ Fαβγ : Eαβ + Eβγ −→ J
is satisfied. This proves Lemma 3.16. ♣
Choose a function {σαβ} from ({Eαβ}, {Fαβγ}) to J . The composition of the σαβ with the
projection π:J → Q send G to 0, and therefore induce homomorphisms ηαβ :F → Q satisfying the
cocycle condition ηαβ + ηβγ = ηαγ . So we have associated to the extension cocycle ({Eαβ}, {Fαβγ})
and the functions {σαβ} an element ω of the Cˇech cohomology group Hˇ
1
(
U ,HomO(F ,Q)
)
. Let us
check that this element does not depend on the function {σαβ}. Let {σ
′
αβ} be another function, and
call ω′ the element of Hˇ1
(
U ,HomO(F ,Q)
)
associated with ({Eαβ}, {Fαβγ}) and {σ
′
αβ}. Consider
the cocycle {σαβ − σ
′
αβ} in HomO(F ,J ). The compositions π ◦ (σαβ − σ
′
αβ) define a cocycle in
HomO(F ,Q) whose cohomology class is clearly ω − ω
′. But Hˇ1
(
U ,HomO(F ,J )
)
is 0, because
HomO(F ,J ) is flabby, and so ω − ω
′ = 0.
This construction gives a mapping from EO(U ;F ,G) to Hˇ
1
(
U ,HomO(F ,Q)
)
. We leave to the
reader to check that it is a homomorphism. Let us prove that it is bijective.
Let ({Eαβ}, {Fαβγ}) be an extension cocycle whose associated cohomology element is 0. Choose
a function {σαβ} from ({Eαβ}, {Fαβγ}) to J , and call {ηαβ} the associated cocycle in HomO(F ,Q).
Choose a 0-cochain {ηα} such that ηαβ = ηβ − ηα for all α and β. We think of J as an extension
of G by Q, and set Eα = η
∗
αJ . Observe that by definition of ηαβ the diagram
0 ✲ G ✲ Eαβ ✲ F ✲ 0
σαβ
❄
ηαβ
❄
0 ✲ G ✲ J ✲Q ✲ 0
commutes, so, by Lemma 3.10, there is an induced isomorphism of Eαβ with η
∗
αβJ = (ηβ − ηα)
∗J .
But by Proposition 3.11.(b) and (d) there is a canonical isomorphism of (ηβ − ηα)
∗J with η∗βJ −
η∗αJ = Eβ − Eα. We leave it to the reader to show that this collection of isomorphisms is an
isomorphism of the extension cocycle ({Eαβ}, {Fαβγ}) with the boundary ∂{Eα}.
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To prove surjectivity, let ω ∈ Hˇ1
(
U ;F ,Q
)
be a class represented by a cocycle {ηαβ}, and set
Eαβ = η
∗
αβJ . The isomorphism
Fαβγ : Eαβ + Eβγ = η
∗
αβJ + η
∗
βγJ ≃ (ηαβ + ηβγ)
∗J = η∗αγJ = Eαγ
is the inverse of the one in Proposition 3.11.(d). One checks that the Fαβγ satisfy the cocycle
condition of Definition 3.12.
It is easy to see that the isomorphism between EO(U ;F ,G) and Hˇ
1
(
U ,HomO(F ,Q)
)
that we
have just defined is compatible with refinement. This completes the proof of Lemma 3.15.
To finish the proof of Theorem 3.13 we only need to check that the resulting isomorphism
between EO(F ,G) and the kernel of the localization map Ext
2
O(F,G) → H
0
(
X, Ext2O(F,G)
)
is
independent of the choice of J . This is straightforward and left to the reader. ♣
In order to extend Theorem 4.4 to maps, we need to generalize what has been done above
to complexes. There is no problem in defining extensions of complexes, but in general extensions
do not represent enough classes in Ext1. This problem, however, will not arise in the case we are
interested in, as we will see.
If F· and G· are complexes of sheaves, we define an extension (E·, ι, κ) of F· by G· is a complex
of sheaves E·, together with homomorphisms of complexes ι:G· → E· and κ: E· → F· such that
the sequence
0 ✲ Gn ι
n✲ En κ
n✲ Fn ✲ 0
is exact for all integers n.
All of the theory that we have developed above before Theorem 3.13 goes through without
changes to this more general case, when we substitute everywhere complexes to sheaves, and ho-
momorphisms of complexes to homomorphism of complexes.
Let G be a sheaf, F· a complex of sheaves, J · an injective resolution of G. Recall that
with J ·[n] we denote the complex with J ·[n]i = J n+i, the differential being (−1)n∂J · . Then
ExtnO(F
·,G) is by definition the group of homomorphisms of complexes F· → J ·, modulo homo-
topy. Of course we could take G itself to be a complex bounded below, but we will not need this
more general case.
Think of G itself as a complex, which is zero everywhere except in degree 0, and let E· be an
extension of F· by G. To this we can associate an element of Ext1O(F
·,G) as follows. The embedding
of complexes G → J · can be extended to homomorphism of Z-graded sheaves φ: E· → J ·. To φ
we associate the homomorphism of complexes ∂J ·φ − φ∂E· : E
· → J ·[1]. It sends G to 0, and so
induces a homomorphism ψ:F· → J ·[1]. The homotopy class of this complex does not depend on
φ. Thus we have defined a function from the set of isomorphism classes of extensions of F· by G
to Ext1O(F
·,G). By standard arguments one shows that this map is a group homomorphism; but
in general it is not injective nor surjective.
(3.17) Lemma. Assume that F i = 0 for i > 0. Then every element of Ext1O(F
·,G) is represented
by a unique isomorphism class of extensions.
Proof. Let E· be an extension of F· by G such that the corresponding element in Ext1O(F
·,G) is
0. Then I claim that the embedding G → J · extend to a homomorphism of complexes E· → J ·.
In fact, extend G → J · to a homomorphism of graded sheaves φ: E· → J ·, and call ψ:F· → J ·[1]
the homomorphism of complexes induced by ∂J ·φ− φ∂E· , as above. There is a homomorphism of
graded sheaves λ:F· → J · with ψ = ∂J ·λ − λ∂F· . Then φ
′ = φ − λκE· is a homomorphism of
complexes extending the embedding G →֒ J ·.
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The homomorphism φ′ induces a homomorphism of sheaves H0(E·) → H0(J ·) = G. But
E i = 0 for i > 0, so this homomorphism H0(E·)→ G yields a homomorphism E· → G which splits
the sequence.
Now start from an element of Ext1O(F
·,G), represented by a homomorphism f :F· → J ·[1].
Let I· ⊆ J be the subcomplex with I0 = J 0, I1 = im(J 1 → J 2) = im(J 0 → J 1), and Ii = 0
for i > 1. Because of the condition on F· we see that the homomorphism f :F· → J ·[1] factors
through I·[1]. There is an extension of I·[1] by G given by the diagram
...
...
...
❄ ❄ ❄
deg −2 0 ✲ 0 ✲ 0 ✲ 0 ✲ 0
❄ ❄ ❄
deg −1 0 ✲ 0 ✲ J 0 I0 ✲ 0
❄
∂
❄
deg 0 0 ✲ G ✲ J 0 ∂✲ I1 ✲ 0
❄ ❄ ❄
deg 1 0 ✲ 0 ✲ 0 ✲ 0 ✲ 0
❄ ❄ ❄
...
...
...
One checks that the pullback of this extension to F· represents the given class of Ext1O(F
·,G). ♣
With this at our disposal the whole theory in this section can be extended to extensions of
complexes with no terms in positive degree by sheaves. The definition of extension cocycle extends
to this case also, and Theorem 3.13 remains true, and but the proof has to be changed slightly. Here
is the main point. If A· and B· are complexes of sheaves, we will use the notation HomO(A
·,B·)
to denote the sheaf of honest homomorphisms of complexes of A· into B·, which is in general very
different from Ext0O(A
·,B·), and Hom0O(A
·,B·) to denote the sheaf of homomorphisms of graded
sheaves of A· into B·.
(3.18) Lemma. Let F· be a complex of sheaves bounded above, G a sheaf, J · an injective
resolution of G. Then there is a canonical isomorphism of H1
(
X,HomO(F
·,J ·[n])
)
with the
kernel of the localization map from Extn+1(F·,G) to H0(X, Extn+1
(
F·,G)
)
.
Proof. Call A the kernel of the localization map Extn+1(F·,G) → H0(X, Extn+1
(
F·,G)
)
; let us
define a homomorphism from A to H1
(
X,HomO(F
·,J ·[n + 1])
)
as follows. Let ξ be an element
of A; then ξ is represented by a homomorphism φ:F· → J ·[n]. There is an open covering {Xα} of
X and homomorphisms of graded sheaves φα:F
· | Xα → J
·[n] | Xα with ∂J ·φα − φα∂
·
F = φ | Xα .
Define
φαβ = φα − φβ ∈ HomO(F
· | Xα∩Xβ ,J
·[n] | Xα∩Xβ );
then {φαβ} is a Cˇech cocycle in HomO(F
·,J ·). It is easy to check that its class
[{φαβ}] ∈ H
1
(
X,HomO(F
·,J ·[n])
)
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is independent of the choice of the φα, and that in this way we obtain an injective group homo-
morphism from A into H1
(
X,HomO(F
·,J ·[n])
)
.
Let us check surjectivity. Take a class in H1
(
X,HomO(F
·,J ·[n])
)
, represented to some cocycle
φαβ relative to some open covering {Xα} of X. The sheaf
Hom0O(F
·,J ·[n]) =
⊕
i∈Z
HomO(F
i,J i+n)
of homomorphisms of graded groups is a finite direct sum of flabby sheaves, hence all of its higher
Cˇech cohomology groups are 0; so we can find homomorphisms of graded sheaves φα:F
· → J ·[n]
on Xα ∩ Xβ with φαβ = φβ − φα. The homomorphisms of complexes ∂J ·φα − φα∂F· :F
· →
J ·[n + 1] patch together to yield a homomorphism of complexes φ:F· → J ·[n + 1]. The class in
Extn+1(G·,G) → H0(X, Extn+1
(
G·,G)
)
maps to our class in H1
(
X,HomO(F
·,J ·[n])
)
, and this
concludes the proof. ♣
Once the have this, to prove the analogue of Theorem 3.13 it is enough to prove the following.
(3.19) Lemma. There is a canonical isomorphism
EO(U ;F
·,G) ≃ Hˇ1
(
U ,HomO(F ,J
·[1])
)
which is compatible with restriction maps.
Let ({E·αβ , Fαβγ}) be an extension cocycle of F
· by G. Extend the homomorphism from G to
J · to homomorphisms of graded sheaves σαβ : E
·
αβ → J
· satisfying the compatibility condition of
Lemma 3.15. The homomorphisms of complexes
∂J ·σαβ − σαβ∂E·
αβ
: E·αβ −→ J
·[1]
sends G to 0, and induces homomorphisms ταβ :F
· −→ J ·[1] on Xα ∩ Xβ satisfying the cocycle
condition. These give the class in H1
(
X,HomO(F ,J
·[1])
)
associated with ({E·αβ , Fαβγ)}. The rest
of the proof of Lemma 3.15 goes through with obvious modifications. ♣
4 Abstract liftings of local complete intersections
In this section we analyze abstract liftings. Notation 2.1 is still in force.
(4.1) Hypotheses. Let X be a flat local complete intersection scheme of finite type over A.
Assume also that X0 is generically smooth over κ.
Recall that for X to be a local complete intersection means that if, locally on X, we factor
the structure morphism X → SpecA as an embedding X →֒ P followed by a smooth morphism
P → SpecA, then X is a local complete intersection in P ; this condition is independent of the
factorization. Also, if κ is perfect then for X0 to be generically smooth over κ simply means to be
reduced.
(4.2) Definition. An abstract lifting of X to A′ is a flat scheme X ′ over A′ with an embedding
X →֒ X ′, which induces an isomorphism of A-schemes of X with X ′ | SpecA.
(4.3) Definition. Let X ′1 and X
′
2 be two abstract liftings of X. An isomorphism of X
′
1 with X
′
2
is an isomorphism X ′1 ≃ X
′
2 of schemes over A
′ which induces the identity on X.
(4.4) Theorem. Call ΩX0/κ the sheaf of Ka¨hler differentials of X0 relative to κ.
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(a) Any abstract lifting of X is a local complete intersection over A′.
(b) IfX ′ is an abstract lifting of X to A′, then the group of automorphisms of X ′ is canonically
isomorphic to
a⊗κ HomOX0 (ΩX0/κ,OX0).
(c) There is a canonical element
ωabs = ωabs(X) ∈ a⊗κ Ext
2
OX0
(ΩX0/κ,OX0),
called the obstruction of X, such that ωabs = 0 if and only if an abstract lifting of X to A
′ exists.
(d) If an abstract lifting exists, then there is a canonical action of the group
a⊗κ Ext
1
OX0
(ΩX0/κ,OX0)
on the set of isomorphism classes of abstract liftings making it into a principal homogeneous space.
The condition that X0 be generically smooth is necessary for the statement to hold. For
example, consider that case that A = κ, A′ = κ[x]/(x2), X = X0 = Spec
(
κ[t]/(t2)
)
. Then X has
many non-isomorphic abstract lifting to A′, given by X ′ = Spec
(
κ[x, t]/(t2 − ax)
)
, for a ∈ κ; but
Ext1OX0 (ΩX0/κ,OX0) is 0.
Let us place ourselves again in the situation of Hypotheses 2.2. We need to understand the
isomorphisms between liftings of X toM ′. Let Φ:X ′2 ≃ X
′
1 be such an isomorphism; Φ will yield an
isomorphism of sheaves of A′-algebras φ:OX′
1
≃ OX′
2
, inducing the identity on OX = OX′
1
/aOX′
1
=
OX′
2
/aOX′
2
. Consider the two projections πi:OM ′ → OX′
i
; the difference
D = π2 − φπ1:OM ′ → OX′
2
will have its image inside aOX′
2
= a⊗A′ OX′
2
= a ⊗κ OX0 , so we think of D as a function OM ′ →
a⊗κ OX0 . If f and g are local sections of OM ′ , we have
D(fg) = π2(fg)− φπ1(fg)
= π2(f)π2(g) − π2(f)φπ1(g) + π2(f)φπ1(g) − φπ1(f)φπ1(g)
= π2(f)D(g) +D(f)φπ1(g).
Notice that the two OM ′ -module structures on a⊗κOX0 = aOX′2 induced by π1 and by φπ2 coincide,
so we can think of D is derivation of OM ′ into the OM ′ -module a ⊗κ OX0 . Because φ is A
′-linear
we have also that D kills the elements of A′, so it is an A′-derivation. Such a derivation will send
all the elements of the annihilator of OM0 to 0, so we think of D as a κ-derivation of OM0 into
a ⊗κ OX0 , that is, as an element of Derκ(OM0 , a ⊗κ OX0) = HomOX0 (ΩM0/κ | X0 , a ⊗κ OX0). The
derivation D is not arbitrary.
From the homomorphism I0/I
2
0 → ΩM0/κ | X0 we get a restriction map
HomOX0 (ΩM0/κ | X0 , a⊗κ OX0) −→ HomOX0 (I0/I
2
0 , a⊗κ OX0) = H
0(X0, a⊗κ N0).
(4.5) Lemma. The restriction of D to I0/I
2
0 is ν(X
′
1,X
′
2).
Proof. Let I ′1 and I
′
2 be the ideals of X
′
1 and X
′
2 respectively. Take a local section f of I, and lift
it to two local sections f ′1 of I
′
1 and f
′
2 of I
′
2. Then
Df = π2(f
′
1)− φπ1(f
′
1) = π2(f
′
1) = π2(f
′
1 − f
′
2).
But because f ′1− f
′
2 is a local section of aOM ′ = a⊗κOM0 , the homomorphism π2 will send it into
its image in a⊗κ OX0 , which is by definition ν(X
′
1,X
′
2)(f). ♣
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We leave it as an exercise for the interested reader to check that by assigning D to Φ we get
a bijective correspondence between isomorphisms of liftings X ′2 ≃ X
′
1 with elements of
HomOX0 (ΩM0/κ | X0 , a⊗κ OX0)
whose image in H0(X0, a ⊗κ N0) is ν(X
′
1,X
′
2). This bijective correspondence has the following
properties.
(4.6) Proposition. There is a bijective correspondence between isomorphisms of abstract lift-
ings X ′2 ≃ X
′
1 and elements of HomOX0 (ΩM0/κ | X0 , a⊗κ OX0) whose image in H
0(X0, a ⊗ N0) is
ν(X ′1,X
′
2), with the following properties.
(a) The identity idX′ :X
′ ≃ X ′ corresponds to 0.
(b) If Φ1:X
′
2 ≃ X
′
1 and Φ2:X
′
3 ≃ X
′
2 are isomorphisms of abstract liftings and D1, D2
are the corresponding elements of HomOX0 (ΩM0/κ | X0 , a ⊗κ OX0), then the composition Φ1 ◦ Φ2
corresponds to D1 +D2.
(c) Let Y be an open subset ofX, Y ′1 and Y
′
2 the restrictions ofX
′
1 andX
′
2 to Y , Φ:X
′
1 ≃ X
′
2 an
isomorphism of liftings, corresponding to D ∈ HomOX0 (ΩM0/κ | X0 , a⊗κ OX0). Then the element
of HomOY0 (ΩM0/κ | Y0 , a⊗κ OY0) corresponding to the restriction Φ | Y ′1 :Y
′
1 → Y
′
2 is the restriction
of D.
The rest of the proof is entirely based on the constructions of Section 3, to which the reader
should refer for the notation.
Let us put ourselves in the situation of Hypotheses 4.1. Let X ′ be an abstract lifting of X; if
we set M ′ = X ′ = X ′1 = X
′
2 in Proposition 4.6 we see that we have proved Theorem 4.4.(b).
Let X ′1 and X
′
2 be two abstract liftings of X; we want to know when they are isomorphic.
Assume that there exists a smooth morphism P ′ → SpecA′ and an embedding of X into P =
P ′ | SpecA which lifts to embeddings of X
′
1 and X
′
2 into P
′. Choose such liftings; we obtain an
OX0 linear map ν(X
′
1,X
′
2):I0/I
2
0 → a⊗κ OX0 .
The following lemma is where we use the hypothesis that X0 be generically smooth.
(4.7) Lemma. The usual sequence
0 ✲ I0/I20 ✲ ΩP0/κ | X0 ✲ ΩX0/κ ✲ 0
is exact.
We will call this sequence the fundamental exact sequence for the embedding of X in P .
Proof. This is standard, except for the injectivity of the first arrow. But it is well known that
this arrow is injective where X0 is smooth, so its kernel is concentrated on a nowhere dense closed
subset of X0, because X0 is generically smooth. Since I0/I
2
0 is locally free on X0 and X0 has no
embedded point, being a local complete intersection scheme over a field, we see that the kernel
must actually be 0. ♣
If X0 is not generically smooth then the lemma does not hold in general; the remedy is to
substitute the complex I0/I
2
0 → ΩP0/κ | X0 for the sheaf ΩX0/κ in the statement of the theorem,
and in the remainder of the proof. This complex is defined up to a canonical isomorphism in the
derived category of coherent sheaves on X0, and it is the simplest nontrivial example of a cotangent
complex.
We define
E(X ′1,X
′
2)
def
= ν(X ′1,X
′
2)∗
(
ΩP0/κ | X0
)
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as an extension of ΩX0/κ by a⊗κ OX0 . We need to check that this extension is independent of the
choices made, so choose two smooth morphisms P ′1 → SpecA
′ and P ′2 → SpecA
′, embeddings X →֒
Pi and liftings X
′
1 →֒ P
′
i and X
′
2 →֒ P
′
i . These induce an embeddingX →֒ P1×SpecAP2, and liftings
X ′1 →֒ P
′
1×SpecA′ P
′
2 and X
′
2 →֒ P
′
1×SpecA′ P
′
2. Let C1, C2 and C12 be the conormal bundles of X0 in
(P1)0, (P2)0, and (P
′
1 ×SpecA′ P
′
2)0 = (P1)0 ×κ (P2)0 respectively. Denote by νi: Ci → a⊗κOX0 the
corresponding sections of the normal bundles, and set Ei = νi∗Ω(Pi)0/κ, E12 = ν12∗Ω(P1)0×κ(P2)0/κ.
There are homomorphisms φi: Ci → C12 fitting into commutative diagrams with exact rows
0 ✲ Ci ✲ Ω(Pi)0/κ | X0 ✲ ΩX0/κ ✲ 0
φi
❄ ❄
0 ✲ C12 ✲ Ω(P1)0×κ(P2)0/κ | X0 ✲ ΩX0/κ ✲ 0
ν12
❄ ❄
0 ✲ a⊗κ OX0 ✲ E12 ✲ ΩX0/κ ✲ 0
Because of Proposition 2.8.(f) we have that ν12◦φi = νi: Ci → a⊗κOX0 . By Lemma 3.7 the diagram
above induces an isomorphism of extensions αi: Ei ≃ E12; we define the canonical isomorphism
between E2 and E1 to be α12 = α1 ◦ α
−1
2 . One checks that these isomorphisms satisfy the cocycle
condition, that is, if P ′1, P
′
2 and P
′
3 are smooth over A
′, and are given embeddings X →֒ Pj and
liftings X ′i →֒ P
′
j for i = 1, 2 and j = 1, 2, 3, then α13 = α12 ◦ α23, with the obvious notation.
From the construction above one sees clearly that if Y is an open subset of X, Y ′1 and Y
′
2 are
the restrictions of X ′1 and X
′
2 to Y , then the extension associated to the abstract liftings Y
′
1 and
Y ′2 of Y is simply the restriction to Y of the extension associated to X
′
1 and X
′
2.
Such a morphism P ′ → SpecA′ might not exist globally, but certainly exists locally.
(4.8) Lemma. Assume that X is affine, andX →֒ AnA is a closed embedding. If X
′ is an abstract
lifting of X, then the embedding X →֒ AnA can be extended to an embedding X
′ →֒ AnA′ .
Proof. Set X = SpecB; the closed embedding X →֒ AnA corresponds to a surjective homomor-
phism of A-algebras A[x1, . . . , xn] → B. Set X
′ = SpecB′; by choosing liftings of the images of
the xj to B
′ we obtain a homomorphism of A′-algebras A′[x1, . . . , xn]→ B
′, which is easily shown
to be surjective, due once again to the fact that a is nilpotent. ♣
In the general case, let {Xα} be a covering of X with open affine subschemes, and call X
′
αi
the restriction of X ′i to Xα. For each Xα choose a closed embedding Xα →֒ A
nα
A , and extend to
embeddings of X ′αi into A
nα
A′ .
For each α set Eα = E(X
′
α1,X
′
α2). Because of the above there are isomorphisms of extensions
of Eα |Xα∩Xβ with Eβ |Xα∩Xβ , satisfying the cocycle condition. We use these to glue the Eα together
into an extension E(X ′1,X
′
2). It is clear that this is defined up to a canonical isomorphism.
(4.9) Proposition. Given two abstract liftings X ′1 and X
′
2, there is an extension E(X
′
1,X
′
2) of
ΩX0/κ by a⊗κ OX0 , well defined up to canonical isomorphisms, with the following properties.
(a) If X ′ is a lifting, E(X ′,X ′) is canonically isomorphic to 0ΩX0/κ,a⊗κOX0 .
(b) E(X ′2,X
′
1) is −E(X
′
1,X
′
2).
(c) Given three abstract liftings X ′1, X
′
2 and X
′
3, there a canonical isomorphism
FX′
1
,X′
2
,X′
3
: E(X ′1,X
′
2) + E(X
′
2,X
′
3) ≃ E(X
′
1,X
′
3).
If X ′1, X
′
2, X
′
3 and X
′
4 are abstract liftings, then
FX′
1
,X′
3
,X′
4
◦
(
FX′
1
,X′
2
,X′
3
+ idE(X′
3
,X′
4
)
)
= FX′
1
,X′
2
,X′
4
◦
(
idE(X′
1
,X′
2
) + FX′
2
,X′
3
,X′
4
)
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as a homomorphism E(X ′1,X
′
2) + E(X
′
2,X
′
3) + E(X
′
3,X
′
4) −→ E(X
′
1,X
′
4).
(d) If Y is an open subscheme of X and Y ′1 , Y
′
2 are the restrictions of X
′
1 and X
′
2 to Y , then
E(Y ′1 , Y
′
2) is the restriction of E(X
′
1,X
′
2) to Y .
(e) If there is given a smooth morphism P ′ → SpecA′ and an embedding of X into P =
P ′ | SpecA which lifts to embeddings of X
′
1 and X
′
2 into P
′, then
E(X ′1,X
′
2) = ν(X
′
1,X
′
2)∗
(
ΩP0/κ | X0
)
where ΩP0/κ | X0 is considered as an extension of ΩX0/κ by a ⊗κ OX0 via the fundamental exact
sequence of the embedding of X in P .
(f) Given an extension E of ΩX0/κ by a ⊗κ OX0 and an abstract lifting X
′ of X, there is an
abstract lifting X˜ ′1 of X such that E(X˜
′,X ′) is isomorphic to E .
Proof. For part (a), choose embeddings Xα ⊆ A
nα
A , and liftings X
′
α ⊆ A
nα
A′ ; then ν(X
′
α,X
′
α) = 0
(Proposition 2.8.(a)) and so the statement follows from Proposition 3.8.(a).
Part (b) follows from Proposition 2.8.(c) and Proposition 3.8.(b).
The isomorphism in part (c) is obtained from Proposition 2.8.(b) and Proposition 3.8.(d). We
leave it the reader to check the compatibility condition.
Part (d) is clear.
Part (e) follows from the construction.
The proof of part (f) will be given after Proposition 4.10. ♣
A splitting of E(X ′1,X
′
2) corresponds to a collection of splittings of each Eα, compatible with
the gluing isomorphisms. But by Lemma 3.9 these splittings correspond to homomorphisms of
ΩAnακ /κ into a ⊗κ OX0 whose restriction to the conormal sheaf Cα of Xα is ν(X
′
α1,X
′
α2); because
of Proposition 4.6 this means exactly a compatible system of isomorphisms of liftings between X ′α2
and X ′α1, that is, an isomorphism of abstract liftings of X
′
2 with X
′
1.
(4.10) Proposition. There is a natural bijective correspondence of isomorphisms of abstract
liftings X ′2 ≃ X
′
1 with splittings of E(X
′
1,X
′
2).
If X ′1, X
′
2 and X
′
3 are abstract liftings, φ1:X
′
2 ≃ X
′
1 and φ2:X
′
3 ≃ X
′
2 are isomorphisms
corresponding to splittings s1 and s2 of E(X
′
1,X
′
2) and E(X
′
2,X
′
3), then the composition φ1φ2
corresponds to the splitting (s1 + s2) ◦ F
−1
X′
1
,X′
2
,X′
3
of E(X ′1,X
′
3).
We leave it to the reader to unwind the various definitions and prove the Proposition.
Proof of 4.9.(f). Let {Xα} be a covering of X by affine open subschemes, and call X
′
α the
restriction of X ′ to Xα. For each α we choose an embedding X
′
α →֒ A
nα
A′ , and call Cα the conormal
bundle of Xα ∩X0 in A
nα
κ . The fundamental exact sequence
0 ✲ Cα ✲ ΩAnακ /κ | Xα∩X0
✲ ΩOXα∩X0
✲ 0
induces an exact sequence of abelian groups
HomOXα∩X0 (Cα, a⊗κ OXα∩X0)
∂ ✲ Ext1OXα∩X0 (ΩX0/κ | Xα∩X0 , a⊗κ OXα∩X0)
✲ Ext1OXα∩X0 (ΩA
nα
κ /κ | Xα∩X0 , a⊗κ OXα∩X0) = 0
where the last group is 0 because Xα ∩X0 is affine and ΩAnακ /κ |Xα∩X0 is locally free. This means
that ∂ is surjective, so, by Proposition 3.8.(e), for each α we can find a homomorphism fα: Cα →
a⊗κOXα∩X0 and an isomorphism fα∗ΩAnακ /κ |Xα∩X0 ≃ E |Xα∩X0 . But Proposition 2.8.(d) implies
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that there exists a lifting X˜ ′α of Xα in A
nα
A′ such that ν(X˜
′
α,X
′
α) = fα, and from the construction
we get an isomorphism of extensions φα: E(X˜
′
α,X
′
α) ≃ E | Xα∩X0 . Consider the composition
φ−1α φβ : E(X˜
′
β ,X
′
β) | Xα∩Xβ∩X0 ≃ E(X˜
′
α,X
′
α) | Xα∩Xβ∩X0
By Proposition 3.6 the isomorphisms φ−1α φβ correspond to splittings of
E(X˜ ′β ,X
′
β)− E(X˜
′
α,X
′
α) = E(X˜
′
β ,X
′
β) + E(X
′
α, X˜
′
α) ≃ E(X˜
′
β , X˜
′
α)
By Proposition 4.10 these splittings yield isomorphisms of liftings X ′β | X′α∩X′β ≃ X
′
α | X′α∩X′β . One
proves that they satisfy the cocycle condition: therefore we can glue the various X˜ ′α together to
find the desired X˜ ′. ♣
If X ′1 and X
′
2 are abstract liftings of X, call e(X
′
1,X
′
2) the class of E(X
′
1,X
′
2) in
Ext1OX0
(ΩX0/κ, a⊗κ OX0) = a⊗κ Ext
1
OX0
(ΩX0/κ,OX0).
The various properties of the extension E(X ′1,X
′
2) can be translated as follows.
(4.11) Proposition. Given two abstract liftings X ′1 and X
′
2, there is well defined element
e(X ′1,X
′
2) ∈ Ext
1
OX0
(ΩX0/κ, a⊗κ OX0) = a⊗κ Ext
1
OX0
(ΩX0/κ,OX0)
with the following properties.
(a) e(X ′1,X
′
2) = 0 if and only if X
′
1 and X
′
2 are isomorphic.
(b) If X ′1, X
′
2 and X
′
3 are abstract liftings of X, then e(X
′
1,X
′
2) + e(X
′
2,X
′
3) = e(X
′
1,X
′
3).
(c) If there exists a smooth morphism P ′ → SpecA′ and an embedding ofX into P = P ′|SpecA
which lifts to embeddings of X ′1 and X
′
2 into P
′, then
e(X ′1,X
′
2) = ∂ν(X
′
1,X
′
2),
where
∂: H0(X0,N0) = Hom(I0/I
2
0 , a⊗κ OX0)→ Ext
1
OX0
(ΩX0/κ, a⊗κ OX0)
is the boundary homomorphism coming from the fundamental exact sequence
0 ✲ I0/I20 ✲ ΩP0/κ | X0 ✲ ΩX0/κ ✲ 0 .
Proof. Part (a) follows from Proposition 4.10.
Part Proposition 4.11.(b) follows from Proposition 4.9.(c).
Part (c) follows from Proposition 4.9.(e) and Proposition 3.8.(e) ♣
Because of Lemma 2.9 we see that Theorem 4.4.(d) follows.
We still have to prove Theorem 4.4.(c). First we will give an easy proof under a simplifying
hypothesis.
(4.12) Hypothesis. Assume that there exists a smooth morphism P ′ → SpecA′ and an embed-
ding of X into P = P ′ | SpecA.
The only general case in which I know that Hypothesis 4.12 is true is when X is quasiprojective
over κ. However, quasiprojectivity is not a very natural hypothesis; for example, if X0 ⊆ P
3
C
is a
smooth quartic surface with Picard number 1 and X is a general lifting of X0 to the ring of dual
numbers, then the Picard group of X is trivial, so X can not be projective. This problem does not
arise for curves, that is, if A is artinian and X is one-dimensional then X is quasiprojective.
Assume that Hypothesis 4.12 holds, and choose such a factorization X →֒ P → SpecA. Call
I0 the ideal of X0 in P0, and consider the fundamental exact sequence
0 ✲ I0/I20 ✲ ΩP0/κ | X0 ✲ ΩX0/κ ✲ 0 .
We define the obstruction ωabs ∈ Ext
2
OX0
(ΩX0/κ, a⊗κ OX0) = a⊗κ Ext
2
OX0
(ΩX0/κ,OX0) to be the
image of the embedded obstruction ωemb ∈ H
1(X0, a ⊗κ N0) = Ext
1
OX0
(I0/I
2
0 , a ⊗κ OX0) by the
boundary map
∂: Ext1OX0
(I0/I
2
0 , a⊗κ OX0) −→ Ext
2
OX0
(ΩX0/κ, a⊗κ OX0)
coming from the fundamental exact sequence
0 ✲ I0/I20 ✲ ΩP0/κ | X0 ✲ ΩX0/κ ✲ 0 .
We need to show that ωabs does not depend on P
′, and that it is 0 if and only if an abstract
lifting exists. Set T0 = HomOX0 (ΩP0/κ | X0 , a ⊗κ OX0), and observe that ωabs = 0 if and only if
ωemb is in the image of the map
ρ: H1(X0,T0) = Ext
1
OX0
(ΩP0/κ | X0 , a⊗κ OX0)→ Ext
1
OX0
(I0/I
2
0 , a⊗κ OX0) = a⊗κ H
1(X0,N0)
induced by the fundamental exact sequence.
Notice first of all that if X is affine then ωemb ∈ H
1(X0,N0) = 0 vanishes, so a lifting X
′ exists.
Also, the map
∂: Hom(I0/I
2
0 , a⊗κ OX0)→ Ext
1
OX0
(ΩX0/κ, a⊗κ OX0)
of Proposition 4.11.(c) is surjective, so if X˜ ′ is another abstract lifting of X there is ν ∈ a ⊗κ
H0(X0,N0) with ∂ν = e(X˜
′,X ′). But such a ν is of the form ν = ν(X̂ ′,X ′) for a certain lifting
X̂ ′ ⊆ P ′ because of Proposition 2.8.(d), and from Proposition 4.11.(c) we get that e(X˜ ′,X ′) =
e(X̂ ′,X ′). Then
e(X̂ ′, X˜ ′) = e(X̂ ′,X ′)− e(X˜ ′,X ′) = 0,
because of Proposition 4.11. It follows that X˜ ′ is isomorphic to X̂ ′. So we have shown that if X is
affine then an abstract lifting exists, and any abstract lifting can be embedded in P ′. The existence
of an abstract lifting in the affine case is consistent with the fact that Ext2OX0
(ΩX0/κ, a⊗κOX0) = 0,
because ΩX0/κ has projective dimension 1, as a consequence of Lemma 4.7.
Now choose a covering {Xα} of X by open affine subsets. Then because of the discussion
above an abstract lifting exists if and only if there are liftings X ′α of Xα in P
′ and isomorphisms
φαβ :X
′
β | Xα∩Xβ ≃ X
′
α | Xα∩Xβ satisfying the cocycle condition. But invoking Proposition 4.6
and Lemma 2.10 we see that this is true if and only if there exists a cocycle {ναβ} in ωemb,
and a collection {Dαβ} of elements of H
0(Xα ∩ Xβ ∩ X0,T0) such that the restriction of Dαβ to
H0(Xα ∩ Xβ ∩ X0,N0) is ναβ . But that this is the case if and only if ωemb is in the image of
H1(X0,T0), which is what we need.
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Let us check that ωabs is independent of P
′ and of the embedding j:X →֒ P . Let ˜:X →֒
P˜ = P˜ ′ | SpecA be another embedding. By the usual method of considering the fiber product
P ′ ×SpecA′ P˜
′ we may assume that there exists a smooth morphism π′: P˜ ′ → P ′ such that if we
denote by π the restriction of π′ to SpecA we have π˜ = j. If I0 is the ideal of X0 in P0 and I˜0 is
the ideal of X0 in P˜0, we get a commutative diagram with exact rows
0 ✲ I0/I20 ✲ ΩP0/κ | X0 ✲ ΩX0/κ ✲ 0
❄
π∗
❄
0 ✲ I˜0/I˜20 ✲ ΩP˜0/κ | X0
✲ ΩX0/κ ✲ 0
inducing a commutative diagram
Ext1(I0/I
2
0 , a⊗κ OX0)
∂ ✲ Ext2(ΩX0/κ, a⊗κ OX0)
✻
Ext1OX0(I˜0/I˜
2
0 , a⊗κ OX0)
∂ ✲ Ext2OX0(ΩX0/κ, a⊗κ OX0).
According to Lemma 2.11 the first column carries the embedded obstruction of X in P˜ into the
embedded obstruction of X in P , and so the two images in Ext1OX0 (ΩX0/κ, a ⊗κ OX0) coincide.
To prove Theorem 4.4.(c) in general, we need the machinery of extension cocycles developed
in Section 3. Let {Xα} be a covering of X with affine subsets, and for each α let X
′
α be an abstract
lifting of Xα. For each triple α, β and γ consider the isomorphisms
FX′α,X′β,X′γ : E(X
′
α,X
′
β) + E(X
′
β ,X
′
γ) ≃ E(X
′
α,X
′
γ)
of Proposition 4.9.(c). Then ({E(X ′α,X
′
β)}, {FX′α,X′β,X′γ}) is an extension cocycle of ΩX0/κ by
a⊗κ OX0 , which we will denote simply by {E(X
′
α,X
′
β)}.
Observe that an abstract lifting exists if and only if it is possible to choose the X ′α so that there
are isomorphisms of abstract liftings X ′β |Xα∩Xβ ≃ X
′
α |Xα∩Xβ satisfying the cocycle condition. By
Proposition 4.10 to give isomorphisms of abstract liftings X ′β | Xα∩Xβ ≃ X
′
α | Xα∩Xβ is equivalent
to assigning a collection of splittings E(X ′α,X
′
β) ≃ 0; it is straightforward to check that the cocycle
condition corresponds to asking that the splittings yield an isomorphism of the extension cocycle
{E(X ′α,X
′
β)} with the trivial cocycle {0}. In other words, an abstract lifting exists if and only
if it is possible to choose a collection of abstract liftings {X ′α} in such a way that the associated
extension cocycle is trivial.
If {X˜ ′α} is another collection of abstract liftings, then by Proposition 4.9.(c) and (b), and
Proposition 3.4.(b), we get isomorphisms
E(X˜ ′α, X˜
′
β) ≃ E(X˜
′
α,X
′
α) + E(X
′
α,X
′
β) + E(X
′
β , X˜
′
α) ≃ E(X
′
α,X
′
β) + E(X˜
′
α,X
′
α)− E(X˜
′
β ,X
′
β).
One checks that these give an isomorphism of the cocycle {E(X˜ ′α, X˜
′
β)} with {E(X
′
α,X
′
β)} +
∂{E(X˜ ′α,X
′
α)}. This means that the class
ω = [{E(X ′α,X
′
β)}] ∈ EOX0 (ΩX0/κ, a⊗κ OX0)
is independent of the liftings. What’s more, if {Eαβ} is a cocycle in ω, then there exist extensions Eα
such that {Eαβ} is isomorphic to {E(X
′
α,X
′
β)}+∂{Eα}. If we choose liftings X˜
′
α with isomorphisms
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Eα ≃ E(X˜
′
α,X
′
α) (Proposition 4.9.(f)) then the cocycle {Eαβ} is isomorphic to {E(X˜
′
α, X˜
′
β)}. So it
follows that ω = 0 if and only if a lifting exists. By Theorem 3.13 the proof is concluded.
This proof could be summarized as follows, for those whose taste runs towards the abstract.
From the proof of Theorem 4.4.(d) we get that the category of liftings is a principal bundle stack
over the commutative group stack ExtOX0 (ΩX0,κ, a ⊗κ OX0) of extensions. An abstract lifting
is a section of this bundle stack, so the obstruction to its existence is an element of the first
cohomology group of ExtOX0 (ΩX0,κ, a⊗κOX0). But Theorem 3.13 says that this group is contained
in Ext2OX0 (ΩX0,κ, a⊗κ OX0)
The class constructed here and the class constructed earlier under Hypothesis 4.12 coincide.
The proof of this is omitted.
This construction has an obvious property of functoriality, which will be exploited in Sections 6
and 7. Let B′ be a local ring, b ⊆ B′ be an ideal with mB′b = 0, B = B
′/b. Let f :A′ → B′ a
local homomorphism inducing an isomorphism of residue fields, such that f(a) ⊆ b. Set f∗X =
X ×SpecA SpecB; this scheme f∗X is a flat local complete intersection on A. If X
′ is an abstract
lifting of X we set f∗X
′ = X×SpecA′ SpecB
′; this is an abstract lifting of f∗X. Any automorphism
φ of X ′ as a lifting induces an automorphism f∗φ of f∗X
′.
Call g = f | a: a → b the restriction of f .
(4.13) Proposition. (a) If φ is an automorphism of an abstract lifting X ′ corresponding to an
element ξ ∈ a ⊗κ HomOX0 (ΩX0/κ,OX0), the element of b ⊗κ HomOX0 (ΩX0/κ,OX0) corresponding
to f∗φ is (g ⊗ id)(ξ).
(b) e(f∗X
′
1, f∗X
′
2) = (g ⊗ id)
(
e(X ′1,X
′
2)
)
∈ b⊗ Ext1OX0 (ΩX0/κ,OX0).
(c) ωabs(f∗X
′) = (g ⊗ id)ωabs(X) ∈ b⊗ Ext
2
OX0
(ΩX0/κ,OX0).
5 Generalizations
Here are two important generalizations.
Fix a schemeM ′ of finite type over A′, a schemeX of finite type over A, such thatX0 is reduced
and generically smooth over κ, and a local complete intersection morphism f :X →M =M ′ |SpecA
defined over A. A lifting of the morphism f consist of an abstract lifting X ′ of X, and morphism
f ′:X ′ →M ′ of A′-schemes whose restriction to X is f . There is an obvious notion of isomorphism
of liftings; if f ′1:X
′
1 → M
′ and f ′2:X
′
2 → M
′ are liftings, then an isomorphism of f1 with f2 is an
isomorphism of abstract liftings Φ:X ′1 ≃ X
′
2 such that f
′
2 ◦Φ = f
′
1.
Let f0:X0 → M0 be the restriction of f ; f0 is again a local complete intersection morphism.
We define the complex of differentials Ω·f0 of the morphism f0 to be the complex with Ω
0
f0
= ΩX0/κ,
Ω−1f0 = f
∗ΩM0/κ, Ω
i
f0
= 0 for i 6= 0, −1, the only nontrivial differential f∗ΩM0/κ → ΩX0/κ being
the pullback map.
(5.1) Theorem. (a) Any lifting of f is a local complete intersection morphism.
(b) There is a canonical element ω ∈ a ⊗κ Ext
2
OX0
(Ω·f0 ,OX0), called the obstruction, such
that ω = 0 if and only if a lifting exists.
(c) If a lifting exists, then there is a canonical action of the group a⊗κ Ext
1
OX0
(Ω·f0 ,OX0) on
the set of isomorphism classes of liftings making it into a principal homogeneous space.
The proof of this result is essentially the same as the proof of Theorem 4.4 in Section 4.
First one assumes that there is a smooth morphism π′:P ′ →M ′ such that f :X →M factors
through P = P ′ | SpecA. Let X
′
1 and X
′
2 be two liftings of X in P
′; the resulting morphisms
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f ′1:X
′
1 → M
′ and f ′2:X
′
1 → M
′ are both liftings of f . Here is a description of the isomorphisms
between f ′1 and f
′
2 analogous to Proposition 4.6, with the same proof.
Call I0 the ideal of the embedding of X0 in P0, and π0:P0 → M0 the restriction of π. The
usual homomorphism from I0/I
2
0 to ΩP0/M0 | X0 yields a restriction map from
HomOX0 (ΩP0/M0 , a⊗κ OX0) −→ H
0(X0, a⊗N0).
(5.2) Proposition. There is a bijective correspondence between isomorphisms of liftings f ′2 ≃ f
′
1
and elements of HomOX0 (ΩP0/M0 | X0 , a⊗κ OX0) whose image in H
0(X0, a⊗N0) is ν(X
′
1,X
′
2), with
the following properties.
(a) The identity idX′ :X
′ ≃ X ′ corresponds to 0.
(b) If Φ1:X
′
2 ≃ X
′
1 and Φ2:X
′
3 ≃ X
′
2 are isomorphisms of abstract liftings and D1, D2 are the
corresponding elements of HomOX0 (ΩP0/κ | X0 , a⊗κ OX0), then the composition Φ1◦Φ2 corresponds
to D1 +D2.
The role of the fundamental exact sequence of Lemma 4.7 is played by the exact sequence
0 ✲ I0/I20 ✲ Ω
·
π0
| X0 ✲ Ω
·
f0
✲ 0
which looks as follows
...
...
...
❄ ❄ ❄
deg −2 0 ✲ 0 ✲ 0 ✲ 0 ✲ 0
❄ ❄ ❄
deg −1 0 ✲ 0 ✲ π∗0ΩM0/κ | X0 f
∗
0ΩM0/κ
✲ 0
❄ ❄
∂
❄
deg 0 0 ✲ I0/I20 ✲ ΩP0/κ | X0 ✲ ΩX0/κ ✲ 0
❄ ❄ ❄
deg 1 0 ✲ 0 ✲ 0 ✲ 0 ✲ 0
❄ ❄ ❄
...
...
...
If we observe that for any sheaf of OX0-modules G we have
HomOX0 (ΩP0/M0 | X0 ,G) = HomOX0 (Ω
·
π0 | X0 ,G),
and we keep into account that, as observed in the last part of Section 3, the theory of extensions of
sheaves generalizes to extensions of Ω·f0 by sheaves, the proof of Theorem 4.4 goes through almost
word for word.
Another situation that arises quite often in practice is when we want to study deformations of a
scheme inducing a fixed deformation on a subscheme. For example, in the theory of deformation of
pointed curves the scheme is the curve itself, while the subscheme is the union of the distinguished
points. Again we may look at embedded deformations or abstract deformations. Here is the
embedded setup.
Let M ′ be a flat scheme of finite type over A′, Z ′ ⊆M ′ a closed subscheme, also flat over A′.
Let X be a local complete intersection subscheme of M = M ′ | SpecA containing Z = Z
′ | SpecA.
Assume also that X is flat over A. Call N0 the normal sheaf to X0 in M0, J0 the ideal of Z0 in
X0. A lifting of X to M
′ relative to Z ′ is a lifting X ′ ⊆M ′ that contains Z ′.
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(5.3) Theorem. There is a canonical element
ωemb ∈ a⊗κ H
1(X0,N0 ⊗OX0 J0)
called the embedded obstruction of X in M , such that ωemb = 0 if and only if a lifting of X to M
′
relative to Z ′ exists.
(a) If a lifting exists, then there is a canonical action of the group
a⊗κ H
0(X0,N0 ⊗OX0 J0)
on the set of liftings making it into a principal homogeneous space.
The proof is essentially the same as the the proof of Theorem 2.5. The key point is that if we
have two relative liftings X ′1 and X
′
2, then the image of the homomorphism ν(X
′
1,X
′
2):I0/I0 →
a⊗κ OX0 is contained inside a⊗κ J0, so ν(X
′
1,X
′
2) can be considered as an element of
HomOX0 (I0/I0, a⊗κ J0) = a⊗κ H
0(X0,N0 ⊗OX0 J0).
Here is the setting in the abstract case.
Let Z ′ be a flat scheme over A′, and let set Z = Z ′ | SpecA. Let X be a flat local complete
intersection scheme of finite type over A with a closed embedding Z →֒ X. Assume also that X0 is
generically smooth over κ.
An abstract lifting of X relative to Z ′ is an abstract lifting X ′ of X with a closed embedding
Z ′ →֒ X ′ extending the given embedding of Z in X.
An isomorphism of relative abstract liftings is an isomorphism of abstract lifting inducing the
identity on Z ′.
Again, let J0 be the ideal of Z0 in X0.
(5.4) Theorem. (a) There is a canonical element ωabs ∈ a ⊗κ Ext
2
OX0
(ΩX0/κ,J0), called the
obstruction, such that ωabs = 0 if and only if an abstract lifting exists.
(b) If an abstract lifting exists, then there is a canonical action of the group
a⊗κ Ext
1
OX0
(ΩX0/κ,J0)
on the set of isomorphism classes of abstract liftings making it into a principal homogeneous space.
The proof of Theorem 4.4 goes through with minor variations, substituting a⊗κJ0 everywhere
for a⊗κ OX0 . The only point that requires a little care is the analogue of Lemma 4.8. Given two
relative abstract liftings Z ′ →֒ X ′1 and Z
′ →֒ X ′2, to construct the relative extension we need to
compare them locally in a suitable ambient space. For this we need to know that if X is affine,
given a closed embedding X →֒ AnA, this can be lifted to embeddings X
′
1 →֒ A
n
A′ and X
′
2 →֒ A
n
A′
which agree on Z ′. For this, set X = SpecB, X ′i = SpecB
′
i, Z = SpecC, Z
′ = SpecC ′. The
embeddings Z ′ →֒ X ′i and X →֒ X
′
i, which agree on Z, induce a homomorphism of A
′-algebras
B′i → B ×C C
′, which is easily shown to be surjective. Then the given embedding X →֒ AnA yields
a surjective homomorphism of A-algebras A[x1, . . . , xn]→ B. Lift the images of the xi to B×C C
′,
then lift them to B′1 and B
′
2. The resulting homomorphisms of A
′-algebras A′[x1, . . . , xn]→ B
′
i are
surjective, and induce the required liftings X ′i →֒ A
n
A′ .
Of course we can put together the two generalizations. This is our final and most general
setup. It is not in any essential sense harder to treat than the case of Hypotheses 4.1, just a little
more confusing.
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Let X be a local complete intersection flat scheme of finite type over A such that X0 is
generically smooth over κ, M ′ and Z ′ flat schemes over A′ with a morphism j′:Z ′ → M ′. Let it
be given a closed embedding of Z = Z ′ | SpecA into X = X
′ | SpecA, and morphism f :X → M =
M ′ | SpecA such that f |Z = j
′ |Z . A lifting of f relative to j
′ is an abstract lifting Z ′ →֒ X ′ relative
to Z ′, together with a morphism f ′:X ′ → M ′ such that f ′ | X = f and f
′ | Z′ = j
′. Call J0 the
ideal of Z0 in X0.
The notion of isomorphism of relative liftings of f is the obvious one.
(5.5) Theorem. (a) There is a canonical element ω ∈ a⊗κExt
2
OX0
(Ω·f0 ,J0), called the obstruc-
tion, such that ω = 0 if and only if a lifting exists.
(b) If a lifting exists, then there is a canonical action of the group a ⊗κ Ext
1
OX0
(Ω·f0 ,J0) on
the set of isomorphism classes of liftings making it into a principal homogeneous space.
Finally, all the results and the proofs generalize to the case of algebraic spaces, by working with
the e´tale topology instead of the Zariski topology. Also, if we assume that A′ is a finite C-algebra
they are valid for analytic spaces; the proofs remain the same, if we substituting polydiscs for affine
spaces.
6 Formal deformations
We fix a field κ. In this section and in the next a complete algebra will be a complete noetherian
local κ-algebra with residue field κ. If A is a complete algebra, we will denote its maximal ideal
by mA, and set An = A/m
n+1
A . An artinian algebra will be a complete algebra which is artinian,
or, equivalently, finite over κ. If A is a complete algebra, the κ-vector space mA/m
2
A is called the
cotangent space of A, the dual space (mA/m
2
A)
∨ its tangent space.
A homomorphism of complete algebras is homomorphisms of κ-algebras; it is automatically
local. A homomorphism of complete algebras f :A→ B induces a linear map f∗:mA/m
2
A → mB/m
2
B ;
the dual map df : (mB/m
2
B)
∨ → (mA/m
2
A)
∨ will be called the differential of f . If f :A → B
is a homomorphism of complete algebras then f(mn+1A ) ⊆ m
n+1
B for each n ≥ 0; we denote by
fn:An → Bn the induced homomorphism.
(6.1) Definition. A deformation (X,A) consists of a complete algebra A, a scheme Xn flat and
of finite type over An for each n ≥ 0, and a sequence of closed embeddings Xn−1 →֒ Xn compatible
with with the closed embeddings SpecAn−1 →֒ SpecAn, inducing an isomorphism of Xn | SpecAn−1
with Xn−1.
We will say that X is a deformation of X0 over A.
If X and X˜ are deformations of X0 = X˜0 over A, an isomorphism φ:X ≃ X˜ of deformations
over A is a sequence of isomorphisms φn:Xn ≃ X˜n of schemes over An, such that φn |Xn−1 = φn−1,
and φ0:X0 → X0 is the identity.
The objects defined above should be properly called formal deformations, but they are the
only types of deformations we will consider.
From now on we fix X0; all deformations will be deformations of the same X0.
Deformations of X0 over A form a category, the arrows being isomorphisms of deformations
over A.
Let f :A → B be a homomorphism of complete algebras, X a deformation of X0 over A.
There is an induced deformation f∗X on B, defined by setting (f∗X)n = Xn×SpecAn SpecBn; the
embeddings (f∗X)n →֒ (f∗X)n−1 are induced by the embeddings Xn →֒ Xn−1. Also, if φ:X ≃ X˜
is an isomorphism of deformations of X0, then there is an induced isomorphism f∗φ: f∗X ≃ f∗X˜ ,
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defined in the obvious way. This makes f∗ into a functor from the category of deformations of X0
over A to deformations of X0 over B.
If f :A → B and g:B → C are homomorphism of complete algebras and X is a deformation
over A, then there is a canonical isomorphism (gf)∗X ≃ g∗f∗X of deformations over C. From now
on we identify (gf)∗X with g∗f∗X.
The trivial deformation of X0 over a complete algebra A is X
A
0 = f∗X0, where f :κ → A is
the structure homomorphism. Concretely,
(
XA0
)
n
= X0 ×κ SpecAn, and the closed embeddings(
XA0
)
n−1
→֒
(
XA0
)
n
are induced by the closed embeddings SpecAn−1 →֒ SpecAn
(6.2) Definition. Let (X,A), (Y,B) be deformations of X0. An homomorphism (φ, f): (X,A) →
(Y,B) of deformations consists of a homomorphism of complete algebras f :A→ B and an isomor-
phism φ: f∗X ≃ Y of deformations over B.
A homomorphism (φ, f) is called surjective if f is surjective.
If (φ, f): (X,A) → (Y,B) and (ψ, g): (Y,B) → (Z,C) are homomorphism of deformations, the
composition (ψ, g) ◦ (φ, f): (X,A) → (Z,C) is (ψ ◦ g∗φ, g ◦ f).
Extensions of X0 are the objects of a category in which the arrows are the homomorphisms.
The object (X0, κ) is terminal in this category, that is, given a deformation (X,A) there is a unique
homomorphism (X,A)→ (X0, κ).
The isomorphisms in the category of deformations are exactly the homomorphisms (φ, f) where
f is an isomorphism.
If A is artinian then An = A for n ≫ 0, so Xn is a flat scheme over A for n ≫ 0. As one
sees immediately, the category of deformations of X0 over A is equivalent to the category of flat
schemes X of finite type over A, together with closed embeddings of X0 ⊆ X inducing isomorphisms
X0 ≃ X | Specκ; the arrows are isomorphisms of A-schemes inducing the identity on X0. From now
on we will systematically identify a deformation over an artinian algebra A with the corresponding
scheme over A.
More generally, if X is a flat scheme of finite type over A with X | Specκ = X0, then X will
induce a deformation of X0 over A by setting Xn = X | SpecAn , the embeddings Xn−1 →֒ Xn being
induced by the natural embeddings SpecAn−1 →֒ SpecAn. Such a deformation is called algebraic.
Not every deformation is algebraic. For example, one can show that if X0 ⊆ P
3
C
is a smooth
quartic surface, then X0 has non-algebraic deformations over C[[t]].
This problem does not arises for projective curves. More generally we have the following
standard fact.
(6.3) Proposition. Assume that X0 is projective, and H
2(X0,OX0) = 0. Then every deforma-
tion of X0 is algebraic.
Proof. Let X be a deformation of X0. I claim that there for each n > 0 the restriction map
PicXn → PicXn−1 is surjective. In fact, there is an exact sequence
0 ✲ (mnA/m
n+1
A )⊗κ OX0
α✲O∗Xn
β✲O∗Xn−1
✲ 0
in which β is the restriction map, and α is defined by identifying
(mnA/m
n+1
A )⊗κ OX0 = (m
n
A/m
n+1
A )⊗A/mnA OXn
with the kernel of the restriction map OXn → OXn−1 , which can be done because of the flatness
of Xn, then setting α(f) = 1 + f . The fact that H
2
(
X0, (m
n
A/m
n+1
A ) ⊗κ OX0) = 0 implies the
surjectivity of the map on Picard groups.
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Let L0 be a very ample line bundle on X0 such that H
i(X0,L0) = 0 for i > 0. For each n > 0
we can choose a line bundle Ln on Xn such that Ln |Xn−1 is isomorphic to Ln−1; by semicontinuity
we have that Hi(Xn,Ln) = 0 for i > 0. If πn:Xn → SpecAn is the structure morphism then
πn∗Ln satisfies base change, and if N is the dimension of H
0(X0,L0) over κ the bundles Ln induce
embeddings Xn →֒ P
N−1
An
, such that Xn ∩P
N−1
An−1
= Xn−1. So the system {Xn} can be considered
as a formal subscheme of PN−1A , and the result follow from Grothendieck’s existence theorem. ♣
I do not know whether this is still true if we do not assume that X0 is projective. Elkik proved
that deformations of affine schemes with isolated singularities are algebraic ([Elkik]).
From now on we will assume that X0 is a generally smooth local complete intersection scheme
on κ. We set
Ti(X0) = Ext
i
OX0
(ΩX0/κ,OX0).
If X is a deformation, then Xn is an abstract lifting of Xn−1 to An, so a deformation of X0
can be thought of a sequence of abstract liftings; to these we can apply Theorem 4.4.
(6.4) Proposition. (a) Assume that T0(X0) = 0. Then two deformations of X0 over the same
algebra admit at most one isomorphism.
(b) Assume that T1(X0) = 0. Then any deformation (X,A) of X0 is isomorphic to the trivial
deformation XA0 .
(c) Assume that T2(X0) = 0. Then if (X,A) is a deformation of X0 and f :B → A is a sur-
jective homomorphism of algebras, there exists a deformation Y of X0 over B and an isomorphism
f∗Y ≃ X.
Proof. For part (a), notice that because of Theorem 4.4.(b) an isomorphism Xn−1 ≃ X˜n−1 over
An extends in at most one way to an isomorphism Xn ≃ X˜n.
For part (b), let X˜ = XA0 let φn−1: X˜n−1 ≃ Xn−1 be an isomorphism inducing the identity
on X0. Then Xn is a lifting of Xn−1 to An, and we can also think of X˜n as a lifting, via the
composition X˜n−1 ≃ Xn−1 →֒ Xn. Then it follows from Theorem 4.4.(d) that the isomorphism
φn−1 extends to an isomorphism φn: X˜n ≃ Xn.
Let us prove part (c). Call b the kernel of f .
Assume first that A and B are artinian, so a deformation X on A is flat scheme over A. By
induction on the least integer n such that mnBb = 0 we can assume that mBb = 0; then the result
follows from Theorem 4.4.(c).
In the general case we construct Yn by induction on n. Call πn:Bn → An = B/(b+m
n+1
B ) the
projection. For n = 0 there is no problem, so suppose n > 0 and that we are given a deformation
Yn−1 over Bn−1 = A/(a+m
n
A) and a homomorphism (φn−1, πn−1):Yn−1 → Xn−1. We are looking
for a deformation (Yn, Bn) and a commutative diagram
(Yn, Bn)
(φn,πn) ✲ (Xn, An)
❄ ❄
(Yn−1, Bn−1)
(φn−1,πn−1)✲ (Xn−1, An−1).
From Corollary 8.2 we get a deformation Y˜ over B/
(
mnB ∩ (b+m
n+1
B )
)
and a commutative diagram
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of deformations (
Y˜ , B/
(
mnB ∩ (b +m
n+1
B )
)) ✲ (Xn, An)
❄ ❄
(Yn−1, Bn−1)
(φn−1,πn−1)✲ (Xn−1, An−1).
By the previous case there is a homomorphism of deformations (Yn, A/m
n+1
A )→
(
Y˜ , B/
(
mnB ∩ (b+
mn+1B )
)
; this is the deformations we were looking for. ♣
It may happen that T2(X0) 6= 0, but still the conclusion of Proposition 6.4.(c) holds. To clarify
this we give a definition.
Let (X,A) be a deformation of X over an artinian algebra A. A small extension of A is a
surjective homomorphism of artinian algebras A′ → A whose kernel a has length 1, and is therefore
isomorphic to κ. These data determine an element ωabs ∈ T
2(X0) ≃ a ⊗ T
2(X0), well defined up
to multiplication by a nonzero scalar.
(6.5) Definition. The space of obstructions ObsX0 of X0 is the subspace of T
2(X0) generated
by the elements ωabs ∈ T
2(X0) for all deformations (X,A) and all small extensions A
′ → A as
above.
If ObsX0 = 0 we say that X0 has unobstructed deformations.
(6.6) Proposition. Let A′ be an artinian algebra, a ⊆ A′ an ideal with mA′a = 0, A = A
′/a.
Let X be a deformation of X0 over A; then the obstruction ωabs(X) ∈ a⊗ T
2(X0) is contained in
a⊗ObsX0.
Proof. Choose a basis v1, . . . , vn for a as a vector space over κ, and for each i call ai the quotient
of a by the subspace generated by v1, . . . , vi−1, vi+1, . . . , vn. Set A
′
i = A/ai; then A
′
i → A is a
small extension, and by definition the obstruction to lifting X to A′i lies in (a/ai) ⊗ ObsX0 ⊆
(a/ai)⊗T
2(X0). According to Proposition 4.13.(c) this obstruction is the image in a/ai ⊗T
2(X0)
of ωabs ∈ a⊗ T
2(X0), and by elementary linear algebras this implies the thesis. ♣
So we can improve on Proposition 6.4.(c).
(6.7) Proposition. Assume that ObsX0 = 0. Then if (X,A) is a deformation of X0 and
f :B → A is a surjective homomorphism of algebras, there exists a deformation Y of X0 over B
and an isomorphism f∗Y ≃ X.
The definition of unobstructed variety is relative to then base field; I do not know any specific
example, but it seems quite plausible that there may be varieties over a field κ of positive char-
acteristic which are unobstructed, but cannot be lifted to some artinian ring A with residue field
κ (obviously A can not be a κ-algebra.) On the other hand one can prove that in the situation
of Section 4 if the ring A′ is equicharacteristic then the obstruction to lifting X to A′ lives in
a⊗ObsX0.
It happens very frequently that T2(X0) 6= 0 but ObsX0 = 0.
(6.8) Example. Let X0 ⊆ P
3
κ be a smooth surface of degree d ≥ 6. Then T
2(X0) 6= 0 but
ObsX0 = 0.
Proof. Denote by TX0 the tangent bundle of X0; then T
i(X0) = H
i(X0,TX0). We have the
sequence
0 ✲ TX0 ✲ TP3 | X0 ✲ N0 ✲ 0
OX0(d).
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Since H1(X0,N0) = 0 the embedded deformations of X0 in P
3 are unobstructed. Assume that
we have proved that H1(X0,TP3 | X0) = 0. Then the boundary map
∂: H0(X0,N0)→ H
1(X0,TX0)
is surjective: I claim that this implies that for any deformation X of X0 over an artinian algebra
A there is an embedding X →֒ P3A extending the given embedding X0 →֒ P
3
κ. Let ℓ be the length
of A; for ℓ = 1 we have A = κ, and the statement is vacuous. Suppose this true when A has
length ℓ− 1, and take an ideal a ⊆ A of length 1. The deformation Y = X ×SpecA SpecA/a can be
embedded in P3A/a by inductive hypothesis; since H
1(X0,N0) = 0 then Y has a lifting Y
′ in P3A.
Choose another lifting X ′ of Y in P3A such that ∂ν(X
′, Y ′) = e(X,Y ′) (Proposition 2.8.(d)). From
Proposition 4.11.(c) we see that e(X ′, Y ′) = e(X,Y ′), so that e(X ′,X) = e(X ′, Y ′)− e(X,Y ′) = 0
(Proposition 4.11.(b)). Then X ′ and X are isomorphic (Proposition 4.11.(a)), and X can be
embedded in P3A.
Since H1(X0,N0) = 0 this proves that the deformations of X0 are unobstructed, hence
ObsX0 = 0.
By Serre duality we have H1(X0,TP3 | X0) ≃ H
1(X0,ΩP3(d − 4) | X0)
∨. From the twisted
restricted Euler sequence
0 ✲ ΩP3(d− 4) | X0 ✲ OX0(d− 5)
4 ✲OX0(d− 4) ✲ 0,
the easily proved surjectivity of the induced map H0
(
X0,OX0(d− 5)
)4
→ H0
(
X0,OX0(d− 4)
)
for
d ≥ 5, and the fact that H1
(
OX0(d− 5)
)
= 0 we see that H1(X0,TP3 | X0) = 0, as claimed.
Finally, by Serre duality H2(X0,TP3 | X0) ≃ H
0(X0,ΩP3(d − 4) | X0)
∨. Again from the Euler
sequence we see that is enough to prove that
4
(
d− 2
3
)
= dimκH
0
(
X0,OX0(d− 5)
)4
> dimκH
0
(
X0,OX0(d− 4)
)
=
(
d− 1
3
)
for d ≥ 6, and this is straightforward. ♣
Let us go back to the general situation. Let (X,A) be a deformation of X0. Then X1 is a
lifting of X0 to A1 = A/m
2
A, so it can be compared to the trivial lifting X
A1
0 = X0×Specκ SpecA1.
(6.9) Definition. The Kodaira-Spencer class of X is
kX = e(X1,X
A1
0 ) ∈ (mA/m
2
A)⊗κ T
1(X0) ≃ Hom((mA/m
2
A)
∨,T1(X0)).
The associated linear map KX : (mA/m
2
A)
∨ → T1(X0) is called the Kodaira-Spencer map.
Kodaira-Spencer classes and maps have an important functorial property.
(6.10) Proposition. Let f :A→ B a of complete algebras, X a deformation of X0 on A. Then:
(a) kf∗X = (f∗ ⊗ id)(kX) ∈ mB/m
2
B ⊗κ T
1(X0);
(b) Kf∗X = KX ◦ df : (mB/m
2
B)
∨ −→ T1(X0).
Proof. The two statements are obviously equivalent; part (a) follows from Proposition 4.13.(b). ♣
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An alternate and more traditional description of the Kodaira-Spencer map is as follows.
Consider the algebra of dual numbers κ[ǫ] = κ[x]/(x2); call X0[ǫ] = X0 ×Specκ Specκ[ǫ] the
trivial deformation. Deformations of X0 on κ[ǫ] are abstract liftings of X0 to κ[ǫ]. If X is such a
lifting, consider
e(X,X0[ǫ]) ∈ (ǫ)⊗κ T
1(X0) = T
1(X0).
We get a map from the set of liftings of X0 to κ[ǫ] to T
1(X0).
If A is a complete algebra and f :A → κ[ǫ] is a homomorphism of complete algebras, the
associated homomorphism of κ-vector spaces f∗:mA/m
2
A → (ǫ) = κ is an element of (mA/m
2
A)
∨. In
this way we obtain a bijective correspondence of the set of algebra homomorphisms from A to κ[ǫ]
with the dual vector space (mA/m
2
A)
∨.
(6.11) Proposition. Let X be a deformation of X0 over a complete algebra A. If u ∈ (mA/m
2
A)
∨
and f :A→ κ[ǫ] is the corresponding homomorphism of algebras, then KX(u) = e(f∗X,X0[ǫ]).
From this description the linearity of the Kodaira-Spencer map is not obvious.
Proof. Use Proposition 6.10.(b) to reduce to the case A = κ[ǫ], where the statement holds by
definition. ♣
The Kodaira-Spencer class of a deformation X is determined by its first-order part X1; con-
versely the Kodaira-Spencer class determines X1 completely.
(6.12) Proposition. Let A be an artinian algebra with m2A = 0. The Kodaira-Spencer class
gives a bijective correspondence between isomorphism classes of deformations on A and mA ⊗ T ≃
Hom(m∨A, T ).
Proof. This follows immediately from Theorem 4.4.(d). ♣
If W is a vector space, then κ ⊕ W has a canonical ring structure given by (a, x)(b, y) =
(ab, bx+ ay). If w1, . . . , wr is a basis of W then
κ⊕W = κ[[w1, . . . , wr]]/m
2
κ[[w1,...,wr]]
.
An artinian algebra A with m2A = 0 is of the form κ⊕mA.
Assume that T1(X0) is finite-dimensional. Set T = T
1(X0), and consider the artinian algebra
R1 = κ⊕T
∨. Let V1 be the deformation ofX0 over R1 corresponding to the identity in Hom(T, T ) ≃
T∨ ⊗ T (this is a very important deformation, and we’ll meet it again in the construction of the
minimal versal deformation of X0 in Section 7.) Now take the graded algebra R2 = κ ⊕ T
∨ ⊕
Sym2 T∨, where Sym2 T∨ is the second symmetric power of T∨. If t1, . . . , tr is a basis for T
∨ then
R2 = κ[[t1, . . . , tr]]/m
3
κ[[t1,...,tr ]]
.
Obviously R2/Sym
2 T∨ = R1 and mR2(Sym
2 T∨) = 0.
(6.13) Definition. Assume that T1(X0) is finite-dimensional. The first obstruction map of X0
is the linear map
QX0 : Sym
2 T1(X0) −→ ObsX0
which corresponds to the obstruction
qX0 ∈ Sym
2 T∨ ⊗ObsX0 ≃ Hom(Sym
2 T1(X0),ObsX0)
to lifting V1 from R1 to R2.
This important map induces a vector-valued quadratic form T → ObsX0 sending a vector
u ∈ T into QX0(u · u). This map has the following interpretation. Consider the algebra κ[ǫ] as
before, and choose a vector u ∈ T . Call X(u) the deformation on κ[ǫ] whose Kodaira-Spencer
class is ǫ⊗ u ∈ κǫ ⊗ T . Set κ[ǫ′] = κ[t]/(t3), with the projection κ[ǫ′] → κ[ǫ] sending ǫ′ to ǫ. The
obstruction to lifting X(u) to κ[ǫ′] lives in κǫ′2 ⊗ObsX0 = ObsX0.
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(6.14) Proposition. The obstruction to lifting X(u) to κ[ǫ′] is QX0(u · u).
Proof. Think of u as a linear map u:T∨ → κ; there is a unique homomorphism of graded algebras
f :R2 → κ[ǫ
′] whose restriction T → κǫ = κ is u. Call φ: Sym2 T∨ → κǫ′2 = κ the restriction of
f ; as an element of Sym2 T∨∨ = Sym2 T the map φ is exactly u · u. By Proposition 4.13.(c) the
obstruction to lifting X(u) to κ[ǫ′] is φ(qX0); by linear algebra this is equal to QX0(u · u). ♣
7 Versal deformations
(7.1) Definition. A universal deformation of X0 is a deformation (V,R) such that for any
deformation (X,A) there is a unique homomorphism of deformations (φ, f): (V,R) → (X,A).
So a universal deformation contains all the information about deformations, and is therefore a
very good think to have. Unfortunately universal deformations do not always exist; if T0(X0) 6= 0,
then the trivial deformation X0[ǫ] has nontrivial automorphisms (Theorem 4.4.(b)), so there can
not exist a unique isomorphism φ: f∗V ≃ X0[ǫ], because any such φ can always be composed with
a nontrivial automorphism of X0.
One could feel that imposing the condition of unicity on φ is being too demanding, and only
require unicity for f . This is indeed reasonable, from a “functor-theoretic”, as opposed to “stack-
theoretic” point of view, and corresponds to the condition of prorepresentability of the functor
of isomorphism classes of deformations in [Schlessinger]. Let us call a deformation satisfying this
weaker condition a weak universal deformation; these exist for many more schemesX0. For example,
assume that T0(X0) 6= 0 and T
1(X0) = 0, (e.g., when X0 = P
n or X0 = A
n, n > 0). According
to Proposition 6.4.(b) all deformations are isomorphic to the trivial deformation, and therefore the
trivial deformation (X0, κ) is a weak universal deformation, while a universal deformation does not
exists. On the other hand not all projective X0 have weak universal deformation; for example, one
can prove that the “banana” curve ()
consisting of two copies of P1 glued together at two pairs of rational points does not possess one.
One could think that to obtain an acceptable replacement for the notion of universal defor-
mation it is sufficient to drop the condition of unicity on f and simply require the existence of f
and φ; but this turns out to be too weak. For example if (V,R) satisfies this condition then any
deformation (W,S) such that there exists a homomorphism (W,S)→ (V,R) also satisfies it.
The correct general notion is the following.
(7.2) Definition. A versal deformation ofX0 is a deformation (V,R) such that if (η, p): (X,A) →
(Y,B) is a surjective homomorphism of deformations, and (ψ, g): (V,R) → (Y,B) is a homomor-
phism, then there exists a homomorphism (φ, f): (V,R)→ (Y,B) with (η, p) ◦ (φ, f) = (ψ, g).
(X,A)
✟✟
✟✟
✟✟✯
(φ,f)
❄
(η,p)
(V,R)
(ψ,g) ✲ (Y,B)
A versal deformation (V,R) is called minimal if the Kodaira-Spencer map KV : (mR/m
2
R)
∨ →
T1(X0) is an isomorphism.
A minimal versal deformation is often called miniversal.
Actually, the standard definition of a versal deformation only assumes the lifting property
above when A and B are artinian. Let us prove that it is equivalent to the definition above.
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(7.3) Lemma. Assume that a deformation (V,R) has the property of Definition 7.2 in the case
that A and B are artinian. Then (V,R) is versal.
Proof. Assume that we are in the situation of Definition 7.2, with A and B not necessarily artinian.
To give a homomorphism (φ, f) as above is equivalent to giving a homomorphism
(φn, fn): (V,R)→ (Xn, An)
for each n such that the composition of (φn, fn) with the projection (Xn, An) → (Xn−1, An−1) is
(φn−1, fn−1), and
(ηn, pn) ◦ (φn, fn) = (ψn, gn)
for all n.
Let us assume that we have constructed (φn−1, fn−1), and consider the commutative diagram
(V,R)
(φn−1,fn−1)✲ (Xn−1, An−1)
❄
(ψn,gn)
❄
(ηn−1,pn−1)
(Yn, Bn) ✲ (Yn−1, Bn−1).
The diagram above induce a homomorphism (V,R)→ (Z,C), where (Z,C) is the fiber product of
(Yn, Bn) and (Xn−1, An−1) over (Yn−1, Bn−1) (Corollary 8.2); this homomorphism can be lifted to
a homomorphism (φn, fn): (V,R)→ (Xn, An) with the required properties. ♣
Here are several properties of versal deformations.
(7.4) Proposition. (a) A universal deformation is miniversal.
(b) If (V,R) is a versal deformation and (X,A) is a deformation, there is a homomorphism
(V,R)→ (X,A).
(c) If (V,R) is a versal deformation, the Kodaira-Spencer map KV : (mR/m
2
R)
∨ → T1(X0) is
surjective.
In particular, if X0 has a versal deformation then T
1(X0) is finite dimensional.
(d) Two universal deformations are canonically isomorphic.
(e) Two miniversal deformations are non-canonically isomorphic.
Proof. Part (b) follows immediately from the definition, if we take (Y,B) = (X0, κ).
For part (c), take an element a ∈ T1(X0); according to Theorem 4.4.(c), there is a deformation
X on κ[ǫ] with e(X,X0[ǫ]) = a. Choose a homomorphism (φ, f): (V,R) → (X,κ[ǫ]), and let
u = f∗:mR/m
2
R → κ the corresponding element of (mR/m
2
R)
∨. But then KV (u) = a because of
Proposition 6.11.
For part (a), let (V,R) be universal deformation. To prove that it is versal, let (η, p): (X,A) →
(Y,B) be a surjective homomorphism of extensions, (ψ, g): (V,R) → (Y,B) is a homomorphism.
There exists a unique homomorphism (φ, f): (V,R)→ (Y,B), and by unicity (η, p)◦ (φ, f) = (ψ, g).
The Kodaira-Spencer map KV : (mR/m
2
R)
∨ → T1(X0) is surjective because of part (c). Let
u ∈ (mR/m
2
R)
∨ with KV (u) = 0, and let f :R → κ[ǫ] be the corresponding homomorphism. Then
e(f∗V,X0[ǫ]) = KV (u) = 0, so we can choose an isomorphism φ: f∗V ≃ X0[ǫ], and we get a homo-
morphism of extensions (φ, f): (V,R) → (X0[ǫ], κ[ǫ]). If we denote by k:R→ κ[ǫ] the trivial homo-
morphism, corresponding to 0 ∈ (mR/m
2
R)
∨, then k∗V = X0[ǫ], so (id, k): (V,R) → (X0[ǫ], κ[ǫ]) is
also a homomorphism, hence f = k, and u = 0. It follows that KV is injective, and this completes
the proof.
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Part (d) is standard and easy.
For part (e), take two miniversal deformations (V,R) and (W,S). From part (b) we see
that there exists homomorphisms (φ, f): (V,R) → (W,S) and (ψ, g): (W,S) → (V,R); but the
functoriality of the Kodaira-Spencer map (Proposition 6.10.(b)) and the minimality condition insure
that f∗:mR/m
2
R → mS/m
2
S and g∗:mS/m
2
S → mR/m
2
R are isomorphisms. From Lemma 7.5 below
we see that fg and gf are isomorphisms, so f and g are isomorphisms. ♣
(7.5) Lemma. Let A be a complete algebra, f :A → A a homomorphism. If f∗:mA/m
2
A →
mA/m
2
A is surjective then f is an automorphism.
Proof. The linear map mnA/m
n+1
A → m
n
A/m
n+1
A induced by f is surjective for all n ≥ 0, so fn:An →
An is also surjective, and therefore an isomorphism. Hence
f :A = lim✛ An −→ lim✛ An = A
is also an isomorphism. ♣
The following is a generalization of Proposition 7.4.(e), and can be considered as a description
of all versal deformations.
(7.6) Proposition. Let (V,R) be a miniversal deformation, t = (t1, . . . , tn) a sequence of inde-
terminates, j:R→ R[[t]] the inclusion. The deformation (V,R)[[t]] = (j∗V,R[[t]]) is versal.
Conversely, if (W,S) is another versal deformation, and n is the dimension of the kernel of the
Kodaira-Spencer map KW : (mS/m
2
S)
∨ → T1(X0), then (W,S) is isomorphic to (V,R)[[t]].
Proof. Let (η, p): (X,A) → (Y,B) a surjective homomorphism, (ψ, g): (V,R)[[t]] → (Y,B) a ho-
momorphism. Since (V,R) is versal there will be a homomorphism (φ, f ′): (V,R) → (X,A) such
that (η, p) ◦ (φ, f ′) = (ψ, g) ◦ (id, j)
def
= (ψ, gj).
The homomorphism f ′:R → A can be lifted to a homomorphism f :R[[t]] → A such that
pf = g; if we choose ai ∈ mA for each i = 1, . . . , n so that p(ti) = ai, there is then only a
homomorphism f :R[[t]] → A such that f(x) = f ′(x) if x ∈ R, and f(ti) = ai for each i. This
homomorphism f has the desired property.
Since f∗j∗V = f
′
∗V the pair (φ, f) gives a homomorphism (V,R)[[t]]→ (X,A). From the fact
that (η, p) ◦ (φ, f ′) = (ψ, gj) we get that ψ = η ◦ p∗φ; this together with pf = g implies that
(η, p) ◦ (φ, f) = (ψ, g), as desired. This proves the first part of the statement.
The diagram below illustrates the proof.
(X,A)
✏✏
✏✏
✏✏
✏✏
✏✶
(φ,f ′)
✑
✑
✑
✑✸
(φ,f)
❄
(η,p)
(V,R)
(id,j)✲ (V,R)[[t]] (ψ,g)✲ (Y,B)
Now take a versal deformation (W,S). Because of Proposition 7.4.(b) there is a homomorphism
(φ, f ′): (V,R)→ (W,S); from the functoriality of the Kodaira-Spencer class (Proposition 6.10.(b))
and the surjectivity of the Kodaira-Spencer map KW (Proposition 7.4.(c)) we see that the dif-
ferential df ′: (mS/m
2
S)
∨ → (mR/m
2
R)
∨ is surjective, so its transpose map f ′∗:mR/m
2
R → mS/m
2
S is
injective. Choose elements a1, . . . , an in mS whose class in mS/m
2
S form a basis for a complement of
the image of f ′∗, and consider the homomorphism f :R[[t]]→ S which sends x ∈ R into f
′(x), and
ti into ai. Let us prove that (φ, f): (j∗V,R[[t]])→ (W,S) is an isomorphism. But g1:R[[t]]1 → S1 is
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an isomorphism, so consider the isomorphism of deformations (φ1, g1)
−1: (W1, S1)→ (j∗V1, R[[t]]1):
this can lifted to a homomorphism (ψ, g): (W,S) → (j∗, R[[t]]), because (W,S) is versal. The compo-
sitions fg and gf induce the identity in mS/m
2
S and mR[[t]]/m
2
R[[t]] respectively, so from Lemma 7.5
they are isomorphisms. It follows that f is an isomorphism, and this concludes the proof. ♣
(7.7) Proposition. A miniversal deformation of X0 is universal if and only if T
0(X0) = 0.
For this we need a lemma.
Let A and B′ be artinian algebras, b ⊆ B′ an ideal with mB′ = 0. Set B = B
′/b, and call
π:B′ → B the projection. Let f ′1 and f
′
2 be homomorphisms A → B
′ such that πf ′1 = πf
′
2 = f .
The difference f ′1−f
′
2:A→ b is a derivation of the algebra A into the κ-module b (this is a standard
fact, which we have already used in the proof of Proposition 4.6). So (f ′1−f
′
2)(m
2
A) = 0, and f
′
1−f
′
2
induces a κ-linear map
∆(f ′1, f
′
2):mA/m
2
A → b.
Let X be a deformation of X0; then f
′
1∗X and f
′
2∗X are liftings of f∗X to B
′. We want
understand when f ′1∗X and f
′
2∗X are isomorphic; for this we need a formula for
e
(
f ′1∗X, f
′
2∗X
)
∈ b⊗ T1(X0).
This turns out to be determined by ∆(f ′1, f
′
2) and the Kodaira-Spencer class kX ∈ (mA/m
2
A) ⊗
T1(X0).
(7.8) Lemma. e
(
f ′1∗X, f
′
2∗X
)
=
(
∆(f ′1, f
′
2)⊗ id
)
(kX) ∈ b⊗ T
1(X0)
Proof. Set V = mA/m
2
A. Call ρ:A→ A/mA = κ the projection, DA:A→ V the derivation which
sends a ∈ A into the class of a−ρ(a) ∈ mA. Give to A
′ = A⊕V the obvious ring structure in which
0⊕V becomes an ideal with square 0; the multiplication is defined by (a, x)(b, y) = (ab, bx+ay). We
call π:A′ → A the projection. The algebra A′ is local, and V = 0⊕V = kerπ ⊆ A′ is an ideal which
is killed by the maximal ideal mA′ = mA ⊕ V of A
′. There are two homomorphism of algebras
i:A → A′ and u:A → A′ defined respectively by i(a) = (a, 0) and u(a) =
(
a,DA(a)
)
. Finally,
consider the homomorphism of algebras F :A′ → B′ defined by F (a, x) = f ′2(a) + ∆(f
′
1, f
′
2)(x).
Obviously F ◦ i = f ′2:A→ B
′, while
(F ◦ u)(a) = F
(
a,DA(a)
)
= f ′2(a) + f
′
2
(
a− ρ(a)
)
− f ′1
(
a− ρ(a)
)
= f ′2(a) + f
′
1
(
a)− ρ(a)− f ′2
(
a) + ρ(a)
= f ′1(a),
so that F ◦ u = f ′1.
The deformations u∗X and i∗X on A
′ are liftings of X; since F | V = ∆(f
′
1, f
′
2) we get from
Proposition 4.13.(b) that e
(
f ′1∗X, f
′
2∗X
)
= (∆(f ′1, f
′
2) ⊗ id)e
(
u∗X, i∗X
)
, so it is enough to prove
that
e
(
u∗X, i∗X
)
= kX .
Consider now A1 = A/m
2
A = κ ⊕ V , call σ:A → A1 the projection. The homomorphism
h:A′ → A1 defined by h(a, x) = ρ(a) + x has the property that h ◦ u = σ, while (h ◦ i)(a) =
ρ(a) ∈ A1. It follows that h∗u∗X = X1, while h∗i∗X = X0[ǫ]; by Proposition 6.10.(a) applied
to the homomorphism h, which sends x ∈ V ⊆ A′ into x ∈ V ⊆ A1, we get that e(u∗X, i∗X) =
e(X1,X0[ǫ]) ∈ V ⊗T
1(X0). But e(X1,X0[ǫ]) = kX by definition. ♣
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Proof of 7.7. Let (V,R) be a deformation and (φ, f), (ψ, g): (V,R) → (X,A) two homomorphism;
we need to show that (φ, f) = (ψ, g). If f = g then φ = ψ because of Proposition 6.4.(a), so it is
enough to prove the following: if f, g:R → A are homomorphisms of complete algebras and f∗V
is isomorphic to g∗V as a deformation over A, then f = g. Obviously f0 = g0; we assume n ≥ 1
and prove that if fn−1 = gn−1:Rn−1 → An−1 then fn = gn:Rn → An. Then fn = gn for all n, so
f = g, as claimed.
Consider ∆(fn, gn):mR/m
2
R → m
n
A/m
n+1
A ⊆ An. By hypothesis fn∗Xn and gn∗Xn are isomor-
phic as liftings of fn−1∗Xn−1 = gn−1∗Xn−1, so from Lemma 7.8 we get(
∆(fn, gn)⊗ id
)
(kV ) = 0 ∈ m
n
A/m
n+1
A ⊗ T
1(X0).
This is equivalent to saying that the adjoint map
∆(fn, gn)
∨: (mA/m
2
A)
∨ → (mR/m
2
R)
∨
composed with the Kodaira-Spencer map KV : (mR/m
2
R)
∨ → T1(X0) is 0. But KV is an isomor-
phism, so ∆(fn, gn) = 0, and fn = gn, as claimed. ♣
We have seen that if X0 has a versal deformation then T
1(X0) is finite-dimensional (Proposi-
tion 7.4.(c)). The main result of this section is that the converse holds.
(7.9) Theorem. If T1(X0) is finite-dimensional then X0 has a miniversal deformation (V,R).
If r = dimκT
1(X0) then R is of the form κ[[t1, . . . , tr]]/I with I ⊆ m
2
κ[[t1,...,tr ]]
, and the minimal
number of generators of I is the dimension of the space ObsX0.
So if T1(X0) is finite-dimensional then the obstruction space ObsX0 is finite-dimensional, even
thought T2(X0) might not be.
The condition that T1(X0) be finite-dimensional is satisfied for example when X is proper, or
affine with isolated singularities.
Before going to the proof let us draw two consequences.
(7.10) Corollary. Let (V,R) be a miniversal deformation of X0. Then R is a power series
algebra if and only if X0 is unobstructed.
The following is a consequence of the theorem and of Proposition 7.7.
(7.11) Corollary. The scheme X0 has a universal deformation if and only if T
0(X0) = 0 and
T1(X0) is finite-dimensional.
Proof of 7.9. Let us start with a definition.
(7.12) Definition. The order of an artinian algebra A is the least n such that mn+1A = 0.
A deformation (V,R) is n-versal if the condition of Definition 7.2 is satisfied when A and B
are artinian of order at most n.
Obviously every deformation is 0-versal. A deformation (V,R) is n-versal of and only if (Vn, Rn)
is n-versal.
The content of Lemma 7.3 is that a deformation is versal if and only if it is n-versal for all n.
Set T = T1(X0), and let t1, . . . , tr be a basis for the dual space T
∨. Assume also that ObsX0 is
finite-dimensional, with basis ω1, . . . , ωℓ. We do not know a priori that ObsX0 is finite-dimensional;
if we do not assume this the proof goes through with minor changes in notation. Set
Λ =
∞∏
i=1
Symi T∨ = κ[[t1, . . . , tr]].
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We will construct R as a quotient of Λ by an ideal generated by ℓ generators f1, . . . , fℓ in Λ,
with no terms of degree less than 2. If we denote by f
(n)
i the part of fi consisting of terms of degree
at most n, then f
(1)
i = 0, and the f
(n)
i are constructed by an inductive procedure in such a way
that there is an n-versal deformation Vn over Rn = Λ
/((
f
(n)
1 , . . . , f
(n)
ℓ
)
+ mn+1Λ
)
; then the fi are
defined as the limit of the f
(n)
i .
We start from the deformation (V1, R1) constructed after Proposition 6.12; here R1 = κ⊕T
∨ =
Λ/m2Λ, and V1 is a deformation having as the identity T → T as its Kodaira-Spencer map.
Let us prove that (V1, R1) is 1-versal. Let (X,A) and (Y,B) be deformations over artinian
algebras of order at most 1 with a surjective homomorphism (η, p): (X,A) → (Y,B), and
(ψ, g): (V1 , R1)→ (Y,B)
a homomorphism. The Kodaira-Spencer class kX ∈ mA ⊗ T ≃ Hom(T
∨,mA) induces a linear map
T∨ → mA, and an algebra homomorphism f :R1 → A; by the functoriality of Kodaira-Spencer
classes (Proposition 6.10.(a)) and Proposition 6.12 we see that the composition pf is equal to g,
and p∗V1 is isomorphic to X. Fix an isomorphism φ
′: p∗V1 ≃ X; if the composition
ψ′ = η ◦ p∗φ
′: g∗V1 = p∗f∗V1 → Y
is equal to ψ then (ψ, g) = (η, p) ◦ (φ′, f), and we are done. In general this is not true.
Set β = η−1 ◦ψ◦p∗φ
′−1: p∗X ≃ p∗X; then β will correspond to an element of β ∈ mB⊗T
0(X0)
(Theorem 4.4.(b)). Because of the surjectivity of p the element β can be lifted to an element
α ∈ mA⊗T
0(X0) corresponding to an automorphism α of X, and, because of Proposition 4.13.(a),
we have p∗α = β. Set φ = α ◦ φ
′; then
η ◦ p∗φ = η ◦ p∗α ◦ p∗φ
′ = η ◦ β ◦ p∗φ
′ = η ◦ η−1 ◦ γ ◦ p∗φ
′−1 ◦ p∗φ = ψ,
so (φ, f) gives us the lifting.
Next consider the obstruction qX0 ∈ Sym
2 T∨ ⊗ ObsX0 = m
2
Λ/m
3
Λ ⊗ ObsX0, as in Defini-
tion 6.13, which we write as
qX0 =
ℓ∑
i=1
f
(2)
i ⊗ ωi,
and think of f
(2)
i as homogeneous polynomials of order 2. Then we set
R2 =
(
κ⊕ T∨ ⊕ Sym2 T∨
)/(
f
(2)
1 , . . . , f
(2)
ℓ
)
= Λ
/(
(f
(2)
1 , . . . , f
(2)
ℓ ) +m
3
Λ
)
;
because of Proposition 4.13.(c) the obstruction to lifting V1 to R2 vanishes, so we choose an arbitrary
lifting V2. This deformation (V2, R2) is 2-versal, as we shall see.
In general we proceed by induction. Let us assume that we have lifted V1 to a deformation
(Vn−1, Rn−1), with Rn−1 an algebra of the form
Rn−1 =
( n−1⊕
k=0
Symk T∨
)/(
f
(n−1)
1 , . . . , f
(n−1)
ℓ
)
= Λ
/((
f
(n−1)
1 , . . . , f
(n−1)
ℓ
)
+mnΛ
)
= Λ/In−1
where the f
(n−1)
1 are polynomials in t1, . . . , tr of degree at most n− 1 with no terms of degree less
than 2. Suppose also that we know that Rn−1 is (n − 1)-versal. Then we look for homogeneous
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polynomials g
(n)
1 , . . . , g
(n)
ℓ of degree n so that if we set f
(n)
i = f
(n−1)
i + g
(n)
i , the obstruction to
lifting Vn−1 to
Rn =
( n⊕
k=0
Symk T∨
)/(
f
(n)
1 , . . . , f
(n)
ℓ
)
= Λ
/((
f
(n)
1 , . . . , f
(n)
ℓ
)
+mn+1Λ
)
= Λ/In
vanishes.
To find the g
(n)
i set
R˜n = Λ/mΛIn−1;
the projection π: R˜n → Rn−1 has kernel In−1/mΛIn−1. The obstruction ω ∈ (In−1/mΛIn−1) ⊗
ObsX0 to lifting Vn−1 to R˜n can be written as
ω =
ℓ∑
i=1
ui ⊗ ωi,
where the ui ∈ In−1 are sums of a homogeneous polynomial of degree n and a linear combination
of the f
(n−1)
i with coefficients in κ. Set
In = mΛIn−1 + (u1, . . . , uℓ) = m
n+1
Λ +mΛf
(n−1)
1 + · · ·+mΛf
(n−1)
ℓ + (u1, . . . , uℓ) ⊆ Λ
and consider the algebra
Rn = Λ/In;
with its projection Rn → Rn−1. By Proposition 4.13.(c) the obstruction to extending Vn−1 to Rn
vanishes. Let us check that In is generated by m
n+1
Λ and by ℓ polynomials of the form f
(n−1)
i +g
(n)
i ,
where g
(n)
i is homogeneous of degree n.
(7.13) Lemma. We have
In−1 = m
n
Λ + (u1, . . . , uℓ)
and
In = m
n+1
Λ + (u1, . . . , uℓ).
Proof. Clearly mnΛ + (u1, . . . , uℓ) ⊆ In−1 and m
n+1
Λ + (u1, . . . , uℓ) ⊆ In, so we only need to show
the reverse inclusions.
Consider the natural algebra homomorphism π:R′n−1
def
= Λ/
(
mnΛ + In
)
→ Rn−1. The algebra
R′n−1 is a quotient of Rn, so there is a lifting of Vn−1 to R
′
n−1. By hypothesis (Vn−1, Rn−1) is
(n − 1)-versal; hence the projection π is split by a algebra homomorphism ρ:Rn−1 → R
′
n−1. But
R′n−1 has order at most n − 1, and the differential dπ induces an isomorphism of tangent spaces,
whose inverse is dρ; it follows that ρ is surjective, and π is an isomorphism. So
mnΛ +mΛf
(n−1)
1 + · · · +mΛf
(n−1)
ℓ + (u1, . . . , uℓ)
def
= mnΛ + In = In−1
def
= mnΛ +
(
f
(n−1)
1 , . . . , f
(n−1)
ℓ
)
and we can write
f
(n−1)
i = hi +
ℓ∑
j=1
αijf
(n−1)
j +
ℓ∑
j=1
λijuj
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where hi ∈ m
n
Λ, αij ∈ mΛ and λij ∈ Λ. The matrix Idℓ×ℓ − (αij) ∈ GLn(Λ) is invertible, and the
system of equations above implies that
(
Idℓ×ℓ − (αij)
) f
(n−1)
1
...
f
(n−1)
ℓ
 ∈ (mnΛ + (u1, . . . , uℓ))⊕ℓ
and therefore f
(n−1)
i ∈ m
n
Λ+(u1, . . . , uℓ) for all i. This proves the inclusion In−1 ⊆ m
n
Λ+(u1, . . . , uℓ).
From this we also get
mn+1Λ +mΛf
(n−1)
1 + · · ·+mΛf
(n−1)
ℓ ⊆ m
n+1
Λ + (u1, . . . , uℓ)
and this proves the inclusion In ⊆ m
n+1
Λ + (u1, . . . , uℓ). ♣
So we have made progress; we have managed to express Rn as the quotient of Λ/m
n+1
Λ by
an ideal generated by ℓ polynomial u1, . . . , uℓ. This is not quite what what we want, as the parts
of degree less than n of these polynomials are not necessarily the f
(n−1)
i . To fix this we need an
elementary lemma.
(7.14) Lemma. Let M be a finite module over a local ring Λ, x1, . . . , xℓ and y1, . . . , yℓ two
sequences of generators. Then there exists an invertible ℓ × ℓ matrix (λij) ∈ GLℓ(Λ) such that
yi =
∑ℓ
j=1 λijxi for all i.
Proof. If the sequences are minimal then any matrix (λij) such that yi =
∑ℓ
j=1 λijxi for all i
is invertible, so we are done. In general we permute the xi and the yi so that x1, . . . , xp and
y1, . . . , yp are minimal sequences of generators, and write yi =
∑p
j=1 λijxi for all 1 ≤ i ≤ p,
yi = xi +
∑p
j=1 λijxj for p+ 1 ≤ i ≤ ℓ. The resulting matrix
λ1 1 . . . λ1 p 0 0 . . . 0
...
. . .
...
...
...
. . .
...
λp 1 . . . λp p 0 0 . . . 0
λp+1 1 . . . λp+1 p 1 0 . . . 0
λp+2 1 . . . λp+2 p 0 1 . . . 0
...
. . .
...
...
...
. . .
...
λℓ 1 . . . λℓ p 0 0 . . . 1

is invertible. ♣
Now we apply the lemma to the ideal
mnΛ + (u1, . . . , uℓ)
mnΛ
=
mnΛ +
(
f
(n−1)
1 , . . . , f
(n−1)
ℓ
)
mnΛ
⊆ Λn
and conclude that there is an invertible matrix (λij) ∈ GLℓ×ℓ(Λ) with f
(n−1)
i ≡
∑ℓ
j=1 λijuj
(mod mnl ) for all i; therefore there are homogeneous polynomials g
(n)
i ∈ Λ of degree n such that
f
(n−1)
i + g
(n)
i ≡
ℓ∑
j=1
λijuj (mod m
n+1
l )
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for all i, so that the f
(n)
i = f
(n−1)
i + g
(n)
i generate In, as we wanted.
Lift Vn−1 to a deformation Vn over Rn. We want to prove that (Vn, Rn) is n-versal.
We know that (Vn, Rn) is (n − 1)-versal, because Rn−1 = Rn/m
n
Rn
, and (Vn−1, Rn−1) is
(n− 1)-versal. Let (η, p): (X,A) → (Y,B) a surjective homomorphism of deformations with A and
B algebras of order at most n, (ψ, g): (Vn , Rn)→ (Y,B) a homomorphism; set a = ker p.
First of all assume that a ⊆ mnA. In this case the induced homomorphism An−1 → Bn−1 is
an isomorphism. Lift g:Rn = Λ/In → B to a homomorphism F ′: Λ → A by lifting the images
of the ti in B to A; clearly F
′(mΛIn−1) ⊆ mA(m
n
A + a) = 0, so F
′ induces a homomorphism
F : R˜n = Λ/mΛIn−1 → A. By functoriality the obstruction
∑ℓ
i=1 ui ⊗ ωi ∈ In−1/mΛIn−1 ⊗ T
1(X0)
to lifting Vn−1 from Rn−1 to R˜n maps to 0 in m
n
A ⊗ T
2(X0), so F
′(ui) = 0 for all i = 1, . . . , ℓ,
and F induces a homomorphism f ′:Rn → A which is a lifting of g. The isomorphisms ψ: g∗Vn =
p∗f
′
∗Vn ≃ Y and η: p∗X ≃ Y make f
′
∗Vn and X into liftings of Y ; if there were an isomorphism
of liftings φ: f ′∗Vn ≃ X then (η, p) ◦ (φ, f) = (ψ, g). In general there is no such isomorphism, so
consider the element e(X, f ′∗Vn) ∈ a ⊗ T , and the corresponding linear map u:T
∨ → a. Now we
apply Lemma 7.8: if f :Rn → A is a homomorphism such that ∆(f, f
′) = u, then e(f∗Vn, f
′
∗Vn) =
(u ⊗ id)(kVn). But kVn ∈ T
∨ ⊗ T ≃ Hom(T, T ) is the element corresponding to the identity, so
(u⊗ id)(kVn) = e(X, f
′
∗Vn), and e(f∗Vn,X) = e(f∗Vn, f
′
∗Vn)− e(X, f
′
∗Vn) = 0. Therefore f∗Vn and
X are isomorphic as liftings, and the conclusion follows.
In the general case one can factor p:A → B as the projection π:A → A/(mnA ∩ a) followed
by a homomorphism A/(mnA ∩ a) → B; if we can lift (ψ, g): (V,R) → (Y,B) to a homomorphism
(V,R) → (π∗X,A/(m
n+1
A ∩ a)) then it remains to lift along the homomorphism π, whose kernel is
contained in mnA, and this can be done by the previous case.
Consider the cartesian diagram(
π∗X,A/(m
n
A ∩ a)
) ✲ (Y,B)
❄ ❄
(Xn−1, An−1) ✲ (Yn−1, Bn−1)
(Corollary 8.2). Because (Vn, Rn) is (n− 1)-versal we get a lifting of the composition of
(id, ρ) ◦ (ψ, g): (Vn , Rn)→ (Yn−1, Bn−1),
where ρ:A → An−1 is the projection, to a homomorphism (Vn, Rn) → (Xn−1, An−1); from the
diagram above we get a lifting (Vn, Rn) →
(
X,A/(mnA ∩ a)
)
, and we conclude that (Vn, Rn) is
n-versal.
So by taking as R = Λ/I, where I = (f1, . . . , fr), where each fi is the limit of the f
(n)
i , we
get a deformation (V,R) which is n-versal for each n. Since every artinian algebra has an order,
this means that (V,R) has the property of Definition 7.2 in the case that A and B are artinian.
Lemma 7.3 implies that (V,R) is versal.
Now we only have to prove that the minimal number of generators of the ideal I = (f1, . . . , fℓ)
is ℓ = dimκObsX0. For this we will produce a surjective linear map (I/mΛI)
∨ → ObsX0.
Consider the ideal Jn = I
/(
I ∩ mn+1Λ
)
in Λn = Λ/m
n+1
Λ ; we have Λn/Jn = Rn. Take the
induced surjective morphism
I/mΛI → Jn/mΛJn.
(7.15) Lemma. The surjective morphism I/mΛI → Jn/mΛJn is an isomorphism for n≫ 0.
Proof. This is equivalent to saying that I ∩ mn+1Λ ⊆ mΛI for n ≫ 0, which follows from the
Artin-Rees lemma. ♣
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Now consider the obvious surjective homomorphism of algebras Λn/mΛJn → Rn; the deforma-
tion (Vn−1, Rn−1) has an obstruction ω ∈ (Jn/mΛJn) ⊗ ObsX0. Let us show that the associated
linear map u: (Jn/mΛJn)
∨ → ObsX0 is surjective for n≫ 0.
In fact we can find a basis ω1, . . . , ωℓ of ObsX0 and for each i a small extension of artinian
algebras A′i → Ai with kernel ai ≃ κ and a deformation (Xi, Ai) whose obstruction in ai⊗ObsX0 ≃
ObsX0 is exactly ωi. Now pick a homomorphism (φi, fi): (Vn, Rn)→ (Xi, Ai) for some n≫ 0, and
lift fi:Rn → Ai to a homomorphism f
′
i : Λn/mΛJn → A
′
i. Call gi:Jn/mΛJn → a ≃ κ the restriction
of f ′i ; by the functoriality of the obstruction class (Proposition 4.13.(c)) we have
(gi ⊗ id)(ω) = ωi,
which is equivalent to u(gi) = ωi. This proves the surjectivity of u, and concludes the proof. ♣
In the unobstructed case the miniversal deformations are easy to characterize.
(7.16) Corollary. Assume ObsX0 = 0. A deformation (X,A) is miniversal if and only if A
is a power series algebra over κ and the Kodaira-Spencer map KX : (mA/m
2
A)
∨ → T1(X0) is an
isomorphism.
Proof. Let (V,R) be a miniversal deformation constructed above; then R is a power series algebra.
Let
(φ, f): (V ′, R′)→ (V,R)
be a homomorphism; then (X,A) is miniversal if and only if f is an isomorphism, and it easy to check
that this happens if and only if A is a power series algebra and the differential df : (mA/m
2
A)
∨ →
(mR/m
2
R)
∨ is an isomorphism. By Proposition 6.10.(b) df : (mA/m
2
A)
∨ → (mR/m
2
R)
∨ is an isomor-
phism if and only if KX : (mA/m
2
A)
∨ → T1(X0) is an isomorphism, and this concludes the proof. ♣
The following is one of the the simplest nontrivial examples of a versal deformation space.
(7.17) Example. Let X0 ⊆ A
n
κ a hypersurface with isolated singularities, n ≥ 2. Call
F ∈ κ[x]
def
= κ[x1, . . . , xn]
a generator of the ideal of X in Anκ, and set A = κ[x]/(F ). The ideal
J =
(
∂F
∂x1
, . . . ,
∂F
∂x1
)
R ⊆ R
generated by the images in R of the partial derivatives of F is called the Jacobian ideal of X. Look
at the basic exact sequence
0 ✲ I0/I20 ✲ ΩAn/κ ⊗κ[x] A ✲ ΩX0/κ ✲ 0 (1)
where I0 is the ideal of X0 in κ[x] (Lemma 4.7). The A-module ΩAn/κ | X0 is free of rank n,
generated by dx1, . . . ,dxn, while I0/I
2
0 is free of rank 1, generated by the class of F . The matrix
of the differential I0/I
2
0 → ΩAn/κ is the Jacobian matrix of F restricted to X0, so the image of its
adjoint
(
ΩAn/κ | X0
)∨
→
(
I0/I
2
0
)∨
is J
(
I0/I
2
0
)∨
≃ J . We have an exact sequence
0 ✲
(
ΩX0/κ
)∨ ✲ (ΩAn/κ ⊗κ[x] A)∨ ✲ (I0/I20 )∨ ∂✲ Ext1A(ΩX0/κ, A) ✲ 0
which gives an isomorphism Ext1A
(
ΩX0/κ, A
)
≃ A/J . This shows that the ideal J is the annihilator
of Ext1A
(
ΩX0/κ, A
)
inA, so it is an invariant ofX0 and does not depend on the embeddingX0 →֒ A
n
κ.
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The dimension µ = µ(X0) of Ext
1
A
(
ΩX0/κ, A
)
= A/J as a κ-vector space is called the Milnor
number of X0. Choose polynomials G1, . . . , Gµ ∈ κ[x] whose images g1, . . . , gµ in A/J form a basis,
and consider the subscheme V ⊆ Anκ[[t]], where t = (t1, . . . , tµ), whose ideal is generated by
G = F + t1G1 + · · · + tµGµ ∈ κ[[t]][x];
we denote also by V the formal deformation on Λ = κ[[t]] induced by V . I claim that (V,R) is a
miniversal deformation of X0.
Observe that from the sequence (1) we get that Ext2A(ΩX0/κ, A) = 0, so X0 is unobstructed.
By Corollary 7.16 it is enough to prove that the Kodaira-Spencer map KV : (mR/m
2
R)
∨ → T1(X0)
is an isomorphism.
Consider the deformation (V1,Λ1); we want to calculate kV = e
(
V1,X
Λ1
0
)
. According to
Proposition 4.11.(c) this is the image of
ν
(
V1,X
Λ1
0
)
∈
(
mΛ/m
2
Λ
)
⊗κ (I0/I
2
0 )
∨
by the linear map
id⊗ ∂:
(
mΛ/m
2
Λ
)
⊗κ (I0/I
2
0 )
∨ −→
(
mΛ/m
2
Λ
)
⊗κ Ext
1
A(ΩX0/κ, A).
Under the isomorphism of A-modules A ≃ (I0/I
2
0 )
∨ the identity corresponds to the element
(I0/I
2
0 )
∨ = HomA(I0, A) which sends F to 1, so to calculate the element of(
mΛ/m
2
Λ
)
⊗κ (I0/I
2
0 )
∨ ≃
(
mΛ/m
2
Λ
)
⊗κ A
corresponding to ν
(
V1,X
Λ1
0
)
it is enough to calculate ν
(
V1,X
Λ1
0
)
(F ). For this we follow the def-
inition of ν
(
V1,X
Λ1
0
)
(Section 2). The image of G ∈ Λ[x] in Λ1[x] is an element of the ideal of
V1 in A
n
Λ1
mapping to F in κ[x], while the image of F in Λ1[x] is an element of the ideal of X
Λ1
0
mapping to F in κ[x]. The difference
G− F =
µ∑
i=1
tiGi ∈ mΛ1 [x] =
(
mΛ/m
2
Λ
)
⊗ κ[x]
maps to ν
(
V1,X
Λ1
0
)
(F ) in (mΛ/m
2
Λ)⊗A; this means that the image kV1 = e
(
V1,X
Λ1
0
)
of ν
(
V1,X
Λ1
0
)
in Ext1A(ΩX0 , A) = A/J is
∑µ
i=1 ti⊗gi, where the gi are the classes of the Gi modulo J . Because by
construction these form a basis of A/J , it follows that the Kodaira-Spencer map is an isomorphism,
as claimed.
This example can be generalized to complete intersections of positive dimension with isolated
singularities in affine spaces.
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8 A technical lemma
Let A be a noetherian commutative ring, I1 and I2 two nilpotent ideals inA; set A˜ = A/(I1∩I2),
A1 = A/I1, A2 = A/I2, A0 = A/(I1 + I2), and call πi:Ai → A0 the two projections. Consider
the category F of flat schemes of finite type over A˜. Define the objects of the category C to be
quintuples (X1,X2,X0, α1, α2), where Xi is a flat scheme of finite type over Ai and αi:X0 → Xi
is a closed embedding of schemes over A inducing an isomorphism Xi | SpecA0 ≃ X0. The arrows
from (X1,X2,X0, α1, α2) to (Y1, Y2, Y0, β1, β2) in C are triples (f1, f2, f0) of morphisms fi:Xi → Yi
of schemes over A such that βif0 = fiαi for i = 1, 2.
There is a functor Φ:F → C which sends a scheme X → Spec A˜ into
(X | SpecA1 ,X | SpecA2 ,X | SpecA0 , α1, α2)
where αi:X | SpecA0 → X | SpecAi is the obvious embedding.
If Xi = X | SpecAi there are embeddings ι1:X1 →֒ X and ι2:X2 →֒ X with ι1 ◦ α1 = ι2 ◦ α2,
so from a morphism of A-schemes φ:X → Z we get two morphisms ψi = φ ◦ ιi with ψ1α1 = ψ2α2.
(8.1) Lemma. The functor Φ is an equivalence of categories.
Furthermore the construction above yields a bijective correspondence between morphisms of
A-schemes φ:X → Z and pairs of morphisms ψ1:X1 → Z and ψ2 = X2 → Z with ψ1α1 = ψ2α2.
Call πi:Ai → A0 and ρi: A˜→ Ai the projections.
(8.2) Corollary. Suppose that A is a local artinian κ-algebra with residue field κ. Let X(i)
be a deformation of X0 over Ai for i = 0, 1, 2, (φi, πi):
(
X(i), Ai
)
→
(
X(0), A0
)
homomorphism
of deformation. Then there is a deformation X over A˜ and homomorphisms (φi, ρi):
(
X, A˜
)
→(
X(i), Ai
)
such that (
X, A˜
) (ψ2,ρ2)✲ (X(2), A2)
❄
(ψ1,ρ1)
❄
(φ2,π2)
(
X(1), A1
) (φ1,π1)✲ (X(0), A0)
is a cartesian diagram of deformations.
Proof. We have πi∗X
(i) = X(i) |SpecA0 , so we get an object
(
X(1),X(2),X(0), α1, α2
)
of C, where αi
is the composition of the isomorphism φ−1i :X
(0) ≃ X(i) |SpecA0 with the embedding X
(i) |SpecA0 →֒
X(i). If X is a flat scheme of finite type over A˜ such that Φ(X) ≃
(
X(1),X(2),X(0), α1, α2
)
then
we get isomorphisms ψi: ρi∗X = X | SpecAi ≃ X
(i). Then
(
X, A˜
)
is the desired fiber product. ♣
Proof of 8.1. We may assume A = A˜. Let us begin with some algebraic preliminaries.
Consider the category FA of flat module over A, and the category FA
·
whose objects are of
quintuples
M
·
= (M1,M2,M0, α
M
·
1 , α
M
·
2 )
where Mi is a flat module over Ai, and α
M
·
i :Mi →M0 is a homomorphism of A-modules inducing
an isomorphismMi⊗AiA0 ≃M0; we will call these objects flat A·-modules. The homomorphisms of
A
·
-modules f
·
:M
·
→ N
·
are triples f
·
= (f1, f2, f0) of homomorphisms of A-modules fi:Mi → Ni
such that f0α
M
·
i = α
N
·
i fi for i = 1, 2.
The homomorphism f
·
is called surjective if each fi is surjective.
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There is functor U :FA → FA
·
which sends a flat module M into
M ⊗A
·
= (M ⊗A A1,M ⊗A A2,M ⊗A A0, α
M
0 , α
M
1 )
where αi:Mi ⊗A Ai → M0 ⊗A A0 is induced by the projection πi:Ai → A0. A homomorphism of
flat A-modules f :M → N induces a homomorphism
U(f) = (f ⊗ idA1 , f ⊗ idA2 , f ⊗ idA0):M· −→ N·,
and this makes U into a functor.
We want to show that U is an equivalence of categories; let us construct an inverse V :FA
·
→
FA. If M· is a flat A·module then we define V (M·) to be the equalizer of the pair of morphisms
(α
M
·
1 , α
M
·
2 ), or, in other words, the kernel of the homomorphism of A-modules δM· :M1×M2 →M0
defined by δM
·
(x1, x2) = α
M
·
1 (x1) − α
M
·
2 (x2). The obvious homomorphism of rings A → A1 ×
A2 makes the A1 × A2-module M1 ×M2 into an A-module, and V (M·) is an A-submodule. If
f
·
:M
·
→ N
·
is a homomorphism of A
·
-modules then we define V (f
·
) to be the restriction of
f1 × f2:M1 ×M2 → N1 ×N2, so that we have a commutative diagram with exact rows
0 ✲ V (M
·
) ✲M1 ×M2
δM
·✲M0 ✲ 0
❄
V (f
·
)
❄
f1×f2
❄
f0
0 ✲ V (N
·
) ✲ N1 ×N2
δN
·✲ N0 ✲ 0.
This makes V into a functor from FA
·
into the category MA of A-modules.We need to show that
V (M
·
) is flat over A for any flat A
·
-moduleM
·
, and to produce isomorphisms of functors UV ≃ id
and V U ≃ id.
The chinese remainder theorem gives us an exact sequence of A-modules
0 ✲A ✲A1 ×A2
π1−π2✲A0 ✲ 0
which we can tensor with a flat A-module M to get an exact sequence
0 ✲M ✲ (M ⊗A A1)× (M ⊗A A2) ✲M ⊗A A0 ✲ 0.
This gives a canonical isomorphism of A-modules M ≃ V (M ⊗ A
·
), which yields an isomorphism
between the functor V U and the embedding of FA into MA.
Now take a flat A
·
-module M
·
, and set M = V (M
·
). The homomorphisms M → M1 and
M →M2 coming from the inclusion M ⊆M1 ×M2, and the homomorphism M →M0 induced by
either of the two projectionsM1×M2 →M0 induce homomorphisms of Ai-modules φ
M
i :M⊗AAi →
Mi; we want to show that the φ
M
i are isomorphisms, and that M is flat. Once this is done we can
restrict V to a functor V :FA
·
→ FA, and the isomorphisms φ·:UV (M·) = M ⊗A A· → M· will
give an isomorphism of functors UV ≃ id, as claimed.
Choose a free A-module F and a surjective homomorphism f0:F ⊗ A0 → M0; this lifts to
surjective homomorphisms f1:F ⊗A1 →M1 and f2:F ⊗A2 →M2, yielding a surjective homomor-
phism f
·
:F
·
= F ⊗A A· → M·. Call Ki the kernel of fi:Fi → Mi; because of the flatness of Mi
the restriction α
F
·
i | Ki :Ki → K0 induces an isomorphism Ki ⊗A A0 ≃ K0, so that
K
·
= (K1,K2,K0, α
F
·
1 | K1 , α
F
·
2 | K2)
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is a flat A
·
-module. Clearly F = V U(F ) = V (F
·
), and φFi :F ⊗A Ai → Fi is the identity. Set
K = V (K
·
). We get a commutative diagram
0 0 0
❄ ❄ ❄
0 ✲ K ✲ K1 ×K2
δK
·✲ K0 ✲ 0
❄ ❄ ❄
0 ✲ F ✲ F1 × F2
δF
·✲ F0 ✲ 0
❄ ❄
f1×f2
❄
f0
0 ✲M ✲M1 ×M2
δM
·✲M0 ✲ 0
❄ ❄ ❄
0 0 0
with exact rows, whose last two columns are also exact; this implies that the first column is also
exact.
What follows is a familiar argument in commutative algebra. When we we tensor it with Ai
we get a right exact sequence, which is the top row of a commutative diagram
K ⊗Ai ✲ F ⊗Ai ✲M ⊗Ai ✲ 0
❄
φKi φ
F
i ❄
φMi
0 ✲ Ki ✲ Fi ✲ Mi ✲ 0
with exact rows. This implies that φMi is surjective; since M is an arbitrary module φ
K
i will be
surjective too, and by diagram chasing we get that φMi is an isomorphism, as claimed.
Then φKi will also be an isomorphism; this means that the sequence
0 ✲K ⊗Ai ✲ F ⊗Ai ✲M ⊗Ai ✲ 0
is exact, so TorA1 (Ai,M) = 0. Since M ⊗A Ai = Mi, and Mi is flat over Ai, the flatness of M
over A follows immediately from the local criterion of flatness (see [Matsumura], or the proof of
Lemma 2.6).
Now we go from flat modules to flat algebras. This is straightforward; call FalgA the category
of flat A-algebras, and FalgA
·
the category of flat A
·
-algebras; that is, flat A
·
-modules M
·
such that
every Mi is endowed with a structure of Ai-algebra, so that α
M
·
i is a homomorphism of A-algebras.
Then if M is an A-algebra the A
·
-module inherits a structure of A
·
-algebra, so we get a functors
Ualg:FalgA → F
alg
A
·
; conversely if M
·
is an A
·
-algebra then V (M
·
) is an A-subalgebra of M1 ×M2,
so V (M
·
) has a natural A-algebra structure, and we get a functor V alg:FalgA
·
→ FalgA ; these together
give an equivalence of categories.
Also from the construction we get immediately that if M
·
= U(M) and N is an A-algebra
then there is a bijective correspondence between homomorphisms of algebras φ:N →M and pair of
homomorphisms of A-algebras ψ1:N →M1 and ψ2:N →M2 such that α
M
·
1 ψ1 = α
M
·
2 ψ2, obtained
by composing φ with the projections M →M1 and M →M2.
If M is a flat A-algebra of finite type then M ⊗A Ai is of finite type over Ai. On the other
hand suppose that M ⊗A A1 is of finite type over A1, and choose a surjective homomorphism
A1[x1, . . . , xn] → M1 = M/I1. By lifting the images of the xi to M we get a homomorphism
A[x1, . . . , xn]→M , which is easily seen to be surjective, due to the fact that I1 is nilpotent, so M
is also of finite type.
This proves Lemma 8.1 for affine schemes. The general case follows from standard patching
arguments, which we omit. ♣
51
9 References
M. Artin: (1) Lectures on Deformations of Singularities. Tata Institute of Fundamental Research,
Bombay (1976). (2) Versal deformations and algebraic stacks. Invent. Math. 27 (1974), pp.
165–189.
P. Deligne, expose´ XVIII in: A. Grothendieck, with M. Artin and J. L. Verdier: The´orie des topos et
chomologie e´tale de schemas, Se´minaire de Ge´ome´trie n. 4, vol. III, Lecture Notes in Mathematics
305. Springer-Verlag, Berlin-New York, 1973.
R. Elkik: Alge´brisation du module formel d’une singularite´ isole´e. In: Quelques proble`mes de
modules (Se´m. Ge´om. Anal., E´cole Norm. Sup., Paris, 1971–1972), Aste´risque 16 (1974), Soc.
Math. France, Paris, pp. 133–144.
L. Illusie: Complexe cotangent et de´formations I: Lecture Notes in Mathematics 239. Springer-
Verlag, Berlin-New York, 1971. Complexe cotangent et de´formations II: Lecture Notes in Mathe-
matics 283. Springer-Verlag, Berlin-New York, 1972.
J. Kolla´r: Rational Curves on Algebraic Varieties. Ergebnisse Der Mathematik Und Ihrer Gren-
zgebiete 32, Springer-Verlag (1995).
H. Matsumura: Commutative algebra. W. A. Benjamin, Inc., New York (1970).
V. S. Retakh: Homotopical properties of categories of extensions, Russian Math. Surveys 41 (1986),
pp. 217–218.
M. Schlessinger: Functors of Artin rings. Trans. A.M.S. 130 (1968).
K. H. Ulbrich, Group cohomology for Picard categories. J. Alg. 91 (1984).
52
