We consider the categorization problem in a Hopfield network with an extensive number of concepts p ϭ␣N and trained with s examples of weight , ϭ1, . . . ,s in the presence of synaptic noise represented by a dimensionless ''temperature'' T. We find that the retrieval capacity of an example with weight 1 , and the corresponding categorization error, depend also on the arithmetic mean m of the other weights. The categorization process is similar to that in a network trained with Hebb's rule, but for 1 / m Ͼ1 the retrieval phase is enhanced. We present the phase diagram in the T-␣ plane, together with the de Almeida-Thouless line of instability. The phase diagrams in the ␣-s plane are discussed in the absence of synaptic noise and several values of the correlation parameter b.
I. INTRODUCTION
In the seminal work by Amit, Gutfreund, and Sompolinsky ͓1͔ on the statistical equilibrium properties of the Hopfield model ͓2͔ for attractor neural networks, it was shown that, besides the desired retrieval states of single memories, there appeared undesirable mixture states where several patterns could be recalled. However, in later developments it was shown that mixture states could be very useful in the description of a different mental process, that of categorization. In the categorization process, the network learns several blurred examples of a concept, and there is a competition between the retrieval of an individual example and the state in which the network categorizes by retrieving the hidden concept common to the individual examples ͓3͔.
The problem of categorization has been widely investigated in a Hopfield network both in the absence ͓4͔ and in the presence ͓5͔ of synaptic noise, in layered neural networks both for binary ͓6͔ and multistate neurons ͓7͔, and analogical networks ͓8͔. Dynamical studies were also performed in very diluted networks for binary ͓9͔ and multistate neurons ͓10͔. The effect of gradual dilution and of synaptic noise in the categorization ability of an attractor neural network with hierarchically correlated patterns has been studied recently ͓11͔.
In a previous publication ͓12͔ we addressed ourselves to the problem of categorization in an attractor neural network trained with weighted examples in the presence of synaptic noise, for a finite numbers of concepts. We found that the retrieval capacity of an example in the competition with categorization depends on the ratio between the weight of the retrieved example and the mean value of the other weights. When this ratio is larger than unity we obtained that the line of first-order transitions between the retrieval and categorization phases ends at a critical point. Prior to us, a generalized Hebb's rule with weighted patterns has been used in several schemes of neural networks ͓13-17͔. In ͓18͔ a mechanism was proposed to enhance the retrieval of a finite subset of ''marked'' patterns by increasing their relative weights. When the weight of the marked subset is sufficiently large, the discontinuous transition from retrieval to spin glass phase becomes continuous at a tricritical point. When the number of marked patterns is extensive, the transition is always discontinuous ͓19͔. We refer the reader to our previous paper ͓12͔ for more details on the justification of the model, and we concentrate here on the extensions of the work to the case of an extensive number of concepts.
When we are in the presence of a number pϭ␣N of concepts, they may interfere forming a spin glass phase that competes with the processes of retrieval and categorization, and it is the purpose of this paper to present our results and phase diagram when ␣ 0. We obtained that the retrieval phase is never a global minimum of the free energy, although the region in which the retrieval of a particular example is a relative minimum increases with its weight.
The outline of the paper is as follows. We present the calculation of the free energy and saddle point equations within a replica symmetric calculation in Sec. II, together with the results for the Almeida-Thouless instability line. We leave Sec. III for conclusions, and the technical details of the calculation are presented in the Appendix.
II. MODEL
We study in this paper the categorization ability of a Hopfield network with N neurons S i ϭϮ1, trained with s weighted examples of a given concept, for an extensive number pϭ␣N of concepts. By introducing the dimensionless temperature Tϭ1/␤ as a measure of synaptic noise, the categorization and retrieval overlaps can be obtained from the free energy associated to the Hamiltonian ͓12͔
where the synapses J i j are given by the weighted Hebb's rule:
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and the h are auxiliary fields. The examples i are binary random variables that may or may not be aligned to the concept ͕ i ͖ with probability
͑3͒
The p concepts ͕ i ͖ are uncorrelated and they may be equal to Ϯ1 with equal probability. The quantities of interest are the categorization overlap
and the related categorization error
together with the retrieval overlap
As we are interested in the categorization process of a given concept, say ϭ1, we expect the retrieval and categorization overlaps m 1 and m 1 in Eq. ͑4͒ and Eq. ͑6͒ to be O(1), while all the other overlaps for Ͼ1 would be O(1/ͱN) and contribute to the spin glass phase. Then we write the partition function
where
Using the replica method we write the free energy per site:
where Z n ϭ͗Z n ͘ and ͗•••͘ stands for an average over ͕ i ͖, ͕ i ͖ in that order. We reserve the detailed calculations for the Appendix and present here only the relevant results. From Eq. ͑A2͒ we can write Z n ,
where, from Eq. ͑A11͒,
and L is an sϫs matrix with elements
while q is the nϫn overlap matrix with elements
At this point we consider the simplified distribution of weights that was introduced in Ref. ͓12͔, ϭ m 1 , for у2 and we obtain from Eq. ͑11͒
͑15͒
We introduce the order parameters in Eq. ͑13͒ by means of the identities
and we obtain for Z n at the saddle point
where given the symmetry of the weights we look for a solution:
and we call
Having in mind the calculation of the de AlmeidaThouless ͓20͔ instability line, we write the saddle-point solution:
and we obtain to the second order in ␥␦ , ␥␦ , in the limit n→0,
where the replica symmetric free energy is given by
Cϭ͑1Ϫq ͒.
The average ͗ ͘ in Eq. ͑21͒ is over the examples and the concept, in that order. The variable
has a conditional binomial distribution ͓5,12͔
The correction ⌬ f RSB due to replica symmetry breaking is the quadratic form obtained in the Appendix, Eq. ͑A20͒
A. Replica symmetric theory
The saddle-point equations for the replica symmetric order parameters q, r, m 11 , and m sϪ1 are obtained by extremizing f RS in Eq. ͑22͒ while m 1 in Eq. ͑4͒ is obtained by differentiating f RS with respect to h 1 . We obtain, by calling n ϭ2Ϫ(sϪ1),
where g Ϯ ϭm 11 1 11 ϩzͱ␣rϮm sϪ1 m n . ͑30͒
The equation for r is
with the coefficients a i in Eq. ͑23͒
B. Replica symmetry breaking
By solving for in Eq. ͑A22͒, we obtain that the lowest eigenvalue vanishes at the instability line,
and g Ϯ are given in Eq. ͑30͒.
III. NUMERICAL RESULTS AND DISCUSSIONS
We study in this paper the categorization ability of a Hopfield network trained with s weighted examples of each concept, for a macroscopic number pϭ␣N of concepts, in the presence of synaptic noise represented by a dimensionless ''temperature'' T, thus extending our previous results for finite p ͓12͔. Besides the categorization and retrieval overlap in Eq. ͑14͒ and Eq. ͑16͒, we have to consider now the spin glass overlap matrix in Eq. ͑13͒. Having in mind that the network has not been exposed to the underlying concepts but only to imperfect and differently weighted examples of them, we are interested in knowing how the relative weights influence the occurrence of the retrieval, categorization, and spin glass phases. As the concepts are statistically uncorrelated, it is sufficient to analyze the overlaps corresponding to one of them, let us say ϭ1; then the retrieval phase of one particular example ͕ i
11
͖ is characterized by the asymmetric solution m 11 Ͼm sϪ1 in Eq. ͑18͒, while in the categorization phase m 11 ϭm sϪ1 and the categorization error ⑀ 1 in Eq. ͑16͒ drops abruptly to small values. For finite values of ␣ 0 there is also a spin glass phase with q 0, r 0 in Eq. ͑20͒, which interferes with the retrieval and categorization phases. We calculate the spin glass phase in the replica symmetric approximation, together with the de Almeida-Thouless instability line where the replicon eigenvalue vanishes.
In the present work we consider the simplest choice of differentiated weights in Eq. ͑2͒, namely ϭ m ,у2, and m 1 . We show in Fig. 1 the phase diagram in the T-␣ plane, obtained from the solution of the saddle point equations, Eqs. ͑26͒-͑31͒, for correlation parameter bϭ0.4, number of examples sϭ10, and for different values of the ratio 1 / m . For 1 ϭ m we recover the results of Ref. ͓15͔, which show only a spin glass and categorization ordered phases, while for 1 Ͼ m we observe the occurrence of a locally stable retrieval phase at low temperatures. We also show the de Almeida-Thouless instability line, which limits the validity of the replica symmetric theory at very low temperatures. The effect of varying the number of examples s in the absence of synaptic noise is shown in Fig. 2 , where we present the phase diagram in the ␣-s plane for correlation parameter bϭ0.2 for several values of 1 / m . A comparison with Fig. 1 shows that the relative enhancement of the retrieval versus categorization phases may be controlled by increasing 1 / m and decreasing the correlation parameter b. The phase diagrams in the ␣-s plane for Tϭ0, several values of the correlation parameter b, and 1 / m are shown in Fig. 3 .
To conclude, the present results show that weighted examples allow us to control the extent and importance of the retrieval versus categorization phases within a replica symmetric spin glass theory. The de Almeida-Thouless instability line limits our results in the lower part of phase diagram in the T-␣ plane, particularly in the phase boundary between the categorization phase and the spin glass phase. In contrast, the breakdown of the replica symmetric mean field equation is less important in the Hopfield model ͓1͔.
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APPENDIX
We present here the detailed derivation of the expressions used in the paper. From Eq. ͑17͒ we obtain that pn␤Ĝ in Eq. ͑10͒ is given by
where the bracket indicates an average over ͕ i ͖, ͕ i ͖ for у2, in that order. Taking advantage of the statistical independence of the ͕ i ͖, we may write ͓21͔
͑A2͒
From now on we will indicate by a double bracket an average as shown in Eq. ͑A2͒; then
By using the cumulant expansion in Eq. ͑A2͒, we may write
͑A6͒
It has been shown elsewhere ͓21͔ that the only relevant contribution in the thermodynamic limit comes from cumulant averages with the maximum number of sums over sites, or ''ring diagrams.'' This gives from Eq. ͑A4͒ and Eq. ͑A6͒,
where we introduced an sϫs matrix L with elements 
