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Abstract 
Query-focused summarization aims to produce a condensed version of multiple documents 
which is relevant to a given query. While some deep learning approaches have recently been 
applied to solve this task, how to automatically generate reliable ground truth labels for training 
remains an open problem. In this study, we employ eight existing textual similarity measures 
to generate ground truth labels at the sentence level given a reference summary. We then feed 
these different labelled data to deep learning approaches to generate extractive summaries. We 
use the DUC 2005-2007 benchmark datasets in our experiment. Our experiments show that 
using different similarity measures has a significant impact on the summary quality. 
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 Chapter 1 
Introduction 
Text summarization has recently gained much attention in natural language processing due 
to its promise in various applications. Examples include search engine snippets generation, 
news article headlines generation, question answering, and personalized recommendation 
engines. Among them, query-focused summarization (QFS), i.e, the task of producing a short 
and concise summary of a document or a set of documents based on user’s query, remains a 
highly challenging task. 
Recently, deep learning has been applied to text summarization and the majority of such 
approaches are extractive. Extractive summarization studies which is based on deep learning 
often take a sentence classification approach [1-4], thus ground truth labels are needed for 
training so that the model can generate correct prediction in the form of membership probability 
of each sentence in the final summary.  
However, benchmark datasets in text summarization such as DUC 1  (Document 
Understanding Conference) dataset, CNN2 (Cable News Network) dataset, and Daily Mail3 
dataset only contain manual abstractive summaries as ground truth. To solve this problem, 
recent extractive summarization studies applied an unsupervised approach to convert the 
abstractive summaries to extractive sentence labels. Nallapati and Ma [2] and Nallapati et al. 
[3] employed the following variants of ROUGE (Recall Oriented Study for Gisting Evaluation) 
[5]: ROUGE-1, ROUGE-2, and ROUGE-L similarity measures to generate ground truth in the 
form of sentence-level binary labels, while Cao et al. [1] and Cheng and Lapatta [4] only 
utilized ROUGE-2. Furthermore, Cheng and Lapatta [4] used a rule-based system which is 
identical to ROUGE-1 (unigram overlap) and ROUGE-2 (bigram overlap), they then combined 
                                                          
1 https://duc.nist.gov/data.html 
2 www.cnn.com 
3 www.dailymail.co.uk 
Chapter 1  Introduction 
 
11 
 
these measures with sentence position information and entities overlapping number to form 
ground truth labels. The mentioned studies apply different similarity measures to generate 
ground truth, but which measure is the most reliable remains an open problem. 
In this thesis, we specifically focus on query-focused extractive summarization and re-
implement the following textual similarity measures to generate ground truth at sentence level: 
ROUGE-1, ROUGE-2, ROUGE-SU, ROUGE-L, ROUGE-WE2, ROUGE-WE-SU, and 
cosine-based word embedding similarity. In addition, we also attempt to generate the ground 
truth using the combination of these measures and combine them with query keyword 
overlapping number to identify more reliable combination. We then feed these different 
labelled data to some deep learning models to extract summaries. We use DUC 2005-2007 
datasets in our experiment. 
The objective of this thesis is to re-implement the mentioned six textual similarity measures 
to generate ground truth to train a query-focused extractive summarization system based on 
deep neural models, evaluate the results of each measure on each neural model and analyse 
those results to find the most reliable measure. To fulfil this objective, this thesis addresses the 
following research questions: 
1. Can a reliable ground truth improve the output summary of neural-based query-focused 
extractive summarization? 
2. What is the best measure for pseudo ground truth generation for neural-based query-
focused extractive summarization? 
The rest of this thesis is structured as follows. In Chapter 2, we discuss some relevant 
studies and background of all components related to the ground truth generation for query-
focused extractive summarization that utilized deep neural network techniques. In Chapter 3, 
we detail the approaches that we employ in this thesis, including the explanation of similarity 
measures and neural models. Some details of our experiments are explained in Chapter 4. In 
Chapter 5, we report the results of our experiment. Finally, we conclude the findings of this 
thesis and give some suggestions for further research in Chapter 6. 
 Chapter 2 
Related Work 
2.1    Query-Focused Extractive Summarization 
Query-focused summarization is designed to output a brief, concise and fluent summary of 
multiple documents based on a given query. Similar to generic text summarization, query-
focused summarization is also divided into two types: abstractive and extractive. Query-
focused abstractive summarization is expected to yield a short summary which consists of 
totally new words as well as sentences which deem to be relevant to the user’s query. On the 
comparison, query-focused summarization outputs a query-based summary by directly 
selecting some highly relevant sentences in the source documents. 
Studies on query-focused extractive summarization spans a large range of approaches. 
Early studies on this task mostly used unsupervised graph-based approach to extract both 
salient and query-dependent sentences [6-7], where nodes are sentences and the edge scores 
reflect the similarity between sentences, each node is given a relevance weight based on its 
relevance to the query. 
Following that, supervised approaches such as machine learning have been applied to solve 
query-focused summarization task. Ouyang et al. [8], Daumé III and Marcu [9], Conroy et al. 
[10] used Support Vector Regression (SVR), Bayesian Statistical Model (BAYESUM), and 
Hidden Markov Model (HMM), respectively, to extract query-dependent and query-
independent features and thereby estimate the importance of sentences. For SVR-based query-
focused summarization [8], they applied a regression-style sentence ranking method that 
outputs the importance score of each sentence in the summary. Then, BAYESUM-based 
summarization [9] aimed to solve the short queries problem in QFS using query expansion 
method. HMM-based summarization [10] modified the feature used by HMM by adding 
linguistic capabilities in order to improve the output summaries. Furthermore, these early 
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studies on machine learning-based query-focused extractive summarization used hand-crafted 
features such as sentence position information, named entity feature and TF-IDF feature. 
2.2    Extractive Summarization based on Deep Learning 
Following the popularization of deep learning, many summarization systems have also 
employed deep learning techniques to address both general and query-focused summarization. 
Cheng and Lapatta [4] treated single document summarization as a sequence labelling task by 
utilizing Convolutional Neural Network (CNN) as sentence encoder to generate sentence 
representations and then utilized Recurrent Neural Network (RNN) to sequence-labelling the 
sentences. They used the LSTM (Long Short-Term Memory) as sentence and word extractor, 
which is expected to generate a fluent and cohesive summary. 
 Cao et al. [1] addressed the problem of query-focused extractive summarization using 
query-attention-weighted CNNs. They used CNN to encode the sentences in source document 
as well as the queries. Since this study is a query-focused summarization, they applied a tensor 
function over sentence and query representations to obtain the relationship of sentences and 
queries. After that, they performed the weighted-sum pooling operation to represent document 
representation with the information of the relationship between sentences and queries as the 
weight. Finally, they extracted the summary sentences by calculating the cosine similarity 
between sentences and its document representations. 
Ren et al. [11] proposed Query Sentence Relation (QSR) which also used CNN with 
attention mechanism. The proposed summarization system is called QSRSum which applies a 
QSR-based attention mechanism to stimulate the attentive reading of a human reader with some 
queries in mind. The mechanism can recognize which part of the given queries are more likely 
answered by a sentence under consideration. 
Kobayashi et al. [12] simply used the sum of trained word embeddings as sentence or 
document representation. Although a TF-IDF based feature performs better than their proposed 
method, this approach can output relatively competitive result in general single summarization 
corpora. 
2.3    Ground Truth in Extractive Summarization 
Among text summarization studies mentioned in this thesis, most of them are extractive 
summarization systems which take a sentence classification approach. Thus, they need ground 
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truth in order to train their supervised models since some well-known corporas in text 
summarization only provide manual abstractive summaries. Hence, how to generate reliable 
ground truth to classify sentences is one of the primary issues in extractive supervised text 
summarization [13]. 
Ouyang et al. [8] generated ground truth labels by using several N-Gram-based methods to 
compute similarity between sentence and human-generated summary. More specifically, they 
used unigram and bigram overlapping number, and attached this similarity score to each 
sentence to determine its importance in document. Meanwhile, Nallapati and Ma [2] and 
Nallapati et al. [3] employed ROUGE-1, ROUGE-2, and ROUGE-L similarity measures to 
generate ground truth in the form of sentence-level binary labels. ROUGE-1 and ROUGE-2 is 
similar to the unigram and bigram overlapping computation, while ROUGE-L is the Longest 
Common Sub-sequence (LCS) of sentences and reference summaries. 
A more straightforward approach introduced by Cao et al. [1] and Ren et al. [11] which 
only utilized ROUGE-2 to generate ground truth to train their deep neural models. By applying 
this measure for pseudo ground truth generation, they expected to output summaries which had 
high ROUGE-2 score. Then Cheng and Lapatta [4] used a rule-based system which is also 
identical to ROUGE-1 and ROUGE-2 to form ground truth labels. Furthermore, they also 
combined this rule-based system with the overlapping number of entities between sentence and 
human-generated summary with the addition of sentence position information to form a more 
reliable ground truth for single text summarization system. 
  
 
Chapter 3 
Approach 
3.1    Task Definition 
In this thesis, we investigate and compare the effectiveness of some textual similarity 
measures for pseudo ground truth generation. This ground truth is used to train neural query-
focused extractive multi-document summarization systems. We employ three deep learning 
models as our extractive summarizer. We then feed different annotated data to these neural 
query-focused document summarization systems and analyse the output summaries on each 
neural model. Figure 1 describes the flow of the overall task in this thesis. 
3.2    Dataset 
Table 3.1 Statistics of DUC 2005-2007 Datasets. 
Year Clusters Sentences Data Source 
2005 50 45931 TREC 
2006 50 34560 AQUAINT 
2007 45 24282 AQUAINT 
We use benchmark DUC 2005-2007 datasets in our experiments. All the documents in this 
dataset are from American news articles (e.g. Wall Street Journal, Financial Times). The news 
articles are clustered into various thematic clusters. In DUC 2006-2007, there are 25 news 
articles and four reference summaries in each cluster. While in DUC 2005, there are 20-50 
news articles and 4-9 reference summaries in each cluster. These reference summaries are 
created by NIST (National Institute Standards and Technology) assessors which consists of 
approximately 250 words. Thus, the goal of query-focused summarization is to construct a 
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summary with a maximum of 250 words. Table 3.1 shows the statistics of the three datasets. 
As can be seen, the number of sentences in DUC 2005 is the biggest among the three years 
while DUC 2007 is the smallest. Hence, we decide to use DUC 2005 with the largest number 
of sentences as training set, DUC 2006 as evaluation set, and DUC 2007 with the smallest 
number of sentences as test set. Thus, we have ~80 thousand sentences for training and 
evaluation, and ~20 thousand sentences for testing. 
 
Figure 3.1 The Chart of Overall Task.   
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3.3    Pseudo Ground Truth Generation 
Pseudo ground truth generation is the process of generating ground truth which is highly 
essential in order to be able to train supervised approaches. In this thesis, since we take a 
sentence binary classification approach, our ground truth is also in the form of binary label 
(0/1). We attach this label to each sentence in datasets which determine whether a sentence is 
worth to be in the final summary or not. 
Following many previous studies, we apply an unsupervised approach to automatically 
generate the ground truth. We employ six textual similarity measures to compute the similarity 
between sentences and reference or manual abstractive summaries provided in datasets (we 
discuss about these textual similarity measures in section 3.4). The higher the similarity of 
sentences to the related reference summaries, the more relevant the sentences to the given query 
and the higher its probability to be in final summary. In order to attach the binary label to the 
sentences in source documents, we rank these sentences in descending order based on its 
similarity score. How we generate our ground truth is specifically depicted in Figure 3.2. 
 
Figure 3.2 Ground Truth Generation Scheme. 
As can be seen, given a sequence of sentences S = [s1, s2, s3,…, sn] and a sequence of human-
generated summaries M = [m1, m2, …, mn], similarity measures will give a score to each 
sentence based on its similarity to each abstractive summary. We then sort the sentences in 
descending order based on their similarity score, and finally label the top K sentences as “1” 
and “0” otherwise. Regarding the value for K, we experimented with 5%-50% of dataset size 
on training set and decided to label top 10% scored sentences as “1” as it derived the best result. 
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As we briefly mentioned in the beginning of this section, this ground truth generation approach 
is based on the idea that the sentences with label “1” should be the one that maximize the 
ROUGE score with respect to gold summaries and highly relevant to the related query as gold 
summary also contains information which is questioned in query. Thus, the models should also 
give a high membership score to the sentence with label “1”. 
3.4    Similarity Measures for Ground Truth Generation 
This section explains about textual similarity measures we employed to generate ground 
truth for extractive query-focused summarization based on deep learning approaches. 
3.4.1   ROUGE (Recall-Oriented Understudy for Gisting Evaluation) 
ROUGE is a widely-used evaluation metric for text summarization. Many studies utilize 
these measures to automatically generate ground truth for their supervised model with the 
purpose of maximizing the ROUGE scores itself (see Chapter 2). In this thesis, we employ 
some variants of ROUGE metric to build the ground truth: ROUGE-2, ROUGE-L, ROUGE-
SU, and the combination of ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU. 
3.4.1.1    ROUGE-N 
Formally, ROUGE-N is an N-gram recall between a system summary and reference 
summary. ROUGE-N is computed as follows: 
= 
( )
( )
                                   (3.1) 
Countmatch is the overlapping number of N-gram of reference summary and systems 
summary (sentence in this case) and Count is the total number of N-gram. 
Our goal is to give ROUGE scores to each sentence, but the gap of the length between 
sentences and reference summaries are quite big, so it is not wise to score sentences based on 
ROUGE-N based recall only, because we want to also take the sentence length into 
consideration.  To alleviate this problem, we use the ROUGE-N based F-Measure, which is 
computed as follows: 
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 = 
( )
( )
                       (3.2) 
 = 
( )
                        (3.3) 
As can be seen in Equations 3.3, the ROUGE-N based F-Measure combines the recall and 
precision computation, so it will give a fair score to the long and short sentences. We set the 
value of  to 1 and we let N = 1,2 for ROUGE-1 and ROUGE-2 respectively. 
3.4.1.2    ROUGE-L 
ROUGE-L is the LCS (Longest Common Sub-sequence) of system summary and reference 
summaries. Let X and Y be a sentence and a reference summary respectively, given those two 
sequences, X and Y, the longest common sequence of X and Y (LCS(X,Y)) is a common 
subsequence with maximum length. Like ROUGE-N, we also use LCS based F-Measure to 
estimate the similarity between sentence and reference summary, as follows: 
 = 
( )
              (3.4) 
 =
( )
              (3.5) 
 = 
( )
              (3.6) 
where m is the length of reference summary and n is the length of sentence that is being 
compared. 
3.4.1.3    ROUGE-SU 
ROUGE-SU is the extension of ROUGE-S which is a SKIP-Bigram overlapping co-
occurrence statistics between system and reference summaries. SKIP-Bigram is any pair of 
words in the sentence order, allowing for arbitrary gaps. Because ROUGE-S has a drawback 
that it does not give any credit to candidate summary if the summary does not have any word 
pair co-occurring with the reference summaries, ROUGE-SU solve this with the addition of 
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unigram as counting unit when computing the similarity between reference and system 
summary. We use SKIP-bigram based F-Measure as follows: 
 = 
( )
                        (3.7) 
 = 
( )
                        (3.8) 
 = 
( )
                         (3.9) 
where m is the total number of SKIP-Bigram with addition of unigram of reference summary 
and n is the total number of SKIP-Bigram with addition of unigram of related sentence. 
Moreover, ROUGE-SU comes with skip-distance parameter that defines the distance between 
the word during skip-gram creation. In this thesis, we set skip-distance parameter to 4. 
3.4.2    ROUGE Word Embedding (WE)  
ROUGE is biased toward surface lexical similarities which makes it unsuitable for 
evaluating summaries with substantial paraphrasing. ROUGE-WE [13] comes with a solution 
to overcome this shortcoming. Instead of using N-gram overlap, it utilizes word embedding to 
determine the similarity between words in candidate and reference summaries. Thus, it gives a 
better evaluation for summarization task. We employ this measure to build the ground truth 
with the assumption that it will generate a better summary. 
Following equations explain how word embedding can be incorporated into ROUGE. 
Formally, ROUGE define following scenario to compute similarity between two words: 
           (3.10) 
In ROUGE-WE, the similarity defines by the following: 
           (3.11) 
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OOV here means a situation where one of the words that being compared is not in word 
embedding vocabulary. There are 3 variants of ROUGE-WE in original paper: ROUGE-WE1, 
ROUGE-WE2 and ROUGE-WE-SU. We only employ ROUGE WE2 and ROUGE-WE-SU in 
our experiment since these measures have good correlations with human judgements. For word 
embedding, we apply the same pretrained word embedding that we use for training. 
3.4.3    Keyword Overlap 
Chen and Lapatta [4] combined the unigram and bigram with the overlapping number of 
entities between sentence and human-generated summary to generate a more reliable ground 
truth. Thus, in this thesis, since we focus on query-focused text summarization, we attempt to 
combine some variants of ROUGE with the query keywords overlapping number. 
To extract keywords from the query, we utilize NLTK4 parser to generate parsing tree from 
each sentence. The words in the query are considered to be keywords if they are the tags 
described in Table 3.2. 
Table 3.2 Noun Tags and Verb Tags for Keywords Generation. 
Noun Tags Verb Tags 
NN Noun, Singular or mass VB Verb, base form 
NNS Noun, Plural VBD Verb, Past tense 
NNP Proper Noun, Singular VBG 
Verb, Gerund or 
Present participle 
NNPS Proper Noun, plural VBN Verb, Past participle 
  VBP 
Verb, non-3rd person 
singular present 
  VBZ 
Verb, 3rd person 
singular present 
 
To combine this information with the ROUGE scores, we calculate the overlapping number 
of the generated keywords of query and the related sentences divided by the number of 
generated keywords. This overlapping score is then added to the ROUGE scores of sentences. 
                                                          
4 https://www.nltk.org/ 
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3.4.4    Embedding Similarity 
The mentioned textual similarity measures, ROUGE and query keywords overlapping only 
aware to surface lexical similarities. As for ROUGE Word Embedding (WE), it is not fully an 
embedding-based measures, since the behaviour of original ROUGE is also considered when 
computing ROUGE-WE. To confirm whether a fully embedding-based measure works well 
for pseudo ground truth generation, we employ this embedding similarity measure. Following 
the study of Kobayashi et al. [12], we use pretrained word2vec (same as that we use for 
training) to transform the words in the sentences into high dimensional vectors and get the 
average of those word vectors as sentence vector. For reference summary representation, we 
apply a similar approach. However, since the reference summaries consist of many sentences, 
we first get each sentence vector and average those vectors as reference summary vectors or 
representation. To compute the similarity between sentence X and reference summary Y, we 
use cosine similarity as follow: 
 = 
( ) ( )
|| ( )|| || ( )||
           (3.12) 
3.5    Deep Learning Model 
This section describes the deep learning models we considered for achieving query-focused 
extractive summarization. We employ Bi-LSTM with Max-Pooling, Hierarchical CNN, and 
Stacked LSTM. In Figure 3.3, we explain how we train these networks. 
As can be seen, we treat these models as an encoder which outputs sentence and query 
representations. After those representations are obtained, three operations are applied: 
(i) Concatenation (S, Q) 
(ii) Element-wise product (S ∗ Q) 
(iii)Absolute element-wise difference (|S – Q|) 
The result vectors will contain the information of sentence and query relationship. This 
vector is then fed into MLP to binary classify the sentence. 
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Figure 3.3 General Training Scheme. 
3.5.1    Bi-LSTM with Max-Pooling 
This network is a concatenation of forward and backward LSTMs. Hence, the 
representation produced using this network combines information from forward and backward 
direction of sentence and question. We then perform Max-pooling operation by selecting the 
maximum value over each dimension of the hidden units [17]. The architecture of this network 
is depicted in Figure 3.4. 
 
Figure 3.4 Bi-LSTM with Max-Pooling Architecture [16]. 
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3.5.2    Hierarchical CNN 
We adopt this network architecture from Conneau et al. [16]. It consists of 4 layers of CNN 
where at every layer, a Max-pooling operation is applied over the feature maps. Then, the 
concatenation of each Max-pooling output is the final representation. Figure 3.5 explains the 
architecture of this network. 
 
Figure 3.5 Hierarchical CNN Architecture [16]. 
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3.5.3    Stacked LSTM 
Herman and Schrauwen [15] shows that stacking multiple Recurrent Neural Network 
(RNN) can potentially improve the sequence prediction problem. In our study, we attempt to 
stack two LSTMs on top of each other, making the model capable of learning higher-level of 
representation both sentence and query. The architecture of this network is described in Figure 
3.6. 
 
Figure 3.6 Stacked LSTM Architecture. 
3.6    Summary Sentences Selection 
To select summary sentences, we employ a greedy approach as in many previous studies. 
Specifically, at test time, we sort the sentences in descending order according to the derived 
membership score from the model. We add a new sentence to the current summary if it 
contributes new bigrams to a certain degree. More specifically, if at least 50% of the bigrams 
from candidate sentences are new, we add it to the summary, until the summary contains 
approximately 250 words. 
  
 
Chapter 4 
Experiment 
4.1    Experimental Detail 
In this chapter, we describe our experiment setup for training and testing (summary 
evaluation and system comparison). 
4.1.1 Experiment Setup before Training 
Before training, we do preprocessing to split the documents into list of sentences and to 
clean all sentences in DUC datasets. In addition, since we also perform keyword extraction on 
queries, we need to parse the queries in order to extract some important tags. We use NLTK to 
do all these processes. 
4.2.2 Experiment Setup for Training 
All neural models are implemented on Keras5. The 300 dimensional pretrained Word2Vec6 
vectors are used as word embedding and the word embeddings are fine-tuned during training. 
We set the same hidden size for all models which is set to 50. For CNN, we apply relu activation 
function and set the filter to 2. For LSTM and Bi-LSTM, we apply tanh activation. Pooling 
size is set to 2 at Max-pooling layer, for all models that is applied Max-pooling. Dropout 
operation is performed before feeding the word embedding to the neural models and at every 
layer of network, we set the ratio of dropout to 0.5. In all neural networks, we also apply weight 
regularization (L2 norm) with the weight is set to 10-3. The hidden size of MLP layers are 100, 
                                                          
5 https://keras.io/ 
6 https://code.google.com/archive/p/word2vec/ 
Chapter 4  Experiment 
 
27 
 
50, and 1. We implement minibatch gradient descent using Adam [15] with learning rate is set 
to 10-2 and batch size = 100. 
4.2.3 Experiment Setup for Testing 
To evaluate the quality of summary of each model based on different ground truth, we use 
some variants of recall-based ROUGE metric for a deeper analysis: ROUGE-1, ROUGE-2, 
ROUGE-L and ROUGE-SU. To compare the performance of each textual measure on each 
model statistically, we perform Tukey HSD (Honestly Significant Different) test based two-
way ANOVA (without replication) [18]. 
  
 
Chapter 5 
Results & Discussions  
5.1    Results on ROUGE Scores 
This section reports on ROUGE scores of the summaries obtained based on different kinds 
of textual similarity measures for pseudo ground truth generation on three deep neural models. 
Comb stands for the combination of ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU. As 
for Comb+Query, it is a combination of Comb and the query keywords overlapping number. 
In Table 5.1 we report on ROUGE scores of Bi-LSTM with Max-pooling model. As can 
be seen, ROUGE-SU outperforms the other similarity measures. It achieves the best ROUGE 
scores in general, with 43.56, 11.6, 18.56, and 17.73 for ROUGE-1, ROUGE-2, ROUGE-L 
and ROUGE-SU respectively. ROUGE-WE2 comes as the second-best measure with 42.66, 
11.93, 19.02, and 17.33 for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU respectively. 
However, it does not substantially underperform ROUGE-SU. It is followed by ROUGE-Comb 
that has approximately similar ROUGE scores to ROUGE-WE2. Meanwhile, we can easily 
notice that ROUGE-2 clearly underperforms the other similarity measures. ROUGE-L, 
ROUGE-WESU, Emb_Sim, and Comb+Query achieve approximately the same ROUGE 
scores, although Comb+Query outperforms the others only slightly. 
We explain the ROUGE scores of HieCNN model in Table 5.2. It can be observed that in 
this model, ROUGE-WE2 measures achieves the best ROUGE scores with 42.48, 11.75, 18.79, 
and 17.24 for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU respectively. It is followed 
by ROUGE-SU measure that is outperformed by ROUGE-WE2 moderately with 43.26, 11.30, 
18.43, and 17.57 for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU respectively. After 
that, ROUGE-L and ROUGE-Comb have almost identical ROUGE scores with ROUGE-L 
unexpectedly slightly outperforms ROUGE-Comb. In comparison, following the trend in Bi-
LSTM model, ROUGE-2 measure also noticeably underperforms the other similarity measures 
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with 41.16, 10.37, 17.99, and 16.03 for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU 
respectively. ROUGE-WE-SU, Emb_Sim and Comb+Query seem to have similar 
performances. 
The ROUGE scores of Stacked LSTM model is described in Table 5.3. In this model, it is 
clear that ROUGE-SU measure outperforms the other similarity measures with 42.94, 11.14, 
18.32, and 17.43 for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU respectively. 
ROUGE-WE2, ROUGE-Comb, and ROUGE-WE-SU have indistinguishable performances. 
Among them, ROUGE-WE-SU achieves the best ROUGE scores with 41.96, 11.04, 18.35, and 
16.85 for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU respectively. This model also 
has a similar trend for ROUGE-2 measure which obtains the worst ROUGE scores among the 
other measures compared. This measure only achieves 40.63, 10.23, 17.98, and 15.93 for 
ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-SU respectively. ROUGE-L, Emb_Sim, and 
Comb+Query perform approximately at the same level with ROUGE-L outperforms them 
vaguely. 
Furthermore, we also notice a specific trend for ROUGE-SU and ROUGE-WE2 in all 
models. ROUGE-SU tends to generate summaries which have the best ROUGE-1 and 
ROUGE-SU scores among the other measures that are being compared. As for ROUGE-WE2, 
it tends to output summaries which have good ROUGE-2 and ROUGE-L scores among the 
other measures that are being compared. Overall, it suggests that ROUGE-SU and ROUGE-
WE2 might be the best measures for pseudo ground truth generation, it is followed by ROUGE-
Comb that has a considerably good performance. 
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Table 5.1 ROUGE Scores of Bi-LSTM Max Model 
Similarity Measures 
Evaluation Measures 
ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU 
ROUGE-2 41.00 10.51 18.10 15.99 
ROUGE-L 42.46 10.86 18.30 16.93 
ROUGE-SU 43.56 11.60 18.56 17.73 
Comb 43.33 11.43 18.63 17.63 
ROUGE-WE2 42.66 11.93 19.02 17.33 
ROUGE-WE-SU 41.84 11.26 17.97 16.61 
Emb_Sim 42.76 10.75 18.32 17.34 
Comb+Query  42.56 11.30 18.66 17.11 
 
 
Table 5.2 ROUGE Scores of HieCNN Model 
Similarity Measures 
Evaluation Measures 
ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU 
ROUGE-2 41.16 10.37 17.99 16.03 
ROUGE-L 43.05 10.91 18.63 17.55 
ROUGE-SU 43.26 11.30 18.43 17.57 
Comb 42.89 11.07 18.46 17.35 
ROUGE-WE2 42.48 11.75 18.79 17.24 
ROUGE-WE-SU 42.27 11.24 18.37 16.99 
Emb_Sim 41.62 10.27 18.00 16.41 
Comb+Query  42.22 10.81 18.40 16.86 
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Table 5.3 ROUGE Scores of Stacked LSTM Model 
Similarity Measures 
Evaluation Measures 
ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU 
ROUGE-2 40.63 10.23 17.98 15.93 
ROUGE-L 42.45 10.57 17.91 16.81 
ROUGE-SU 42.94 11.14 18.32 17.43 
Comb 42.19 10.84 18.02 16.63 
ROUGE-WE2 41.29 11.40 18.31 16.24 
ROUGE-WE-SU 41.96 11.04 18.35 16.85 
Emb_Sim 41.97 10.65 18.10 16.59 
Comb+Query  41.99 10.46 18.09 16.56 
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5.2    Tukey HSD Test Results 
This section describes the Tukey HSD p-values and effect sizes (ES) (i.e, standardized 
mean differences) based on two-way ANOVA (without replication) of different kinds of textual 
similarity measures for pseudo ground truth generation on three deep neural models. We follow 
the study of Cao et al. [1] which considered ROUGE-2 as the main evaluation score, hence we 
perform the Tukey HSD test based on ROUGE-2 scores of output summaries. We focus on the 
two top best measures and two worst measures for the sake of simplicity.  
Table 5.4 reports on the result of Tukey HSD test of Bi-LSTM model. As can be seen, 
ROUGE-WE2 clearly outperforms the other textual similarity measures, although it is only 
statistically significantly different to ROUGE-2 and Emb_sim (p-value < 0.05). ROUGE-SU 
seems to have statistically better performance compared to ROUGE-2, Emb_sim, and ROUGE-
L while being statistically indistinguishable to ROUGE-Comb, ROUGE-WE-SU, and 
Comb+Query (p-value ≈ 1.00). Meanwhile, ROUGE-2 statistically underperforms almost all 
measures, except ROUGE-L and Emb_sim. 
We explain the results of Tukey HSD test of HieCNN model in Table 5.5. It can be 
observed that there is no statistically significantly different among the textual similarity 
measures in this model. However, we can clearly notice that ROUGE-WE2 statistically 
outperforms the other similarity measures, except ROUGE-SU and ROUGE-WE-SU. 
Following that, ROUGE-SU seems to be statistically slightly better than ROUGE-2, Emb_sim, 
and Comb+Query. In comparison, ROUGE-2 has statistically similar performance to ROUGE-
L, ROUGE-Comb, Comb+Query, and Emb_sim, while being statistically relatively worse than 
ROUGE-SU and ROUGE-WE-SU. 
The Tukey HSD test results of Stacked LSTM model is described in Table 5.6. Similar to 
HieCNN model, there is no statistically significantly different among textual similarity 
measures in this model. Nonetheless, following the trend in previous model, ROUGE-WE2 
also statistically outperforms the other similarity measures, except ROUGE-SU and ROUGE-
WE-SU. ROUGE-SU seems to only have a statistically better performance to ROUGE-2, but 
it is statistically equivalent to other similarity measures. As for ROUGE-2, it statistically 
underperforms ROUGE-SU, ROUGE-WE2, and ROUGE-WE-SU, while being statistically 
homogenous to the remained measures. 
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Table 5.4 Tukey HSD Test Result on Bi-LSTM Max Model 
 ROUGE-L 
ROUGE-
SU 
Comb 
ROUGE-
WE2 
ROUGE-
WE-SU 
Comb+Query Emb_Sim 
ROUGE-2 
p-value= 0.9958 
ES= 1.2010 
p-value= 0.2377 
ES= 0.9431 
p-value= 0.3347 
ES= 1.1888 
p-value= 0.0006 
ES= 0.9330 
p-value= 0.3761 
ES= 1.2179 
p-value= 0.6205 
ES= 1.0983 
p-value= 0.999 
ES= 1.2955 
ROUGE-L - 
p-value= 0.7011 
ES= 1.2777 
p-value= 0.8087 
ES=1.1936 
p-value= 0.0640 
ES= 1.3986 
p-value= 0.8435 
ES= 1.4592 
p-value= 0.9637 
ES= 1.2543 
p-value= 0.999 
ES= 1.1855 
ROUGE-SU - - 
p-value= 0.9999 
ES= 0.9887 
p-value= 0.9040 
ES= 0.8452 
p-value= 0.9999 
ES= 1.2290 
p-value= 0.9986 
ES= 1.2543 
p-value= 0.5768 
ES= 1.1112 
Comb - - - 
p-value= 0.8247 
ES= 0.9433 
p-value= 1.000 
ES= 1.2749 
p-value= 0.9998 
ES= 1.3451 
p-value= 0.6988 
ES= .12863 
ROUGE-WE2 - - - - 
p-value= 0.7879 
ES= 1.0238 
p-value= 0.5521 
ES= 1.2095 
p-value= 0.0377 
ES= 1.4246 
ROUGE-WE-SU - - - - - 
p-value= 0.9999 
ES= 1.2516 
p-value= 0.7418 
ES= 1.3208 
Comb+Query - - - - - - 
p-value= 0.9163 
ES= 1.4372 
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Table 5.5 Tukey HSD Test Result on HieCNN Model 
 ROUGE-L 
ROUGE-
SU 
Comb 
ROUGE-
WE2 
ROUGE-
WE-SU 
Comb+Query Emb_Sim 
ROUGE-2 
p-value= 0.9875 
ES= 1.2246 
p-value= 0.4356 
ES= 1.0872 
p-value= 0.9386 
ES= 1.2134 
p-value= 0.0986 
ES= 1.0662 
p-value= 0.6079 
ES= 1.0013 
p-value= 0.9949 
ES= 1.1311 
p-value= 0.9999 
ES= 1.1264 
ROUGE-L - 
p-value= 0.9343 
ES= 0.8587 
p-value= 0.9999 
ES= 1.1255 
p-value= 0.5388 
ES= 1.2870 
p-value= 0.9821 
ES= 1.0748 
p-value= 1.000 
ES= 0.8379 
p-value= 0.9667 
ES= 1.1700 
ROUGE-SU - - 
p-value= 0.9861 
ES= 0.8645 
p-value= 0.9960 
ES= 0.9654 
p-value= 0.999 
ES= 1.0241 
p-value= 0.8941 
ES= 0.8379 
p-value= 0.3327 
ES= 1.1256 
Comb - - - 
p-value= 0.7341 
ES= 0.9849 
p-value= 0.9982 
ES= 0.9946 
p-value= 0.9999 
ES= 1.0312 
p-value= 0.8830 
ES= 1.2835 
ROUGE-WE2 - - - - 
p-value= 0.9767 
ES= 1.0913 
p-value= 0.4565 
ES= 1.0514 
p-value= 0.0636 
ES= 1.1863 
ROUGE-WE-SU - - - - - 
p-value= 0.9647 
ES= 1.0302 
p-value= 0.4946 
ES= 1.3883 
Comb+Query - - - - - - 
p-value= 0.9834 
ES= 1.1994 
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Table 5.6 Tukey HSD Test Result on Stacked LSTM Model 
 ROUGE-L 
ROUGE-
SU4 
Comb 
ROUGE-
WE2 
ROUGE-
WE-SU 
Comb+Query Emb_Sim 
ROUGE-2 
p-value= 0.9729 
ES= 1.3743 
p-value= 0.5565 
ES= 1.2481 
p-value= 0.9080 
ES= 1.1688 
p-value= 0.1121 
ES= 0.9556 
p-value= 0.5183 
ES= 1.1556 
p-value= 0.9984 
ES= 1.0046 
p-value= 0.9383 
ES= 0.9696 
ROUGE-L - 
p-value= 0.9872 
ES= 1.3993 
p-value= 0.9999 
ES= 1.0583 
p-value= 0.6605 
ES= 1.2222 
p-value= 0.9818 
ES= 1.4417 
p-value= 0.999 
ES= 1.2374 
p-value= 0.999 
ES= 1.1360 
ROUGE-SU - - 
p-value= 0.9985 
ES= 1.1512 
p-value= 0.9895 
ES= 1.3092 
p-value= 1.000 
ES= 1.2331 
p-value= 0.9114 
ES= 1.2374 
p-value= 0.9964 
ES= 1.0421 
Comb - - - 
p-value= 0.8198 
ES= 1.2670 
p-value= 0.9975 
ES= 1.2327 
p-value= 0.9982 
ES= 0.9343 
p-value= 1.000 
ES= 0.9321 
ROUGE-WE2 - - - - 
p-value= 0.9930 
ES= 1.2384 
p-value= 0.4048 
ES= 1.0534 
p-value= 0.7658 
ES= 1.0672 
ROUGE-WE-SU - - - - - 
p-value= 0.8911 
ES= 1.7193 
p-value= 0.9943 
ES= 1.2806 
Comb+Query - - - - - - 
p-value= 0.9993 
ES= 0.9510 
 
  
 
Chapter 6 
Conclusions & Future Work 
6.1    Conclusions 
In this thesis, we compared several textual similarity measures as ground truth generator 
that can be used to train query-focused extractive multi-document summarization systems 
which utilize deep neural network as summarizer. 
We conclude the findings of our experiment as follows: 
• Among the textual similarities that we explored in three deep neural networks, ROUGE-
WE2 statistically outperforms the other textual similarities measures: ROUGE-2, ROUGE-
L, ROUGE-SU, ROUGE-Comb, ROUGE-WE-SU, Emb_sim, and Comb+Query. However, 
the different only statistically significant to ROUGE-2 and Emb_sim in Bi-LSTM with 
Max-pooling model. Meanwhile, in HieCNN and Stacked LSTM models, ROUGE-2 and 
Emb_sim are not statistically outperformed by ROUGE-WE2, and the trend applies to the 
remaining measures as well. 
• In Bi-LSTM with Max-pooling and HieCNN models, ROUGE-SU statistically outperforms 
ROUGE-2 and Emb_sim measures, while being statistically indistinguishable to ROUGE-
L, ROUGE-Comb, ROUGE-WE2, ROUGE-WE-SU and Comb+Query. In comparison, in 
Stacked LSTM model, ROUGE-SU performs statistically almost identical to all measures, 
except ROUGE-2. 
• ROUGE-2 statistically underperforms ROUGE-WE2, ROUGE-SU, ROUGE-Comb, 
ROUGE-WE-SU in all neural models, but not ROUGE-L, Emb_sim, and Comb+Query. 
• Overall, we suggest that ROUGE-WE2 and ROUGE-SU are the best measures among the 
other similarity measures compared. 
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6.2    Future Work 
Our future work includes the following: 
• Although fully embedding based similarity measures does not work well for pseudo ground 
truth generation in this thesis, we assume that it is because of the approach we employed is 
not good enough to generate good representation. Thus, in the next study, investigating a 
better approach for generating sentence or document embedding might result in a more 
reliable ground truth, this assumption is based on ROUGE-WE2 that performs statistically 
the best among the other similarity measures in our study. 
• In this thesis, we basically specifically focus on overlapping number of N-grams of 
sentence and reference summary to generate ground truth. In the next study, combining the 
overlapping N-grams with other approaches, e.g. the number of entities appearing in the 
sentence and reference summary, might output a better result. 
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