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Without access to the full quantum state, modeling dissipation in an open system requires ap-
proximations. The physical soundness of such approximations relies on using realistic microscopic
models of dissipation that satisfy completely positive dynamical maps. Here we present an ap-
proach based on the use of the Bohmian conditional wave function that, by construction, ensures
a completely positive dynamical map for either Markovian or non-Markovian scenarios, while al-
lowing the implementation of realistic dissipation sources. Our approach is applied to compute the
current-voltage characteristic of a resonant tunneling device with a parabolic-band structure, in-
cluding electron-lattice interactions. A stochastic Schro¨dinger equation is solved for the conditional
wave function of each simulated electron. We also extend our approach to (graphene-like) materials
with a linear band-structure using Bohmian conditional spinors for a stochastic Dirac equation.
I. INTRODUCTION
Although reversible dynamics in a closed system in-
duce irreversibility into a smaller subsystem, the sim-
ulation of quantum dissipation cannot rely on the full
quantum state, because it is computationally inaccessi-
ble. The solution is to deal only with the degrees of
freedom of a smaller subsystem, referred as the open
system1, or simply the system. The remaining degrees
of freedom constitute the environment. Most approaches
for open systems revolve around the reduced density ma-
trix constructed by tracing out the degrees of freedom
of the environment1. A proper equation of motion of
the reduced density matrix must lead to a dynamical
map that satisfies complete positivity (CP)2, which guar-
antees that such a reduced density matrix is always a
positive operator. Some phenomenological treatments of
the source of dissipation violate CP, such as the Boltz-
mann collision operator in the Liouiville equation3 or the
seminal Caldeira Leggett master equation4. For Marko-
vian evolutions, the Lindblad master equation5 preserves
CP, but its connection to realistic practical scenarios
and its extension beyond Markovian dynamics are still
challenging6,7.
Alternatively, inspired by the spontaneous collapse
theories8, Dio´si, Gisin, and Strunz developed the stochas-
tic Schro¨dinger equations (SSEs) to unravel the reduced
density matrix in non-Markovian systems9. Continuous
measurement theory allows the definition of a wave func-
tion of the open system conditioned on one monitored
value associated with the environment10–12. This ap-
proach preserves positivity because the reduced density
matrix is built from a sum of projectors associated with
the states solution of a Schro¨dinger-like equation1,7,10.
In practical applications, the non-hermitian Hamiltoni-
ans can provoke states of the SSE to lose their norm and
therefore their statistical relevance1.
Here a discussion about the physical interpretation of
the pure-state solution of the SSE is relevant. It is well
recognized that the continuous measurement of an open
system with Markovian dynamics can be described by a
SSE1. Therefore, the pure-state solution of SSE can be
interpreted as the state of the Markovian system while
the environment is under (continuous) observation. How-
ever, such a physical interpretation cannot be given to
the solutions of the SSE for non-Markovian systems10–12.
In such non-Markovian systems, a continuous measure-
ment requires a non-trivial interaction of the system with
the environment so that the physical description of the
continuously measured open system needs to be done
through the reduced density matrix1(not through the
pure-state given by the non-Markovian SSE, which be-
comes just a numerical tool). The physical interpretation
that one can assign to the solution of the non-Markovian
SSE (conditioned to some environment value) is the fol-
lowing: the state of the open system at a given time if
a measurement is performed in the environment at that
time, yielding the mentioned value for the environment.
Linking SSE states of the open system (or values of the
environment) at different times is just a fiction.
In this work, we present an approach to deal with quan-
tum dissipation based on the use of Bohmian conditional
wave functions (CWFs)13. Such a CWF provides an un-
problematic way of defining the wave function of a sub-
system, either from a computational and an interpreta-
tive points of view. By construction, within Bohmian me-
chanics, the CWF is always a well-defined physical state
for Markovian and non-Markovian open systems, with
continuous or non-continuous measurements. The gen-
eral expression of the equations of motion of such a CWF
with or without dissipation is mentioned in Ref. 17. We
anticipate the two main results of this work. First, since
our approach deals directly with wave functions, it pro-
vides a CP map for either Markovian or non-Markovian
dynamics with an unproblematic physical interpretation
of the wave function of the open system at different times.
Second, contrary to other CP methods, the numerical in-
clusion of different dissipative phenomena in the equation
of motion of the CWF can be done straightforwardly with
a microscopic and realistic implementation. These prop-
erties make the approach presented in this work very rele-
vant for many different research fields. In this paper, we
discuss its implementation for quantum transport with
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2dissipation.
The article is structured as follows. After this intro-
duction, in Sec. II, we present the basic elements of our
general approach. In particular, we discuss its complete
positivity in Sec. II.1, the equation of motion of the
CWF with dissipation in Sec. II.2 and a comparison
with similar techniques in Sec. II.3. In Sec. III, as
an example, we study quantum dissipation through
electron phonon interaction, with the definition of the
conditional potential in Sec. III.1. The application
to tunneling nanodevices with parabolic and linear
band structures is done in Sec. III.2 and Sec. III.3,
respectively. We conclude in Sec. IV. Finally, technical
details are discussed in four appendices.
II. THE APPROACH
We consider an isolated (closed) quantum system de-
scribed by a full many-body state |Ψ〉 solution of the
unitary, reversible, and linear Schro¨dinger equation. We
decompose the total Hilbert space of N particles as
Hˆ = Hˆa ⊗ Hˆb, with ~r = {~ra,~rb} being ~ra the position
of the a-particle and ~rb = {~r1, ..,~ra−1,~ra+1, ..,~rN} the
position of all other particles. Next, we present our ap-
proach emphasizing that it provides a CP map for either
Markovian or non-Markovian systems.
II.1. Complete positivity
The expectation value 〈Oa〉 ≡ 〈Ψ|Oˆa ⊗ 1b|Ψ〉 associ-
ated with an operator Oˆa acting on the a-particle, with
1b being the identity operator for Hˆb, can be computed
as:
〈Oa〉 =
∫
d~raOaρ(~ra, ~r′a, t)|~r′a=~ra (1)
where ρ(~ra, ~r′a, t) is the reduced density matrix:
ρ(~ra, ~r′a, t) =
∫
d~rbΨ
∗(~r′a,~rb, t)Ψ(~ra,~rb, t), (2)
where Ψ(~ra,~rb, t) ≡ 〈~ra,~rb|Ψ〉 is the total wave function
and Oa is the position representation of Oˆa.
The same system can be described with the Bohmian
theory13,14 as follows. For each experiment, labeled by
j, a Bohmian quantum state is defined by the same wave
function Ψ(~ra,~rb, t) plus a set of well-defined trajectories
in physical space, {~rj1[t], ...,~rjN [t]}. The velocity of each
trajectory is13:
~vja[t] =
d~rja[t]
dt
=
~Ja(~rja[t],~r
j
b[t], t)
|Ψ(~rja[t],~rjb[t], t)|2
, (3)
where ~Ja = ~ Im(Ψ∗∇aΨ)/ma is the (ensemble value of
the) current density with ma the mass of the a-th par-
ticle. The set of N positions {~rj1[t], ...,~rjN [t]} in differ-
ent j = 1, ...,W experiments is distributed (in quantum
equilibrium13) as:
|Ψ(~ra,~rb, t)|2 = 1
W
W∑
j=1
δ(~ra − ~rja[t])δ(~rb − ~rjb[t]). (4)
The identity in Eq. (4) requires W → ∞. Numerically,
we just require a large enough W .
The key element of our approach is the CWF asso-
ciated with the a-th particle in the open system during
the j-th experiment, defined as ψja(~ra, t) ≡ Ψ(~ra,~rjb[t], t).
We emphasize that ψja(~ra, t) provides an unproblematic
(Bohmian) definition of the wave function of an open
system13. We compute a different CWF for each simu-
lated particles of the open system and for each simulated
experiment. In Sec. II.2 we will discuss the equation of
motion of such CWFs.
Next, we construct the reduced density matrix, Eq. (2),
using the fundamental elements of the Bohmian theory
to shows that our approach based on CWFs is CP. We
define the (tilde) CWF of the a-th particle in the j-th
experiment as:
ψ˜ja(~ra, t) ≡
Ψ(~ra,~r
j
b[t], t)
Ψ(~rja[t],~r
j
b[t], t)
(5)
Notice that the denominator Ψ(~rja[t],~r
j
b[t], t) is just a
pure time dependent term (without spatial dependence)
that has no net effect on the definition of the veloc-
ity in Eq. (3). The Bohmian velocity of the a-particle
computed from ψ˜ja(~ra, t) is exactly the same value as
the one we get from ψja(~ra, t). Putting Eq. (4) into
〈Oa〉 ≡ 〈Ψ|Oˆa ⊗ 1b|Ψ〉, integrating all degrees of free-
dom and using the definition of the (tilde) CWF in Eq.
(5), we get:
〈Oa〉 =
W∑
j=1
[
pjψ˜
j∗
a (~ra, t)Oaψ˜
j
a(~ra, t)
]
~ra=~r
j
a[t]
, (6)
where pj = 1/W . Eq. (6) allows us to compute 〈Oa〉 from
Eq. (1) as:
〈Oa〉 =
∫
d~ra
Oa W∑
j=1
pjψ˜
j∗
a (~r′a, t)ψ˜
j
a(~ra, t)

~r′a=~ra=~r
j
a[t]
(7)
which directly allows the definition of the following den-
sity matrix15:
ρ(~ra, ~r′a, t) =
W∑
j=1
pjψ˜
j∗
a (~r′a, t)ψ˜
j
a(~ra, t), (8)
The generalization to CWFs with an arbitrary number
of particles is straightforward. The time-evolution of Eq.
(8) ensures, trivially, that the dynamical map associ-
ated with our approach is CP. In the position represen-
tation, the density operator ρˆ =
∑W
j=1 pj |ψ˜j∗a (t)〉〈ψ˜ja(t)|
gives 〈~ro|ρˆ|~ro〉 =
∑W
j=1 pj |〈~ro|ψ˜ja(t)〉|2 ≥ 0 at any time16
3and at any position ~ro. The last step to conclude our
CP demonstration is quite simple. If the density ma-
trix in Eq. (8) is positive, then the diagonal elements of
〈~ro|ρˆ|~ro〉 evaluated only at ~ro = ~rja[t] and defined as
〈~ro|ρˆ|~ro〉B ≡
∑W
j=1 pj |〈~ro|ψ˜ja(t)〉|2δ(~ro − ~rja[t]) ≥ 0 are,
by construction, also positive.
In fact, the term 〈~ro|ρˆ|~ro〉B has a very simple interpre-
tation. For the j experiment, the tilde CWF in Eq. (5)
evaluated at ~ro = ~rja[t] is 〈~rja[t]|ψ˜ja(t)〉 = ψ˜ja(~rja[t], t) ≡
Ψ(~rja[t],~r
j
b[t], t)/Ψ(~r
j
a[t],~r
j
b[t], t) = 1. Then, since pj =
1/W , we get 〈~ro|ρˆ|~ro〉B ≡
∑WB
j=1 1/W = WB/W where
WB is just the number of experiments where the position
of the trajectory ~rja[t] coincides with ~ro. In conclusion,
as far as we are dealing with CWF and Bohmian trajec-
tories in the dynamical description of the quantum sys-
tems with dissipation, the CP of our approach is always
satisfied (the number WB of trajectories with position
~ro = ~rja[t] can be zero, but it cannot be negative).
II.2. The equation of motion for the CWFs
Here we develop the equation of motion for the CWF,
ψja ≡ ψja(~ra, t) ≡ Ψ(~ra,~rjb[t], t). As we discussed, the
Bohmian velocities obtained from ψ˜ja and ψ
j
a are identi-
cal. It has been shown in Ref. 17 that the (non-tilde)
CWF can be computed, in general, from the follow-
ing single-particle Schro¨dinger-like equation in physical
space:
i~
d〈~r|Ψ〉
dt
∣∣∣
~rjb[t]
= 〈~r|Hˆ|Ψ〉|~rjb[t] ⇐⇒ i~
dψja
dt
= Haψ
j
a, (9)
where Hˆ is the many-body Hamiltonian and its relation
to Ha will be explained next. First, we notice that the
relation between i~d〈~r|Ψ〉/dt|~rjb[t] and i~dψ
j
a/dt on the
right and left sides of Eq. (9) is the following:
i~
dψja(~ra, t)
dt
= i~
d〈~ra,~rjb[t]|Ψ(t)〉
dt
=
= i~
d〈~r|Ψ(t)〉
dt
∣∣∣
~rjb[t]
+ i~
N∑
k=1,k 6=a
∇k〈~r|Ψ(t)〉
∣∣∣
~rjb[t]
~vjk[t]
= i~
d〈~r|Ψ(t)〉
dt
∣∣∣
~rjb[t]
+ iBa(~ra,~r
j
b[t], t), (10)
with the conditional imaginary potential iBa defined as:
Ba ≡ ~
N∑
k=1,k 6=a
∇k〈~r|Ψ(t)〉
∣∣∣
~rjb[t]
~vjk[t] (11)
where ~vjk[t] = d~r
j
k[t]/dt is the Bohmian velocity of the k
particle given by Eq. (3). Second, once we have defined
Ba, the term Ha on the right hand side of Eq. (9) can be
defined as:
Ha =
〈~r|Hˆ|Ψ(t)〉|~rjb[t] + iBa
ψja
. (12)
In general, Eq. (9) is non-linear because Ha in Eq. (12)
depends on the wave function itself. In addition, the
imaginary conditional potential iBa indicates that the
evolution of the CWF can be non-unitary. Eq. (9) in-
cludes any type of evolution for the CWF (not only linear
and unitary ones). In particular, Eq. (9) alone allows the
description of irreversible dynamics (energy dissipation)
in the open system as required in this work. Obviously,
the full wave function Ψ(~ra,~rb, t) satisfies unitary and
linear dynamics, with conservation of the total energy14.
The key computation for the practical application of
our approach is the evaluation of Ha in Eq. (12), which
allows us to determine an equation of motion for each
CWF, ensuring the CP of our approach. The calcula-
tion of 〈~r|Hˆ|Ψ(t)〉 before conditioning depends on the
full many-body wave function and it requires educated
guesses17. The potential Ba, which contains many-body
terms but it does not depend directly on Hˆ, will be ap-
proximated following Ref. 17. Stochasticity is introduced
in Eq. (9) through the term Ha which accounts for the
effect of non-simulated degrees of freedom of the environ-
ment in each experiment.
II.3. Comparison with other techniques
Several techniques use Bohmian trajectories as a math-
ematical/computational tool to solve some reduced equa-
tions of motion18. Here, on the contrary, Eq. (4) guaran-
tees empirical equivalence between Bohmian and stan-
dard quantum (non-relativistic) results in the whole
closed system. This implies not only the correct descrip-
tion of any smaller portion of the closed system, i.e. our
open systems, but also empirical equivalence in the mea-
sured values13. It is important to emphasize that Gam-
betta and Wiseman10 pointed out that the only physical
continuous-in-time interpretation of the wave functions
solution of non-Markovian SSEs, i.e. with back-action
from the environment to the system, has to be based on
the Bohmian theory. In other words, in spite of its math-
ematical interest as a computational tool, the improper
sum of wave functions of an open system in Eq. (8) has a
problematic ontological meaning within standard quan-
tum mechanics, as indicated by D’Espagnat19,20. On the
contrary, the Bohmian theory allows a proper definition
of a wave function of an open system with or without
continuous measurements, for both Markovian and non-
Markovian dynamics13. We can always interpret (part
of) ~rjb[t] as the pointer of a measuring apparatus. There-
fore, the Bohmian CWF ψja(~ra, t) can be thought of as
the wave function of SSE conditioned to a continuous
observation defined by the (part of) ~rjb[t] as the pointer.
To the best of our knowledge, we are the first to develop
a practical SSE algorithm using CWFs solutions of Eq.
(9). In the Bohmian framework, the ensemble values can
be directly computed from the trajectories and not from
the CWF. Therefore, the technical problems of SSE due
to norm degradation are avoided in our approach. It
is a remarkable fact that the velocity of ~rja[t] computed
4from ψja(~ra, t) gives the exact same value as if we use
Ψ(~ra,~r
j
b[t], t). Thus, the velocity, as seen in Eq. (3), is
totally independent of the norm of the CWF13. This
explains why Eq. (9) deals with a non-normalized wave
function.
Since we are dealing with a realistic definition (i.e.
with a clear ontological meaning) of the wave function
of an open system, ψja(~ra, t), a relevant advantage is that
our approach allows a realistic description of the stochas-
tic sources of dissipation (beyond the typical environmen-
tal noise sources introduced in SEE1), while maintaining
CP. Below, as an example, we provide the stochastic con-
ditioned potential of Eq. (9), which tackles the electron-
lattice energy dissipation in tunneling devices.
III. APPLICATION TO ELECTRON-LATTICE
INTERACTION
To analyze the electron-lattice interaction, here, we de-
velop the exact expression for Eq. (9) for electrons inter-
acting with the lattice. For that purpose, we consider
Ne electrons with positions ~r = {~r1, ..., ~rNe} and Nh ions
located at ~R = {~R1, ..., ~RNh}. Although not explicitly in-
dicated, Nh includes also all additional particles required
to deal with a closed system with the many body wave
function Ψ(~ra,~rb, t) ≡ 〈~ra,~rb|Ψ〉 mentioned in Sec. II.1.
To simplify the notation, hereafter, we define ~r = {~ra, ~za}
with ~za = {~r1, .., ~ra−1, ~ra+1, .., ~rNe}. These new vari-
ables are related to previous ones through ~ra = ~ra and
~rb = {~za, ~R}, with ~r = {~ra,~rb}.
We compute the evolution of the full wave function
Ψ(~r, ~R, t) = Ψ(~r, t) under the effect of the full Hamil-
tonian Hˆ in Eq. (9). The position representation of the
Hamiltonian Hˆ gives:
H(~r, ~R) = Ke(~r) +Kh(~R) +Vee(~r) +Vhh(~R) +Hep(~r, ~R),
(13)
with Ke(~r) the electron kinetic energies, Kh(~R) the nu-
cleus kinetic energies, Vee(~r) the electron-electron in-
teractions, Vhh(~R) the nucleus-nucleus interactions, and
Hep(~r, ~R) the total electron-lattice interaction. The last
term can be split into Hep = Hep,~R0 + Hep,~u. The
first term, Hep,~R0 , corresponds to the interaction of the
electrons with the fixed (equilibrium) positions of the
ions ~R0. The second one, Hep,~u, includes the interac-
tion of the electrons with the displacement of the ions,
~u = ~R− ~R0 = {~u1, ..., ~uNh}, and it is the only term that
prevents the exact separation of the many-particle wave
function. Thus, we rewrite Eq. (13) as:
H(~r, ~R) = Hc(~r, ~R) +Hep,~u(~r, ~R), (14)
with Hc(~r, ~R) = Ke(~r) + Kh(~R) + Vee(~r) + Vhh(~R) +
Hep,~R0(~r,
~R0). Finally, the computation of Ha in Eq.
(12) just requires the explicit evaluation of the terms:
〈~ra, ~za, ~R|Hˆep,~u|Ψ(t)〉|~zja[t], ~Rj [t], (15)
and
〈~ra, ~za, ~R|Hˆc|Ψ(t)〉|~zja[t], ~Rj [t] (16)
The relevant interaction of the (conditional) wave packet
with the moving lattice, present in Hˆep,~u, will be eval-
uated in Sec. III.1 in the second-quantization formal-
ism. The less relevant interaction of the (conditional)
wave packet with the fixed (equilibrium) lattice due to
Hc present in Eq. (16) is discussed in the App. B.
III.1. Electron-phonon stochastic potential
Assuming a small displacement of the ions ~uh =
~Rh − ~Rh,0 from their equilibrium positions ~Rh,0, the
electron-lattice Hamiltonian for small displacements
of ions in the position representation can be writ-
ten as Hep,~u(~r, ~R) =
∑
e,h ~uh∂U(~re − ~Rh)/∂ ~Rh|~Rh,0 .
The (second-quantization) electron-lattice Hamiltonian
is then:
Hˆep,~u =
∑
e,p
g
~qp
~ke
cˆ†~ke+~qp cˆ~ke(bˆ~qp + bˆ
†
−~qp), (17)
with bˆ~qp and bˆ
†
~qp
being the annihilation and creation oper-
ators of the atomic vibrational eigenstate |~qp〉. Similarly,
cˆ~ke and cˆ
†
~ke
are the corresponding operators of the (Bloch)
eigenstate 〈~re|cˆ†~ke |0〉 = 〈~re|~ke〉 = φ~ke(~re). The coupling
constant g
~qp
~ke
specifies the transition between the eigen-
states. The first-quantization explanation of the electron-
lattice interaction and the definition of g
~qp
~ke
are given in
App. A.
The initial many-body (electron and lattice) quantum
state is:
Ψ(~r, ~R, t0)=
∑
~k,~q
a(~k, ~q, t0)Φ~k(~r)Φ~q(
~R), (18)
with a(~k, ~q, t0) accounting for an arbitrary superposi-
tion, Φ~k(~r) ≡ 〈~r|cˆ†~k1 ...cˆ
†
~kNe
|0〉 the Slater determinant
with ~k = {~k1, ...,~kNe}, and Φ~q(~R) the atomic part with
~q = {~q1, ~q2, ...} representing a phonon base. The Slater
determinant of electrons can be expanded in minors giv-
ing:
Ψ(~ra, ~za, ~R, t) =
∑
~k,~q
a(~k, ~q, t)Φ~q(~R)
∑
~kw
φ~kw(~ra)sa,w〈~za|cˆ
†
~k1
..c†~kw−1c
†
~kw+1
..cˆ†~kN |0〉. (19)
with sa,w the sign of the (a,w) cofactor. Then, the term
in Eq. (17) acting on Eq. (19) is (for more details see App.
5A):
〈~ra, ~rb|Hˆep,~u|Ψ(t)〉 =
∑
e,p
g
~qp
~ke
〈~ra, ~rb|cˆ†~ke+~qp cˆ~ke
(bˆ~qp + bˆ
†
−~qp)|Ψ(t)〉 =
∑
e,p
g
~qp
~ke
∑
~k,~q
a(~k, ~q, t)Φ′~q(~R)
∑
~kw
φ~kw+~qp(~ra)sa,w〈~za|cˆ
†
~k1
..c†~kw−1c
†
~kw+1
..cˆ†~kN |0〉. (20)
We use Φ′~q(~R) to account for the effect of the electron-
lattice interaction in the atomic part.
When conditioning Eqs. (19) and (20) to {~zja[t], ~Rj [t]},
the variable ~qjp is also fixed to some particular values in
this j-th experiment. The exact (deterministic) descrip-
tion of the electron-lattice interaction would require per-
fect knowledge of all ions dynamics through ~Rj [t]. How-
ever, since ions are considered here as the environment
of electrons (they are not explicitly simulated), we intro-
duce their effect stochastically in the equation of motion
of electrons in Eq. (9), ensuring that the probabilities of
different phonon modes satisfy some well-known precom-
puted probabilities21. We assume that only one (or none)
phonon mode ~qjp becomes relevant at each time. Then,
the (envelope) CWF before a collision t < tc is:
ψja(~ra, t) =
∑
~kw
f(~kw, t)φ~kw(~ra). (21)
Assuming that g
~qjp
~ka
≈ g~q
j
p
~k0a
with ~k0a the central wave
vector of the a wave packet, the final (envelope) CWF
in Eq. (20) after the collision t > tc2 is ψ
j
a(~ra, t) ≡
〈~ra, ~rjb [t]|Hˆep,~u|Ψ(t)〉 which can be written as (see App.
A):
ψja(~ra, t) = g
~qjp
~k0a
∑
~kw
f(~kw, t)φ~kw+~qjp(~ra). (22)
where the ~ra-dependence in Eq. (21) and Eq. (22) is given
by φ~ka(~ra) and φ~kw+~qp(~ra) respectively, and f(
~kw, t) in-
cludes all other terms evaluated at {~zja[t], ~Rj [t]}.
These results have a simple and intuitive explanation.
During the collision, the (Bloch state) quasi-momentum
eigenstates that build the wave packet change from |~ka〉
to |~ka + ~qjp〉, while its weight f(~kw, t) remains constant.
We notice that these collisions introduce not only
stochastic dynamics in the evolution of the CWF, but
also time-irreversibility in the whole simulation, since,
in general, g
~qp
~k0a
< g
−~qp
~k0a+~qp
, where positive (negative) ~qp
means phonon absorption (emission).
III.2. Dissipative transport in parabolic-band
structures
We apply our approach for the simulation of a typical
GaAs/AlGaAs Resonant Tunneling Device (RTD) when
elastic (acoustic phonons and impurities) and inelastic
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FIG. 1. (a) Current-voltage characteristic for a RTD with
(solid red curve) and without (blue dashed curve) dissipation
due to acoustic and optical phonons and impurities. The bar-
rier height and width are 0.5 eV and 1.6 nm and the well width
is 2.4 nm. A n-type doping with a Fermi level of Ef = 0.15eV
above the conduction band is considered. (b) Effective colli-
sion rate as a function of bias. The optical phonons lead to
an inelastic change of the electron energy of ±0.036 eV .
(optical phonons) collisions are considered. In particular
it can be shown that the required evolution of the CWF
ψa interacting with a phonon ~qp = {qpx, qpy, qpz} in a
material with parabolic band structure can be obtained
from Eq. (9):
i~
∂ψa
∂t
=
[
1
2m∗
(
~pa + ~λaΘtc
)2
+Va
]
ψa, (23)
where ~pa = −i~~∇a, m∗ = 0.067me is the electron ef-
fective mass (me is the free electron mass), ~λa = ~~qp
and Θtc ≡ Θ(t − tc) is the Heaviside step function. In
App. C we prove that Eq. (23) exactly reproduces the
transition of ψa from Eq. (21) to Eq. (22). Each electron
a = {1, 2, .., Ne} has its own Eq. (23) to compute ψa and
~ra[t] by time-integrating its velocity in Eq. (3). The term
Va provides the Coulomb correlation among all simulated
electrons including the appropriate boundaries. The in-
jection model locates the initial CWF outside the sim-
ulation box and defines it from typical Gaussian wave
packets with a dispersion σ = 40 nm. The properties
of the injected electrons are selected according to some
well-defined assumptions. For example, the energies of
the injected electrons from one contact (assumed in ther-
modynamical equilibrium) into the open system fulfill a
Fermi-Dirac distribution. This randomness in the injec-
tion of electrons introduces a source of stochasticity in
the description of the properties of the open system.
We compute the current as the net number of trajecto-
ries ~ra[t] transmitted from one side to the other, divided
by the total simulation time (5 ps). Identically the DC
current is also computed as the time average of the to-
tal (conduction plus displacement) current. Both types
6of DC computations provide the same value at each bias
point, showing the accuracy of the simulation. Techni-
cally, the experiment is not repeated, but the numerical
simulation takes so long that electrons are entering and
leaving the active region many times, providing repeated
scenarios. The number and type of collisions are ob-
tained from the Fermi Golden Rule for GaAs materials21.
We notice that the collision in Eq. (9) does not introduce
any artificial decoherence. The expected reduction of the
transmission22 seen in Fig. 1(a) is because of the random-
ization of the momentum due to acoustic phonons and
to the energy dissipation due to the emission of optical
phonons. We see in Fig. 1(b) that the number of collisions
at resonance is three times larger that out of resonance,
showing that the ballisticity of tunneling devices also de-
pends on the electron transit time that varies from one
voltage to another, due to different back-actions of our
non-Markovian (phonon) environment6.
III.3. Dissipative transport in linear-band
structures
Next, we present the Bohmian trajectories and CWF
evolution of one electron during a collision with a phonon
in graphene, with a richer band structure than GaAs.
The whole development of the equation of motion in Eq.
(9) and the inclusion of the collision needs to be redone
for a conditional 2D bispinor ψa ≡ (ψa,1, ψa,2)T giving:
i~
∂ψa
∂t
=vf
(
Va/vf p
−
a + λ
−
a Θtc
(p+a + λ
+
a Θtc)χtc Vaχtc/vf
)
ψa, (24)
where vf = 10
6 m/s is the Fermi velocity. We define
p±a =−i~∂xa ± ~∂ya and λ±a = λax ± iλay as the change
in momentum ~λa = ~~qp due to the interaction with a
phonon with wave vector ~qp = {qpx, qpy}. When the
interaction occurs, the term χtc = e
i(mpi+β~kfa
−β~k0a )Λtc
makes sure that the final state is either in the conduc-
tion band (positive energy branch) or in the valence band
(negative energy states). If the electron changes from the
conduction to the valence band (or vice versa), we use
m = 1 and if there is no change of band m = 0, with
e
iβ~k0a = (k0ax + ik0ay)/|~k0a|, where ~k0a (~kfa) is the cen-
tral initial (final) wave vector and e
iβ~kfa having the same
definition. χtc is only relevant at tc, i.e. Λtc ≡ Λtc(t) = 0
except Λtc(t = tc) = 1. In App. D we prove that Eq.
(24) produces the transition of the 2D bispinor ψa from
Eq. (21) to Eq. (22).
We present in Fig. 2 and Fig. 3 numerical results for the
electron-phonon collisions in graphene, whose dynamics
near the Dirac points are given by Eq. (24). The initial
state in both examples is a Gaussian wave packet with
dispersion σ = 40 nm and wave vector |~k0a| = 2.27 ·
108 m−1, whose initial pseudospin lies in the conduction
band.
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FIG. 2. a) Time evolution of the modulus squared of the con-
ditional bispinor for an electron initially at t0 in the conduc-
tion band, with wave vector (k0ax, k0ay) = (0, |~k0a|), suffering
an elastic collision at tc with a phonon that provides a final
wave vector (kfax, kfay) = (|~k0a|/
√
2, |~k0a|/
√
2). The asso-
ciated Bohmian trajectories are also shown. Inset: Electron
energy conservation for the elastic collision. b) Same change
of wave vector as in a) but with an inelastic collision that
produces a final electron in the valence band (where velocity
and momentum are opposite).
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FIG. 3. Time evolution of the modulus squared of the con-
ditional bispinor for an electron which impinges on a 0.4 eV
barrier with a width of 200 nm. The initial t = t0 direction
is β0 = pi/6 so Klein tunneling should be minimal. At t = tc,
an elastic collision deviates the electron in a perpendicular
direction to the barrier maximizing the Klein tunneling.
IV. CONCLUSIONS
In this paper we present an approach to analyze quan-
tum dissipation. It is based on Bohmian CWFs that
preserves CP and allows a realistic consideration of dis-
sipative sources. Formally, our approach follows the SSE
technique9 for non-Markovian scenarios7,10,12, but allow-
ing a physical interpretation of the output results under
a continuous measurement. The open system techniques
mentioned in the Introduction are rarely applied to the
7simulations of electron devices (with exceptions such as
the Wigner-Boltzmann approach, which has problems of
CP2,3, or other density matrix approaches that have dif-
ficulties in being adapted to spatially well-defined models
respecting the different spatial regions (with well-defined
boundaries) typical in electron devices23,24). Typically,
dissipation in quantum electron transport is simulated
through a partition of the full Hilbert space into smaller
spaces where sets of eigenstates are perfectly determined.
Interactions (dissipation) between different spaces are in-
troduced through coupling constants25. The solution
of such models implicitly involves an improper mixture
of states19 that, in spite of its computational interest,
has no ontological definition within standard quantum
mechanics20. The Bohmian CWFs provide a unprob-
lematic way to define the wave function of an open
system10, and we have shown that it allows a realis-
tic simulation of quantum dissipation in electron devices
with linear and parabolic band structures. With the ac-
curate inclusion of quantum dissipation in the evolution
of CWFs, the general and accurate quantum-trajectory
approach26 presented here is the best candidate to sub-
stitute the old Monte Carlo solution of the Boltzmann
equation for semi-classical systems21 in the new nano-
electronics/atomtronics quantum scenarios.
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Appendix A: Evaluation of the term
〈~ra, ~za, ~R|Hˆep,~u|Ψ(t)〉|~zja[t], ~Rj [t] in Eq. (15):
We first evaluate the effect of the Hˆep,~u on the wave
packet Ψ(~ra, ~za, ~R, t). For that purpose, we develop the
explicit expression of Hˆep,~u and then we define an initial
many-body wave packet Ψ(~ra, ~za, ~R, t).
A1.- Definition of the Electron-Phonon Hamiltonian:
The term Hep in Eq. (13) can be written as Hep =
Hep,~R0 + Hep,~u =
∑
e,h Vep(~re − ~Rh). We decompose
Vep(~re − ~Rh) in a Taylor expansion around the equilib-
rium position of the h ions ~Rh,0 as:∑
e,h
Vep(~re − ~Rh) ≈
∑
e,h
Vep(~re − ~Rh,0) + (A1)
(~Rh− ~Rh,0) · ∇hVep(~re − ~Rh)|~Rh=~Rh,0 =
∑
e,h
Vep(~re − ~Rh,0)
+~uh · ∇hVep(~re − ~Rh)|~Rh=~Rh,0 = Hep,~R0 +Hep,~u.
The term Vep(~re − ~Rh,0) will become later relevant
for the electronic band structure, while ~uh · ∇Vep(~re −
~Rh)|~Rh=~Rh,0 provides the interaction of the electron ~re
with the ion ~Rh (neglecting second order Taylor terms in
the atomic displacements expansion). Instead of dealing
with individual displacements ~uh, we consider the normal
coordinate ~Q~qp defined from the Fourier transform:
~uh =
∑
~qp
~Q~qpe
i~qp ~Rh,0 , (A2)
where ~qp is a wave vector in the reciprocal space that la-
bels each of the possible collective solutions of the move-
ment of ions. Then we perform the Fourier transform of
the potential Vep(~re − ~Rh):
Vep(~re − ~Rh) =
∑
~v
ei~v(~re−~Rh)U~v, (A3)
where ~v is another wave vector in the reciprocal space and
U~v is the Fourier coefficients of the potential. Notice that∑
h Vep(~re− ~Rh) is a periodic potential, while Vep(~re− ~Rh)
alone is essentially a Coulomb potential with corrections
due to screening. Then, the gradient of the potential in
Eq. (A1) can be written as:
∇hVep(~re−~Rh)|~Rh=~Rh,0=
∑
~v
(−i~v)ei~v(~re−~Rh,0)U~v.(A4)
Putting Eq. (A4) and Eq. (A2) altogether for all electrons
and ions, we get finally:
Hep,~u =
∑
e
Hep,~u,~re =
∑
e
∑
h
~uh · ∇hVep(~re − ~Rh)|~Rh,0
=
∑
e
∑
h
∑
~qp
ei~qp
~Rh,0 ~Q~qp
∑
~v
(−i~v)ei~v(~re−~Rh,0)U~v. (A5)
Before discussing the interaction through the term
Hep,~u, we define the initial electron-lattice wave packet.
A2.- Definition of the many body wave packet
Ψ(~r, ~R, t):
The many body wave packet Ψ(~r, ~R, t) =
〈~ra, ~za, ~R|Ψ(t)〉 can be written as:
Ψ(~r, ~R, t)=
∑
~k,~q
a(~k, ~q, t)Φ~k(~r)Φ~q(
~R), (A6)
8with a(~k, ~q, t) accounting for an arbitrary superposition
of the many-body electron base Φ~k(~r) and many-body
phonon base Φ~q(~R). The vector ~k = {~k1,~k2, ..,~kNe} rep-
resents the many body index of the electronic (Bloch
states) base and ~q = {~q1, ~q2, ...} the index of the ionic
base. We define Φ~k(~r) ≡
∑Ne!
n=1
∏Ne
i=1 φ~ki(~rp(n)i)sn, with
~p(n) = {p(n)1, ..., p(n)Ne} the n-permutation vector, and
sn its sign. We have also used the single particle Bloch
eigenstate:
φ~ke(~re) = 〈~re|~ke〉 = ei
~ke~reu~ke(~re), (A7)
where u~ke(~re) is periodic with respect to lattice transla-
tions (which includes the appropriate normalizing con-
stant) and ~ke is the electron (quasi) wave vector related
to the quasi (or crystal) momentum ~pe = ~~ke.
In the language of the second quantization, the
Slater determinant of the electrons can be written as
Φ~k(~r) ≡ 〈~r|cˆ†~k1 ...cˆ
†
~kNe
|0〉. To explicitly write the de-
pendence of Φ~k(~r) on ~re, we expand the Slater deter-
minant of electrons by minors as 〈~re, ~ze|cˆ†~k1 ...cˆ
†
~kNe
|0〉 =∑Ne
w=1 φ~kw(~re)se,w〈~ze|cˆ
†
~k1
...c†~kw−1c
†
~kw+1
...cˆ†~kNe
|0〉, with se,w
the sign of the (e, w) cofactor. Then:
Ψ(~re, ~ze, ~R, t) =
∑
~k,~q
a(~k, ~q, t)Φ~q(~R)
∑
~kw
φ~kw(~re)se,w〈~ze|cˆ
†
~k1
..c†~kw−1c
†
~kw+1
..cˆ†~kN |0〉. (A8)
A3.- Evaluation of Hep,~u(~r, ~R, t)Ψ(~r, ~R, t):
The term Hep,~u =
∑
eHep,~u,~re in Eq. (A5) is a sum
over terms that depend on a unique ~re, so that when
conditioning Hep,~u(~r, ~R, t)Ψ(~r, ~R, t) to {~zja[t], ~Rj [t]} all,
except one term, do not depend on ~ra. We have:
Hep,~u(~r, ~R, t)Ψ(~ra, ~za, ~R, t)
∣∣∣
~zja[t], ~Rj [t]
=
(∑
e
Hep,~u,~re(~re,
~R, t)
)
Ψ(~ra, ~za, ~R, t)
∣∣∣
~zja[t], ~Rj [t]
=
∑
e 6=a
Hep,~u,~re(~r
j
e[t],
~Rj [t], t)
Ψ(~ra, ~zja[t], ~Rj [t], t)
+Hep,~u,~ra(~ra,
~Rj [t], t)Ψ(~ra, ~z
j
a[t], ~R
j [t], t). (A9)
The term
∑
e 6=aHep,~u,~re(~r
j
e[t], ~R
j [t], t) is a constant
value without dependence on ~ra. This pure time-
dependent term only provides a global phase on the con-
ditional wave function that can be omitted without any
effect17. The only term that we have to compute explic-
itly is Hep,~u,~ra(~ra,
~R, t)Ψ(~r, ~R, t) = 〈~r, ~R|Hˆep,~u,~ra |Ψ(t)〉.
Using the identities
∫
~r
d~r|~r〉〈~r| = 1 and ∫~R d~R|~R〉〈~R| = 1,
the fact that Hˆep,~u,~ra is diagonal in the position represen-
tation, and the identity
∑
~ka
|~ka〉〈~ka| = 1, we can write:
〈~r, ~R|Hˆep,~u,~ra |Ψ(t)〉 = 〈~r, ~R|Hˆep,~u,~ra |~r, ~R〉〈~r, ~R|Ψ(t)〉 =∑
~ka
∑
~k′′a
〈~ra|~k′′a〉〈~k′′a , ~za, ~R|Hˆep,~u,~ra |~ka, ~za, ~R〉〈~ka, ~za, ~R|Ψ(t)〉
=
∑
~ka
∑
~k′′a
T (~k′′a , Hˆep,~u,~ra ,~ka)〈~ra|~k′′a〉〈~ka, ~za, ~R|Ψ(t)〉,(A10)
where we have defined T (~k′′a , Hˆep,~u,~ra ,~ka) ≡
〈~k′′a , ~za, ~R|Hˆep,~u,~ra |~ka, ~za, ~R〉 as the electron-phonon
Hamiltonian in the momentum (Bloch state) representa-
tion. This term can be rewritten as:
T (~k′′a , Hˆep,~u,~ra ,~ka) = (A11)∫
~ra
d~ra〈~k′′a |~ra〉〈~ra, ~za, ~R|Hˆep,~u,~ra |~ra, ~za, ~R〉〈~ra|~ka〉,
and using the final expression of the electron-phonon
Hamiltonian in the position representation, Eq. (A5), we
get:
T (~k′′a , Hˆep,~u,~ra ,~ka) =
∫
~ra
d~rae
−i~k′′a~ra
u~k′′a
(~ra)e
i~ka~rau~ka(~ra)〈~ra, ~za, ~R|Hˆep,~u,~ra |~ra, ~za, ~R〉 =∫
~ra
d~rae
−i~k′′a~rau~k′′a (~ra)e
i~ka~rau~ka(~ra)
∑
h
∑
~qp
ei~qp
~Rh,0 ~Q~qp∑
~v
(−i~v)ei~v(~ra−~Rh,0)U~v. (A12)
We take away from the integral those elements that do
not depend on ~ra:
T (~k′′a , Hˆep,~u,~ra ,~ka) =
∑
h
∑
~qp
ei~qp
~Rh,0 ~Q~qp (A13)
∑
~v
(−i~v)e−i~v ~Rh,0U~v
∫
~ra
d~rae
−i~k′′a~rau~k′′a (~ra)e
i~ka~rau~ka(~ra)e
i~v~ra .
Due to the periodicity of u~ka(~ra) we can use the change of
variable ~ra = ~r′a + ~Rm,0 where ~r′a integrates only inside
the first Brillouin zone. We get:
T (~k′′a , Hˆep,~u,~ra ,~ka) =∑
h
∑
~qp
~Q~qp
∑
~v
(−i~v)ei ~Rh,0(~qp−~v)U~v
(∑
m
ei
~Rm,0(−~k′′a+~v+~ka)
)
∫
~r′a
d~r′ae−i
~k′′a ~r′au~k′′a
(~r′a)ei
~ka ~r′au~ka(
~r′a)ei~v
~r′a . (A14)
The sum over ~Rh,0 in
∑
h e
i ~Rh,0(~qp−~v) imposes the
condition ~G = ~qp − ~v and the sum over ~Rm,0 in∑
m e
i ~Rm,0(−~k′′a+~v+~ka) imposes that ~G′ = −~k′′a + ~v + ~ka,
with ~G and ~G′ two vectors of the reciprocal lattice. For
simplicity, although Umklapp scattering can also be con-
sidered, we assume that all momentum vectors can be
9considered in the first Brillouin zone, ~G = 0 and ~G′ = 0,
so that ~k′′a = ~qp + ~ka. Therefore:
T (~k′′a , Hˆep,~u,~ra ,~ka) =
∑
~qp
δ(~k′′a − ~qp − ~ka)g~qp~ka . (A15)
All other terms in Eq. (A14) are included into the cou-
pling constant g
~qp
~ka
defined as:
g
~qp
~ka
= −i ~Q~qp ~qp U~qp
∫
~r′a
d~r′ae−i(
~ka+~qp)~r′a
u~ka+~qp(
~r′a)ei
~ka ~r′au~ka(
~r′a)ei~v
~r′a . (A16)
We emphasize that we did not include any dependence
on the n band we are dealing with, since usually phonon
energies are smaller than band gaps and then phonons
cannot make band transitions. However, for materials
with small band gaps these multi band transitions can
be included straightforwardly. In fact, when dealing with
graphene bispinors, we will include the dependence of the
coupling constant on the energy branches. We introduce
Eq. (A15) into Eq. (A10) and we conclude:
Hep,~u,~ra(~ra, ~za,
~R, t)Ψ(~ra, ~za, ~R, t) =∑
~ka
∑
~k′′a
〈~ra|~k′′a〉T (~k′′a , Hˆep,~u,~ra ,~ka)〈~ka, ~zja[t], ~Rj [t]|Ψ(t)〉
=
∑
~qp
∑
~ka
g
~qp
~ka
〈~ra|~ka + ~qp〉〈~ka, ~za, ~R|Ψ(t)〉. (A17)
A4.- Conditional (envelope) wave packet before the
collision:
The conditional wave packet before the collision can be
obtained from Eq. (A8) by fixing ~za = ~z
j
a[t] and
~R = ~Rj [t]
where these positions correspond to one j experiment.
Then:
Ψ(~ra, ~z
j
e [t], ~R
j [t], t) =
∑
~k,~q
a(~k, ~q, t)Φ~q(~R
j [t])
∑
~kw
φ~kw(~ra)sa,w〈~zja[t]|cˆ
†
~k1
..c†~kw−1c
†
~kw+1
..cˆ†~kN |0〉.(A18)
The dependence on ~ra of the conditional wave packet in
Eq. (A18) appears because of the Bloch state φ~kw(~ra) ≡
〈~ra|~kw〉. Therefore, it can be compactly rewritten as:
ψa(~ra, t) ≡ Ψ(~ra, ~zja[t], ~Rj [t], t) (A19)
=
∑
~kw
fa(~kw, ~z
j
a[t], ~R
j [t], t)φ~kw(~ra) =
∑
~kw
fa(~kw, t)φ~kw(~ra),
where fa(~kw, t) ≡ fa(~kw, ~zja[t], ~Rj [t], t) ≡
〈~kw, ~zja[t], ~Rj [t]|Ψ(t)〉, appearing in Eq. (21) and Eq.
(22) in the text, is defined here as:
fa(~kw, t) =
∑
~q
∑
~k,~ke 6=~kw
a(~k, ~q, t)Φ~q(~R
j [t])sa,w
〈~zja[t]|cˆ†~k1 ..c
†
~kw−1
c†~kw+1 ..cˆ
†
~kN
|0〉. (A20)
Under the standard envelope approximation in which
the wave packet is centered around ~ka ≈ ~k0a, we
can rewrite the Bloch states as 〈~ra|~ka〉 = φ~ka(~ra) ≈
ei
~ka~rau~k0a(~ra) and rewrite Eq. (A19) as:
ψa(~ra, t) = u~k0a(~ra)
∑
~kw
ei
~kw~ra〈~kw, ~zja[t], ~Rj [t]|Ψ(t)〉
= u~k0a(~ra)
∑
~kw
ei
~kw~rafa(~kw, t). (A21)
We notice that f(~ka, t) includes now an (irrelevant) nor-
malization constant. Finally, we notice that we will use
the same symbol ψa(~ra, t) to refer to the conditional wave
packet and to the envelope conditional wave function de-
fined, by ignoring the atomic periodicity u~k0a(~ra), as:
ψa(~ra, t) =
∑
~kw
ei
~kw~ra〈~kw, ~zja[t], ~Rj [t]|Ψ(t)〉
=
∑
~kw
ei
~kw~rafa(~kw, t), (A22)
The ensemble momentum of the initial envelope wave
packet ψa(~ra, t) in Eq. (A22), at t = tc1 before the colli-
sion, can be written as:
〈~pa〉tc1 =
∑
~kw
~~kw|fa(~kw, t)|2. (A23)
A5.- Conditional (envelope) wave packet after the
collision:
Conditioning the many-body wave function
Ψ(~ra, ~ze, ~R, t) to the particular values of ~z
j
a[t] and
~Rj [t] belonging to the j experiment means that we are
considering only one event of the many available in the
wave function. In particular, from all phonon modes
present in Eq. (A17), we consider that, in a particular
j experiment, only one ~qjp[t] (or none) is relevant at
each time t (if more than one phonon mode is relevant
simultaneously then we can assume two single-phonon
collisions simultaneously, each one with only one type
of phonon mode). In addition, we consider that the
involved wave packets are narrow enough in momentum
space so that g
~qp,j
~ka
[t] ≈ g~qp,j~k0a [t], with ~k0a the central
wave vector of the a wave packet. Then, Eq. (A17)
conditioned to the value of ~zja[t] and ~R
j [t] can be written
as:
Hep,~u,~ra(~ra, ~za,
~R, t)Ψ(~ra, ~za, ~R, t)
∣∣
~zja[t]~Rj [t]
(A24)
= g
~qjp
~k0a
[t]
∑
~kw
〈~ra|~kw + ~qp〉〈~kw, ~zja[t], ~Rj [t]|Ψ(t)〉.
The coupling constant g
~qjp
~k0a
[t] in the j experiment will
imply an interaction of the ~ra electron with the phonon
mode ~qp during a collision time interval, starting at tc1
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and ending at tc2. In a later time g
~qjp
~k0a
[t] will indicate
a collision with another phonon mode. The exact (de-
terministic) description of g
~qjp
~k0a
[t] would require perfect
knowledge of the dynamics of ~Rj [t]. Since we do not
explicitly simulate the dynamics of the ions (which are
understood as the environment of the electrons), we can
only introduce their effects in a stochastic way ensuring
that the probabilities of different phonon modes given by
g
~qjp
~k0a
[t] satisfy some precomputed values. This is the ori-
gin of the stochasticity in Eq. (9) due to the environment.
In one particular j experiment, during one collision,
the term g
~qq
~k0a
[t] becomes irrelevant (the Bohmian velocity
does only depends on the dependence of the phase on ~ra,
not on the norm) and the final wave packet in Eq. (A24),
at time t > tc2 after the collision, can be written as:
ψa(~ra, t) ≡ Ψ(~ra, ~zja[t], ~Rj [t], t)
=
∑
~kw
fa(~kw, ~z
j
a[t],
~Rj [t], t)φ~kw+~qp(~ra)
=
∑
~kw
fa(~kw, t)φ~kw+~qp(~ra), (A25)
where fa(~kw, t) = 〈~kw, ~zja[t], ~Rj [t]|Ψ(t)〉 remains equal to
the value in Eq. (A20) before the collision.
After the collision at t = tc2, the (pseudo) momen-
tum base changes from |~ke〉 to |~ke + ~qjp〉, so that the final
ensemble momentum of the envelope conditional wave
packet in Eq. (A25) is:
〈~pa〉tc2 =
∑
~kw
~(~kw + ~qjp)|fa(~kw, t)|2
= 〈~pa〉tc1 + ~~qjp. (A26)
Let us emphasize that Eq. (A23) and Eq. (A26) pro-
vide the expected role of the electron-phonon interaction:
Such collision generates a change of momentum ~~qjp in the
conditional wave packet during a time interval tc2 − tc1.
We notice that we are considering a collision with a finite
duration. As it will be later explained, for simplicity in
practical applications, we have considered instantaneous
collisions in the text.
Appendix B: Evaluation of the term
〈~ra, ~za, ~R|Hˆc|Ψ(t)〉|~zja[t], ~Rj [t] in Eq. (16):
The term 〈~ra, ~za, ~R|Hˆc|Ψ(t)〉|~zja[t], ~Rj [t] =
〈~ra, ~za, ~R|Ke(~r) + Kh(~R) + Vee(~r) + Vhh(~R) +
Hep,~R0(~r,
~R0)|Ψ(t)〉|~zja[t], ~Rj [t] can be evaluated as
follows. First, we divide Vee(~r) = Vee,~ra(~ra) + Vee,~za(~za)
as the terms with an explicit dependence on ~ra, plus
the terms without it. Similarly, Hep,~R0(~r,
~R0) =
Hep,~R0,~ra(~ra,
~R0) +Hep,~R0,~za(~za,
~R0).
B1.- Evaluation of
〈~ra, ~za, ~R|Vˆhh + Vˆee,~za + Hˆep,~R0,~za |Ψ(t)〉|~zja[t], ~Rj [t]:
We have:
〈~ra, ~za, ~R|Vˆhh + Vˆee,~za + Hˆep,~R0,~za |Ψ(t)〉|~zja[t], ~Rj [t] =(
Vhh(~R
j [t]) + Vee,~za(~z
j
a[t]) +Hep,~R0,~za(~z
j
a[t],
~R0)
)
Ψ(~ra, ~z
j
a[t],
~Rj [t], t), (B1)
where Vhh(~R
j [t]) + Vee,~za(~z
j
a[t]) +Hep,~R0,~za(~z
j
a[t], ~R0) are
pure time-dependent terms, without ~ra dependence and
then it only contributes to an arbitrary pure time-
dependent angle that can be directly ignored, see Ref.
17.
B2.- Evaluation of 〈~ra, ~za, ~R|Vˆee,~ra |Ψ(t)〉|~zja[t], ~Rj [t]:
Similarly, we write:
〈~ra, ~za, ~R|Vˆee,~raΨ(t)〉|~zja[t], ~Rj [t]
= Vee,~ra(~ra, ~z
j
a[t])|Ψ(~ra, ~zja[t], ~Rj [t], t)
= u~k0a(~ra)Vee,~ra(~ra, ~z
j
a[t])ψa(~ra, t), (B2)
where Vee,~ra(~ra, ~z
j
a[t]) can be easily known once the set
of ~rj [t] trajectories are known. Later we will use Va ≡
Vee,~ra(~ra, ~z
j
a[t])
B3.- Evaluation of 〈~ra, ~za, ~R|Kˆe,~za + Kˆh|Ψ(t)〉|~zja[t], ~Rj [t]:
The kinetic energy of ions Kˆh and the kinetic energy
of the rest of electrons, different from ~ra, defined as Kˆe,~za
with Kˆe = Kˆe,~ra + Kˆe,~za , can be written as:
〈~ra, ~za, ~R|Kˆe,~za + Kˆh|Ψ(t)〉|~zja[t], ~Rj [t]
=
Ne∑
e=1,e6=a
Ke,~raΨ(~ra, ~za,
~R, t)
∣∣
~zja[t], ~Rj [t]
+
Nh∑
h=1
−~2
2mh
~∇2hΨ(~ra, ~za, ~R, t)
∣∣
~zja[t], ~Rj [t]
= A(~ra, ~z
j
a[t], ~R
j [t], t)Ψ(~ra, ~z
j
a[t], ~R
j [t], t)
= u~k0a(~ra)Aa(~ra, ~z
j
a[t], ~R
j [t], t)ψa(~ra, t). (B3)
where Ke,~ra is the kinetic energy of each ~za electron and
where we have introduced the real potential Aa as:
Aa ≡ Aa(~ra, ~zja[t], ~Rj [t], t) =∑Ne
e=1,e6=aKe,~raΨ(~ra, ~za, ~R, t)
∣∣
~zja[t], ~Rj [t]
Ψ(~ra, ~z
j
a[t], ~Rj [t], t)
+
∑Nh
h=1
−~2
2mh
~∇2hΨ(~ra, ~za, ~R, t)
∣∣
~zja[t], ~Rj [t]
Ψ(~ra, ~z
j
a[t], ~Rj [t], t)
. (B4)
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This constant Aa includes other correlations (different
from the electron-lattice correlations that we treat ex-
actly apart from the stochastic approximation for ions
dynamics) and will be approximated later according to
Ref.17.
B4.- Evaluation of
〈~ra, ~za, ~R|Kˆe,~ra + Hˆep,~R0,~ra |Ψ(t)〉|~zja[t], ~Rj [t]:
The last terms that have to be evaluated from Hˆc in
Eq. (15) are Kˆe,~ra + Hˆep,~R0,~ra . They determine the elec-
tronic band structure:
〈~ra, ~za, ~R|Kˆe,~ra + Hˆep,~R0,~ra |Ψ(t)〉|~zja[t], ~Rj [t] (B5)
=
(
Ke,~ra +
∑
h
Vep(~ra − ~Rh,0)
)
Ψ(~ra, ~z
j
a[t], ~R
j [t], t),
where Ke,~ra corresponds to the kinetic energy of the con-
ditioned a electron and Hep,~R0,~ra =
∑
h Vep(~ra− ~Rh,0) is
the periodic potential seen by this a electron. From here,
and after a tight binding and the approximation for low
energy excitations (small ~k), depending on the system we
will end up with a band structure E(~p) either with linear
or parabolic shape. Therefore:
〈~ra, ~za, ~R|Kˆe,~ra + Hˆep,~R0,~ra |Ψ(t)〉|~zja[t], ~Rj [t]
≈ u~k0a(~ra)E(~p)ψa(~ra, t), (B6)
where ψa(~ra, t) is the (conditional) envelope wave packet
already defined in Eq. (A21).
Appendix C: Scho¨dinger (parabolic band) equation
In the parabolic case, E(~pa) appearing in Eq. (B6) is
E(~pa) =
|~pa|2
2m∗ with m
∗ an isotropic effective mass. Af-
ter the collision, t = tc2, regarding Eq. (A25) the state
|~ke〉 changes to |~ke + ~qjp〉. Under the mentioned envelope
approximation, the Bloch states are 〈~ra|~ka〉 = φ~ka(~ra) ≈
ei
~ka~rau~k0a(~ra). Then, the conditional wave packet at tc2
in Eq. (A25) can be related to the initial wave packet at
tc1 given by Eq. (A22) as:
ψa(~ra, tc2) =
∑
~kw
ei(
~kw+~qp)~ra〈~kw, ~zja[tc2], ~Rj [tc2]|Ψ(tc2)〉
=
∑
~kw
ei(
~kw+~qp)~rafa(~kw, tc2) = e
i~qp~raψa(~ra, tc1). (C1)
Therefore, since Bloch states are energy eigenstates, the
ensemble energy before the collision 〈E(~ka)〉tc1 changes
to the value 〈E(~ka + ~qp)〉tc2 after the collision.
Putting together Eq. (B2), Eq. (B3), Eq. (B6) and Eq.
(10) into the original Eq. (15), and removing u~k0a(~ra), we
get:
i~
∂ψa(~ra, t)
∂t
=
[
1
2m∗
(~pa)
2
+Va+Aa+iBa
]
ψa(~ra, t),(C2)
where the terms Aa and Ba in Eq. (B4) and Eq. (11)
are approximated by a zero order Taylor expansion (i.e.
no dependence on ~ra) so that they can be neglected
when computing Bohmian velocities. See in Ref. 17
the discussion of such approximation. Therefore, the
time evolution operator (propagator) from the initial
time t0 until a time before the collision t < tc1 is just
Uˆa(t, t0) = e−
i
~
∫ t
t0
Hˆca(t′)dt′ , with Hca = 12m∗ (~pa)
2
+ Va,
being Hc conditioned at ~z
j
a[t].
The time-evolution of the wave packet due to the col-
lision with the phonon has to reproduce the condition
given by Eq. (C1). The time evolution operator (propa-
gator) from t = t0 until a time t > tc2 after the collision
is then:
Uˆa(t, t0) = e−
i
~
∫ t
tc2
Hˆca(t′)dt′e−
i
~
∫ tc2
tc1
Hˆepa(t′)dt′ (C3)
e−
i
~
∫ tc1
t0
Hˆca(t′)dt′ = e−
i
~
∫ t
tc2
Hˆca(t′)dt′ei
~λa~ra
~ e−
i
~
∫ tc1
t0
Hˆca(t′)dt′ ,
where Hˆepa = −~~λa~raδ(t − tc) is the previously men-
tioned total electron-lattice interaction Hˆep conditioned
at ~zja[t].
For a small time interval, ∆t, we have Uˆa(t +
∆t, t) = (1 − i~∆tHˆca). Then, it can be proven
that (1 − i~∆tHca)ei
~λa~ra
~ ψa(~ra, tc1) = e
i
~λa~ra
~ (1 −
i
~∆tHca+λ)ψa(~ra, tc1), where Hca+λ =
(~pa+~λa)
2
2m∗ + Va.
The demonstration of this result just requires to show
that:
(~p)2ei
~λa~ra
~ ψa(~ra, t) = −~2~∇2e−i
~λa~ra
~ ψa(~ra, t) (C4)
= ~λ2ae
i
~λa~ra
~ ψa(~ra, t)− 2i~~λaei
~λa~ra
~ ~∇ψa(~ra, t)
−~2ei
~λa~ra
~ ~∇2ψa(~ra, t) = ei
~λa~ra
~ (~p+ ~λa)
2ψa(~ra, t).
Therefore, the time evolution of the conditional wave
packet at any time t = tc2 + n∆t can be computed by
applying the previous property n times and then:
(1− i
~
∆tHca)...(1− i~∆tHca)e
i
~λa~ra
~ ψa(~ra, tc1) (C5)
= ei
~λa~ra
~ (1− i
~
∆tHca+λ)...(1− i~∆tHca+λ)ψa(~ra, tc1).
Finally, we can combine the time evolution of the en-
velope conditional wave packet ψa(~ra, t) before and after
the collision in a unique equation of motion as:
i~
∂ψa
∂t
=
[
1
2m∗
(
~pa + ~λaΘt
)2
+ Va
]
ψa (C6)
where Θt(t) can be any function which accomplishes that
Θt(t) = 0 before the collision (t < tc1) and Θt(t) = 1 af-
ter the collision (t > tc2). For practical purposes and to
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facilitate computations, in the numerical results we con-
sider Θt ≡ Θtc to be the Heaviside step function, t = tc
the time when the interaction occurs and tc2 a time in-
finitely small after tc and tc1 a time infinitely small before
tc. Time interval tc2− tc1 can be roughly estimated from
time-energy uncertainty relations and it gives a value on
the order of few fs. If a more slow/adiabatic evolution
of the collision is required in some practical implemen-
tations, the equation of motion in Eq. (C6) can be easily
adapted to a slower or more adiabatic collision process by
just splitting the whole momentum exchange taking place
during one time step of the simulation into more steps
but with smaller momentum exchange. This equation of
motion of the conditional wave function reproduces Eq.
(23) for the conditional wave packet suffering an electron-
lattice interaction with parabolic energy bands. We em-
phasize that the stochasticity is introduced into Eq. (C6)
because the exact (Bohmian) path of the ions ~Rj [t] is
not explicitly simulated. Their effect is introduced into
the dynamics of the electron ~rja[t] through the random
selection of collision times and phonon modes satisfying
some well-known probability distributions.
By construction, the time evolution of ψ(~ra, t) before
and after the collision is fully coherent. The main and
important difference is the change of momentum. For
example, in a double barrier, a collision adding and sub-
tracting the momentum ~λa = ~~qp in the wave function
ψ(~ra, t) can convert a non resonant state into a resonant
one or vice versa. Until here, only collisions within a
unique band have been considered. The implementa-
tion in electron-phonon multibands models (already in-
dicated below Eq. (A16)) or other types of collision could
be straightforwardly done.
Appendix D: Dirac (linear band) equation
In the linear case, E(~pa) = ±vf |~pa|, with vf the Fermi
velocity. The same development done for the Schro¨dinger
equation can be followed here for the evolution of the 2D
bispinor solution of the Dirac equation, with a slight dif-
ference appearing because the wave function is a bispinor
wave function. The Bloch energy eigenstates |~ka〉 defined
in Eq. (A7) have to be substituted by |~ka, sa〉 defined as:
φ~ka,sa = 〈~ra|~ka, sa〉 =
u~kae
i~ka~ra
√
2
(
1
sae
iβ~ka
)
, (D1)
where sa indicates if the electron is in the conduction
(sa = 1) or valence (sa = −1) band, with positive or
negative energies, respectively. We have defined e
iβ~ki =
kix+ikiy√
k2ix+k
2
iy
and β~ki the angle of the
~ki wave vector.
All developments done previously for a parabolic band
can be reproduced here by just introducing the appropri-
ate index sa and the bispinor. In particular, the initial
conditional envelope wave packet before the collision in
Eq. (A22) is rewritten here as:
ψa(~ra, t) =
(
ψa,1(~ra, t)
ψa,2(~ra, t)
)
=
∑
~kw
(
1
sae
iβ~kw
)
fa(~kw, t)e
i~kw~ra
≈
(
1
s0ae
iβ~k0a
)∑
~kw
fa(~kw, t)e
i~kw~ra , (D2)
where we have assumed again that ~kw ≈ ~k0a and sa ≈ s0a
with s0a indicating that the initial wave packet belongs
to the conduction (s0a = 1) or valence (s0a = −1) band.
Identically, the coupling constant defined in Eq. (A16)
has to be substituted by the new one:
g
~qp
~ka,sa,s′a
=−i ~Q~qp ~qp U~qp
∫
~r′a
d~r′ae−i(
~ka+~qp)~r′a (D3)
u~ka+~qp(
~r′a)ei
~ka ~r′au~ka(
~r′a)ei~v
~r′a
(
1 + sa s
′
a e
i(β~ka
−β~ka+~qp )
2
)
,
which contains the information of the transition from
the initial energy branch sa to the final branch s
′
a. We
assume again that, in a particular experiment j, only
one ~qp[t] (or none) is relevant at each time and that
g
~qp,j
~ka,sa,s′a
[t] ≈ g~qp,j~k0a,s0a,sfa [t] where sfa indicates that the
final wave packet is in the conduction (sfa = 1) or valence
(sfa = −1) band (more exotic collisions with final pres-
ence of the wave packet at both energy branches can be
considered by two collisions with the one final-branch-
collision process mentioned here). Then, the condition
given in Eq. (C1) between the envelope conditional wave
packet before and after the collision with parabolic en-
ergy bands can be straightforwardly rewritten here as:
ψa(~ra, tc2) =
∑
~kw
(
1
sfa e
iβ~kw+~qp
)
fa(~kw, tc1)e
i~kw~raei~qp~ra
=ei
~λa~ra
~
∑
~kw
(
1
sfas0ae
i(β~kw+~qp
−β~kw )s0ae
iβ~kw
)
fa(~kw, tc1)e
i~kw~ra
≈ ei
~λa~ra
~
(
1 0
0 eiαa
)(
1
s0ae
iβ~kw
)∑
~kw
fa(~kw, tc1)e
i~kw~ra , (D4)
where we have introduced s0a s0a = 1 and e
−iβ~kw eiβ~kw =
1. We define sfa s0a = e
impi where mpi reflects the
changing from one branch to the other due to the ab-
sorption/emission of the phonon (m = 1) or the colli-
sion without changing (m = 0). We have finally defined
αa = mpi + β~kfa − β~k0a . We can then rewrite compactly
Eq. (D4) as:
ψa(~ra, tc2) =
(
ψa,1(~ra, tc2)
ψa,2(~ra, tc2)
)
≈ ei
~λa~ra
~
(
ψa,1(~ra, tc1)
eiαaψa,2(~ra, tc1)
)
. (D5)
With the same development done for the parabolic
band, we know that the time-evolution of ψa(~ra, t) be-
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fore the collision is given by the 2D Dirac equation as:
i~
∂ψa
∂t
=
(
vf σˆxpax + vf σˆypay + (Va +Aa + iBa)Iˆ
)
ψa
=
(
Va +Aa + iBa vfp
−
a
vfp
+
a Va +Aa + iBa
)
ψa, (D6)
with σˆx =
(
0 1
1 0
)
and σˆy =
(
0 −i
i 0
)
the Pauli matri-
ces, Iˆ =
(
1 0
0 1
)
the identity matrix, ~p = {pax, pay} =
{−i~∂x,−i~∂y} and p±a =−i~∂xa ± ~∂ya . With the same
approximations used in Eq. (C2) for Aa and Ba based
on Ref. 17, we get the following time evolution opera-
tor (propagator) from the initial time t = t0 until a time
before the collision t < tc1 as Uˆa(t, t0) = e−
i
~
∫ t
t0
Hˆca(t′)dt′
with Hca = vf (σˆxpax+σˆypay)+VaIˆ. Again we can define
the time evolution operator for any time larger than the
collision t > tc2 as:
Uˆa(t, t0) = e−
i
~
∫ t
tc2
Hˆca(t′)dt′e−
i
~
∫ tc2
tc1
Hˆepa(t′)dt′
e−
i
~
∫ tc2
tc1
Hˆsa(t′)dt′e−
i
~
∫ tc1
t0
Hˆca(t′)dt′ , (D7)
with the interacting Hamiltonian given by Hepa =
−~~λa~raδ(t − tc)Iˆ and Hsa = −~δ(t − tc)
(
1 0
0 αa
)
. with
this time-dependent Hamiltonian, it can be easily demon-
strated that Eq. (D5) is satisfied:
ψa(~ra, tc2) =
(
ei
~λa~ra
~ ψa,1(~ra, tc1)
ei
~λa~ra
~ eiαaψa,2(~ra, tc1)
)
(D8)
= e−
i
~
∫ tc2
tc1
Hˆepa(t′)dt′e−
i
~
∫ tc2
tc1
Hˆsa(t′)dt′ψa(~ra, tc1).
It can also be demonstrated that (p+a )e
i
~λa~ra
~ ψa,1(~ra, t) =
ei
~λa~ra
~ (p+a + λ
+
a )ψa,1(~ra, t). Identically,
(p−a )e
i
~λa~ra
~ ψa,2(~ra, t) = e
i
~λa~ra
~ (p−a + λ
−
a )ψa,2(~ra, t),
where we have defined λ±a = λax ± iλay. Therefore, we
have proved for the bispinor:
(1− i
~
∆tHˆca)....(1− i~∆tHˆca)e
i
~λa~ra
~ ψa(~ra, tc1) (D9)
= ei
~λa~ra
~ (1− i
~
∆tHˆca+λ)...(1− i~∆tHˆca+λ)ψa(~ra, tc1),
with Hˆca+λ = vf (σˆx(pax + λax) + σˆy(pay + λay)) +
VaIˆ. Notice that we have still not considered the effect
of the term e−
i
~
∫ tc2
tc1
Hˆsa(t′)dt′ . It includes an angle eiαa
in the second element of the bispinor at time t = tc1. As
discussed in Appendix C, in most practical applications,
for simplicity, we assume an instantaneous collision. A
slower or more adiabatic collision process is also easily
implementable. Finally, the global equation of motion
of the conditional bispinor that includes all mentioned
dynamics and is valid for any time, either before or after
the collision, is:
i~
∂ψa(~ra, t)
∂t
= vf
(
Va/vf p
−
a + λ
−
a Θtc
(p+a + λ
+
a Θtc)χtc Vaχtc/vf
)
ψa(~ra, t).
(D10)
As we explained below the term χtc = exp(i(mpi +
β~kfa − β~k0a)Λtc) projects the general bispinor into pos-
itive or negative energy states, and for practical pur-
poses in the numerical results we chose Θtc to be the
Heaviside step function. This equation of motion ex-
actly reproduces Eq. (24). We emphasize again that the
stochasticity is introduced into Eq. (D6) because the ex-
act (Bohmian) path of the ions ~Rj [t] is not explicitly
simulated. Their effect is introduced into the dynamics
of the electron ~rja[t] through the random selection of colli-
sion times and phonon modes satisfying some well-known
probability distributions.
We achieve the same conclusion as in the Schro¨dinger
case: the time evolution of ψ(~ra, t) before and after the
collision is fully coherent. For example, as it is shown
in the text, if a collision occurs with an initial electron
whose direction was not perpendicular to a potential bar-
rier (and therefore will not suffer Klein tunneling) and
that collision changes the electron direction appropri-
ately, the electron can experience the full Klein tunneling
effect.
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