The paper illustrates a simple methodology to predict total fertility rate of India through an approximate Bayes analysis using a particular case of general autoregressive integrated moving average model. The corresponding results based on classical paradigm are also obtained especially using maximum likelihood estimators. The study first examines the data for its stationarity and the same is achieved by differencing the data twice. Once the stationarity is achieved, some specific cases of general autoregressive integrated moving average model are examined for the given time series data to find the most appropriate candidate. This is being done using Akaike's information criterion and Bayes information criterion. The selected specific case of the model is analyzed both in Bayesian and classical frameworks, the former using vague prior for the parameters. The posterior computation in Bayesian paradigm is done using Markov chain Monte Carlo simulation. The two paradigms ultimately focus on drawing relevant inferences including the short term predictions, both retrospectively and prospectively. The results are, in general, found to be satisfactory.
Introduction
Forecasting the demographic characteristics of a human population such as the fertility, mortality and migration is an important aspect of any socio-economic planning. Normally when such forecast is needed, one may go either for a short term or a long term forecasting based on the requirement of the plan. In fact, short term forecasts are chosen in situations where one is interested in obtaining an estimate about the number of people requiring services like education, medical facilities or other basic amenities related to human lives whereas for planning purposes a long term forecast is often preferred. Many times it is also desired to find the uncertainty attached with the forecast so as to know the likelihood of events under consideration. Obviously, for all this, a proper modelling of underlying forces is required so as to develop a precise forecast framework. The objective in this paper, however, confines us to forecast the fertility of a population. Obviously, for the purpose, we need to use some summary index for the fertility. The total fertility rate (TFR), being a composite measure of fertility, is an important component for fertility projection. TFR represents the average number of children a woman would bear if she survived throughout the range of her reproductive span, experiencing at each age duration the age-specific fertility rate (ASFR) of that period.
Demographers have had a long history of interest in forecasting fertility. Saboia [17] and McDonald [14] used a time series method to forecast the total number of births that have a significant role in the population growth. Miller [15] employed a bivariate autoregressive model, which actually acted as a transfer function model, to forecast the total fertility and the mean age of childbearing. Extending a similar approach, Ortega and Poncela [16] used a dynamic factor model with common and country-specific factors to forecast TFR for a homogeneous cluster of countries. To overcome the problem of dimensionality encountered during the forecast of ASFR, Thompson et al . [20] and Keilman and Pham [8] employed a parametric model of ASFR and instead of modelling ASFR for each age of a reproductive span directly, they used a multivariate time series to model the parameters of these parametric models. Bozik and Bell [5] employed the principle component approach to forecast the fertility using ASFR. They, however, used only first four principal components of the model, in order to reduce its dimensionality, and then employed the multivariate ARIMA method. Their work can be considered better than the parametric approach used by Thompson et al . [20] in the sense that the error in the fitted curve may be seen to be less than what was previously obtained by the authors. Hyndman and Ullah [7] used the functional data approach to develop a similar strategy.
Taking a cue from the illustrious paper of Lee and Carter [10] in which the authors developed a probabilistic approach to project mortality in a long term, Lee [11] modelled fertility over time using a single time-varying fertility index, that is, TFR. The author, however, observed that the long term fertility forecasts yielded in a large width of its prediction interval. To overcome this problem, which is observed as a result of structural change in the fertility, a restriction was imposed on the values of lower and upper bounds and that of the average value of TFR. Lee and Tuljapurkar [12] used the same model with a different value for the average level of TFR and they imposed no restriction on the limits of its bounds. Booth [3] is an interesting work that has presented a good review discussion of various major demographic forecasting methods developed till date and discussed approaches for the forecast of cohort fertility.
The problem inherent with most of the methods discussed so far is that they are developed to study the fertility of the countries which have already passed through their fertility transition and are currently having low to very low fertility pattern and, owing to which, one can assume that the fertility will almost remain stationary in a way. Besides, all these methods rely on classical paradigm to draw the desired inferences. Recently, Alkema et al. [2] undertook this problem and they distinctly modelled the TFR with respect to the pre-transition period, transition period and post-transition period using Bayes paradigm. Working on the same very spirit, we aim to model TFR for India via ARIMA model and obtain its short-term forecast by harnessing the attributes of Bayesian paradigm.
The general form of an ARIMA(p, d, q) model is given by
where w t = ∆ d y t is the d th differenced time series corresponding to the observed time series data y t , t = 1, 2, ..., T . θ 0 is the intercept, φ i 's and ψ j 's represent the AR and MA coefficients, respectively, and ε's are the error terms, distributed in accordance with independent and identically distributed normal variates with mean zero and a constant variance σ 2 . The parameters p and q identify the order for the seasonal autoregressive (the number of lag observations in the model) and seasonal moving average (size of moving average window) terms. From Eq. 1, it is quite evident that an ARIMA model is nothing but the d th differenced stationary autoregressive-moving average (ARMA) model in which d of the roots of characteristic polynomial of autoregressive (AR) process are all unity and the remainder lie outside the unit circle (see Box et al. [4] ). The plan of the paper is as follows. The next section provides a real data set on TFR of India and ascertains its stationarity by differencing the data twice. A preliminary assessment of the subclasses of ARIMA model is provided based on Box-Jenkins' criterion, especially using the values of autocorrelation function (ACF) and the partial autocorrelation function (PACF) for a tentative identification of MA and AR components. Section 3 provides approximate likelihood function corresponding to the proposed ARIMA model to obtain the corresponding maximum likelihood (ML) estimators. The section also comments briefly on Akaike information criterion (AIC) and Bayes information criterion (BIC) as the tools for model comparison. A separate subsection provides the corresponding classical results including the retrospective predictions after choosing an appropriate model based on the two information criteria. Section 4 provides Bayesian model formulation for the chosen ARIMA model using vague priors for the parameters. The section advocates the use of Gibbs sampler algorithm for getting samples from the corresponding posterior distribution though some of the full conditionals are generated using the Metropolis algorithm. A separate subsection provides the numerical illustration where the posterior corresponding to final selected model is explored completely and both retrospective and future predictions are provided for TFR of India. The paper ends with a brief conclusion given in the last section.
The Data and the Approximate Model Assessment
Let us consider a yearly data set on TFR of India for the years 1971 to 2011 reported by Sample Registration System, Registrar General of India. The data set is taken from the web site https://nrhm-mis.nic.in/PubFWStatistics%202013/Complete%20Book.pdf and is reproduced below in Table 1 for a ready reference. Since our objective includes future prediction of TFR, we first try to find out an approximate model for the prevailing fertility pattern of India. The time series plot for the observed data set, given in Table 1 , is shown in Figure 1 . Obviously, the plot shows a regular non-increasing, non-stationary pattern of the considered data set on TFR.
c 2018 NSP Natural Sciences Publishing Cor. Since stationarity is an important condition in any time series analysis, the same may be achieved by a number of approaches, the simplest being the one based on differencing the data. Thus, in order to achieve the required stationary pattern in the data, we proceeded by differencing the data twice. The time series plot for the differenced so obtained is shown in Figure 2 which evidently shows stationarity behaviour of the differenced data. The model assessment can be done by identifying the parameters of ARIMA model at least approximately for the considered data set. Since twice differenced TFR data is showing stationarity behaviour, the parameter d can be considered as 2 although this assessment is based on graphical tool only. For assessing the parameters p and q, we rely on Box-Jenkins methodology and use, in particular, the ACF plot and the PACF plot. It is to be noted that the autocorrelation explains the way the observation in the time series are related to each other and is measured by the simple correlation between the current observation and some previous observation at specific lag, say p. Similarly, the partial autocorrelation is used to measure the degree of association between the current observation and some previous observation at lag p before the current observation, after removing the effects of intermediate observations such as those at lags 1, 2, ..., p − 1. The model is AR(MA) if the ACF(PACF) trails off after a lag and has a hard cut-off in the PACF(ACF) after a lag. This lag is taken as the value for p(q). The model is a mixture of both AR and MA, viz. ARMA, if both ACF and PACF trail off. Truly speaking, the identification of AR and MA components based on these two plots may often be tentative and involve a kind of approximate personal judgement. It has been often suggested that identification of AR model can be best done on the basis of PACF plot. Say, for instance, note down the lag after which the PACF plot shuts off, that is, partial autocorrelation becomes zero after that point. Similarly, suggestion involves relying on ACF plot to identify MA model. The ACF plot will show non-zero autocorrelation only at lags involved in the model.
The ACF and PACF plots of twice differenced TFR data are given in Figure 3 . It is evident from the figure that the ACF plot trails-off to zero after one lag, which implies that the given time series follow a MA(1) process. Similarly, the PACF plot trails-off to zero after two lags so a AR(2) process can be a suitable candidate for this double differenced time series data. Obviously, our overall conclusion suggests ARIMA(2,2,1) model for the considered data set. We, however, consider some other models such as ARIMA(0,2,1), ARIMA(0,2,2), ARIMA(1,2,0), ARIMA(2,2,0), ARIMA(1,2,1), ARIMA(1,2,2) and ARIMA(2,2,2) so that all nearby models can also be looked upon and any misleading conclusion based on tentative assessment of ACF and PACF plots can be ruled out. It is important to mention that some of these models will represent under-fitted and over-fitted scenarios for the considered data set. Once all these models are entertained, a final conclusion for recommending a model may be drawn based on their comparison using a few standard tools. In this paper, we have considered AIC and BIC as the tools for comparing the various entertained models.
The Likelihood Function and the Model Selection Criteria
Let w : w 1 , w 2 , ..., w T −d be the entertained observations from model (1) . The conditional density of w t , conditioned on w t−1 , w t−2 , ..., w t−p , is given by
Using (2), the likelihood function corresponding to model (1) can be approximated by its conditional form as
which, on simplification, reduces to
where Φ = (φ 1 ,...,φ p ) and Ψ = (ψ 1 ,ψ 2 ,...,ψ q ). It is important to note that if one has a sample of size T to estimate an ARMA(p,q) process by means of conditional maximum likelihood (ML) estimation from equation (4), one will use only (T −d−p) observations of this sample. This is the approximation that has been entertained due to dependence structure and non-availability of data before w 1 . Obviously, (4) can be used to obtain approximate ML estimators of the model parameters. Let us denote these byθ 0 ,Φ,Ψ andσ 2 , respectively, for the parameters θ 0 , Φ, Ψ and σ 2 and let us denote the corresponding maximized likelihood function byL.
Once the maximized likelihood function is obtained, the AIC (see Akaike [1] ) and BIC (see Schwarz [18] ) can be defined as AIC=−2logL+2k, BIC=−2logL+k log(T −p),
respectively, where k is the number of parameters in the entertained model. The model selection criterion based on AIC(BIC) recommends a model for which the corresponding value of AIC(BIC) is least. The good thing about these two information criteria is that both AIC and BIC penalize the model for its inherent complexities, which is generally indicated by the number of parameters involved in the model.
Numerical Illustration: Model Selection and Prediction
Considering all the proposed models given in Section 2 and using the corresponding likelihood functions borrowed from Section 3, the ML estimates of resulting model parameters based on twice differenced TFR data are given in Table 2. The  table also reports the values of corresponding logL for different models. It is to be noted that these values are reported because of their requirement for obtaining AIC and BIC for each of the considered models. One can easily interpret the results obtained in Table 2 . Say, for instance, the effect of intercept terms is not so significant in all the considered models. Also, all the estimates of AR and MA coefficients possess the conditions of stationarity/invertibility and nicely lie in the respective regions. These regions are not reported in the present paper because of their versatile availability in the literature. One can consider, for instance, Box et al. [4] and Tripathi et al. [21] , among others. The effect of error variance is least in all the models; however, the estimates of AR and MA coefficients show the significance of preceding observations and disturbances in all the considered models and thus the significance of error variances especially in MA parts.
As our objective includes predicting TFR for a better understanding of fertility pattern of India, we begin by choosing a most appropriate model among the considered models based on the values of AIC and BIC. The corresponding values of AIC and BIC are reported in Table 3 . It is obvious that the evaluated values of AIC and BIC support ARIMA(0, 2, 1) model as the corresponding values of AIC and BIC happen to be the least. We, therefore, consider ARIMA(0, 2, 1) model for the forthcoming analysis and prediction of fertility pattern of India. We next provide the likelihood based retrospective prediction of TFR based on ARIMA(0, 2, 1) model. To start with the retrospective prediction, we initially considered the first 36 observations out of the given 41 observations (see Table 1 ) and obtained the ML estimates for the parameters of ARIMA(0, 2, 1) model as detailed in Section 3. Based on these ML estimates, we predicted the next 37 th observation. This predicted observation was then used to form a sample size 37 and the corresponding ML estimates were obtained using these 37 observations in order to predict the next 38 th observation. This process was continued until all the remaining observations were predicted. It is to be noted that for c 2018 NSP Natural Sciences Publishing Cor.
predicting the observation in the original series, one actually works by predicting the observation corresponding to twice differenced data. Thus if we assume the original data size as T , say, at T th stage, we predicted w th T −1 observation in the series corresponding to twice differenced data. And, therefore, the estimated predictive valuesŷ T +1 can be obtained from the relation given below in a recursive mannerŷ
whereŵ T −1 is the estimated predictive observation corresponding to w T −1 .
The actual values and the corresponding estimated predictive values are given in Table 4 . The table also provides the associated predictive intervals with 0.95 confidence coefficient. It may be noted that for obtaining the predictive intervals, we once again worked on twice differenced data and obtained the corresponding values for the actual observations. Thus (1−α)% predictive interval corresponding to w th T −1 observation can be obtained using the relationship
where z 1−α/2 is the standard normal percentile andε T −1 is the estimated error term with Var(ε T −1 )=σ 2ψ 2 1 . IfŵL T −1 and wU T −1 are the lower and upper limits of the estimated predictive intervals ofŵ T −1 , respectively, the corresponding limits forŷ T +1 can be obtained by a similar transformation as given in (7) by replacingŵ T −1 byŵL T −1 andŵU T −1 , respectively. Obviously, the estimated predictive values obtained in Table 4 are not too far away from the actual values and the values are nicely covered by the corresponding predictive intervals with confidence coefficient 0.95. 
Bayesian Model Formulation
For the differenced data set, the conditional likelihood function of the chosen model ARIMA(0, 2, 1) can be obtained by ignoring the AR component of (4) and the same can be written as
where w t is obviously ∆ 2 y t . In order to perform a Bayes analysis, one is required to begin by specifying prior distributions for the parameters. These prior distributions portray our beliefs about the parameters before the observed data are made available. In case where the experimenter does not have enough information to specify appropriate prior distributions, it is advisable going with non-informative priors and allowing inferences to be data driven. Moreover, since prior distributions play crucial role in any Bayesian analysis, specifying wrong priors may result in poor inferences. For the situation under consideration, we consider the same strategy and consider the use of non-informative or vague priors for the parameters. We, therefore, define the prior distribution for the parameters σ 2 , ψ 1 and θ 0 as
c 2018 NSP Natural Sciences Publishing Cor.
and
respectively, where M and N i , i=1,2, are the hyperparameters that may be taken large enough so that the priors remain vague. The prior distribution given in (10) for the scale parameter is obviously Jeffreys' type and it has been widely used in the literature (see, for example, Marriot et al. [13] and Kleibergen and Hoek [9] ). Thus combining these prior distributions (10) to (12) with the corresponding likelihood function (9) via Bayes theorem, yields the joint posterior distribution that can be written up to proportionality as
where I(.) denotes the indicator function defined as
In order to obtain the posterior based inferences from (13), one obviously needs to rely on sample based approaches as the resulting posterior is not analytically tractable. We consider Gibbs sampler algorithm among various available alternatives as Gibbs sampler offers conceptually easy solution. We do not describe this Markovian algorithm in detail rather comment simply that it offers a kind of straightforward updating mechanism that proceeds by iterating from various (often) unidimensional full conditionals in a cyclic order. After a large number of iterations, the iterating chain so obtained converges in distribution to a random sample from the actual posterior distribution. For details, one may refer to Upadhyay and Smith [22] (see also Gelfand and Smith [6] ), among others.
Once the posterior distribution is simulated to get the samples of desired size, the unobserved future data w T −1 , for each of the posterior samples, can be easily simulated from the parent sampling distribution p(w T −1 |θ 0 ,σ 2 ,ψ 1 ,w) where the distribution p(w T −1 |θ 0 ,σ 2 ,ψ 1 ,w) is nothing but a univariate normal with mean µ T +1 =θ 0 +ψ 1ε1 and variance σ 2 . Thus having got the corresponding samples from the posterior (13), one can easily obtain the samples of future data w T −1 and, as it has been done previously, the predictive observation for the original series y T +1 using the transformation in (7). Obviously, the predictive estimates such as point predictions, predictive intervals, etc. can be easily obtained on the basis of the predictive samples corresponding to y T +1 .
Gibbs Sampler Implementation
The full conditionals, specified up to proportionality, for different variates can be specified from the joint posterior (13) (see, for example, Upadhyay et al. [23] ). The same can be written as
Once the full conditionals are obtained, the next strategy is to look on these for their availability from the viewpoint of sample generation. It can be easily verified that (17) can be generated using a gamma generating routine after making a transformation τ = 1/σ 2 . It can be seen that the transformed variate τ follows gamma density with shape parameter ( T 2 +1) and scale parameter [
The full conditionals (15) and (16) cannot be reduced to standard family of distributions and, therefore, we propose to simulate both of these via the Metropolis algorithm. Since we are using Metropolis algorithm for generating samples from two full conditionals, the proposed algorithm is not actually the c 2018 NSP Natural Sciences Publishing Cor.
Gibbs sampler rather one can refer it as hybrid Gibbs-Metropolis algorithm. For details on Metropolis algorithm, one can refer to Smith and Roberts [19] , Upadhyay et al. [23] , among others.
The necessary implementation of the Metropolis algorithm for generating from (15) and (16) separately, we proceed by taking a univariate normal proposal in each case whose location is centred at the corresponding ML estimate and the standard deviation is taken to be c times the Hessian based approximation at the ML estimate where c is a scaling constant whose value may be taken between 0.5 and 1.0 (see, for example, Upadhyay et al. [23] ). Thus the implementation of Gibbs sampler algorithm can be easily done on the posterior (13) by simulating variate values from the corresponding full conditionals. To extract the corresponding posterior samples, we propose a single long run of the chain after an initial transient behaviour and pick up the variate values at an appropriate interval so as to minimize the serial correlation (see also Upadhyay et al. [23] ). Since the choice of initial values plays a crucial role in the convergence diagnostic of iterating chain, we consider using ML estimates as the initial values for necessary implemention of the algorithm.
Numerical Illustration for Bayesian Results
For the full posterior analysis of the ARIMA(0, 2, 1) model, we used the modelling formulation and the corresponding Gibbs sampler implementation as detailed in Section 4. The complete posterior analysis was done using the ML estimates of the parameters and the subsequent Hessian based approximation as the initial values for iterating the chain. It is to be noted that Hessian based approximation was needed for getting samples from the full conditionals (15) and (16) using the Metropolis algorithm. We, however, used a scaling constant c=0.6 that provided a good acceptance probability in the two cases. In order to have vague consideration of priors, the values of hyperparameters M and N i , i=1,2, were chosen to be 100 in each case. These considerations allowed the inferences to depend on likelihood surface only. The results are based on a simulated posterior sample of size 1K obtained through a single long run of the chain after an initial transient behaviour noted at about 60K iterations. We, however, picked up observations at a gap of 10 after ensuring that the serial correlation becomes negligibly small. Some important sample based posterior characteristics are shown in Table 5 .
Referring to Table 5 , it can be seen that the estimated marginal posterior density for σ 2 (ψ 1 ) exhibits a slight positive(negative) skeweness, whereas the parameter θ 0 is more or less symmetrical. A natural finding is the closeness of estimated posterior modes with the corresponding ML estimates, which was expected as well because of vague choices of priors. Our Bayesian results based on Gibbs sampler is of course advantageous not only because of its ease of interpretation and associated advantages of Bayesian paradigm but also because of its enormous scope once the samples are made available. Truly speaking, any inferential aspect can be easily drawn once the samples are made available. The complete posterior density estimates and other bivariate or trivariate posterior characteristics are not shown though former can be guessed based on the results given in Table 5 . We are leaving other inferential aspects treating them as natural extensions. Let us finally work for retrospective prediction in a Bayesian framework as it was done earlier in subsection 3.1 using the tools of classical paradigm. We shall focus on the same ARIMA model that was finally recommended and used for the Bayesian analysis. As attempted earlier, we considered only 36 observations as the informative data out of the given 41 observations (see Table 1 ) though we worked on twice differenced data to go for actual prediction of the given observations. It is to be noted that before going for the actual prediction of these (assumed) unknown 05 entities, the entire Bayes analysis was repeated using the first 36 observations to obtain a posterior sample of size 1K from ARIMA(0, 2, 1) model. For each posterior sample, we next obtained the predictive sample corresponding to the next observation, that is, 37 th as discussed in Section 4. We thus have predictive sample of size 1K corresponding to the next unknown observation. Based on these 1K predictive samples, we obtained the estimated Bayes predictive value as the corresponding modal value. These predictive samples were also used to estimate the highest predictive density interval with coverage probability 0.95. The next observation, that is, 38 th is predicted only after including the estimated Bayes predictive value for the 37 th observation into the informative data set and repeating the whole posterior and predictive analyses as it has been done previously for 37 th observation. This entire process was repeated recursively until all the left out observations are predicted.
The results for retrospective point prediction in the form of estimated Bayes predictive values and the corresponding highest predictive density intervals with coverage probability 0.95 are shown in Table 6 . The table also shows the true values taken from Table 1 for immediate comparison. It can be seen from the results of Table 6 that the predictive point estimates in the form of estimated Bayes predictive values are, in general, close enough to the corresponding true vales. Also, the estimated highest predictive density intervals with coverage probability 0.95 do cover the corresponding true values in every case.
Let us also compare the results of retrospective prediction obtained using the classical tools (see Table 4 ) with those obtained using the Bayesian tools as given in Table 6 . It can be seen from the comparison of the two tables that estimated Bayes predictive values are, in general, closer to the corresponding true values than the likelihood based estimated predictive values. Besides, we also see that the estimated highest predictive density intervals with coverage probability 0.95 are, in general, narrower than corresponding likelihood based estimated predictive intervals with confidence co-efficient 0.95. These findings are of course striking and convey indisputably in favour of Bayesian results. Before we end the section, let us obtain the Bayesian results of future prediction of TFR beyond 2011. It is to be noted that our considered data set in Table 1 provides the values of TFR only up to 2011 so any value beyond that is being treated as future prediction. For the purpose, we considered all the 41 observations reported in Table 1 and performed the posterior and the predictive analyses of the considered ARIMA(0, 2, 1) model as detailed in the previous paragraphs. The results for point prediction in the form of estimated Bayes predictive values and the corresponding highest predictive density intervals with coverage probability 0.95 are given in Table 7 . These results are obtained exactly the way the results of retrospective predictions are obtained in Table 6 . The table also provides the actual values of TFR for the years 2012 to 2016. The source of the actual TFR values for the years 2012 to 2015 is same as that of the previous data set (Table 1) and the TFR value for the year 2016 is taken from the NFHS-IV report as available on IIPS's website.
From the results obtained in Table 7 , it can be asserted that the average level of TFR for India will remain close to 2.28 for the year 2012 to 2020. It can be seen that the figures obtained in Table 7 are, in a sense, close to the expected value of fertility at its level of replacement, that is, 2.1. Moreover, the prediction results obtained in Table 7 are based on the Bayesian analysis of a simple time series model, being in some sense probabilistic, and surely ignore other important demographic aspects which directly or indirectly affect the dynamics of overall fertility. It appears as if the increasing awareness among people, availability of different contraceptive methods and various other demographic interventions by c 2018 NSP Natural Sciences Publishing Cor.
the government have an important role in governing the future fertility scenario. Overall, our results are somewhat optimistic in the sense that the average value of TFR is expected to remain stationary and close to the theoretical replacement level of fertility in the coming future. The estimated highest predictive density intervals with coverage probability 0.95 further support our conviction.
Conclusion
This paper is a successful attempt to predict TFR of India using a simple ARIMA model. Both classical and Bayesian paradigms are successfully employed for obtaining the intended prediction although the latter paradigm appears to have slightly better performance as outlined in the paper. We agree that this approach is certainly not an ultimate approach as it fails to take in to account a number of important demographic considerations that control fertility behaviour of a population. The simplicity of the approach is, however, an apparent advantage that provides very close predicted values of TFR of India. It is expected that such an analysis will help the practitioners to get at least an approximate idea of future fertility trend.
