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Yudha Ananda Kresna, Peringkasan Teks Menggunakan Metode Maximum 
Marginal Relevance Terhadap Artikel Berita Terkait COVID-19 
Pembimbing: Imam Cholissodin, S.Si., M.Kom dan Indriati, S.T., M.Kom 
Pada saat ini, sangat mudah bagi masyarakat untuk memperoleh informasi atau 
berita, baik berita melalui televisi maupun berita dari media online. Banyaknya 
fasilitas yang mendukung masyarakat untuk membaca berita menyebabkan 
jumlah pembaca berita di Indonesia makin meningkat. Akan tetapi banyak 
ditemukan artikel berita yang jumlah kata dan penggunaan katanya kurang 
efektif sehingga akan sangat membuang waktu apabila membaca keseluruhan isi 
berita tersebut. Dari permasalahan tersebut, dibutuhkan sebuah sistem yang 
mampu melakukan peringkasan terhadap isi berita agar isi berita menjadi padat. 
Untuk melakukan peringkasan terhadap isi berita, pada penelitian ini 
menggunakan sebuah metode yaitu Maximum Marginal Relevance untuk 
menghasilkan sebuah ringkasan. Dalam metode tersebut diperlukan beberapa 
tahapan diantaranya, preprocessing, pembobotan TF-IDF, pembobotan cosine 
similarity dan metode Maximum Marginal Relevance itu sendiri. Penelitian ini 
dilakukan dengan mengambil 30 sampel data artikel berita dengan tema COVID-
19 dari website penyedia berita online kompas.com. Diperoleh hasil pengujian 
sebagai berikut, koefisien pengatur nilai terbaik adalah α=0,5 dengan hasil 
precission = 0,684333, recall = 0,772 dan f-measure = 0,7. Sedangkan 
berdasarkan jumlah kata, jumlah kata dibaah 300 menghasilkan nilai f-measure 
terbaik dengan nilai 0,726923. Serta juga diuji sistem dengan dan tanpa 
stemming dan hasilnya sistem dengan menggunakan stemming menghasilkan 
ringkasan yang lebih baik dari pada sistem tanpa stemming. 
 




Yudha Ananda Kresna, Text Summarization using Maximum Marginal 
Relevance for COVID-19 Related News Articles 
Supervisors: Imam Cholissodin, S.Si., M.Kom dan Indriati, S.T., M.Kom 
At this time, people can easily search and get information or news, both 
news through television and news from online media. The number of facilities 
that support the public to read the news causes the number of newsreaders in 
Indonesia increase too. However, many news articles found that the number of 
words and the use of words are less effective so it would be a waste of time when 
reading the entire contents of the news. From these problems, it takes a system 
that is able to summarize the content of the news in order for the news content 
to become dense. To summarize the content of the news, in this study used a 
method that is Maximum Marginal Relevance to produce a summary. In the 
method required several stages including, preprocessing, weighting TF-IDF, 
weighting cosine similarity and maximum marginal relevance method itself. This 
study was conducted by taking 30 samples of news article data with the theme 
COVID-19 from the website of online news provider kompas.com. Obtained the 
following test results, the best value regulator coefficient is α=0.5 with precission 
result = 0.684333, recall = 0.772 and f-measure = 0.7. While based on the number 
of words, the number of words translated to 300 produces the best f-measure 
value with a value of 0.726923. As well as being tested systems with and without 
stemming and the result the system using stemming produces a better summary 
than the system without stemming. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Pada era digital saat ini, kita dapat memperoleh informasi dengan 
mudah terutama dengan menggunakan internet. Terutama pada saat 
keadaan pandemi saat ini menyebabkan kita sering mencari berita tentang 
pandemi COVID-19. Banyak fasilitas yang mendukung kita untuk 
mendapatkan berita, terutama internet. Berdasarkan data dari Badan Pusat 
Statistik (BPS) 19,24% masyarakat di Indonesia yang berusia 5 tahun dan 
lebih membaca berita secara daring (Badan Pusat Statistik, 2018). Artinya 
ada sekitar 50.000.000 masyarakat Indonesia yang merupakan pembaca 
berita secara daring. Akan tetapi, sering kali ditemukan artikel berita yang 
jumlah katanya sangat banyak dan tidak efektif. Sehingga akan sangat 
membuang waktu apabila membaca keseluruhan isi dari berita tersebut. 
Isi dari artikel berita sering kali tidak langsung memperlihatkan inti dari 
berita. Melainkan diawali dengan orientasi berita dan dilanjutkan dengan 
peristiwa lalu diakhiri dengan sumber dari berita tersebut. Sehingga, untuk 
mendapatkan sebuah informasi pembaca berita harus membaca berita 
tersebut minimal sampai dengan peristiwa. Sedangkan, informasi yang 
dibutuhkan oleh pembaca berita adalah inti dari berita tersebut. Oleh karena 
itu, untuk mempercepat pembaca berita dalam hal mencerna informasi dari 
berita tersebut hal yang dibutuhkan adalah ringkasan berita. 
Dari masalah yang telah dijabarkan di atas, dapat disimpulkan bahwa 
dibutuhkan sebuah sistem yang mampu melakukan peringkasan terhadap isi 
dari artikel berita. Ringkasan adalah mengambil isi yang paling penting dari 
sumber informasi yang kemudian menyajikannya kembali dalam bentuk yang 
lebih ringkas bagi penggunanya (Many dan Maybury, 1999). Pada penelitian 
ini peringkasan teks akan dilakukan secara otomatis oleh sistem yang 
menerapkan metode Maximum Marginal Relevance (MMR). Maximum 
Marginal Relevance adalah teknik ringkasan yang digunakan untuk 
meringkas satu atau lebih dokumen dengan menghitung kemiripan antar 
bagian teks. (Mustaqhfiri, 2017). 
Pada penelitian sebelumnya juga ada yang melakukan peringkasan teks 
otomatis dengan menggunakan Latent Semantic Analysis dan Maximum 
Marginal Relevance. Pada penelitian tersebut dilakukan peringkasan teks 
secara multi dokumen dengan menggabungkan antara metode Latent 
Semantic Analysis dan Maximum Marginal Relevance. Peran dari metode 
Maximum Marginal Relevance adalah untuk melakukan perangkingan dan 
peringkasan multi dokumen dan metode Latent Semantic Analysis (LSA) 
sebagai pembentuk ruang semantik di mana dokumen berisi kata-kata 
penting yang berdekatan, sehingga Anda bisa mendapatkan abstrak yang 
dapat memuat informasi yang dianggap penting dan dapat 




Metode Maximum Marginal Relevance (MMR) juga sudah pernah diuji 
nilai Recall dan Precision untuk meringkas secara multi dokumen maupun 
dokumen tunggal serta dibandingkan dengan metode Key, Title, Location and 
Query (KTLQ) untuk peringkasan multi dokumen dan metode Key, Title, 
Location (KTL) untuk peringkasan dokumen tunggal. Dari penelitian tersebut 
didapati hasil untuk multi dokumen metode MMR mendapat nilai Recall 
0,38488 dan Precision 0,36562 sedangkan metode KTLQ mendapat nilai 
Recall 0,38468 dan Precision 0,36562. Untuk dokumen tunggal metode MMR 
mendapat nilai Recall 0,69640 dan Precision 0,12128 sedangkan metode KTL 
mendapat nilai Recall 0,69229 dan Precision 0,12060 (Forst, 2009). Dari hasil 
perhitungan nilai Recall dan Precision tersebut dapat disimpulkan bahwa 
metode MMR mendapatkan nilai Recall dan Precision yang lebih baik dari 
metode KTL maupun KTLQ. 
Pada penelitian sebelumnya juga pernah dilakukan pengujian 
peringkasan teks dengan menggunakan metode Gaussian Naïve Bayes dan 
mendapatkan nilai f-score sebesar 0,206538 (Fhadli, 2017). 
Metode Maximum Marginal Relevance (MMR) sudah umum digunakan 
untuk melakukan peringkasan teks untuk mendapatkan hasil teks yang 
representatif atau kesimpulan (Setiawan, 2016). Metode ini juga dapat 
digunakan untuk mengurangi redudansi dalam pengaturan ranking kalimat. 
Sehingga, metode ini sangat ideal untuk digunakan dalam melakukan 
peringkasan berita terkait COVID-19. 
Berdasarkan bahasan diatas, sangat dibutuhkan sebuah sistem yang 
dapat melakukan peringkasan artikel berita secara otomatis, Oleh karena itu, 
penelitian ini dibuat dengan menggunakan metode Maximum Marginal 
Relevance (MMR) agar dapat membantu pembaca berita untuk 
mendapatkan informasi dari artikel berita secara ringkas. 
1.2 Rumusan Masalah 
Dari yang telah dijabarkan pada latar belakang masalah sebelumnya, 
adapun rumusan masalah yang mendasari penelitian ini adalah: 
1. Bagaimana cara mengimplementasikan metode Maximum Marginal 
Relevance (MMR) pada peringkasan teks otomatis? 
2. Bagaimana tingkat nilai evaluasi metode Maximum Marginal 
Relevance (MMR) pada peringkasan teks otomatis? 
1.3 Tujuan 
Dari yang telah dijabarkan pada rumusan masalah sebelumnya, adapun 
tujuan dari penelitian ini adalah: 
1. Mengetahui bagaimana cara mengimplementasikan metode 





2. Mengetahui tingkat nilai evaluasi dari metode Maximum Marginal 
Relevance (MMR) yang diterapkan pada peringkasan teks otomatis. 
1.4 Manfaat 
Berdasarkan penelitian ini, adapun manfaat yang dapat diperoleh 
adalah sebagai berikut: 
1. Mampu menerapkan metode Maximum Marginal Relevance (MMR) 
terhadap sistem peringkasan teks otomatis. 
2. Mampu menyelesaikan permasalahan meringkas artikel berita secara 
otomatis. 
1.5 Batasan Masalah 
Berdasarkan penelitian ini, batasan masalah pada penelitian ini adalah 
sebagai berikut: 
1. Data yang diambil merupakan artikel berita dengan tema COVID-19 
yang diambil dari website berita harian https://kompas.com. 
2. Jumlah artikel berita yang diambil berjumlah 30 artikel dengan tema 
yang sama yaitu bertema COVID-19. 
3. Pengujian yang dilakukan berfungsi untuk menghitung tingkat nilai 
evaluasi dari metode Maximum Marginal Relevance (MMR) yang 
diterapkan pada sistem peringkasan teks otomatis. 
1.6 Sistematika Pembahasan 
Laporan proposal skripsi ini menjelaskan tentang informasi skripsi yang 
akan dibuat sampai pada tahap metodologi penelitian. Adapun sistematika 
penulisan dari laporan ini adalah sebaga berikut. 
 
BAB 1 PENDAHULUAN 
Pada bab ini akan membahas mengnai latar belakang masalah, 
rumusan masalah, manfaat, batasan masalah hingga sistematika 
pembahasan dari laporan ini. 
BAB 2 LANDASAN KEPUSTAKAAN 
Pada bab ini akan membahas tentang dasar-dasar teori berdasarkan 
penelitian ini dan kajian pustaka yg dipakai dalam penelitian ini berupa 
penelitian-penelitian sebelumnya yg bisa sebagai bahan pendukung 
penelitian ini. Yaitu berupa penelitian yg menyebutkan mengenai 
metode peringkasan teks & metode Maximum Marginal Relevance 
(MMR). 




Pada bab ini akan membahas alur menurut penelitian ini yg akan 
dijelaskan pada bentuk subbab-subbab. Mulai menurut tipe penelitian, 
taktik penelitian, pengumpulan & analisis data, implementasi menurut 
algoritme, alat-alat pendukung, pengujian, konklusi & saran. 
BAB 4 PERANCANGAN 
Pada bab ini akan membahas rincian dari perancangan sistem mulai 
dari desain arsitektur sistem, diagram alir, dan skenario pengujian 
sistem. 
BAB 5 IMPLEMENTASI 
Pada bab ini akan membahas mengenai implementasi dari 
algoritme Maximum Marginal RelevanceI (MMR) dengan disertai source 
code. 
BAB 6 HASIL DAN PEMBAHASAN 
Pada bab ini akan dilakukan analisa dan pembahasan dari pengujian 
yang telah dilakukan terhadap sistem agar dapat mengetahui seberapa 
efektif algoritme MMR dalam melakukan peringkasan teks. 
BAB 7 PENUTUP 
Pada bagian ini akan membahas bagian penutup yaitu berupa 
kesimpulan dan saran, yang mana pada bagian kesimpulan akan 
membahas tentang hasil akhir yang didapat dari penelitian dan saran 
akan membahas tentang kekurangan dari penelitian untuk dapat 





BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Kajian Pustaka 
Penelitian pertama dilakukan oleh Eko Budi Setiawan dan Aji Teja 
Hartono (2016) tentang menentukan Storyline dari dokumen berita dengan 
menggunakan metode MMR dan algoritma Steiner Tree. Pada penelitian 
tersebut menggabungkan metode Maximum Marginal Relevance (MMR) dan 
algoritma Steiner Tree dalam membuat sistem yang dapat menentukan 
storyline dari dokumen berita. Data yang digunakan adalah 90 sampel berita. 
Pengujiannya menggunakan metode usability testing dengan tingkat 
learnability 66,65%, efficiency 66,7%, memorable 100% dan statisfication 
sebanyak 83,33% merasa sesuai. Sehingga didapat skala usability sebesar 
75% (Setiawan, 2016). 
Penelitian kedua dilakukan oleh Santun Irawan, Hermawan dan 
Samsuryadi (2016) tentang meringkas dokumen berbahasa Indonesia 
dengan menggunakan metode MMR dan metode Latent Semantik Analysis 
(LSA). Pada penelitian tersebut menggunakan metode Maximum Marginal 
Relevance (MMR) sebagai metode peringkas multi dokumen, dan metode 
Latent Semantic Analysis (LSA) menjadi pembentuk ruang semantik yg berisi 
istilah-istilah krusial pada dokumen yg saling berdekatan satu sama lain, 
sebagai akibatnya keterangan yg krusial mampu didapatkan. Data yang 
digunakan terdiri dari 5 kategori berita yaitu ekonomi, hokum, internasional, 
olahraga dan teknologi. Pengujian dilakukan menggunakan cara 
membandingkan kompendium output sistem & kompendium manual. 
Penelitian ketiga dilakukan oleh Muchammad Mustaqhfiri, Zainal Abidin 
dan Ririen Kusumawwati (2017) tentang meringkas berita berbahasa 
Indonesia dengan menggunakan metode MMR. Pada penelitian tersebut 
menggunakan metode Maximum Marginal Relevance (MMR) sebagai 
metode untuk meringkas artikel berita berbahasa Indonesia. Data yang 
digunakan adalah artikel berita sebanyak 30 artikel. Dari penelitian tersebut 
dilakukan pengujian dan mendapati hasil yaitu recall 60%, precision 77%, 
dan f-measure 66%. 
Penelitian keempat dilakukan oleh Jan Frederik Forst, Anastasios 
Tombros, dan Thomas Roelleke (2009) tentang menggunakan metode MMR 
sebagai fitur peringkasan teks. Pada penelitian tersebut melakukan 
perbandingan metode MMR dengan metode Key, Title, Location and Query 
(KTLQ) untuk peringkasan multi dokumen dan meode Key, Title, Location 
(KTL) untuk peringkasan dokumen tunggal. Data yang digunakan adalah data 
dari Document Understanding Conference (DUC) untuk multi dokumen dan 
INEX Collections untuk dokumen tunggal. Dari penelitian tersebut untuk 
multi dokumen metode MMR mendapat skor Recall 0,38488 dan Precision 
0,36562 sedangkan metode KTLQ mendapat skor Recall  0,38468 dan 




Recall 0,69640 dan Precision 0,12128 sedangkan metode KTL mendapat skor 
Recall 0,69229 dan Precision 0,12060. 
Penelitian kelima dilakukan oleh Okfalisa dan Ahli Hidayat Harahap 
(2016) tentang menggunakan metode MMR untuk melakukan klasifikasi 
komentar pada forum diskusi daring. Pada penelitian tersebut melakukan 
klasifikasi komentar pada forum diskusi daring dengan klasifikasi komentar 
layak dan tidak layak. Metode MMR digunakan untuk mengurangi redudansi 
dan melakukan perangkingan terhadap sebuah kalimat. Data yang digunakan 
adalah teks komentar dari forum diskusi daring. Hasil yang didapat dari 
penelitian tersebut adalah dari 35 kali percobaan menseleksi komentar layak 
dan tidak layak mendapat akurasi sebesar 95%. 
Penelitian keenam dialkukan oleh Muhammad Fhadli, Mochammad Ali 
Fauzi dan Tri Afirianto (2017) tentang melakukan peringkasan literatur ilmu 
computer dengan menggunakan metode Gaussian Naïve Bayes. Pada 
penelitian tersebut melakukan peringkasan teks yaitu berupa literatur ilmu 
computer berbahasa Indonesia. metode yang digunakan adalah Gaussian 
Naïve Bayes. Hasil yang didapat dari penelitian tersebut adalah rata-rata nilai 
f-score 0,206538 dan rata-rata nilai relative utility 0,116657. 
Tabel 2.1 Daftar Kajian Pustaka 
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rata-rata nilai f-score 
0,206538 dan rata-
rata nilai relative 
utility 0,116657 
Dari referensi yang telah disebutkan diatas, hasil dari penggunaan 
metode Maximum Marginal Relevance (MMR) dinyatakan mampu untuk 
diimplementasikan kedalam system peringkasan teks otomatis. Oleh karena 
itu, penelitian-penelitian tersebut digunakan sebagai referensi dari 
penelitian ini. 
2.2 Peringkasan Teks Otomatis 
Ringkasan adalah teks yang terdiri dari satu atau lebih teks, termasuk isi 
informasi teks asli, dan panjangnya tidak lebih dari setengah teks asli. (Hovy, 
2001). Sedangkan, Peringkasan teks otomatis merupakan suatu teknik 
pembuatan teks kedalam bentuk yang lebih ringkas dengan menggunakan 
aplikasi yang dijalankan atau dioperasikan pada komputer. Peringkasan teks 
otomatis pertama kali dilakukan oleh Luhn pada tahun 1958. Pada saat itu 
metode yang digunakan yaitu metode teknik word frequency. 
2.3 Text Preprocessing 
Teks Preprocessing merupakan tahapan yang mengolah atau 
mempersiapkan teks sehingga dapat menjadi data agar dapat diproses lebih 
lanjut. Pada penelitian ini terdapat beberapa tahapan Text Preprocessing 
yaitu: tokenisasi, case folding, filtering, dan stemming. 
2.3.1 Tokenisasi 
Tokenisasi merupakan satu tahapan berdasarkan text processing yg 




tunggal menggunakan cara melakukan scanning terhadap pemisah 
(delimiter) misalnya spasi, tab & newline. 
2.3.2 Case Folding 
Case Folding merupakan satu fase dari text preprocessing di mana dapat 
mengubah semua huruf dari sebuah kata menjadi huruf kecil dan 
menghapus semua karakter kecuali alfabet. 
2.3.3 Filtering 
Filtering merupakan salah satu tahapan dari text preprocessing yang 
bertujuan untuk menghilangkan stopword. Stopword adalah kata-kata yang 
umum tetapi tidak memiliki arti deskriptif dan tidak terkait dengan topik 
tertentu. Beberapa contoh stopword dalam bahasa Indonesia adalah “di”, 
“sebuah”, “karena” dan lain sebagainya. 
2.3.4 Stemming 
Steming merupakan salah satu tahapan dari text preprocessing yang 
bertujuan untuk mengubah kata-kata berimbuhan menjadi kata-kata asalnya 
atau menjadi bentuk dasarnya. Contohnya adalah apabila terdapat kata 
“kesekolah” maka kata tersebut akan diubah menjadi kata dasarnya yaitu 
kata “sekolah”. 
2.4 Pembobotan TF-IDF 
Pembobotan TF-IDF didapat dari menghitung jumlah kemunculan 
sebuah term dalam sebuah dokumen hal ini disebut sebagai term frequency 
(TF) dan selanjutnya adalah jumlah kemunculan term dalam sebuah inverse 
document yang biasa disebut inverse document frequency (IDF). Adapun 
algoritma untuk menghitung bobot dari TF-IDF terdapat pada Persamaan 
2.1. 
𝑤𝑡𝑓𝑡,𝑑 =  {
1 + log10 𝑡𝑓𝑡,𝑑  , 𝑖𝑓 𝑡𝑓𝑡,𝑑  >  0 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (2.1) 
Keterangan: 
𝑤𝑡𝑓𝑡,𝑑 = Bobot Term Frequency Ternormalisasi 
𝑡𝑓𝑡,𝑑 = Raw Term Frequency 
2.5 Cosine Similarity 
Cosine Similarity berfungsi menghitung seberapa relevan kueri dengan 
dokumen. Ini diukur dengan melihat derajat kemiripan antara vektor kueri 
dan vektor dokumen. Semakin tinggi tingkat kesamaan, semakin relevan 
kueri tersebut. 













𝑖=1 ×√∑ (𝐵𝑖 )
2𝑛
𝑖=1
    (2.2) 
Keterangan : 
A  = Vektor A, vektor yang menjadi perbandingan 
B  = Vektor B, vektor yang menjadi perbandingan 
A•B = dot product dari vektor A dan vektor B  
|A| = panjang vektor A 
|B| = panjang vektor B 
2.6 Maximum Marginal Relevance 
Maximum Marginal Relevance (MMR) adalah salah satu algoritma 
peringkasan teks yang dapat meringkas dokumen dari satu atau lebih 
dokumen. Isi dokumen dan kesamaan maksimum bobot istilah dibandingkan 
dengan query. Untuk menghitung nilai dari MMR dapat dilakuakan dengan 
menggunakan Persamaan 2.3. 
𝑀𝑀𝑅 = 𝑎𝑟𝑔𝑚𝑎𝑥[𝛼 × 𝑆𝑖𝑚1(𝑆𝑖 , 𝑄) − (1 − 𝛼) × max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆)]   (2.3) 
Keterangan 
Si   = kalimat pada dokumen 
S  = kalimat yang telah dipilih atau telah diekstrak 
 α   = Koefisien pengatur kombinasi nilai 
Sim1 = fungsi Similarity 1 
Sim2 = fungsi Similarity 2 
Setelah melakukan perhitungan maka kalimat dengan MMR mulai dari 
yang tertinggi akan dipilih berulang kali ke dalam ringkasan sampai jumlah 
kata yang diinginkan pada ringkasan tercapai. 
2.7 Pengukuran Performasi 
Pengujian efektifitas sistem petingkasan teks otomatis dengan 
menggunakan metode precision dan recall. Adapun Tabel kontingensi dapat 
dilihat pada Tabel 2.2. 
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Dari Tabel 2.2 maka dapat dihitung precision dan recall dengan 
menggunakan Persamaan sebagai berikut. Untuk perhitungan precision akan 
dilakukan dengan menggunakan Persamaan 2.4. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
    (2.4) 
Sedangkan untuk perhitungan recall dapat dilakukan dengan 
menggunakan Persamaan 2.5. 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
     (2.5) 
Apabila precision dan recall dikombinasikan maka akan mnghasilkan f-
measure. Adapun cara untuk menghitung f-measure dapat menggunakan 
Persamaan 2.6. 
𝑓 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙
𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛





BAB 3 METODOLOGI PENELITIAN 
Pada bab ini akan menjelaskan tentang rincian dan langkah yang 
digunakan dalam implementasi dari metode Maximum Marginal Relevance 
terhadap sistem peringkasan teks otomatis artikel terkait COVID-19. 
3.1 Tipe Penelitian 
Tipe penelitian yang dilakukan pada penelitian ini termasuk dari tipe 
penelitian non-implementatif analitik. Tipe penelitian ini merupakan tipe 
penelitian yang melakukan pembahasan tentang apa yang terjadi di sekitar 
pengamat kemudian mendapatkan data yang dapat diteliti.  
3.2 Strategi Penelitian 
Pada strategi penelitian akan dijelaskan cara untuk 
mengimplementasikan metode Maximum Marginal Relevance agar dapat 
digunakan terhadap sistem peringkasan teks otomatis artikel terkait COVID-
19. Dataset yang digunakan berupa artikel berita yang bertemakan COVID-19 
sebanyak 30 artikel yang didapat dari halaman berita elektrotnik seperti 
kompas.com, yang selanjutnya dataset tersebut akan diinputkan kedalam 
sistem peringkasan teks otomatis artikel terkait COVID-19. 
Tahapan awal dari penerapan metode ini untuk meghasilkan ringkasan 
adalah dengan melakukan preprocessing yang terdiri dari proses tokenisasi, 
case folding, filtering, dan stemming. Setelah itu akan dilakukan 
pembobotan kata dengan menggunakan metode TF-IDF pada setiap kata 
yaitu dengan menghitung nilai kemunculan sebuah term dalam sebuah 
dokumen (TF) dan nilai kemunculan sebuah term dalam sebuah inverse 
document (IDF). Setelah setiap kata mendapatkan bobot maka selanjutnya 
adalah melakukan perhitungan cosine similarity. Perhitungan cosine 
similarity dilakukan dengan cara melihat tingkat kesamaan antara vektor 
query dan vektor dokumen, semakin besar tingkat kesamaannya maka query 
tersebut akan dinilai semakin relevan dengan dokumen tersebut. Setelah 
didapatkan hasil dari perhitungan cosine similarity maka selanjutnya barulah 
dapat melakukan perhitungan Maximum Marginal Relevance (MMR) yaitu 
menghitung kesamaan antar bagian teks. Setelah melakukan semua 
perhitungan tersebut maka selanjutnya hasil dari perhitungan MMR akan di 
rangking dan dituliskan kembali menjadi sebuah kalimat. Dengan 
memperhatikan rangking kata maka kata akan di tuliskan berurutan 
berdasarkan urutan awal kata pada dokumen. Berikut merupakan diagram 
blok untuk mengimplementasikan metode MMR terhadap sistem 





             
Gambar 3.1 Diagram Blok Sistem Peingkasan Teks Otomatis Artikel Berita 
Terkait COVID-19 
3.3 Data Penelitian 
Data yang digunakan dalam penelitian ini merupakan kumpulan artikel 
berita yang bertemakan COVID-19 yang diambil dari berita online seperti 
kompas.com. Validasi data dilakukan dengan cara manual yaitu membaca isi 
dan sumber berita. Setelah data tervalidasi maka selanjutnya data akan 
dikumpulkan dengan data tervalidasi lainnya sehingga menjadi sebuah 
dataset. 
3.4 Implementasi Algoritme 
Pada tahap implementasi, metode Maximum Margial Relevance (MMR) 
akan diterapkan ke dalam sistem peringkasan teks otomatis. Hal ini 
dilakukan untuk meghasilkan sebuah sistem peringkasan teks otomatis yang 
berupa Microsoft Add-ins. Hasil dari peringkasan teks akan diuji hasil 
akursinya agar dapat mengetahui seberapa baik metode MMR dapat 
diterapkan terhadap sebuah sistem peringkasan teks otomatis artikel terkait 
COVID-19. 
3.5 Peralatan Pendukung 
Dalam penelitian ini alat pendukung sangat dibutuhkan untuk 
mewujudkan sebuah sistem peringkasan teks otomatis artikel terkait COVID-
19. Adapun peralatan pendukung yang digunkan pada penelitian ini terbagi 
dua jenis yaitu perangkat keras (hardware) dan perangkat lunak (software). 
1. Perangkat Keras 
Perangkat keras yang dipakai untuk melakukan penelitian ini adalah 
sebagai berikut: 
- Laptop Asus A456U 
- Memori RAM 8 GB 
2. Perangkat Lunak 
Dataset 







Nilai 𝑤𝑡𝑓𝑡,𝑑  







Perangkat lunak yang dipakai untuk melakukan penelitian ini adalah 
sebagai berikut: 
- Sistem operasi Windows 10 
- Visual Studio Code version 1.47.3 
- Microsoft Office 2016 
- Python 3.8.0 
3.6 Pengujian dan Analisis 
Tahap pengujian dilakukan agar dapat mengetahui hasil peringkasan 
teks dengan menggunakan Maximum Marginal Relevance yang digunakan 
agar menghasilkan hasil nilai evaluasi peringkasan yang lebih bagus dari 
penelitian sebelumnya. Pada penelitian ini akan melakukan peringkasan 
terhadap 30 artikel berita dan akan dibandingkan dengan hasil peringkasan 
yang dilakukan secara manual untuk mencari nilai dari precision dan recall. 
Setelah nilai tersebut didapat maka selanjutnya dapat dilakukan analisis 
terhadap hasil nilai evaluasi yang didapat. 
3.7 Kesimpulan dan Saran 
Pada bagian kesimpulan dari penelitian ini akan memaparkan hasil 
ringkasan dan poin-poin penting dari penelitian ini, termasuk alur penelitian, 
hasil dari implementasi, hasil dari pengujian dan juga jawaban untuk 
rumusan masalah. Pada bagian saran akan memaparkan kekurangan yang 
dapat diperbaiki kedepannya dari penelitian ini agar kedepannya bisa 
dilakukan pengembangan untuk penelitian berikutnya hingga didapatkan 





BAB 4 PERANCANGAN 
Pada bab perancangan ini akan dijelaskan mengenai desain arsitektur, 
diagram alir, dan skenario pengujian dari sistem peringkasan teks 
menggunakan metode Maximum Marginal Relevance terhadap artikel berita 
terkait COVID-19. 
4.1 Formulasi Permasalahan 
Pada saat ini, kita dapat mengakses atau memperoleh informasi dengan 
mudah. Terutama dalam keadaan pandemic saat ini menyebabkan kita 
sering mencari berita tentang pandemic COVID-19. Akan tetapi, sering kali 
ditemukan artikel berita yang jumlah katanya sangat banyak dan tidak 
efektif. Sehingga akan sangat membuang waktu apabila membaca 
keseluruhan isi dari berita tersebut. Melainkan mengikuti struktur dari berita 
yaitu diawali orientasi lalu dilanjutkan dengan peristia dan terakhir diakhiri 
dengan sumber berita Isi dari artikel berita sering kali tidak langsung 
memperlihatkan inti dari berita yang disampaikan. Sedangkan, informasi 
yang dibutuhkan oleh pembaca berita adalah inti dari berita tersebut. 
Dari permasalahan tersebut, dibutuhkan sebuah system yang mampu 
melakukan peringkasan secara otomatis terhadap isi dari artikel berita. 
Sehingga pada penelitian ini mengulas bagian peringkasan teks otomatis 
dengan menerapkan Metode Maximum Marginal Relevance terhadap artikel 
terkait COVID-19. Metode Maximum Marginal Relevance merupakan 
metode yang sudah umum diterapkan agar dapat melakukan peringkasan 
teks untuk mendapatkan kesimpulan. Metode Maximum Marginal 
Relevance dipilih sebab metode ini dapat melakukan peringkasan baik secara 
multi dokumen maupun dokumen tunggal.  
4.2 Alir Perancangan Algoritme 
Pada bagian ini akan membahas penggunaan metode Maximum 
Marginal Relevance (MMR) untuk melakukan peringkasan teks otomatis 
artikel terkait COVID-19. Dalam penerapan metode metode Maximum 
Marginal Relevance  memiliki beberapa tahap agar dapat melakukan 
peringkasan teks, tahapan tersebut adalah input dataset, melakukan pre-
processing data, melakukan pembobotan TF-IDF, melakukan pembobotan 
Cosine Similarity, melakukan pembobotan MMR dan perangkningan serta 
melakukan ekstraksi ringkasan berdasarkan rangking dari bobot MMR. 
Berikut merupakan diagram alir dari proses peringkasan teks otomatis 
dengan menggunakan metode Maximum Marginal Relevance (MMR) dapat 




Gambar 4.1 Diagram Alir Sistem Peingkasan Teks Otomatis Artikel Berita 
Terkait COVID-19 
Dari diagram alir pada Gambar 4.1 dapat dijelaskan langkah dari metode 
MMR sebagai berikut. 
1. Memasukkan input data berupa teks artikel terkait COVID-19 ke 
Microsoft Word yang terintegrasi dengan Add-ins. Artikel yang di 
inputkan berupa judul da nisi artikel. 
2. Melakukan proses pre-processing berupa tokenisasi, case folding, 
filtering dan stemming. 
Mulai 






 Pembobotan MMR 
Ekstraksi Ringkasan 
output : Hasil 





3. Melakukan proses perhitungan TF-IDF terhadap term pada setiap 
kalimat dan query.  
4. Melakukan proses pembobotan cosine similarity yaitu mencari 
kemiripan antar kalimat dan kemiripan kalimat terhadap query 
berdasarkan nilai TF-IDF. 
5. Melakukan proses pembobotan MMR dari hasil cosine similarity 
dan kemudian dirangking dari nilai terbesar sampai terkecil. 
6. Melakukan proses ekstraksi ringkasan berdasarkan dari rangking 
pembobotan MMR. Ringkasan akan dituliskan mulai dari kalimat 
dengan bobot tertinggi. 
7. Menghasilkan keluaran pada Microsoft Word berupa hasil 
ringkasan. 
4.2.1 Alir Pre-processing Data 




Input : sentence 
i=0 
while i<len(sentence) 











Gambar 4.2  Diagram Alir Preprocessing (Lanjutan) 
Diagram alir pada Gambar 4.2 menggambarkan tentang proses pre-
processing data dan dapat dijelasakan sebagai berikut. 
A 
Membuat variabel pre_processing_result = [] 
while i < len(stemed_sentences) 
Membuat variabel tokens = word_tokenize(stemed_sentences[i]) 
While j <len(tokens) 
Tokens[i] not in 
stopwords_list 














1. Memasukkan input dataset berupa artikel yang ingin diringkas. 
2. Melakukan proses pembacaan dataset menjadi bentuk array 
terpisah per kalimat. 
3. Menginisialisasi variabel stopwords_list yang berisi kumpulan 
stopword berbahasa Indonesia. 
4. Membuat variabel stemed_sentences yang merupakan array. 
5. Melakukan perulangan sebanyak jumlah kalimat yang ada pada 
dataset. 
6. Melakukan proses stemming lalu hasil dari proses stemming di 
inputkan kedalam array stemed_sentences. 
7. Membuat variabel pre_processing_result yang merupakan array. 
8. Melakukan perulangan sebanyak panjang array stemed_sentences. 
9. membuat variabel tokens yang berisi stemed_sentences yang 
ternormalisasi. 
10. Membuat variabel tokenized yang berbupa array kosong. 
11. Melakukan perulangan sebanyak panjang array tokens. 
12. Melakukan seleksi kondisi terhadap jika tokens ke-I tidak terdapat 
didalam array stopwords_list. 
13. Menginputkan tokens ke-I ke dalam array tokenized. 
14. Menginputkan array tokenized ke dalam array 
pre_processing_result. 
15. Output yang dihasilkan berupa array 2 dimensi yang berisi term 
yang tersusun per kalimat yang sudah melalui tahap pre-processing. 
4.2.2 Alir Pembobotan TF-IDF 
Gambar 4.3 Gambar Diagram Alir TF-IDF 
TF-IDF Mulai 
Input : terms, pre_processing result, lengsentences 




Gambar 4.3 Diagram Alir TF-IDF (Lanjutan)  
A 
while i<len(terms) 
Membuat variabel tf1=[] 
While j <len(pre_processing_result 


















Gambar 4.3 Diagram Alir TF-IDF (Lanjutan) 
While i<len(tf) 











Membuat variabel tf_final=numpy.array(tf) 
Membuat variabel df =[] 
While j<len(tf[i]) 
count +=1 










Gambar 4.3  Diagram Alir TF-IDF (Lanjutan) 
Diagram alir pada Gambar 4.3 menggambarkan tentang proses 
pembobotan TF-IDF dan dapat dijelasakan sebagai berikut. 
1. Memasukkan input berupa terms yaitu kata unik yang terdapat 
pada dataset, pre_processing_result yaitu array yang berisi term 
yan telah di pre-processing sebelumnya dan lengsentences yaitu 
berupa nilai dari banyaknya kalimat dalam dataset. 
2. Membuat variabel tf yang berupa array kosong. 
G E 




Membuat variabel tfidf2 =[] 
tfidf.append(tfidf2) 









3. Melakukan perulangan sebanyak jumlah terms. 
4. Membuat variabel tf1 yang berupa array kosong. 
5. Melakukan perulangan sebanyak panjang dari array 
pre_processing_result. 
6. Membuat variabel tf2 yang bernilai 0. 
7. Melakukan perulangan sebanyak panjang dari array 
pre_processing_result ke-j. 
8. Melakukan seleksi kondisi jika terms ke-I sama dengan 
pre_processing_result ke-I,j. 
9. Melakukan increment terhadap variabel tf2. 
10. Menginputkan nilai tf2 ke array tf1. 
11. Menginputkan array tf1 ke array tf. 
12. Menginisialisasi variabel tf_final dengan nilai array tf yang 
ditranspose. 
13. Membuat variabel df yang berupa array kosong. 
14. Melakukan perulangan sebanyak panjang array tf. 
15. Membuat variabel count dengan nilai o. 
16. Membuat perulangan sebanyak panjang array tf ke –i. 
17. Melakukan seleksi kondisi apabila nilai tf ke-I,j tidak sama dengan 0. 
18. Melakukan increment terhadap variabel count. 
19. Menginputkan nilai count ke array df. 
20. Membuat variabel idf yang merupakan array kosong. 
21. Melakukan perulangan sebanyak panjang array df. 
22. Menginputkan hasil perhitungan idf ke array idf. 
23. Membuat variabel tfidf yang berupa array kosong. 
24. Melakukan perulangan sebanyak panjang array tf_final. 
25. Membuat variabel tfidf2 yang merupakan array kosong. 
26. Melakukan perulangan sebanyak panjang array tf_final ke-i. 
27. Menginputkan hasil perhitungan tfidf ke array tfidf2. 
28. Menginputkan nilai tfidf2 ke array tfidf. 




4.2.3 Alir Pembobotan Cosine Similarity 
Gambar 4.4 Diagram Alir Pembobotan Cosine SImilarity 
Diagram alir pada Gambar 4.4 menggambarkan tentang proses 
pembobotan cosine similarity dan dapat dijelaskan sebagai berikut. 
1. Memasukkan input berupa tfidf yang merupakan hasil dari 
perhitungan tfidf pada proses sebelumnya. 
2. Membuat variabel cosine yang merupakan array kosong. 
3. Melakukan perulangan sebanyak panjang array tfidf. 
Pembobotan 
Cosine Simlarity 
Input : tfidf 
Membuat variabel cosine =[] 
While i<len(tfidf) 














4. Membuat variabel cosine2 yang merupakan array kosong. 
5. Melakukan perulangan sebanyak panjang array tfidf. 
6. Memasukkan hasil dari perhitungan cosine similarity ke dalam array 
cosine2. 
7. Memasukkan nilai dari array cosine2 ke dalam array cosine. 
8. Output yang dihasilkan adalah nilai dari pembobotan cosine. 
4.2.4 Alir Pembobotan MMR  
Gambar 4.5 Diagram Alir Pembobotan MMR 
Mulai 
Input : alpha=0.5, cosine 
Membuat variabel cosineDQ=cosine[0] 
Membuat variabel cosineDiDj=cosine[:1] 
Membuat variabel mmrresult=[] 
 
s=1 
Membuat variabel mmr=[] 
len(mmr_result
)==0 












Gambar 4.5  Diagram Alir Pembobotan MMR (Lanjutan) 
 
A B C 
While i<len(cosineDQ) 
i not in 
mmrresult 




















Gambar 4.5 Diagram Alir Pembobotan MMR (Lanjutan) 
Diagram alir pada Gambar 4.5 menggambarkan tentang proses 
pembobotan MMR dan dapat dijelaskan sebagai berikut. 
1. Memasukkan input berupa alpha yang telah ditentukan yaitu 0,5 
dan cosine yang merupakan hasil dari pembobotan cosine similarity 
sebelumnya. 
2. Membuat variabel cosineDQ yang merupakan cosine[0]. 
3. Membuat variabel cosineDiDj yang merupakan cosine[:1]. 
4. Membuat variabel s yang bernilai 1. 
5. Membuat variabel mmrresult yang merupakan array kosong. 




















7. Membuat variabel mmr yang merupakan array kosong. 
8. Melakukan seleksi kondisi jika panjang array mmrresult==0. 
9. Melakukan perulangan sebanyak panjang array cosineDQ[:1]. 
10. Melakukan pembobotan mmr dan nilai bobot mmr di inputkan ke 
dalam array mmr. 
11. Melakukan perulangan sebanyak panjang array cosineDQ. 
12. Melakukan seleksi kondisi jika I tidak berada pada mmrresult dan I 
tidak sama dengan 0. 
13. Melakukan pembobotan mmr dan nilai bobot mmr di inputkan ke 
dalam array mmr. 
14. Mengisi array mmr dengan nilai 0. 
15. Mengisi variabel s dengan nilai maximum yang ada di array mmr. 
16. Melakukan seleksi kondisi jika s besar dari 0. 
17. Membuat variabel a dengan nilai 0. 
18. Melakukan perulangan sebanyak panjang array mmr. 
19. Melakukan seleksi kondisi jika s bernilai sama dengan mmr[i]. 
20. Menginputkan nilai a ke array mmrresult. 
21. Melakukan increment terhadap variabel a. 
22. Menambahkan mmrresult[0] dengan 1. 
23. Output yang dihasilkan adalah mmrresult yang berisi indeks dari 
kalimat yang akan ditampilkan sebagai ringkasan.  
4.2.5 Alir Ekstraksi Ringkasan 
 
 




Input : sentences, mmr 
Membuat variabel summary_result=[] 





Gambar 4.6 Diagram Alir Ekstraksi Ringkasan (Lanjutan) 
Diagram alir pada Gambar 4.6 menggambarkan tentang proses ekstraksi 
ringkasan dan dapat dijelaskan sebagai berikut. 
1. Memasukkan input berupa sentences yaitu kalimat yang ada pada 
dokumen yang ingin diringkas dan mmr merupakan indeks dari 
kalimat yang akan ditampilkan sebagai ringkasan. 
2. Membuat variabel summary_result yang merupakan array kosong. 
3. Membuat variabel sentences_result yang merupakan array kosong. 
4. Melakukan perulangan sebanyak panjang array sentences. 
5. Melakukan seleksi kondisi apabila nilai dari sentences ke-I tidak 



















6. Menginputkan nilai dari sentences ke-I ke dalam array 
senetences_result. 
7.  Melakukan perulangan sebanyak panjang array mmr. 
8. Menginputkan nilai dari sentences ke mmr ke-I ke dalam array 
summary_result. 
9. Output yang dihasilkan merupakan kalimat ringkasan. 
4.3 Perhitungan Manualisasi 
Pada bagian perhitungan manualisasi ini akan melakukan tahap 
menghitung yang dilakukan menggunakan algoritme secara manual. 
Perhitungan yang akan dilakukan adalah perhitungan dari metode Maximum 
Marginal Relevance (MMR) untuk melakukan proses peringkasan teks secara 
otomatis. Untuk melakukan peringkasan teks secara otomatis maka ada 
beberapa tahapan yang akan dilalui diantaranya adalah teks pre-processing, 
pembobotan Tf-Idf, pembobotan cosine similarity, pembobotan MMR dan 
terakhir melakukan ekstraksi ringkasan. Sebelum melakukan proses 
peringkasan maka diperlukan teks yang akan diringkas. Untuk data teks yang 
akan diringkas dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Data Teks yang Akan Diringkas  
1.304 Pasien Positif Covid-19 Klaster Secapa AD Sembuh, Kini Tinggal 4 
Orang 
Calon Perwira (Secapa) Angkatan Darat (AD) Bandung, Jawa Barat 
berkurang 5 orang, pada Jumat (14/8/2020). 
Berkurangnya pasien positif tersebut berdasarkan hasil pemeriksaan 
laboratorium polymerase chain reaction (PCR) pada swab test lanjutan yang 
menyatakan mereka telah negatif Covid-19. 
"Hasil Lab PCR dari swab lanjutan pasien di Secapa AD sampai dengan 
hari ini (Jumat), ada 5 pasien lagi yang dinyatakan negatif," ujar Kepala 
Dinas Penerangan TNI AD, Brigjen TNI Nefra Firdaus, Jumat (14/8/2020). 
Adapun data pasien negatif pada hari sebelumnya tercatat sebanyak 
1.299 orang. 
Dengan penambahan 5 pasien negatif tersebut, hingga Jumat pagi, total 
pasien negatif sebanyak 1.304 orang. 
Sementara itu, hasil pemeriksaan laboratorium PCR dari swab test 
pertama pada beberapa waktu lalu melaporkan terdapat penambahan 28 
pasien positif. 
Dengan demikian, tercatat pasien positif di klaster tersebut sebanyak 
1.308 orang. Akumulasi itu berasal dari tambahan pada temuan pertama 
sebanyak 1.280 orang. 




yang sebelumnya dinyatakan positif kini sudah negatif Covid-19. 
"Jadi dari total 1.308 pasien positif Covid-19 di Secapa AD, pada hari ini 
sudah berkurang 1.304 orang atau 99,7 persen sudah menjadi negatif, 
menjadi tinggal 4 orang (0,3 persen masih positif)," kata dia. 
Sebelumnya, seribuan orang di Secapa AD, Bandung, Jawa Barat, 
terkonfirmasi positif Covid-19. 
Temuan ini terbongkar berawal dari dua prajurit atau perwira siswa yang 
memeriksakan penyakitnya ke RS TNI AD Dustira. 
4.3.1 Proses Pre-Processing 
Sebelum data dari teks dapat dilakukan pembobotan maka diperlukan 
proses yaitu pre-processing. Pada tahap ini akan melalui 5 tahap pre-
processing yaitu: tokenisasi, case folding, filtering, dan stemming. Namun 
sebelum itu untuk mempermudah perhitungan, maka teks akan dipecah per 
kalimat dengan judul menjadi query. Hasil dari pemecahan teks tersebut 
dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Teks Dipecah Per Kalimat 
Query 1.304 Pasien Positif Covid-19 Klaster Secapa AD Sembuh, Kini 
Tinggal 4 Orang 
Kalimat 1 Calon Perwira (Secapa) Angkatan Darat (AD) Bandung, Jawa 
Barat berkurang 5 orang, pada Jumat (14/8/2020). 
Kalimat 2 Berkurangnya pasien positif tersebut berdasarkan hasil 
pemeriksaan laboratorium polymerase chain reaction (PCR) 
pada swab test lanjutan yang menyatakan mereka telah 
negatif Covid-19. 
Kalimat 3 "Hasil Lab PCR dari swab lanjutan pasien di Secapa AD sampai 
dengan hari ini (Jumat), ada 5 pasien lagi yang dinyatakan 
negatif," ujar Kepala Dinas Penerangan TNI AD, Brigjen TNI 
Nefra Firdaus, Jumat (14/8/2020). 
Kalimat 4 Adapun data pasien negatif pada hari sebelumnya tercatat 
sebanyak 1.299 orang. 
Kalimat 5 Dengan penambahan 5 pasien negatif tersebut, hingga Jumat 
pagi, total pasien negatif sebanyak 1.304 orang. 
Kalimat 6 Sementara itu, hasil pemeriksaan laboratorium PCR dari swab 
test pertama pada beberapa waktu lalu melaporkan terdapat 
penambahan 28 pasien positif. 
Kalimat 7 Dengan demikian, tercatat pasien positif di klaster tersebut 
sebanyak 1.308 orang. Akumulasi itu berasal dari tambahan 




Kalimat 8 Sementara itu, secara persentase, sekitar 99,7 persen dari 
total prajurit yang sebelumnya dinyatakan positif kini sudah 
negatif Covid-19. 
Kalimat 9 "Jadi dari total 1.308 pasien positif Covid-19 di Secapa AD, 
pada hari ini sudah berkurang 1.304 orang atau 99,7 persen 
sudah menjadi negatif, menjadi tinggal 4 orang (0,3 persen 
masih positif)," kata dia. 
Kalimat 10 Sebelumnya, seribuan orang di Secapa AD, Bandung, Jawa 
Barat, terkonfirmasi positif Covid-19. 
Kalimat 11 Temuan ini terbongkar berawal dari dua prajurit atau perwira 
siswa yang memeriksakan penyakitnya ke RS TNI AD Dustira. 
4.3.1.1 Proses Tokenisasi 
Pada tahap ini akan melakukan proses memotong kalimat menjadi kata-
kata tunggal dengan memisah kata-kata tersebut menggunakan pemisah 
(delimiter). Pemisah yang dipakai untuk proses ini merupakan spasi. Hasil 
dari proses tokenisasi dapat dilihat pada Tabel 4.3. 
Tabel 4.3 Tabel Hasil Proses Tokenisasi 
Calon Perwira (Secapa) Angkatan Darat 
(AD) Bandung, Jawa Barat berkurang 




pasien positif tersebut berdasarkan 
hasil pemeriksaan laboratorium polymerase chain 
reaction (PCR) pada swab test 
lanjutan yang menyatakan mereka telah 
negatif Covid-19. Hasil Lab PCR 
dari swab lanjutan pasien di 
Secapa AD sampai dengan hari 
ini (Jumat), ada 5 pasien 
lagi yang dinyatakan negative, ujar 
Kepala Dinas Penerangan TNI AD 
Brigjen TNI Nefra Firdaus, Jumat 
(14/8/2020). Adapun data pasien negatif 




1.299 orang. Dengan penambaha
n 
5 
pasien negatif tersebut, hingga Jumat 
pagi, total pasien negatif sebanyak 
1.304 orang. Sementara itu, secara 
persentase, sekitar 99,7 persen dari 
total prajurit yang sebelumnya dinyatakan 
positif kini sudah negatif Covid-19. 
Jadi dari total 1.308 pasien 
positif Covid-19 di Secapa AD, 
pada hari ini sudah berkurang 
1.304 orang atau 99,7 persen 
sudah menjadi negatif, menjadi tinggal 
4 orang (0,3 persen masih 
positif), kata dia. Sebelumnya, seribuan 




Temuan ini terbongkar berawal dari 
dua prajurit atau perwira siswa 
yang memeriksaka
n 
penyakitnya ke RS 
TNI AD Dustira   
4.3.1.2 Proses Case Folding 
Pada tahap ini akan dilakukan proses untuk penggantian semua kata 
menjadi bentuk huruf kecil (lower case), serta menghilangkan semua 
karakter selain alphabet. Hasil proses case folding dapat dilihat pada Tabel 
4.4. 
Tabel 4.4 Tabel Hasil Proses Case Folding 
calon perwira secapa angkatan darat 
ad bandung jawa barat berkurang 
orang pada jumat berkurangnya pasien 




laboratorium polymerase chain reaction pcr 
pada swab test lanjutan yang 
menyatakan mereka telah negatif covid 
hasil lab pcr dari swab 
lanjutan pasien di secapa ad 
sampai dengan hari ini jumat 
ada pasien lagi yang dinyatakan 
negatif ujar kepala dinas penerangan 
tni ad brigjen tni nefra 
firdaus jumat adapun data pasien 
negatif pada har sebelumnya tercatat 
sebanyak orang dengan penambahan pasien 
negatif tersebut hingga jumat pagi 
total pasien negatif sebanyak orang 
sementara itu secara persentase sekitar 
persen dari total prajurit yang 
sebelumnya dinyatakan positif kini sudah 
negatif covid jadi dari total 
pasien positif coivd di secapa 
ad pada hari ini sudah 
berkurang orang atau persen sudah 
menjadi negatif menjadi orang persen 
masih positif kata dia sebelumnya 
seribuan orang di secapa ad 
bandung jawa barat terkonfirmasi positif 
covid temuan ini terbongkar berawal 
dari dua prajurit atau perwira 
siswa yang memeriksakan penyakitnya ke 




4.3.1.3 Proses Stemming 
Pada tahap ini akan melakukan penghilangan imbuhan pada kata dan 
kata akan diganti menjadi kata dasar. Hasil proses stemming dapat dilihat 
pada Tabel 4.5. 
Tabel 4.5 Hasil Proses Stemming 
calon perwira capa angkat darat 
ad bandung jawa barat kurang 
orang pada jumat kurang pasien 
positif sebut dasar hasil periksa 
laboratorium polymerase chain reaction pcr 
pada swab test lanjut yang 
nyata mereka telah negatif covid 
hasil lab pcr dari swab 
lanjut pasien di capa ad 
sampai dengan hari ini jumat 
ada pasien lagi yang nyata 
negatif ujar kepala dinas terang 
tni ad brigjen tni nefra 
firdaus jumat ada data pasien 
negatif pada hari belum catat 
banyak orang dengan tambah pasien 
negatif sebut hingga jumat pagi 
total pasien negatif banyak orang 
sementara itu cara persentase sekitar 
persen dari total prajurit yang 
belum nyata positif kini sudah 
negatif covid jadi dari total 
pasien positif coivd di capa 
ad pada hari ini sudah 
kurang orang atau persen sudah 
jadi negatif jadi orang persen 




ribu orang di capa ad 
bandung jawa barat konfirmasi positif 
covid temu ini bongkar awal 
dari dua prajurit atau perwira 
siswa yang periksa penyakit ke 
rs tni ad dustria  
4.3.1.4 Proses Filtering 
Pada tahap ini akan dilakukan penghilangan stopword. Yaitu kata-kata 
yang umum tetapi tidak memiliki arti deskriptif dan tidak terkait dengan 
topik tertentu. Hasil proses filtering dapat dilihat pada Tabel 4.6. 
Tabel 4.6 Tabel Hasil Proses Filtering 
calon perwira capa angkat darat 
ad bandung jawa barat orang 
jumat pasien positif dasar hasil 
periksa laboratorium polymerase chain reaction 
[cr swab test nyata telah 
negatif covid hasil lab pcr 
swab pasien capa ad jumat 
pasien nyata negatif kepala dinas 
terang tni ad brigjen tni 
nefra firdaus jumat data pasien 
negatif catat orang tambah pasien 
negatif jumat pagi total pasien 
negatif orang persentase persen total 
prajurit nyata positif negatif covid 
pasien postif covid capa ad 
kurang orang persen negatif orang 
persen masih positif kata ribu 
orang capa ad bandung jawa 
barat konfirmasi positif covid temu 




sakit rs tni ad dustria 
4.3.2 Proses Pembobotan TF-IDF 
Pada tahap ini akan melakukan proses pembobotan TF-IDF pada setiap 
term terhadap kalimat. Term yang digunakan merupakan kata unik yang 
diambil dari hasil pre-processing yang sebelumnya dilakukan Adapun term 
yang digunkan dapat dilihat pada table 4.7. 
Tabel 4.7 Tabel Term yang Digunakan 
ad akumulasi angkat bandung barat 
bongkar brigjen calon capa catat 
chain covid darat dasar data 
dinas dustria firdaus hasil jawa 
jumat kepala klaster konfirmasi lab 
laboratorium lapor nefra negatif nyata 
orang pagi pasien pcr periksa 
persen persentase perwira polymerase positif 
prajurit reaction ribu rs sakit 
siswa swab temu terang test 
tinggal tni total   
Dari 53 term yang ada selanjutnya dilakukan perhitungan jumlah 
kemunculannya pada kalimat atau proses ini dapat disebut dengan 
menghitung Term Frequency (TF). Hasil dari perhitungan Term Frequency 
(TF) ini dapat dilihat pada Tabel 4.8. 
Tabel 4.8 Tabel Hasil Perhitungan Term Frequency (TF) 
Term K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 Q 
ad 1 0 2 0 0 0 0 0 1 1 1 1 
akumulasi 0 0 0 0 0 0 1 0 0 0 0 0 
angkat 1 0 0 0 0 0 0 0 0 0 0 0 
bandung 1 0 0 0 0 0 0 0 0 1 0 0 




bongkar 0 0 0 0 0 0 0 0 0 0 1 0 
brigjen 0 0 1 0 0 0 0 0 0 0 0 0 
calon 1 0 0 0 0 0 0 0 0 0 0 0 
capa 1 0 1 0 0 0 0 0 1 1 0 1 
catat 0 0 0 1 0 0 1 0 0 0 0 0 
chain 0 1 0 0 0 0 0 0 0 0 0 0 
covid 0 1 0 0 0 0 0 1 1 1 0 1 
darat 1 0 0 0 0 0 0 0 0 0 0 0 
dasar 0 1 0 0 0 0 0 0 0 0 0 0 
data 0 0 0 1 0 0 0 0 0 0 0 0 
dinas 0 0 1 0 0 0 0 0 0 0 0 0 
dustria 0 0 0 0 0 0 0 0 0 0 1 0 
firdaus 0 0 1 0 0 0 0 0 0 0 0 0 
hasil 0 1 1 0 0 1 0 0 0 0 0 0 
jawa 1 0 0 0 0 0 0 0 0 1 0 0 
jumat 1 0 2 0 1 0 0 0 0 0 0 0 
kepala 0 0 1 0 0 0 0 0 0 0 0 0 
klaster 0 0 0 0 0 0 1 0 0 0 0 1 
konfirmasi 0 0 0 0 0 0 0 0 0 1 0 0 




laboratorium 0 1 0 0 0 1 0 0 0 0 0 0 
lapor 0 0 0 0 0 1 0 0 0 0 0 0 
nefra 0 0 1 0 0 0 0 0 0 0 0 0 
negatif 0 1 1 1 2 0 0 1 1 0 0 0 
nyata 0 1 1 0 0 0 0 1 0 0 0 0 
orang 1 0 0 1 1 0 2 0 2 1 0 1 
pagi 0 0 0 0 1 0 0 0 0 0 0 0 
pasien 0 1 2 1 2 1 1 0 1 0 0 1 
pcr 0 1 1 0 0 1 0 0 0 0 0 0 
periksa 0 1 0 0 0 1 0 0 0 0 1 0 
persen 0 0 0 0 0 0 0 1 2 0 0 0 
persentase 0 0 0 0 0 0 0 1 0 0 0 0 
perwira 1 0 0 0 0 0 0 0 0 0 1 0 
polymerase 0 1 0 0 0 0 0 0 0 0 0 0 
positif 0 1 0 0 0 1 1 1 2 1 0 1 
prajurit 0 0 0 0 0 0 0 1 0 0 1 0 
reaction 0 1 0 0 0 0 0 0 0 0 0 0 
ribu 0 0 0 0 0 0 0 0 0 1 0 0 
rs 0 0 0 0 0 0 0 0 0 0 1 0 




siswa 0 0 0 0 0 0 0 0 0 0 1 0 
swab 0 1 1 0 0 1 0 0 0 0 0 0 
temu 0 0 0 0 0 0 1 0 0 0 1 0 
terang 0 0 1 0 0 0 0 0 0 0 0 0 
test 0 1 0 0 0 1 0 0 0 0 0 0 
tinggal 0 0 0 0 0 0 0 0 1 0 0 1 
tni 0 0 2 0 0 0 0 0 0 0 1 0 
total 0 0 0 0 1 0 0 1 1 0 0 0 
Setelah melakukan perhitungan Term Frequency (TF), maka selanjutnya 
dapat dilakukan perhitungan Document Frequency (DF) dan Inverse 
Document Frequency (IDF) yaitu seberapa banyak kalimat yang memiliki 
sebuah term dan Inverse dari DF. Inverse dari DF didapat dengan melakukan 
perhitungan Log10 dari hasil jumlah dokumen dibagi dengan Document 
Frequency. Hasil untuk perhitungan Document Frequency dan Inverse 
Document Frequency dapat dilihat pada Tabel 4.9. 
Tabel 4.9 Tabel Hasil Perhitungan Document Frequency dan Inverse 
Document Frequency 
Term DF IDF 
ad 6 0,30103 
akumulasi 1 1,079181 
angkat 1 1,079181 
bandung 2 0,778151 
barat 2 0,778151 




brigjen 1 1,079181 
calon 1 1,079181 
capa 5 0,380211 
catat 2 0,778151 
chain 1 1,079181 
covid 5 0,380211 
darat 1 1,079181 
dasar 1 1,079181 
data 1 1,079181 
dinas 1 1,079181 
dustria 1 1,079181 
firdaus 1 1,079181 
hasil 3 0,60206 
jawa 2 0,778151 
jumat 3 0,60206 
kepala 1 1,079181 
klaster 2 0,778151 
konfirmasi 1 1,079181 
lab 1 1,079181 




lapor 1 1,079181 
nefra 1 1,079181 
negatif 6 0,30103 
nyata 3 0,60206 
orang 7 0,234083 
pagi 1 1,079181 
pasien 8 0,176091 
pcr 3 0,60206 
periksa 3 0,60206 
persen 2 0,778151 
persentase 1 1,079181 
perwira 2 0,778151 
polymerase 1 1,079181 
positif 7 0,234083 
prajurit 2 0,778151 
reaction 1 1,079181 
ribu 1 1,079181 
rs 1 1,079181 
sakit 1 1,079181 




swab 3 0,60206 
temu 2 0,778151 
terang 1 1,079181 
test 2 0,778151 
tinggal 2 0,778151 
tni 2 0,778151 
total 3 0,60206 
Setelah didapatkan hasil dari perhitungan Inverse Document Frequency 
(IDF), selanjutnya dapat melakukan perhitungan TF-IDF. Yaitu dengan 
menggunakan cara mengalikan hasil dari Term Frequency (TF) dan hasil dari 
Inverse Document Frequency (IDF). Hasil dari perhitungan TF-IDF dapat 
dilihat pada Tabel 4.10 dan detailnya dapat dilihat pada Lampiran B. 
Tabel 4.10 Hasil Pembobotan TF-IDF 
Term K1 K2 K3 K… K11 Q 
ad 0,30103 0 0,60206 … 0,30103 0,30103 
akumula
si 0 0 0 … 0 0 
angkat 1,079181 0 0 … 0 0 
bandung 0,778151 0 0 … 0 0 
barat 0,778151 0 0 … 0 0 
bongkar 0 0 0 … 1,079181 0 
brigjen 0 0 1,079181 … 0 0 




capa 0,380211 0 0,380211 … 0 0,380211 
catat 0 0 0 … 0 0 
chain 0 1,079181 0 … 0 0 
covid 0 0,380211 0 … 0 0,380211 
darat 1,079181 0 0 … 0 0 
dasar 0 1,079181 0 … 0 0 
data 0 0 0 … 0 0 
dinas 0 0 1,079181 … 0 0 
dustria 0 0 0 … 1,079181 0 
firdaus 0 0 1,079181 … 0 0 
hasil 0 0,60206 0,60206 … 0 0 
jawa 0,778151 0 0 … 0 0 
jumat 0,60206 0 1,20412 … 0 0 
kepala 0 0 1,079181 … 0 0 
klaster 0 0 0 … 0 0,778151 
konfirm
asi 0 0 0 … 0 0 
lab 0 0 1,079181 … 0 0 
laborato
rium 0 0,778151 0 … 0 0 




nefra 0 0 1,079181 … 0 0 
negatif 0 0,30103 0,30103 … 0 0 
nyata 0 0,60206 0,60206 … 0 0 
orang 0,234083 0 0 … 0 0,234083 
pagi 0 0 0 … 0 0 
pasien 0 0,176091 0,352183 … 0 0,176091 
pcr 0 0,60206 0,60206 … 0 0 
periksa 0 0,60206 0 … 0,60206 0 
persen 0 0 0 … 0 0 
persenta
se 0 0 0 … 0 0 
perwira 0,778151 0 0 … 0,778151 0 
polymer
ase 0 1,079181 0 … 0 0 
positif 0 0,234083 0 … 0 0,234083 
prajurit 0 0 0 … 0,778151 0 
reaction 0 1,079181 0 … 0 0 
ribu 0 0 0 … 0 0 
rs 0 0 0 … 1,079181 0 
sakit 0 0 0 … 1,079181 0 




swab 0 0,60206 0,60206 … 0 0 
temu 0 0 0 … 0,778151 0 
terang 0 0 1,079181 … 0 0 
test 0 0,778151 0 … 0 0 
tinggal 0 0 0 … 0 0,778151 
tni 0 0 1,556303 … 0,778151 0 
total 0 0 0 … 0 0 
4.3.3 Proses Pembobotan Cosine Similarity 
Pada tahap ini, akan dilakukan proses perhitungan bobot cosine 
similarity antar kalimat sesuai dengan Persamaan 2.2. Contoh perhitungan 
cosine similarity antara kalimat 1 dan kalimat 2. 















(0,30103 × 0) + (0 × 0) + ⋯ + (0 × 0)
√(0,30103)2 + (0)2 + ⋯ + (0)2 × √(0)2 + (0)2 + ⋯ + (0)2
 




𝐶𝑜𝑠 (𝑑1, 𝑑2) = 0 
Untuk hasil perhitungan lengkap dari pembobotan cosine similarity 
dapat dilihat pada Tabel 4.11. 
Tabel 4.11 Tabel Hasil Pembobotan Cosine Similarity 
Di/ 
Dj 
D1 D2 D3 D… D11 Q 
D1 1 0 0,10881 … 0,09209 0,08598 
D2 0 1 0,15034 … 0,04344 0,06188 
D3 0,10881 0,15034 1 … 0,12529 0,07822 
D4 0,01532 0,03081 0,02903 … 0 0,04673 




D6 0 0,49094 0,15425 … 0,06214 0,03297 
D7 0,02358 0,01673 0,00908 … 0,11325 0,33577 
D8 0 0,12525 0,06530 … 0,11149 0,08228 
D9 0,06464 0,06383 0,06102 … 0,01476 0,45122 
D10 0,38177 0,03273 0,04016 … 0,01427 0,17273 
D11 0,09209 0,04344 0,12529 … 1 0,02335 
4.3.4 Proses Pembobotan Maximum Marginal Relevance (MMR) 
Pada tahap ini, akan menjelaskan tentang proses pembobotan MMR 
sesuai dengan Persamaan 2.3. Pada tahap ini akan dibutuhkan sebuah 
variabel yang digunakan sebagai koefisien pengatur kombinasi nilai (α). Nilai 
dari α yang digunakan untuk penelitian ini adalah 0,5. Tahap ini juga akan 
melakukan iterasi sampai dengan hasil terbesar dari pembobotan lebih kecil 
atau sama dengan 0. Pada iterasi pertama akan dilakukan dengan nilai 
max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆) adalah 0. Sebagai contoh perhitungan MMR terhadap 
dokumen 1 dilakukan sebagai berikut. 
𝑀𝑀𝑅 (1) = (0,5 × (0,085987141) − (1 − 0,5) × 0)  
                           = 0,042993571  
Untuk hasil perhitungan lengkap pembobotan MMR iterasi pertama 
dapat dilihat pada Tabel 4.12. 
















Pada iterasi pertama dapat dilihat bahwa nilai bobot MMR terbesar 
terdapat pada D9. Oleh karena itu, maka untuk iterasi ke-2 nilai dari 
max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆) akan diisi oleh nilai dari max 𝑆𝑖𝑚2(𝑆𝑖 , 𝐷9 ) dan MMR 
terhadap D9 tidak dihitung lagi. Sebagai contoh perhitungan MMR iterasi ke-
2 terhadap Kalimat 1 dilakukan sebagai berikut. 
𝑀𝑀𝑅 (1) = (0,5 × (0,085987141) − (1 − 0,5) × 0,064649)  
                           = 0,010668882  
Untuk hasil perhitungan lengkap pembobotan MMR iterasi ke-2 dapat 
dilihat pada Tabel 4.13. 












Pada iterasi ke-2 dapat dilihat bobot MMR terbesar terdapat pada D7. 
Oleh karena itu, maka MMR terhadap D7 tidak dihitung lagi. Untuk iterasi 
ke-3 nilai dari max 𝑆𝑖𝑚2(𝑆𝑖, 𝑆) melihat dari nilai cosine similarity terbesar 
yang dimiliki oleh D9 dan D7 terhadap kalimat lain. Karena D9 memiliki nilai 
cosine similarity terbesar maka max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆) diisi oleh nilai 
max 𝑆𝑖𝑚2(𝑆𝑖 , 𝐷9 ). Sebagai contoh perhitungan bobot MMR iterasi ke-3 
pada kalimat 1 dapat dihitung sebagai berikut. 
𝑀𝑀𝑅 (1) = (0,5 × (0,085987141) − (1 − 0,5) × 0,064649)  
                           = 0,010668882  
Untuk hasil perhitungan lengkap pembobotan MMR iterasi ke-3 dapat 
















Pada iterasi ke-3 dapat dilihat bobot MMR terbesar terdapat pada D10. 
Oleh karena itu, maka MMR terhadap D10 tidak dihitung lagi. Untuk iterasi 
ke-4 nilai dari max 𝑆𝑖𝑚2(𝑆𝑖, 𝑆) melihat dari nilai cosine similarity terbesar 
yang dimiliki oleh D9, D7 dan D10 terhadap kalimat lain. Karena D9 memiliki 
nilai cosine similarity terbesar maka max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆) diisi oleh nilai 
max 𝑆𝑖𝑚2(𝑆𝑖 , 𝐷9 ). Sebagai contoh perhitungan bobot MMR iterasi ke-4 
pada kalimat 1 dapat dihitung sebagai berikut. 
𝑀𝑀𝑅 (1) = (0,5 × (0,085987141) − (1 − 0,5) × 0,064649)  
                           = 0,010668882  
Untuk hasil perhitungan lengkap pembobotan MMR iterasi ke-4 dapat 
dilihat pada Tabel 4.15. 













Pada iterasi ke-4 dapat dilihat bobot MMR terbesar terdapat pada D1. 
Oleh karena itu, maka MMR terhadap D1 tidak dihitung lagi. Untuk iterasi 
ke-5 nilai dari max 𝑆𝑖𝑚2(𝑆𝑖, 𝑆) melihat dari nilai cosine similarity terbesar 
yang dimiliki oleh D9, D7, D10 dan D1 terhadap kalimat lain. Karena D9 
memiliki nilai cosine similarity terbesar maka max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆) diisi oleh nilai 
max 𝑆𝑖𝑚2(𝑆𝑖 , 𝐷9 ). Sebagai contoh perhitungan bobot MMR iterasi ke-5 
pada kalimat 2 dapat dihitung sebagai berikut. 
𝑀𝑀𝑅 (2) = (0,5 × (0,061886172) − (1 − 0,5) × 0,063837)  
                           = −0,000975417  
Untuk hasil perhitungan lengkap pembobotan MMR iterasi ke-5 dapat 
dilihat pada Tabel 4.16. 









Pada iterasi ke-5 dapat dilihat bobot MMR terbesar terdapat pada D3. 
Oleh karena itu, maka MMR terhadap D3 tidak dihitung lagi. Untuk iterasi 
ke-5 nilai dari max 𝑆𝑖𝑚2(𝑆𝑖, 𝑆) melihat dari nilai cosine similarity terbesar 
yang dimiliki oleh D9, D7, D10, D1 dan D3 terhadap kalimat lain. Karena D9 
memiliki nilai cosine similarity terbesar maka max 𝑆𝑖𝑚2(𝑆𝑖 , 𝑆) diisi oleh nilai 
max 𝑆𝑖𝑚2(𝑆𝑖 , 𝐷9 ). Sebagai contoh perhitungan bobot MMR iterasi ke-6 
pada kalimat 2 dapat dihitung sebagai berikut. 
𝑀𝑀𝑅 (2) = (0,5 × (0,061886172) − (1 − 0,5) × 0,063837)  
                           = −0,000975417  
Untuk hasil perhitungan lengkap pembobotan MMR iterasi ke-6 dapat 
dilihat pada Tabel 4.17. 











Pada iterasi ke-6 bobot MMR terbesar terdapat pada D11 dan selain 
D11 nilai MMR yang lain lebih kecil dari 0, maka iterasi dihentikan. Dari 6 kali 
iterasi didapati hasil perangkingan adalah D9, D7, D10, D1, D3 dan D11. 
4.3.5 Proses Ekstraksi Ringkasan 
Pada tahap ini akan dilakukan penulisan kalimat sesuai dengan urutan 
rangking dari pembobotan MMR yang telah dilakukan sebelumnya. Hasil dari 
perhitungan MMR sebelumnya adalah D9, D7, D10, D1, D3 dan D11. 
Sehingga, hasil ekstraksi ringkasan dapat dilihat pada Tabel 4.18. 
Tabel 4.18 Tabel Hasil Proses Ekstraksi RIngkasan 
Jadi dari total 1.308 pasien positif Covid-19 di Secapa AD, pada hari ini 
sudah berkurang 1.304 orang atau 99,7 persen sudah menjadi negatif, 
menjadi tinggal 4 orang (0,3 persen masih positif), kata dia. 
Dengan demikian, tercatat pasien positif di klaster tersebut sebanyak 
1.308 orang. Akumulasi itu berasal dari tambahan pada temuan pertama 
sebanyak 1.280 orang. 
Sebelumnya, seribuan orang di Secapa AD, Bandung, Jawa Barat, 
terkonfirmasi positif Covid-19. 
Calon Perwira (Secapa) Angkatan Darat (AD) Bandung, Jawa Barat 
berkurang 5 orang, pada Jumat (14/8/2020). 
Hasil Lab PCR dari swab lanjutan pasien di Secapa AD sampai dengan hari 
ini (Jumat), ada 5 pasien lagi yang dinyatakan negatif, ujar Kepala Dinas 
Penerangan TNI AD, Brigjen TNI Nefra Firdaus, Jumat (14/8/2020). 
Temuan ini terbongkar berawal dari dua prajurit atau perwira siswa yang 
memeriksakan penyakitnya ke RS TNI AD Dustira. 
4.3.6 Perhitungan Nilai Performasi 
Pada tahap ini akan dilakukan perhitungan nilai performasi yaitu berupa 
confussion matrix dari nilai precission, recall, dan f-measure. Nilai performasi 
akan dihitung berdasarkan ringkasan hasil manualisasi dan hasil ringkasan 






Tabel 4.19 Tabel Hasil Ringkasan Manual 
Calon Perwira (Secapa) Angkatan Darat (AD) Bandung, Jawa Barat berkurang 
5 orang, pada Jumat (14/8/2020). 
"Hasil Lab PCR dari swab lanjutan pasien di Secapa AD sampai dengan hari ini 
(Jumat), ada 5 pasien lagi yang dinyatakan negatif," ujar Kepala Dinas 
Penerangan TNI AD, Brigjen TNI Nefra Firdaus, Jumat (14/8/2020). 
Dengan demikian, tercatat pasien positif di klaster tersebut sebanyak 1.308 
orang. Akumulasi itu berasal dari tambahan pada temuan pertama sebanyak 
1.280 orang. 
Sementara itu, secara persentase, sekitar 99,7 persen dari total prajurit yang 
sebelumnya dinyatakan positif kini sudah negatif Covid-19. 
"Jadi dari total 1.308 pasien positif Covid-19 di Secapa AD, pada hari ini 
sudah berkurang 1.304 orang atau 99,7 persen sudah menjadi negatif, 
menjadi tinggal 4 orang (0,3 persen masih positif)," kata dia. 
Berdasarkan hasil ringkasan sebelumnya maka, dapat dituliskan tabel 
kontingensi pada Tabel 4.20. 




Kalimat Ringkasan Manual 
 True False 
True 4 2 
False 1 6 
Berdasarkan Tabel 4.20 dan menggunakan persamaan 2.4, 2.5 dan 2.6 maka 
dapat dihitung nilai precission, recall dan f-measure sebagai berikut. 








𝑓 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  




4.4 Perancangan Pengujian 
Pada bagian perancangan pengujian akan dijelasakan tahapan pengujian 




precission, recall, dan f-measure terhadap perbandingan antara ringkasan 
yang dibuat oleh system dan ringkasan yang dibuat secara manual. Dalam 
hal tersebut maka dibagi 3 skenario pengujian yaitu pengujian berdasarkan 
koefisien pengatur kombinasi nilai (α), pengujian berdasarkan banyak kata 
dalam dokumen dan pengujian hasil program dengan dan tanpa stemming. 
4.4.1 Perancangan Pengujian Berdasarkan Koefisien Pengatur nilai 
(α) 
Pada pengujian ini akan menghitung nilai precission, recall, dan f-
measure dari hasil ringkasan sistem dan manual namun akan dikelompokkan 
berdasarkan koefisien pengatur nilai (α). Koefisien pengatur nilai yang 
digunakan adalah 0.3, 0.5, dan 0.7. Perancangan pengujian berdasarkan 
koefisien pengatur nilai terdapat pada Tabel 4.20. 




Precission Recall F-measure 
α=0,3 α=0,5 α=0,7 α=0,3 α=0,5 α=0,7 α=0,3 α=0,5 α=0,7 
1          
4.4.2 Perancangan Pengujian Berdasarkan Banyak Kata pada 
Dokumen 
Pada pengujian ini akan menghitung nilai precission, recall, dan f-
measure dari hasil ringkasan sistem dan manual namun akan dikelompokkan 
berdasarkan jumlah kata dalam dokumennya. Yang mana akan dibagi 
menjadi 3 kasus yaitu kasus 1 adalah jumlah kata kurang dari 300, kasus 2 
adalah jumlah kata mulai dari 300 sampai 400, dan kasus 3 adalah jumlah 
kata besar dari 400 Perancangan pengujian berdasarkan banyak kata pada 
dokumen terdapat pada Tabel 4.19. 




Precission Recall F-measure 
1    
4.4.3 Perancangan Pengujian Hasil Program dengan dan Tanpa 
Stemming 
Pada pengujian ini akan menghitung nilai precission, recall, dan f-
measure dari hasil ringkasan sistem dan manual namun akan dikelompokkan 




pengujian hasil program dengan dan tanpa stemming terdapat pada Tabel 
4.21. 
 
















BAB 5 IMPLEMENTASI 
Pada bab ini akan menjelaskan implementasi program dalam bentuk 
source code dan tampilan dari sistem, yang mana sistem peringkas teks 
otomatis ini diimplementasikan dalam bentuk program add-ins yang dapat 
digunakan menggunakan platform Microsoft word. 
5.1 Implementasi Sistem 
Pada bagian ini akan menjelaskan source code dari sistem peringkas teks 
otomatis mulai dari pre-processing sampai dengan implementasi dari 
metode Maximum Marginal Relevance (MMR). Adapun tahapan dari 
implementasi ini adalah pre-processing, pembobotan TF-IDF, pembobotan 
cosine similarity, pembobotan MMR dan ekstraksi ringkasan. 
5.1.1 Implementasi Pre-processing 
Pada bagian ini merupakan bagian yang menjelaskan kode program 
mengenai implementasi dari proses pre-processing dimulai dari tokenisasi, 
case folding, filtering, dan stemming. Adapun kode program dari 





















    stopwords_list = set(stopwords.words('indonesian')) 
    stemed_sentences = [] 
    for sentence in sentences: 
        if sentence != '': 




    pre_processing_result = [] 
    for sentence in stemed_sentences: 
        tokens = word_tokenize(sentence) 
        tokenized = [] 
        for token in tokens: 
            if token not in stopwords_list: 
                tokenized.append(token) 
        pre_processing_result.append(tokenized) 
    return pre_processing_result 
Kode Program 5.1 Fungsi Pre-processing 
Berikut merupakan penjelasan dari Kode Program 5.1 dapat 
dijabarkan sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu preProcessing. 
2. Baris 2 merupakan proses setting stopword menggunakan stopword 
berbahasa Indonesia dari nltk. 
3. Baris 3-8 merupakan proses stemming dengan memfilter array kosong 




4.  Baris 12-16 merupakan proses dari tokenisasi dengan menggunakan 
word_tokenize dari nltk. 
5. Baris 17 merupakan proses input hasil dari pre-processing menjadi 
array. 
6. Baris 18 merupakan hasil dari fungsi preProcessing yaitu array 
pre_processing_result. 
5.1.2 Implementasi Pembobotan TF-IDF 
Pada bagian ini merupakan bagian yang menjelaskan kode program 
mengenai implementasi dari proses pembobotan TF-IDF yang dibagi menjadi 
5 fungsi yaitu fungsi untuk mencari term, fungsi mencari nilai TF, fungsi 
mencari banyak kalimat, fungsi mencari nilai IDF, dan fungsi mencari nilai TF-













    terms =[] 
    for results in pre_processing_result[1:]: 
        for result in results: 
            # print (result) 
            if result not in terms: 
                terms.append(result) 
    terms.sort() 
    return terms 
Kode Program 5.2 Fungsi Mencari Term 
Berikut merupakan penjelasan dari Kode Program 5.2 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu term. 
2. Baris 2 merupakan proses inisialisasi array terms. 
3. Baris 3-7 merupakan proses mencari kata unik yang terdapat pada 
dokumen. 
4. Baris 8 merupakan proses pengurutan kata unik sehingga terurut dari 
a-z. 
5. Baris 9 merupakan hasil dari fungsi term yaitu array terms. 
Fungsi berikutnya merupakan fungsi untuk mencari nilai TF yang mana 
berfungsi untuk mencari nilai TF berdasarkan dari term yang telah dicari 
dengan menggunakan fungsi term dan hasil dari pre-processing. Adapun 




















def termFreq(terms, pre_processing_result): 
    tf=[] 
    for term in terms: 
        tf1 = [] 
        for results in pre_processing_result: 
            tf2=0 
            for result in results: 
                if term == result: 
                    tf2+=1 
            tf1.append(tf2) 
        tf.append(tf1) 
    return numpy.array(tf).T 
Kode Program 5.3 Fungsi Mencari Nilai TF 
Berikut merupakan penjelasan dari Kode Program 5.3 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu termFreq. 
2. Baris 2 merupakan proses inisialisasi array tf. 
3. Baris 3-11 merupakan proses perhitungan nilai TF dengan cara mencari 
jumlah term pada sebuah kalimat pada dokumen. 
4. Baris 12 merupkan hasil dari fungsi termFreq yaitu array numpy dari tf 
yang di transpose. 
Fungsi berikutnya merupakan fungsi untuk mencari jumlah kalimat 
pada dokumen. Fungsi ini berfungsi untuk perhitungan nilai IDF. Adapun 










    leng = 0 
    for sentence in sentences: 
        if sentence!='': 
            leng+=1 
    return leng 
Kode Program 5.4 Fungsi Mencari Jumlah Kalimat 
Berikut merupakan penjelasan dari Kode Program 5.4 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu lenSentences. 
2. Baris 2 merupakan proses inisialisasi variabel leng dengan nilai 0. 
3. Baris 3-5 merupakan proses perhitungan jumlah kalimat dengan 
mengabaikan kalimat yang kosong. 
4. Baris 6 merupakan hasil dari fungsi lenSentences yaitu variabel leng. 
Fungsi berikutnya merupakan fungsi untuk mencari nilai IDF. Adapun 



















    df = [] 
    for tfi in tf.T: 
        count =0 
        for tfj in tfi: 
            if tfj !=0: 
                count+=1 
        df.append(count) 
 
    idf = []         
    for docfreq in df: 
        idf.append(math.log10(lengsentences/docfreq)) 
    return idf 
Kode Program 5.5 Fungsi Mencari Nilai IDF 
Berikut merupakan penjelasan dari Kode Program 5.5 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu inversDocFreq. 
2. Baris 2 merupakan proses inisialisasi array df. 
3. Baris 3-8 merupakan proses menghitung nilai DF yaitu dengan cara 
menghitung jumlah TF yang tidak bernilai 0. 
4. Baris 10 merupakan proses inisialisasi array idf. 
5. Baris 11-12 merupakan proses menghitung nilai IDF yaitu dengan cara 
mencari log10 dari nilai jumlah kalimat dibagi dengan nilai DF. 
6. Baris 13 merupakan hasil dari fungsi inversDocFreq yaitu array idf. 
Fungsi berikutnya merupkan fungsi mencari nilai TF-IDF. Adapun kode 










def termFreqInversDocFreq(tf, idf): 
    tfidf =[] 
    for i in range (len(tf)): 
        tfidf2=[] 
        for j in range(len(tf[i])): 
            tfidf2.append(idf[j]*tf[i][j]) 
        tfidf.append(tfidf2) 
    return tfidf 
Kode Program 5.6 Fungsi Mencari Nilai TF-IDF 
Berikut merupakan penjelasan dari Kode Program 5.6 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu termFreqInversDocFreq. 
2. Baris 2 merupakan proses inisialisasi array tfidf. 
3. Baris 3-7 merupakan proses mencari nilai TF-IDF yaitu dengan cara 




4. Baris 8 merupakan hasil dari fungsi termFreqInversDocFreq yaitu array 
tfidf. 
5.1.3 Implementasi Pembobotan Cosine Similarity 
Pada bagian ini merupakan bagian yang menjelaskan kode program 
mengenai implementasi dari proses pembobotan cosine similarity 
berdasarkan hasil dari perhitungan TF-IDF sebelumnya. Adapun kode 















    tfidf = numpy.array(tfidfs) 
    cosine = [] 
    for i in range (len(tfidf)): 
        cosine2=[] 
        for j in range (len(tfidf)): 




        cosine.append(cosine2) 
    return cosine 
Kode Program 5.7 Fungsi Pembobotan Cosine Similarity 
Berikut merupakan penjelasan dari Kode Program 5.7 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu cosineSim. 
2. Baris 2 merupakan proses mengubah array tfidf menjadi numpy array. 
3. Baris 3 merupakan proses inisialisasi array cosine. 
4. Baris 4-11 merupakan proses perhitungan nilai cosine dengan cara 
melakukan dot terhadap array tfidf ke-i dan tfidf ke-j lalu dibagi 
dengan nilai panjang vektor dari array tfidf ke-i dikali nilai panjang 
vektor dari array tfidf ke-j. 
5. Baris 12 merupakan hasil dari fungsi cosineSim yaitu array cosine. 
5.1.4 Implementasi Pembobotan MMR 
Pada bagian ini merupakan bagian yang menjelaskan kode program 
mengenai implementasi dari proses pembobotan MMR berdasarkan hasil 
dari nilai alpha dan perhitungan Cosine Similarity sebelumnya . Adapun kode 





































def maximumMarginalRelevance(alpha, cosine): 
    cosineDQ = cosine[0] 
    cosineDiDj = cosine[1:] 
    score = 1 
    mmrresult =[] 
    while score>0: 
        mmr=[] 
        if len(mmrresult)==0: 
            for cosinQ in cosineDQ[1:]: 
                mmr.append(alpha*cosinQ) 
        else: 
            for i in range(len(cosineDQ)): 
                if i not in mmrresult and i != 0: 
                    mmr.append((alpha*cosineDQ[i])-((1.0- 
                    alpha)*cosineDiDj[mmrresult[0]][i])) 
                else: 
                    mmr.append(0) 
        score = max(mmr) 
        if score >0:   
            a=0 
            for m in mmr: 
                if score==m: 
                    mmrresult.append(a) 
                a+=1 
 
    mmrresult[0]=mmrresult[0]+1 
    return mmrresult 
Kode Program 5.8 Fungsi Pembobotan MMR 
Berikut merupakan penjelasan dari Kode Program 5.8 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu 
maximumMarginalRelevance. 
2. Baris 2 merupakan proses inisialisasi array cosineDQ yang bernilai 
cosine[0]. Array ini akan menjadi query. 
3. Baris 3 merupakan proses inisialisasi array cosineDiDj yang bernilai 
cosine[1:]. Array ini akan menjadi nilai yang akan dilakukan 
pembobotan MMR. 
4. Baris 4 merupakan proses inisialisasi variabel score yang berniali 1. 
5. Baris 5 merupakan proses inisialisasi array mmrresult. 
6. Baris 6-18 merupakan proses pembobotan MMR yang mana jika 
merupakan perulangan pertama maka MMR dicari dengan cara 
mengkalikan nilai alpha dan cosineQ. Jika tidak maka MMR dicari 
dengan cara mengkalikan nilai alpha dan cosineQ dan dikurangi 
dengan 1-nilai alpha dikali nilai cosineDiDj ke indeks nilai MMR maks 
sebelumnya. 
7. Baris 19-26 merupakan proses pencarian indeks dari kalimat yang 




8. Baris ke 27 merupakan hasil dari fungsi  maximumMarginalRelevance 
yaitu array mmrresult. 
5.1.5 Implementasi Ekstraksi Ringkasan 
Pada bagian ini merupakan bagian yang menjelaskan kode program 
mengenai implementasi dari ekstraksi ringkasan berdasarkan hasil dari pre-
processing dan nilai pembobotan MMR sebelumnya. Adapun kode program 













def summary(sentences, mmr): 
    summary_result=[] 
    sentences_result = [] 
 
    for sentence in sentences: 
        if sentence !='': 
            sentences_result.append(sentence) 
         
    for mmrresult in mmr: 
        summary_result.append(sentences_result[mmrresult]) 
    return summary_result 
Kode Program 5.9 Fungsi Ekstraksi Ringkasan 
Berikut merupakan penjelasan dari Kode Program 5.8 dapat dijabarkan 
sebagai berikut: 
1. Baris 1 merupakan nama dari fungsi yaitu summary. 
2. Baris 2 merupakan proses inisialisasi array summary_result. 
3. Baris 3 merupakan proses inisialisasi array sentences_result. 
4. Baris 5-7 merupakan proses menghilangkan kalimat kosong atau enter 
jika ada pada dokumen. 
5. Baris 9-11 merupakan proses ekstraksi ringkasan dengan cara 
memanggil indeks dari kalimat yang mana indeks tersebut didapat dari 
perhitungan MMR sebelumnya. 
5.2 Tampilan Sistem 
Pada bagian ini akan menjelaskan tentang tampilan sistem yang 
diimplementasikan kedalam platform Microsoft Word dalam bentuk add-ins. 
Tampilan pada sistem ini hanya terdapat 1 halaman yang dibagi menjadi 2 
fase yaitu fase awal dan fase setelah melakukan peringkasan. 
5.2.1 Tampilan Fase Awal 
Tampilan pada fase ini merupakan tampilan sistem pada saat awal 
dijalankan dan belum melakukan apapun. Pada fase awal ini hanya terdapat 
sebuah button untuk melakukan peringkasan dan perintah untuk 
menginputkan dokumen ke-body dari Microsoft Word. Tampilan pada fase 





Gambar 5.1 Tampilan Awal Sistem Saat Dijalankan 
5.2.2 Tampilan Fase Setelah Melakukan Peringkasan 
Tampilan pada fase ini merupakan tampilan sistem setelah dilakukan 
peringkasan. Pada fase ini pada bagian sebelah kanan akan terdapat hasil 
dari ringkasan sistem. Fase ini didapatkan apabila telah menginputkan 
dokumen yang ingin diringkas beserta judul dan menekan button ringkas. 
Tampilan pada fase ini dapat dilihat pada Gambar 5.2. 
 




BAB 6 HASIL DAN PEMBAHASAN 
Pada bab ini akan menjelaskan tentang hasil pengujian yang akan 
dibagi menjadi 3 pengujian yaitu pengujian berdasarkan koefisien pengatur 
nilai (α), banyak kata pada dokumen dan pengujian sistem dengan dan tanpa 
stemming. Jenis pengujian yang digunakan adalah pengujian performasi, 
yaitu pengujian yang menghitng nilai precission, recall, dan f-measure. 
6.1 Hasil Pengujian 
6.1.1 Pengujian Berdasarkan Koefisien Pengatur Nilai (α) 
Pada bagian ini akan menampilkan hasil pengujian sistem berdasarkan 
koefisien pengatur nilai (α). α yang akan dipakai adalah 0.3, 0.5, dan 0.7. dari 
tiga nilai tersebut akan dilihat mana yang hasilnya paling mirip dengan 
ringkasan manual. Untuk hasil pengujian berdasarkan koefisien pengatur 
nilai dapat dilihat pada Tabel 6.1. 
Tabel 6.1 Tabel Hasil Pengujian Berdasarkan Koefisien Pengatur Nilai (α) 
No 
Berita 
Precission Recall F-measure 
α=0,3 α=0,5 α=0,7 α=0,3 α=0,5 α=0,7 α=0,3 α=0,5 α=0,7 
1 1 0,67 0,4 0,4 0,8 0,8 0,57 0,72 0,53 
2 1 0,53 0,43 0,17 0,75 0,83 0,29 0,62 0,57 
3 1 0,53 0,5 0,1 0,87 0,89 0,2 0,67 0,64 
4 1 0,6 0,6 0,2 0,9 0,9 0,3 0,72 0,72 
5 0,5 0,58 0,54 0,44 0,78 0,78 0,47 0,67 0,63 
6 0,67 0,67 0,71 0,29 0,57 0,71 0,4 0,61 0,71 
7 1 1 0,57 0,29 0,57 0,57 0,44 0,73 0,57 
8 1 0,6 0,37 0,25 0,75 0,75 0,4 0,67 0,5 
9 1 0,71 0,55 0,13 0,71 0,75 0,22 0,71 0,63 
10 1 0,71 0,63 0,25 0,63 0,63 0,4 0,67 0,63 
11 0,5 0,72 0,62 0,09 0,67 0,72 0,15 0,69 0,67 
12 0,71 0,71 0,71 0,63 0,63 0,63 0,67 0,67 0,67 
13 0,67 0,67 0,67 0,8 0,8 0,8 0,72 0,72 0,72 
14 0,67 0,6 0,38 0,5 0,75 0,75 0,57 0,67 0,5 
15 0,67 0,62 0,62 0,44 0,89 0,89 0,53 0,73 0,73 




17 1 1 0,4 0,17 0,3 0,67 0,29 0,5 0,53 
18 0,78 0,62 0,53 0,78 0,89 0,89 0,78 0,73 0,67 
19 1 0,83 0,67 0,14 0,71 0,86 0,25 0,77 0,75 
20 1 0,83 0,75 0,14 0,71 0,86 0,25 0,77 0,8 
21 0,63 0,7 0,45 0,56 1 0,8 0,59 0,74 0,62 
22 1 1 0,22 0,67 0,67 0,67 0,8 0,8 0,33 
23 0,5 0,57 0,36 0,25 1 1 0,33 0,73 0,53 
24 0,67 0,67 0,6 0,57 0,86 0,86 0,62 0,75 0,71 
25 1 0,67 0,67 0,75 1 1 0,86 0,8 0,8 
26 1 0,7 0,59 0,25 0,88 0,88 0,4 0,78 0,7 
27 0,5 0,5 0,42 0,2 0,8 1 0,29 0,62 0,59 
28 0,75 0,8 0,8 0,8 0,6 0,8 0,67 0,8 0,8 
29 0,5 0,36 0,36 0,15 0,92 0,92 0,24 0,52 0,52 
30 0,42 0,36 0,36 1 1 1 0,6 0,53 0,53 
Dari Tabel 6.1 di atas dapat dilakukan Analisa sebagai berikut. Rata-
rata nilai precission masing-masing berdasarkan nilai koefisien pengatur nilai 
(α) untuk α=0,3 adalah 0,804667 sedangkan untuk α=0,5 adalah 0,684333 
dan untuk α-0,7 adalah 0,549333. Rata-rata nilai recall-nya untuk α=0,3 
adalah 0,388667 sedangkan untuk α=0,5 adalah 0,772 dan untuk α=0,7 
adalah 0,812. Rata-rata nilai f-measure-nya nya untuk α=0,3 adalah 
0,456667 sedangkan untuk α=0,5 adalah 0,7 dan untuk α=0,7 adalah 
0,638667. Dari perhitungan sebelumnya maka dapat disimpulkan semakin 
tinggi nilai dari koefisien pengatur nilainya maka akan semakin rendah nilai 
precission-nya, sedangkan untuk nilai recall semakin tinggi koefisien 
pengatur nilainya maka semakin tinggi pula nilai recall-nya, dan penelitian ini 
koefisien pengatur nilai yang memiliki nilai f-measure terbaik adalah α=0,5 
disusul dengan α=0,7 dan terakhir α=0,3. 
 
6.1.2 Pengujian Berdasarkan Banyak Kata pada Dokumen 
Pada bagian ini akan melakukan pengujian berdasarkan banyak kata 
pada dokumen. Dalam pengujian ini akan menggunakan koefisien pengatur 
niali (α) α=0,5 yang merupakan α yang mendapat nilai f-measure terbaik. 
Dalam pengujian ini pengujian akan dibagi menjadi 3 kasus yaitu dokumen 
dengan jumlah kata kurang dari 300, dokumen dengan jumlah kata dari 300 
sampai 400 dan dokumen dengan kata yang memiliki jumlah lebih dari 400. 
Untuk hasil pengujian dengan jumlah kata pada dokumen kurang dari 300 




Tabel 6.2 Tabel Hasil Pengujian dengan Jumlah Kata Kurang dari 300 
No 
Berita 
Precission Recall F-measure 
1 0,67 0,8 0,72 
6 0,67 0,57 0,61 
7 1 0,57 0,73 
8 0,6 0,75 0,67 
9 0,71 0,71 0,71 
14 0,6 0,75 0,67 
16 1 0,75 0,86 
23 0,57 1 0,73 
24 0,67 0,86 0,75 
25 0,67 1 0,8 
26 0,7 0,88 0,78 
27 0,5 0,8 0,62 
28 0,8 0,6 0,8 
Untuk pengujian dokumen dengan jumlah kata dari 300 sampai 400 
dapat dilihat pada Tabel 6.3. 
Tabel 6.3 Tabel Hasil Pengujian dengan Jumlah Kata dari 300 - 400 
No 
Berita 
Precission Recall F-measure 
10 0,71 0,63 0,67 
11 0,72 0,67 0,69 
12 0,71 0,63 0,67 
13 0,67 0,8 0,72 
17 1 0,3 0,5 
19 0,83 0,71 0,77 
20 0,83 0,71 0,77 
22 1 0,67 0,8 
Untuk pengujian dokumen dengan jumlah kata lebih dari 400 dapat 




Tabel 6.4 Tabel Hasil Pengujian dengan Jumlah Kata Lebih dari 400 
No 
Berita 
Precission Recall F-measure 
2 0,53 0,75 0,62 
3 0,53 0,87 0,67 
4 0,6 0,9 0,72 
5 0,58 0,78 0,67 
15 0,62 0,89 0,73 
18 0,62 0,89 0,73 
21 0,7 1 0,74 
29 0,36 0,92 0,52 
30 0,36 1 0,53 
Dari Tabel 6.2, 6.3 dan 6.4 di atas dapat dilakukan analisa sebagai 
berikut. Rata-rata nilai precision untuk dokumen dengan jumlah kata kurang 
dari 300 adalah 0,704615 sedangkan untuk dokumen dengan jumlah kata 
dari 300 sampai 400 adalah 0,80875 dan untuk dokumen dengan jumlah 
kata lebih dari 400 adalah 0,54444. Rata-rata nilai recall untuk dokumen 
dengan jumlah kata kurang dari 300 adalah 0,772308 sedangkan untuk 
dokumen dengan jumlah kata dari 300 sampai 400 adalah 0,64 dan untuk 
dokumen dengan jumlah kata lebih dari 400 adalah 0,8889. Rata-rata nilai f-
measure untuk dokumen dengan jumlah kata kurang dari 300 adalah 
0,726923 sedangkan untuk dokumen dengan jumlah kata dari 300 sampai 
400 adalah 0,69875 dan untuk dokumen dengan jumlah kata lebih dari 400 
adalah 0,658889. Dari perhitungan rata-rata sebelumnya maka dapat 
disimpulkan bahwa semakin besar jumlah kata pada dokumen yang diringkas 
akan menyebabkan nilai f-measure-nya cenerung menurun. 
6.1.3 Pengujian dengan dan Tanpa Stemming 
Pada bagian ini akan melakukan pengujian dengan sistem yang 
melakukan stemming dan sistem yang tidak melakukan stemming. Pada 
pengujian ini akan melihat nilai dari precission, recall dan f-measure dari 
hasil kedua sistem dan koefisien pengatur nilai (α) yang digunakan pada 
pengujian ini adalah α=0,5 untuk melihat hasil yang terbaik dari kedua 
sistem. Untuk hasil pengujian sistem dengan dan tanpa stemming dapat 







Tabel 6.5 Tabel Hasil Pengujian Sistem dengan dan Tanpa Stemming 
No 
Berita 







1 0,67 0,33 0,8 0,2 0,72 0,25 
2 0,53 0,44 0,75 0,58 0,62 0,5 
3 0,53 0,33 0,87 0,67 0,67 0,44 
4 0,6 0,64 0,9 0,9 0,72 0,75 
5 0,58 0,67 0,78 0,44 0,67 0,53 
6 0,67 0,75 0,57 0,43 0,61 0,55 
7 1 0,8 0,57 0,71 0,73 0,77 
8 0,6 1 0,75 0,5 0,67 0,67 
9 0,71 0,5 0,71 0,25 0,71 0,33 
10 0,71 0,36 0,63 0,5 0,67 0,42 
11 0,72 0,64 0,67 0,64 0,69 0,64 
12 0,71 0,71 0,63 0,63 0,67 0,67 
13 0,67 0,43 0,8 0,6 0,72 0,5 
14 0,6 0,8 0,75 0,8 0,67 0,8 
15 0,62 0,71 0,89 0,56 0,73 0,63 
16 1 1 0,75 0,25 0,86 0,4 
17 1 0,5 0,3 0,83 0,5 0,63 
18 0,62 0,43 0,89 0,33 0,73 0,38 
19 0,83 0,75 0,71 0,43 0,77 0,55 
20 0,83 0,83 0,71 0,71 0,77 0,77 
21 0,7 0,15 1 0,2 0,74 0,17 
22 1 0,2 0,67 0,33 0,8 0,25 
23 0,57 0,67 1 0,5 0,73 0,57 
24 0,67 1 0,86 0,5 0,75 0,67 
25 0,67 1 1 0,5 0,8 0,67 
26 0,7 0,8 0,88 0,5 0,78 0,62 
27 0,5 0,8 0,8 0,67 0,62 0,72 




29 0,36 0,55 0,92 0,46 0,52 0,5 
30 0,36 0,11 1 0,31 0,53 0,17 
Dari Tabel 6.5 di atas dapat dilakukan analisa sebagai berikut. Rata-
rata nilai precission untuk sistem dengan stemming adalah 0,684333 
sedangkan untuk sistem non-stemming adalah 0,611. Rata-rata nilai recall 
untuk sistem dengan stemming adalah 0,772 sedangkan untuk sistem non-
stemming adalah 0,514333. Rata-rata nilai f-measure untuk sistem dengan 
stemming adalah 0,7 sedangkan untuk sistem non-stemming adalah 
0,532667. Dari perhitungan sebelumnya dapat disimpulkan bahwa sistem 
dengan stemming memiliki nilai precission, recall dan f-measure lebih baik 
dari sistem non-stemming. 
6.2 Analisis Global 
Pada bagian ini akan menampilkan rata-rata hasil analisis sebelumnya 
dalam bentuk diagram batang. Berdasarkan Tabel 6.1, maka hasil analisis 
dapat digambarkan menjadi sebuah diagram batang yang dapat dilihat pada 
Gambar 6.1. 
 
Gambar 6.1 Diagram Batang Hasil Pengujian Berdasarkan Koefisien 
Pengatur Nilai  
Berdasarkan Gambar 6.1 di atas dapat dilakukan Analisa, semakin 
tinggi koefisien pengatur nilai maka semakin tinggi nilai precission sedangkan 
semakin rendah koefisien pengatur nilai maka semakin tinggi nilai recall dan 
untuk nilai f-measure tertinggi terdapat pada koefisien pengatur nilai α=0,5 
Berdasarkan Tabel 6.2, 6.3 dan 6.4, dapat digambarkan menjadi 



















Gambar 6.2 Diagram Batang Hasil Pengujian Berdasarkan Jumlah Kata 
Berdasarkan Gambar 6.2 dapat dilakukan Analisa, ringkasan dokumen 
dengan jumlah kata 300-400 memiliki nilai precission yang tinggi dan nilai 
recall yang rendah sedangkan ringkasan dokumen dengan jumlah kata >400 
memiliki nilai precission yang rendah dan nilai recall yang tinggi dan 
dokumen dengan jumlah kata <300 memiliki niliai recall dan precission yang 
ditengah-tengah antara ringkasan dokumen dengan jumlah kata 300-400 
dan >400. Disebabkan oleh nilai yang cenderung ditengah-tengah maka 
ringkasan dokumen degan jumlah kata <300 memiliki nilai f-measure yang 
paling tinggi. 
Berdasarkan Tabel 6.5, dapat digambarkan menjadi sebuah diagram 
batang yang dapat dilihat pada Gambar 6.3. 
 
Gambar 6.3 Diagram Batang Hasil Pengujian dengan Stemming dan Non-
stemming 
Berdasarkan Gambar 6.3 dapat dilakukan Analisa, ringkasan dokumen 






































BAB 7 PENUTUP 
Pada bab ini akan menjabarkan tentang kesimpulan dan saran yang 
didapatkan dari penelitian ini. Bagian kesimpulan akan menjelaskan tentang 
hasil atau jawaban dari rumusan masalah yang telah dijabarkan sebelumnya. 
Bagian saran akan menjelaskan tentang kekurangan dalam penelitian ini 
untuk menjadi referensi pada penelitian berikutnya. 
7.1 Kesimpulan  
Berdasarkan hasil pengujian dari bab sebelumnya, maka kesimpulan 
yang dapat ditarik adalah sebagai berikut: 
1. Cara untuk mengimplemetasikan metode Maximum Marginal 
Relevance (MMR) terhadap sistem peringkasan teks otomatis adalah 
dengan melakukan pre-processing pada teks yang ingin diringkas lalu 
dilanjutkan dengan mencari term. Setelah mendapatkan term dari teks 
yang ingin diringkas maka selanjutnya dapat dilakukan pembobotan 
TF-IDF. Selanjutnya adalah melakukan pembobotan cosine similarity. 
Setelah itu, maka selanjutnya dapat dilakukan pembobotan 
menggunakan metode Maximum Marginal Relevance (MMR). Terakhir 
adalah melakukan ekstraksi ringkasan berdasarkan hasil pembobotan 
MMR. 
2. Pada penelitian ini patokan nilai evaluasi yang digunakan adalah nilai f-
measure. Berdasarkan hasil pengujian yang dilakukan sebelumnya, 
sistem peringkasan teks otomatis dengan menggunakan metode 
Maximum Marginal Relevance ini berdasarkan koefisien pengatur nilai 
(α) nya mendapat nilai evaluasi sebesar 0,456667 untuk α=0,3 
sedangkan untuk α=0,5 adalah 0,7 dan untuk α=0,7 adalah 0,638667. 
Lalu pada pengujian sebelumnya juga menguji sistem dengan 
menggunakan stemming dan tanpa stemming yang mana α yang 
digunakan adalah α=0,5. Untuk sistem tanpa stemming menapat nilai 
nilai evaluasi yaitu 0,532667. Sehingga dapat disimpulkan bahwa 
sistem mencapai nilai evaluasi terbaik apabila menggunakan α=0,5 dan 
juga melakukan stemming dengan nilai 0,7. 
7.2 Saran 
Saran untuk penelitian ini dan untuk penelitian berikutnya adalah: 
1. Pada saat ini sistem hanya mampu meringkas dokumen secara satu per 
satu. Diharapkan kedepanya dapat melakukan peringkasan secara 
multi-dokumen. 
2. Pada saat ini query yang digunakan sistem adalah judul dari artikel. 
Diharapkan kedepannya query dapat dicari dengan menggunakan 
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LAMPIRAN B HASIL PERHITUNGAN MANUAL 
Hasil Pembobotan TF-IDF 
 
Term K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 Q 
ad 0,30103 0 0,60206 0 0 0 0 0 0,30103 0,30103 0,30103 0,30103 
akumula
si 0 0 0 0 0 0 1,079181 0 0 0 0 0 
angkat 
1,07918
1 0 0 0 0 0 0 0 0 0 0 0 
bandung 
0,77815
1 0 0 0 0 0 0 0 0 0,778151 0 0 
barat 
0,77815
1 0 0 0 0 0 0 0 0 0,778151 0 0 




brigjen 0 0 1,079181 0 0 0 0 0 0 0 0 0 
calon 
1,07918
1 0 0 0 0 0 0 0 0 0 0 0 
capa 
0,38021
1 0 0,380211 0 0 0 0 0 0,38021 0,380211 0 0,380211 
catat 0 0 0 0,778151 0 0 0,778151 0 0 0 0 0 
chain 0 1,079181 0 0 0 0 0 0 0 0 0 0 
covid 0 0,380211 0 0 0 0 0 0,380211 0,38021 0,380211 0 0,380211 
darat 
1,07918
1 0 0 0 0 0 0 0 0 0 0 0 
dasar 0 1,079181 0 0 0 0 0 0 0 0 0 0 
data 0 0 0 1,079181 0 0 0 0 0 0 0 0 




dustria 0 0 0 0 0 0 0 0 0 0 1,079181 0 
firdaus 0 0 1,079181 0 0 0 0 0 0 0 0 0 
hasil 0 0,60206 0,60206 0 0 0,60206 0 0 0 0 0 0 
jawa 
0,77815
1 0 0 0 0 0 0 0 0 0,778151 0 0 
jumat 0,60206 0 1,20412 0 0,60206 0 0 0 0 0 0 0 
kepala 0 0 1,079181 0 0 0 0 0 0 0 0 0 
klaster 0 0 0 0 0 0 0,778151 0 0 0 0 0,778151 
konfirma
si 0 0 0 0 0 0 0 0 0 1,079181 0 0 
lab 0 0 1,079181 0 0 0 0 0 0 0 0 0 
laborator




lapor 0 0 0 0 0 1,079181 0 0 0 0 0 0 
nefra 0 0 1,079181 0 0 0 0 0 0 0 0 0 
negatif 0 0,30103 0,30103 0,30103 0,60206 0 0 0,30103 0,30103 0 0 0 
nyata 0 0,60206 0,60206 0 0 0 0 0,60206 0 0 0 0 
orang 
0,23408
3 0 0 0,234083 0,234083 0 0,468166 0 0,468166 0,234083 0 0,234083 
pagi 0 0 0 0 1,079181 0 0 0 0 0 0 0 
pasien 0 0,176091 0,352183 0,176091 0,352183 0,176091 0,176091 0 0,176091 0 0 0,176091 
pcr 0 0,60206 0,60206 0 0 0,60206 0 0 0 0 0 0 
periksa 0 0,60206 0 0 0 0,60206 0 0 0 0 0,60206 0 





se 0 0 0 0 0 0 0 1,079181 0 0 0 0 
perwira 
0,77815
1 0 0 0 0 0 0 0 0 0 0,778151 0 
polymer
ase 0 1,079181 0 0 0 0 0 0 0 0 0 0 
positif 0 0,234083 0 0 0 0,234083 0,234083 0,234083 0,468166 0,234083 0 0,234083 
prajurit 0 0 0 0 0 0 0 0,778151 0 0 0,778151 0 
reaction 0 1,079181 0 0 0 0 0 0 0 0 0 0 
ribu 0 0 0 0 0 0 0 0 0 1,079181 0 0 
rs 0 0 0 0 0 0 0 0 0 0 1,079181 0 
sakit 0 0 0 0 0 0 0 0 0 0 1,079181 0 




swab 0 0,60206 0,60206 0 0 0,60206 0 0 0 0 0 0 
temu 0 0 0 0 0 0 0,778151 0 0 0 0,778151 0 
terang 0 0 1,079181 0 0 0 0 0 0 0 0 0 
test 0 0,778151 0 0 0 0,778151 0 0 0 0 0 0 
tinggal 0 0 0 0 0 0 0 0 0,778151 0 0 0,778151 
tni 0 0 1,556303 0 0 0 0 0 0 0 0,778151 0 
















D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 Q 
D1 1 0 0,10881 0,01532 0,10442 0 0,02358 0 0,06464 0,38177 0,09209 0,08598 
D2 0 1 0,15034 0,03081 0,05515 0,49094 0,01673 0,12525 0,06383 0,03273 0,04344 0,06188 
D3 0,10881 0,15034 1 0,02903 0,17537 0,15425 0,00908 0,06530 0,06102 0,04016 0,12529 0,07822 
D4 0,01532 0,03081 0,02903 1 0,13701 0,01123 0,29500 0,03527 0,07964 0,01824 0 0,04673 
D5 0,10442 0,05515 0,17537 0,13701 1 0,02011 0,06071 0,18938 0,22048 0,01632 0 0,05693 
D6 0 0,49094 0,15425 0,01123 0,02011 1 0,02393 0,01504 0,03416 0,01286 0,06214 0,03297 
D7 0,02358 0,01673 0,00908 0,29500 0,06071 0,02393  0,01641 0,09538 0,04212 0,11325 0,33577 
D8 0 0,12525 0,06530 0,03527 0,18938 0,01504 0,01641 1 0,50065 0,05028 0,11149 0,08228 
D9 0,06464 0,06383 0,06102 0,07964 0,22048 0,03416 0,09538 0,50065  0,13369 0,01476 0,45122 
D10 0,38177 0,03273 0,04016 0,01824 0,01632 0,01286 0,04212 0,05028 0,13369 1 0,01427 0,17273 





LAMPIRAN C HASIL RINGKASAN TERBAIK 
Berita 16 
Ringkasan Manual 
Sentra Vaksinasi Indonesia Bangkit di Rumah Sakit (RS) Universitas 
Indonesia (UI) kini telah dibuka tidak hanya untuk kalangan lanjut usia 
(lansia) terbatas ber-KTP Depok, Jawa Barat. 
"Mulai 19 April 2021, tidak hanya warga lansia Kota Depok, tetapi semua 
lansia WNI sudah dapat melakukan vaksinasi Covid-19 di Sentra Vaksinasi 
Indonesia Bangkit," ujar Kinanti melalui keterangan tertulis, Rabu 
(21/4/2021) malam. 
Vaksinasi akan dilakukan di RSUI, Kampus UI Depok, Jawa Barat. Tersedia 
dua lokasi vaksinasi, yaitu di Klinik Vaksin, Gedung Entrance RSUI lantai 1 
dan secara drive thru di Gedung Parkir RSUI (kuota per jam terbatas, khusus 
mobil). 
Vaksinasi dapat dilakukan pada Senin-Jumat (di luar hari libur), mulai 
pukul 08.00-12.00 WIB. 
Ringkasan Sistem 
"Mulai 19 April 2021, tidak hanya warga lansia Kota Depok, tetapi semua 
lansia WNI sudah dapat melakukan vaksinasi Covid-19 di Sentra Vaksinasi 
Indonesia Bangkit," ujar Kinanti melalui keterangan tertulis, Rabu 
(21/4/2021) malam. 
"Sentra Vaksinasi Indonesia Bangkit di Rumah Sakit (RS) Universitas 
Indonesia (UI) kini telah dibuka tidak hanya untuk kalangan lanjut usia 
(lansia) terbatas ber-KTP Depok, Jawa Barat. 
Vaksinasi akan dilakukan di RSUI, Kampus UI Depok, Jawa Barat. Tersedia 
dua lokasi vaksinasi, yaitu di Klinik Vaksin, Gedung Entrance RSUI lantai 1 





“Saya mendukung riset, penelitian dan pengembangannya vaksin Covid-
19. Enggak dukung mana-mana,” ujar Presiden Jokowi, Selasa (20/4/2021). 
Ia menegaskan, pemerintah akan selalu mendukung siapapun yang 
melakukan riset, pengembangan dan penelitian terkait upaya memutus 
mata rantai Covid-19.  




Vaksin Nusantara melompati proses yang telah disepakati. 
Menurut Penny, seharusnya Vaksin Nusantara harus melalui tahapan 
praklinik terlebih dahulu sebelum masuk tahap uji klinik tahap I.  
Namun, tim yang memproses vaksin tersebut menolak. "Nah Vaksin 
Nusantara itu loncat, pada saat itu sebenarnya di awal-awal pada saat 
pembahasan awal itu tidak, harus preclinic dulu ya, tapi mereka menolak," 
kata Penny kepada Kompas.com, Rabu (14/4/2021). 
Belakangan, pemerintah membuat nota kesepahaman bahwa Vaksin 
Nusantara telah dialihkan menjadi penelitian berbasis pelayanan.  
"Penelitian ini bukan merupakan kelanjutan dari uji klinis adaptif fase 1 
vaksin yang berasal dari sel dendritik autolog yang sebelumnya diinkubasi 
dengan spike protein Severe Acute Respiratory Syndrome Corona Virus-2 
(SARS-CoV-2) pada subyek yang tidak terinfeksi Covid-19 dan tidak terdapat 
antibodi antiSARS-CoV-2," tulis keterangan tertulis tersebut. 
Ringkasan Sistem 
“Saya mendukung riset, penelitian dan pengembangannya vaksin Covid-19. 
Enggak dukung mana-mana,” ujar Presiden Jokowi, Selasa (20/4/2021). 
"Penelitian ini bukan merupakan kelanjutan dari uji klinis adaptif fase 1 
vaksin yang berasal dari sel dendritik autolog yang sebelumnya diinkubasi 
dengan spike protein Severe Acute Respiratory Syndrome Corona Virus-2 
(SARS-CoV-2) pada subyek yang tidak terinfeksi Covid-19 dan tidak terdapat 
antibodi antiSARS-CoV-2," tulis keterangan tertulis tersebut. 
"Namun, tim yang memproses vaksin tersebut menolak. "Nah Vaksin 
Nusantara itu loncat, pada saat itu sebenarnya di awal-awal pada saat 
pembahasan awal itu tidak, harus preclinic dulu ya, tapi mereka menolak," 
kata Penny kepada Kompas.com, Rabu (14/4/2021). 
Sebab, ia melihat Vaksin Nusantara telah membuat opini masyarakat 
terbelah. 
Padahal, Kepala BPOM Penny K Lukito mengatakan, proses pembuatan 
Vaksin Nusantara melompati proses yang telah disepakati. 
Menurut Penny, seharusnya Vaksin Nusantara harus melalui tahapan 
praklinik terlebih dahulu sebelum masuk tahap uji klinik tahap I. 
Berita 22 
Ringkasan Manual 
Yayasan Lembaga Bantuan Hukum Indonesia (YLBHI) meminta 
pemerintah untuk menghentikan vaksinasi pada kelompok masyarakat non-
rentan Covid-19. 
Wakil Ketua Bidang YLBHI Aditia Bagus Santoso menyebut saat ini, 




lansia, kelompok masyarakat dengan penyakit bawaan atau komorbid, serta 
masyarakat yang tinggal di daerah dengan risiko penularan tinggi.  
Maka Aditia mendesak pemerintah untuk menghentikan vaksinasi pada 
seluruh kelompok non rentan dan memastikan seluruh sasaran kelompok 
rentan mendapatkan vaksinasi Covid-19 sesegera mungkin. 
Ringkasan Sistem 
Maka Aditia mendesak pemerintah untuk menghentikan vaksinasi pada 
seluruh kelompok non rentan dan memastikan seluruh sasaran kelompok 
rentan mendapatkan vaksinasi Covid-19 sesegera mungkin. 
"Yayasan Lembaga Bantuan Hukum Indonesia (YLBHI) meminta pemerintah 




Gubernur Jawa Barat Ridwan Kamil atau yang akrab disapa Emil 
mengatakan, istrinya, Atalia Praratya, terpapar Covid-19 karena terlalu 
sering melakukan interaksi dengan masyarakat, terutama di bulan 
Ramadhan.  
"Ibu (Atalia) positif karena hasil muter-muter (ke berbagai tempat) 
membagikan sodakoh, infak, dan buka puasa bersama di berbagai tempat," 
kata Emil di mal Paris Van Java, Jalan Sukajadi, Kota Bandung, Minggu 
(18/4/2021) malam.  
"Jadi sebelum 60 hari, jangan diasumsikan walaupun sudah divaksin dua 
kali seolah-olah sudah bebas dari  potensi terpapar covid-19," lanjutnya. 
Kunci agar terhindar dari paparan virus Covid-19 menurut Emil adalah 
tetap menerapkan protokol kesehatan yakni menjaga jarak, mencuci tangan, 
menggunakan masker dan mengurangi mobilitas.  
Ringkasan Sistem 
Gubernur Jawa Barat Ridwan Kamil atau yang akrab disapa Emil 
mengatakan, istrinya, Atalia Praratya, terpapar Covid-19 karena terlalu 
sering melakukan interaksi dengan masyarakat, terutama di bulan 
Ramadhan. 
"Ibu (Atalia) positif karena hasil muter-muter (ke berbagai tempat) 
membagikan sodakoh, infak, dan buka puasa bersama di berbagai tempat," 
kata Emil di mal Paris Van Java, Jalan Sukajadi, Kota Bandung, Minggu 
(18/4/2021) malam. 
Emil memastikan di rumah dinas hanya istrinya yang terpapar Covid-19. 
Lebih lanjut Emil menambahkan, istrinya memang telah menjalani vaksin 




"Jadi sebelum 60 hari, jangan diasumsikan walaupun sudah divaksin dua kali 
seolah-olah sudah bebas dari potensi terpapar covid-19," lanjutnya. 
Kunci agar terhindar dari paparan virus Covid-19 menurut Emil adalah tetap 
menerapkan protokol kesehatan yakni menjaga jarak, mencuci tangan, 
menggunakan masker dan mengurangi mobilitas. 
Berita 28 
Ringkasan Manual 
Terjadi peningkatan jumlah kasus virus corona atau Covid-19 di 
Kalimantan Barat (Kalbar).  
Gubernur Kalbar Sutarmidji menyebut, peningkatan kasus terjadi akibat 
lemahnya protokol kesehatan di pusat keramian, seperti misalnya warung 
kopi.  
Sutarmidji meminta warung kopi untuk sudah tutup pukul 21.00 WIB. 
Hal tersebut sesuai dengan Instruksi Menteri Dalam Negeri Nomor 9 
Tahun 2021. Pemberlakukan PPKM Mikro ini berlaku sejak tanggal 20 April 
2021 sampai 3 Mei 2021. 
Kepala Dinas Kesehatan Kalbar Harisson mengatakan, PPKM Mikro 
dilakukan bersamaan dengan PPKM kabupaten dan kota, yakni pembetasan 
jam operasional pusat perbelanjaan atau mal hanya sampai 20.00 WIB.  
Untuk kegiatan makan dan minum di restoran, terang Harisson, 
tempatnya dibatasi dengan kapasitas 50 persen. 
Ringkasan Sistem 
Terjadi peningkatan jumlah kasus virus corona atau Covid-19 di Kalimantan 
Barat (Kalbar). 
Sutarmidji meminta warung kopi untuk sudah tutup pukul 21.00 WIB. 
Gubernur Kalbar Sutarmidji menyebut, peningkatan kasus terjadi akibat 
lemahnya protokol kesehatan di pusat keramian, seperti misalnya warung 
kopi. 
"Pelayan warung kopi rata-rata positif Covid-19 dan warga yang sering 
berkunjung di situ pasti positif juga karena berinteraksi. Itu menjadi 
penyebab," kata Sutarmidji kepada wartawan, Rabu (21/4/2021). 
Kepala Dinas Kesehatan Kalbar Harisson mengatakan, PPKM Mikro dilakukan 
bersamaan dengan PPKM kabupaten dan kota, yakni pembetasan jam 




LAMPIRAN D RATING HASIL RINGKASAN MANUAL 
Berikut merupakan perhitungan ground truth terhadap rating yang 





1 2 3 4 5 
1 0 0 0 4 6 4,6 
2 0 0 0 5 5 4,5 
3 0 0 0 5 5 4,5 
4 0 0 0 7 3 4,3 
5 0 0 1 3 6 4,5 
6 0 0 0 6 4 4,4 
7 0 0 0 3 7 4,7 
8 0 0 0 3 7 4,7 
9 0 0 0 5 5 4,5 
10 0 0 0 5 5 4,5 
11 0 0 0 5 5 4,5 
12 0 0 0 5 5 4,5 
13 0 0 0 6 4 4,4 
14 0 0 0 4 6 4,6 
15 0 0 0 3 7 4,7 
16 0 0 2 6 2 4,0 
17 0 0 0 6 4 4,4 
18 0 0 0 2 8 4,8 
19 0 0 0 4 6 4,6 
20 0 0 1 3 6 4,5 
21 0 0 0 5 5 4,5 
22 0 0 0 3 7 4,7 
23 0 0 0 5 5 4,5 
24 0 0 0 6 4 4,4 
25 0 0 0 7 3 4,3 




27 0 0 1 7 2 4,1 
28 0 0 0 7 3 4,3 
29 0 0 0 4 6 4,6 
30 0 0 0 4 6 4,6 
 
