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Reverse Ho¨lder Inequalities for log-Lipschitz Functions
Emanuel Milman
∗
Abstract
Reverse Ho¨lder inequalities for a class of functions on a probability space constitute an
important tool in Analysis in Probability. After revisiting how a (modified) log-Sobolev
inequality can be used to derive reverse Ho¨lder inequalities for the class of log-Lipschitz
functions, we obtain a weaker condition using general Transport-Entropy inequalities,
which can also handle approximately log-Lipschitz functions. In its weakest form, the
condition degenerates to the assumption of satisfying a concentration inequality. We
compare this with a scenario in which the underlying space only satisfies a Poincare´
inequality.
1 Introduction
Let (Ω, d, µ) denote a metric-measure space, namely a complete separable metric space (Ω, d)
endowed with a Borel measure µ. In this note, we will always assume that the measure µ is
a probability measure. By Ho¨lder’s (or Jensen’s) inequality we have:
q < p ⇒ ‖f‖Lq(µ) ≤ ‖f‖Lp(µ) , (1.1)
for all functions f for which the above integrals make sense. We are interested in finding
conditions on the space which ensure the validity of the following reverse Ho¨lder inequalities:
a < q < p < b , f ∈ F ⇒ ‖f‖Lp(µ) ≤ CF ,q,p ‖f‖Lq(µ) , (1.2)
for an appropriate class of functions F and range parameters a < b. Such reverse Ho¨lder
inequalities are in some sense a manifestation of the concentration properties of the space. As
such, they constitute an important tool in Analysis and Probability, and have found diverse
applications in these disciplines (see below).
Before proceeding, we remark that the class F1 of 1-Lipschitz functions on (Ω, d), which
is often used to state and study concentration properties of (Ω, d, µ), is not well-suited for
obtaining the reverse Ho¨lder inequalities (1.2). Indeed, the class of functions satisfying (1.2)
is a cone, clearly invariant under multiplication f 7→ αf , whereas the class of 1-Lipschitz
functions is not preserved under multiplicative operations, but rather additive ones. As such,
a typical concentration result for 1-Lipschitz functions f is a statement of the form:∥∥∥∥f −
∫
fdµ
∥∥∥∥
Lp(µ)
≤ Cp,
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which yields an additive, rather than a multiplicative, reverse Ho¨lder inequality for 1-Lipschitz
functions:
‖f‖Lp(µ) ≤ ‖f‖L1(µ) + Cp.
Consequently, a natural class of functions for obtaining (1.2) is that of L-log-Lipschitz func-
tions Flog,L, defined as those positive functions f on Ω so log f is L-Lipschitz:
| log f(x)− log f(y)| ≤ Ld(x, y) ∀x, y ∈ Ω.
Let us now give several well-known examples of spaces (Ω, d, µ) and classes of functions F
for which (1.2) holds (which by no means constitutes a comprehensive list). We refer to the
next section for missing definitions.
• If (Ω, d, µ) satisfies a log-Sobolev inequality with constant λLS , it is known by the Herbst
argument [2, Proposition 5.4.1] that (1.2) holds for all L-log-Lipschitz functions and all
−∞ < q < p <∞ with CFlog,L,q,p = exp(L
2(p−q)
2λLS
). In particular, it holds that:
f ∈ Flog,L , p > 0 ⇒ ‖f‖Lp(µ) ≤ CL,p ‖f‖L0(µ) , (1.3)
with CL,p = exp
(
L2p
2λLS
)
, where of course ‖f‖L0(µ) is defined in the limiting sense as
exp(
∫
log f dµ). See also Bobkov–Go¨tze [5] for an extension to the case when f is
assumed to be log-Lipschitz only in some averaged sense (and compare with the formu-
lation of Theorem 3.2).
• When Ω is a smooth connected oriented Riemannian-manifold-with-boundary (M,g)
and µ is a probability measure with smooth and positive density on Ω, various conditions
ensure the validity of a reverse Ho¨lder inequality for eigenfunctions f of the weighted
Neumann Laplacian ∆g,µ (with vanishing Neumann boundary conditions fν|∂M ≡ 0).
For example, it was shown by Gross [2, Theorem 5.2.3] that the validity of the log-
Sobolev inequality is equivalent to the hypercontractivity of the heat semi-group gener-
ated by ∆g,µ; using this, it is immediate to show that [2, Section 5.3]:{
−∆g,µf = λf
fν |∂M ≡ 0
, 1 < q < p <∞ ⇒ ‖f‖Lp(µ) ≤
(
p− 1
q − 1
) λ
2λLS ‖f‖Lq(µ) .
When moreover the space satisfies a dimensional Sobolev–Gagliardo–Nirenberg inequal-
ity [2, Chapter 6], which is known to be equivalent to boundedness of the heat-kernel
(or ultracontractivity of the heat semi-group) [2, Section 6.3], the above estimates can
further be extended to the case p = ∞ (but with dimension-dependent constants).
In particular, dimension-free reverse Ho¨lder inequalities have been obtained in [14] for
spherical harmonics and hence polynomials on the n-sphere. More recently, Cianchi–
Maz’ya [13] obtained a precise characterization, in terms of the space’s isoperimetric and
isocapacitary behaviour, of when a reverse Ho¨lder inequality with p < ∞ and p = ∞
holds for the eigenfunctions.
• When Ω is a bounded domain in Rn and f is the associated ground state, namely
the eigenfunction of the Laplacian with vanishing Dirichlet boundary conditions corre-
sponding to the first (positive) eigenvalue λ, various authors have obtained increasingly
general and sharp reverse Ho¨lder inequalities for f (with the Euclidean ball having the
same eigenvalue λ being the extremal case) – see the works by Payne–Rayner [36, 37],
Kohler-Jobin [24] and Chiti [12].
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• When µ = exp(−V )dx is a log-concave probability measure on Rn, meaning that V :
R
n → R∪{+∞} is convex, a well-known consequence of Borell’s lemma [8] ensures that
for any semi-norm f on Rn, one has:
1 ≤ q < p <∞ ⇒ ‖f‖Lp(µ) ≤ C
p
q
‖f‖Lq(µ) .
This was extended to all q ≥ 0 by Lata la [25] and to q > −1 by Gue´don [18].
• When µ is again a log-concave probability measure on Rn and f is a degree d polynomial,
reverse Ho¨lder inequalities for f have been obtained in the range −1/d < q < p < ∞,
starting from the work of Bourgain [9], and extended using the localization technique
by Bobkov [3], Carbery–Wright [10] and Nazarov–Sodin–Volberg [32]; for more on this
topic, we refer to the excellent survey of Fradelizi [16], which also extends these results
further.
• When µ is still a log-concave probability measure which is in addition assumed to be
isotropic, reverse Ho¨lder inequalities have been obtained for the Euclidean norm f(x) =
|x| in increasing degree of precision by Paouris [34, 35], Klartag [21, 22, 23], Fleury [15],
Gue´don–Milman [19] and Lee–Vempala [27].
The starting point of this work is the first example above, which provides a satisfactory
condition for ensuring the validity of (1.2) for the class of log-Lipschitz functions Flog – a
log-Sobolev inequality. However, on many natural spaces, a log-Sobolev inequality does not
hold, or alternatively holds with very bad constant. As a prototypical example, consider
the case of the two-sided exponential probability measure ν = 12 exp(−|x|)dx on R. It is
well-known that (Rn, | · |, ν⊗n) does not satisfy any log-Sobolev inequality (since the latter
necessarily yields sub-Gaussian tails), but one may wonder whether (1.2) still holds for the
class of L-log-Lipschitz functions Flog,L in a certain range −b < q < p < b. If so, it is clear
that necessarily b ≤ 1/L, since ‖f‖Lp(ν⊗n) <∞ if and only if |p| < 1/L for the L-log-Lipschitz
function f(x) = exp(L|x1|).
As a warm up, we start by providing an answer to the latter question for general spaces
satisfying a Poincare´ inequality. As is known to experts, the Herbst argument can be applied
whenever a modified log-Sobolev inequality holds. Instead of demonstrating this in full gen-
erality, we restrict our attention to the original modified log-Sobolev inequality introduced
by Bobkov–Ledoux [7], which was shown by Bobkov–Gentil–Ledoux [4] to be equivalent to a
Poincare´ inequality. It is well-known that (Rn, | · |, ν⊗n) satisfies a Poincare´ inequality with
sharp constant λ1 =
1
4 (e.g. [2, (4.4.3)]).
Theorem 1.1 (following Bobkov-Ledoux [7]). Assume that (Ω, d, µ) satisfies the following
Poincare´ inequality: ∫
gdµ = 0 ⇒ λ1
∫
g2dµ ≤
∫
|∇g|2dµ,
for all locally Lipschitz functions g. Then for any L-log-Lipschitz function f :
−2
√
λ1/L < q < p < 2
√
λ1/L ⇒ ‖f‖Lp(µ) ≤ CL,q,p ‖f‖Lq(µ) ,
with:
CL,q,p = exp
(
L2
∫ p
q
K(|t|L)dt
)
, K(ℓ) :=
1
2λ1
(
2
√
λ1 + ℓ
2
√
λ1 − ℓ
)2
exp(ℓ
√
5/λ1). (1.4)
A key feature of using the Herbst argument is that the resulting constant CL,q,p in the
reverse Ho¨lder inequality will satisfy limp→q+CL,q,p = 1. It is then natural to wonder whether,
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if one is willing to give up on this requirement, it is enough to assume a weaker condition
than a modified log-Sobolev inequality. In particular, we are interested in conditions which
ensure the weaker (1.3), comparing the p-th moment (p > 0) to the zeroth one only (thereby
yielding a loose comparison to all q-th moments for 0 < q < p by Jensen’s inequality (1.1)).
One very simple such condition is given by concentration inequalities for 1-Lipschitz func-
tions g, namely an assumption of the form:
∃K ∀g ∈ F1 ∀s > 0 µ{x ∈ Ω ; g(x) ≥
∫
gdµ + s} ≤ K(s).
Indeed, given an L-log-Lipschitz f , simply apply the above to the 1-Lipschitz function 1L log f ,
yielding:
µ{x ∈ Ω; f(x) ≥ t ‖f‖L0(µ)} = µ{x ∈ Ω;
1
L
log f(x) ≥
∫
1
L
log fdµ+
1
L
log t} ≤ K( 1
L
log t),
which may be immediately integrated to obtain a reverse Ho¨lder inequality for f .
The purpose of this note is to present a very general condition on (Ω, d, µ), weaker than
having a (modified) log-Sobolev inequality but also stronger than having a concentration in-
equality, which ensures the validity of (1.3) for a rather general class of functions f with good
control over |∇ log f |. The condition is formulated in great generality, covering all possible
Transport-Entropy inequalities, which in their weakest form degenerate to concentration in-
equalities as above. It turns out that for the mere purpose of obtaining (1.3) for the class
of L-log-Lipschitz functions, we do not know how to exploit any information beyond concen-
tration properties of Lipschitz functions. As expected, whenever a strictly sub-exponential
concentration inequality holds, then all moments (Lp(µ)-norms) of log-Lipschitz functions are
comparable; on the other hand, if the space enjoys only exponential concentration, then the
p-moments will be comparable for small enough |p| only (in accordance with the obvious ob-
struction that the Lp(µ)-norm of a log-Lipschitz function can be infinite if |p| is greater than
the magnitude of the exponential concentration).
However, our more general analysis has two advantages: first, it confirms (quantitatively)
that CL,p → 1 as p→ 0+ in (1.3) if a tight concentration inequality is available; and second,
when log f is only assumed approximately Lipschitz from one side:
log f(y) ≥ log f(x)− L(x)d(x, y) − b(x) ∀x, y ∈ Ω,
for appropriate Borel functions L, b with unbounded L, a concentration inequality does not
seem to be enough to derive (1.3), and we need to use the added power of the Transport-
Entropy inequality. We defer formulating our precise results to Section 3, after introducing
the appropriate notation in Section 2.
As the expert reader will surely note, the proofs of these results are extremely simple
once the appropriate notation and background is recalled, and very similar (if not identical)
arguments are well-known in the literature. However, the author has not seen these statements
explicitly elsewhere in the literature, and thought that it would be a good idea to record them
in this unpresumptuous note.
2 Notation and Background
In this section, we fix some notation and terminology which will be used for stating our
main result in the next section. For additional background on Functional, Transport-Entropy
and Concentration inequalities, we refer to the excellent monographs by Ledoux [26], Bakry–
Gentil–Ledoux [2] or the paper [31].
4
2.1 Functional Inequalities
Let Floc = Floc(Ω, d) denote the space of functions which are Lipschitz on every ball in (Ω, d),
and let f ∈ Floc. Functional inequalities compare between some type of expression measuring
the µ-averaged oscillation of f , and an expression measuring the µ-averaged magnitude of the
gradient |∇f |. Here |∇f | is defined as the following Borel function:
|∇f | (x) := lim sup
d(y,x)→0+
|f(y)− f(x)|
d(x, y)
(and 0 if x is an isolated point - see [6, pp. 184,189] for more details). Of course, when
(Ω, d) is a smooth Riemannian manifold (M,g) with its induced geodesic distance d, we have
|∇f | :=
√
g(∇f,∇f).
A prime example of functional inequalities which have revolutionized the fields of Analysis
and PDE is given by the family of Sobolev-Gagliardo-Nirenberg inequalities [2, Chapter 6]. In
this work, we will mostly emphasize the relation to the Poincare´ and log-Sobolev inequalities.
Definition 2.1. (Ω, d, µ) is said to satisfy a Poincare´ inequality with constant λ1 > 0 if:
λ1Varµ(f) ≤
∫
|∇f |2dµ ∀f ∈ Floc .
Here Varµ(f) :=
∫
(f − ∫ fdµ)2dµ denotes the variance of f .
When Ω is a smooth connected oriented manifold-with-boundary (M,g) and µ = exp(−V )Volg
is a probability measure with smooth and positive density on Ω with respect to the Rieman-
nian volume measure Volg, the best constant λ1 > 0 above coincides with the first non-zero
eigenvalue of the associated weighted Laplacian −∆g,µ, given by ∆g,µf := ∆gf − g(∇V,∇f),
with vanishing Neumann boundary conditions on ∂M .
Definition 2.2. (Ω, d, µ) is said to satisfy a log-Sobolev inequality with constant λLS > 0 if:
λLS
2
Entµ(f
2) ≤
∫
|∇f |2dµ ∀f ∈ Floc .
Here Entµ(g) :=
∫
g log
(
g/
∫
gdµ
)
dµ denotes the entropy of a non-negative function g.
For example, the space (Rn, |·|, γn), where γn denotes the standard n-dimensional Gaussian
measure and | · | is the Euclidean metric, satisfies the above inequalities with sharp constants
λ1 = λLS = 1. In general, a log-Sobolev inequality always implies a Poincare´ inequality with
λ1 ≥ λLS, but not vice versa [26, 2].
As mentioned in the Introduction, the log-Sobolev inequality ensures by the Herbst ar-
gument that (1.2) holds for all q < p (see also [1]). The argument is based on the classical
observation that:
d
dt
log
(∫
|f |tdµ
) 1
t
=
1
t2
Entµ(|f |t)∫ |f |tdµ . (2.1)
Applying this to f = exp(g) with |∇g| ≤ L, invoking the log-Sobolev inequality, and integrat-
ing in t from q to p, (1.2) easily follows. We illustrate this by repeating the same argument
for the modified log-Sobolev inequality of Bobkov–Ledoux [7]. We refer to [31] for additional
background on modified log-Sobolev inequalities.
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Proof of Theorem 1.1. It was shown by Bobkov–Ledoux in [7, Theorem 3.1] that if (Ω, d, µ)
satisfies a Poincare´ inequality with constant λ1 > 0 then for any bounded Borel function
g : (Ω, d)→ R with |∇g| ≤ ℓ < 2√λ1, one has:
Entµ(e
g) ≤ K(ℓ)
∫
|∇g|2egdµ, (2.2)
with K(ℓ) given by (1.4).
Let f be an L-log-Lipschitz function on (Ω, d) with ǫ ≤ f ≤ 1/ǫ and let 0 < t < 2√λ1/L.
It follows by (2.1) and (2.2) applied to g = t log f that:
d
dt
log
(∫
f tdµ
) 1
t
≤ L2K(tL).
Integrating this inequality in t from q to p, the assertion of the Theorem follows for all
0 < q < p < 2
√
λ1/L. Since K is integrable at the origin, the assertion extends to q = 0.
Since
∥∥f−1∥∥
Lq(µ)
= ‖f‖−1L−q(µ), by applying the above to f−1 we obtain the assertion in the
negative range as well. Finally, the restriction that ǫ ≤ f ≤ 1/ǫ is removed by a trivial
approximation argument.
2.2 Infimum-Convolution Inequalities
The most convenient and transparent way to formulate our condition for ensuring (1.3) is by
using infimum-convolution. Let c : Ω×Ω→ R+ denote a non-negative cost-function which we
assume is upper semi-continuous, and satisfies c(x, y) ≤ a(x) + b(y) for some Borel functions
a, b : Ω→ R. The infimum-convolution of a Borel function f with respect to the cost-function
c is defined as:
Qcf(x) := inf
y∈Ω
(f(y) + c(x, y)) .
Note that when f is 1-Lipschitz then Qdf ≥ f .
Let ϕ,Φ : R+ → R denote two convex non-decreasing (and hence continuous) functions;
we assume that ϕ is non-negative with ϕ(0) = 0, but do not make such a restriction on
Φ. Recall [20, Chapter X] that the Legendre-Fenchel transform Ψ∗ : R+ → R ∪ {+∞} of
Ψ ∈ {ϕ,Φ} is defined as:
Ψ∗(s) = sup
t>0
{s · t−Ψ(t)},
and that under our assumptions, (Ψ∗)∗ = Ψ. Note that Ψ∗(s) is finite for all s ≥ 0 if and only
if limt→∞Ψ(t)/t = +∞. We denote by cϕ the cost-function obtained by composing ϕ ◦ d.
Definition 2.3. (Ω, d, µ) is said to satisfy a (ϕ,Φ)-Infimum-Convolution inequality if for any
µ-integrable function f : Ω→ R:∫
exp(λQcϕf)dµ ≤ exp
(
λ
∫
fdµ+Φ∗(λ)
)
∀λ > 0. (2.3)
When Φ(0) = 0 (or equivalently Φ∗(0) = 0), we will say that the inequality is tight.
When ϕ = Id so that cϕ = d, since Qdf ≥ f for all 1-Lipschitz functions, the (Id,Φ)-
Infimum-Convolution inequality boils down to controlling the Laplace transform of f :
∀1-Lipschitz f with
∫
fdµ = 0 ,
∫
exp(λf)dµ ≤ exp(Φ∗(λ)) ∀λ > 0.
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By the Markov-Chebyshev inequality, this entails the following sub-exponential concentration
inequality of 1-Lipschitz functions f about their expected value:
µ{x ∈ Ω ; f(x) ≥
∫
fdµ+ t} ≤ inf
λ>0
∫
exp(λ(f − ∫ fdµ))dµ
exp(λt)
≤ inf
λ>0
exp(Φ∗(λ)− λt) = exp(−Φ(t)) ∀t > 0. (2.4)
Conversely, it is not hard to show that whenever a sub-exponential concentration inequality
of the above form holds, it may be integrated back to an inequality for the Laplace trans-
form (after an adjustment of constants in various places - see [31, Lemma 4.2] for a precise
statement). Note that since we allow Φ(0) to be negative, (2.4) indeed corresponds to a con-
centration inequality for the large-deviation of 1-Lipschitz functions when t ≫ 1, and need
not provide any information when t→ 0. However, when Φ(0) = 0, we say that the resulting
concentration inequality is tight.
Denoting S := limt→∞Φ(t)/t, when S < ∞ we say that we have exponential concentra-
tion of Lipschitz functions, whereas if S = ∞ the concentration is said to be strictly sub-
exponential ; similarly, if lim inft→∞Φ(t)/t
2 > 0 the concentration is said to be sub-Gaussian.
The Herbst argument easily shows that a log-Sobolev inequality implies sub-Gaussian con-
centration, and that a Poincare´ inequality implies sub-exponential concentration [26, 2].
Summarizing, we see that (Id,Φ)-Infimum-Convolution inequalities are equivalent to sub-
exponential concentration inequalities for 1-Lipschitz functions. By using more general convex
functions ϕ, (ϕ,Φ)-Infimum-Convolution inequalities yield stronger conditions on the space. It
will be more convenient to describe those using the equivalent Transport-Entropy inequalities,
described next.
2.3 Transport-Entropy Inequalities
Transport-Entropy inequalities were first introduced by Marton [29, 30] and significantly de-
veloped by Talagrand [39]. These compare between the cost of optimally transporting between
µ and a second Borel probability measure ν and the relative entropy of ν with respect to µ.
The transport cost, or Wasserstein distance, between two Borel probability measures ν1, ν2
on (Ω, d), is defined as:
Wc(ν1, ν2) := inf
∫
Ω×Ω
c(x, y)dΠ(x, y),
where the infimum is taken over all probability measures Π on the product space Ω×Ω with
marginals ν1 and ν2, respectively. The relative entropy, or Kullback–Leibler divergence with
respect to µ, is defined for ν ≪ µ as:
H(ν|µ) := Entµ
(
dν
dµ
)
=
∫
log
(
dν
dµ
)
dν ,
and +∞ otherwise.
Definition 2.4. (Ω, d, µ) is said to satisfy a (ϕ,Φ)-Transport-Entropy inequality if for any
Borel probability measure ν on (Ω, d):
Wcϕ(ν, µ) ≤ Φ−1(H(ν|µ)).
A general form of the Monge–Kantorovich–Rubinstein dual representation of Wc states
that [26, p. 120]:
Wc(ν, µ) = sup
(∫
gdν −
∫
fdµ
)
,
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where the supremum is taken over all ν− and µ-integrable functions g and f , respectively,
such that g(x) ≤ f(y) + c(x, y). Consequently, given f , it is always optimal to set g = Qcf
above. On the basis of this, it was shown by Bobkov–Go¨tze [5] for the case of c = d and
extended by Bobkov–Gentil–Ledoux [4] (cf. [26, Proposition 6.2]) to the general case that
Transport-Entropy inequalities are equivalent to Infimum-Convolution inequalities. We refer
to [31, Theorem 4.1] for the most general formulation below.
Proposition 2.5. (Ω, d, µ) satisfies a (ϕ,Φ)-Transport-Entropy inequality if and only if it
satisfies a (ϕ,Φ)-Infimum-Convolution inequality.
Note that by Jensen’s inequality:
ϕ(Wd(ν, µ)) ≤Wcϕ(ν, µ).
Consequently, a (ϕ,Φ)-Transport-Entropy inequality immediately implies the weaker (Id,Φ ◦
ϕ) concentration inequality, and so by Proposition 2.5, the same holds true for Infimum-
Convolution inequalities. It is also possible to see this implication directly on the level of
Infimum-Convolution inequalities, by applying the (ϕ,Φ)-Infimum-Convolution inequality to
λ
αf :
exp(−αϕ∗(λ/α))
∫
exp(λQdf)dµ ≤
∫
exp(αQcϕ
λ
α
f)dµ ≤ exp
(
α
∫
λ
α
fdµ+Φ∗(α)
)
,
optimizing on α > 0, and recalling that under our assumptions [20, Chapter X, Section 2.5]:
(Φ ◦ ϕ)∗(λ) = inf
α>0
Φ∗(α) + (αϕ)∗(λ) = inf
α>0
Φ∗(α) + αϕ∗(λ/α), (2.5)
yielding: ∫
exp(λQdf)dµ ≤ exp
(
λ
∫
fdµ+ (Φ ◦ ϕ)∗(λ)
)
.
Let us recall several well-known inequalities, strictly stronger than their concentration
counterparts, which are obtained by using various natural convex functions ϕ:
• Setting ϕ(t) = λT22 t2 and Φ = Id yields Talagrand’s T2 Transport-Entropy inequality [39]
(cf. [26, Section 6.2]). It was shown by Otto–Villani [33] and Bobkov–Gentil–Ledoux
[4] in the smooth setting (see also Lott-Villani [28] for extensions to the general one)
that a log-Sobolev inequality implies a T2 inequality with λT2 ≥ λLS . On the other
hand, it was shown by Cattiaux–Guillin [11] that a T2 inequality does not imply back
the log-Sobolev inequality in general. The preceding remarks show that a T2 inequality
implies a (Id,
λT2
2 t
2)-Infimum-Convolution inequality, i.e. sub-Gaussian concentration.
• Let ϕ1(t) := min(t2/2, t − 1/2). Setting ϕ(t) = ϕ1(
√
λT1t) and Φ = Id, one obtains
Talagrand’s T1 Transport-Entropy inequality [39]. It was shown by Bobkov–Gentil–
Ledoux [4, Corollary 5.1] that this inequality is equivalent to a Poincare´ inequality, in
the sense that c1λ1 ≤ λT1 ≤ c2λ1 for some universal numeric constants c1, c2 > 0, if λT1
and λ1 denote the best constants in the T1 and Poincare´ inequalities, respectively.
3 Statements
We are now ready to formulate and prove our general conditions for ensuring (1.3).
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Theorem 3.1. Assume that (Ω, d, µ) satisfies a (ϕ,Φ) Transport-Entropy inequality, or equiv-
alently, Infimum-Convolution inequality, and denote Ψ := Φ◦ϕ. Then for any L-log-Lipschitz
function f : (Ω, d)→ R+ and p > 0:
C−1L,p,Ψ ‖f‖Lp(µ) ≤ ‖f‖L0(µ) ≤ CL,p,Ψ ‖f‖L−p(µ) ,
with:
CL,p,ψ = exp (Ψ
∗(pL)/p) ∈ [1,∞].
In particular, denoting S := limt→∞Ψ(t)/t:
1. Whenever S = +∞ then CL,p,Ψ < ∞ for all p > 0 and hence all p-moments of any
log-Lipschitz function are comparable.
2. If S < ∞ then CL,p,Ψ < ∞ for all p ∈ (0, S/L), and hence the p-moments of an L-log-
Lipschitz function are comparable in the range p ∈ (−S/L, S/L).
We will compare the borderline case when S < ∞ to the statement of Theorem 1.1
below. In the meantime, note that when Ψ(t) = λ22 t
2 corresponding to a tight sub-Gaussian
concentration inequality with constant λ2, we have Ψ
∗(s) = 12λ2 s
2, so Theorem 3.1 yields (1.3)
from the Introduction with precisely the same dependence of CL,p on L and p.
Proof of Theorem 3.1. The proof is immediate if we use the Infimum-Convolution formulation.
By the remarks from the previous section, a (ϕ,Φ)-Infimum-Convolution implies a (Id,Ψ)-
Infimum-Convolution (or concentration) inequality, so it is enough to treat this case, which
is totally elementary. However, it may be insightful to treat the general (ϕ,Φ) case to verify
that we do not get any improvement over the (Id,Ψ) case.
Note that if g is L-Lipschitz then:
Qcϕg(x) = infy
g(y) + ϕ(d(x, y)) ≥ inf
y
g(x)− Ld(x, y) + ϕ(d(x, y)) ≥ g(x) − ϕ∗(L).
Applying this to the αL-Lipschitz function g = α log f and invoking (2.3), we deduce:∫
exp(λα log f)dµ ≤ exp
(
λα
∫
log fdµ+Φ∗(λ) + λϕ∗(αL)
)
∀λ, α > 0.
Consequently, if p > 0 is given, we may optimize on λ > 0 by setting α = p/λ, yielding:
‖f‖Lp(µ) ≤ exp(
1
p
inf
λ>0
(Φ∗(λ) + λϕ∗(pL/λ))) ‖f‖L0(µ) = exp((Φ ◦ ϕ)∗(pL)/p) ‖f‖L0(µ) ,
where the last identify is due to (2.5). Since
∥∥f−1∥∥
Lq(µ)
= ‖f‖−1L−q(µ), by applying the above
to f−1 we obtain the assertion for −p.
The above wrongly suggests that there is no advantage in using the more general (ϕ,Φ)-
Infimum-Convolution inequality over the weaker (Id,Ψ) one when it comes to obtaining reverse
Ho¨lder inequalities. However, the advantage does become apparent when the function is not
assumed to be log-Lipschitz, but only so in some averaged sense (in fact, up to an additive
term and only from one side).
Theorem 3.2. With the same assumptions and notation as in Theorem 3.1, let f : (Ω, d)→
R+ be a Borel function so that:
log f(y) ≥ log f(x)− L(x)d(x, y) − b(x) ∀x, y ∈ Ω, (3.1)
for some Borel functions L, b : (Ω, d)→ R+. Then for all p > 0:
‖f‖Lp(µ) ≤ infγ>1,α>0
∥∥∥∥exp
(
Φ∗(pγ/α)
pγ
+
pγ
α
(ϕ∗(αL(x)) + αb(x))
)∥∥∥∥
L
1
γ−1 (µ)
‖f‖L0(µ) .
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Remark 3.3. In particular, (3.1) holds in the Euclidean setting with L(x) = |∇ log f |(x) and
b ≡ 0 if log f is convex. Compare with [4, Corollary 6.1].
Note that we can longer invoke (2.5) to optimize on α > 0 inside the integral, since the
optimal value of α will depend on x. In particular, if ϕ = Id (corresponding to having a
concentration inequality), or more generally, if limt→∞ ϕ(t)/t =∞, and L(x) is not in L∞(µ),
the above expression is necessarily infinite and we do not obtain any information.
Proof of Theorem 3.2. Arguing as in the proof of Theorem 3.1, we have:∫
exp (λ (α log f − ϕ∗(αL(x)) − αb(x))) dµ ≤ exp
(
λα
∫
log fdµ+Φ∗(λ)
)
∀λ, α > 0.
Applying Ho¨lder’s inequality, we deduce for all β ∈ (0, 1):(∫
exp(βλα log f)dµ
)1/β
≤
(∫
exp(− β
β − 1λ(ϕ
∗(αL(x)) + αb(x)))dµ
)−β−1
β
exp(λα
∫
log fdµ+Φ∗(λ)).
Taking the λα-th root, setting p = βλα, γ = 1β ∈ (1,∞) and optimizing on α, γ, the asserted
estimate follows.
To conclude our discussion, let us turn our attention to the borderline case when limt→∞Ψ(t)/t <
∞, in which case we can only expect an L-log-Lipschitz function f to have comparable p-
moments for a bounded range of p’s. As usual, we assume that a (ϕ,Φ)-Transport-Entropy
inequality holds, and denote Ψ = Φ ◦ ϕ.
The weakest information is given by a non-tight exponential concentration inequality,
corresponding to the case ϕ = Id and Φ(t) = −M+λexpt withM > 0. In that case, we obtain
by Theorem 3.1:
exp(−M) ‖f‖Lp(µ) ≤ ‖f‖L0(µ) ≤ exp(M) ‖f‖L−p(µ) ∀p ∈ [0, λexp/L].
This has the drawback that the constant exp(M) does not tend to 1 a p→ 0.
Stronger information is given when ϕ = ϕ1, in which case the (ϕ1, Id)-Transport-Entropy
(or Infimum-Convolution) inequality is equivalent to a Poincare´ inequality. The fact that a
Poincare´ inequality always yields exponential concentration was first observed by Gromov–
V. Milman [17]; using our notation, they showed that for all 1-Lipschitz functions g with∫
gdµ = 0 one has: ∫
exp(λg)dµ ≤ F (λ, λ1) <∞ ∀λ ∈ (0, c
√
λ1),
for some explicit function F and universal constant c > 0. The sharp constant c = 2 (as
witnessed by the double exponential measure (R, | · |, ν) for which λ1 = 14) was first obtained
by Schmuckenschla¨ger [38]. The value of the function F was further sharpened by Bobkov–
Ledoux [7, Proposition 4.1], who showed that with the same assumptions as above:∫
exp(λg)dµ ≤ 2
√
λ1 + λ
2
√
λ1 − λ
∀λ ∈ (0, 2
√
λ1)
(in fact, a slightly better estimate is available when g possesses a certain symmetry). Applying
this to g = (log f − ∫ log fdµ)/L for an L-log-Lipschitz function f , we immediately obtain:
Theorem 3.4 (following Bobkov–Ledoux [7]). Assume that (Ω, d, µ) satisfies a Poincare´
inequality with constant λ1 > 0. Then for any L-log-Lipschitz function f :(
2
√
λ1 + pL
2
√
λ1 − pL
)− 1
p
‖f‖Lp(µ) ≤ ‖f‖L0(µ) ≤
(
2
√
λ1 + pL
2
√
λ1 − pL
) 1
p
‖f‖L−p(µ) ∀p ∈ (0, 2
√
λ1/L).
This yields a more palatable bound than the one from Theorem 1.1 if one does not care
about the property that limp→q+CL,q,p → 1.
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