Abstract. Consider n points distributed uniformly in [0, 1] d . Form a graph by connecting two points if their mutual distance is no greater than r(n). This gives a random geometric graph, G(Xn; r(n)), which is connected for appropriate r(n). We show that the spectral measure of the transition matrix of the simple random walk (srw) on G(Xn; r(n)) is concentrated, and in fact converges to that of the graph on the deterministic grid.
Introduction
Let S be finite set contained in [0, 1] d . Form a graph by connecting two points, u, v ∈ S if u − v ≤ r, obtaining a graph G(S; r).
Let X n be a set on n points distributed iid Unif[0, 1] d , we call G ∼ G(X n ; r(n)) a random geomtric graph. The function r(n) is chosen to be such that r(n) ↓ 0 as n ↑ ∞, but such that G is a.s. and whp connected. Herein, whp denotes with high probability, ie with a probability greater than 1 − n −c for some constant c > 0. We shall write D n for the set of n grid points that are the intersections of axes parallel lines with separation n −1/d . Hence, G(D n ; r(n)), is a deterministic graph. For a graph G, P (G) shall denote the transition probability matrix for the simple random walk (srw) on G. That is:
where N (u) is the set of neighbours of vertex u, and [u ∼ v] is the indicator of the event u ∼ v. Henceforth, we shall write P (X n ) and P (D n ) for P (G(X n ; r(n))) and P (G(D n ; r(n))), respectively, with Spec(X n ) and Spec(D n ) denoting their spectra. Furthermore, µ (X n ) and µ (D n ) shall stand for their spectral measures respectively. Our main result is:
Theorem 1.1. Spec(X n ) and Spec(D n ) are asymptotically equidistributed whp. Moreover, for r(n) such that M n = o(r n ) a.s. and whp, the random spectral measure µ (X n ):
is concentrated, ie, there exists a sequence of deterministic measures {µ (D n )}, and
Here M n is the minimum bottleneck matching distance between X n and D n in d-dimensions.
The norm · WS is the Wasserstein distance:
1.1. Related work. Eigenvalues of random matrices with iid entries have been studied extensively, can be said to have begun with the work Wigner (1958) , wherein he showed that the spectral measure of N −1/2 X converges to the semicircle law, whenever X is Hermitian with iid complex entries. The rate of convergence for this class of random matrices was computed in Bai (1993) . The work closest in spirit to ours is the paper by Guionnet and Zeituni (2000) , wherein they prove rates of convergence using concentration of measure ideas. There is a vast body of research in this area, and rather than provide a comprehensive review, we only note here that the results and methods from this literature are not applicable to our case. In many, an exact expression of the limiting distributions of eigenvalues is used, and in some the Stiltjes transform is the main tool. Neither technique seems useful in this case. On the other hand, our proofs are elementary, and require only a knowledge of Chernoff-Höffding bounds and basic real analysis.
Bounds on the second eigenvalue were obtained by Boyd et al. (2004) , and used to establish the mixing times of the srw and the fastest walk on G(X n ; r(n)).
We also note that a Wilandt-Hoffman theorem for the eigenvalues of discrete matrix approximations to learning kernels were proved in Koltchinskii and Giné (2000) ; Koltchinskii (1998) .
Proof of the main theorem
Two sequences of real numbers {x n } and {y n } are said to be asymptotically equidistributed, if for any L 1 function f (Pólya and Szego (1998)):
Suppose {A n } and {B n } are two sequencs of matrices, such that A n , B n ∈ M n×n (R). We say that the two sequences are asymptotically equivalent iff (1) A n and B n are uniformly bounded, and (2) A n − B n HS → 0 as n ↑ ∞.
Here · is the usual operator norm:
|Ax| , and · HS is the Hilbert-Schmidt norm:
.
With a few straightforward estimates, our main result shall follow easily from (Gray (1971) ):
Theorem 2.1. For any two matrices A and B:
Therefore, if {A n } and {B n } are two asymptotically equivalent sequences of matrices, then their spectra are asymptotically equivalent.
To prove theorem 1.1 it suffices to show that {P (X n )} and {P (D n )} are asymptotically equivalent whp, and that P (
Let M n denote the length of the minimum bottleneck matching between X n and D n :
Then it is well known that:
, when d = 2, [Leighton and Shor (1989) ]
Henceforth, for u ∈ X n we shall write u ′ for its matched point in D n under a minimum bottleneck matching. We shall denote by N (u) the set of neighbours of u, and by N (u, u ′ ), the set of neighbours of u that are mapped to a neighbour of u ′ . We are now in a position to state a concentration result: 
where a(n) :
Proof.
So that:
Thus, all points within a radius of r(n) − 2M n map to neighbours of u ′ . Furthermore:
, so that the last term satisfies:
where c d > 0 is such that:
for all large enough n. Here M + n is a constant depending only on n such that M n ≤ M + n , a.s. and whp. Since we have chosen r(n) such that M n /r(n) → 0, such a constant c d always exists.
Putting all our estimates together, and using lemma A.1 we obtain:
and the conclusion of the lemma follows.
Proposition 2.4. When r(n) is such that M n = r(n) a.s. and whp, for g(n) ↑ ∞, the two sequencs {P (X n )} and {P (D n )} are asymptotically equivalent whp.
Proof. Since matrices are stochastic, P (X n ) = P (D n ) = 1, and hence they are of uniformly bounded norm. Lemma 2.3 implies that P (X n ) − P (D n ) HS → 0, whp. Hence {P (X n )} and {P (D n )} are asymptotically equivalent whp.
We now prove that the concentration of the Hilbert-Schmidt norm of the matrices P (X n ) implies concentration of the spectrum. We first need a lemma:
Lemma 2.5.
Proof. When f is linear, the result follows directly from theorem 2.1 and lemma 2.4. To obtain a uniform bound over all Lipschitz f , we use the trick in Guionnet and Zeituni (2000) of approximating by a finite class of functions, for a given error bound.
To that end, let f be Lipschitz on [−1, 1], and fix ε > 0. Define:
. Then for f ε recursively defined by:
we must have f −f ε ≤ ε. Thus we can approximate any Lipschitz f to within ε by a weighted sum of at most 2/ε functions, each of which has two constant portions joined by a linear part. Since the weights are ±1, we have:
where g k (x) := g ε (x − kε), and the last inequality follows from theorem 2.1.
Proof of therem 1.1. Proposition 2.4 and theorem 2.1 imply that the spectra are asymptotically equidistributed whp. By lemma 2.5, and the estimate in lemma 2.3:
Discussion and open problems
Note that if we define µ {x} n to be the empirical measure
then {x n } and {y n } are asymptotically equidistributed if and only if µ {x} n − µ {y} n WS → 0, since we may approximate integrable functions by Lipschitz ones. Simulations suggest that in fact, the eigenvalues of P (X n ) and P (D n ) are asymptotically absolutely equally distributed (Trench (2003) ):
where λ i (X n ) and λ i (D n ) are the ith largest eigenvalues of P (X n ) and P (D n ) respectively.
Such a result would have followed immediately, were it known that the matrices were symmetric. This is of course, not true. However, the matrices are almost symmetric in the asymptotic limit, so one would expect the matrices to be almost diagonalisable via unitary matrices. Then the conjecture would follow immediately from the theory of asymptotically equivalent matrices. As it stands, one needs some other manner of bounding the differences:
to obtain say, a Wilandt-Hoffman type theorem. Then the conjecture would follow, the Stone-Weierstrass theorem. It also seems reasonable to posit exponential tail bounds for the WielandtHoffman type result.
Another natural question to ask is: what is the behaviour of the resolvent R n (x) := (I − xP (X n )) −1 , for x ∈ Spec(X n ). Whereas, (I − P (X n )) → ∆, the asymptotic behaviour of the resolvent is not known. Convergence results for the resolvents of random walks in random environments, specifically, on Z d with ergodic (random) bond percolation were proved in Künnemann (1983) .
Appendix A. Auxilliary lemmata Let X ∼ Bin(n, p), then we have the following two tail bounds:
Lemma A.1 (Chernoff-Höffding bounds for reciprocals). For t ≥ 0:
Proof. Note that:
