Procedures for estimating the parameters of the general class of semiparametric models for recurrent events proposed by Peña and Hollander (2004) are developed. This class of models incorporates an effective age function which encodes the changes that occur after each event occurrence such as the impact of an intervention, it allows for the modeling of the impact of accumulating event occurrences on the unit, it admits a link function in which the effect of possibly time-dependent covariates are incorporated, and it allows the incorporation of unobservable frailty components which induce dependencies among the inter-event times for each unit. The estimation procedures are semiparametric in that a baseline hazard function is nonparametrically specified. The sampling distribution properties of the estimators are examined through a simulation study, and the consequences of mis-specifying the model are analyzed. The results indicate that the flexibility of this general class of models provides a safeguard for analyzing recurrent event data, even data possibly arising from a frailty-less mechanism. The estimation procedures are applied to real data sets arising in the biomedical and public health settings, as well as from reliability and engineering situations. In particular, the procedures are applied to a data set pertaining to times to recurrence of bladder cancer and the results of the analysis are compared to those obtained using three methods of analyzing recurrent event data.
electronic system in a reliability setting) which is being monitored for the occurrence of a recurrent event over a study period [0, τ ] , where τ may represent an administrative time, time of study termination, or some other right-censoring variable. The time τ could be a random time governed by an unknown probability distribution function G(t) = P(τ ≤ t). Let S 0 ≡ 0 < S 1 < S 2 < S 3 < . . . be the successive calendar times of event occurrences, and let T 1 , T 2 , T 3 , . . . be the times between successive event occurrences. Thus, for i = 1, 2, 3, . . ., T i = S i − S i−1 and S i = T 1 + T 2 + . . . + T i .
Over the observation period [0, τ ] , the number of event occurrences is K = max{k ∈ {0, 1, 2, . . .} : S k ≤ τ }, which is a random variable whose distribution depends on the distributional properties of the inter-occurrence times T i s and the distribution G of τ . As such, K is informative with regards to the distributional properties of event occurrences.
Assume also that for this unit there is a, possibly time-varying, q-dimensional vector of covariates such as gender, age, race, disease status, white blood cell counts (WBC), prostate specific antigen (PSA) level, weight, blood pressure, treatment regimen, etc. We suppose that over the period [0, τ ] , the realization of this covariate process is observable. We denote this covariate process by X(s) = (X 1 (s), X 2 (s), . . . , X q (s)) t : 0 ≤ s ≤ τ , with " t " representing vector/matrix transpose.
For this subject, the observable entities over the study period [0, τ ] are therefore D(τ ) ≡ {(X(s) : 0 ≤ s ≤ τ ), K, τ, T 1 , T 2 , . . . , T K , τ − S K } .
(1)
Notice that since S K = K j=1 T j , specifying the value of τ − S K renders specifying τ redundant; however, we still include this to indicate that τ − S K is the right-censoring variable for the interoccurrence time T K+1 . Furthermore, note that since K is a random variable, then the distributional properties of both τ −S K and T K+1 maybe of a complicated form. We remark that when considering the data structure in this recurrent event situation, there is a need to recognize that K is informative and that the censoring mechanism for T K+1 is informative (cf., Wang and Chang 1999; Lin, Sun, and Ying 1999; Peña, Strawderman, and Hollander 2001) . These aspects are borne out of the sum-quota data accrual scheme, since the total number of observed events is intrinsically tied to the distributions governing the event occurrences themselves.
The observable entities may also be represented more succinctly and more beneficially through the use of stochastic processes. Still considering one unit, let us define for calendar time s, N † (s) = ∞ j=1 I{S j ≤ s, S j ≤ τ }, where I{·} denotes indicator function, the process which counts the number of events observed on or before calendar time s during the study period [0, τ ] . Furthermore, define for calendar time s, Y † (s) = I{τ ≥ s}, the "at-risk" process which indicates whether the subject is still under observation at calendar time s or not. The data D(τ ) in (1) could be represented by
where s * is an upper limit of observation time. Note that even though X(s) is not observed for s > τ this does not pose a problem since for s > τ , Y † (s) = 0, and so for such a subject, there will be no more information obtainable past τ . If in the study there are n subjects, the observables will be D(s * ) = (D 1 (s * ), D 2 (s * ), . . . , D n (s * )) , where for i = 1, 2, . . . , n,
Equivalently,
s, S ij ≤ τ i } and Y † i (s) = I{τ i ≥ s}, and S i1 < S i2 < . . . are the calendar times of successive event occurrences for the ith subject, T ij = S ij − S ij−1 , j = 1, 2, . . ., and τ i is the censoring time of the ith subject.
Before proceeding, we briefly provide an outline of the contents of this paper. As mentioned earlier, Section 2 will present a description of the class of models for recurrent events that is under investigation. Section 3 will examine the problem of estimating the parameters of the model when there are no frailty components. The results here are needed for dealing with the case with frailties, so Section 4 describes the estimation procedure in the presence of frailties. Section 5 will summarize results of the simulation studies pertaining to the properties of the estimators. We demonstrate the estimation procedures discussed in Sections 3 and 4 on real data sets in Section 6. Section 7 will provide some concluding thoughts.
A General Class of Models
In this section we describe the general class of models for recurrent events proposed in Peña and Hollander (2004) . Let Z = (Z 1 , Z 2 , . . . , Z n ) be a vector of independent and identically distributed (i.i.d.) positive-valued random variables from a parametric distribution H(z; ξ) = P(Z ≤ z|ξ)
where ξ is a finite-dimensional parameter taking values in Ξ ⊆ r . These variables are unobservable random factors affecting the event occurrences for the subjects. Also, let F = {F s : 0 ≤ s ≤ s * } be a filtration or history on some probability space (Ω, F, P) such that X i s and Y † i s are predictable and such that N † i s are counting processes with respect to F. The general class of models requires the specification, possibly done dynamically, of predictable observable processes {E i (s) : 0 ≤ s ≤ s * }, i = 1, 2, . . . , n, satisfying the following conditions: (I) E i (0) = e i0 , almost surely (a.s.), where e i0 , i = 1, 2, . . . , n, are nonnegative real numbers; (II) E i (s) ≥ 0, i = 1, 2, . . . , n; and (III) On
[S ik−1 , S ik ), E i (s) is monotone and almost surely differentiable with a positive derivative E i (s). The class of models is obtained by postulating that, conditionally on Z, the F-compensator of N † i is
This means that the process M † i (s|Z, X i ) = N † i (s)−A † i (s|Z, X i ) is a square-integrable F-martingale.
In (5), λ 0 (·) is an unknown baseline hazard rate function; ρ(·; α) : Z + ≡ {0, 1, 2, . . .} → + is of known functional form with ρ(0; α) = 1 and with α ∈ A ⊆ p ; and ψ(·) is a nonnegative link function of known functional form with β ∈ B ⊆ q . The unknown model parameters are
, where λ 0 (·) is non-parametrically specified, and α, β, and ξ are finite-dimensional parameters.
The main impetus in introducing this general class of models for recurrent events is that it incorporates simultaneously the effects of covariates through the link function ψ(·), the associations among the event inter-occurrence times through the unobservable frailty variables Z i s, the effects attributable to the accumulating event occurrences for a subject through the component ρ(·; α), and the effects of performed interventions after each event occurrence through the effective age processes {E i (s)} that act on the baseline hazard rate function λ 0 (·). By requiring condition (III)
together with E (s) ∈ (0, 1], note that we have
that the ith subject's effective age just before the kth event occurrence, represented by E i (S ik −), is at most the subject's effective age just after the (k − 1)th event occurrence, which is E i (S ik−1 ), plus the inter-occurrence time between the (k − 1)th and the kth events. This means that the effect of the performed intervention after an event occurrence is to make the subject 'age' at a slower rate relative to the elapsed calendar time.
The generality and scope of this class of models has been established in Peña and Hollander (2004) for the case where Z i = 1, i = 1, 2, . . . , n. With the added feature of having the frailty component, this class of models subsumes many existing models in the literature. Below we describe some existing models which are special cases of the general class of models. For more details, see Peña and Hollander (2004) . It suffices to describe these models by setting n = 1.
Example 2.1: By letting Z = 1 (no frailty), ρ(k; α) = 1, k ∈ Z + , ψ(w) = 1, and
, we obtain the model where the inter-occurrence times T j , j = 1, 2, . . ., are i.i.d.
with common hazard rate function λ 0 (·). This is one of the models examined in Gill (1981) and Peña, et al. (2001) . By allowing the frailty Z to have a non-degenerate distribution, one obtains a model that allows for associations among the inter-occurrence times of the subject, a model also considered in Peña, et al. (2001) and Wang and Chang (1999) .
Example 2.2:
The extended Cox proportional hazards model considered by Prentice, Williams and Peterson (1981) , Lawless (1987) , and Aalen and Husebye (1991) is a special case of the general model obtained by setting
, and
Example 2.3: Still with Z = 1, ρ(k) = 1, k ∈ Z, and E(s) = s, a model examined by Prentice, et al. (1981) , Proschan (1983), and Lawless (1987) arises from the general class of models. This resulting model is referred to in the reliability literature as a minimal repair model, since it arises by 'restoring a system to the state just before it failed (minimally repaired)' whenever the system fails.
Example 2.4: The Gail, Santner and Brown (1980) Markovian model for tumor occurrence becomes a special case of model (5) by taking Z = 1, E(s) = s − S N † (s−) and ρ(k; α) = α − k + 1, which also coincides with the Jelinski and Moranda (1972) software reliability model, but with the added feature that covariate effects have been incorporated.
Example 2.5: Let I 1 , I 2 , I 3 , . . . be a sequence of i.i.d. Bernoulli random variables with success probability p. Define the process {η(s) :
This is the Brown and Proschan (1983) minimal repair model in reliability. This is the model studied by Whitaker and Samaniego (1989) where they pointed out that in estimating the reliability function, it suffices to know the inter-failure times and the repair modes to achieve model identifiability. If the success probability p is made to depend on the time of event occurrence, the Block, Borges and Savits (1985) model obtains (see also Hollander, Presnell and Sethuraman (1992) and Presnell, Hollander and Sethuraman (1994) ). Note in this example that the Γ k s represent event occurrences in which intervention causes the unit to acquire an effective age of zero. Furthermore,
is the last time prior to s that the subject had an effective age of zero. More generally, the class of models also subsumes the general repair model of Dorado, Hollander, and Sethuraman (1997) , which in turns include as special cases models of Kijima (1989) , Last and Szekli (1998) , Baxter, Kijima, and Tortorella (1996) , and Stadje and Zuckerman (1991) . For more discussion on this, see the more detailed technical report Peña, Slate, and Gonzalez (2003) .
Example 2.6: An example where ρ(·; α) is not identically unity is provided by taking
If, additionally, we take E(s) = s − S N † (s−) , the resulting model postulates that the effect of accumulating event occurrences is a proportional increase (if α > 1) in the intensity rate relative to the preceding intensity rate. This could serve as a simple and natural model for the weakening of the subject caused by the accumulating number of event occurrences. Under this specification, and assuming the exponential form for ψ, the intensity process becomes λ(s|X) = λ 0 (s − S N † (s−) )α N † (s−) exp{β t X(s)}. Clearly, the above specification could be coupled to the other forms of E(s) considered in the preceding examples.
Example 2.7:
where α is some positive real number, and g(·) is some nondecreasing function. One could interpret the parameter α as an initial measure of the unit's susceptibility to events, and g(·) specifies the rate at which this unit is becoming stronger as the event occurrences accumulate. If we take E(s) = s−S N † (s−) , the resulting model possesses the interesting property that the unit's defects contribute to the event occurrence intensity multiplicatively through the baseline hazard rate function λ 0 (·). α and the associated baseline survivor function of λ 0 (·), were considered in Kvam and Peña (2003) .
Estimation of Parameters: Model without Frailties
In this section we address the problem of estimating the model parameters
and β for the model where it is assumed that Z i ≡ 1, that is, the model without frailties. Thus, the model of interest has intensity process
The observables for the n subjects, which now include the observable effective age processes, are
The statistical identifiability of this class of models without frailties has been established in Theorem 1 of Peña and Hollander (2004) . The two basic conditions to achieve identifiability, aside from the non-triviality of ψ(·) and sufficient variability on X, are that for each value of the parameter set (λ 0 (·), α, β), the support of E(S 1 ) should contain [0, τ ] , and that ρ(·, ·)
should satisfy the condition that ρ(k;
These two conditions are henceforth assumed to hold.
For this model, letting
) dv, then with respect to the filtration F, the vector of processes
consists of orthogonal square-integrable martingales with predictable quadratic
The usual martingale theory developed by Aalen (1978) , Gill (1980) , Andersen and Gill (1982) , and others (cf., Fleming and Harrington (1991) and Andersen, et al. (1993) ) does not apply directly for the purpose of estimating Λ 0 (·). The reason is that the λ 0 (·) appearing in A † i (·) is time-transformed by the observable predictable process
, while of interest is to estimate Λ 0 (t) for a given t. It is tempting and would seem natural to simply define new processes involving the gap times between the event occurrences. However, as pointed out in Peña, et al. (2001) , this approach does not work since the resulting processes no longer satisfy martingale properties owing to the effect of the sum-quota accrual scheme.
The technique utilized in Peña, et al. (2001) , extending an idea of Sellke (1988) and Gill (1981) , is to define a doubly-indexed process Z i (s, t) = I{E i (s) ≤ t}, i = 1, 2, . . . , n. The index s represents calendar time, which is the natural time of data accrual; while the index t represents gap times. This process indicates whether at calendar time s, the effective age of the ith subject is no more than t. For i = 1, 2, . . . , n, define also the doubly-indexed processes
For a given t, by utilizing the martingale property of M † i and the predictability of Z i (·, t), the process
is a square-integrable zero-mean martingale; however, for fixed s, the process M i (s, ·) is not a martingale, but nevertheless, it also has mean zero.
A critical result is an equivalent expression for A i (s, t) which involves λ 0 (t) directly, instead of its time-transformed version. To reveal this expression, define for j = 1, 2, . . . , K i + 1 the processes
Thus, E ij−1 (·) is the restriction of E i (·) on the jth interval bounded by successive event occurrence times for the ith subject. Note that on (S ij−1 , S ij ], the paths of E ij−1 (·) are one-to-one, so its inverse exists; and furthermore, it is also differentiable. We now provide the alternative expression for A i (s, t). The proof of this result is analogous to that in Peña, Strawderman and Hollander (2000) ; see also Stocker and Peña (2003) . To make our notation more concise, with
Using Proposition 1, we have the identity
with J(s, w|α, β) = I{S 0 (s, w|α, β) > 0} and with the convention that 0/0 = 0. Notice that this 'estimator' is of the same flavor as the Nelson-Aalen estimator or the Aalen-Breslow estimator in single-event settings, although it should be pointed out that the derivation as well as the structure of the processes are quite different.
Next we develop the profile likelihood for (α, β) from which the estimator of (α, β) will be obtained. Following Jacod (1975) (see also Andersen, et al., 1993) , if the distribution G of τ does not involve the model parameters, then the likelihood process associated with the observables for the general model without frailties is
The argument of the exponential function could be re-expressed via
Since from (11), we haveΛ 0 (s, dw|α,
, which is independent of (α, β). Upon substituting the 'estimator'Λ 0 (s, t|α, β) for Λ 0 (t) in the argument of the exponential function in (12), the resulting term will not contribute to the profile likelihood for (α, β).
On the other hand, substitutingΛ 0 (s, w|α, β) for Λ 0 (w) in the first term of (12), we obtain the relevant portion of the profile likelihood of (α, β) to be
This process could also be viewed as the partial likelihood process for (α, β), which is a generalization of the partial likelihood for the Cox model (cf., Cox (1972; 1975) ; Andersen and Gill (1982) ).
The logarithm of the profile likelihood could be conveniently expressed in integral form via
. (14) From this profile likelihood, the estimators of α and β will be obtained. It is easy to see that the estimating equations for the profile maximum likelihood estimators are
Because N † i (·) is a step process with a finite number of jumps, then both of these estimating equations are finite sums with respect to the calendar times S ij s. Also, just like estimating equations in simpler models, such as for the Cox proportional hazards model, it is clear that numerical techniques will be needed to obtain the estimatesα andβ.
The structure of the estimating equations in (15) and (16) 
Note that these processes satisfy the technical and crucial condition of predictability. Using these processes, S 0 (s, w|α, β) could be re-expressed via
Observe that the Q ij s can be interpreted as the contributions of the uncensored values, while the R i s are the contributions of the right-censored values. With a slight change in notation above, we therefore observe that this mirrors the single-event situation.
For notation, let ρ (α) (·; α) = ∂ρ(·; α)/∂α, ψ (·) be the derivative of ψ(·), and
Then taking the partial derivatives (more appropriately, the gradients) of S 0 (s, w|α, β) with respect to α and β, we obtain
where for brevity,
ij−1 (w)); β). These expressions simplify when specific forms of ρ(·; α) and ψ(·) are taken, or if the covariate process are time-independent. One possible choice is ρ(j; α) = α j , leading to V(j; α) = j/α; and for ψ(·) a common choice is ψ(w) = exp(w), for
ij−1 (w)), and, if this is coupled with the assumption that the covariate vector process is time-independent, then X i (E
To obtain further simplification for the moment, let us assume that X i are time-independent, ρ(j; α) = α j , and ψ(w) = exp(w). Under these assumptions, letting
it is easy to see that the estimating equations in (15) and (16) 
Upon obtaining the estimatorsα andβ as described in the preceding discussion, the estimator of Λ 0 (t) based on the realizations of the observables over [0, s * ] is obtained by substituting (α,β) for (α, β) in the expression ofΛ 0 (s * , t|α, β) given in (11). Thus,
Finally, for an estimator of the baseline survivor function associated with Λ 0 (·) defined viaF 0 (t) = exp {−Λ 0 (t)}, by the product-integral representation and the substitution principle, we obtain
This estimator is of a product-limit type analogous to those arising in the estimation of the baseline survivor function in the Cox proportional hazards model or the multiplicative intensity model (Cox 1972; Andersen and Gill 1982) .
For the i.i.d. interoccurrence times model in Example 2.1, which obtains when ψ(w) = 1 (no covariate effects), ρ(w) = 1 (no effects of accumulating event occurrences), and
(upon each event occurrence, effective age is reset to zero, so this is just the backward recurrence time), the estimator ofF 0 (t) in (21) simplifies to that considered in Peña, et al. (2001) . Note, in particular, that for this special model, E i (s) = 1, and since
≥ w}, which is the natural at-risk process for the gap times over the observation period [0, s].
Estimation of Parameters: Model with Frailties
In this section we consider the estimation of the parameters when the class of models includes frailties. It will be assumed that the frailties
where ξ ∈ Ξ ⊆ r . A common choice for this H, which we adopt here, is the gamma distribution with unit mean and variance 1/ξ, H = Gamma(ξ, ξ). Imposing the restriction that the gamma shape and scale parameters are identical is needed to have model identifiability. Recall at this stage that the Z i s are not observed. For the model at hand, the conditional intensity function is as given in (5), which, for convenience, is again displayed below:
In estimating the model parameters ξ, Λ 0 (·), α, and β, we generalize and extend the approach implemented in Peña, et al. (2001) which dealt with the frailty model without covariates, and without the ρ(·; α) term, and with
. The computations of the estimates will be facilitated through the expectation-maximization (EM) algorithm introduced by Dempster, Laird, and Rubin (1977) , and implemented in counting process frailty models by Nielsen, et al. (1992) .
The main ingredients of this algorithm for the general class of recurrent event models are as follows:
Furthermore, following the development of the 'estimator'Λ 0 (s * , ·|α, β) for the model without frailties in the preceding subsection, given Z = (Z 1 , . . . , Z n ), α, β, and the data D, the 'estimator'
where
ogously to the estimating equations for α and β in the model without frailties in (15) and (16),
given Z andΛ 0 (s * , ·|Z, α, β), we may estimate α and β by solving the estimating equations
On the other hand, by integrating out Z according to its joint (gamma) distribution in the joint likelihood function, the marginal profile likelihood for ξ, given (Λ 0 (·), α, β), is obtained as
For a given (Λ 0 (·), α, β), this function could be maximized with respect to ξ using numerical maximization algorithms. With these ingredients at hand, the EM recipe for obtaining the estimates of the model parameters in this general model with frailties is described by the following steps:
Step 0 (Initialization): Specify initial estimatesξ (0) ,α (0) , andβ (0) of ξ, α, and β, respectively. By settingẐ
which is just the 'estimator' in (11) under the model without frailties.
Step 1 (E-step):
), obtain the estimated frailty valuesẐ
. . , n, according to the formula in (22).
Denote these estimated values byẐ (1) = (Ẑ
1 , . . . ,Ẑ
n ). By exploiting the property that the estimatorΛ 0 (·) is a step function, these quantities could be obtained according to the following expressions: For i = 1, 2, . . . , n, (27) where, with t (1) < t (2) < . . . < t (D) being the D distinct jump times ofΛ
Step 2 (M-step #1): Applying formula (23), obtainΛ
Step 3 (M-step #2): After substitutingẐ (1) for Z in the estimating equations (24) and (25), obtain the solutions of these equations and denote them byα (1) andβ (1) .
Step 4 (M-step #3): Replacing Λ 0 (·) in (26) byΛ
Step 2, and (α, β) by (α (1) ,β (1) ), maximize the resulting (estimated) marginal likelihood with respect to ξ to obtainξ (1) . The function to be maximized with respect to ξ is given by
is computed using the formula in (28) andB
The maximization of (29) with respect to ξ may be aided by a reparameterization to, for example, log(ξ), since this will alleviate the problem of negative values when using iterative gradient-based algorithms.
Step 5 (Convergence): Compare the values (ξ (1) ,Ẑ (1) ,Λ
with the values ( Having obtained an estimator of the baseline hazard function Λ 0 (·) given byΛ 0 (s * , ·), by virtue of the product integral representation of the survivor curve, the semiparametric estimator of the baseline survivor functionF 0 (·) for this model with frailty iŝ
A computational implementation of the procedures and algorithms described in Sections 3 and 4 have been implemented in an R package (Ihaka and Gentleman 1996) called gcmrec in González, Slate, and Peña (2003) .
Properties of Estimators

Simulation Design
We performed computer simulation studies to examine numerically the properties of the parameter estimators developed in Sections 3 and 4. The specific goals of these studies are: (i) to examine the effect of sample size (n) on the distributional properties of the estimators; (ii) to examine the bias, variance, and root-mean-square error (rmse) of the estimators; (iii) to examine the performance of the semiparametric estimator of the baseline survivor functionF 0 in terms of its bias function, variance function, and root-mean-squared error function at specified time points. The latter function is based on the loss function L(F (t),F (t)) = (F (t) −F (t)) 2 ; (iv) to examine the consequences when data that have been generated with frailty components are analyzed using the model without frailties; and (v) to examine the consequences, such as the loss in efficiency, when data that were generated using the model without frailties are analyzed with methods developed under the model with frailties. For the first three items, simulation runs were performed for both the frailty-less model and for the model with frailty. We describe the settings for the different simulation parameters.
Sample Size: To examine the impact of sample size, we choose three values of n: n ∈ {10, 30, 50}.
The case of n = 10 may not be realistic in biomedical settings, which often have many subjects in the study, but such a small sample size may arise in the reliability and engineering settings, such as for example in the hydraulic data set. Including this small sample size enables us also to examine the limitations of the numerical procedures in obtaining the estimates.
Censoring Mechanism: The censoring variable τ i , i = 1, 2, . . . , n, are generated according to a uniform distribution over [0, B] where B is chosen in order that under perfect repair (i.e., E(s) = s − S N † (s−) ) and with α = 1, there are, on average, approximately 10 events per unit. Moreover, to place an upper limit to the number of events that could occur for a unit, when the number of events for a unit reaches 50 then we cease observing this unit and set τ i = S i,50 . This has the potential consequence of introducing some bias because this amounts to doing a combination of Type II and random censoring. Nevertheless, because the value of 50 is large enough, we conjecture that the bias introduced is negligible.
Effective Age Function: For the simulation studies we considered an effective age process corresponding to the general minimal repair model (see Example 2.5) with perfect repair probability of 0.6. Since the upper bound for the uniform censoring was determined under the perfect repair model and with α = 1 in order to have an average of approximately 10 events per unit, in the simulations the effective average number of events per unit may either be smaller or larger than this prespecified value of 10 owing to the interplay among the baseline hazard rate function (if it is increasing failure rate (IFR) or decreasing failure rate (DFR)), the minimal repairs performed, and the effect of increasing number of event occurrence quantified by α.
Baseline Survivor Function: For the baseline hazard function λ 0 (·) we choose the flexible and commonly-used Weibull hazard function, with a unit scale parameter and shape parameter (γ) taking values in {.9, 2}, the former leading to a DFR distribution, and the latter giving rise to an IFR distribution. Note that the estimation procedure proposed is semiparametric, hence the scale and shape parameters of this Weibull baseline distribution are not estimated; on the other hand, see Stocker and Peña (2003) for a parametric treatment of the baseline hazard function.
ρ Function: The ρ function which handles the impact of accumulating event occurrences is assumed to be of form ρ(k; α) = α k with α ∈ {0.9, 1.0, 1.05}, which models the situations where an increasing number of event occurrences has a beneficial effect, has no effect, or has an adverse effect, respectively.
Covariates: We consider a two-dimensional covariate vector (X 1 , X 2 ) with X 1 having a Bernoulli distribution with success probability of 0.5, X 2 having a standard normal distribution, and with X 1 and X 2 stochastically independent. The regression coefficient vector (β 1 , β 2 ) is set to be (1, −1).
The fact that the grouping induced by the first covariate is done using a symmetric Bernoulli mechanism lead sometimes to highly asymmetric allocations for some simulation replicates, which was the cause of some convergence problems in the iterative procedure when n = 10.
Frailty Component: The parameter ξ of the gamma distribution governing the frailty variable was set to {2, 6, ∞}, with ∞ corresponding to the absence of frailties. With respect to the parametrization ξ → η = ξ/(1 + ξ), these frailty values convert to having η ∈ { 2 3 , 6 7 , 1}.
For each combination of these simulation parameters, 1000 replications were performed. In the analysis, we set s * = 10. Also, to create the bias, variance, and root-mean-squared-error curves for the estimator of the baseline survivor function, we choose the time values that corresponded to the 
. This enables the graphical and empirical assessment of whether the sampling distributions of these standardized values (at a fixed time point) are converging to a normal distributions. As mentioned earlier, a theoretical treatment of the asymptotic properties of the estimators will be presented in another paper.
Discussions of Simulation Results
In the discussion of the simulation results that follows, we will focus on the effects of changing n, changing ξ or η, changing α, and changing γ, on the distributional properties of the estimators of α, β, and η, as well as the estimator of the baseline survivor functionF 0 . In addition, we also address the consequences of analyzing data that follows the general model with frailty using procedures developed for the general model without frailties, an under-specification; and also consider the impact of over-specification, which is the situation where procedures developed under the model
with frailties are utilized to analyze data from a model without frailties. Such analyses will provide information on which type of mis-specification is of a more serious type.
Results of the simulation studies are presented in the following tables. Table 1 summarizes the mean values and standard deviations (i.e., standard errors of the estimates) of the sampling distributions of the estimators of α, β 1 , β 2 , and η for α values of 0.9, 1.0, and 1.05 as n varies in the set {30, 50}. We do not anymore show the cases with n = 10 to conserve space. Table 2 contains means and standard deviations summaries of the simulation runs pertaining to the under-and overspecified analysis. Table 3 contains plots of the bias and rmse curves for the estimator ofF 0 under the case where α = .9 for ξ ∈ {2, 6, ∞} with the plots for different values of n superimposed on each plot frame for two Weibull shape parameter values, γ = 0.9 and γ = 2.0. Table 4 contains side-byside boxplots of W n (s * , t) for t-values associated with the deciles of the true survivor functionF 0 for the case where α = .9, ξ = 2, γ = 0.9, and as n varies in {10, 30, 50}. Table 5 contains bias and rmse curves under the mis-specification runs, showing the effect of sample size for different values of α and when ξ = 2 and γ = 0.9.
We note at the outset that one limitation of the computational implementation used in the simulation is that for small sample sizes such as n = 10 (not shown in the tables), there were some cases of nonconvergence (indicated by the column NC in the tables), and also the computational procedure in a few runs may not have converged to a maximizing value for the likelihood with respect to the parameter β 1 , probably because there were not enough units allocated to one of the groups. For some replicates, the resulting values turned out to be extreme outliers, and the effect of these outliers is evident in the simulated mean values ofβ 1 . When these outliers were removed, the simulated mean values became very close to the true value of β 1 .
As is to be expected, for the simulation runs where there was no mis-specification, when the sample size increases, the performance of the estimators of the finite-dimensional parameters, as well as for the baseline survivor function, improved, with the biases decreasing and the standard errors also decreasing. This is also true for the over-specification runs. When the sample size is small, there is considerable over-estimation of η = ξ/(1 + ξ), though this bias decreases with increasing sample size. When there is under-specification however, all the estimators are extremely biased (see UVW-runs in Table 2 as well as Table 5 , demonstrating the undesirable consequences of committing this under-specification. Regarding the effect of the frailty parameter ξ, for estimating the finite-dimensional parameters, the amount of bias for n = 30 and n = 50 are negligible. The impact of the ξ is on the standard errors of the estimators, with larger values of ξ translating into less correlation, leading to smaller standard errors for the same sample size. When considering on the other hand the estimatorF 0 of the baseline survivor function, by examining the curves in Table   3 we observe that the bias and rmse curves of this estimator decrease as n increases, and the same could also be said as ξ increases. Generally, the bias function is positive, and as is to be expected there is more bias and rmse in the middle portion of the survivor function. Regarding the marginal distributions ofF 0 (t), we observe from the side-by-side boxplots in Table 4 that as the sample size increases, the sampling distribution of W n (s * , t) in t becomes closer to being symmetric about zero and supports the conjecture that a normal limiting distribution holds. This issue of asymptotic distributions of the estimators will be addressed in a separate paper. In particular, the question of whether the process {W n (s * , t) : 0 ≤ t ≤ t * } converges weakly to a Gaussian process will be examined.
Some care, however, must be observed when considering the effects of changing α and changing
Weibull shape parameter γ in the context of the precision of the estimators because the interplay between these two parameters leads to differing observed number of events. To see this, examine the columnμ Ev , which represents the mean number of events observed per unit, in Table 1 . In this table, we notice that when α < 1 and γ < 1, the latter leading to a DFR Weibull baseline distribution, there tends to be a smaller number of observed events; whereas when α > 1 and γ > 1, the latter making the Weibull baseline IFR, then there tends to be more events observed.
These differences in the observed number of events can be explained by taking into account the minimal repair model considered in the simulation. In the first situation for instance, an α value less than unity makes the unit less likely to have events as calendar time increases since more event occurrences become beneficial to the unit and, in addition, when a minimal repair is performed, then the DFR nature (because γ < 1) of the baseline distribution diminishes the rate of event occurrences thereby lengthening the inter-event times. Because the upper bound B for the uniformly distributed follow-up time τ was determined under α = 1 and with a backward recurrence time effective age corresponding to a perfect repair mechanism, the impact of α < 1 and γ < 1 is a smaller number of events compared to the target of approximately 10 events used in deriving B. An analogous argument, but in the opposite direction, holds true when dealing with α > 1 and γ > 1. The impact of the minimal repair effective age and its interplay with a DFR or IFR baseline distribution can be further seen from Table 1 with α = 1, where we see that when the baseline distribution is DFR (IFR), the observed number of events per unit is less (more) than the target of approximately 10 events per unit used in deriving B. A fascinating situation is when α < 1 and γ > 1, or when α > 1 and γ < 1, for the effects of α and γ are in opposite directions in the context of event occurrences.
Examining the bottom portion of the A-runs in Table 1 and the upper half of the C-runs in Table   1 , and with reference to the B-runs in this same table, we observe that for the chosen α and γ values in the simulation, there was a more pronounced effect of the α values compared to the γ values since when α = .9 and γ = 2, the observed number of events is slightly below 10, whereas when α = 1.05 and γ = .9, the observed number of events is more than 10. The greater effect of α than γ on the mean number of events is not surprising, because γ was partially accommodated in the determination of the upper bound B for the censoring distribution. It is a theoretical challenge, however, to obtain an exact analytical expression for B that will yield a prespecified mean number of event occurrences per unit for a given α, γ, ξ, and specified effective age function, even for the restricted case where β = 0. This appears to be a non-trivial problem, which in the renewal (i.i.d.)
model (cf., Peña et al. (2001) ) involves the baseline distribution renewal function owing to the sum-quota accrual scheme.
In the presence of model mis-specification, by examining the bias and rmse plots in Table   5 , we find that under-specification leads to a non-negligible systematic bias that increases with n, and, based on other simulation runs not reported here, also with α. In fact, for this type of mis-specification, we have observed that the mean of the process W n (s * , t) in t does not converge to the zero function as n increases, implying that with this mis-specification, the estimatorF 0 may be inconsistent.
In contrast, with over-specification, we find that there is no recognizable loss in efficiency compared to the correct analysis, though we observe some very slight increase in the standard errors of the finite-dimensional parameter estimators (see XYZ-runs in Table 2 and compare the standard deviations in the A9 row of Table 1 and the X3 row, B9 row of Table 1 with the Y3 row, and the C9 row of Table 1 and the Z3 row). This indicates that there is much to be gained in the context of robustness by simply fitting the frailty-based model since, if the data did come from the frailty model, then the analysis is correct, while if the data came from the frailty-less model, there is no significant efficiency loss incurred; whereas, if there is under-specification of the model, then the consequences are unacceptable if the data actually came from the model with frailty. This lends strong support that this new class of models provides a general and flexible class for fitting recurrent event data and provides an avenue for a robust method of analysis for real data sets.
Applications to Real Data
In this section we will apply the estimation procedures developed in preceding sections to three real data sets from the biomedical and reliability settings.
The first application is to the bladder cancer data used in Wei, Lin, and Weissfeld (1989) , which can be obtained from the survival package (Lumley and Therneau 2003) in the R Library.
These data provide the times to recurrence of bladder cancer for n = 85 subjects. The covariates are X 1 , the treatment indicator (1 = placebo; 2 = thiotepa); X 2 , the size (in cm) of the largest initial tumor; and X 3 , the number of initial tumors. A pictorial representation of the data is provided in the first plot in Figure 1 , though the second and third covariates are not indicated. We first fitted the general model using the backward recurrence time E(s) = s − S N † (s−) as effective age.
With s * = 64, the maximum observation period, we fitted the general model without frailties, and For lack of information about the effective age, we also fitted the general model with frailties assuming a 'minimal repair' after each event, E(s) = s. In this situation, the estimates arê α = .789, (β 1 ,β 2 ,β 3 ) = (−.5743, −.0315, .2220), andξ = .974, indicating the importance of the frailty component in this case. The estimates of the survivor functions for the two effective age specifications are presented in the second plot in Figure 1 . The lower curves (red), corresponding to the placebo group, are obtained by setting X 1 = 1 in the expression given by
while the upper curves (blue) are for the thiotepa group obtained by setting X 1 = 2. The observed means wereX 2 = 2.01 andX 3 = 2.11. The solid curves are for the backward recurrence time effective age, while the dashed curves are for E(s) = s. These plots seem to indicate that the thiotepa group has a higher survival rate than the placebo group, although the statistical significance of this difference depends on which effective age process was used.
It is of interest to compare the estimates of the regression coefficients from the general model with those obtained using the three existing methods of analysis described in Therneau and Hamilton (1997) and Therneau and Grambsch (2000) . The (2000), together with the estimates obtained from the general model with frailty under these two specifications of the effective age process, E(s) = s − S N † (s−) and E(s) = s. 
From this table we note the crucial role that the effective age process plays in this analysis and how it provides a reconciliation of the varied estimates from these different methods. When the effective age process corresponds to perfect repair, then the estimates from the general model are close to those obtained from PWP's conditional method, whereas when the effective age process corresponds to minimal repair, the resulting estimates are close to those obtained from the WLW marginal method. The values from the AG method lie between these two cases. An explanation is that, in the analyses reported in Therneau and Grambsch (2000) , the AG method and the WLW method assume a calendar time scale acting on the hazard functions, with the WLW method incorporating a stratification arising from the event occurrence, which seems to be modeled by the α parameter in the general model; whereas, by the nature of the conditional approach of PWP, the time scale acting on the hazard is the backward recurrence time. The ability of the general model to seemingly explain these varied estimates from these different methods indicates the crucial role of the effective age and the need to monitor this information. Without this information, different methods will produce varied estimates, which could possibly lead to contradictory conclusions. If information about the effective age is obtained, then the general model may provide a flexible modeling vehicle for real data sets.
Because of the importance of the effective age process as demonstrated by this application to the bladder cancer data, we examined further through a simulation study the impact of misspecifying the effective age process. We considered the model described in the simulation studies of Section 5 with a perfect repair probability of 0.6, and examined the impact of two types of effective age process mis-specification: that the interventions following event occurrences are all minimal repair, or that they are all perfect repair.
The results (not shown) indicate an interesting interplay between the nature of the baseline survivor function (DFR/IFR) and the behavior ofF 0 andα. We observed that under the minimal repair mis-specification, whenF 0 is DFR,F 0 exhibits negative bias andα is positively biased.
Additionally for this mis-specification, whenF 0 is IFR,F 0 exhibits positive bias andα is positively biased. Alternately, when the mis-specification is perfect repair, an underlying baseline DFR (IFR) is associated with positive (negative) bias inF 0 and negative (positive) bias inα. We explain these findings as follows: When the model mistakenly assumes minimal repair at each event occurrence, it tends to overestimate the effective age of units. Hence, in the case of DFR, the model anticipates longer interevent times than are realized in the data, creating the negative bias, especially for larger interevent times, in the estimates of the baseline survivor function in this situation. In the case of IFR, the minimal repair mis-specification leads to longer interevent times in the data than are anticipated by the model, creating a positive bias in the estimated baseline survivor function. When a perfect repair is incorrectly assumed at each event occurrence, the model tends to underestimate the effective age of units. Hence, using reasoning analogous to that for the minimal repair mis-specification, there is positive (negative) bias in the estimated baseline survivor function in the case of DFR (IFR). Especially interesting is that this behavior induces biases also in the finite-dimensional parameter estimates, withα, in particular, evidently compensating such thatα is positively biased when the baseline distribution is DFR, and negatively biased when this distribution is IFR. These simulation results further indicate the importance of monitoring the effective age process, and in future research we intend to examine consequences of other types of mis-specifications that may occur in practice.
Another biomedical example pertains to the rehospitalization of patients diagnosed with colorectal cancer. The data provide the calendar time (in days) of the successive hospitalizations after the date of surgery. The first readmission time was considered as the time between the date of the surgical procedure and the first rehospitalization after discharge related to colorectal cancer. Each subsequent readmission time was defined as the difference between the current hospitalization date and the previous discharge date. There were a total of 861 rehospitalization events recorded for the 403 patients included in the analysis. The data can be obtained from the gcmrec package in the R Library. The aim of the investigators was to determine whether there were differences regarding the time of the recurrent hospitalization due to social-demographic or clinical outcomes. However, in this example we consider only the following variables: tumor stage (Dukes classification: A-B, C or D); whether the patient received chemotherapy; and the distance between the hospital and the patient's residence. We have coded these covariates using dummy variables such that the regression coefficients can be interpreted as follows: β 1 pertains to patients diagnosed with Dukes C stage, and β 2 for patients with Dukes D stage; β 3 for patients who did not receive chemotherapy, and β 4 for patients whose residence are more than 30 kilometers from the hospital. Since in this case we have no information about the effective age, we assumed the backward recurrence time,
We fitted the general model without frailties, taking s * = 2060, the maximum follow-up time. The next data set, given in Blischke and Murthy (2000) , which was analyzed in Kumar and Klefsjo (1992) , concerns hydraulic load-haul-dump (LHD) subsystems used in moving ore and rock in underground mines in Sweden. The data set provides the calendar times (in hours), excluding repair or down times, of the successive failures of n = 6 such systems during the development phase, which was over a period of two years. We note that because in the data set the τ i -values
were not provided, for each unit we set τ i = S iK i . The first two machines are the oldest, the second two machines are of medium age, and the last two are relatively new machines. The categorized age of the machines will serve as our covariate, and it will be coded in terms of dummy variables with X = (0, 0) denoting old age, X = (1, 0) denoting medium age, and X = (0, 1) denoting young age. For purposes of our analysis, we will assume that the effective age function is the backward recurrence time E(s) = s − S N † (s−) . The number of failure events for the six machines are K = (24, 26, 28, 29, 27, 24) . When the general model without frailty is fitted, the resulting parameter estimates areα = 1.0265 and (β 1 , β 2 ) = (−0.0764, −0.0537). The estimates of the standard errors of these parameter estimates, obtained from the estimate of the inverse of the partial likelihood information matrix, areσα = 0.0106 andσβ = (0.2014, 0.2056) . These estimates were obtained by setting s * to any value larger than max 1≤i≤6 τ i = 4743 hours. We also fitted the general model with gamma frailties to this hydraulic data set. The estimate of the frailty parameter was very large (ξ = 2.53 × 10 28 orη ≈ 1), which indicates the absence of unobserved frailties which would have induced additional heterogeneity among the machines. As a consequence, the estimates of α and (β 1 , β 2 ) were identical to those obtained when the model without frailties was fitted.
Concluding Remarks
In this paper procedures for estimating the parameters of a general and flexible class of models for recurrent events proposed by Peña and Hollander (2004) were developed, and their properties were examined through computer simulation studies. The class of models, which includes as special cases many well-known models in survival analysis and reliability, possesses the appealing properties that it takes into account the effect of interventions which are administered after each event occurrence through the notion of an effective age, the possible weakening (or strengthening) effect of accumulating event occurrences, the possible presence of unobserved frailties that could be inducing correlations among the inter-event times per unit, and the effect of observable covariates. Some data sets in the biomedical and reliability/engineering settings were re-analyzed using this new class of models. It was found in the simulation studies that an under-specification of the model, in the sense of analyzing a data generated from the model with frailties using procedures developed from the model without frailties, could have unacceptable consequences in that the resulting estimators will have non-negligible systematic biases. On the other hand, it was found that over-specification of the model may provide a robust method of analysis with an acceptable loss in efficiency. The application of the procedures to the bladder cancer data set also provided a reconciliation of seemingly varied estimates obtained from currently available methods of analyzing recurrent event data, and highlights the importance of monitoring the effective age process.
There are still many interesting and important questions that need to be examined with regards to this general model. The first is the ascertainment of asymptotic properties of the estimators, such as their asymptotic normality or the weak convergence to a Gaussian process of a properly normed estimator of the baseline survivor function. This will be the topic of another paper, and the resolution of this asymptotic problem may require methods utilized in Murphy (1994 Murphy ( , 1995 and Parner (1998) . Some asymptotic results for specific models subsumed by the general class of models could be found in Peña et al. (2001) and Kvam and Peña (2003) . Through such asymptotic analysis we will be able to obtain expressions for approximating analytically the standard errors of the estimators which will reflect the effects of an informative right-censoring mechanism as well as the impact of the sum-quota accrual scheme (see Peña et al. (2001) for the special case of a renewal model).
The problem of how to validate this class of models after it has been fitted to a specific data set is another open problem, and calls for suitable goodness-of-fit and model validation procedures.
For example, in the illustration using the LHD data set, the survivor curve estimate for the medium age group is a little higher than for the new age group, and when one examines the data, there is a long gap in the third machine which might have led to this ordering. A question of interest is whether this particular inter-event time is an outlier, and it is hoped that future model validation and diagnostics procedures for this class of models will be able to answer such a question. Another question of interest is in the absence of an effective age data, might it have been better to fit a minimal repair effective age function, instead of the perfect repair effective age for this LHD data?
This question leads to the recognition that an existing limitation of this class of models is that currently available data sets do not possess information regarding the effective age process. Thus, in applying this model to currently available data sets, we are forced to assume simple forms of the effective age process, such as the imperfect repair or perfect repair models discussed here. This problem of not knowing the effective age was first highlighted in Whitaker and Samaniego (1989) , where they pointed out that if the repair modes, hence the effective ages, are not known in the minimal repair model, then the model is nonidentifiable. For the purpose of demonstrating their inference methods using Proschan (1963) 's air-conditioning data, which did not include the modeof-repairs, they therefore augmented the inter-failure times data with assumed mode-of-repair data to illustrate the estimation of the reliability function. As demonstrated by our simulation studies to assess the impact of mis-specifying the effective age process in relation to the bladder cancer data application, a mis-specification on this effective age could lead to systematic biases on the estimators. It is therefore our hope that researchers will include the effective age in the data gathering stage of their studies. This may prove to be a novel and important aspect in areas in which recurrent events occur, and calls for a paradigm shift in the data gathering of recurrent event data. Table 1 : Summary of simulated means and standard deviations of the estimators of α, β, and η = ξ/(1 + ξ). The true value of β is (1, −1), and 1000 replications were run for each parameter combination. The other columns of this table are: γ denotes the Weibull shape parameter; n is the sample size; NC is the number of replicates in which there was no convergence;μ Ev is the observed mean number of events per unit in all the simulation replications. Table 2 : Summary of simulated means and standard deviations for the estimators of α, β 1 , and β 2 for the situation of under-specification (label UVW) and over-specification (label XYZ). The true regression coefficients are β = (1, −1) and 1000 replications were run for each parameter combination. Table 3 : Bias and root mean squared error curves for the estimator of the baseline survivor function as the sample size (n) varies [n = 10 is red; n = 30 is blue; n = 50 is green]. This is for the case where α = .90. The upper plot frame in each cell is for Weibull shape parameter of 0.90, while the lower plot frame is for shape parameter of 2.0. Table 4 : Side-by-side boxplots of the simulated values of W n (s * , t) = √ n[F 0 (s * , t) −F 0 (t)] for t-values associated with the [.1 : (.1) : .9] percentiles of the true baseline survivor functionF 0 . The plots are for the case whereF 0 is a Weibull with shape parameter of 0.9 and scale parameter of unity, and with α = .90, and for combinations of ξ and n as indicated. In each boxplot, the mean value is indicated by a red ×, black line marks the median, and darker shade (lighter shade) indicates below (above) zero. Table 5 : Bias and RMSE curves when data are generated from the model with frailty with ξ = 2, γ = 0.9, and the model with no frailty is fitted. The three curves are for varying sample sizes with red curve for n = 10, blue curve for n = 30, and green curve for n = 50. The first plot is a pictorial representation of the bladder data set used by Wei, Lin and Weissfeld (1989) . The picture shows the times of bladder cancer recurrence for 85 subjects. The treatment assignment (X 1 ) is color-coded according to red (placebo) and blue (thiotepa). The other two covariates, the size of the largest initial tumor (X 2 ) and the number of initial tumors (X 3 ) are not depicted in this picture. The second plot contains estimates of the survivor function for this data set when the model without (and with) frailty is fitted. The red curve is for the placebo group (X 1 = 1), while the blue curve is for the thiotepa group (X 1 = 2), both evaluated at the mean values of X 2 and X 3 . The solid curves are for effective age E(s) = s − S N † (s−) (perfect repair), while the dashed curves are when E(s) = s (minimal repair).
