The exploitation of idle cycles on pervasive desktop PC systems offers the opportunity to increase the available computing power by orders of magnitude (10x -1000x). However, for desktop PC distributed computing to be widely accepted within the enterprise, the systems must achieve high levels of efficiency, robustness, security, scalability, manageability, unobtrusiveness, and openness/ease of application integration.
Introduction
For over four years, the largest computing systems in the world have been based on "distributed computing" the assembly of large numbers of PC's over the Internet. These "grid" systems sustain multiple teraflops continuously by aggregating hundreds of thousands to millions of machines and demonstrate the utility of such resources for solving a surprisingly wide range of largescale computational problems in data mining, molecular interaction, financial modeling, etc. These systems have come to be called "distributed computing" systems and leverage the unused capacity of high performance desktop PC's (up to 2.2 Gigahertz machines with multi-gigaop capabilities [1] ), highspeed local-area networks (100 Mbps to 1Gbps switched), large main memories (256MB to 1GB configurations), and large disks (60 to 100 GB disks). Such distributed computing systems leverage the installed hardware capability (and work well even with much lower performance PC's) and thus can achieve a cost per unit computing (or Return-On-Investment) superior to the cheapest hardware alternatives by as much as a factor of five or ten. As a result, distributed computing systems are now gaining increased attention and adoption within enterprises to solve their largest computing problems and attack new problems of unprecedented scale. In this paper, we focus on enterprise distributed computing. We use the terms distributed computing, high throughput computing, and desktop grids synonymously to refer to systems that tap vast pools of desktop resources to solve large computing problems.
For a number of years, a significant element of the research and now commercial computing community has been working on technologies for "grid computing" [2] [3] [4] [5] [6] . These systems typically involve servers and desktops, and their fundamental defining feature is to share resources in new ways. In our view, the Entropia system is a desktop grid which can provide massive quantities of resources and will naturally be integrated with server resources into an enterprise grid [7, 8] .
While the tremendous computing resources available thru distributed computing present new opportunities, harnessing them in the enterprise is quite challenging. The system must operate in environments of extreme heterogeneity in machine hardware and software configuration, network structure, and individual/network management practice. And because the primary function of the resources is desktop use (e.g. desktop word processing, web information access, spreadsheets, etc.), the resources must be exploited without effecting the desktop user's productivity.
To achieve a high degree of utility, distributed computing systems must capture a large number of valuable applications. Therefore the effort required to deploy an application on the system, in a way that secures the application and its data as it executes, must be minimal. Of course, the systems must also support large numbers of resources, thousands to millions of computers, to achieve the promise of tremendous power and do so without requiring armies of IT administrators.
The Entropia system provides solutions to the above desktop distributed computing challenges. The key advantages of the Entropia system are the ease of application integration and a new model for providing security and unobtrusiveness for the application and client machine. To provide rapid application integration, Entropia uses binary modification technology to provide strong security guarantees and to ensure unobtrusive application execution. Other systems require developers to modify their source code to use custom APIs or simply rely on the application to be "well behaved" and provide weaker security and protection [9] [10] [11] . It is not always possible to get access to the application source code (especially for commercially available applications) and, regardless, maintaining multiple versions of the source code can require a significant ongoing development effort. As to relying on the good intentions of the application programmers, we have found that even commonly used applications in use for quite some time can at times exhibit anomalous behaviour. Entropia's approach ensures both a large base of potential applications and a high level of control over the application's execution.
The remainder of the paper includes a brief history of distributed computing which has led to large-scale distributed computing systems in Section 2; the key technical requirements for a distributed computing platform in Section 3; the Entropia system architecture and implementation, including its key elements and how it addresses the technical requirements in Section 4; and a description of typical applications and their performance on the Entropia system in Section 5. We conclude and briefly present a perspective on the future potential of distributed computing in Section 6.
Background
The idea of distributed computing has been described and pursued as long as there have been computers connected by networks. Early justifications of the ARPANET [12] described the sharing of computational resources over the national network as a motivation for building the system. In the mid 1970's, Ethernet was invented at Xerox PARC, providing high bandwidth local-area networking. This invention combined with the Alto Workstation presented another opportunity for distributed computing and the PARC Worm [13] was the result. In the 1980's and early 1990's several academic projects developed distributed computing systems that supported one or several Unix systems [11, [14] [15] [16] [17] . Of these, the Condor Project is perhaps the best known and most widely used. These early distributed computing systems focused on developing efficient algorithms for scheduling, load balancing and fairness. However, these systems provided no special support for security and unobtrusiveness, particularly in the case of misbehaving applications. Furthermore, they did not manage dynamic desktop environments, limited what was allowed in application execution, and incurred a significant management effort for each machine.
At approximately the same time, the scientific computing community began to move from large expensive supercomputers to relatively inexpensive Unix workstations [18] and, in the late 1990's, to low-cost PC hardware [19, 20] . During this time, clusters of inexpensive PCs connected with high-speed interconnects were demonstrated to rival supercomputers for some applications. These systems provided clear evidence that PC's could deliver serious computing power.
The growth of the World Wide Web (WWW) [21] and the exploding popularity of the Internet created a new much larger scale opportunity for distributed computing. For the first time, millions of desktop PC's were connected to wide-area networks both in the enterprise and in the home. The number of machines potentially accessible to an Internet-based distributed computing system grew into the tens of millions of systems for the first time. The scale of the resources (millions), the types of systems (windows PC's, laptops), and the typical ownership (individuals, enterprises) and management (intermittent connection, operation) gave rise to a new explosion of interest in and a new set of technical challenges for distributed computing.
In 1997, Scott Kurowski partnered with George Woltman to begin a search for large prime numbers, a task considered synonymous with the largest supercomputers. This effort, the "Great Internet Mersenne Prime Search" or GIMPS [22, 23] , has been running continuously for over five years with over 200,000 machines participating and has discovered the 35th, 36th, 37th, 38th, and 39th Mersenne primes -the largest known prime numbers. The most recent was discovered in November 2001 and is over 4 million digits in length.
The GIMPS project was the first project taken on by Entropia, Inc, a startup commercializing distributed computing. Another group, distributed.net [24] , pursued a number of cryptography related distributed computing projects in this period as well. In 1999, the best-known Internet distributed computing project, SETI@home [25] , began and rapidly grew to several million machines (typically about 0.5 million active at any one time). These early Internet distributed computing systems showed that aggregating very-large-scale resources was possible and that the resulting system dwarfed the resources of any single supercomputer, at least for a certain class of applications. But these projects were single-application systems, difficult to program and deploy, and very sensitive to the communication-to-computation characteristic of the application. A simple programming error could cause network links to be saturated and servers to be overloaded.
The current generation of distributed computing systems, a number of which are commercial ventures, provide the capability to run multiple applications on a collection of desktop and server computing resources [9, 10, 26, 27] . These systems are evolving towards a general-use compute platform. As such, providing tools for application integration and robust execution are the focus of these systems.
Grid technologies developed in the research community [2, 3] have focused on issues of security, interoperation, scheduling, communication, and storage. In all cases, these efforts have been focused on Unix servers. For example, the vast majority, if not all, of the Globus and Legion activity has been done on Unix servers. Such systems differ significantly from the Entropia system as they do not address issues that arise in a desktop environment including dynamic naming, intermittent connection, untrusted users, etc. Further, they do not address a range of challenges unique to the Windows environment, whose five major variants are the predominant desktop operating system.
Requirements for Distributed Computing
Distributed computing systems begin with a collection of computing resources, heterogeneous hardware and software configurations distributed throughout a corporate network, and aggregate them into a single easily managed resource. Distributed computing systems must do this in a fashion that ensures there is little or no detectable impact on the use of the computing resources for other purposes; it must respect the various management and use regimens of the resources; and it must present the resources as one single robust resource. The specific requirements of a distributed computing system include the following:
Efficiency -The system must harvest unused cycles efficiently, collecting virtually all of the resources available. The Entropia system gathers over 95% of the desktop cycles unused by desktop user applications. Robustness -The system must complete computational jobs with minimal failures, masking underlying resource and network failures. In addition, the system must provide predictable performance to end-users despite the unpredictable nature of the underlying resources. Security -The system must protect the integrity of the distributed computation. Tampering with or disclosure of the application data and program must be prevented. The Distributed Computing system must also protect the integrity of the computing resources that it is aggregating. Distributed computing applications must be prevented from accessing or modifying data on the computing resources. Scalability -The system must scale to the use of large numbers of computing resources. Because large numbers of PC's are deployed in many enterprises, scaling to 1,000's, 10,000's, and even 100,000's are relevant capabilities. However, systems must scale both upward and downward performing well with reasonable effort at a variety of system scales. Manageability -Any system involving thousands to hundreds of thousands of entities must provide management and administration tools. Typical rules of thumb, such as requiring even one administrator for every two hundred systems, would be unacceptable. We believe distributed computing systems must achieve manageability that requires no incremental human effort as clients are added to the system. A crucial part of manageability is client cleanliness: it is crucial that the computing resources state is identical after running an application as it was before running the application. Unobtrusiveness -The system typically shares resources (both computing, storage, and network resources) with other systems in the corporate IT environment. As a result, the use of these resources should be unobtrusive, and where there is competition, non-aggressive. The distributed computing system must manage its use of resources so as not to interfere with the primary use of the desktops and networks for other activities. This includes both the use due to system activities as well as use driven by the distributed computing application. Openness / Ease of Application Integration -Fundamentally, the distributed computing system is a platform on which to run applications. The number, variety, and utility of the applications supported by the system directly affects its utility. Distributed computing systems must support applications developed with all kinds of models, with many distinct needs and with minimal effort.
Together, we believe these seven criteria represent the key requirements for distributed computing systems.
Entropia System Architecture
The Entropia system addresses the seven key requirements described above by aggregating the raw desktop resources into a single logical resource. This logical resource is reliable, secure and predictable despite the fact that the underlying raw resources are unreliable (machines may be turned off or rebooted), insecure (untrusted users may have electronic and physical access to machines) and unpredictable (machines may be heavily used by the desktop user at any time). This logical resource provides high performance for applications through parallelism while always respecting the desktop user and his or her use of the desktop machine. Furthermore, this logical resource can be managed from a single administrative console. Addition or removal of desktop machines from the Entropia system is easily achieved, providing a simple mechanism to scale the system as the organization grows or as the need for computational cycles grows.
To support the execution of a large number of applications, and to support the execution in a secure manner, Entropia employs proprietary binary sandboxing techniques that enable any Win32 application to be deployed in the Entropia system with no modification to the source code and no special system support. End-users of the Entropia system can use their existing Win32 applications and deploy them on the Entropia system in a matter of minutes. This is significantly different than the early large-scale distributed computing systems like SETI@home and other competing systems that require rewriting and recompiling of the application source code to ensure safety and robustness.
Enabling Applications
The openness/ease of application integration requirement (detailed in Section 3) in some ways naturally conflicts with the security and unobtrusiveness requirements. The former requirement aims to broaden the set of applications that can run on the distributed computing system and allow those applications to be integrated with little burden. This may include applications that were not originally designed to run in a distributed computing setting or applications that may be fragile or in development. Running these applications as-is on thousands or tens of thousands of desktop clients may violate the latter requirements regarding security and unobtrusiveness. These latter requirements necessarily restrict the actions of the application or impose constraints on how they operate, thereby reducing the set of applications that are suitable for distributed computing.
Entropia's approach to application integration, a process known as "sandboxing", is to automatically wrap an application in our virtual machine technology. When an application program is submitted to the Entropia system for execution, it is automatically sandboxed by the virtual machine. An application on the Entropia system executes within this sandbox and is not allowed to access or modify resources outside of the sandbox. However, the application is completely unaware of the fact that it is restricted within the sandbox since its interaction with the operating system is automatically mediated by the Entropia virtual machine. This mediation layer intercepts the system calls made by the application and ensures complete control over the application's interaction with the operating system and the desktop resources. The standard set of resources that are mediated include file system access, network communication, registry access, process control and memory access. This technique allows the Entropia system to support arbitrary applications written in any programming language that can be compiled down to Windows executables (C, C++, C#, Java, FORTRAN, etc.) and even third-party shrink-wrapped software and common scripting languages. Since no source code is required, the use of binary sandboxing supports the broadest range of applications possible with little effort. At the same time, because the sandbox mediates the application execution at the system call level, it provides finegrain control of the system and desktop resources used by the applications.
Layered Architecture
The Entropia system architecture is composed of three separate layers (see Figure 1 ). At the bottom is the Physical Node Management layer that provides basic communication and naming, security, resource management, and application control. On top of this layer is the Resource Scheduling layer that provides resource matching, scheduling, and fault tolerance. Users can interact directly with the Resource Scheduling layer through the available APIs or alternatively, users can access the system through the Job Management layer that provides management facilities for handling large numbers of computations and files. Entropia provides an implementation of the Job Management layer, but other implementations can be developed as needed on top of the Resource Scheduling layer.
We briefly describe these three layers, and then describe the advantages of this approach in achieving a robust, scalable distributed computing resource.
Physical Node Management
The distributed computing environment presents numerous unique challenges to providing a reliable computing capa-bility. Individual client machines are under the control of the desktop user or IT manager. They can be shutdown, rebooted, or have their IP address changed. A machine may be a laptop computer that is disconnected for long periods of time, and when connected must pass its traffic through network firewalls. The Physical Node Management layer of the Entropia system manages these and other low-level reliability issues. In addition to communication and naming, the Physical Node Management layer provides resource management, application control, and security. The resource management services capture a wealth of static and dynamic information about each physical node (e.g. physical memory, CPU speed, disk size, available space, client version, data cached, etc.), reporting it to the centralized node manager and system console. The application control services provide basic facilities for process management including file staging, application initiation and termination, and error reporting. It also ensures that nodes can be recovered from runaway applications, detects and terminates misbehaving applications, and detects and reports any damage to the software client installation. The security services employ a range of encryption and binary sandboxing technologies to protect both distributed computing applications and the underlying physical node. Application communications and data are protected with high quality cryptographic techniques. A binary sandbox controls the operations and resources that are visible to distributed applications on the physical nodes in order to protect the software and hardware of the underlying machine. This same sandbox also controls the usage of resources (memory, disk, network) by the distributed computing application. Resource Scheduling The distributed computing system consists of resources with a wide variety of configurations and capabilities. The Resource Scheduling layer accepts units of computation from the user or job management system, matches them to appropriate client resources, and schedules them for execution. Despite the resource conditioning provided by the Physical Node Management layer, the resources may still be unreliable (indeed the application may be unreliable in its execution). Therefore the Resource Scheduling layer must adapt to changes in resource status and availability and to failure rates that are considerably higher than in traditional cluster environments. To meet these challenging requirements the Entropia system can support multiple instances of heterogeneous schedulers. This layer also provides simple abstractions for IT administrators, which automate the majority of administration tasks with reasonable defaults, but allow detailed control as desired. Job Management A distributed computing application often involves large amounts of computation (thousands to millions of CPU hours) submitted as a single large job. This job is then broken down into a large number of individual subjobs each of which is submitted into the Entropia system for execution. The Job Management layer of the Entropia system is responsible for decomposing the single job into the many subjobs, managing the overall progress of the job, providing access to the status of each of the generated subjobs, and aggregating the results of the subjobs. This layer allows users to submit a single logical job (for example, a Monte Carlo simulation, a parameter sweep application, or a database search algorithm) and receive as output a single logical output. The details of the decomposition, execution and aggregation are handled automatically.
This three-layer approach provides a wealth of benefits in system capability, ease of use by end-users and IT administrators, and internal implementation. The Physical Node Management layer manages many of the complexities of the communication, security, and naming, allowing the layers above to operate with simpler abstractions. The Resource Scheduling layer deals with unique challenges of the breadth and diversity of resources but need not deal with a wide range of lower level issues. Above the Resource Scheduling layer, the Job Management provides job decomposition and aggregation and basic data management facilities in a convenient and scalable web interface.
Implementation
In this section we provide implementation details for the Entropia system's three architecture layers, using an end-to-end scenario to illuminate the function of each part. Figure 2 shows a high level view of the Entropia system, annotated with the interactions of the components. We now describe each of these components and their interaction.
In step 1, the user interacts with the Entropia system by submitting a job. A job represents an application, a collection of inputs to be run for that application, and the data to be used. We call each independent set of inputs a subjob, which is the unit of work assigned to client machines. When using the Job Manager, each application is registered in advance and consists of an application binary, a pre-processor, and a post-processor. Datasets may also be registered in advance. There is no registration requirement when sending subjobs directly to the Resource Scheduling Layer.
Job Manager
The Job Manager is responsible for pre-and post-processing of a job, submitting the subjobs created to the subjob scheduler, and making sure that all of the subjobs corresponding to the job complete in a timely fashion. At the job submission interface, users specify the application and data files, the priority, and attributes of the clients needed to run the job. The application the user submits to the Entropia system in step 1 consists of Win32 binaries and dll's, and Visual Basic scripts. The binaries submitted for an application are automatically sandboxed to provide a secure and safe environment for the execution of the subjob on the client. In addition, all . The Job Manager breaks up the computation into many independent "subjobs" (2) and submits the subjobs to the Subjob Scheduler.
In the mean time, the available resources of a client are periodically reported to the Node Manager (a) that informs the Subjob Scheduler (b) using the resource descriptions. The Subjob Scheduler matches the computation needs with the available resources (3) and schedules the computation to be executed by clients (4, 5, 6) . Results of the subjobs are sent to the Job Manager (7), aggregated together, and handed back to the end-user (8).
Visual Basic scripts and DOS functions are automatically executed inside the sandbox. An application-dependent pre-processor is used in step 2 to break the job up into subjobs. Pre-processing may be as simple as enumerating through a list of parameters for the application creating a subjob for each set of parameters or as complex as a running a program to split up a database into a number of slices -one for each subjob. Each subjob is submitted to the Subjob Scheduler. Subjob Scheduler The Subjob Scheduler is responsible for scheduling subjobs to clients and their robust execution. The subjob scheduler maintains a list of clients on which it is allowed to run subjobs. This list is decorated with attributes such as a client's connectivity (whether they are currently connected or not), a client's status and availability to run a subjob, and static client attributes (e.g., amount of memory on client, OS type, etc.).
(1) "Sandbox" the application: a single command that takes the application's executables and associated dll's and creates new "sandboxed" versions. (2) Authenticate DCGrid user to system. (3) Submit the subjob specifying input files (including executables, libraries and output files), resource requirements (including minimum memory, disk, processor speed, run time, priority, etc.), and a script to be executed on the client. (4) Optionally check subjob status. (5) Process output files when subjob is complete. Fig. 3 . Minimal steps for submitting and application to the Entropia system.
All of this information is used to schedule subjobs effectively. In Figure 2 , the boxes with a hole in the center, inside the subjob scheduler, represent client machines and their attributes assigned to that subjob scheduler.
Step 3 illustrates the scheduler assigning subjobs to clients, ensuring that client's attributes satisfy the subjob requirements. For example, if the user specifies that a job needs a minimum of 128 megabytes of memory, then that job's subjobs will only be assigned to clients with at least that amount of memory.
The subjob scheduler maintains several priority queues of subjobs to be run on the Entropia Grid. As subjobs are submitted to the scheduler, they are placed into the queue of appropriate priority (determined by the priority associated with the job). A subjob scheduler can schedule subjobs for thousands of clients. To provide scalability to larger number of clients and to provide subjob scheduler fault tolerance, additional schedulers can be added to the configuration to serve a job manager.
The subjob scheduler is also responsible for providing fault tolerance, insuring progress towards completion, and identifying faulty subjobs. This is provided by the following set of policies. The priority for a subjob is increased if it not assigned to a client in a reasonable amount of time. A subjob is rescheduled to run on a different client if the client becomes disconnected for too long or fails to return a result within the expected amount of time. If the subjob fails to complete after a given number of tries the subjob is marked as faulty and returned to the job manager. The job manager can then choose to re-submit the subjob or notify the user.
After a subjob has been assigned to a client, the next step is to send the subjob description and security information for the subjob to the client (step 4). When running the subjob (step 5), the files are transferred to the client from a file server or accessed via the network. It is advantageous to cache executable or data files for an application if the same job is run many times on the Entropia system. Caching of files provides scalability and manageability by reducing network traffic.
The next step of subjob execution is to invoke a user-provided script that can be used to orchestrate the starting of the subjob's executables. As the subjob runs, its access to the machine's resources is controlled and monitored by Entropia's binary sandbox to ensure that the subjob is unobtrusive, well behaved, and stays within the resources the client machine has available. In most other systems [28] , resource scheduling assumes dedicated resources. This is not the case in a desktop distributed computing environment. When the subjob completes execution, the client notifies the subjob scheduler (step 6). If there is a problem, the subjob may be resubmitted or deemed to be a failed subjob. Regardless, the subjob scheduler notifies the job manager (step 7) of the success or failure for running the subjob. The job manager provides an interface to monitor the progress of a job and all of its subjobs. When all or a specified fraction of the subjobs are complete, the results are post-processed. For example, a post-processing phase might filter through the results to find the top result. Finally, in step 8 the user retrieves the results of the overall job, or if desired each subjob.
Deployment and Management The Entropia Grid of clients is managed
via the Node Manager as shown in Figure 2 . When the Entropia client is installed on a machine it registers itself with a specified node manager (step a). This registration includes providing a list of all of the client's attributes. These attributes are passed to the subjob scheduler when the node manager assigns to the subjob manager its list of available clients (step b).
The node manager provides a centralized interface to manage all of the clients on the Entropia grid, which is accessible from anywhere on the enterprise network. The interface allows an administrator to easily monitor, add, remove, stop, and restart the clients. The node manager tracks the status of all of the machines. This includes the connectivity of the client, how much work has been performed by the client, and if there are any issues or problems for a specific client. The interface is designed to provide scalable management to vast numbers of clients, requiring minimal effort per client added to the grid. Desktop Client The goal of the Desktop Client is to harvest unused computing resources by running subjobs unobtrusively on the machine. First, subjobs are run at a low process and thread priority. The sandbox enforces this low priority on all processes and threads created. Second, the Desktop Client monitors desktop usage of the machine and resources used by the Entropia system. If desktop usage is high, the client will pause the subjob's execution, avoiding possible resource contention. The resources monitored by the client include memory and disk usage, paging, and process and thread allocation for the subjob. If pausing the subjob does not remedy the situation, termination of the subjob may be necessary. Third, the Desktop Client provides security for the client machine by mediating subjob access to the file system, registry, and graphical user interface. This prevents the subjob's processes from doing harm to the machine, and ensures that after subjob execution, the machine's state is the same as it was before running the subjob.
Sandboxed Desktop Execution
To provide this sandboxed environment, we use binary modification to intercept all important Windows API calls. This allows us to have complete control over the application and its interaction with the desktop machine.
Application Resource Usage and Control
In a desktop environment, it is important to make sure that the amount of resources an application consumes does not interfere with the usage of the desktop machine. For example, if an application uses more memory than what is available on a machine or spawns a significant number of threads, the machine can become unresponsive to user interaction and possibly even crash. To prevent this behavior, the Entropia system automatically monitors and limits application usage of a variety of key resources including CPU, memory, disk, threads, processes, etc. If an application attempts to use too many resources, the Entropia sandbox will pause or terminate all of the application's processes. The Entropia sandbox guarantees that you have strict control over all processes created when running an application. Protecting the Desktop Machine Along with controlling and monitoring an application's resource usage, an application's interaction with the desktop machine must be strictly controlled to prevent it from adversely affecting the desktop user, machine configuration, or network. This control will prevent any application misbehavior (due to software bugs, inappropriate input parameters, misconfiguration, virus, etc.). Therefore, the Entropia sandbox isolates the grid application and ensures that it cannot invoke inappropriate system calls, nor inappropriately modify the desktop disk, registry, and other system resources. We sandbox the application's access and usage of system resources, such as the registry and file system. This ensures that any modification of these resources is redirected to the Entropia sandbox. The sandbox prevents applications from maliciously or accidentally causing harm to the desktop resources, since they cannot modify the desktop's registry or file system. Without this protection, an application can modify system and user files, or even erase or reformat the desktop machine's hard drive.
As an example of the power of this technique, consider file system access by the application: an application uses standard Windows API's for opening, closing, reading and writing to a file. To protect the desktop user from the application, the sandbox automatically maps the file and directory structure for the application to ensure that all files read or written remain within the Entropia sandbox. Therefore, an application may believe that it is reading or writing to the directory C:\Program Files\ when in fact it is writing to a sandbox directory deep within the Entropia software installation.
An application running on a desktop PC grid computing system only needs access to a subset of the Windows operating system calls. The Windows operating system provides a rich set of API functionality, much of which is focused around an application's interaction with a user or with external devices. For example, there are Windows API calls for displaying graphics and playing music, and even for logging off a user or shutting down the machine. If these functions are invoked by an application, they would definitely disturb the desktop user. The Entropia sandbox prevents the grid application from accessing the parts of the Windows API that can cause these inappropriate interactions with the desktop machine and user.
A top requirement of IT departments is that the state of the desktop machine remains unchanged after executing an application. Without this requirement, most IT departments will not allow the deployment of a desktop PC grid computing system inside their enterprise. Entropia's control of an application via our sandbox guarantees that this requirement is met. Application Protection Protection of the application and its data is another important aspect of security for grid computing. It is important to make sure that users cannot examine the contents of an application's data files, or tamper with the contents of the files when an application is run on a desktop machine. This application protection is needed to ensure the integrity of the results returned from running an application, and to protect the intellectual property of the data being processed and produced. The Entropia sandbox keeps all data files encrypted on disk, so that their contents are not accessible by non-Entropia applications. In addition, the sandbox automatically monitors and checks data integrity of grid applications and their data and result files. This ensures that accidental or intentional tampering with or removal of grid application files by desktop users will be detected, resulting in the rescheduling of the subjob on another client.
Application Performance
In this section we describe the applications and the performance of these applications running on the Entropia system.
Application Characteristics
Early adoption of distributed computing technology is focused on applications that are easily adapted and whose high demands cannot be met by traditional approaches whether for cost or technology reasons. For these applications, sometimes called "high throughput" applications, very large capacity provides a new kind of capability.
The applications exhibit large degrees of parallelism (thousands to even hundreds of millions) with little or no coupling, in stark contrast to traditional parallel applications, which are more tightly coupled. These High Throughput Computing applications are the only ones capable of not being limited by Amdahl's law.
We believe the widespread availability of distributed computing will encourage reevaluation of many existing algorithms to find novel uncoupled approaches, ultimately increasing the number of applications suitable for distributed computing. For example, Monte Carlo or other stochastic methods that are too inefficient using conventional computing approaches may prove attractive when considering time to solution.
We describe four application types successfully using distributed computing: virtual screening; sequence analysis; molecular properties and structure; and financial risk analysis. We discuss the basic algorithmic structure, from a computational and concurrency perspective, the typical use and run sizes and the computation/communication ratio. A common characteristic of all these applications is the independent evaluation of, at most, a few megabytes of data requiring several minutes or more of CPU time.
Virtual Screening
One of the most successful early applications is virtual screening, the testing of hundreds of thousands (to millions) of candidate drug molecules to see if they alter the activity of a target protein that results in unhealthy affects. At present, all commercial drugs address only 122 targets, with the top 100 selling drugs addressing only 45 [29] . Current estimates place the number of "druggable" genes at 5-10,000, with each gene encoding for around ten proteins, with two to three percent considered high value targets. Testing typically involves assessing the binding affinity of the test molecule to a specific place on a protein in a procedure commonly called docking. Docking codes [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] are well-matched for distributed computing as each candidate molecule can be evaluated independently. The amount of data required for each molecular evaluation is small-basically the atomic coordinates of the molecules-and the essential results are even smaller, a binding score. The computation per molecule ranges from seconds to tens of minutes or more on an average PC. The coordination overhead can be further reduced by bundling sets of molecules or increasing the rigor of the evaluation. Low thresholds can be set for an initial scan to quickly eliminate clearly unsuitable candidates and the remaining molecules can be evaluated more rigorously. Entropia now has experience with numerous docking codes and can generally deploy new codes in less than an hour with the Job Manager if a Win32 executable is available.
Sequence Analysis
Another application area well-suited to distributed computing involves DNA or protein sequence analysis applications, including the BLAST programs [40] [41] [42] [43] [44] , HMMER [45] , CLUSTAL W [46] , FASTA [47] , Wise2 [48] and Smith-Waterman [49] . In these cases one sequence or set of sequences is compared to another sequence or set of sequences and evaluated for similarity. The sequence sizes vary, but each comparison is independent. Sets of millions of sequences (gigabytes) can be partitioned into thousands of slices, yielding massive parallelism. Each compute client receives a set of sequences to compare and the size of the database, enabling it to calculate expectation values properly for the final composite result. This simple model allows the distributed computing version to return results equivalent to serial job execution. Distributing the data in this manner not only achieves massive input/output concurrency, but actually reduces the memory requirements for each run, since many sequence analysis programs hold all the data in memory. Entropia has experience with a number of the most commonly used sequence analysis applications, including BLAST, HMMER, and versions of Smith-Waterman. Each of these uses a different comparison algorithm with BLAST usually the least compute-intensive and Smith-Waterman the most compute-intensive. BLAST, which was developed to solve genomic related problems, is now also used in solving problems in proteomics, an area with exponentially growing processing requirements.
Molecular Properties and Structure
The demand for structure and property information for combinatorial chemistry libraries means a heavy demand for molecular modeling programs such as Gaussian 98 [50] , GAMESS [51] , and Jaguar [52] . These programs are often deployed in a data parallel mode similar to docking, where, again, the data-parallelism arises from independent molecule evaluations. In this case, the evaluation time per molecule may be hours or even days. The algorithms are based on first principles by solving physical laws such as the Schrdinger Equation. The memory (often 256 MB or more) and disk (gigabytes or more) requirements of these programs require their deployment on machines with sufficient resources. Fortunately, many desktops now meet these requirements. Entropia has successfully demonstrated the ability to use these codes to evaluate large libraries of molecules. The results can be fed back into large corporate databases, which may contain millions of compounds.
Financial Risk Management
Risk management is an essential element of every financial institution. Monte Carlo methods are used to evaluate a wide range of possible outcomes but the number of samples evaluated has a direct impact on the reliability of results that can be achieved. Several widely-used commercial packages typically evaluate 300-1,000 samples, falling well short of the number needed to achieve seed independence (10,000), i.e., a result that is independent of the starting point. Further increases in the number of samples as well as increased model complexity can increase the accuracy of results. In this application, each sample simulation is independent, and can be executed on a distinct processor to achieve massive parallelism. Entropia distributed computing is employed with a range of risk analysis applications to significantly increase the accuracy of their Monte Carlo modeling results, while still completing analysis results in a timely fashion.
Demand and Scalability
One of the most interesting aspects of distributed computing with these applications is the scalability. The computational demands of these applications scales with rapidly increasing data sets and algorithm complexity and is unlikely to be met anytime soon. As a result, the scalability offered by distributed computing is the only viable solution. For the applications we have discussed there are problems that scale well to hundreds of thousands of processors, with typical cases scaling well for thousands of processors. Table 1 shows the latent demand of these applications. Each of these problems can easily require several hundred thousand processors, where 24-hour turnaround is required. For example, many pharmaceutical libraries have a million potential drug molecules that can be tested against sets of thousands of proteins. Large-scale sequence analysis problems often involve all against all comparisons, in this case 700,000 sequences (2 × 10 8 amino acids). The molecular structure and property problem is a more thorough evaluation of a combinatorial library of 10 6 molecules (there are many such sets). The risk management problem is a rigorous daily analysis of a million credit card accounts. The data required in each case is less than a few megabytes.
Interestingly, executing these large, decoupled applications avoid many of the common bottlenecks of traditional parallel computing. For example, load balancing is a problem only for small problems, not large ones. With large problems the longest work unit is still only a small fraction of the time the total job requires, which leads to efficient tiling regardless of the heterogeneity in the system. We should note that distributed computing is powerful even with as few as one hundred processors. Even systems with a few hundred processors can solve many problems a hundred times faster than a single machine. Such speedups can transform a week long runtime into less than one hour. For many compute intensive problems, we believe that the benefits for distributed computing are so dramatic that they will transform how modeling, design, and many other computations are used to drive business and research.
Experimental Results
Managing a heterogeneous volatile grid is a difficult challenge. Figure 4 is a Gantt chart that illustrates typical behavior encountered in production enterprise environments. The figure illustrates a number of the challenges addressed by the physical node management layer. The Gantt chart depicts activity of nodes in an Entropia distributed computing system where each horizontal line corresponds to a client machine and is marked black when the node is executing a subjob and white when it is not.
The chart depicts the execution of a docking program that is evaluating 50,000 molecules partitioned into 10,000 slices of five molecules each. Each subjob works on one slice and processes 5 molecules. The start of a subjob is indicated by a dot. Most of the nodes start another subjob as soon as one is completed and it looks like a continuous line with dots. Where blanks occur no subjobs are being run. This may be because the node is no longer available for a variety of reasons (turned off, offline, network problems, etc.).
At the 900-minute mark the system administrator added more nodes to the grid. The effect, however, would be similar if another job had finished and its nodes became available to this job. Triangles indicate when a node was deliberately stopped. The two vertical bands of node stoppages are the result of centrally administered system upgrades that required a reboot. Note that most of the application progress is preserved in each case. Other gaps scattered throughout the plot are due to network outages, machines turned off without proper shutdown, and machines suspected of misbehaving (requesting work without returning results). The latter can be caused by a wide variety of conditions ranging from hardware to software (OS) failure. Each subjob that failed was rerun on another node to successfully complete the overall job.
Ideally this job would have required only 10,000 subjobs, to complete, but in this case, 10,434 were required.
While most of the additional subjobs were caused by the reboots, some were the result of variation in subjobs execution time. In order to ensure that jobs are completed in timely fashion, the system will initiate redundant subjobs when a subjob has failed to return within the anticipated period (determined by the user). This technique trades plentiful resources for improvement in average job completion time. For this job the average subjob ran for 20 minutes but the range varied widely, from eight seconds to 118 minutes. Of the 10,000 subjobs, 204 of them ran more than the anticipated limit of 60 minutes.
The distribution of actual subjob execution times (reflecting application work variability, node speed heterogeneity, and available cycles variability) is shown in Figure 6 as the mixed grid data points. The average subjob execution time for the mixed grid was 20 minutes with a standard deviation of 13.4 minutes and a variance 181. Also shown is the distribution for each subjob when running on an 866-MHz Pentium III processor. The average subjob completion time for the 866 MHz environment was 15.3 minutes with a standard deviation of 7.8 minutes and a variance of only 60.6.
The distribution is typical of many applications, that is most subjobs complete near the average time but there are significant numbers of subjobs that complete either quickly or slowly. The smoothness is an artifact of 10,000 values sorted by size (one second resolution) and displayed on this scale. The slow subjobs present a challenge to scheduling algorithms to discern between subjobs that are simply slow and those that have failed.
The processors used in this example were Pentium II and III machines with clock speeds ranging from 266 MHz to 1GHz and running two different versions (service packs) of Windows NT 4.0 and three versions of Windows 2000. The application code was a mixture of C (mostly) and FORTRAN developed for an SGI IRIX environment and required no changes except those related to porting to a Win32 environment. Some additional code was written to do preand post-processing of the data.
Application Performance
To assess delivered application performance for a range of system sizes, a variety of calculations docking 50,000 molecules were made in the environment described above using up to 600 processors. The graph in Figure 5 shows the resulting application throughput (molecules dockings completed per minute) over time for the case of 393 and 600 processors.
It takes approximately 20 minutes (the length of the average subjob) before a steady state of producing results is reached and then it is quite variable due to the variations in the size of individual subjobs. The 600-node job started out at 450 nodes and only reached 580 nodes after 130 minutes and 600 at the very end. The average throughput for the 393-node case was 87 molecules per minute and 122 molecules per minute for the 600-node case. The startup and finishing phases are discounted in calculating throughput. Plotting the throughput for nine runs of 50,000 molecules, varying the number of nodes from 145 to 600 produced the graph shown in Figure 7 . The figure demonstrates clearly the linear scaling we have observed for all of the applications discussed in the paper. Points representing the throughput for a 20-processor SGI system and a 66-processor Linux cluster are included for calibration, and demonstrate that high levels of absolute performance are being achieved.
Summary and Futures
Distributed computing has the potential to revolutionize how much of largescale computing is achieved. If easy-to-use distributed computing can be seamlessly available and accessed, applications will have access to dramatically more computational power to fuel increased functionality and capability. The key challenges to acceptance of distributed computing include robustness, security, scalability, manageability, unobtrusiveness, and openness/ease of application integration.
Entropia's system architecture consists of three layers: a physical node management layer, resource scheduling, and job scheduling. This architecture provides a modularity that allows each layer to focus on a smaller number of concerns, enhancing overall system capability and usability. This system architecture provides a solid foundation to meet the technical challenges as the use of distributed computing matures -supporting the broadening the problems supportable by increasing the breadth of computational structure, resource usage, and ease of application integration.
We have described the implementation of the Entropia system, and its use in a number of applications. The implementation includes innovative solutions in many areas, but particularly in the areas of security, unobtrusiveness, and application integration. The system is applicable to a large number of applications, and we have discussed virtual screening, sequence analysis, molecular modeling, and risk analysis in this paper. For all of these application domains, excellent linear scaling has been demonstrated for large distributed computing systems. We expect to extend these results to a number of other domains in the near future.
Despite the significant progress documented here, we believe we are only beginning to see the mass use of distributed computing. With robust commercial systems such as Entropia only recently available, widespread industry adoption of the technology is only beginning. At this writing, we are confident that within a few years, distributed computing will be deployed and in use in production within a majority of large corporations and research sites.
