Abstract
Introduction

Motivation
A variety of semantic tools have been proposed to assist the software engineer in understanding a system. Example tools include program slicing tools [3, 10, 18] , invariant checkers [16] , and static assertion checkers [12] . For example, a (forward) program slicer helps determine the effects of a proposed change by computing the set of statements that might be affected by the value of a given variable. By definition, these tools need to understand the semantics of the system in order to determine the possible values and states of program variables that are of interest to the software engineer. Consequently, most program understanding tools borrow insights, algorithms, and techniques from compiler technology and in particular from data-flow analysis [1] .
However, the scope, extent, and context of program understanding tools differs greatly from those of a compiler. A compiler need only examine the functions contained within a single file and only then examine multiple functions simultaneously when advanced optimizations such as inlining are desired. In contrast, a program understanding tool needs to perform a global, interprocedural (whole-program) analysis of the system, for it is understanding the interprocedural flow of data that is most difficult for an engineer.
Unlike compilation, program understanding tasks are interactive, and an analysis such as slicing is often applied iteratively to answer a programmer's question about the program. For example, a programmer may need to perform several slices with different slicing criteria, incorporating the knowledge gained from previous slices (e.g., which functions were included in the slice). Thus, a wholeprogram analysis tool must perform analyses quickly in order to answer effectively many of the questions posed by programmers and designers.
These differences become apparent when wholeprogram analysis tools are used on large systems (i.e., systems with at least 10,000 lines and typically more than 100,000 lines of code). The running time and space required for many traditional interprocedural compiler algorithms may be prohibitive for a large program, especially in an interactive context such as software maintenance. For example, the size of the program dependence graph (PDG) [7] , a common program data-flow representation, can be quadratic or greater in the size of the program (depending on the handling of pointers). The cost of constructing the PDG for a moderately sized program such as the 100,000-line GNU C compiler (GCC) will exceed the main memory and often the virtual memory of most desktop machines.
Unfortunately, large systems such as GCC are precisely the systems that could benefit the most from these automated program understanding tools. As a system increases in size, engineers struggle to maintain and improve the modularity of the system and the cohesiveness of the individual modules. In the end, they invariably fail because of the complexity of the task, and the structure of the system degrades until design decisions are no longer localized to a single module. Consequently, global modifications must now be made to incorporate a single change and the engineer requires global, rather than local, knowledge to successfully implement a desired change. The complexity of future changes may be exponential in the number of past changes made to the system [14] . Such complexity necessitates the use of automated tools to combat it. Finally, large systems are also often written in an aggressive programming style and use sophisticated language constructs such as function pointers. The use of these constructs is typically necessary to achieve good performance or to ease implementation. However, their use hinders program understanding. For example, function pointers are commonly used to implement efficient and simple dispatch tables. Large systems such as GCC and EMACS [17] , as well as smaller systems like BURLAP [8] , make extensive use of function pointers.
Prior solutions
One might argue that simply buying more memory, disk, and a faster processor could solve these problems, but this solution is not cost effective. The size of many modern systems is several times greater than that of GCC and is always growing. A project may also have many programmers requiring such resources to perform analyses.
Demand-driven techniques [2, 5, 11] have been proposed as a solution to the problems of prohibitive time and space. Unfortunately, these techniques cannot be applied in many cases. For example, pointer information is inherently global and cannot be computed easily on demand. In the C programming language [13] , for example, all files must be analyzed to account for the use of pointers in initializers for static variables, regardless of whether a file contains a function that might be reachable during subsequent data-flow analysis. Data-flow analyses such as program slicing are not locally separable and therefore cannot be precomputed and stored efficiently.
Approach
Although demand-driven and memoization techniques can be adapted to work on large systems, the effort is often insufficient and difficult to implement. Consequently, a multifaceted approach that aims at improving performance at all levels of the analysis, both "macro" and "micro", is required. Indeed, small improvements at lower levels are often magnified by an order of magnitude or more when the total running time of the analysis is considered.
Examining well-known, lower-level techniques such as data-flow analysis, we find that subtle adjustments can significantly improve performance of whole-program analysis tools. For example, by factoring the data-flow sets according to storage class, significant space can be saved, and thereby significant time can be saved by avoiding use of the slower portions of the virtual memory hierarchy. As a case in point, GCC could not be analyzed without such factorization because the data-flow sets alone would require over 10 GB of space. In this paper, we examine several implementation techniques designed to improve performance without unduly increasing the engineering complexity of the data-flow analysis:
1. Factoring of the data-flow sets themselves to match the structure of the analysis can reduce time and space and improve the understandability of the data-flow algorithm itself.
2. The visitation order of statements during analysis can significantly impact the running time of the analysis. In particular, a "for each basic block" approach to traversing the control-flow graph (CFG) is generally faster than using a worklist. In addition, we have developed a hybridized iterative-worklist algorithm that processes fewer blocks than the traditional algorithm.
3. Selective reclamation of the data-flow sets during the analysis can dramatically save space without disturbing its correctness or running time. This technique is dependent only on the properties of the controlflow graph and not on the particular data-flow analysis being performed, making it suitable for use in many tools.
We have used our techniques to implement a slicing tool for C programs called Sprite, which is part of the ICARIA and PONDER [9] packages. 1 We evaluated our techniques by using Sprite to compute backward program slices of three large programs. Program slicing was chosen as the data-flow analysis because it is nontrivial and widely known. It has become an archetype of program analysis for software engineering. Because of factorization, slicing large programs is now possible. Using our other techniques, program slices of large programs such as GCC can be performed orders of magnitude faster and require 2-3 times less space. In the following sections, we present a brief background on the data-flow analysis necessary for backward program slicing, describe each of our implementation techniques in detail, present our results, and conclude with ideas for future work.
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Background
In backward program slicing, a data-flow set represents the set of variables of interest (i.e., those variables for which we wish to find definitions). At each program point, D represents a data-flow set. At each assignment statement, some set of variables, defs, are defined and another set of variables, uses, are used. If some variable in defs is also in D (i.e., of interest), then the killing definitions of defs are removed from D and uses are added to D (and the statement is included in the slice). Otherwise, D remains unchanged.
In the absence of either recursion or pointers to local variables, interprocedural slicing is simple and wellunderstood. However, for a language such as C that provides both of these features, traditional data-flow analyses may yield unsafe results. To overcome these problems, our analysis treats definitions of local variables that are referenced through a pointer as preserving definitions [3] . Equations for the data-flow analysis are shown in Figure 1 . Such local variables are "demoted" and a separate data-flow set is required to maintain them. For example, a simple assignment statement is handled using two cases, Equations 3a and 3b. The former handles the case in which x has been demoted (because it was referenced previously through a pointer), and the latter handles the more traditional case.
Furthermore, an additional set, N, is required to model the transitive closure of the program stack, but only for local variables of interest. This set must be checked upon an assignment through a pointer deference (Equation 5), since the pointer may refer to a local variable that is currently out of scope but is on the stack. Therefore, three data-flow sets per statement (or basic block) are required. Finally, the S set contains all static (global) variables in the program and is used to partition a set into its local and global variables. This set is used to remove local variables from the D set across function calls and returns.
Data-flow set factorization
If implemented naively, our data-flow equations require three data-flow sets per basic block (i.e., there is one D, P, and N set per block). Given that GCC has 238,000 symbols and 120,000 blocks, a bit-set implementation of data-flow sets would require over 10 GB (238,000 symbols ¢ 120,000 blocks ¢ 3 sets / block ¢ 1 bit / symbol ¤ 8 bits / byte) of space. A bit-set is implemented by consecutively mapping the elements of the input set onto the natural numbers. Each number represents the bit position in a bit-vector, which is only long enough to contain its highest-numbered bit. An element is a member of the set if and only if its corresponding bit in the bit-vector is set. A bit-vector representation allows set operations such as union and intersection to be implemented efficiently using logical bit-wise operations. However, such operations can only be performed across bitsets with identical mappings (bit-numberings).
Since N does not change while slicing a function, a single N set can be used for all blocks of the function. Using this implementation, the space requirements for GCC are reduced to approximately 6.7 GB (10 GB ¢ 2 3 ), still an unacceptable amount of space. This simple implementation is shown in Figure 2 .
An analysis of the bit-sets revealed that they are typically very sparse. Examining our equations, we see that P and N contain only local variables, while D contains local variables, global variables, and generated temporaries. Also, temporaries cannot usually be the target of a pointer and therefore cannot be referenced out of scope. There are a few cases where temporaries can be the target of a pointer, such as when a structure is returned from a function. For these cases, we introduce a new type of temporary variable called a special, which is treated as a local variable. The introduction of specials allows us to treat the vast majority of temporaries as though they could not be the target of a pointer. We therefore decided to partition the bit-sets into three distinct classes: global variables, local variables, and temporaries for each function, as shown in Figure 3 . The D set now consists of three bit-sets, but requires space to store only the global variables, local variables, and the maximum number of temporaries per function. If we assume for simplicity that the 220,000 temporaries are evenly distributed among GCC's 2,300 functions, the space requirements are reduced to approximately 60 MB, which is acceptable.
The set partitioning also improves algorithmic performance and eases implementation. The data-flow equations of Figure 1 require that the D and P sets be partitioned into their local and global variables components. Logically, this partitioning is done using set intersections and differences. With these components maintained as separate sets, the partitioning operations are trivial. For example, rather than computing D S to retrieve the global variables of D, only the set of global variables of D (symbolically D.globals) need be retrieved, thereby changing an O´nµ operation into an O´1µ operation.
Examining the P and N sets in even greater detail, we see that they can contain only local variables that are pointed to by some pointer variable. Since there are few of these target locals, the locals of the P and N sets can be further parti- tioned into two classes to save space, as shown in Figure 4 . However, examining our data-flow equations, we see that the local variables of the P and N sets must be operated on in conjunction with those of the D sets (Equations 1c and 5 of Figure 1 ). Therefore, explicitly partitioning the local variables into two classes would complicate these operations. Such an implementation of the data-flow equations would be complicated by the need to combine the sets of target and nontarget locals into one set for any operation involving the locals from the D set. Given that all data-flow sets are implemented using bit-sets, this process could be complicated if the various sets have different bit-numberings.
Rather than partitioning the local variables into two distinct sets, we elected to keep them as one set. However, since the points-to analysis must be performed prior to dataflow analysis, we know which local variables are target locals and which are nontarget locals. We can therefore easily ensure that the target locals are assigned lower bit-numbers than the nontarget locals. This numbering ensures that the target locals are "packed" at the start of the bit-sets. Since a bit-vector is only long enough to hold its highest-numbered bit, this implementation gives us the space savings we desire without the implementation complexities of splitting the locals into two bit-sets. Because programs often contain few target locals, the space allocated for the P and N sets is negligible as a result of our aggressive implementation.
Finally, although this discussion has focused on factorization of the data-flow sets for backward program slicing, the principle of factorization applies to other data-flow analyses as well. For example, live-variable analysis, which is used by optimizing compilers to determine the lifetime of variables, has data-flow equations very similar to those shown in Figure 1 . Only the conditional checks of the D set in the else clauses need be eliminated. Alternative implementations of our equations are also possible. For example, reusing temporaries across functions or within a function would dramatically decrease the number of temporaries and would therefore change the data-flow set implementation. However, reuse of temporaries would also increase the size of the points-to sets since temporaries are often used to hold the results of pointer arithmetic.
Block visitation order
Traditional algorithms
To perform data-flow analysis (e.g., reaching definitions, program slicing, live-variable analysis), a compiler or program understanding tool propagates the computed data-flow information along the edges of the constructed CFG. The data-flow facts along the incoming edges of a node are combined into a single set that is then transformed according to the data-flow properties of the node. The resulting set is then propagated along all output edges of the node. If the CFG is reducible (e.g., the program does not contain any unstructured jump statements) and the data-flow analysis simple enough (i.e., locally separable), then the data-flow information can typically be propagated fully in a single pass over the CFG [1] . Otherwise, an iterative algorithm must be used that propagates the data-flow information until no further changes to the data-flow sets occur.
Since the C language allows unstructured control-flow and slicing is a nontrivial analysis, an iterative algorithm is required for data-flow analysis. The visitation order of the nodes does not affect the correctness of the algorithm, so long as the data-flow information is fully propagated along all edges until no more changes occur to the data-flow sets. However, the visitation order can greatly impact the performance of a specific data-flow algorithm. Two common visitation algorithms are used to perform data-flow analysis, as shown in Figure 5 .
Iterative search algorithm: In the iterative search (i.e., "for each basic block") algorithm (Figure 5a) (i.e., CFG node) is visited once. If any changes have occurred, then each block is visited once again. This process repeats until no further changes occur to the data-flow sets.
Typically, a depth-first or breadth-first search of the CFG is used to visit all blocks exactly once in an iteration, with depth-first search usually resulting in fewer iterations [1] .
Worklist algorithm: In the worklist algorithm (Figure 5b) , the blocks (i.e., nodes) to be visited are placed on a worklist, which is typically implemented using a stack or queue. A block is removed from the worklist and visited. If any changes occur to the data-flow sets of the block, then all predecessors of the block (successors for a forward dataflow analysis) are placed on the worklist. The algorithm repeats until the worklist is empty. Figure 6 shows a program fragment and its associated CFG, annotated with block numbers. Consider starting a backward data-flow analysis at the return statement located at block B6. An example visitation order for one iteration of the iterative search algorithm would be B6, B2, B1, B5, B4, and B3. For the worklist algorithm, a complete visitation order might be B6, B2, B5, B4, B3, B2, B5, and B1. Unlike the iterative search algorithm, the worklist algorithm can visit a block many times before visiting other blocks. For example, blocks B2 and B5 are visited twice before block B1 is ever visited.
The worklist algorithm tends to propagate or to "push" the changed data-flow information immediately to those blocks that require that changed information. In contrast, the iterative search algorithm waits until the next iteration over the entire program to push the information. Therefore, we would expect the worklist algorithm to require less block visits and consequently require less time than the iterative search algorithm. However, the eagerness of the worklist algorithm may in fact yield poorer performance for interprocedural analyses. If the analysis is not fully context-sensitive [6] , then the nodes of a function are shared among the different calls to the function. The worklist algorithm will converge the function for each call (depending upon its implementation) resulting in the nodes of a function being processed multiple times and an increased running time. Although the worklist algorithm may be a good choice for context-sensitive analyses, for large programs context-sensitive analyses are not generally practical, which makes the worklist algorithm a poor choice in our implementation in which each function has its own worklist. 
The hybrid search algorithm
The iterative search algorithm computes data-flow information globally on each iteration. The global nature of the algorithm makes it a good choice when the data-flow information is changing over a large portion of the program. However, on each iteration the entire program is analyzed even if the data-flow changes from the previous iteration are localized. In contrast, the worklist algorithm computes the data-flow information locally and does not process a node unless required.
Ideally, we could like the iterative search algorithm to process only those nodes that are required to be processed on each iteration, rather than processing all nodes. To do so, we need to determine the necessary condition for processing a node. Fortunately, the worklist algorithm provides such a condition. If the output set of a node has changed, then the predecessors of that node need to be processed. We can therefore easily modify the iterative search algorithm so that a node is processed only when necessary. Figure 7 shows 3 Such an implementation matches the natural call-and-return structure of the program and eases implementation. One alternative implementation is to have a single worklist for all nodes, regardless of function. the resulting hybrid search algorithm implemented using a depth-first search.
In the hybrid search algorithm, a node is processed (i.e., the data-flow information computed) only if the data-flow information of any of its successors (predecessors in a forward analysis) has changed, as indicated by the pending set. 4 However, each node is still visited exactly once on each iteration. Therefore, the hybrid algorithm retains the "fairness" of the original iterative search algorithm. That is, a block is not processed again before any other pending block is processed eliminating the problem of multiple convergence in the worklist algorithm. Although still requiring the same number of iterations and block visits as the iterative search algorithm, the hybrid search algorithm requires that less blocks be processed. Since processing the blocks (i.e., processing the statements within the blocks) consumes the majority of the computation time, the hybrid algorithm runs faster than the traditional algorithm.
Data-flow set reclamation
The iterative search algorithm guarantees that each block in the program is visited exactly once before any block is revisited. Recall that the input data-flow set of a block is the confluence of the data-flow sets on all incoming edges. In a backward data-flow analysis, once all predecessors (successors for a forward analysis) of a block have been visited, then the data-flow set for the block itself will no longer be needed by other blocks. Consequently, the data-flow set can be deallocated.
However, the data-flow sets are typically used to determine whether the data-flow analysis should continue. For example, in Figure 5a , the output set is used to determine if another iteration of the iterative search algorithm is necessary. We would therefore expect that we would be required to save the data-flow set. However, most data-flow analyses are monotonic: the size of the data-flow sets is either monotonically nondecreasing or nonincreasing. For example, program slicing and reaching definitions are nondecreasing analyses (the data-flow sets never decrease in size); computation of available expressions is a nonincreasing analysis. Therefore, it is sufficient to compare the size of the data-flow sets rather than the actual sets themselves. The size of a data-flow set can be preserved even if the set is reclaimed.
If a depth-first search is used to visit all blocks, then the maximum number of data-flow sets that need to be allocated at any one time is proportional to the width of the CFG, resulting in substantial savings in space. 5 By saving space, the time required to perform the analysis will also be reduced by avoiding the slower portions of the virtual memory hierarchy.
Iterative search: In our first implementation of this reclamation approach, we found that it was cumbersome to keep a reference count on each block to keep track of the number of its predecessors that had been visited. Consequently, we chose a simpler implementation without reference counts: once the depth-first search of a called function is complete and all blocks have been visited, the data-flow set of each block (other than the entry and exit blocks) is deallocated if all predecessors of the block were visited after the block itself was visited. Therefore, data-flow analysis with reclamation can easily be done as a two-step process, in which the first step visits each block and also stores the visitation order (Figure 8a) , and the second step reclaims the dataflow sets of those blocks that meet the given criteria (Figure 8b) . Slightly more data-flow sets remain active at any time than are minimally needed, but the implementation is much simpler since reference counting is not needed.
Hybrid search: Performing reclamation with the hybrid search algorithm is slightly more difficult. Reclamation is based on the knowledge of which blocks will be processed before other blocks. In the iterative search algorithm, all blocks are processed on each iteration as they are visited. The hybrid search algorithm reduces the number of blocks that need to be processed during an iteration. Therefore, we would expect that the number of blocks that can be safely reclaimed must also be reduced. A block can be reclaimed during the hybrid search algorithm if, in addition to being reclaimable during the traditional iterative search algorithm, the block will be processed on the next iteration. Requiring that the block be processed on the next iteration ensures that the data-flow set will be available (i.e., computed) when needed.
Worklist: Whereas the iterative and hybrid algorithms are driven strictly by the control-flow properties of the program and have the inherent property that all blocks will be visited exactly once during each iteration, the worklist algorithm is driven more by the data-flow properties of the program. Therefore, it can be difficult to predict when a data-flow set will no longer be needed. In order to safely reclaim the data-flow set of a given block, we need to ensure that the block will always be visited (and processed) before any of its predecessors. This would guarantee that the data-flow set of the block would always be available when it is required by a predecessor. Therefore, we require that a block (reverse) dominate its predecessors in order to be reclaimed.
Although not optimal (i.e., some data-flow sets will not be reclaimed when in fact they can be), this solution is simple, and efficient algorithms for computing dominators in a flowgraph are widely available [15] . As discussed, the algorithm for data-flow set reclamation is based almost entirely on the visitation order of nodes in the graph. The only requirement on the data-flow analysis itself is that it be monotonic. Therefore, reclamation should be possible for any monotonic data-flow algorithm (e.g., reaching definitions) that traverses the CFG in order to compute a maximum fixed point solution.
Results
We expect that reclamation of the data-flow sets would result in a significant reduction in the amount of space required to perform an analysis. We also expect that the hybrid search algorithm would be faster than the traditional iterative search algorithm and that the hybrid algorithm would therefore be the algorithm of choice. The worklist algorithm would most likely not be practical on large programs using our implementation, as discussed in Section 5.
To validate our hypotheses, we implemented a slicing tool for C programs called Sprite based on our ideas. We chose five readily available, mature programs of varying sizes and complexities, whose sizes are given in Table 1 . In particular, WC refers to the wc program from the GNU textutils package, version 2.0; DIFF refers to the diff program from the GNU diffutils package, version 2.0; BURLAP refers to the burlap program from the FElt finite element analysis system, version 3.05; EMACS refers to the temacs program of the GNU Emacs editor, version 20.7; GCC refers to the cc1 program of the GNU C compiler, version 2.7.2 for Solaris 2.8.
Sprite correctly handles functions with a variable number of arguments and the effects due to library functions. Library functions are handled by providing a skeleton for each function that correctly summarizes its effects. Signal handlers and the longjmp and setjmp functions are not handled. All experiments were performed on an idle 440 MHz Sun UltraSparc 10 running Solaris 2.8 with 256 MB of physical memory and 1.6 GB of swap space. All slices were computed using data-flow set factorization and with strong prototype filtering enabled. Section 4 presents statistics supporting the use of factorization. Although Sprite supports computing context-sensitive slices, all slices performed were context-insensitive for maximum performance and since context-sensitivity has not been found to yield substantially better slices [2, 4] . Table 2 presents statistics for performing several slices of our test programs. The slicing criteria are based on those used in other papers [3, 4] and to yield a variety of different sized slices. For all slices, we tried to choose variables that might be selected by a programmer during debugging. As expected, flow-set reclamation reduces the amount of space required to perform the data-flow analysis. On average, reclamation reduces the space by 40%. The averages for the iterative, hybrid, and worklist algorithms are approximately 60%, 17%, and 30%, respectively. The time overhead due to reclamation is small for the iterative and hybrid searches, but can be much greater for the worklist algorithm, probably because of the need to compute and store dominator information. For example, the worklist algorithm runs approximately 33% slower using reclamation for Slice 5. However, the space savings can result in substantial net time savings of an order of magnitude or more for large slices. For example, using reclamation, Slice 7 is computed sixteen times faster using the iterative search algorithm because the data-flow analysis now fits in main memory, eliminating paging overhead. Unfortunately, because fewer blocks can be reclaimed using the hybrid search algorithm, the same analysis performed using the hybrid algorithm does not fit in main memory. As a result, the iterative search algorithm with reclamation outperforms the hybrid search algorithm with reclamation for this slice. In fact, the hybrid algorithm actually runs much slower with reclamation. We suspect the additional memory references used in determining if a block should be processed result in a greater number of page faults. Even Slice 6, which is much smaller in size, is computed faster with the iterative search algorithm with reclamation, although the hybrid algorithm does not perform as poorly in this case.
The hybrid algorithm results in approximately 20% fewer block visits than the traditional iterative algorithm. Unfortunately, on large slices where the savings would be most beneficial, the smaller number of reclaimable blocks is a serious disadvantage. Finally, the worklist algorithm performs extremely poorly on large slices and is therefore not suitable except on small programs. The (possibly) nested convergence of the algorithm results in a substantially increased running time and number of block visits. For example, the worklist algorithm requires nine times as many block visits as the iterative search algorithm for Slice 7. In- Table 2 . Statistics for various slices of the example programs using the different algorithms. The number of blocks given refers to the number of blocks processed. Time is given in seconds and space in megabytes, both of which are for the computation of the slice itself. Build time for the CFG is given in Table 1 .
terestingly, the time for the slice does not increase substantially, which we believe may be due to the worklist algorithm exhibiting better reference locality since it converges locally, rather than globally.
An unexpected result, not shown in Table 2 , is that the worklist algorithm computed slightly more precise (i.e., smaller) slices in six of the seven slices shown. (The slice size reported in Table 2 is for the iterative and hybrid algorithms, which always compute identical slices.) On average, the worklist algorithm computed slices that contained 1% fewer lines. We attribute this decrease to the fact that the worklist algorithm converges locally, rather than globally, and hence can be slightly more precise with regard to interprocedural calling context. For example, consider a CFG in which two functions, A() and B(), call function C(). During analysis, A() will place data-flow information at the exit statement of C() and will collect information from the entry statement of C(). Later, B() will perform a similar set of operations and, in the absence of context-sensitivity, will therefore collect information relevant from not only its own call to C() but from A()'s call to C() as well. On the next iteration of the iterative search algorithm, A() will collect information relevant to its own call to C(), but also from B()'s call to C() on the previous iteration. However, using the worklist algorithm, the data-flow sets of C() are fully converged upon A()'s initial call. Consequently, A() will not need to collect information from C() on the "next iteration" (in fact, the worklist algorithm has no explicit iterations) and will therefore not see the effects of B()'s call to C(). Therefore, an increase in precision may result.
Conclusions and future work
Although a variety of semantic tools have been proposed to aid the software engineer in understanding a system, few are practical to use on large systems, especially in an interactive context such as software maintenance. Demanddriven techniques solve some, but not all, of the efficiency concerns and can be difficult to implement, possibly requiring too many changes to the tool to be worthwhile.
We proposed modifications to the underlying data-flow analyses that are easy to implement and can yield a substantial improvement in performance. In particular, reclamation of the data-flow sets during data-flow analysis and factorization of the data-flow sets themselves can result in substantial savings in space and therefore also result in substantial savings in time by avoiding the slower portions of the memory hierarchy.
To validate our hypotheses, we constructed a program slicing tool for C programs and performed several slices of well-known programs. Factorization of the data-flow sets makes it possible to compute slices of large programs. Our results indicate that flow-set reclamation can yield a significant reduction in the space required to perform the dataflow analysis. As a result, many analyses now can be contained in main memory, thus avoiding use of the virtual memory system. Consequently, these analyses run an order of magnitude or more faster than analyses ran without flow-set reclamation.
We also presented a new algorithm for visiting the nodes of a flowgraph, called the hybrid search algorithm. Although the hybrid algorithm results in 20% fewer block visits, much less reclamation can be performed during the analysis. Consequently, the traditional iterative algorithm with reclamation is a better choice than the hybrid algorithm with reclamation for large programs. More investigation is needed to determine why the worklist algorithm performed poorly. One possible area would be to change the implementation of the worklist algorithm so a single worklist over all nodes was used, rather than one worklist per function, thereby possibly eliminating the nested convergence behavior.
An interesting direction for future work would be for the slicing tool to heuristically determine the best algorithm to use. The tool could use the size (e.g., number of symbols and functions) and structure (e.g., nesting depth of function calls) of a program in such a determination. Extending this idea, the slicing tool could dynamically switch algorithms based on the space characteristics of the machine and the analysis. For example, the tool could initially use the hybrid search algorithm in order to visit fewer blocks, but could switch to the traditional iterative algorithm if too much space is required in order to reclaim more data-flow sets. Given the different natures of the search and worklist algorithms, switching between them would most likely be problematic however.
