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Abstract
We consider a problem in which it is required to  nd a cyclic tour and a vehicle loading plan
maximizing the total pro t realized from purchasing and selling commodities loaded at vertices
of the tour. It is shown that the problem reduces to the metric traveling salesman problem.
We present polynomial-time approximation algorithms with proven performance guarantees for
solving some variants of the problem corresponding to di3erent loading schemes. We also iden-
tify special cases where our algorithms  nd either optimal or asymptotically optimal solutions.
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In this paper we consider the problem in which a vehicle with a capacity A¿ 0 has
to perform a closed walk traversing all vertices (sites) of a complete directed graph
Gn with n vertices. When moving from site i to site j (along the arc (i; j)) the vehicle
can purchase and load some amount of commodities (within its capacity) at site i and
then sell some of them at site j. Moreover, numbers ar and drj are assumed to be
given, where ar is the weight of a unit of rth commodity and dri is the cost of a
unit of rth commodity at site i, where r = 1; : : : ; m, i = 1; : : : ; n. The di3erence in the
total cost of commodities sold at site j and purchased at site i will be called the local
pro't along the edge (i; j). Let X be an arbitrary subset of real nonnegative numbers.
For any r = 1; : : : ; m, i= 1; : : : ; n, we introduce a variable xri ∈X standing for the total
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amount of units of the rth commodity purchased at site i. The problem of  nding a
cyclic tour and the vehicle loading plan (Problem 1) can be formulated as follows.
Problem 1. Find a closed walk (a cyclic tour)  = (1; : : : ; n) traversing each vertex
of Gn exactly once and a feasible loading plan (xri) maximizing the total pro t realized
from purchasing and selling commodities.
Let F() denote the maximal total pro t realized from a  xed closed walk  =
(1; : : : ; n), where  is a permutation of the numbers 1; : : : ; n:
It is easy to see that F() is the sum of local pro ts cij realized from moving along
the edges (i; j), where i=k , j=k+1, k=1; : : : ; n; provided that n+1=1. It is obvious
that cij is the optimal value of the following special case of Knapsack Problem:
max
m∑
r=1
(drj
.−dri)xri; (1)
s:t:
m∑
r=1
arxri6A; (2)
xri ∈X; r = 1; : : : ; m; (3)
where (b
.−a) = max(0; b− a):
Thus, Problem 1 can be stated as follows:
Maximize
F() =
n∑
k=1
ckk+1 (4)
over all permutations  of {1; : : : ; n}, where n+1 = 1.
In other words, Problem 1 is the maximum traveling salesman problem (Max TSP)
for matrices C=(cij) whose entries are some functions of optimal solutions to problem
(1)–(3).
In the general setting, Max TSP is known to be NP-hard [2,12]. A few approxi-
mation algorithms for Max TSP with proven performance guarantees can be found in
[1,3–11]. In the case when X ⊂ Z+, Problem 1 is also NP-hard since the problem (1)
–(3) is NP-hard [2] even when X = {0; 1}: It is well known that Knapsack Problem
can be solved in pseudo-polynomial time if ar ∈Z+, r = 1; : : : ; m:
We say that an algorithm A for a maximization problem on a graph Gn has a
performance error n if the following inequality holds:
FA¿ (1− n)F∗;
where FA, F∗ are the values of the retrieved and an optimal solutions of the problem,
respectively.
The algorithm A is called asymptotically optimal if there exists a sequence (n)
that tends to zero as n →∞:
We now proceed to considering properties of the matrix C.
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Lemma 1. The entries of C satisfy the triangle inequality; i.e.; for any i; s; j∈{1; : : : ; n};
cij6 cis + csj:
Proof. By (x1r ); (x
2
r ); (x
3
r ) denote optimal loading vectors when the vehicle moves along
edges (i; j); (i; s); (s; j); respectively. Then we have
cij =
m∑
r=1
(drj
.−dri)x1r 6
m∑
r=1
{(drj
.−drs) + (drs
.−dri)}x1r
=
m∑
r=1
(drj
.−drs)x1r +
m∑
r=1
(drs
.−dri)x1r
6
m∑
r=1
(drj
.−drs)x3r +
m∑
r=1
(drs
.−dri)x2r = cis + csj:
Lemma 1 is proved.
We further examine the dependence of the complexity of computing the matrix C
under di3erent types of loading, i.e., on di3erent sets X in (3).
Lemma 2. Let X = Z+; and let ar; r = 1; : : : ; m; be integers. Then the entries of C
can be computed in O(mn2A) time using O(A) memory storage.
Proof. In this case we have a version of Knapsack Problem with a linear objective
function and integer variables [4]. Hence; for any ar ∈R+; r = 1; : : : ; m;
Dij() = max
(r)
{Dij(− ar) + (drj
.−dri) | r = 1; : : : ; m; and ar6 }; (5)
where = 0; 1; : : : ; A and cij = Dij(A); 16 i; j6 n.
From the above recursion it is easy to see that computing all n2 entries of the matrix
requires O(mn2A) time and O(A) additional memory storage.
Lemma 2 is proved.
Lemma 3. Let X = {0; 1}; and let ar; r = 1; : : : ; m; be integers. Then the matrix C
can be found in O(mn2A) time using O(mA) additional memory storage.
Proof. In this lemma we deal with a version of Knapsack Problem with (0; 1) variables
[4] for which; in the case when ar ∈R+; r = 1; : : : ; m; the following recursion holds:
Dij(1; ) =
{
(d1j
.−d1i) for a16 ;
0 for a1 ¿;
Dij(r; ) =max
{
Dij(r − 1; − ar) + (drj
.−dri)
Dij(r − 1; )
(26 r6m); (6)
for each = 0; 1; : : : ; A:
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It is clear that cij=Dij(m; A) whenever 16 i; j6 n: It follows from recursion (6) that
if ar , r = 1; : : : ; m; are integers, then computing all n2 entries of C requires O(mn2A)
time and O(mA) additional memory storage.
Lemma 3 is proved.
Lemma 4. If X = R+ then the entries of C can be represented in the form
cij = A max
16r6m
(drj−.dri)
ar
for all 16 i; j6 n;
and computing the matrix C requires O(mn2) time.
Proof. It is easy to see that in this case there exists an optimal plan (xri) in which
at each site the vehicle is loaded by a commodity of just one type. This implies the
expression for the matrix entries and the bound for the running time claimed in the
lemma.
Lemma 4 is proved.
Theorem 1. Problem 1 can be solved in O(n3 +mn2A) time with a performance error
of 1=4 if X = Z+ or X = {0; 1}:
Proof. We present the following algorithm A˜ for  nding a solution of Problem 1. It
consists of three phases.
Phase 1 (constructing the matrix C).
Input: natural numbers m; n; A; vectors (ar)∈Zm+, r=1; : : : ; n; and a matrix (dri)∈Rm×n+ :
Output: a matrix (cij)∈Rn×n+ :
Phase 2 ( nding a tour  for Max TSP with a performance error of 1=4).
Input: a natural number n and a distance matrix C.
Output: a permutation (a tour) = (1; : : : ; n).
Phase 3 (computing a vehicle loading plan x()):
Input: natural numbers m; n; A; vectors (ar)∈Zm+, r=1; : : : ; n, a matrix (dri)∈Rm×n+ ,
and a permutation ; calculated at the previous phase.
Output: a vehicle loading plan x().
The description of algorithm A˜ is completed. On Phase 1 we calculate the entries
of the matrix C using relations (5) and (6) in Lemmas 2 and 3. It follows that
Phase 1 requires O(mn2A) time. From [8] and Lemma 1 it follows that Phase 2 can
be implemented in O(n3) time with a performance error of 1=4: Phase 3 consists of
the same operations as Phase 1 but they are applied for computing n matrix entries
corresponding to the solution computed on Phase 2. This requires O(mnA) time, i.e., n
times less than the running time of Phase 1. In addition to the calculation of the above
entries, a vehicle loading plan x() is constructed. Despite this, the overall running
time of Stage 2 remains O(mnA). Thus, algorithm A˜ runs in O(n3 + mn2A) time and
has a performance error of 1=4: This completes the proof of Theorem 1.
We proceed to considering the case when X =R+ (i.e., when plans (xri) are contin-
uous). In this case to solve Problem 1 we apply a modi cation A˜1 of algorithm A˜.
The modi cation concerns the implementation of Phase 2.
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We start with some additional de nitions and notation.
Consider the m-dimensional space Rm whose unit vectors correspond to the com-
modity types r, r = 1; : : : ; m: Let vertex i, i = 1; : : : ; n be assigned to each point
y˜ i = (y˜
1
i ; : : : ; y˜
m
i )∈Rm; where y˜ri stands for the cost of a unity of the rth commod-
ity at vertex i (i.e., y˜ri = dri). De ne the distance between points y˜ i and y˜ j by the
function
 (y˜ i; y˜ j) = A max16r6m
(y˜rj−.y˜ri)
ar
;
which is equal to cij in the previous notation. In terms of the original problem, this
distance is nothing but the pro t realized from moving the vehicle from site i to site
j.
We now extend the notion introduced above to all points of the space Rm: Let
S = {y |y∈Rm;  (0; y)6 1} be the unit ball corresponding to our distance function.
Remark 1. The unit ball S is the intersection of half-spaces
yr6A=ar; r = 1; : : : ; m;
with the origin at its center y0 = (A=a1; : : : ; A=am). Hence, S is a polyhedron having
exactly m facets
Pr = {y |y = (y1; : : : ; ym)∈Rm; yr = A=ar}; r = 1; : : : ; m:
Note that for it Max TSP in Rm can be solved in O(n3) time by an algorithm
in [11]. This algorithm was shown to output a solution with a performance error of
n = (	s=2
 − 1)=n if the unit ball corresponding to the distance function is a convex
polytope with s¿m+ 1 faces (	q
 stands for the integer part of q).
Since S is not a polytope (though still a polyhedron), there is no guarantee that the
algorithm in [11], when applied to the matrix C, has a performance bound similar to
n.
Let Kr be a minimal cone with the origin at point 0 containing all points of Hr ,
r = 1; : : : ; m; and Km+1 be the negative orthant. By Remark 1, the collection of cones
{Kr; r=1; : : : ; m+1} covers the space Rm: In the case of the polyhedron S the following
statement, similar to that in [11] for polytopes, holds:
Lemma 5. Assume that points y1; y2; y3; y4 ∈Rm satisfy (y2−y1)∈Kr , (y4−y3)∈Kr
for some r, 16 r6m+ 1. Then
 (y1; y2) +  (y3; y4)6  (y1; y4) +  (y3; y2):
Proof. The inequality is true if r=m+1; since in this case the left-hand side is equal
to 0. For r = 1; : : : ; m; the proof is similar to that in the case when S is a polytope
(see [11]).
Lemma 5 is proved.
110 E.Kh. Gimadi et al. / Discrete Applied Mathematics 135 (2004) 105–111
By applying Lemmas 4 and 5 and the results of paper [11] to the case X =R+ it is
easy to prove the following statements.
Lemma 6. Max TSP with the matrix C can be solved in O(n3) time with a perfor-
mance error of
n =
	(m+ 1)=2
 − 1
n
:
Theorem 2. Problem 1 can be solved in O(mn2 + n3) time with a performance error
of
n =
	(m+ 1)=2
 − 1
n
:
The following statements are straightforward corollaries of Theorem 2.
Corollary 1. Problem 1 is polynomially solvable in R2.
Corollary 2. Algorithm A˜1 (for solving Problem 1) is asymptotically optimal, pro-
vided that
m= n= n;
where  n = o(n) and  n →∞ as n →∞:
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