This paper is devoted to the design of precoders maximizing the ergodic mutual information (EMI) of bi-correlated flat fading MIMO systems equiped with MMSE receivers. The channel state information and the second order statistics of the channel are assumed available at the receiver side and at the transmitter side respectively. As the direct maximization of the EMI needs the use of non attractive algorithms, it is proposed to optimize an approximation of the EMI, introduced recently, obtained when the number of transmit and receive antennas t and r converge to ∞ at the same rate. It is established that the relative error between the actual EMI and its approximation is a O( 
I. INTRODUCTION
It is now well established that using multiple transmit and receive antennas potentially allows to increase the Shannon capacity of digital communications systems. Since the seminal work of Teletar ( [17] ), the ergodic Shannon capacity of block fading MIMO systems has been studied extensively and important questions related to the design of optimal precoding schemes have been addressed. Considering that the Channel State Information (CSI) is available at receiver side while the transmitter is only aware of its second order statistical properties, many authors have studied the impact of antenna correlation on the capacity of MIMO systems communicating through flat fading channel ( [7] , [10] ) and frequency selective channel ( [12] ).
The ergodic Shannon capacity is certainly a valuable figure of merit if the MIMO system under consideration is equipped with a maximum likelihood decoder. As the practical implementation of this decoder requires a high computational cost, it is also useful to study potential performance of MIMO systems equiped with the MMSE receiver. The corresponding (Gaussian) ergodic mutual information (EMI), denoted I mmse in the following, is defined as the sum over the transmit antennas of the terms E(log(1 + β j )), where β j represents the output MMSE SINR associated to the stream sent by antenna j.
The design of precoders maximizing I mmse is of course an important issue because the optimum value of I mmse represents the maximum rate that can be transmitted reliably when the MIMO system uses the MMSE receiver. This optimization problem has been extensively studied in the past, mainly if the CSI is available at the both the receiver and the transmitter (see e.g. [15] ). It is however often unrealistic to assume the CSI available at the transmitter side in the context of mobile systems.
In the present paper, we consider a flat fading MIMO channel with separable correlation structure (Kronecker model). We assume that the channel matrix is known at the receiver side, but that only its transmit and receive covariance matrices are available at the transmitter side. We address the problem of designing precoders that maximize I mmse . The expression of I mmse is rather complicated and thus difficult to maximize w.r.t. the precoding matrix. In particular, it seems difficult to establish that the left eigenvectors of an optimal precoding matrix coincide with the eigenvectors of the transmit correlation matrix as in the context of the evaluation of the Shannon ergodic capacity (see e.g. ( [7] ). Therefore, it is necessary to evaluate numerically both the singular values and the singular vectors of optimum precoding matrices, or equivalently to solve a t 2 dimensional optimization problem. Steepest descent algorithms require the use intensive Monte Carlo simulation technics in order to evaluate the gradient and/or the coincide with t s where s is the number of non zero entries which depend on the signal to noise ratio. Therefore, the optimum transmission strategy coincides with an antenna selection scheme. Although it is not proved that the above strategy maximizes I mmse , this result shows that, at least if t is large enough, antenna selection may provide higher mutual informations I mmse than a uniform power allocation. The situation differs from what was shown initially by Telatar ([17] ) in the context of the study of the Shannon ergodic capacity of i.i.d. channels: the Shannon capacity achieving covariance matrix coincides with I t .
We also remark that our result establishes formally thatÎ mmse is in general not a concave function of the precoding matrix, and infer from this that I mmse is not concave as well. We finally consider the case of an arbitrary bicorrelated MIMO channel, and propose to evaluate the singular values of an optimum precoder using a classical gradient algorithm. Numerical results show that the precoding matrices evaluated by this algorithm provide nearly the same mutual informations as direct approaches maximizing I mmse while being computationally more attractive. This paper is organized as follows. Section II is devoted to presentation of the problem and to the underlying assumptions. In section III, we present the large system approximationsÎ mmse and I mmse of I mmse and analyse their accuracies. Section IV studies the structure of the optimum precoders, and Section V addresses the optimization of I mmse .
General Notations
In this paper, the notations y, x, M stand for scalars, vectors and matrices, respectively. As usual, x represents the Euclidian norm of vector x and M stands for the spectral norm of matrix M. The superscripts (.) T and (.) H represent respectively the transpose and transpose conjugate. The trace of M is denoted by Tr(M). The mathematical expectation operator is denoted by E(·). The symbols ℜ and ℑ denote respectively the real and imaginary parts of a given complex number.
If x is a possibly complex-valued random variable, Var(x) = E|x| 2 − |E(x)| 2 represents the variance of x.
All along this paper, t and r stand for the number of transmit and receive antennas. Certain quantities will be studied in the asymptotic regime t → ∞, r → ∞ in such a way that t r → c ∈ (0, ∞). In order to simplify the notations, t → ∞ should be understood from now on as t → ∞, r → ∞ and t r → c ∈ (0, ∞). A vector x t and a matrix M t whose size depend on t are said to be uniformly bounded if sup t x t < ∞ and sup t M t < ∞.
Several variables used throughout this paper depend on various parameters, e.g. the number of antennas, the noise level, etc. In order to simplify the notations, we do not mention all these dependencies. Notation C will denote a generic strictly positive constant whose main feature is not to depend on t.
The value of C might change from one line to another.
II. PROBLEM STATEMENT.
We consider a MIMO system equipped with r receive antennas and t transmit antennas. The MIMO channel matrix H is supposed to be a Gaussian random matrix defined by
where H iid is a r × t matrix whose entries are independent and identically distributed (i. . Matrices C T and C R are positive definite matrices modeling respectively the impact of correlation between transmitting and receiving antennas. We assume that Each transmit antenna j sends a sequence (x j (n)) n∈Z defined by
T where the (s j (n)) n∈Z j=1,...,t are assumed to be unit variance mutually independent i.i.d. sequences. K represents a precoding matrix satisfying 1 t Tr(KK H ) ≤ 1. The corresponding r-variate discrete-time received signal (y(n)) n∈Z is given by
where n is a white Gaussian noise with covariance matrix E n(n)n(n) H = σ 2 I r .
In this paper, we evaluate the potential performance of the MIMO system (2) when the receiver is equiped with the MMSE receiver. In other words, each symbol sequence s j is estimated by the Wiener filter prior to decoding, i.e. s j (n) is estimated bŷ
where k j represents the column j of K. In the following, we denote by Q T (K) the matrix
It is standard that the SINR β j provided by this linear receiver is given by ( [19] )
The ergodic mutual information I mmse (K) of the MIMO system under consideration is thus equal to
where the mathematical expectation is over the probability distribution of random matrix H. In order to maximize I mmse (K) over the set 1 t Tr(KK H ) ≤ 1, it is necessary to use numerical technics based on stepeest descent algorithms. As the gradient and the Hessian of I mmse have no simple expression, they have to be evaluated using intensive Monte Carlo simulations (see e.g. [20] ). Moreover, to our best knowledge, the singular vectors of an optimum matrix have no closed form expression. Therefore, the dimension of the optimization problem cannot be reduced from t 2 to t as in the context of the evaluation of the capacity achieving covariance matrix ( [7] ).
III. DERIVATION OF THE LARGE SYSTEM APPROXIMATION OF I mmse .
In this section, we introduce the large system approximation presented in [1] and [13] , and improve the results stated without proof in [1] concerning its accuracy. Our approach is based on Gaussian large random matrix technics initiated by Pastur ([14] ). Pastur's approach was used in [6] in order to establish the asymptotic Gaussianity of the traditional mutual information of bicorrelated MIMO channels.
We study in this section the asymptotic behaviour of I mmse in the case where the precoding matrix K is reduced to K = I t to simplify the notations. In order to deduce the results in the case K = I t , we remark that channel matrix HK can be interpreted as a bi-correlated MIMO channel with transmit and receive covariance matrices K H C T K and C R respectively. We will therefore replace matrix C T by matrix K H C T K. I mmse (I) and Q T (I) are denoted I mmse and Q T in the remainder of this section.
We first explain the differences between our analysis and the contributions [9] and [8] . We recall that [9] adresses the i.i.d. case while [8] assumes that matrix C T = Diag(c T,1 , . . . , c T,t ) is diagonal. In this last context, the SINR β j can also be written as
where h
iid represents the column j of H iid , matrix H (j)
iid is obtained from H iid by deleting column j, and C
(j)
T represents the (t − 1) × (t − 1) diagonal matrix obtained by deleting column and row j from C T . The approaches of [9] and [8] rely on the key observation that vector h iid,j is independent from the matrix Q (j)
R . This allows to study the behaviour of β j using important results concerning the behaviour November 2, 2009 DRAFT of random quadratic forms. If matrix C T is non diagonal, β j has not the same structure than in (6):
iid and matrices Q (j)
R are replaced by non independent terms, and the approach of [9] and [8] cannot be used. Our approach does not study β j directly, but rather the diagonal entries of matrix σ 2 Q T whose asymptotic behaviour can be evaluated for general transmit covariance matrices C T .
The study of the accuracy of the approximation is essentially based on the study of a virtual channel obtained from H after unitary transformations. We consider the eigenvalue/ eigenvector decompositions of covariance matrices C T and C R :
where the diagonal entries (d j ) j=1,...,t and (d i ) i=1,...,r of D andD are arranged in the decreasing order.
Then, we define the random t × r matrix Y by
Y can be written as
where X represents the t × r matrix X = U H H H iidŨ . As U andŨ are unitary, matrix X is an i.i.d. complex Gaussian matrix such that E|X i,j | 2 = 1. In the following, we denote by Q the matrix defined
The study of I mmse when t → ∞ is based on the asymptotic properties of the diagonal entries of matrix Q T . We remark that
and evaluate the asymptotic behaviour of uQu H where u = (u 1 , . . . , u t ) is a unit norm deterministic row vector. We use in the following certain results of [6] . We however note that in [6] , matrix Q is replaced by matrix (I + σ 2 YY H ) −1 . Therefore, the statements of [6] have to be adapted. In the sequel, we denote by δ andδ the unique strictly positive solutions of the system
The existence and the uniqueness of the solution has been established in Proposition 1 of [6] . We denote by T andT the diagonal matrices
and gather in the following proposition certain useful results of [6] .
Proposition 1:
Assume that matrices D andD satisfy the following conditions:
Then, the following results hold true:
• For each uniformly bounded deterministic matrix
We assume from now on that the matrices D andD satisfy (14) . We are now in position to state the main results of this section. We begin by the following proposition.
Proposition 2:
and
Moreover,
Finally, if we denote by (v k ) k=1,...,t the row vectors of any unitary matrix V, and if (κ j ) j=1,...,t denote positive numbers such that sup j κ j < C, we have
The proof is given in the Appendix. In order to introduce the large system approximation I mmse , we define matrices T T and T R by
2 In [6] , matrix M is diagonal. The case of non diagonal matrices is addressed in [5] devoted to correlated Ricean channels.
We note that (δ,δ) and (γ,γ) can be expressed in terms of T T and T R as
The following result holds.
Theorem 1:
We define I mmse by
Then,
Proof. The proof is based on a second order expansion of log σ 2 Q T,j,j around the point E(Q T,j,j ) . We define ǫ j by
and write log σ 2 Q T,j,j as
We express log(1 + ǫ j ) as
As E(ǫ j ) = 0, E(log σ 2 Q T,j,j ) can be written as
In order to be able to use Proposition 2, we have to study the behaviour 1 E(QT,j,j) . We first remark that it exists a deterministic constant C > 0 such that
by the Jensen inequality. We denote by h j the column j of matrix H. The SINR β j provided by the MMSE receiver is upperbounded by the match filter bound,
We use (21) with κ j = 1 E(QT,j,j ) and when the unitary matrix V coincides with matrix U. We obtain immediately that
We now establish that
For this, we first notice that 1
The conclusion followsδ ≤
and from (18) . (29) and (30) imply that
Moreover, (19) and (28) lead to
In order to evaluate the influence of r j , we give the following lemma, proved in the appendix.
Lemma 1:
(32) and (34) imply that
Straightforward manipulations show that
In order to establish Theorem 1, it remains to prove that
We define ǫ j as
and remark that
Using (28), we obtain that
For t large enough, |ǫ j | < A < 1 for each j. For these t, we can write log(1 + ǫ j ) as
Consequently,
We finally remark that
The second item of (15) can thus be used for matrix M = j κ j u H j u j , thus showing that (35) holds. This completes the proof of (26).
We denoteÎ mmse the term defined bŷ
I mmse corresponds to the obvious large system approximation of I mmse obtained by replacing, for each j,
(1 + β j ) by its "deterministic equivalent" (σ 2 T T,j,j ) −1 . Theorem 1 shows that the relative error provided byÎ mmse is a O( We now present some simulation experiments which demonstrate the accuracy of the approximation I mmse for a realistic number of antennas.Î mmse is also represented. The transmit antennas correlation matrix C T is generated according to the popular model proposed in [2] , i.e.
where a is a constant chosen in such a way that 1 t Tr(C T ) = 1. φ T and σ φT can be interpreted as the mean angle of departure and the standard deviation of the angles of departure of a scatterer cluster respectively. We notice that if σ φT ≃ 0, then Rank(C T ) ≃ 1. We refer the reader to [2] for more details.
The receive antennas correlation matrix is generated similarly with different parameters φ R and σ φR .
In Figure 1 we have represented I mmse ,Î mmse , I mmse versus the SNR for r = t = 4. Here, the various parameters are equal to φ T = π/4, σ φT = 0.5, φ R = π/12, σ φR = 0.5. We observe that I mmse can be rather far from the true mutual information I mmse evaluated by Monte-Carlo simulation over 1000 channel realizations. Figure 2 represents the relative error between I mmse andÎ mmse , I mmse respectively in terms of the mean angle of departure variance σ 2 φT for SNR = 0 dB and SNR = 6 dB when φ T = π/4, φ R = π/12, σ φR = 0.4 . Figures 1,2 show that approximation I mmse provides significantly better results thanÎ mmse .
The expression (25) is a large system approximation of I mmse (I). If the precoding matrix K is not equal to I, the approximation of I mmse (K) is obtained by replacing matrix C T by matrix K H C T K. In 
IV. STRUCTURE OF OPTIMAL PRECODERS.
In this section, we study the problem of designing precoders maximizing function I mmse (K) over the set K defined by
The main result of this section states that there is no restriction to look for optimal precoders of the form
where Λ is a diagonal matrix with positive elements. In order to establish this, we first derive the following intermediate result.
Proposition 3:
Let K by an element of K and the eigenvalue/eigenvector decomposition of matrix
Proof. It is obvious that K d ∈ K. In order to establish (40), we denote by J mmse (K) the term
and remark that I mmse (K) =Î mmse (K) + J mmse (K). We prove in the following thatÎ mmse (K) ≤
is also diagonal, and is given by
To check this, we recall that (δ(K),δ(K)) are defined as the unique positive solutions of the system
As K H C T K = WΛW H , for eachκ > 0, we have
are positive solutions of the same system. The uniqueness of
.Î mmse (K) can thus be written aŝ
where W j,k is the entry (j, k) of unitary matrix W and where Λ = Diag(λ 1 , . . . , λ t ). The function
Summing over j, and using that t j=1 |W j,k | 2 = 1, we get that
We recall that
This implies that
We also remark that
where w j represents the row j of W.
We finally note that
. This completes the proof of Proposition 3.
Proposition 3 shows that there is no restriction to look an optimal precoder in the following set K d
This allows to formulate the evaluation of an optimal precoder as a t-dimensional optimization problem rather than a t 2 dimensional one. In order to state the corresponding result, we first slightly change our notations. If K ∈ K d , the quantities δ(K),δ(K), . . . are actually functions of the entries of the diagonal
The main result of this section is the following theorem.
Theorem 2: Let C T = UDU H be the eigenvalues/eigenvectors decomposition of matrix C T . Let Λ opt = Diag(λ 1,opt , . . . , λ t,opt ) be a positive diagonal matrix solution of the optimization problem
Then, matrix K opt defined by
belongs to K d , and maximizes I mmse .
Proof. In order to prove Theorem 2, we consider a precoding matrix K ∈ K d , and denote Λ = Diag(λ 1 , λ 2 , . . . , λ t ) the diagonal matrix K H C T K. We assume that the diagonal entries (λ j ) j=1,...,t of Λ are arranged in decreasing order. It is clear that K can be written as
Θ is a unitary matrix. As 
Let (Λ * , Θ * ) be a solution of the above problem. The diagonal elements of Λ * and D are arranged in decreasing order. Therefore (see the Appendix of [7] ), the following inequality holds
Inequality (47) Problem 1 cannot in general be solved in closed form. In this paragraph, we consider the case r = t, C R = C T = I t for which some analytical results can be obtained. We establish in particular that the transmission scheme maximizingÎ mmse is not a uniform power allocation along all the antennas, but an antenna selection scheme. This tends to indicate that in the context of i.i.d. channels, an antenna selection may provide higher values of I mmse than a uniform power allocation over the t available transmit antennas. Therefore, even in the simplest channels context, the maximization of I mmse and of the usual Shannon mutual information I are different problems.
Theorem 2 implies that precoders K opt maximizingÎ mmse can be written as
opt where Λ opt is solution of the problem 
It is easy to check thatδ(Λ) is the positive solution of (48) in the particular context considered here. This justifies the statement of Problem 3. The solution of this problem is given in the following Proposition.
Proposition 4:
The diagonal entries of the optimal matrices Λ opt are either 0, either equal to t s where s ≤ t, the number of non zero entries of Λ opt , is the integer that maximizes
Proof. We first show that any optimal matrix Λ opt solution of Problem 3 verifies For this, we show that function µ → µδ(µΛ) is strictly increasing on R + . We remark thatδ(µΛ) is the unique positive solution of the equation
or equivalently, that µδ(µΛ) is the unique solution of the equation g µ (ρ) = 1 where g µ is defined by
For each µ, functionρ → g µ (ρ) is strictly increasing. Moreover, if µ 1 < µ 2 , then g µ1 (ρ) > g µ2 (ρ). From this, we get immediately that µ 1δ (µ 1 Λ) < µ 2δ (µ 2 Λ). We have thus shown that µ → µδ(µΛ) is strictly increasing. We put µ = 
Tr(Λ)
. As 1 t Tr(Λ) < 1, µ is strictly greater than 1. Therefore, µδ(µΛ) >δ(Λ) or µδ(Γ) >δ(Λ). Hence,
As the (µλ j ) j=1,...,t coincide with the diagonal entries of matrix Γ, the above inequality implies that
The above discussion shows that the constraint 1 t Tr(Λ) ≤ 1 can be replaced by 1 t Tr(Λ) = 1 in the statement of Problem 3. In order to characterize the solutions of the maximization problem, we replace the variables (λ j ) j=1,...,t by the variables (x j ) j=1,...,t defined by
for j = 1, . . . , t. We claim that the maximization ofÎ mmse over the constraints λ j ≥ 0 for j = 1, . . . , t and 1 t Tr(Λ) = 1 is equivalent to the following problem Problem 4: Maximize t j=1 log(1 + x j ) under the constraints x j ≥ 0 for each j = 1, . . . , t, and
Indeed, let (x j ) j=1,...,t be positive numbers satisfying (52), and considerδ = 
where L(x, µ) is defined by
and if x j = 0, we have
If s ≤ t is the number of non zero x j 's, we have also
Using the identity
, we get that the constraint (52) can also be written as
x j µ is therefore given by
We also note that x j > 0 is a solution of the equation
If µ > 1 + σ 2 , (54) implies that s = t. Moreover, the equation (57) has a single strictly positive solution y. Therefore, x j = y for j = 1, . . . , t. Using the correspondence (51) between x and Λ, we obtain immediately that Λ = I t .
We now consider the case µ ≤ 1 + σ 2 . If µ < 2σ, equation (57) has no real solution. Therefore, µ must be greater than 2σ. The equation must have at least a positive solution. As 1 + σ 2 − µ ≥ 0, this implies that µ > 2σ 2 . In sum, µ must be greater than max(2σ, 2σ 2 ), and the equation (57) has 2 positive solutions y 1 and y 2 given by
Therefore, each non zero x j can be equal to y 1 or to y 2 . We denote #{j, x j = y 1 } as s 2 + u and #{j, x j = y 2 } as s 2 − u where u is an integer if s is even and u is the sum of 1/2 with an integer if s is odd. Note that if (x j ) j=1,...,t is a solution of Problem 4, u must be positive because y 1 > y 2 and
Plugging this into (56) and solving the equation w.r.t. µ yields to
This allows to express y 1 and y 2 in terms of t, s, u, σ 2 . After some calculations, we obtain that t j=1 log(1+
where b 2 is defined by
It is easily seen that the righthandside of (59), considered as a function of u, is increasing on R + . Therefore, it is maximum for u = s 2 . This implies that #{j, x j = y 1 } = s and #{j, x j = y 2 } = 0. Moreover, the righthandside of (59) for u = s/2 coincides with (49). This completes the proof of Proposition 4.
We now check numerically that for certain values of σ 2 , s does not coincide with t. In figure 3 , we have considered the case r = t = 8, and have represented the values ofÎ mmse for s = 6 and s = 8. It is clear that if the SNR is greater than 8 dB, then s = 6 provides higher values ofÎ mmse . The values of I mmse and I mmse are still higher for s = 6 rather than for s = 8. This confirms that the antenna selection scheme may be better than the uniform power allocation across all the transmit antennas. Figure   4 represents I mmse ,Î mmse , I mmse versus s when the SNR is equal to 15dB, and demonstrates that s = 6 is the optimum value of I mmse .
We note that if s = t, functionÎ mmse reaches its maximum at different points because there are more than one diagonal matrix whose entries are either 0 either t s . FunctionÎ mmse is thus a non concave function of the precoding matrix. Using the trick introduced in [5] , it is possible to establish that I mmse is itself, in general, non concave.
B. Study of Problem 1.
We consider again the optimization of I mmse in the bi-correlated case. Theorem 2 shows that the determination of an optimal precoder K opt needs to solve the optimization Problem 1. As this problem 
C. Numerical illustration
We present some simulation results to illustrate the impact of the precoder optimization scheme in the case r = t = 4. C T and C R are generated according to model (38). In the present numerical experiment, In figure 5 , we provide the mutual informations I mmse (evaluated using Monte Carlo simulations, 1000 channel realizations are used) corresponding to the following precoding schemes:
• (ii) Maximization of I mmse (K) for precoders structured as in (45) • (iii) Maximization ofÎ mmse (K) for precoders structured as in (45) • (iv) Maximization of I mmse (K) for precoders structured as in (45) • (v) Maximization of I mmse (K) when the precoders have no particular structure.
The various maximizations are achieved by the gradient algorithm with projection on the relevant constraint. Note that the gradients of I mmse (K) w.r.t. the parameters (α j ) j=1,...,t and w.r.t. the entries of K have no closed form expression. At each iteration of the algorithm, they are evaluated by Monte Carlo simulations (1000 channel realizations are used). This explain why the direct maximization of I mmse leads to very high computational cost algorithms.
We now comment figure 5. We first compare precoding schemes (iv) and (v). The two curves match perfectly, showing that in practice, the structure (45) seems to optimize I mmse (K) even for r = t = 4.
The comparison of schemes (ii) and (iii) indicates that the use of the improved approximation I mmse allows to obtain significant gains for SNRs greater than 10 dB. We finally observe that the precoding schemes (ii) and (iv,v) provide very close mutual informations when SNR < 2 dB and SNR > 10 dB.
Finally, the comparison of (i) (no precoding) with the other schemes shows that the precoding allows to increase significantly I mmse .
We finally compare the processing time (on a 1.83GHz Intel) needed by schemes (ii), (iii), (iv)
Precoding scheme Processing time (s)
(ii) maximization of I mmse 0.39
It is seen that the processing times needed to implement schemes (ii) and (iii) are almost 1000 times smaller than in the context of scheme (iv), while the use of the improved approximation I mmse instead ofÎ mmse does not lead to a significant increase of the computational cost.
VI. CONCLUDING REMARKS.
We summarize the advantages of our asymptotic analysis of I mmse . It first allows to prove the relevance of precoders K = UD −1/2 Λ 1/2 , where Λ is a positive diagonal matrix. Second, the entries of the optimum matrix Λ are solution of an optimization problem that can be solved by a computationally attractive gradient algorithm. If, in contrast, matrix Λ was designed to maximize the true mutual information I mmse , the corresponding gradient algorithm would have a high computational cost. This is because this function of Λ, as well as its derivatives w.r.t. the entries of Λ, cannot be expressed in closed form. They have to be evaluated by Monte Carlo simulations, thus complicating a lot the maximization algorithm.
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Let Φ(Y) be a function of the entries of matrix Y defined by (9) . Then, under certain extra assumptions on Φ (see [6] ), the following Nash-Poincaré inequality holds true:
where Y i,j represents the complex conjugate of Y i,j . We also recall that the integration by part formula
We first establish (18) . For this, we first introduce some notations. β is defined by β = 1 t Tr(DQ) and α = E(β).R is the r × r diagonal matrix given bỹ
α is defined byα = 1 t Tr(DQ), and R is the t × t diagonal matrix given by
If x is a random variable,
•
x represents the random variable
Using calculations similar to [6] , section 4.1, we obtain that
for each k, i, j. Summing over j gives
Plugging the resolvent identity (see Eq. (10) of [6] )
into (65), we obtain
Solving w.r.t. E(Q k,i ), we get
If u is a deterministic unit norm row vector, we eventually obtain
We now prove that the second term of the righthandside of (67) can be bounded by a O(
Using the first item of (15) in the case M = D, we get that E|
. In order to study the behaviour of the second term of the righthandside of (68), we establish the following lemma.
Lemma 2: Let A be a uniformly bounded diagonal deterministic matrix, u a unit norm deterministic row vector, and v a uniformly bounded deterministic row vector. Then,
where C is a constant independent of u, v, and A.
Proof. In order prove the lemma, we use the Nash-Poincaré inequality (60) in the case Φ(Y) = uQYAY H v H . We define η as η = uQYAY H v H . Straightforward calculations lead to
We establish that
where C is a constant independent of u, v, A. (70), |A j,j | ≤ A and the Schwartz inequality imply that
Summing over i, j yields
Using the resolvent identity (66), we obtain that QYY H = I − σ 2 Q.
Therefore, QYY H Q = Q−σ 2 QQ and QYY H Q ≤ Q. This implies that uQY 2 ≤ uQu H . As matrix
In order to prove (71), it is thus sufficient to verify that E( QYAY H v H 2 ) ≤ C where C is a constant independent of v and t. For this, we remark that
A straightforward but tedious calculation gives
As matrices A, D,D and vector v are uniformly bounded, we obtain that E(
This, in turn, implies (71). One can show similarly that
..,t and the (d j ) j=1,...,r are uniformly bounded (see (14)), (60) provides immediately (69).
Lemma 2 is thus established.
(67) and (68) imply that
In order to complete the proof of (18), we use Theorem 3 of [6] , and obtain that
It is easy to check that
Using (73), we eventually get (18) .
We now establish (20) . For this, we first prove the following lemma.
Lemma 3:
Proof. We first note that (66) yields
In order to be able to express
For this, we use the integration by parts formula (61) in the case
Summing over p, and expressing β =
Plugging (75) into (78) and solving w.r.t. E(Q k,i
We define η by η = uQu H . (74) yields immediately
We define ρ 1 and ρ 2 by ρ 1 = uQDQu H and ρ 2 = uQYDRY H Ru H . The term E uQDQu H uQYDRY H Ru H is given by
In order to evaluate E(ρ i ), i = 1, 2, we state the following Lemma Lemma 4:
Let A be a uniformly bounded diagonal deterministic matrix. Then,
The proof uses again the resolvent identity (66), the Nash-Poincaré inequality, the integration by parts formula, Theorem 3 in [6] , and is omitted.
Using Lemma (4), we get that
We verify that E(
by Lemma 2. Finally, we show that E(
We express this term as
Lemma 4 implies that E(ρ 2 ) is uniformly bounded, while the Schwartz inequality gives E(
As η ≤ dmax σ 2 , the Schwartz inequality gives immediately that
Putting all the pieces together completes the proof of (20) .
In order to establish (21), we first need to prove the following lemma. This lemma will also be useful to establish Lemma 1 below.
Lemma 5: Let M be a uniformly bounded deterministic matrix. Then,
We denote by ρ the random variable ρ = 1 t TrM (Q − E(Q)). E|ρ| 4 can be written as
The first item of (15) 
As QYY H = I − σ 2 Q ≤ I, we obtain that
We obtain similarly that
(82) follows immediately from the Nash-Poincaré identity.
In order to prove (83), we first establish that
We consider a deterministic unit norm row vector u and denote by η the term η = u (Q − E(Q)) u H . 
The Nash-Poincaré inequality eventually gives Var(η 2 ) ≤ C t 2 . We have therefore proved (84). In order to establish (85), we write E|η| 6 = E|η| 3 2 + Var(η 3 ). The Holder inequality and (84) imply that
The term Var(η 3 ) is also evaluated using the Nash-Poincaré inequality.
Using (79) and Lemma 4, it is easy to check that
It therefore remains to show that
For this, we write ρ 2,k =
The term E
where M is the deterministic matrix defined by
Lemma 4 implies that sup k |E(ρ 2,k | < C. Therefore, matrix M is uniformly bounded. The first item of
. In order to evaluate the second term of the righthandside of (87), we remark that
Lemma 2 implies that (E|
, and (84) gives (E|
This, in turn, implies that the second term of the righthandside of (87) is a O( 1 t ) term. This completes the proof of (21).
We finally prove (19) . We just sketch the proof because similar arguments have been used in order to establish Lemma 3. We evaluate E(
• Q k3,i3 ). For this, we use the resolvent identity (66) and write
Using the integration by parts formula as in the proof of Lemma 3, we obtain that
• Q k3,i3
• Q k2,i2
Plugging (66) into the above equation and solving w.r.t. E(Q k1,i1
• Q k3,i3 ), we obtain that E(Q k1,i1
Writing E(Q k1,i1
• Q k3,i3 ) as
• Q k3,i3 ) = E(Q k1,i1 )E(
• Q k3,i3 ) and using (73), we obtain that E(
• Q k1,i1
• Q k3,i3 ) = • Q k2,i2
We consider a unit norm deterministic row vector u and define η = uQu, ρ 1 = uQDQu H and ρ 2 = uQYDRY H Ru H . Using (88), we get that E(
We write E(ρ 1 ρ 2
E(ρ 1 ) is uniformly bounded while E( and use Lemma 5 to justify that E(
. This completes the proof of (19) .
APPENDIX B PROOF OF LEMMA 1.
We first establish that
for some constant C independent of j and t. For this, we remark that
is less than 1. Therefore, −E(log(σ 2 Q T,j,j )) ≥ 0. As log(1+ǫ j ) is equal to log(σ 2 Q T,j,j )−E(log(σ 2 Q T,j,j )),
we get that log(1 + ǫ j ) ≥ log(σ 2 Q T,j,j )) = − log(1 + β j ) β j > 0 implies that log(1 + β j ) ≤ β j . Therefore, log(1 + ǫ j ) ≥ −β j and (log(1 + ǫ j )) 2 ≤ (β j ) 2 . In order to prove (89), it is thus sufficient to establish that E(β 2 j ) ≤ C. We denote by h j the column j of matrix H. β j is upperbounded by the match filter bound hj 2 σ 2 . Using the expression of vector h j in terms of matrices C R , C T and H iid , it is easy to check that E( h j 4 ) ≤ C for some constant C independent of j and t. This completes the proof of (89). Note that (89) implies that for each j, E| log(1+ǫ j )| < ∞, a property which was implicitely assumed in the proof of Theorem 1.
We now complete the proof of Lemma 1. We consider a constant A ∈ (0, 1), and express log(1 + ǫ j ) as log(1 + ǫ j ) = 
Using (28) and (83), we remark that
From the Markov inequality and the Holder inequality, we obtain that
and Using (89), (93) and the Schwartz inequality yields E log(1 + ǫ j )I |ǫj|≥A ≤ C t 2 We now establish that
For k ≥ 4, E |ǫ j | k I |ǫj|<A ≤ A k−4 E(|ǫ j | 4 ). Therefore,
As A < 1, 
