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Abstract
Metallic nanoparticles are widely used for technological applications in catalysis, data
storage and medicine. There are many experimental and theoretical investigations study-
ing promising materials for new applications and understanding how they work. A number
of strategies are also employed to improve performance for specific applications including
doping, annealing and chemical processing. In this thesis we have investigated the influence
of external factors (such as adsorbed molecules or substrate materials) on the structure and
properties of four different nanoparticle systems. First, we have investigated the morphol-
ogy of L10 ordered FePt nanoparticles supported on various Mg(1−x)TixO substrates. The
adhesion energy between FePt and the MgTiO slabs is found to decrease with the increas-
ing number of TiO layers due to Ti-Fe bond formation. In addition, the Fe-Ti interaction
hinders the growth of the FePt nanoparticle in [001] direction and reduces the density of
information storage. Next, we have studied the oxidation of Ti and TiPt nanoparticles.
We find oxygen atoms should adsorb on the three-fold follow sites on Ti nanoparticles and
linear Oads-Ti-Oads structures minimise the adsorption energy. Increasing oxygen coverage
leads an increase of surface strain on the Ti nanoparticle. For each 1 % increase in surface
strain the energy barrier for subsurface oxygen diffusion in the middle of the facets de-
creases by 0.1 eV. Oxidation of TiPt nanoparticles results in an atomic rearrangement of
the bimetallic nanoparticle that can be controlled by the oxygen coverage. With increased
oxygen adsorption, the atomic arrangement transforms from Pt atoms segregated to the
vertices to a core-shell configuration. Finally, we have investigated Au nanoparticles sup-
ported on ZnO nanorods for CO oxidation. We demonstrate zinc interstitials in bulk ZnO
can lead to the formation of a ZnO encapsulation layer around the Au nanoparticles under
oxygen-rich conditions. Moreover, the ZnO encapsulation provides alternative adsorption
sites for oxygen molecules and further increases the number of possible reaction pathways
for CO oxidation, explaining the experimentally observed enhanced activity.
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Chapter 1
Introduction
1.1 Nanostructure
Metallic nanoparticles are widely used for applications such as magnetic recording, cataly-
sis, solar energy and surface coatings [1, 2]. Due to their reduced size and high surface-to-
volume ratio, nanoparticles exhibit different physical and chemical properties compared
to materials in the bulk phase. For example, Au nanoparticles have been well-studied and
demonstrate size and shape dependant optical properties [3]. The most stable configura-
tions of metallic nanoparticles are dependent on the atomic composition and the number
of atoms in nanoparticle. Fig. 1.1 shows the general trend of the morphology with respect
to different sizes of metallic nanoparticles in the range from N = 10 to N = 105, where
N is the number of atoms in nanoparticle [4]. Common morphologies of nanoparticles
can be categorised into three types: icosahedron, decahedron and octahedron. Icosahe-
dral nanoparticles are often stable in the range of N≤102, and consist of twenty (111)
facets with 12 vertices. For larger nanoparticles the decahedral morphology becomes more
stable, which includes ten (111) facets with 7 vertices. Both icosahedral and decahe-
dral morphologies are non-crystalline, with twin boundaries inside the nanoparticle and
volume-dependent strain. For larger sizes the octahedral morphology becomes the most
stable, which consists of single crystalline face-centred cubic (fcc) structure without any
internal boundaries. Besides these morphologies, there are many variants with different
terminations, such as Ino-decahedral, Marks-decahedral and truncated-octahedral shapes.
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Figure 1.1: Formation energy of icosahedral, decahedral and octahedral nanoparticles as
a function of number of atoms in the nanoparticle.
For crystalline nanoparticles the Wulff construction provides a general method to predict
the equilibrium morphology that minimises the total energy. In addition, the morphology
of supported nanoparticles can be obtained using Wulff-Kaishew construction. These two
methods will be discussed in chapter 3.
Functional nanoparticles are usually designed with an optimal morphology and size on
different supporting underlayers to achieve the best performance [5]. For example, FePt
magnetic recording media should be deposited as individual nanoparticles (or grains) with
a small size to increase the information storage, while remaining large enough in size to
overcome the superparamagnetic limit. Different morphologies of Pt nanoparticles, such as
sphere, cube and tetrahedron, determine the rate of catalytic reaction (e.g. the conversion
between trans-2-butene and cis-2-butene) due to the different ratios of exposed (100) and
(111) facets [6]. Alloyed nanoparticles add compositional flexibility to size and shape
to tune properties further. For example, bimetallic nanoparticles may present different
compositions on each of their facets which can affect reactivity (e.g. for CO oxidation on
RhPt nanoparticles [7]). An important issue is that the shape and therefore properties
of nanoparticles can be modified by interactions with their environment. For example,
the morphology of the nanoparticles can reconstruct due to facet dependent molecular
adsorption and in the presence of solvents [8]. Au nanoparticles are predicted to switch
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between icosahedral and truncated-octahedral shapes under different polar solvents [9].
Different substrates for supported nanoparticles can also significantly affect nanoparticle
shape providing another means of tuning properties .
Many experimental tools are available to analyse the structure and properties of
nanoparticles and study the effect of different synthesis strategies. For example, transmis-
sion electron microscopy (TEM), X-ray photoelectron spectroscopy (XPS) and thermal
desorption spectroscopy (TDS) provide information on the atomic structure, electronic
properties and chemical reactivity of functional nanoparticles, respectively. Although these
analyses can offer a lot of information for understanding interactions between nanoparticles
and underlayers (or molecules) they can be challenging to interpret and are not predictive.
Therefore, theoretical calculations at the atomic level (such as density functional theory
and empirical potential calculations) can be very useful for understanding and improving
the functional characteristics of nanoparticles. Simulations are still limited in the number
of atoms that can be modelled (N normally less than 103). Therefore, to provide insight
into an effect one should carefully separate the problem into several intermediate steps,
perform calculations and piece together various results to develop a model.
1.2 Aim of This Thesis
The purpose of this thesis is to understand how the presence of different supporting sub-
strates and adsorbed molecules influences the shape of the metallic nanoparticles. The
effect of modified shapes on the functional characteristics will also be studied. Although
many experimental investigations study the shape of nanoparticles, the atomic structure
and interaction between specific atoms are often missing making the story incomplete.
In this thesis, we choose four interesting topics (each presented as a separate chapter)
to study the effects of changing nanoparticle shapes. First, we study the wetting of L10
ordered FePt nanoparticles supported on Mg(1−x)TixO substrates for magnetic recording
applications. Next, we investigate the fundamental problem of Ti nanoparticle oxidation.
Thirdly, we study how oxidation can drive a change in the atomic arrangement of TiPt
bimetallic nanoparticles. Finally, we investigate the formation of ZnO encapsulated Au
nanoparticles under oxidation and calculate the reaction energy for CO oxidation to as-
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sess possible reaction pathways. For each investigation, there is a brief introduction at
the beginning of every chapter to describe the motivation and the necessity of the specific
research.
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Chapter 2
Background
There are three main investigations in this thesis, the experimental and theoretical back-
ground of those investigations are detailed in the following sections. Section 2.1 describes
previous work on heat-assisted magnetic recording with FePt media and Mg(Ti)O sub-
strates. Section 2.2 details recent work on Ti nanoparticles and their oxidation. In addi-
tion, bulk Ti has been discussed as well. Finally, section 2.3 discusses previous investiga-
tions on Au nanoparticles, wurtzite ZnO and the strong metal-support interaction between
them.
2.1 L10 Ordered FePt for Heat-assisted Magnetic Recording
Media
Magnetic recording is widely used for information storage. In early hard disk drives
(HDDs), longitudinally magnetised bits, lying in the disk plane, were used to store the
digital information. In order to increase capacity, the physical dimension of the magnetic
bits have continued to shrink. However, strong dipole coupling between ferromagnetic
grains of longitudinally magnetised bits limits the range of the size reduction [10]. There-
fore, perpendicular magnetic recording was introduced in 1978 [11]. Toshiba produced
the first commercially hard disk drive using perpendicular magnetic recording technology
in 2005. Materials possessing high magnetocrystalline anisotropy (Ku) in one axis are
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most promising candidates for perpendicular magnetic recording, for example FePd, FePt
and CoPt provide 107 erg/cm3 magnetocrystalline anisotropy along the c-axis [12, 13].
Materials with high magnetocrystalline anisotropy (also called hard ferromagnetic mate-
rials) usually have high coercivity (Hc) and it takes significant effort to demagnetise in
order to change the magnetisation direction. Although those kind of materials have an
advantage for decreasing the size of one magnetic domain, it is impractical and impossible
to reverse the magnetisation with a small write field in HDDs. In fact, the coercivity
of many materials depends on the temperature of the magnetic region. Hence, if the
magnetic domain is heated up to the Curie temperature of the material, the high ther-
mal energy makes the ferromagnetic material become paramagnetic. Once the material is
temporarily paramagnetic, it is easy to apply a magnetic field to align their magnetisation
along particular direction. The magnetic field will maintain the direction of alignment
after the temperature of the local region cools down. Combining a ferromagnetic material
with high magnetocrystalline anisotropy with the above heating procedure is called heat-
assisted magnetic recording (HAMR). Due to the hard ferromagnetic property, a magnetic
grain of HAMR media can be deposited in a very small diameter parallel to the surface
compared to traditional recording media. Thus, HAMR media delivers higher information
density than others.
The rest of this section is on L10 ordered FePt nanoparticles as HAMR media and is or-
ganized as follows. Section 2.1.1 introduces the fundamental properties of FePt and MgO.
Next, section 2.1.2 and 2.1.3 summarise the different methods to stabilise the supported
FePt on MgO with desired magnetic properties and the conductive MgTiO material as the
underlayer of sputtered FePt, respectively. Finally, section 2.1.4 details the morphology
and wetting of FePt on different underlayers.
2.1.1 Fundamental properties of L10 ordered FePt and MgO
L10 ordered FePt is a periodic structure with alternating atomic layers of Fe and Pt
in the [001] direction as shown in Fig. 2.1(a). The lattice constants of L10 ordered FePt
structures in experimental observation are a = b = 3.84 and c = 3.71 A˚ [14, 15]. The space
group of the FePt structure is P4/mmm [16]. FePt is a candidate for HAMR media with
7×107 ergs/cm3 magnetrocrystalline anisotropy along the c-axis ([001] direction) in the
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Figure 2.1: The structures of (a) L10 ordered FePt and (b) rock-salt MgO. The brass,
sliver, orange and red spheres represent the Fe, Pt, Mg and O atoms.
bulk. By using a superconducting quantum interference device (SQUID) magnetometer,
FePt thin films (10 nm thick) supported by Si wafers have been shown to achieve 50 kOe
out-of plane coercivity depending on the specific annealing temperature and time [17].
In addition, FePt nanoparticles in the range of 2 to 8 nm diameter have large coercivity
(22.3 kOe) at room temperature as well [18]. With the high coercivity, L10 ordered
FePt can provide good performance for HAMR media in HDDs. Therefore, experimental
investigations focus on finding the substrates for FePt deposition with good (001) texture
and out-of-plane coercivity, such as Si, MgO, TiN, TiNO and FeCoNi [17]. Furthermore,
the increased in-plane coercivity usually leads to the decrease of out-of-plane coercivity due
to the misorientation of the FePt grains. Thus, both in-plane and out-of-plane coercivities
are always measured in magnetic hysteresis (M-H) loops after sputtering.
One of the most popular substrates for growing FePt grains is rock-salt MgO with
(001)-texture. Rock-salt MgO consists of a pair of Mg and O atoms at a lattice points of the
face-centred cubic (fcc) lattice as shown in Fig. 2.1(b). The experimental lattice constant
of MgO is a = 4.21 A˚ [19]. The experimental band gap of rock-salt MgO is 7.8 eV at
Γ−point [20]. However, the theoretical band gap is in the range of 3 to 8 eV depending on
the method of calculation [19, 21]. There are two types of (001)-textured MgO substrates,
one is polycrystalline and the other is single crystalline. The experiment reveals the
polycrystalline MgO including grain boundaries (GBs) between different MgO orientation
(normal to the surface), such as (100), (101) and (111) orientations [22]. DFT calculation
shows that polycrystalline MgO forms particular geometries of grain boundaries reducing
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Figure 2.2: TEM images and diameter distributions of (a) FePt-SiO2 and (b) FePt-C
granular film. Both diameters of FePt grains approximates to 10 nm. (c) Visualization of
faceted grain 50 nm in diameter deposited on MgO substrate (a) is reproduced from Ref.
28 and (b) is reproduced from Ref. 22.
the local band gap by up to 3 eV [23].
2.1.2 Epitaxial growth of FePt on MgO underlayer
A huge out-of-plane coercivity, as high as 70 kOe, is measured at room temperature when
10 nm thick FePt grains are deposited on MgO substrates. The diameter of the grains
are about 50 nm parallel to the surface (shown in Fig. 2.2(c)) [24]. The large diameter of
the grains decreases the density of information storage, hence much research is aimed at
reducing the grain size. Finite size effects suggest that a grain size less than 5 nm may lead
a significant decrease of the magnetocrystalline anisotropy [25]. Meanwhile, the thermal
effect suggests the stability ratio (KuV/kBT , where V is the volume of grain) should be
larger than 60 for long recording time. Considering the balance of life time, stability and
storage density, an optimal FePt grain size on MgO is about 6 nm. In order to decrease
the size of the FePt grains and also isolate them from each other, segregants are often
used. SiO2, C and Ag are used as segregants for the FePt/MgO system, while ZrO2 is the
segregant for the FePt/TiON system [26–28]. SiO2 successfully segregates and separates
the FePt grains into a fine structure with diameter 6.2 nm. However, the TEM images
shows interconnected FePt grains (Fig. 2.2(a)) yielding a poor out-of plane coercivity.
By co-sputtering Fe, Pt, and C on heated MgO (001) underlayer (FePt-C/MgO), the
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L10 ordered FePt can be successfully deposited on MgO with 5.5 nm grain diameter [29].
The formation of granular FePt is shown in 2.2(b) using TEM. The experiment observes
that the C forms an amorphous structure and is insoluble into the FePt grains. However,
microstructure analysis reveals that the increase of C concentration decreases the L10 or-
dering of FePt grain due to the interfacial strain. The increased disorder of FePt results
in a decrease in the out-of-plane coercivity [30]. In addition, the FePt grain is not able to
grow up to the second layer of FePt since the amorphous carbon channel (upon the first
layer grains) prohibits the (001) texture of FePt structure and reduces the perpendicular
ferromagnetic property significantly. In order to increase the L10 ordering of FePt grains
in the FePt-C/MgO system, Platt et al. shows using additional Au and Ag can enhance
the L10 ordering and result in an additional 1 to 2 kOe coercivity compared to pure FePt
grains [31]. Moreover, the Au and Ag additives also chemically segregate from FePt grains.
Therefore, Ag additive is introduced in the FePt-C/MgO system and responsible for in-
creasing the L10 ordering. By using scanning transmission electron microscope-energy
dispersive X-ray spectroscopy (STEMEDS), elemental mapping shows the Ag forming as
shells surrounding the FePt grains in the FePtAg-C/MgO system [32]. In consequence,
the average grain size of FePt is 6.1 nm with the perpendicular coercivity of 37 kOe [33].
Recent (theoretical and experimental) works show the magnetic property of (001)-textured
polycrystalline and single-crystalline MgO underlayers for sputtered FePt-C grains using
transmission electron microscopy (TEM) for texture analysis. The result indicating the
polycrystalline MgO leads to misorientation of the FePt grains introducing an in-plane
coercivity in the FePt-C/MgO system [22]. Later, Hono et al. deposited granular FePt-C
on single-crystalline MgO underlayer eliminating the in-plane ferromagnetism and further
improving the perpendicular coercivity [34]. However, due to the industrial viability, it is
impractical to use single crystal MgO in the HAMR media.
There are a few theoretical studies of the interface between FePt and MgO slabs. The
DFT results show that the most energetically stable configuration is Fe atoms directly
adsorbing on top of O atoms with 10 % in-plane strain [35, 36]. The geometry (Fe atom
lies on O atom) is also the favourable configuration of small FePt alloys (Fe2Pt and Fe2Pt2)
adsorbing on the MgO (001) surface [37]. The deposition reduces the net magnetic moment
(MM) of the interfacial Fe 3d state transferring part of the charge from the Fe atoms to
the near Pt and O atoms.
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2.1.3 Conductive Mg(1−x)TixO underlayer
Since MgO is an insulator, radio frequency (RF) sputtering must be used to deposit Fe
and Pt on the MgO (001) surface. However, this method limits the sputtering rate and is
impractical for industrial applications. Recent work reported (001)-textured FePt grains
are able to grow on a Ti doped MgO underlayer (Mg(1−x)TixO) [38]. The Mg(1−x)TixO
is rock-salt structure as well, but acquires an electrical conductive property rather than
insulating MgO. In addition, the Mg(1−x)TixO can maintain the rock-salt structure with
a wide range of x, 0 ≤ x ≤ 0.8. It is not surprising incorporation Ti atoms into the
MgO substrate can improve the conductivity. Investigations first found that the existence
of rock-salt TiO and indicated the metal-oxide pi-bond stabilising the formation [39, 40].
Morin also found that rock-salt TiO is a metal over the whole temperature range (1.5 K
to 300 K) [41]. Due to the good conductivity of MgTiO, the substrate permits deposition
of FePt by direct current (DC) sputtering, which accelerates the deposition rate and offers
better control over grain size of FePt. However, the morphologies of FePt nanoparticles
grown on MgTiO are significantly different to those grown on MgO. In particular, the
contact angles are smaller for FePt grain growth on MgTiO compared to on MgO (shown
in Fig. 2 in Ref. 38). That indicates the FePt has larger interfacial energy between
FePt and MgTiO instead of MgO. The doped Ti atoms increase the wetting of FePt on
MgTiO reducing the height of FePt grains. The height reduction along the [001] direction
decreases the perpendicular coercivity and leads to interconnected FePt grains, offsetting
any benefit obtained by the use of DC sputtering.
2.1.4 Morphology of L10 ordered FePt nanoparticles
There are many theoretical investigations of L10 ordered FePt surfaces for understanding
the morphology of FePt nanoparticles relative to FePt HAMR media. The surface energies
of low-index FePt calculated using first-principles methods indicates the (111) surface has
the lowest surface energy (1.87 J/m2) [42]. In addition, the FePt phase diagram shows that
the non-stoichiometric (001) surface is Pt-terminated and the termination of (110) depends
on the chemical potential of either Fe and Pt atoms. Thus, the equilibrium shape of the
free FePt nanoparticle includes (100), (111) and Pt-terminated (001) facets. Monte Carlo
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simulations indicate the morphology of L10 ordered FePt is truncated-octahedral, but the
Pt-terminated (001) surface may include some disordered atoms due to thermal effects [43].
The L10 to A1 order transition of 5 nm FePt nanoparticles occurs at about 1300 K and the
lower boundary of nanoparticle size is 4.4 nm overcoming the superparamagnetic limit [43,
44]. Apart from the truncated-octahedral shape, experimentally free FePt nanoparticles
can be synthesised in various kinds of nanocrystals (such as nanorods, nanocubes, spherical
nanoparticles, etc) depending on the size without any temperature treatment. Those FePt
nanoparticles are superparamagnetic unless the nanocrystals transform into L10 order with
annealing process [45].
2.2 Ti and TiPt Nanoparticles Oxidation
Metallic nanoparticles are widely used in many catalytic applications due to the high
surface-to-volume ratio. The 3d-electrons of Ti atoms make it popular for catalytic
nanoparticles for oxidation, reduction and photocatalytic reaction. For example, small
Ti nanoparticles (13 Ti atoms) show superior performance for hydrogen exchange reaction
in NaAlH4 for producing H2 compared to other catalysts (such as TiCl3) [46]. In addi-
tion, Ti-containing bimetallic nanoparticles also show promising catalytic performance for
other reactions. TiNi nanoparticles provide better photodecomposition ability for methy-
lene blue than the generally used commercial TiO2 nanoparticles [47]. TiPt nanoparticles
theoretically demonstrate better oxygen reduction reaction (ORR) in proton exchange
membrane fuel cells (PEMFCs) [48]. Nanoparticles for particular applications are nor-
mally exposed to an oxygen-rich environment, such as an ambient atmosphere, water and
oxide substrate [49–51]. Therefore, for improving the performance of catalytic reactivity,
understanding the oxidation of metallic nanoparticles is an important issue.
The rest of this sections are organised as follows. Section 2.2.1 discusses fundamental
properties of pure Ti nanoparticles. Next, section 2.2.2 details the previous works of
oxygen adsorption on Ti (0001) surface. Section 2.2.3 summarises the recent works on
TiPt binary nanoparticles. Finally, section 2.2.4 provides the investigations of atomic
arrangement of bimetallic nanoparticles with and without oxidation.
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2.2.1 Fundamental properties of Ti nanoparticles
There are numerous studies investigating the morphologies and properties of Ti and Ti-
based nanoparticles. Guided ion beam mass spectrometry and photoelectron spectroscopy
shows that stable Ti nanoparticles favour icosahedral shape in the range of 1 ≤ N ≤ 130,
where N is the number of Ti atoms [52, 53]. Extended X-ray absorption fine struc-
ture (EXAFS) analysis also indicates the morphology of a 13 atom Ti nanoparticle is
a distorted icosahedron [46]. DFT calculations show that very small Ti nanoparticles
(2 ≤ N ≤ 13) possess numerous isomers with similar energy [54]. The calculated stabil-
ity of Ti nanoparticles with more atoms (13≤ N ≤ 55) suggests the Ti nanoparticles of
icosahedral symmetry are the most energetically favourable, consistent with experimen-
tal observations [55, 56]. In addition, the comparison between nanoparticles consisting
of either hexagonal close-packed (hcp) or fcc close-packed structure suggests that the fcc
structure dominates the morphology of Ti nanoparticles in the range of 1 ≤ N ≤ 55 [56].
Theoretical investigations show that Ti nanoparticles are highly magnetic when N ≤ 8,
but the magnetic moment rapidly approaches to zero (bulk-like) when N = 13 [54, 57].
Moreover, the electronic property of Ti nanoparticles becomes bulk-like for N ≥ 8 [57].
The morphology of nanoparticles depends on the formation energy which is sensitive to
the elastic strain energy. For example, the strain energy per atom of Ni nanoparticles are
0.033 and 0.001 eV for icosahedral and decahedral, respectively [58]. Due to the increased
number of atoms, the elastic strain on the nanoparticle dominates the morphology, thus
icosahedral nanoparticles become relatively unstable and transform into the decahedral
or truncated-octahedral depending on the species of atom [4]. Therefore, nanoparticles in
decahedral shape up to micrometer size are usually found in the experimental observations
[59–61]. As nanoparticles grows larger, the additional adatoms try to minimise the large
stain of nanoparticles particularly at the edge and centre of the nanoparticle [62]. For
example, decahedral nanoparticles may transform into Ino-decahedral or Marks-decahedral
morphologies [59]. Eventually, very large Ti nanoparticles should consist of hcp structure
and the morphology of nanoparticles in the nm size range can be predicted using the Wulff
construction based on surface formation energies.
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2.2.2 Oxidation of the pure Ti (0001) surface
There have been few experiments studying the oxidation on Ti nanoparticles. However,
surface oxidation of the Ti bulk metal has been systematically studied both experimentally
and theoretically providing constructive information [63, 64]. Auger electron spectroscopy
(AES) and low-energy electron diffraction (LEED) reveals at low concentration a p(2×2)
oxygen adsorption on the single crystalline Ti (0001) surface [65, 66], which corresponds to
a 1/4 monolayer (ML) coverage. Ultraviolet photoemission spectroscopy (UPS) and X-ray
photoelectron spectroscopy (XPS) demonstrates the oxidation states of Ti may be TiII,
TiIII and TiIV depending on the temperature and oxygen concentration [67–71]. The initial
oxygen absorption completes in a very short time period on the Ti surface, but the following
oxidation further into the bulk Ti is a much slower process [72–74]. In addition, AES
observation shows that the diffusion of the oxidation front can be significantly accelerated
by heating up the temperature greater than 500 K [63, 70, 75].
Although the experimental observations do not provide the desired identification of
the O adsorption site on the Ti (0001) surface, theoretical calculations do investigate the
adsorption sites. DFT calculations show O atoms incorporate in the octahedral interstitial
site in bulk Ti [76], while O atoms adsorb on the three-fold hollow sites on the Ti (0001)
surface [64, 76, 77]. The calculations also indicate two O atoms should not adsorb on
two adjoining hollow sites on the surface, otherwise there will be a significant electronic
density deformation between two adsorbing O atoms [77]. The calculated energy barrier
of O atom diffusion between the octahedral sites in bulk Ti is approximately 2.1 eV [76].
However, the energy barrier for O atom penetration from surface to subsurface is in the
range of 0.14 to 4.42 eV depending on the O concentration on the Ti surface [64]. The
investigation of the oxidation of a 13-atom Ti nanoparticle shows oxygen atoms adsorb on
the three-fold hollow sites on the fcc (111) facet similar to the oxygen adsorption on Ti
(0001) surface [78].
2.2.3 Oxygen adsorption on TiPt nanoparticles
Apart from the pure Ti nanoparticle, Ti-containing nanoparticles is also a promising cata-
lyst in many applications. One of the bimetallic nanoparticles studied is TiPt which plays
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important roles in proton exchange membrane fuel cells (PEMFCs). Pure Pt nanoparticles
are used for the oxygen reduction reaction (ORR) at the cathode in PEM fuel cells [79].
However, the scarcity and cost of pure Pt has driven both experimental and theoretical
investigation on Pt-containing alloy nanoparticles. Theoretical calculations indicate that
the Pt3Ti (111) surface provides a weaker bond between the Pt3Ti surface and O2 molecule
reducing the activation energies for the ORR mechanism [80]. In addition, the core-shell
TiPt nanoparticles are also predicted to exhibit weaker Pt-O bond reducing the activa-
tion energy and improving catalytic performance for PEM fuel cells [48]. Experimental
investigations show that TiPt nanoparticles can be synthesised on carbon-black supports
with controlled-size and compositional uniformity [81]. The TiPt nanoparticles may de-
tach from the carbon support and coalesce together during catalytic cycles [82]. Thus,
recent works suggested replacing the support from carbon-black to TiOx oxide preventing
the loss of electrochemical surface area [83]. The experimental investigation demonstrates
that the Pt75Ti25 nanoparticles exhibit a good catalytic performance with respect to other
atomic ratios. Hence, there are many theoretical calculations studying oxygen adsorption
for ORR mechanisms on TiPt nanoparticles. DFT calculations reveal the O2-induced sur-
face strain (1.83 %) on TiPt nanoparticle is greater than the strain on pure Pt nanoparticle
(0.00 %). The larger strain enhances the O2 dissociation further improving the ORR on
TiPt nanoparticles [84]. Moreover, the electron accumulation on the adsorbing O atom
for TiPt nanoparticles facilitates the protonation of O adatoms forming H2O [84]. There-
fore, theoretical calculations showing the bond formation between TiPt nanoparticles and
molecules plays a important role on the catalytic characteristics of nanoparticles.
2.2.4 Atomic arrangements of bimetallic nanoparticles
According to the theoretical investigation described in section 2.2.3, the catalytic per-
formance of TiPt nanoparticles is significantly dependent on oxygen bond formation. In
order to understand the bond formation between nanoparticles and reacting molecules,
many investigations study the atomic arrangement of bimetallic nanoparticles. By using
magnetron sputtering and size-selective techniques, TiPt nanoparticles can be deposited
on holey carbon TEM films with very specific size and weight [85]. High-angle annular
dark-field (HAADF) STEM images show the morphologies of oxidised TiPt nanoparticles
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can be both single and multiple core(s)-shell structures [86]. The geometric structure
(core-shell) is a common atomic arrangement for alloyed nanoparticles (such as AuAg,
TiNi and TiAuPt nanoparticles) observed using STEM [61, 87–89]. The core of TiPt
nanoparticles solely consists of Pt atoms and the shell is made of TiO2. The number of
cores relates to the size of the TiPt nanoparticles, small (2 nm) and large (5 nm) nanopar-
ticles contain single and multiple Pt core(s), respectively. Blackmore et al. suggest that
each co-sputtering TiPt nanoparticle initially includes one Pt core, then the nanoparticle-
nanoparticle collisions in the gas phase cause coalescence, introducing the multiple cores
in nanoparticles [86]. Besides the experimental observation, theoretical calculations sum-
marise the stabilities of various atomic arrangements of pure metallic nanoparticles (TiNi)
[90]. The bimetallic nanoparticles preferentially segregate the two species from each other
(two sides of the nanoparticle) to minimise the formation energy instead of forming a core-
shell structure [90]. Due to the contradiction between the theoretical investigation and
the experimental observation, the adsorbed molecule in reality may dominate the atomic
arrangement, further influencing the catalytic reactivity.
2.3 Au Nanoparticle Supported on ZnO for CO Oxidation
Besides the Pt nanoparticles discussed in section 2.2, many other metal nanoparticles are
used as catalysts to accelerate reactions, such as Rh, Pd and Au [91]. Au nanoparticles
are promising catalysts for improving the performance of CO conversion to CO2. Au
nanoparticles supported on ZnO tetrapods demonstrate particularly high reactivity for
CO oxidation compared to other catalytic systems (such as Au/TiO2 and CeO/CuO) [92].
In Chapter 6 we present theoretical calculations to provide insight into the structures and
properties of this system. Here we provide some discussion of the previous work related
to this topic.
The rest of this section is organized as follows. Section 2.3.1 summaries the funda-
mental properties of Au surfaces and Au nanoparticles. Next, section 2.3.2 details the
DFT functionals used for ZnO calculations, observations of ZnO nanorods and the defect
in bulk ZnO. Finally, section 2.3.3 discusses molecular adsorption (such as O2 and CO)
on Au nanoparticles and the reaction path of CO oxidation on the AuNP/ZnO system.
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2.3.1 Morphology of Au nanoparticles
The experimental lattice constant of fcc Au is 4.08 A˚ and a slightly larger lattice con-
stant is usually obtained from DFT calculations [93, 94]. The three low-index surfaces of
the Au fcc structure are (100), (110) and (111) and the calculated formation energies are
0.85, 0.90 and 0.74 J/m2, respectively [93, 95]. Theoretical calculations assess the stabil-
ity of Au nanoparticles in different morphologies demonstrating the truncated-octahedral
Au nanoparticle (consisting of (100) and (111) facets) is the most energetically stable
morphology, which shows a good arrangement with experimental observations [96]. The
calculations further indicate the Au nanoparticle in truncated-octahedral shape should
consist of 90 % by area of (111) facets to minimise the surface free energy. Moreover, the
experimental observation shows the morphology of the Au nanoparticles can be reversibly
transformed between truncated-octahedron and decahedron in different ambient gasses
and liquids [9]. The transformation relies on the bond formation between Au facets and
polar solvents (such as water) changing the surface formation energy.
The catalytic Au nanoparticle used for CO oxidation can be deposited on different un-
derlayers, such as surfaces and nanorods of TiO2, MgO, SiO2 and ZnO [9, 92, 97, 98]. One
of the most important phenomena of metallic nanoparticles deposited on oxide substrates
is the strong metal-support interaction (SMSI). SMSI can give rise to drastic changes in
the chemisorption properties of noble metals supported by oxides [99]. Besides the differ-
ence of the chemisorption, the SMSI affects the wetting of nanoparticles reconstructing the
morphology of the nanostructure [100]. By using TEM, recent work shows that annealing
ZnO-supported Au nanoparticles at 500 K and 600 K with O-rich environment (oxygen
gas flow) for one hour can lead to the formation of a ZnO encapsulation layer around
the nanoparticles [101]. The encapsulated Au nanoparticles shows 1.5 times greater CO
conversion compared to the non-encapsulated Au nanoparticles at room temperature (300
K). The TEM images show the supported Au nanoparticle is a single crystal and its (111)
plane parallel to the ZnO (0002) surface [92]. Moreover, recent observations provide other
orientations of Au nanoparticles supported by ZnO [101]. However, there are presently no
theoretical studies addressing this topic.
37
Figure 2.3: The atomic structure of wurtzite ZnO (primitive cell). The grey and red
spheres represent the Zn and O atoms.
2.3.2 Defects and surfaces of wurtzite ZnO
Fundamental properties of ZnO
XRD shows that ZnO nanorods (including tetrapod morphologies) have a wurtzite crystal
structure. The primitive cell of wurtzite ZnO is shown in Fig. 2.3 [92, 102]. The experi-
mental lattice constants of wurtzite ZnO are a = 3.24 and c/a = 1.60. DFT calculations
using the LDA exchange-correlation functional obtain lattice constants of wurtzite ZnO
of a = 3.20 and c/a = 1.61, while the formation enthalpy of ZnO is -3.4 eV [103, 104].
The experimental band gap of wurtzite ZnO is 3.44 eV, whereas the gap energy for stan-
dard DFT calculations is significantly underestimated (0.80 eV) [105]. Therefore, there
are many works that try to improve the band gap using different methods. Table 2.1
summarises the lattice constants and band gaps obtained by recent works on ZnO with
different functionals. Although the GGA+U method predicts a larger band gap compared
to standard DFT calculations, it is still underestimated about 1.7 eV. The most accurate
prediction of lattice constants and band gap is given by the hybrid functional HSE, while
the GGA+NLEP+U method also provides acceptable values.
38
Functional a (A˚) c/a Band gap Eg (eV)
LDA [106] 3.19 1.62 0.80
GGA 3.29 1.62 0.75
GGA+U [107] 3.20 1.61 1.7
GGA+NLEP+U [108] 3.20 1.58 3.23
HSE [109] 3.25 1.60 3.4
Experiment 3.24 1.60 3.44
Table 2.1: Calculated and experimental fundamental properties of ZnO. a and c are the
lattice constants, while the band gap is the difference between CBM and VBM at the
Γ-point.
Structure of ZnO nanorods
XRD and Raman spectroscopy show that ZnO nanorods (tetrapods) are wurtzite struc-
tured and consists of (101¯0) and (112¯0) side surfaces [92]. In addition, TEM also demon-
strates the ZnO nanorods grow in the [0001] direction with the characteristic distance
d[0002] = 2.6 A˚[110]. For the three surfaces of ZnO (0001), (101¯0) and (112¯0), only (0001)
surface is a polar surface, whereas (101¯0) and (112¯0) surfaces are not. The calculated for-
mation energy (using the PBE functional) of ZnO (101¯0) and (112¯0) surfaces are 1.6 and
1.7 J/m2, respectively [105]. Investigations also demonstrate the formation energy of the
polar ZnO (0001) surface is twice as large than that of the ZnO (101¯0) surface. This the-
oretical result implies nanorod formation should consist of both non-polar surfaces which
is consistent with the XRD results. SEM shows the formation of wurtzite ZnO nanorod is
hexagonal shape in cross-section to the [0001] direction [111]. The shape of the tips of the
ZnO nanorod (such as flat and needle-like shape) depends on the synthesis conditions.
There are many methods for preparing ZnO structures in naonometre size, such as
chemical vapor deposition (CVD), electrochemical methods, hydrothermal synthesis and
wet-chemical approaches [110–114]. However, the morphology of the synthesised ZnO may
differ significantly by controlling one parameter in the preparation. For example, the ZnO
nanostructure can transform from a needle-like shape to a spherical shape with increased
annealing temperature by using the solgel method [115]. Apart from the temperature
control, the pH (from 6 to 9) of the solution at a given temperature yields different mor-
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phologies of ZnO, such as tube-like, flower-like and star-like (tetrapod) [116]. In addition,
the comparison between CVD and hydrothermal synthesis shows the latter one provides
better crystal quality [114]. In spite of the geometrical variants for different synthesis
methods, most nanostructures of ZnO involve (101¯0) and (112¯0) side surfaces and (0001)
surfaces for top and bottom of the nanorods.
Native point defects in ZnO
Zinc oxide is a typical n-type semiconductor and many experimental and theoretical works
have studied its defect properties (such as stability and mobility). Oxygen vacancies and
zinc interstitials are two common defects in bulk ZnO leading to intrinsic n-type conduc-
tivity [117]. The former and latter defect is denoted as VO and Zni using Kro¨gerVink
notation, respectively. There are many experimental observations of the ionisation energy
of electrons or holes in defect levels can correspond to thermodynamic transition level in
theoretical calculations [118–120]. Electron paramagnetic resonance (EPR) spectroscopy
identifies the donor level of the metastable VO
· at 0.92 eV below the conduction band
minimum (CBM) [121]. In addition, photoluminescence studies observe a green 510 nm
emission from the excited state to conduction band associated with the oxygen vacancy
[122]. Both studies indicate the oxygen vacancy is a deep donor with a defect level located
in the energy range 1 eV below the CBM. By using Hall-effect measurements, Hutson re-
ported the zinc interstitial as a shallow donor with low ionisation energy (0.05 eV), while
Look and Hemsky suggested the dominant shallow donor is zinc interstitial at 0.03 eV
below the CBM [117, 123]. The concentration of the donors in n-type ZnO is approxi-
mately 1017 cm−3 and the density of oxygen vacancies is slightly greater than that of zinc
interstitials [123, 124].
Besides the experimental observations, there are may first-principles investigations
predicting the charge transition levels as a function of Fermi energy in bulk ZnO. Table
2.2 summarises the transition levels of the three native defects (including the oxygen
vacancy, zinc vacancy and zinc interstitial) using different functionals. Standard DFT
calculations (LDA and GGA) shows similar transition levels for oxygen and zinc vacancies,
except for ε(1 − /2−). The LDA+U and GGA+U show a similar trend to the standard
DFT calculations, but the exact transition levels are shifted closer to the middle of the
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Defect q/q′ LDA LDA+U GGA GGA+U hybrid(HSE)
VO ε(2 + /0) 0.50 1.10 0.74 1.22 2.20
VZn ε(0/1−) 0.08 0.11 0.22 0.30 0.80
ε(1− /2−) 0.29 0.45 0.75 1.10 2.50
Zni ε(2 + /1+) 1.41 2.01 0.65 1.67 3.35
ε(1 + /0) 1.41 2.06 1.52 2.5 3.35
Reference [106, 125] [107, 125] [109, 126]
Table 2.2: The transition levels of point defects in ZnO. The listed energies are the position
of the defect level above the valence band maximum (VBM) of bulk ZnO.
gap (considering the experimental value). However, the underestimated band gap makes it
difficult to predict accurate ionisation energies for electrons and holes. Hybrid calculations
demonstrate ε(2+/0) of oxygen vacancy is 1.0 eV below the CBM, which is in good
agreement with experimental results [126]. The ε(0/1-) and ε(1-/2-) transition levels
of the zinc vacancy are 0.8 and 2.50 eV above the valence band maximum. The zinc
interstitial can incorporate on both octahedral and tetrahedral sites in bulk ZnO, whereas
the octahedral zinc interstitial is approximately 1 eV more stable than tetrahedral zinc
interstitial [127, 128]. Most standard DFT and +U calculations show the transition levels
of zinc interstitial around the middle of the band gap (1.5 eV above the VBM). Hybrid
calculations predict that the transition levels are very close to the CBM [107, 109]. These
investigations indicate the calculation method not only influences the bulk properties but
also affects the stability of the defect state.
Apart from the stability of the defect, the mobility of diffusing native defects are also
investigated in first-principles calculations. The energy barriers for both oxygen vacancies
and zinc interstitials in bulk ZnO are dependent on both the defect charge state and the
migration pathway. For the oxygen vacancy, VO
·· has the smallest energy barrier (1.09
eV) in the out-of plane pathway ([0001] direction) with a barrier of 1.5 eV for in plane
diffusion [106, 129]. The investigation of zinc interstitial diffusion indicates the Zni
·· has
the smallest energy barrier. The diffusion barrier to the second nearest neighbour site
for the out-of plane and in plane pathway are 0.22 and 0.33 eV, respectively [128]. Both
oxygen vacancy and zinc interstitial diffuse most easily in the 2+ charge state due to the
smaller ion size.
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2.3.3 Molecular adsorption on Au nanoparticles
O2 molecular adsorption
DFT calculations show the O2 molecule can weakly adsorb on Au (111) surfaces (Eads =
−0.08 eV), while the adsorption energy of a single O atom on the Au surface (Eads = −2.54
eV) is more stable than molecular adsorption [130]. Catalytic cycles usually involve pairs
of oxygen atoms instead of single oxygen atoms, therefore most theoretical investigations
focus on oxygen molecule adsorption. Theoretical calculations show the oxygen molecule
preferentially adsorbs on the top of an Au atom on small Au nanoparticles (N ≤ 6) and
the O-O bond length is approximately 1.3 A˚ (slightly dependant on the coordination of
the adjacent Au atom) [131, 132]. In addition, theoretical calculations found that charged
Au nanoparticles (Au−n ) offer more stable binding sites for oxygen molecules than neutral
Au nanoparticles [131]. The enhanced bond formation between oxygen molecules and Au
nanoparticles weakens the O-O interaction improving the ORR for catalytic performance.
Dissociated oxygen atoms from an oxygen molecule energetically prefer adsorption on the
bridge sites of Au atoms rather than top sites [133]. Although Ref. 130 demonstrates
that single oxygen adsorption is more stable than oxygen molecule adsorption, the oxygen
molecule adsorption is more stable than dissociative molecular adsorption by at least 0.3
eV per molecule (for Au nanoparticle with more than 4 atoms) [133]. Modelling of nm-
sized nanoparticles found oxygen molecules adsorb on Au nanoparticles in metastable
states with positive adsorption energy (Eads ≈ 0.1 eV) [134].
It is hard to directly observe oxygen molecule adsorption on Au nanoparticles. Thus
experiments usually investigate oxygen adsorption through the measurement of gas re-
actions. High pressure flow-reactor methods demonstrate the size-dependent reactivity
between oxygen molecules and Au−N nanoparticles (N ≤ 22) [135]. This experiment also
indicates the oxygen molecule acts like a single-electron acceptor during the adsorption on
charged Au nanoparticle. Photoelectron spectroscopy (PES) also shows oxygen molecule
adsorption depends on the size of the Au−N nanoparticle. The oxygen molecule chemisorbs
on even-sized Au nanoparticles (N = 2, 4, 6), whereas oxygen molecules physisorbs on
odd-sized Au nanoparticles (N = 1, 3, 5, 7) as determined by the vibrational structure of
O-O bond [136].
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Encapsulated Au nanoparticles and CO oxidation reactions
There are many underlayers for depositing the catalytic Au nanoparticle, such as TiO2,
MgO, ZnO, CeO2, Fe2O3 and nonoxides [137–140]. Castillejos reported Au nanoparticles
grown on ZnO tetrapod supports provide very high catalytic performance compared to
other catalytic systems [92]. In addition, TEM images show ZnO encapsulation around the
Au nanoparticles with annealing at 500 and 600 K [101]. The CO conversion measurement
reveals the encapsulated Au nanoparticles (annealed at 500 K) provides higher catalytic
performance compared to the non-encapsulated Au nanoparticles. Encapsulation can also
been observed in the AuNP/TiO2 catalytic systems during heating by electron irradiation
[141]. In addition, theoretical calculations suggest the oxygen molecule adsorbs at the
interface between Au and oxide support reducing the activation energy for the formation
of CO+O2, which further enhances performance for catalytic reactions [134]. Besides the
configuration of oxygen adsorption, voltammetric measurement also shows the Au2/TiO2
system with relative higher concentration of oxygen vacancy on TiO2 substrate may lead
a better ORR activity [142].
There are two different reaction cycles for CO oxidation on Au nanoparticles, one
is the Langmuir-Hinshelwood (LH) mechanism and the other is the Eley-Rideal (ER)
mechanism. The former mechanism suggests the oxygen molecule and CO both adsorb on
the Au nanoparticle at neighboring sites, then the two molecules undergo a bimolecular
reaction. The latter mechanism assumes one molecule adsorbs on the Au nanoparticle and
the adsorbing molecule directly reacts with the other molecule from the gas phase. In the
last section, experiment and theoretical calculations show oxygen molecules do adsorb on
the Au nanoparticle chemically and physically. For CO adsorption, thermal desorption
spectroscopy (TDS) indicates the adsorption energy of CO on the Au (111) surface is
about -0.40 eV and the theoretical calculation shows good agreement with the experimental
observations [134, 143]. For unsupported Au nanoparticles, DFT calculations predict a 0.4
eV reaction barrier for CO oxidation via LH mechanism [144]. Theoretical investigation
of the energy barrier for the two mechanisms for CO oxidation on the AuNP/ZnO system,
the LH mechanism and ER mechanism cost approximately 3.00 and 0.31 eV, respectively
[145]. In addition, recent work suggested the possibility of CO oxidation involving lattice
O atoms on the ZnO surface with a 0.32 eV reaction barrier for CO oxidation [146]. The
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oxygen vacancy can also play a role in the CO oxidation providing adsorption sites for
oxygen molecules, which is known as the Mars-van Krevelen mechanism. DFT calculations
predict 0.30 and 0.48 eV as the energy barrier for transition states of molecules (CO and
CO2). The above experimental and theoretical observations both demonstrate the CO
oxidation process is able to proceed at room temperature and the predicted energy barrier
for CO oxidation is approximately 0.3 - 0.4 eV [137].
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Chapter 3
Methodology
Since predicting the structures and properties of materials is interesting for fundamen-
tal studies and applications, many simulation methods are rapidly developed to provide
accurate models for atomic structure from small to large scale. With the mature theory
and high computational performance, materials science is able to be further understood
through fundamental insight. Although experimental observations are the mainstream
method of research, some drawbacks, such as resolution of images and difficulty in measure-
ment, limit their utility and authenticity. However, combining computational modelling
together with experiment can provide more detailed insight into structural properties,
atomistic mechanisms and material phenomena than experiment alone. Once the compu-
tational modelling is consistent with experiment, it enhances the reliability for both sides.
Moreover, computational material design can also offer predictions of desired properties
for reducing the wasted resource. Due to the above benefits, materials modelling should
be improved in the accuracy and modelling size for further investigation. In this thesis,
density functional theory is used to calculate the total energies of systems with interfaces,
which includes molecules adsorbed on metallic nanoparticles and nanoparticle growth on
various substrates.
This section is organised in the following way. Section 3.1 introduces the fundamental
properties of periodic crystalline lattices. Section 3.2 describes density functional theory.
Section 3.3 details some methods beyond density functional theory for correcting the band
gap problem. Finally, section 3.4 introduces the analysis methods used in this thesis.
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3.1 Crystal Lattices and Electronic Structure
3.1.1 Bravais lattice and reciprocal lattice
Atoms in a crystal are arranged periodically in space. The discrete lattice points can be
fundamentally described by a Bravais lattice (R),
R = n1a1 + n2a2 + n3a3, (3.1)
where ni are integers and ai represent the three crystallographic translation vectors (which
are not on the same plane). Each lattice point may include one or more atoms (basis),
for example, the face-centred cubic (fcc) MgO has one Mg and one O atom at each lattice
point. The reciprocal lattice (G) represents the Fourier transform of the Bravais lattice.
The formula of the reciprocal lattice is the following,
G = k1b1 + k2b2 + k3b3, (3.2)
where the ki are integers and the bi are the reciprocal lattice vectors generated by a1, a2
and a3[147]. Which satisfy,
bi · aj = 2piδij , (3.3)
where the δij is the Kronecker delta function (δij = 1(ifi = j) and δij = 0, (ifi 6= j)).
3.1.2 Bloch’s theorem
Bloch’s theorem states that one electron wavefunctions propagating in a crystal can be
represented as,
ψk(r) = e
ik·ru(r), (3.4)
where u(r) is a function with the same periodicity as the crystal, k is the wave vector
and r represents the position. The function u(r) follows the periodic boundary condition
corresponding to the Bravais lattice R,
u(r +R) = u(r). (3.5)
Eq. 3.4 can be rewritten using Eq. 3.5 as,
ψk(r +R) = e
ik·Rψk(r). (3.6)
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Figure 3.1: Illustration of the band structures of (a) fcc Au and (b) rock-salt MgO. The
red dashed line is the Fermi energy and the insulating MgO has a 3.4 eV band gap in a
density functional theory calculation with the GGA exchange-correlation functional.
Bloch’s theorem shows the representation of one-electron wavefunctions in a periodic crys-
tal.
Band structure
By placing the Bloch’s wavefunction (Eq. 3.4) into the Schro¨dinger equation with a
constant potential U (here and in the following atomic units are used),(
− 1
2
∇2 + U
)
ψk(r) = εkψk(r), (3.7)
the calculated eigenenergy is as follows,
εk = k
2/2 + u. (3.8)
Thus, the eigenenergy of an electron in a periodic crystal depends on the wave vector
k. Once a realistic crystal potential is included, the band structure can be much more
complicated and may also involve energy gaps between bands. Two examples are shown
in Fig. 3.1 illustrating the band structure for fcc Au and rock-salt MgO crystal.
3.1.3 Brillouin zone
Using band structure to characterise the electronic features of a crystal is an important
method. Due to the periodicity, it is not necessary to sample all k points. The first
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Figure 3.2: (a) An illustration of a two dimensional square reciprocal lattice. The solid
lines represent the Bragg planes and the numbers label the nth Brillouin zone. (b) The
reciprocal lattice of a fcc Bravais lattice and the figure reproduced from Ref. 148.
Brillouin zone is a region in reciprocal space that includes all electronic information for
the periodic crystal. The first Brillouin zone is uniquely determined by the primitive cell in
reciprocal space. The Brillouin zone is defined using the Bragg planes (when |k| = |k−G|)
as follows: The first Brillouin zone is a region in k-space that can be reached from the
origin (k = 0) without crossing any Bragg plane. Fig. 3.2(a) shows an illustration for a
square reciprocal lattice, the points represent the lattice points in the reciprocal lattice
and the lines are the Bragg planes. The numbers in the regions represent the nth Brillouin
zone indicating the region can be reached from the origin crossing n − 1 Bragg planes.
Fig. 3.2(b) illustrates a sketch of the three-dimensional first Brillouin zone of the Au fcc
structure. The letters on(in) the surface of the Brillouin zone represent highly symmetric
points and red lines indicate a typical pathway for band structure calculations (e.g. see
Fig. 3.2).
3.2 Density Functional Theory
3.2.1 Density functional theory
In principle, the Schro¨dinger equation can describe the properties of physical systems such
as crystals. However, it is challenging to solve the many-body problem for a system with
N electrons exactly if N > 2. Developing a method to reduce the order of variables is im-
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portant. Hence, the density functional theory is established and widely used for electronic
structure calculations. The concept of DFT is to replace the many-body wavefunction by
the electron density. This replacement reduces the 4N variables (3N spatial and N spin
coordinates) to 4 variables (3 spatial and 1 spin coordinate(s)) increasing the feasibility
of computation. Thomas originally presented the idea that the energy of system can be
described as a functional of electron density in 1927 [149]. Thereafter Hohenberg and
Kohn showed that the ground state energy of a system is determined by the ground state
electron density in 1964 [150]. There are two theorems proven by Hohenberg and Kohn:
(1) For any system of interacting electrons in an external potential (Vext), the total
energy of a system can be represented as,
E[n(r)] = 〈Ψ|F + Vext|Ψ〉 = 〈Ψ|Hˆ|Ψ〉, (3.9)
where F is the combination of the kinetic energy and electron-electron Coulomb interac-
tion, and Vext is the external potential such as the Coulomb interaction from nuclei. If we
imagine there are two different external potentials (Vext,1 and Vext,2) corresponding to the
same density n0(r). The associated Hamiltonians (Hˆ1 and Hˆ2) have different ground-state
wavefunctions (Ψ1 and Ψ2). The ground-state energy can be denoted as follows,
E = 〈Ψ1|Hˆ1|Ψ1〉 < 〈Ψ2|Hˆ1|Ψ2〉, (3.10)
so that,
E1 < E2 +
∫
n0(r)(Vext,1(r)− Vext,2(r))dr. (3.11)
By interchanging Ψ1 to Ψ2 and Hˆ1 to Hˆ2, Eq. 3.10 becomes,
E2 < E1 +
∫
n0(r)(Vext,2(r)− Vext,1(r))dr. (3.12)
Adding Eq. 3.11 and Eq. 3.12 bring us to an inconsistency,
E1 + E2 < E2 + E1. (3.13)
Hence Vext must be uniquely determined by the ground state electron density (n0(r))
(2) Since the theorem 1 proves that for any system the external potential is unique,
the Hamiltonian of any system is unique as well. By using the variational method, the
ground state total energy can be solved self-consistently,
E0 = 〈Ψ0|Hˆ|Ψ0〉 < 〈Ψ1|Hˆ|Ψ1〉 = E1, (3.14)
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where Ψ0 and is the ground state wavefunction and E0 represents the ground state total
energy. However, Hohenberg and Kohn still left the interacting electron problem in the
kinetic energy term.
Kohn and Sham determined a practical method for carrying out calculations based on
the Hohenberg-Kohn theory in 1965. The kinetic energy, 〈ψ(r1, r2...rN )|Tˆ |ψ(r1, r2...rN )〉,
with interacting electrons is unknown. Rather than considering a system with interact-
ing electrons, the Kohn-Sham model replaces the kinetic energy with many-body wave-
function into a kinetic energy using non-interacting wavefunctions (ψi) with same den-
sity as interacting wavefunctions. Next, the Kohn-Sham model established an exchange-
correlation term involving the energy difference between many-body and non-interacting
system. Hence, the total energy (in atomic units) is rewritten into,
E[n] = Ts[n] +
∫
Vext(r)n(r)dr +
1
2
∫ ∫
n(r)n(r′)
|r − r′| drdr
′ + Exc[n], (3.15)
where the Ts represents the kinetic energy of non-interacting electrons, the Exc is the
exchange-correlation energy and the third term on the right is the mean-field Coulomb
(Hartree) interaction energy. The electron density of the system is given by,
n(r) =
N∑
i
|ψi(r)|2. (3.16)
The independent-electron kinetic energy in Eq. 3.15 can be written as,
Ts[n(r)] = −1
2
N∑
i
∇2ψi(r), (3.17)
where the ψi are the non-interacting electron wavefunctions and N is the total number of
electrons in the system. Since the external energy, Hartree energy and exchange-correlation
energy are an integral over the electron density, these energies can be written into a effective
potential felt by the non-interacting electrons in the following way,
Veff(r) = Vext(r) +
1
2
∫
n(r′)
|r − r′|dr
′ + Vxc[n(r)], (3.18)
where the external potential (Vext) represents the attractive potential between electrons
and nuclei and the Vxc is the exchange-correlation potential and the second term on the
right represents the mean-field Hartree potential. The Schro¨dinger-like equation for the
Kohn-Sham method using non-interacting electrons i is shown below,
(− 1
2
∇2 + Veff(r)
)
ψi(r) = εiψi(r), (3.19)
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where the εi represents the single electron eigenenergy. The equation can be solved using
the self-consistent field (SCF) method to find the ground state total energy. The SCF
method is an iterative procedure, which involves selecting an initial electron density solving
the Kohn-Sham equation to obtain an electron density corresponding to more stable system
energy. The new electron density and effective potential are used to solve the equation
again and repeated until the total energy is within a convergence tolerance.
3.2.2 Exchange-correlation functional
The Kohn-Sham method provides an explicit form using non-interacting electron wave-
functions for solving the ground-state energy of a system. The exchange-correlation ap-
proximation controls the accuracy of the Kohn-Sham method and there are many good
approximations of exchange-correlation functional. The simplest one is the local den-
sity approximation (LDA), the XC energy of the functional only depends on the electron
density at the given point (r) as follows,
ELDAXC [n(r)] =
∫
n[r]εLDAXC [n(r)]dr, (3.20)
where the εLDAXC [n(r)] is a XC density of the LDA functional. Eq. 3.20 can be separated
into exchange and correlation terms,
ELDAXC = E
LDA
X + E
LDA
C . (3.21)
Dirac developed an approximation for the exchange interaction based on the homogeneous
electron gas yielding the expression, [151]
ELDAX [n(r)] = −
3
4
(
3
pi
)(1/3)
∫
n(r)(4/3)dr3. (3.22)
Accurate values for correlation energy (ELDAC ) for LDA have been determined using quan-
tum Monte Carlo calculation [152]. Although the LDA functional works well, magnetic
and open-shell properties require consideration of spins. Therefore, the LDA functional is
extended into spin-polarised expression,
ELSDAXC [nα(r), nβ(r)] =
∫
n[r]εLSDAXC [nα(r), nβ(r)]dr, (3.23)
where εLSDAXC is a XC density of the local spin density approximation (LSDA) functional,
the nα(r) and nβ(r) represent the spin up and spin down electron densities.
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The LDA (LDSA) functional is based on a homogeneous electron gas and describes
XC energy solely on the value of electron density at each point in space. The LDA
(LDSA) functional usually predicts too large binding energy and underestimates the lattice
parameters (bond lengths) and band gaps. In order to overcome the underestimation
from LDA (LDSA) functional, Langreth and Mehl applied gradient corrections to the
LDA (LDSA) functional [153]. Hence, the generalised gradient approximation (GGA)
including a first order derivative of the density is introduced as another approximation
of the XC functional. Moreover, the parameter of electron spin is also included in GGA
XC functional. Many different GGA functionals have been determined by fitting to the
experimental data or first principles calculations [154]. The general formulation of the
GGA functional is as follows,
EGGAXC [n(r)] =
∫
n(r)εGGAXC [n(r),∇n(r)]dr, (3.24)
where εGGAXC [n(r),∇n(r)] represent the exchange correlation density of GGA function and
∇n(r) indicates the functional depending not only on electron density at a given point and
also on derivatives of the density. It decreases the error about two orders magnitude in
exchange correlation energy relative to the LDA result. In this thesis, the main exchange-
correlation functional used is the GGA by John P. Perdew, Kieron Burke and Matthias
Ernzerhof (PBE) [155].
3.2.3 Brillouin zone sampling
The total energy of DFT calculations are an integral over the Brillouin zone. However,
it is impossible to sample all k-points for each electron. Monkhorst and Pack determined
a method for generating sets of special points in the Brillouin zone (Monkhorst-Pack
(MP) grid) in order to sample the wave vector k in reciprocal space [156]. The k−point
sampling uses an equally spaced mesh sampling the Brillouin zone and applying point-
group symmetry to significantly reduce the number of distinct sampled points. Fig. 3.3
illustrates the total sampled k-points and the reduced k-points in a square reciprocal
lattice. The figure shows the reduction can decrease the calculation times depending on
the shape of the Brillouin zone. After the reduction, all points are irreducible in three
dimensions. In the computation, each dimension (x, y and z) of the supercell should be
assigned a number representing the sampling grids. The representation of the total energy
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Figure 3.3: Illustration of k-point sampling. The blue points represent the sampling
points in the first Brillouin zone (black squared line) for a total energy calculation. The
red dashed circles indicate the irreducible points for the Brillouin zone.
is in the following,
E =
∑
i,k
1
Nk
εi,kfi,k, (3.25)
where Nk is the total number of k−points, k represent the k−points and the fi is the
Fermi-Dirac occupation coefficient (0 ≤ fi ≤ 1). The energy convergence with respect
to the number of k-points should be examined in calculations. For bulk calculations, it
is necessary to use three integer values for three-dimensional k-point sampling. However,
for a surface calculation with a vacuum gap along the z-axis normal to the surface, the
k-point mesh should only lie on xy plane to decouple the energy influence of the repeated
slabs in z-direction.
3.2.4 Plane wave basis set
In order to carry out calculations using DFT, a basis set is used to represent single-particle
wavefunctions in the Kohn-Sham equations. There are several basis functions developed,
such as plane-waves and atomic orbitals. The former one using the superposition principle
assembles many periodic plane-waves together to describe the wavefunction in a crystal.
The latter one uses functions (such as hydrogen orbitals or Gaussian functions) to imitate
the complicated atomic orbitals. Since the plane-wave basis set offers good symmetric
convergence and computational feasibility, the calculations in this thesis use a plane wave
basis set.
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Since u(r) is a periodic potential, it can be expanded into a terms of a Fourier series
with the reciprocal lattice G,
u(r) =
∑
G
Ck,Ge
−iG·r. (3.26)
where Ck,G are the plane wave expansion coefficients. Thus, the wavefunction of one
electron of Eq. 3.4 can be rewritten as a linear combination of plane waves,
ψk(r) =
∑
G
Ck,Ge
i(k+G)·r. (3.27)
The periodic function sums over all space and the k + G controls the accuracy of the
calculation. Assuming the coefficient decreases rapidly with increased k + G, a cut-off
value is defined to improve the calculation in accuracy. Therefore, the kinetic energy of
plane wave ei(k+G)·r is used to determine the truncation of number of plane waves required,
Ecut ≥ |k +G|
2
2
. (3.28)
where the Ecut is the cut-off energy. The cut-off specifies that plane waves with energies
less than Ecut are included in a calculation. Although reducing the cut-off energy can
improve the computational performance, the result may be not properly converged if the
cut-off energy is too low. A total energy convergence should be examined before any
calculations.
3.2.5 Pseudopotential
The total effective potential in the Kohn-Sham equations is a summation of mean field
Coulomb potential from the valence electrons (the Hartree potential), exchange-correlation
potential and the external potential. The external potential represents the Coulomb in-
teraction between electron and nuclei. Due to the 1/r attraction from nucleus to electron,
the wavefunction varies vary quickly near the nucleus. It would take many plane-waves
to model the wavefunction in this region for a precise description. Fortunately, the core
electrons (which are closest to the nucleus) are tightly bound to the ion and most of the
interesting properties and interactions are between the valence electrons. Therefore, the
dramatically attractive Coulomb potential can be replaced by a smooth pseudopotential
(PP). By using a pseudopotential the core states are explicitly included (but not the same
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as all-electron situation), thus the pseudo-wavefunction becomes smoother near the nu-
cleus. A cut-off distance (rc) is defined such that the pseudo-wavefunction has the same
behaviour as the all-electron wavefunction when r > rc,
ψPP(r > rc) = ψ
AE(r > rc), (3.29)
where ψPP and ψAE represent the pseudo-wavefunction and the all-electron wavefunction,
respectively. In addition, the eigenvalues of the pseudopotential method are the same as
the all electron calculation,
εPPi = ε
AE
i . (3.30)
There are a few types of pseudopotential, such as norm-conserving, ultrasoft and projector
augmented wave methods. The norm-conserving method, shown in Fig. 3.4(a), ensures
that the integrated charge for each pseudo-wavefunction (ψPS) is consistent with the all
electron wavefunction (ψAE) in the region (r > rc),∫ r
0
|ψPS|2r2dr =
∫ r
0
|ψAE|2r2dr. (3.31)
The pseudo-wavefunction in the norm-conserving method is much smoother than the full
atomic potential, though still requires a high plane-wave cutoff. Therefore, the ultrasoft
method, shown in Fig. 3.4(b), is introduced to reduce the number of plane-waves in the
calculation. In order to make the pseudo-wavefunction smoother, Vanderbilt split the
pseudo-wavefunction into a pseudo-wavefunction, which does not fulfil the norm conserva-
tion (Eq. 3.31), and a core augmentation charge (which is not involved in the calculation)
[157]. Hence, the pseudo-wavefunction in the ultrasoft method becomes very smooth and
the calculation time can be speeded up by use of a reduced cut-off energy.
In 1994, Blochl introduced the projector augmented wave (PAW) method to offer
a elegant approximation to the pseudo-wavefunction. The approach is to use pseudo-
wavefunction (ψ˜) to represent the all electron wavefunction [158]. The representation
is,
|ψ〉 = T |ψ˜〉, (3.32)
where ψ is the all electron wavefunction and T is the linear transformation from pseudo-
wavefunction to all electron wavefunction. The two wavefunctions only differ in the region
ΩR near to the ion. The pseudo-wavefunction can be expanded into partial waves in ΩR,
|ψ˜〉 =
∑
i
|φ˜i〉ci. (3.33)
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Figure 3.4: Illustration of the pseudo wavefunctions (red solid lines) and all-electron wave-
functions (black dashed line). (a) and (b) represent the the norm-conserving and ultrasoft
method. The blue solid line in (b) represents the core augmentation charge which is the
difference between the all-electron and the pseudo wavefunctions in ultrasoft method.
The all electron wavefunction can be expanded into,
|ψ〉 =
∑
i
|φi〉ci, (3.34)
where φ˜i, φi and ci are the partial waves of the pseudo-wavefunction, partial wave of
all electron wavefunction and the coefficients, respectively. Therefore, the all electron
wavefunction can be written as,
|ψ〉 = |ψ˜〉+
∑
i
|φi〉ci −
∑
i
|φ˜i〉ci. (3.35)
ci are given by a scalar product,
ci = 〈pi|ψ˜〉, (3.36)
where pi is the projector functions and 〈pi|φ˜j〉 = δij . Eq. 3.35 can be rewritten into,
|ψ〉 = |ψ˜〉+
∑
i
(|φi〉 − |φ˜i〉)〈pi|ψ˜〉. (3.37)
Then T is equal to,
T = 1 +
∑
i
(|φi〉 − |φ˜i〉)〈pi|. (3.38)
The three quantities determine this transformation and access to the all electron wave-
function using the pseudo-wavefunction and partial waves.
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3.3 Beyond Standard DFT
3.3.1 Hubbard U correction
DFT calculations using LDA and GGA exchange-correlation functionals are successful in
predicting many physical properties e.g. lattice constant and formation enthalpy. The
electron-electron interaction energies in DFT are defined as the Hartree term (classical
Coulomb interaction) and exchange-correlation energy approximating the many-body in-
teraction. However, the former Hartree energy involves a mean-field electrostatic energy
introducing electron self-interaction, resulting in incorrectly delocalised electrons in many
cases. The delocalisation fails to describe the defect formation energy in some transition
metal oxides as well as underestimates the band gap of insulators, such as CoO, NiO, FeO
and ZnO [108, 159]. In order to localise the electrons correcting the self-interaction espe-
cially for open shells, Liechtenstein et al. applied a Hubbard-like term within the DFT
calculation [160]. The Hubbard U parameter is an on-site electron-electron interaction
to enhance the correlation energy between electrons especially for d and f orbitals. The
general expression for the Hubbard-like U correction is,
ELDA+U[n(r)] = ELDA[n(r)] + EHub[n
Iσ
mm′]− Edc[nIσ], (3.39)
where the EHub represents the on-site electron-electron interaction energy for atomic site
I, the σ indicates the spin state, the nIσmm′ is the occupation number of localised states
and the Edc is the double-counting term for cancelling the correlation energy as a mean-
field approximation contributed by EHub term. The occupation number is defined as a
projection of Kohn-Sham wavefunctions, ψIσkv , on localised states, such as atomic orbitals
φIm,
nIσmm′ =
∑
i
fσkv〈ψσi |φIm′〉〈φIm|ψσi 〉, (3.40)
where the fσkv are the Fermi-Dirac occupations of the localised states (0 ≤ fσkv ≤ 1), k and
v are the k-point and band indexes, respectively. A simplified representation of Hubbard
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U method is determined by Dudarev et al, the formulation is as follows [161],
EU = EHub[n
I
mm′ ]− Edc[nI ]
=
∑
I
U I
2
[
(nI)2 −
∑
σ
Tr
[
(nIσ)2
]]−∑
I
U I
2
nI(nI − 1)
=
∑
Iσ
U I
2
Tr
[
nIσ(1− nIσ)
]
.
(3.41)
where the Tr represents the trace of the occupation number matrix (nIσ). The corre-
sponding potential due to the Hubbard U is given by the derivative of Eq. 3.41 with
respect to the atomic occupation number,
VU = U
I(
1
2
δmm′ − nσmm′). (3.42)
Therefore, if an orbital is more than half occupied by electrons (nσmm′ >
1
2), the Hubbard
potential localises these electrons by reducing their total energy. Conversely, the electrons
are delocalised when an orbital is less than half-filled (nσmm′ <
1
2).
3.3.2 Non-local external potential (NLEP)
A notable failure of standard DFT calculations is the significantly underestimated band
gap for the transition-metal oxides, such as CoO, NiO, FeO and ZnO. Although the Hub-
bard U method is able to localise the d and f electrons expanding the band gap to a
certain extent, the gap energy is still too small with respect to experimental observations.
The incorrect band gap may lead an unexpected charge transfer at an interface (especially
the calculation in Chapter 6). In addition, the Hubbard U method can distort the O-p
bands in a uncontrolled way e.g. in doped SiO2 calculations [162]. To address this issue,
Christensen applied an external potential (δ function-like) on s orbitals producing an up-
shift of the s-like conduction band to adjust the gap energy for GaAs calculation [163].
Although the potential is Hubbard U like, it is independent on the orbital occupancy.
Wang followed a similar approach but using the non-local external potential to modify the
pseudopotential on s, p and d orbitals with respective fitted parameters for GaAs(1−x)Nx
calculation [164]. The calculation shows good agreement of band gap with experiment
and additionally obtained a localised nitrogen state in GaAsN. However, in order to allow
more flexibility in fitting experimental value of ZnO gap, the formulation is rewritten as an
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angular-momentum-dependent (nonlocal) potentials [108]. The expression of the potential
is as follows,
VNLEP(r
′) = β sin(r′pi/rnlep)/r′, (3.43)
where β is a fitted parameter, r′ equals the distance between electron and nucleus and
rnlep represents a cut-off distance. The external potential vanishes to zero outside rnelp,
the usual cut-off distance range is between 0.8 to 1.1 A˚. In addition, the non-local external
potential depends upon different atomic types and angular momenta. Using the combi-
nation of LDA, NLEP and the Hubbard U method (LDA+NLEP+U), the band gap is
corrected self-consistently for transition metal oxides and uncontrolled bands are restored
as well [108, 164].
3.3.3 Hartree-Fock theory and hybrid DFT
This subsection briefly describes Hartree-Fock theory and hybrid DFT. Although these
methods are not implemented in any study in this thesis, it still plays an important role
in first principle calculations with hybrid functionals.
The Hartree-Fock method is an approximation to the many electron Schro¨dinger equa-
tion using a single Slater determinant of single-particle wavefunctions as an approximation
to the many-particles wavefunction [165]. The Slater determinant is written as,
ΨSlater(r1, r2, r3, ...rn) =
1√
N !

φ1(r1) φ2(r1) · · · φN (r1)
φ1(r2) φ2(r2) · · · φN (r2)
...
...
. . .
...
φ1(rN ) φ2(rN ) · · · φN (rN )
 , (3.44)
where N is the number of total electrons and φi represents the spin-orbital and each
function is a product of a spatial part ψi and a spin variable σ (where the σ represents the
spin up, α, or spin down, β). By applying the single Slater determinant as a wavefunction
to the Hamiltonian,
Hˆ =
(− 1
2
∇2 + Vext(r) + 1|r − r′|
)
, (3.45)
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The total energy of Hartree-Fock approximation results in the following,
EHF = 〈Ψ|HˆHF |Ψ〉 =
∑
i
∫
ψi
∗(ri)[−1
2
∇2 + Vext(r)]ψi(ri)dr
+
1
2
∑
i,j
∫
ψi
∗(ri)ψj∗(rj)
1
|ri − rj |ψi(ri)ψj(rj)dridrj
− 1
2
∑
i,j
∫
ψi
∗(ri)ψj∗(rj)
1
|ri − rj |ψj(ri)ψi(rj)dridrj ,
(3.46)
where −12∇2 and Vext(r) represent the kinetic energy and external potential, respectively,
the second term on the right is the Hartree energy and the third term indicates the
exchange energy. Therefore, Hartree-Fock method can be rewritten as a Schro¨dinger-like
equation, [− 1
2
∇2 + Vext(r) + Jˆ + Kˆ
]
ψi(r) = εiψi(r). (3.47)
where Jˆ is the Coulomb operator and Kˆ represents the exchange operator. Eq. 3.47 is
also presented as,
Fˆψi(r) = εiψi(r), (3.48)
where Fˆ is the Fock operator. The expensive calculation of exchange integration means it
is not a feasible method for many material studies. In Hartree-Fock theory, the exchange
energy is explicitly determined in an ab initio calculation. Therefore, the correlation
energy can be defined as,
Ec = Eexact − EHF, (3.49)
where Eexact represents the total energy of the exact result from the many-body wave-
function.
In order to improve the calculation accuracy, Axel introduced the hybridisation of
standard DFT and some Hartree-Fock (exact) exchange energy [166]. The formulation
of the hybrid is usually a linear combination of the exact exchange and other explicit
exchange and correlation energy (such as LDA and GGA). One example of hybrid DFT
is PBE0, the exchange-correlation energy of PBE0 functional is expressed as [167],
EPBE0xc =
1
4
EHFx +
3
4
EPBEx + E
PBE
c , (3.50)
where EHFx is the HF exchange energy shown in Eq. 3.46 (the third term on the right side),
EPBEx and E
PBE
c are the exchange and correlation energy of PBE functional, respectively.
Each coefficient determines the weight of either the exchange and correlation energy in
the calculation. The empirical parameters are usually fitted to experimental observations.
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Figure 3.5: Sketches show (a) single slab and (b) double slabs in the supercell approach
with the vacuum gap along the z-axis. A represents the cross-sectional area of the super-
cells.
3.4 Analysis and Prediction of Nanostructures
3.4.1 Surface formation energy and adhesion energy
In order to assess the stability of different cleaved surfaces, especially the low-index surfaces
in this thesis, the formation energy is the simplest quantity for comparison. In addition,
the formation energy can be used for predicting the morphology of specific nanoparticles
which will be discussed in later section 3.4.4. Fig. 3.5(a) demonstrates the slab approach
in a supercell (black-dashed box), while (b) showing two slabs attaching together. The
surfaces of the slab are perpendicular to the vacuum gap along the z-axis and periodic in
xy plane. The formation energy is given as follows,
γ =
1
2A
(Eslab −
∑
i
Niµi), (3.51)
where A is the cross-sectional area of the surface of the supercell normal to the vacuum
gap, Eslab is the total energy of the specific slab, Ni and µi represent the number of
atoms and the chemical potential of material component i, respectively. The unit of the
formation energy is usually J/m2 and the calculated formation energy of surfaces should
always be positive indicating that it is less stable than the bulk.
Generally, surface terminations of binary materials can be inequivalent leading dif-
ferent surface configurations depending on the chemical potential. Chemical potentials
in compounds can adopt a range of values depending on the ambient environment. For
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example, the chemical potentials of bcc Fe and fcc Pt in the bulk configurations are,
µbulkFe = E
bcc
Fe , µ
bulk
Pt = E
fcc
Pt , (3.52)
where EbccFe and E
fcc
Pt are the total energy of bulk Fe and Pt. The chemical potentials
between Fe and Pt are independent. However, once Fe and Pt form the bulk alloy FePt,
both chemical potentials corresponds to the total energy of Fe-Pt pair in bulk FePt, EFePt.
The chemical potential of FePt is defined,
µbulkFePt = µFe + µPt = µ
bulk
Fe + µ
bulk
Pt −∆µFePt, (3.53)
where, ∆µFePt is the formation energy of FePt. Therefore, the available µFe and µPt are
the values in the ranges,
µbulkFe −∆µFePt ≤ µFe ≤ µbulkFe , (3.54)
and
µbulkPt ≥ µPt ≥ µbulkPt −∆µFePt. (3.55)
The choice of the chemical potentials are dependent on the ambient environment, if the
system is Fe-rich, then µFe is close to µ
bulk
Fe and µPt close to µPt −∆µFePt.
Apart from the surface stability, the interaction between two different surfaces is also
an important issue for understanding epitaxial growth and lattice mismatch. In order to
quantify surface interactions and interfacial geometry, we calculate the adhesion energy
to describe the stability further predicting the favourable orientations for two surfaces.
The adhesion calculation involves three total energies, which are two isolated surfaces in
individual supercells and one supercell including two surfaces attaching together,
γad =
1
A
(Etot − EB − EC), (3.56)
where Etot is the total energy of the system with two slabs attaching together, EB and
EC are the total energy of isolated slabs and A is the cross-sectional area of attaching
region. The conventional unit for the adhesion energy is also J/m2. A negative adhesion
energy characterises two slabs that preferentially attach together, whereas a positive result
showing the interfacial structure is unstable.
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3.4.2 Native point defect formation energy
The defect formation energy determines the equilibrium concentration and the thermo-
dynamically stable charge state of point defects. The defect formation energy is defined
as,
Ef = E
q
d − Ep +
∑
i
niµi + q(EF −∆V ) + Eic (3.57)
where Eqd is the total energy of the supercell containing the defect in the charge q and
Ep represents the total energy of pristine supercell. The chemical potential µi relates to
the reservoir of atom i, while ni equals +1 and -1 represent removing or adding atoms
to the pristine crystal. EF describes the Fermi energy (highest occupied level). The
∆V is the electrostatic potential correction term. Finally, the Eic represents the energy
correction for finite size effects to the point defect under periodic boundary conditions.
The electrostatic potential correction, ∆V , aligns the Fermi energy between the defect
and pristine calculations defined as follows,
∆V = V di − V pi , (3.58)
where V pi and V
d
i are the electrostatic potential for particular atom i of the pristine
and defected system (the atom i is both systems must be the same atom). The chosen
atom i should be far from the defect preventing the influence from the defect. In the
ideal case, the point defect calculation is modelling a single defect in a perfect crystalline
structure. In the neutral defect calculation, the periodic boundary conditions do not
significantly impact the calculated formation energy. However, the charged defect feels
the electrostatic interaction from the other defects which belongs to the periodic images.
The simplest and original energy correction for this effect uses the Madelung energy to
describe the interaction energy (E1ic) of an array of point charges with neutralising jellium
[168]. Later on, Makov and Payne introduced a third order point-charge image term (E3ic)
of defect [169]. Hence, the image charge correction can be written as,
Eic = E
1
ic + E
3
ic =
q2α
2εL
+
2piqQ
3εL3
(3.59)
where L = Ω−1/3 is the linear supercell dimension (Ω is the supercell volume), q is the
charge of the point defect, ε represents the static dielectric constant of the material andQ is
the integral
∫
Ω ρ(r)r
2dr2 (where ρ(r) is the charge density within the supercell). The first
term on the right of Eq. 3.59 is the Madelung-like energy, E1ic, is the dipole correction.
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The second term, E3ic, represents the interaction of point-charge images. However, the
delocalised electron screening significantly reduces the magnitude of the second term.
Lany and Zunger rewrote a simpler expression for the finite size correction [162, 170],
Eic =
2
3
E1ic. (3.60)
Finally, the modified formula yields a simple but accurate image-charge correction for
predicting the formation energy of point defects.
3.4.3 Adsorption energy, strain energy and free energy
In order to compare the stabilities of different molecular adsorptions (with the same num-
ber of adsorbed atoms) on the nanoparticles, the average adsorption energy is used to
capture the most stable configuration. The average adsorption energy is defined as,
Ead =
1
Nad
(EadNP − ENP), (3.61)
where Eadnp is the total energy of a nanoparticle with adsorbed atoms, Enp represents
the total energy of a pure nanoparticle and Nad means the number of adsorbed atoms.
Atoms adsorbing on a nanoparticle may contribute strain on a nanoparticle. Hence, the
strain energy is calculated to characterise the distortion on the nanoparticle due to the
adsorption. The strain energy involves two total energies,
Estrain = E
ad
NP
′ − ENP, (3.62)
where EadNP
′
is the total energy of a bare nanoparticle but its geometry is optimised corre-
sponding to the adsorbed nanoparticle. To assess the thermodynamic stability for nanopar-
ticles with different number of adsorbed atoms, we computed the free energy,
G = Eadnp −Nadµad (3.63)
where Nad represents the number of adsorbed atoms on a nanoparticle and µad indicates
the chemical potential of an adsorbed atom. The chemical potential depends on the
ambient conditions (such as temperature and pressure). Therefore, a phase diagram can
be used to illustrate the thermodynamic stability of nanoparticles for a range of chemical
potential. The range of a chemical potential is usually between upper and lower boundaries
as discussed in section 3.4.1.
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3.4.4 Wulff and Wulff-Kaichew construction
The surface formation energy of a facet plays a significant role in the formation of nanopar-
ticles [171]. The surface free energy of a nanoparticle is defined as,
Gs =
∫
γ(θ, φ)dA, (3.64)
where γ(θ, φ) is a polar function describing a distance of a facet normal from a common
centre in a nanoparticle and A is the area of the facet. With the integration for a faceted
nanoparticle, Eq. 3.64 becomes a function of surface formation energies,
Gs =
∑
i
γiAi, (3.65)
where γi is a surface formation energy which is calculated using Eq. 3.51 with particular
miller index i and Ai represents the area of the particular facet. The Wulff construction
determines the shape of nanoparticle which minimises the total surface energy for a given
volume. The Wulff construction of an equilibrium shape is illustrated in Fig. 3.6(a).
The vectors from the centre point to the surfaces (dashed lines) indicating the possible
surfaces for a nanoparticle and the lengths of vectors are proportional to their respective
surface formation energy (γi). The area (volume) enclosed by the most inner dashed lines
is the Wulff shape (solid lines) which minimises the total surface energy. The surface (12)
possesses a relatively high formation energy, so it is not present on the Wulff shape. The
above construction in only available for single-crystalline structures and free nanoparticles
indicating it cannot predict supported nanoparticles. To model supported nanoparticles,
the formation energy of the interface should be rewritten as γi+γad to modify the formation
energy in that specific orientation. Fig. 3.6(b) shows the illustration of Wulff-Kaichew
construction, the length of the normal distance from the common centre to interface is
shorter than the free nanoparticle. The reason is that the attached nanoparticle usually has
a negative adhesion energy, thus γi+γad is less than γi. The choice of the interface between
epitaxial grown nanoparticles and substrates depends on the stability of the adhesion
energy.
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Figure 3.6: An illustration of Wulff construction (a) and Wulff-Kaichew construction (b)
in two dimensions. The surface (10) is equivalent to surface (01).
3.4.5 Interpolated images for diffusion calculation
In order to estimate the mobility of atom diffusion in crystals or nanoparticles, we employ
the constrained optimisation approach to calculate energy barriers. Before the constrained
optimisation, the structures of two endpoints are optimised with only the diffusing atom
in the different position. Next, a few intermediate structures involving the diffusing atom
along the diffusion pathway are obtained by linear interpolation between initial (Ri) and
final (Rf) configurations (endpoints),
R(t) = (1− t)Ri + tRf (3.66)
where t is an interpolation parameter in the range of 0 to 1 controlling the position
of the diffusing atom. For example, if there are three interpolated images between the
initial and final structures (shown in Fig. 3.7(a) and (e)), the parameter t is 0.25, 0.50
and 0.75 representing the first, second and third intermediate structure (shown in Fig.
3.7(b)-(d)), respectively. The generation of the interpolated images is performed using
VASP Transition State Tools (VTST) script [172]. The total energy of the intermediate
configurations are optimised with respect to the position of all atoms within a given radius
(with the diffusing atom held fixed) and the atoms outside the sphere also fixed. For
demonstrating energy barriers of a diffusing atom, a proper radius should not influence
other adatoms during the optimisation. Therefore, a 4 A˚ radius is selected to apply the
constrained optimisation, which provides a good description of the localised distortion
with respect to the atom diffusion.
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Figure 3.7: The linear interpolated images. (a) and (e) are the initial and final images.
(b)-(d) are the intermediate images. The penetration pathway of the red sphere is from
top to bottom.
Figure 3.8: Illustration shows (a) the rearrangement of electronic density to the maxima
(mi, green and yellow points) following along the steepest gradient (arrows) and (b) the
zero flux surface (black-dashed line) allocating the electronic density into different ions
(red and sliver spheres). The coloured spheres in (a) and (b) are inequivalent.
3.4.6 Bader analysis
In DFT calculations, charge densities distribute all over the supercells. Thus, it is diffi-
cult to associate charges to specific atoms which can useful for understanding electronic
interactions. Bader suggests using two steps to determine the charge of atoms [173, 174].
First using the steepest gradient to reach the charge density maximum from grid to grid.
Once the maxima are found, the electronic density along the paths to the maximum (mi)
are assigned into the grid points shown in Fig. 3.8(a). After the electronic densities are
rearranged into a simple configuration, zero flux surfaces of the charge density surfaces
(black-dashed line in Fig. 3.8(b)) determine the charge to assign each ion in the supercell.
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Chapter 4
FePt Nanoparticle Growth on
Mg(1−x)TixO Substrates
In section 2.1.3, it was discussed how FePt grains deposited on MgO exhibit good (001)
texture and large out-of-plane coercivity for HAMR media. Since MgO is insulating, the
FePt can only be deposited using radio frequency sputtering, which makes the deposition
rate low and limits granular FePt for industrial applications. It has been suggested that
doping Ti into rock-salt MgO to make a conductive MgTiO material with rock-salt struc-
ture could be a practical solution. The MgTiO underlayer could enhance the deposition
rate by allowing for direct circuit sputtering. However, the FePt grains have increased
wetting and smaller out-of plane coercivity. In this section, we aim to investigate the
morphology change of granular FePt nanostructures on different Mg(Ti)O substrates to
provide insight into their effect. Therefore, we study the formation energies of low-index
surfaces of L10 FePt and their termination as well as predict the morphology of free FePt
nanoparticles. Next, in order to describe how rock-salt TiO incorporates with rock-salt
MgO structure, we calculate the segregation energies with various MgTiO slabs to de-
termine the most stable MgTiO structure. Finally, we calculate the adhesion energies of
FePt/Mg(Ti)O systems with different number of TiO layers to predict the morphologies
of supported granular FePt.
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4.1 Morphology of FePt Nanoparticles
In this section, we use DFT to calculate the fundamental properties of L10 ordered FePt
to access the formation energies regarding its low index surfaces. We use the unit cell
(shown in Fig. 4.1) and optimise the structure of L10 ordered FePt with 9×9×9 MP grids
used for BZ sampling. Plane-waves with energies up to 500 eV are used to expand the
wave functions for all FePt/MgTiO calculations. Using this approach the calculated lattice
parameters for bulk FePt is 3.83 A˚ which is consistent with the experimental observation
[15]. In order to predict the morphology of free FePt nanoparticles, we chose (100),
(001), (110), (011) and (111) surfaces to calculate the formation energy using the supercell
approach. The supercells are periodic parallel to the surfaces and a 15 A˚ vacuum gap is
used normal to the surface. 9×9×1 MP grids are used for BZ sampling with 1 k point
in the direction normal to the surface of slab. We calculate the formation energy as a
function of thickness of FePt slabs using Eq. 3.51. The FePt surfaces with (001), (011)
and (111) orientations are stoichiometric, and the two opposite surfaces on the slab are
symmetrically equivalent. By using the same number of Fe and Pt atoms, the FePt
slabs with (001) and (110) orientation are inequivalent indicating the terminations are
different for two surfaces (one is Fe terminated, the other is Pt terminated). Therefore,
the calculated formation energies of (001) and (110) surfaces are an average over Fe and Pt
terminations. Fig. 4.1 shows representative slabs for the five surfaces. The (100), (001),
(110), (011) and (111) slab contains 20, 20, 8, 10 and 10 atoms per supercell, respectively.
Table 4.1 summarises the converged formation energies and the average magnetisation
for the given surfaces. The results are in a good arrangement with recent work using
a similar approach [175]. The highest coordinated surface (111) has the most stable
formation energy (γ111 = 1.834 J/m
2), while the most unstable one is the (100) surface
(γ100 = 2.196 J/m
2). The magnetisation of Fe and Pt atoms shown in Table 4.1 are an
average over the whole slab. The calculation shows the magnetic moments are comparable
for these five surfaces and Bader analysis indicates the magnetic moment of Fe atoms
at the outermost layer is increased by 4 % with respect to the bulk. Using the Wulff
construction (performed using the VESTA code) the predicted equilibrium morphology
of the free FePt nanoparticles is a truncated octahedron. The FePt nanoparticles in
octahedral shape consist of eight hexagonal (111) facets, two square (100) facets and two
square (001) facets (Fig. 4.2).
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Figure 4.1: Supercells used in the surface calculations of L10 ordered FePt. The arrows
indicate the surface orientation of the low-index surfaces. (a), (b), (c), (d) and (e) are the
surfaces of (100), (001), (110), (011) and (111), respectively. The brass and sliver spheres
are represented Fe and Pt atoms.
Surface Formation Spin moment of Fe Spin moment of Pt
energy (J/m2) (µB) (µB)
Bulk — 3.086 0.339
(100) 2.196 3.135 0.349
(001) 2.195 2.965 0.324
(110) 2.153 3.167 0.381
(011) 2.100 3.195 0.404
(111) 1.834 3.147 0.339
Table 4.1: Surface formation energy and spin moment (SM) for five low-index surfaces of
L10 ordered FePt and bulk FePt. The spin moment of Fe and Pt are the average value
over individual species through entire slab. The used supercells are the structures in Fig.
4.1. Therefore, the (100), (011) and (111) surfaces are stoichiometric, (110) and (001)
surfaces have Fe and Pt termination at each side.
70
Figure 4.2: The predicted morphology of free FePt nanoparticles is truncated octahedral,
which consists of eight (111) surfaces, four (100) surfaces and two (001) surfaces. (a) and
(b) is the top and side view of FePt morphology, respectively.
We note that the non-stoichiometric (001) surface appears on the predicted truncated-
octahedral nanoparticle. Therefore, it is important to determine the termination of the
FePt (001) surface for the following investigation. In order to study the termination of
(001) and (110) surfaces, we used the stoichiometric (001) and (110) surfaces to calculate
the phase diagram for accessing the stability of Fe and Pt atoms on the surface. The
phase diagram is calculated using the formation energy from Eq. 3.51. Fig. 4.3 illustrates
the surface formation energy of different termination of non-stoichiometric FePt (001) and
(110) surfaces. The surface formation energy is as a function of the Pt chemical potential,
the lower and higher boundaries represent the Pt-poor and -rich conditions, respectively.
The phase diagram shows that the termination of the FePt (110) surface depends on the
chemical potential, the transition of termination happens at µPt − µPt(bulk) = −0.15 eV.
However, the Pt-terminated (001) surface is always more stable than the Fe-terminated
(001) surface. Therefore, the thermodynamic stability indicates the (001) truncated sur-
face of FePt nanoparticles should be Pt-terminated.
4.2 Incorporation of TiO into the MgO Substrate
In order to investigate the FePt growth on MgTiO systems, we first need to understand
the incorporation of MgO and TiO in the MgTiO substrate. Since the experimental
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Figure 4.3: Equilibrium surface energy phase diagram of L10 ordered FePt involving two
non-stoichiometric orientations. Each line shows one surface energy for a specific surface
(labelling on the right).
Figure 4.4: Predicted atomic structure of free FePt nanoparticles. Most of the surfaces are
stoichiometric. However, the (001) surfaces are Pt terminated due to the relative stability
of Pt atoms in the phase diagram (Fig. 4.3). (a) and (b) show different views of the
nanoparticles.
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observation shows that the MgTiO is a rock-salt structure, we calculate the lattice constant
of MgO and TiO in rock-salt structure in advance [38]. We use the primitive unit cell
for the optimisation of rock-salt MgO and TiO with 13×13×13 MP grids used for BZ
sampling. Using this approach the calculated lattice constants of MgO and TiO are 4.25
and 4.28 A˚, respectively. In addition, both of these two structures are non-magnetic. Both
TiO and MgTiO slab calculations are performed using the supercell approach with 5×5×1
MP grids for BZ sampling (with 1 k point in the direction perpendicular to the surfaces).
In order to understand the stability of pure rock-salt TiO slab with (001) orientation,
we optimise the TiO (001) surfaces with various monolayers comparing their formation
energy. Fig. 4.5 shows the optimised atomic structures of TiO slabs with different number
of TiO monolayers (from 5 to 8 monolayers). All TiO structures show a small ferroelectric
distortion normal to the surface. Each atom shows approximately (or less) 0.02 eV energy
difference compared to bulk TiO. However, the structural distortions are different between
the slabs with even and odd number of TiO monolayers. The distortion of TiO surface
with even layers are in one direction, whereas the one with odd layer have two opposite
directions and a horizontal structure in the middle of TiO slabs. Therefore we suggest
using the following equation to calculate the formation energy,
γf =
Etot −
∑
iNiµi +ADt
2A
, (4.1)
where Etot represents the total energy of TiO surface, Ni and µi indicate the number of
atoms and chemical potential with respect to specific species, A and t represent the area
of the supercell and the thickness of the slabs, D is the energy density of distortion due
to the ferroelectricity. Fig. 4.6 shows the calculated formation energy of TiO surface as a
function of TiO monolayers. The formation energy of surface with even TiO monolayers
is 0.70 J/m2 and the one with odd TiO monolayers is 1.11 J/m2. The calculation suggests
the energy density of ferroelectric distribution is 8.56 × 108 J/m3. Moreover, the energy
density of the boundary formation (odd TiO monolayer) can be related to the formation
energy of even and odd layers of TiO,
γevenf +
Γ
2
= γoddf , (4.2)
where the Eevenf and E
odd
f represent the formation energy of TiO surface with even and
odd TiO monolayers and the Γ is the energy density of the boundary formation (horizontal
TiO structure in odd layer cases). The calculation suggests the energy density of boundary
formation is approximately 0.83 J/m2. In addition, the representative PDOS (shown in
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Figure 4.5: Optimised atomic structure of rock-salt TiO in (11¯0) orientation. (a), (b), (c)
and (d) are the structures with 5, 6, 7 and 8 TiO monolayers, respectively.
Fig. 4.7.) of two TiO slabs with different number of layers indicates that the rock-salt
TiO is metallic and Ti 3d orbitals dominate the valence band around the Fermi level.
Therefore, we consider doping even numbers of TiO layers into the MgTiO substrates
due to the stability. In order to predict the stable structure of TiO doped MgO slab,
we investigate the slabs involving different configurations of TiO and MgO. The three
dimensions of the supercell are used a = b = 4.25 A˚ and c = 50 A˚, periodic boundary
conditions are parallel to the a and b direction and a 15 A˚ vacuum gap is normal to the
surface. Each supercell of different MgTiO configuration consists of ten atomic layers
(including TiO and MgO), which means it containing 20 cations (including Mg and Ti
atoms) and 20 ions (O atoms) in the supercell. Fig. 4.8 shows three cases of different
configurations of MgTiO substrates, each case shows two MgTiO slabs with different
arrangements. One is TiO layers dispersed in MgO slab and the other is TiO layers
segregated from MgO slab. The segregation energy (∆E) is defined as,
∆E = Eseg − Edis, (4.3)
where Eseg and Edis represent the total energy of TiO segregates on MgO surface and dis-
persed in the MgO slab, respectively. The structures in Fig. 4.8 demonstrate the different
arrangements of two, four and six substitutional TiO layers in/on MgO slabs (hereafter
referred to as MgTi(2)O, MgTi(4)O and MgTi(6)O) and the segregation energies. The
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Figure 4.6: (Top) formation energies and (bottom) volume of rock-salt TiO surfaces as
a function of number of TiO layers. Γ/2 = 0.42 J/m2 represents half of the formation
energy of the TiO boundary.
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Figure 4.7: Density of states projected on O 2p and Ti 3d orbitals. The number of TiO
layers are labelled in the respective panels.
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Figure 4.8: Different optimised configurations (in (11¯0) orientation) of TiO incorporated
into MgO slab to assess the preferentially stable configurations of MgTiO structure. (a),
(b) and (c) shows the configurations of two, four and six substitutional TiO layer in ten
layers MgTiO structure in total. The segregation energy of each case is presented at
the bottom. The orange, blue and red spheres represent the Mg and Ti and O atoms,
respectively.
calculation shows the segregation energies for two, four and six substitutional TiO layers
are -0.252, -0.184 and -0.186 eV, respectively. The negative segregation energies in all
cases indicate the substitutional TiO layer prefers to isolate from the MgO. In addition,
the small ferroelectric distortion of TiO is found in the MgTiO structure as well. The
result shows that the TiO structure should be segregated from the MgO surface to form
a more stable MgTiO surface.
4.3 Structure and Adhesion Energy of the FePt/Mg(1−x)TixO
Interface
Recent work shows that the geometry of FePt on MgO has Fe atoms directly located
above the O atoms for FePt (001) and MgO (001) orientations [35, 176]. Considering the
computational cost of calculation, we use x = y = 4.24 A˚ as dimensions of the supercells
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of the FePt/MgTiO systems. The used dimensions indicating the MgTiO substrates is
fixed without any in-plane strain.
4.3.1 Strained FePt (001) surface
The supercells used for the FePt/MgTiO calculations do not include any lattice disloca-
tions at the interface and so introduces a 10 % in-plane strain on the FePt (001) slab. In
order to understand the effect of the 10 % strain on the FePt slab, we optimise the FePt
slabs with x = y = 4.24 A˚ (lattice constant of MgO) comparing the spin moment and
the vertical displacement. The supercells include ten atomic layers of FePt, the termina-
tions of the top and bottom FePt slab are Pt and Fe atoms, respectively. The choice of
non-stoichiometric (001) surface is due to the calculated interface of FePt growth on MgO
surface. Table 4.2 summarises the variations of spin moment (∆SM) of Fe atoms and
the vertical displacement of atoms from the centre of the slab. The values are calculated
with respect to the fully relaxed FePt (001) slabs (x = y = 3.83 A˚). ∆MM indicating the
strained FePt increases the spin moment by an order of 0.1 µB for the surface Fe atoms.
In addition, the strained FePt slab reduces the thickness by 3 A˚ in the [001] direction with
respect to relaxed slab.
Atomic layer ∆MM of ∆l of Fe atoms ∆l of Pt atoms
from centre Fe atoms (µB) (%) (%)
2 (top) 0.23 -20.27 -18.57
1 0.15 -19.00 -18.26
0 0.06 0.00 0.00
-1 0.02 -17.20 -16.47
-2 (bottom) 0.16 -15.12 -15.08
Table 4.2: Variations of spin moment of Fe atoms from FePt supercell with respect to the
relaxed FePt structure. The vertical displacement of the atomic position of constrained
FePt slab in terms of relaxed FePt. The reference for the calculated displacements are the
central Fe and Pt atoms, which are in the fifth and sixth layer (from bottom to top) for
Fe and Pt, respectively.
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4.3.2 Adhesion energies of the FePt/MgTiO
In order to predict the morphologies of FePt on various MgTiO substrates, we optimise
the structure of L10 ordered FePt on various Mg(Ti)O substrate and assess their adhesion
energy using Eq. 3.56. We use the same dimensions of MgTiO suprecells but extend the
supercell size normal to the surface accommodating ten atomic layers of FePt (001) struc-
ture. According to the investigation discussed in section 4.1, we suggest the termination
of FePt (001) surface to the vacuum is Pt termination, while the termination of FePt to
the interfaces is Fe atoms. The supercells contain 10 Fe and 10 Pt atoms as well as 40
atoms of MgTiO. We use the same MP grids for BZ sampling as section 4.2. The FePt
layers experience a 10 % in-plane lattice mismatch with respect to the MgO (001) surface.
We consider FePt on MgTiO substrate with substitutional TiO layers, the six different
substrates contain MgO, MgTi(2)O, MgTi(4)O, MgTi(6)O, MgTi(8)O and TiO substrate.
Fig. 4.9 shows the optimised structures of FePt/Mg(Ti)O systems and the vertical dis-
tance between Fe and cation (either Mg or Ti atom) at the interface. The vertical distance
is decreased from 2.06 A˚ (FePt/MgO) to 1.65 A˚ (FePt/TiO) with increase of TiO content.
Fig. 4.10 demonstrates the trend of the adhesion energy with various TiO layers. The
adhesion energy is as a function of vertical distance. The adhesion energy is -1.3 J/m2
when FePt grows on MgO substrates, whereas it decreases to -2.4 J/m2 with increased
TiO concentration. The inset indicates that the reduced vertical distance is responsible
for a decrease of the adhesion energy.
The results show that the Fe-Ti bond formation strengthens the adhesion energy and
reduces the distance between FePt and MgTiO substrates. In order to provide deeper
insight into the interaction of FePt/Mg(Ti)O, we perform Bader analysis calculating the
charge associated with each atom in the interface. The charge transfers (∆q) are calculated
using Bader charge for atomic layer relative to the isolated FePt and Mg(Ti)O slabs. The
calculation indicates there is only a small amount of charge transfer through the interface.
Fig. 4.11 shows the charge transfer with respect to the specific Fe layer, Pt layer and
Mg(Ti)O slabs (labelled in Fig. 4.11). The charge transfer varies with the number of TiO
layers and it is negligible for the MgO substrate. The charge transfer of the Fe layer is
appreciable for only two TiO layer doped in MgO slab and reaches -0.4 e as a minimal
value for the MgTi(4)O substrate. The majority of the additional charge of Fe layer comes
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Figure 4.9: Optimised atomic structures of FePt/MgTiO with vertical distance between
the FePt and MgTiO slabs are shown in (110) orientation. The distances are from the
bottom Fe atom to the adjacent cation (Mg or Ti). (a), (b), (c), (d), (e) and (f) are the
system with FePt attached on MgO, MgTi(2)O, MgTi(4)O, MgTi(6)O, MgTi(8)O and
TiO substrate, respectively.
from the MgTiO slabs and small contribution from the adjacent Pt layer. The average
spin moment of the Fe layer decreases as a function of number of TiO layers from 3.4 to
2.95 µB. The reduction of the spin moment is due to the charge transfer form MgTiO
and the Pt layer to the Fe 3d-orbital offsetting the spin moment. The charge and spin
moment of other Fe atoms away form the interface are not significantly influenced. The
negatively charged Fe atoms and the positive charged MgTiO slabs increase the ionicity
of the Fe-Ti bond and shorten the distance between the FePt and the substrates. We
examine the projected density of state (PDOS) for the interfacial Fe atoms. Fig. 4.12
shows that the projected density of state associated with the 3d orbitals on the interfacial
Fe atoms with various MgTiO substrates, the number in each panel represents the number
of substitutional TiO layers. The black, red and blue solid lines represent the PDOS of
Fe 3d orbital of bare FePt slab, FePt growth on MgO substrate and FePt deposited on
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Figure 4.10: Variation of adhesion energy of FePt and MgTiO slabs with the number of
TiO layer segregated from the MgO substrate (red line). The inset shows the positive
correlation between the adhesion energy and vertical distance. The dashed line is a guide
to the eye.
MgTiO substrate, respectively. The green solid line is the PDOS on 3d orbital of two
topmost TiO layers. Fig. 4.12(a) indicates the electronic structure of the interfacial Fe
atoms only show minor perturbation before and after attaching on MgO substrate. As
the number of doped TiO layers increases up to 4 layers, a new electronic state in spin
down channel appears growing between -1.0 and -2.5 eV in the PDOS of interfacial Fe
atoms. The new state increases the population of the spin down channel reducing the spin
moment of Fe atoms at the interface, which is consistent with observation in Fig. 4.11.
Moreover, the new introduced electronic state of Fe atoms contributes to the same state
with the TiO 3d channel shown in Fig. 4.12(f) indicating the bond formation between Fe
and Ti atoms.
4.4 Morphologies of Supported FePt Nanoparticles
Using the adhesion energies from section 4.3, we predict the equilibrium morphology of
FePt nanoparticles on various Mg(Ti)O substrates using Wulff-Kaishew construction. Fig.
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Figure 4.11: (Left) An interfacial atomic sketch of FePt/MgTiO indicates the specified
Fe and Pt layers, the MgTiO here represent the entire substrate. (right) Variation of the
charge transfers with number of TiO layers associated with the specific Fe, Pt and MgTiO
layers. The spin moment of interfacial Fe atom demonstrates as a function of TiO layers
(right scale).
4.13 shows the predicted nanoparticles and atomic models for supported FePt nanoparti-
cles. The predicted morphology of the FePt nanoparticle is a height-reduced truncated-
octahedron in [001] direction. Fig. 4.13(a) represents the FePt grain growth on single
crystalline MgO substrate and Fig. 4.13(b) demonstrates the FePt deposits on MgTi(x)O
(x ≥ 4) substrates. The former morphology has large contact angle (θl) between FePt
(111) and MgO (001) surfaces, whereas the latter one shows a small contact angle (θs) be-
tween FePt (111) and MgO (001) surfaces. The morphology of granular FePt on Mg(Ti)O
(especially the number of TiO layers ≥ 4) substrate further reduce the height of granular
FePt nanoparticles due to the stronger adhesion energy. The stronger Fe-Ti bond forma-
tion hinders the growth of granular FePt increasing the wetting between FePt and MgTiO
substrate.
4.4.1 Passivation of the Fe-Ti bond formation
In the previous section, the calculated adhesion energy indicates the Fe-Ti bond formation
strengthens the interaction between FePt and MgTiO substrates. Therefore, the doped
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Figure 4.12: The projected density of states (PDOS) with respect to the 3d orbitals for
interfacial Fe atoms and TiO layers. (a) The PDOS of interfacial Fe atoms of bare FePt
slab (black line) and FePt growth on MgO substrate (red line). (b)-(e) The PDOS of
interfacial Fe atoms of FePt growth on Mg(Ti)O substrates (blue lines), the number in
the panels represent the number of TiO layers. (f) The PDOS of two topmost TiO layers
in MgTi(4)O substrate (green line).
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Figure 4.13: (Left two)The predicted morphology and (right) atomic model of supported
FePt nanoparticle on different substrate. The shape of the supported nanoparticle is a
height-reduced t-Oh in [001] direction. (001¯) surface of the nanoparticle is Fe termination.
(a) and (b) represent the growth of FePt nanoparticle on MgO and MgO with more than
four layers of TiO on the top, respectively.
TiO layers cause a disadvantage (increased wetting of the FePt grains) offsetting the benefit
of using DC sputtering [38]. One strategy to overcome the disadvantage is to introduce
an intermediate layer passivating the Fe-Ti bond formation but keeping the conductivity
of the underlayer. Therefore, we consider several MgO layers as the intermediate material
between FePt and TiO to restore the adhesion energy. We use the same supercell of the
previous FePt/Mg(Ti)O calculations, but the Mg(Ti)O slab is replace by the Ti(Mg)O
slab. Which means there are substitutional MgO layers at the top of TiO substrate.
The optimised FePt/TiMg(x)O (x = 2 and 3) structures are shown in Fig. 4.14. The
adhesion energy -1.74 J/m2 indicates two MgO layers cannot completely block the Fe-Ti
bond formation. With the increased substitutional MgO layer up to three, the adhesion
energy and vertical distance are -1.30 J/m2 and 2.05 A˚, respectively. Thus, the calculation
suggests depositing several thin layers of MgO can hinder the enhanced adhesion between
FePt grains and MgTiO substrates for producing good HAMR media.
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Figure 4.14: The optimised structure of FePt/TiO system with (a) two and (b) three
additional MgO monolayers on the top of TiO substrate. The vertical distances and
adhesion energies indicate three monolayers of MgO coating incorporated on TiO substrate
is similar to that for pure MgO substrate (l = 2.06 A˚ and γ = −1.30 J/m2).
4.5 Discussion and Conclusions
There are several factors can influence the accuracy of the result in this chapter. In the
adhesion energy calculation, there is a 10 % strain at the interface between FePt (001)
and MgO (001) surface. In reality, the strain energy may be relieved by the formation of
lattice dislocations at the interface eliminating the strain of the FePt slabs. Considering a
supercell 100 times larger than the present one may allow the dislocation at the interface
to be modelled. But it is computational prohibitive at the density functional theory level.
Although we present the result without dislocations, the interaction between Fe and Ti
atoms at the interface does decrease the adhesion and increase the wetting of granular FePt
on MgTiO substrate, consistent with the experimental observation. Although the lattice
constant of bulk MgTiO must differ from that of bulk MgO, the difference of calculated
lattice constants between rock-salt MgO and TiO is less than 1 %. Therefore, the use
of lattice parameter of MgO should not significantly influence the results of stabilities
of MgTiO slabs as well as the adhesion energies. The PBE functional is well-known
to underestimate the band gap for many oxides, but the total energies for calculating the
formation energies and the adhesion energies should be accurate to predict the morphology
for free and supported FePt nanoparticles.
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In the study of MgTiO, we demonstrate several cases of different configurations of TiO
layers in MgO substrate to compare the stability. The systematic investigation predicts
that TiO should segregate from the MgO surface, which can be observed using electron
energy loss spectroscopy mapping within a scanning transmission electron microscope
(STEM) [177]. We also predict the significant displacement (0.4 A˚) of the FePt to interfa-
cial Ti associated with the content of TiO, the property could be experimentally observed
using STEM as well. Finally, the prediction of passivating the Ti-Fe bond formation us-
ing additional intermediate MgO layers indicates the MgO thin layer may decreases the
wetting of granular FePt nanoparticle and restore the coercivity of FePt nanoparticles.
In this investigation, we focus an granular FePt grain growth on Mg(Ti)O substrates
and use the surface energies predicting the morphology of FePt nanoparticles. However,
there are alternative substrates as the underlayer for sputtered FePt in HAMR media
investigation mentioned in section 2.1, such as TiN [27, 178], TiON [27] and FeCoNi
[179]. Ti is a common element involved in these underlayers, which suggests the drawback
from Fe-Ti bond formation also dominates the out-of plane coercivity and the wetting
of FePt nanoparticle of those HAMR system. The amorphous carbon and SiO2 are the
segregation material used to decouple the FePt grains and reduce the diameter of the
grain parallel to the surface in FePt HMAR media. Although the additional segregation
significantly influences the diameter of the FePt grain from 20 nm downward to 6 nm,
experimental observations show that both materials are insoluble into the FePt/Mg(Ti)O
system. Therefore, that suggests the segregations make little influence for the predicted
FePt morphology. One of the most important properties of FePt as HAMR media is the
magnetic anisotropy energy (MAE). Especially the growth of FePt on modified substrate
should exhibit good out-of plane coercivity for stable information recording. Although Fig.
4.11 reveals the decrease of magnetic moment of interfacial Fe atoms, it is not sufficient
evidence to explain the reduced MAE. The MAE calculations can be performed using
non-collinear calculations, but it is beyond the scope of this work.
In summary, we perform first-principles calculations to investigate the adhesion energy
between FePt and Mg(Ti)O substrates. The calculation shows that substitutional TiO
layers preferentially segregate to the surface of MgO. Fe-Ti bond formation decreases the
adhesion energy from 1.29 to 2.35 J/m2 between FePt and Mg(Ti)O slabs due to the
charge transfer. The vertical distance between FePt and Mg(Ti)O reduces from 2.07 to
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1.65 A˚ with the incorporation of TiO into MgO. By using the Wulff construction, the
predicted morphology of free nanoparticle is truncated-octahedral involving (100), (001)
and (111) facets. The predicted equilibrium shape (using Wulff-Kaishew construction) of
the supported FePt nanoparticles are a height-reduced truncated-octahedron within [001]
direction. The nanoparticle with stronger wetting for TiO doped substrate shows a small
contact angle relative to the FePt (111) facets. The predicted FePt shapes are in good
agreement with experimental cross-sectional transmission electron microscopy images [38].
The original purpose of the doped TiO into MgO is for the conductivity. However, the
Fe-Ti bond formation hinders the growth of FePt grains on the substrate and the magnetic
property. Thus, we suggest to deposit ultrathin layers of single-crystalline MgO on the
Mg(Ti)O underlayer to passivate the interaction.
86
Chapter 5
Ti and TiPt Nanoparticle
Oxidation
5.1 Interaction Between Ti Nanoparticles and Oxygen
Atoms
In order to understand the reactivity between metallic nanoparticles and oxygen we con-
sider two example systems of fundamental and technological relevance. We study the most
energetically stable configurations of a Ti nanoparticle with various oxygen configurations
on the surface. We further investigate the energy barriers to the diffusion of an oxygen
atom from the surface to the sub-surface to assess the mobility of oxygen atoms. We also
study the atomic arrangement of a TiPt binary nanoparticle for different oxygen molecule
concentrations on the surface and subsurface.
We consider a 181-atom Ti nanoparticle with decahedral morphology for the inves-
tigation of oxidation. The reasons for selecting this morphology and size is as follows.
First, decahedral nanoparticles are experimentally observed in this size range due to their
relatively small strain energy relative to the icosahedral shape [180–182]. Second, it is
necessary to use a large-enough nanoparticle to capture the complex interplay between
oxygen atom adsorption and Ti nanoparticle properties. Considering a Ti nanoparticle
with 181 atoms in decahedral morphology (hereafter Dh181) is computationally feasible
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and offers sufficient adsorption sites for investigation. The length between any two adja-
cent vertices of the optimised Dh181 is approximately 14 A˚ and the calculated formation
energy of the Dh181 with respect to bulk Ti is 0.81 eV per atom.
5.1.1 Oxygen adsorption on the Ti(0001) surface
In order to provide insight into the interaction between oxygen atoms and the Ti nanoparti-
cle, we first consider the simpler case of oxygen adsorbing on the α-Ti (0001) surface, since
it only provides two inequivalent three-fold hollow adsorption sites (hcp and fcc sites) on
the surface. The supercell used to model single oxygen adsorption on Ti surface consists of
200 Ti atoms (eight monolayers along the c-axis) with the dimensions x = y = 17.6 A˚ and
z = 3 A˚. A 5×5×1 MP grid is used for BZ sampling in these calculations. The difference
between the hcp and fcc sites is the number of second nearest-neighbour Ti atoms in the
subsurface. The former site contains one Ti atom just below the adsorption site, whereas
the latter site has three Ti atom in the subsurface but not directly below the adsorption
site. The adsorption energies of oxygen atom adsorbing on the Ti (0001) surface are -5.72
and -6.09 eV for hcp and fcc sites, respectively. To analyse the difference between oxygen
adsorption on hcp and fcc sites, we calculate the strain energy with respect to oxygen
adsorption. The strain energies for an oxygen adsorbing on hcp and fcc sites are 0.32 and
0.13 eV per system, respectively. However, the 0.19 eV energy difference in geometric
strain can only partly explain the 0.37 eV energy difference in adsorption energy.
To provide further insight, we use Bader analysis to calculate the electrostatic energy
for the adsorbed oxygen atoms. For both adsorption sites, the oxygen atoms acquire some
charge transferred from the surrounding Ti atoms. Table 5.1 summarises the charge of
the first and second nearest-neighbour Ti around the oxygen atom. Both oxygen atoms
have three first nearest-neighbour Ti with positive charge. The number of the negatively
charged second nearest-neighbour Ti on the surface is the same for two adsorption sites.
However, oxygen adsorbing on fcc site provides two more second nearest-neighbour Ti
in the subsurface. The estimated electrostatic energies for hcp and fcc oxygen adsorption
sites are -0.33 and -0.56 eV, hence the difference of electrostatic energy is 0.23 eV. The two
energy differences (strain and electrostatic energies) together fully explain the stability of
the oxygen adsorptions on two inequivalent sites.
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Index Atom Layer
hcp site fcc site
distance (A˚) charge (e) distance (A˚) charge (e)
1 Oxygen surface 0.00 -1.16 0.00 -1.11
2 Ti-1st surface 1.96 0.39 1.95 0.41
3 Ti-1st surface 1.97 0.39 1.94 0.41
4 Ti-1st surface 1.97 0.35 1.95 0.41
5 Ti-2nd surface 3.62 -0.12 3.63 -0.12
6 Ti-2nd surface 3.63 -0.11 3.63 -0.12
7 Ti-2nd surface 3.62 -0.11 3.63 -0.14
8 Ti-2nd subsurface 3.34 0.20 3.66 0.03
9 Ti-2nd subsurface — — 3.66 0.10
10 Ti-2nd subsurface — — 3.66 0.13
Table 5.1: The distance between an adsorbed O atom and nearest-neighbour Ti atoms
and the net charge on the respective Ti atoms. 1st and 2nd represent the first and second
nearest-neighbour, respectively.
5.1.2 Oxygen on the surface and subsurface of the nanoparticle
The Dh181 nanoparticle presents 15 inequivalent three-fold hollow sites on the surface
(including hcp and fcc sites) shown in Fig. 5.1(a). We optimise the structure for an
oxygen atom on each of these adsorption sites and calculate the adsorption energies (Eads).
Table 5.2 summarises the adsorption energies and corresponding strain energies for the
15 inequivalent sites on the nanoparticle surface. Site 7 has the most energetically stable
configuration for a single oxygen adsorption with Eads = −5.96 eV per oxygen atom. In
addition, this configuration also has the smallest strain energy (0.11 eV). An oxygen atom
adsorbing on site 1 presents the most energetically unstable configuration with Eads =
−5.46 eV per oxygen atom as well as a 0.16 eV strain energy. The more stable configuration
corresponds to the smaller strain energy which is similar to the case of single oxygen on
Ti(0001) surface, but the complex geometries of the strained configurations lead to a less
clear trend for oxygen adsorption on the nanoparticle.
Apart from the oxygen adsorption on the surface of nanoparticle, we also calculate the
adsorption energy for oxygen atoms in the subsurface to evaluate the stability for different
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Figure 5.1: Illustration on the left shows the top view of (a) surface and (b) subsurface
of the Dh181 nanoparticle. The figures on the right represent the partial enlargements of
the surface and subsurface facets (see dashed triangles). The labels on the hollow sites
indicate the inequivalent adsorption sites from 1 to 15 (surface) and U1 to U4 (subsurface).
The adsorption sites with prime are equivalent by mirror symmetry used in the following
section.
configurations. The calculation indicates the oxygen atoms prefer to incorporate into the
octahedral (oct) interstitial sites of nanoparticles as shown in Fig. 5.1(b) (labeled U1 to
U4). Table 5.3 summarises the adsorption energies and strain energies for the subsurface
adsorption sites. Site U1 shows the most stable adsorption energy (-5.82 eV) with the
smallest strain energy (0.13 eV), while site U4 has the least stable adsorption energy (-
5.38 eV) and the largest strain energy (0.36 eV). The adsorption energies show a positive
correlation with strain energy. As the adsorption energies in Tables 5.2 and 5.3, the most
stable configuration is still oxygen atom on site 7. Which is 0.14 eV stable than site U1 in
the subsurface. These results indicate oxygen atoms preferentially adsorb on the surface
instead of penetrating into the nanoparticle. These calculations demonstrate that strain
energy plays an important role for oxygen adsorption on the surface and subsurface of the
nanoparticle, which shows good agreement with recent work investigating the interaction
between oxygen atoms and PtCu core/shell nanoparticles [183]. Although we calculate the
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Index Site Eads (eV) Estrain (eV) Index Site Eads (eV) Estrain (eV)
1 hcp -5.47 0.16 9 fcc -5.68 0.22
2 hcp -5.86 0.19 10 hcp -5.65 0.37
3 hcp -5.81 0.15 11 hcp -5.83 0.17
4 hcp -5.76 0.18 12 hcp -5.65 0.27
5 hcp -5.76 0.17 13 fcc -5.89 0.18
6 fcc -5.65 0.21 14 fcc -5.51 0.24
7 fcc -5.96 0.11 15 hcp -5.49 0.35
8 fcc -5.67 0.26 — — — —
Table 5.2: Adsorption energy and strain energy for single oxygen atoms on the surface and
sub-surface layers of the Dh181Ti nanoparticle (see Fig. 5.1 for definition of adsorption
sites).
Index Site Eads (eV) Estrain (eV)
U1 oct -5.82 0.13
U2 oct -5.55 0.22
U3 oct -5.62 0.21
U4 oct -5.38 0.36
Table 5.3: Adsorption energy and strain energy for single oxygen atoms in the sub-surface
layers of the Dh181Ti nanoparticle (see Fig. 5.1 for definition of adsorption sites).
electrostatic energy for oxygen atom on the nanoparticle, the strained structures make the
definition of nearest-neighbour difficult. Therefore, it is hard to summarise any correlation
between adsorption and electrostatic energies in the nanoparticle calculations.
5.2 Configurations of Adsorbed Oxygen on the Ti Nanopar-
ticle
In order to investigate the increasing oxygen coverage on the surface of the nanoparticle,
we arrange pairs of oxygen atoms adsorbing on the surface of the nanoparticle to assess the
stabilities of different configurations. The most energetically stable configurations are then
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Index Eads (eV) Estrain (eV) Index Eads (eV) Estrain (eV)
S1 -5.77 0.50 S6 -5.80 0.62
S2 -6.00 0.34 S7 -5.84 0.43
S3 -5.85 0.43 S8 -5.96 0.55
S4 -5.81 0.46 S9 -5.80 0.51
S5 -5.90 0.44 — — —
Table 5.4: Adsorption energies and strain energies for a single pair of oxygen atoms ad-
sorbing on the surface of Dh181 Ti nanoparticle. The corresponding configurations are in
Fig. 5.3.
used to construct models for higher oxygen coverages on the surface of the nanoparticle.
5.2.1 One pair of oxygen atoms on the nanoparticle
An oxygen atom adsorbing on site 7 of the nanoparticle is the most stable configuration,
thus, it should be the starting point for adsorption one pair of oxygen atoms on the same
facet. There are many adsorption sites of two oxygen atoms on the surface of nanoparticle
even if one oxygen is fixed on site 7. However, the calculations show that Oads-Ti-Oads
configurations are the most stable (where the two adsorbed oxygen atoms share one Ti
atom on the surface of the nanoparticle). Fig. 5.2 shows nine most energetically stable
configurations of two oxygen atoms adsorption based on the site 7. Table 5.4 summarises
the adsorption energies and the respective strain energies for 9 different configurations.
Configuration S2 has the most stable adsorption energy (Eads = −6.00 eV/atom) with
the smallest strain energy (Estrain = 0.34 eV). Besides the strain effect, we calculate the
distance between two oxygen atoms (O-O distance) as a function of adsorption energies
to determine the stability for respective configurations. Fig. 5.3 shows the configuration
with longer O-O distance has more stable adsorption energy indicating the stability of
oxygen adsorption should take into account the repulsion between oxygen atoms.
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Figure 5.2: Nine optimised configurations of a single pair of oxygen atoms on the Dh181
surface. The Oads-Ti-Oads bond formation minimises the adsorption energies. The S2
configuration is the most stable structure in these calculations.
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Figure 5.3: Variation of the interatomic distance between two adsorbed oxygen atoms
with adsorption energy. The black-dashed line is a guide to the eye.
5.2.2 Two pairs of oxygen atoms on the nanoparticle
Fig. 5.4 demonstrates twelve optimised configurations of double pairs of oxygen atoms
adsorbing on the same facet of the nanoparticle. The systematic investigation is based
on the most stable single pair of oxygen atoms (configuration S2). Table 5.5 summarises
the adsorption energies and strain energies corresponding to those configurations in Fig.
5.4. Configuration D1 maximises the number of Oads-Ti-Oads structures, hence it has the
most stable adsorption energy per oxygen atom (Eads = −6.01 eV) and the configuration
possesses the smallest strain energy as well (Estrain = 0.61 eV).
5.2.3 Three pairs of oxygen atoms on the nanoparticle
Fig. 5.5 shows ten different configurations of triple pairs of oxygen atoms adsorbing on
same facet of the nanoparticle. Table 5.6 summarises the adsorption energies and strain
energies for the respective configurations in Fig. 5.5. Configuration T9 presents the
most energetically stable structure with Eads = 6.02 eV and the smallest strain energy
(Estrain = 0.73 eV). In addition, configurations T2, T8 and T10 also demonstrate similar
adsorption energies. However, their larger strain energy decreases the stability of oxygen
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Figure 5.4: Twelve optimised configurations of double pairs of oxygen atoms on the same
facet of the Dh181. The D1 configuration is the most stable structure in these calculations.
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Index Eads (eV) Estrain (eV) Index Eads (eV) Estrain (eV)
D1 -6.01 0.61 D7 -5.89 0.87
D2 -5.86 1.07 D8 -5.94 1.129
D3 -5.87 0.80 D9 -5.81 0.86
D4 -5.88 1.07 D10 -5.83 0.73
D5 -5.89 1.10 D11 -5.84 1.07
D6 -5.87 1.01 D12 -5.85 1.13
Table 5.5: Adsorption energies and strain energies for double pairs of oxygen atoms ad-
sorbing on the surface of Dh181 Ti nanoparticle. The corresponding configurations are in
Fig. 5.4.
Index Eads (eV) Estrain (eV) Index Eads (eV) Estrain (eV)
T1 -5.80 1.67 T6 -5.85 1.30
T2 -5.97 1.19 T7 -5.86 1.58
T3 -5.94 0.94 T8 -5.95 1.15
T4 -5.93 1.01 T9 -6.02 0.73
T5 -5.85 1.80 T10 -5.94 1.46
Table 5.6: Adsorption energies and strain energies for triple pairs of oxygen atoms adsorb-
ing on the surface of Dh181 Ti nanoparticle. The corresponding configurations are in Fig.
5.5.
adsorption.
The above systematic investigation reveals that the most stable adsorption energies
of single, double, and triple pairs of oxygen atoms are approximately 6.00 eV per oxygen
atom. The stable configurations invariably constitute linear Oads-Ti-Oads structures and
are also accompanied by small strain energy. The stability of two oxygen atoms sharing
one Ti atom is a result of maximising the Oads-Oads distance. However, as the oxygen
coverage increases, it is impossible to accommodate further linear Oads-Ti-Oads structures
on the surface of the nanoparticle. Therefore, some of the adsorbed oxygen transfers into
configurations where three oxygen atoms share a Ti atom. This transformation makes
more adsorption sites available on the surface and also prevents oxygen atoms occupying
the adjacent hcp and fcc site simultaneously.
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Figure 5.5: Ten optimised configurations of triple pairs of oxygen atoms on the same facet
of the Dh181. The T2 configuration is the most stable structure in these calculations.
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5.2.4 Various oxygen coverages on the surface of the Dh181 nanoparticle
To understand the geometry and the stability of the oxidised Dh181 nanoparticle with
increasing oxygen coverage, we calculate the total energies of different configurations of
oxidised nanoparticle with various coverages. 20, 40, 60, 80, 100 and 150 oxygen atoms
adsorbing on the surface of the nanoparticle are considered. For each coverage, we calculate
4, 11, 8, 4, 5 and 1 different oxygen configuration(s). In these calculation, the oxygen atoms
are equally distributed on every facet of the nanoparticle, for example, each facet has 2
oxygen atoms for the calculation of 20 oxygen coverage. For the number of oxygen atoms,
the calculations always employ an even number of adsorbed oxygen atoms corresponding
to the adsorption and dissociation of an integer number of oxygen molecules [184]. Fig. 5.6
(figures on the left) demonstrate the most favourable structures of oxidised nanoparticles
with 20 to 150 adsorbed oxygen atoms on the surface. The most stable configurations
with 20 to 150 oxygen atoms adsorbing on the nanoparticle surface are denoted as C20 to
C150. The point group symmetries for C20 to C80, C100, and C150 are C5h, D5, and D5h,
respectively [185]. The average oxygen adsorption energies of C20, C40, C60, C80, C100,
and C150 are 5.79, 5.84, 5.88, 5.81, 5.75, and 5.48 eV per oxygen atom. The most stable
adsorption energy is observed at C60 configuration since the configuration maximises
the number of linear Oads-Ti-Oads structures on the surface. Table 5.7 summarises the
calculated average Ti-Ti bond length on the surface and the average Ti-O bond length.
The surface Ti-Ti bond length is increased as a function of oxygen coverage, whereas
the Ti-O bond length is maintained at 1.95 A˚ for all coverages. In order to assess the
surface distortion with respect to variation of oxygen coverage, the surface strain of each
oxidised nanoparticle is calculated relative to the pure Dh181 nanoparticle. The result
indicates that some Ti-Ti bonds on the surface are expanded and others are contracted in
C20, C40, C60 and C80 configurations. However, almost all surface Ti-Ti bond lengths
are dilated by oxygen adsorption in C100 and C150 configurations. The average strain of
the surface Ti-Ti bonds for C20 to C150 are 2.0, 2.5, 3.7, 5.6, 6.5, and 8.2 %, which are
shown in Fig. 5.6 (figures on the right).
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Figure 5.6: Structures (figures on the left) and surface strain (figures on the right) of (a)
C20, (b) C40, (c) C60, (d) C80, (e) C100, and (f) C150 nanoparticle structures. The
triangular grids are the Ti-Ti bonds on the surface, and the color of the bonds represent
the value of the strain relative to the pristine Ti nanoparticle.
Coverage Bare NP C20 C40 C60 C80 C100 C150
Ti-Ti bond length (A˚) 2.84 2.87 2.89 2.90 2.93 2.94 3.03
Ti-O bond length (A˚) — 1.95 1.95 1.95 1.95 1.95 1.95
Table 5.7: Surface Ti-Ti bond length and Ti-O bond length for the oxidised Ti nanoparticle
with different oxygen coverages.
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5.3 Oxygen Diffusion on the Ti Nanoparticle
For the further oxidation of Ti nanoparticles, there are two possible scenarios. One is
the surface Ti atom diffuses outward through the oxide shell forming an inner void in the
nanoparticle [186]. The other is that oxygen atoms on the surface penetrate inside the
nanoparticle then incorporate at the octahedral interstitial sites in the subsurface. To
certify the feasibility of the two penetrations, we systematically examine many diffusion
pathways with either a Ti atom or an O atom each time. For the former situation, one
surface Ti is relocated to one of the outermost adsorption sites of oxygen atoms (including
three-fold hollow, bridge and top sites). However, the relocated configurations are always
found to be less stable than the original one. Therefore, the result suggests Ti atoms do not
have a strong trend for diffusion outside the oxide shell. Next, we consider displacement
of a surface oxygen atom to an octahedral interstitial site and calculate the total energy
change for each oxygen coverages. The result demonstrates the oxygen atoms do not
favourably penetrate into the pure Dh181 nanoparticle, C20, C40 or C60 configurations.
However, the C80 and C100 structures provide a number of more energetically stable
structures with one oxygen atom incorporated into the subsurface of the nanoparticle. We
do not discuss the oxygen diffusion pathways for the C150 structure, since displacement of
an oxygen into the subsurface region results in several surface oxygen ions incorporating
into subsurface sites after optimisation. The situation makes it difficult to identify energy
barriers for individual oxygen atom diffusion processes. However, this observation suggests
that the high-coverage C150 structure is quite unstable, and the penetration of oxygen
atoms into the subsurface layer is promoted.
In order to assess the possibility of oxygen penetration into the nanoparticle, we calcu-
late the energy barriers of many possible diffusion pathways for the C80 and C100 config-
urations. In these calculations, the oxygen atoms are always relocated into the octahedral
interstitial sites which are adjacent to the original adsorption sites. Fig. 5.7 demonstrates
the possible diffusion pathways and the corresponding energy barriers. With reference
to Fig. 5.1 for the definition of the adsorption sites, the C80 structure has the following
pathways: (A) 8 → U3 and (B) 13 → U4. Pathways for the C100 structure are (A) 8 →
U3, (B) 13 → U4, (C) 2′ → U2′, and (D) 3′ → U3′. The path-A and -B are the direct
diffusion pathway, while path-C and -D are indirect ones. The smallest energy barrier (in
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Figure 5.7: Oxygen atom diffusion pathways (top panels) and the respective energy bar-
riers (bottom panels) on (a) C80 and (b) C100 configuration. Surface and subsurface Ti
atoms are represented as blue and grey spheres and oxygen atoms as red spheres. The
coloured triangles indicate the start- and end-points for the diffusion pathways (A to D)
Fig. 5.7) to oxygen diffusion for the C80 and C100 configurations are 1.50 and 1.21 eV,
respectively. In both cases the oxygen atom preferentially penetrates into the nanoparticle
in the middle of the facets. The result also implies the barrier of direct diffusion is lower
than the indirect pathway.
The results presented above illustrate that increasing oxygen coverage decreases the
energy barrier for oxygen diffusion from the surface to the subsurface. Fig. 5.6 also
indicates the surface strain is gradually expanded with the increased oxygen coverage. To
assess a relation between surface strain and energy barrier, we additionally calculate the
energy barriers for C20, C40 and C60 configurations with one oxygen atom penetrated
into the centre of the facet. However, there are no oxygen atoms adsorbed on site 13
for the C20, C40 and C60 configurations. Therefore, we relocate an oxygen atom to site
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Figure 5.8: Variation of the barrier for oxygen diffusion from surface to subsurface as a
function of surface strain of the oxidised Ti nanoparticle. The dashed line is a guide to
the eye indicating the strong linear correlation.
13 for all three structures (only for one facet) for this purpose. The relocated oxygen
atom is on site 7 for C20 structure, while the displaced oxygen atom is on site 11 for
C40 and C60 configurations. The energy difference between the modified structure and
the original structure is -0.06, -0.03 and 0.26 for the C20, C40 and C60 configurations.
The small energy difference indicates the relocation does not significant influence the
adsorption except for C60 structure. The relatively large change in adsorption energy
for C60 configuration is because it already has the maximum number of linear Oads-Ti-
Oads structures. Fig. 5.8 shows the diffusion barrier as a function of surface strain. An
increase of 1 % in the surface strain is shown to decrease the diffusion barrier by 0.1
eV. For predicting the diffusion frequency of oxygen atoms from surface to subsurface
of the nanoparticle, we simple use Arrhenius equation with typical vibrational frequency
prefactor of 1013 Hz. We estimate a relatively high diffusion rate of 0.2 Hz can be achieved
at temperatures as low as 700 K for the C100 structure. These results suggests that the
surface strain dominates the oxidation of Ti nanoparticles.
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5.4 Atomic Arrangements of TiPt Nanoparticle under Ox-
idation
In the previous sections, we investigated the influence of oxygen adsorption on a pure Ti
nanoparticle and analysed the configurations, surface strain and diffusion barriers. In this
section, we consider a TiPt bimetallic nanoparticle and study its atomic arrangement for
different oxygen concentrations adsorbed on the nanoparticle. TiPt bimetallic nanoparti-
cles are promising catalysts for the polymer electrolyte membrane (PEM) fuel cells [48, 86].
TiPt nanoparticles are usually exposed to an oxygen-rich environment (such as air and
water) for applications. Although experimental observations show the TiPt nanoparticles
form core-shell structure with single and multiple Pt core(s), the mechanism is not clear
[86]. Therefore we use DFT calculation to provide insight into the atomic arrangement
of oxidised TiPt nanoparticles. There are six morphologies of nanoparticles normally
found in experiments: octahedron (Oh), truncated-octahedron (t-Oh), decahedron (Dh),
Ino-decahedron (I-Dh), Marks-decahedron (M-Dh), and icosahedron (Ih) [187]. In order
to rearrange the Ti and Pt atoms efficiently, we consider a TiPt nanoparticle in a high-
symmetrical icosahedral (Ih) shape. The Ih nanoparticle consists of twenty triangular
close-packed (111) facets with twelve vertices. The magic number for the most stable
nanoparticle of Ih shape are 13, 55, 147, 309, etc. We consider a Ih nanoparticle with 147
atoms for modelling oxygen adsorption. The selected nanoparticle provides sufficient size
for modelling with computationally feasibility. Since the ratio between Ti and Pt in the
nanoparticle is approximately 13:1 in the experimental observation [86], we divided the
147 atoms into 134 Ti and 13 Pt atoms (hereafter TiPt147), respectively. The number of
Pt atoms is equal to the first magic number for the nanoparticles of Ih shape. This means
it can form a highly symmetric single core in the centre of the TiPt147 nanoparticle. Al-
ternative highly symmetric configurations, such as 12 Pt atoms located at the 12 vertices
and 1 Pt atom is located in the centre of the nanoparticle are also possible.
In order to investigate the stability of different atomic arrangements in various oxida-
tion states, we first consider 5 different types of atomic arrangements of the bare TiPt147
nanoparticle: (I) Pt and Ti atoms randomly distributed throughout the nanoparticle (ran-
dom), (II) 12 Pt atoms at each of the vertex sites and 1 Pt atom in the central core site
(vertex) (shown in Fig. 5.9(a)), (III) all Pt atoms in a single Ih core in the centre of
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the nanoparticle (single-core) (shown in Fig. 5.9(g)), (IV) Pt atoms forming two cores
inside the the nanoparticle (double-core) and (V) Pt atoms forming three cores inside the
nanoparticle (triple-core) (shown in Fig. 5.9(d)). We consider 3, 1, 1, 2 and 3 different
configuration(s) for each of the above types of arrangement, respectively. Four different
oxygen adsorptions are applied on the TiPt147 nanoparticle, which are 0 ML, 0.5 ML, 1
ML and 2 ML (where ML stands for monolayer). 0 ML corresponds to the bare TiPt147
nanoparticle. 1 ML configuration is determined by the highest concentration of oxygen
adsorption on the surface of the nanoparticle, with 120 oxygen atoms are located on all
available hcp adsorption sites of the nanoparticle surface similar to the configuration shown
in Fig. 5.6. 60 oxygen atoms adsorb on the surface fcc sites of the nanoparticles for the 0.5
ML adsorption coverage. According to the investigation on the Ti nanoparticle oxidation,
oxygen atoms preferentially adsorb on the octahedral interstitial sites in the subsurface.
Hence, 2 ML coverage represents 120 and 60 oxygen atoms on the surface hcp sites and in
subsurface octahedral interstitial sites, respectively. Table 5.8 summarises the calculated
binding energies of the above 10 atomic arrangements of the nanoparticle with 4 oxidation
states (40 configurations in total). The binding energy is defined as,
Eb = Etot −NTiEhcpTi −NPtEfccPt −
1
2
NOEO2 , (5.1)
where Etot is the total energy of the bare or oxidised TiPt nanoparticle. NTi, NPt and
NO represents the number of Ti, Pt and O atoms. E
hcp
Ti and E
fcc
Pt are the total energies of
a bulk Ti and Pt atom. EO2 is the total energy of an oxygen molecule.
The result of the calculations show that the vertex arrangement of Pt atoms (Fig.
5.9(a)) is the most energetically stable configuration in the absence of oxygen adsorption,
but the random configurations also have similar binding energy. The binding energy dif-
ference between the more stable configuration (the vertex arrangement) and the less stable
one (the random arrangements) is less than 0.002 eV per nanoparticle in vacuum. How-
ever, the energy difference significantly increases to about 0.065 eV per nanoparticle when
oxygen atoms adsorb on the surface of the nanoparticles. Hence, the TiPt147 nanoparticle
in the vertex arrangement is the most stable configuration with 0.5 ML oxygen coverage
shown in Fig. 5.9(b). As the oxygen coverage increases to 1 ML, the most stable con-
figuration transforms into the triple-cores arrangement (Fig. 5.9(c)). The double-cores
arrangement with 1 ML oxygen coverage also shows similar binding energies (∆Eb = 0.011
eV/nanoparticle) to the triple-cores arrangement. With the further oxidation to 2 ML,
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Arrangements 0.0 ML 0.5 ML 1.0 ML 2.0 ML
Vertex 0.563 -1.330 -1.891 -2.431
Single-core 0.619 -1.265 -2.074 -2.648
Random-1 0.566 -1.265 -2.079 —
Random-2 0.565 -1.261 -2.070 -2.486
Random-3 0.570 -1.255 -1.980 -2.418
Double-cores-1 0.632 -1.255 -2.089 -2.539
Double-cores-2 0.603 -1.265 -2.088 -2.607
Triple-cores-1 0.605 -1.267 -2.091 -2.570
Triple-cores-2 0.602 -1.266 -2.070 -2.570
Triple-cores-3 0.591 -1.270 -2.100 -2.583
Table 5.8: Calculated binding energies with respect to 10 different atomic arrangements
and 4 different oxygen adsorptions. The unit for these total energies are eV per atom.
Oxygen
Arrangement
Diameter of Average bond length (A˚)
coverage (ML) nanoparticle (A˚) Ti-Ti Ti-Pt Pt-Pt Ti-O
0.0 Vertex 15.58 2.85 2.73 — —
0.5 Vertex 15.66 2.95 2.95 — 1.95
1.0 Triple-core-3 16.68 3.05 3.05 2.95 1.95
2.0 Single-core 16.75 3.05 2.75 3.05 2.15
Table 5.9: Calculated diameters and bond lengths for the TiPt147 nanoparticles with the
most energetically stable arrangement for different oxygen coverages.
the single-core arrangement dominates the configuration of the TiPt147 nanoparticle (Fig.
5.9(e)). Table 5.9 summarises the diameters (excluding oxygen atoms) and the average
bond length (specific atom pair) of the most energetically stable nanoparticles with re-
spect to different oxygen coverages. The diameter is defined as the length of two diagonal
vertices passing through the centre of the nanoparticle. Almost every parameter increases
with increasing oxygen coverage, indicating the oxygen adsorption induces lattice expan-
sion of the nanoparticle. One exception in the average Ti-Pt bond length, it becomes
smaller for the 2.0 ML coverage than 1.0 ML coverage. The reduction is because the Pt
atoms form a single-core making the structure more compact than other arrangements.
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Figure 5.9: Atomic configurations of the TiPt147 nanoparticle with different oxygen cover-
ages. (a) The most stable structure of the bare TiPt147 nanoparticle. (b) The most stable
structure of the oxidised TiPt147 nanoparticle with 0.5 of ML oxygen adsorbed. (c) The
most stable arrangement with 1.0 ML of oxygen adsorbed and (d) illustrates the three Pt
cores in the TiPt147 nanoparticle. (e) The most stable single core arrangement for 2.0 ML
oxygen coverage. (f) and (g) show the oxygen configuration in the sub-surface layer and
the central Pt core, respectively. The silver, blue and red spheres represent the Pt, Ti and
O atoms, respectively.
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Figure 5.10: Free energy of the TiPt147 nanoparticle for different oxygen coverages as a
function of oxygen chemical potential.
In order to understand the continuous changing of the atomic arrangement of the
TiPt147 nanoparticle with oxygen exposure, we calculate the free energy as a function of
the oxygen chemical potential. The free energies (Fig. 5.10) are calculated using the total
energy with the most stable arrangements for the 4 different oxygen coverages listed in
Table 5.9. The upper limit of the oxygen chemical potential is defined as half the energy
of oxygen molecule (µO = EO2/2). When µO < 6.0 eV, the bare TiPt147 nanoparticle in
the vertex arrangement is the most stable configuration. For 6.0 eV ≤ µO ≤ 4.9 eV, the
nanoparticle maintains the vertex arrangement with 0.5 ML of oxygen adsorbed on the
surface. In terms of µO ≥ 4.9 eV, 2 ML of oxygen adsorbs on the nanoparticle forming
a single-core in the centre. However, the nanoparticle with 1 ML oxygen coverage is not
thermodynamically stable at any range of oxygen chemical potential. Fig. 5.10 also shows
the chemical potential where metallic hcp-Ti is oxidised into rutile TiO2. This reference
chemical potential suggests the oxygen atoms are oxidised in the surface and subsurface of
the nanoparticle easier than in bulk Ti. The above results indicate the oxygen adsorption
on nanoparticles is able to modify the atomic arrangement of TiPt bimetallic nanoparticles.
This is consistent with the experimental observation of 30 and 90 kDa Ti-Pt nanoparticles
forming Pt core(s) with TiO2 outer shells [86].
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5.5 Discussion
Many factors may influence the accuracy of the results in this chapter. In this investigation,
the PBE exchange-correlation potential is used for DFT calculations. Therefore, the band
gap of the surface TiO2 will be underestimated in these calculations. However, the PBE
functional provides a good prediction for bond lengths (Ti-O, Ti-Ti and Pt-Pt) and the
formation enthalpy compared to experiment and other theoretical calculation [188–190].
The band gap issue should not affect the prediction of the total energy or diffusion barriers.
Therefore, we believe that the choice of PBE is reasonable for this investigation.
In the Ti nanoparticle investigation, we systematically considered oxygen adsorption
in highly-symmetric configurations. The real situation may exhibit oxygen adsorption
with much lower symmetry. However, modelling these configurations systematically is not
computationally feasible. First-principles molecular dynamics (MD) simulation provides
an alternative for assessing the configuration of adsorbed oxygen atoms, but the number
of atoms and the degrees of freedom in the nanoparticle calculation is a huge challenge in
both computational hardware and time scale. There are not many nanoparticle oxidation
experiments that can offer a comparison to our results, but a STEM study found that the
penetration of oxygen atoms into metallic nanoparticle is driven by the surface strain on
the nanoparticle [191]. The investigation of iron nanoparticle oxidation also shows good
agreement with our predicted trend. In addition, we also compare the calculated barrier
with a previous theoretical study of the oxygen adsorption and diffusion on α-Ti(0001)
surface. In order to compare the barrier energy, we also calculate the barrier for oxygen
atom penetration from the surface to subsurface via path-B (see Fig. 5.7). The calculated
barrier is comparable to the one obtained for the Ti(0001) surface (1.55 eV) [64]. However,
there is a significantly different behaviour with the increasing oxygen coverage between
the Ti nanoparticle and the Ti surface. As in section 5.3, the diffusion barrier decreases
with increasing oxygen coverage on the nanoparticle surface. However, for the Ti(0001)
surface, the barrier reaches a minimum value at 25 % oxygen coverage and a maximum at
75 % [64]. The different trend is due to the lower symmetry of the nanoparticle and the
surface strain on the nanoparticle. Especially the strong interaction between oxygen and
low-coordinated Ti atoms (such as vertex and edge atoms) on the nanoparticle drives the
expansion on Ti-Ti bonds on the facets facilitating the penetration of oxygen atom from
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surface to subsurface.
The adsorption geometry and arrangement issues are also presented for the TiPt
nanoparticle calculations. We suggest that the systematic investigation of the atomic
arrangements is sufficient to describe the number of cores and phase changing with to-
tal(free) energy. In the phase diagram calculation, the multiple cores arrangement is not
found to be a thermodynamically stable structure over a significant chemical potential
range for the small Ih nanoparticle. This is consistent with the experimental observation
of different number of cores between larger and smaller TiPt nanoparticles. The TiPt
nanoparticle including multiple Pt cores may result in the increased flexibility with larger
nanoparticle size and their ability permit more strain associated with multiple cores in the
TiPt nanoparticle.
5.6 Conclusions
In summary, we investigated the oxidation of Ti Dh181 and TiPt147 nanoparticles using
DFT calculations. For the former study, we found that the formation of linear Oads-Ti-
Oads adsorption features on the metallic nanoparticle can stabilise the adsorption energy
and the 40 % oxygen coverage (the C60 configuration) maximises this particular linear
configuration. The adsorbing oxygen introduces surface strain and the surface strain
gradually increases with the increasing oxygen coverage. Eventually, the Ti-Ti bonds on
the nanoparticle facets reach over 8 % strain for a full monolayer coverage. Besides the
study of the oxygen adsorption on the nanoparticle, we investigated the diffusion pathway
and energy barrier of oxygen penetration from surface to subsurface. The result reveals
the oxygen preferentially penetrates at the centre of the facets (surface) to the octahedral
interstitial sites (subsurface). The diffusion barrier decreases from 1.83 to 1.21 eV as the
increased oxygen coverage indicating the strong correlation between the surface strain
and energy barrier. The predicted trend is different with the oxygen diffusion on Ti(0001)
surface showing the strain on the nanoparticle plays an important role on the nanoparticle
oxidation
For the study of TiPt nanoparticle, we found the similar trend of surface strain with
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respect to oxygen coverage. The result demonstrates the atomic arrangement of TiPt
bimetallic nanoparticle depending on the oxygen coverage. The bare TiPt nanoparti-
cle presents the vertex (or random) configuration(s). As the oxygen coverage increases,
the atomic arrangement transforms from the vertex configuration into the multiple Pt
cores and then single Pt core. In addition, the number of Pt cores in the oxidised TiPt
nanoparticle depends on both the extent of oxygen coverage and the size of the bimetallic
nanoparticle. The latter indicates the larger bimetallic nanoparticles show high acceptance
ability for internal strain. Overall, these studies provide atomistic insight into the oxida-
tion of Ti and TiPt nanoparticles and highlight the dilative strain as an important role in
metallic nanoparticle oxidation. Moreover, the exposed atoms on bimetallic nanoparticles
can be controlled as a function of the pressure of oxygen.
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Chapter 6
Au Nanoparticles Supported on
ZnO for CO Oxidation
Oxidation of CO is a simple chemical reaction that reveals the beauty of heterogeneous
catalysis. Therefore, many investigations use CO oxidation as a prototypical reaction
to understand reactivity for heterogeneous structures [192]. Au nanoparticles supported
on ZnO nanorods are one of the interesting systems for CO oxidation catalysis that has
emerged in the last few decades [92]. In order to improve the catalytic performance of this
system recent work reported that pretreating by heating to 500 K in an oxygen-rich envi-
ronment for an hour gives a 40 % increase in the CO conversion rate compared to original
catalytic performance [101]. STEM imaging indicates the Au nanoparticles become partly
encapsulated by ZnO during pretreatment and that this may facilitate the CO oxidation.
However, the origin of the enhanced performance is not well understood. In addition,
although theoretical calculations modelled Au nanoparticles supported on ZnO surfaces
for CO oxidation [145, 146], several crucial points have not been addressed including the
structure of the interfaces between Au and ZnO or consideration of sufficiently large Au
nanoparticles to provide enough adsorption sites for oxygen molecules. Therefore, here
we provide more detailed modelling of the system (including more structural details and
using larger Au nanoparticles) and calculate the reaction energy to provide deeper atom-
istic insight into the influence of ZnO encapsulation for CO oxidation on catalytic Au
nanoparticles.
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In this chapter, we study three main issues relating to Au nanoparticles supported on
ZnO surfaces. First of all, section 6.1 and 6.2 detail the structure of Au nanoparticles
and defective ZnO surfaces, respectively. Next, section 6.3 investigates various interfaces
between Au and ZnO surfaces and predicts the morphology of supported Au nanoparticles.
Finally, section 6.4 describes the atomic model of ZnO encapsulated Au nanoparticles on
ZnO surfaces and investigates CO oxidation with different configurations of adsorbed
oxygen.
6.1 Predicted Properties of Au and Au Nanoparticles
In order to predict the morphology of Au nanoparticles, we calculate the formation energy
of low-index fcc Au surfaces for constructing the Au nanoparticle using the Wulff construc-
tion. The Au calculation is carried out using the PBE exchange-correlation potential, the
primitive cell of fcc Au is optimised with a 13×13×13 MP grid for BZ sampling and the
cut-off energy is 400 eV for expansion of the plane-wave wavefunction. The optimised
lattice constant of bulk Au is predicted to be 4.14 A˚ which is consistent with other PBE
calculations (4.17 A˚) and experimental observations (4.08 A˚)[94]. We consider three low-
index surfaces, (001), (110) and (111), and calculate their formation energies to predict
the equilibrium morphology of the free Au nanoparticles. The atomic structures of these
surfaces are shown in Fig. 6.1. The dimensions of supercells for (001), (110) and (111)
surface calculations are 4.15×4.15×30 A˚3, 4.15×2.93×30 A˚3 and 2.93×5.08×30 A˚3, re-
spectively. These supercells contain a vacuum gap at least 10 A˚ normal to the surfaces
in the z-direction. A 7×7×1 MP grid is used for BZ sampling to optimise the Au surface
structures with 1 k-point in the direction normal to the surfaces. Table 6.1 summarises
the calculated formation energies of the three optimised Au surfaces. The (111) surface is
the most energetically stable surface with γ111 = 0.656 J/m
2, meanwhile (110) and (001)
surfaces show similar formation energies of 0.87 J/m2.
By using the Wulff construction, the predicted morphology of the Au nanoparticle is
truncated-octahedral (t-Oh) as shown in Fig. 6.2(a) consisting of six (001) facets and eight
(111) facets. The atomic model (shown in Fig. 6.2(b)) demonstrates the unsupported Au
nanoparticle is a strained fcc structure. The area of the (111) facets accounts for 93
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Figure 6.1: Surface supercells for (a) Au (001), (b) Au (110) and (c) Au (111) surfaces with
at least 10 A˚ vacuum gap along z-axis. The dimensions of the supercells are 4.15×4.15×30,
4.15×2.93×30 and 2.93×5.08×30 A˚3, respectively.
Surface Formation energy (J/m2) Other works (J/m2)
(001) 0.869 0.873 [94]
(110) 0.872 0.900 [93]
(111) 0.656 0.734 [94]
Table 6.1: Calculated surface formation energies for the three low-index surfaces of fcc Au
showing a good agreement with recent DFT calculations.
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Figure 6.2: The predicted shape of the unsupported Au t-Oh nanoparticle obtained us-
ing the Wulff construction. (a) The predicted morphology and (b) an atomic structure
consisting of 225 Au atoms.
% of the total area. The calculated proportion of (111) surface is in good agreement
with a recent theoretical result, which predicted that the most energetically stable Au
nanoparticle (within 20 nm) in t-Oh shape should consist of 90 % (111) facets using
numerical minimisation of the total free energy [96].
6.2 Stabilities of Defects on Wurtzite ZnO Surfaces
For overcoming the well-known band gap problem in DFT calculations of ZnO, recent work
introduced the GGA+NLEP+U method to successfully correct the issue self-consistently
[108]. The GGA+NLEP+U method is described in section 3.3. However, the stability
of native point defects in bulk ZnO using the GGA+NLEP+U method has not been
considered. Therefore, we firstly study the stabilities of intrinsic defects in ZnO and then
investigate the behaviour of possible defects on ZnO surfaces.
6.2.1 Fundamental properties of ZnO
For calculations of bulk wurtzite ZnO a 13×13×13 MP grid is used for BZ sampling. The
empirical parameters, β, of the NLEP method are as follows: ∆VZn,s = +9.4 eV, ∆VZn,p =
−1.2 eV, ∆VO,s = −6.4 eV and ∆VO,p = −2.0 eV. For the formulation of GGA+U , we
consider the parametrisation of Ref. [108]. A U value of +7.0 eV is applied to the d-orbitals
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Figure 6.3: The calculated band structures of wurtzite ZnO. (a) GGA+NLEP+U method.
The red-dashed line represents the Fermi level. (b) GW calculation ( refers to ref. 193).
The solid and dashed lines in figure (b) represent the results from GW calculation and
LDA method.
of Zn. The calculated lattice constants a and c/a are 3.20 A˚ and 1.58 respectively and the
calculated band gap is 3.20 eV at the Γ-point. These values are in good agreement with
experiment (3.4 eV). In order to confirm the electronic structure is described accurately we
calculate the band structure of wurtzite ZnO with GGA+NLEP+U method and compare
to a previous all-electron GW calculation [193]. The calculated band structures are shown
in Fig. 6.3. The results show that the core states (states between -5 to -10 eV and below
-20 eV) are down shifted several eV compared to the GW calculations. However, valence
electrons band structure (between -5 and 0 eV) are in very good agreement with the GW
calculation. In addition, the result of conduction band from GGA+NLEP+U is consistent
with the GW calculation as well. Thus, the GGA+NLEP+U method appears a reliable
approach for modelling the electronic structure of ZnO.
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6.2.2 Points defects in bulk ZnO
In order to ensure that the stability of native point defects in bulk ZnO obtained using the
GGA+NLEP+U method is reliable, we compare the formation energy and transition level
of several point defects to other theoretical results. The dimensions of the supercell used
for defect calculations are 12.78×11.07×20.24 A˚3 (containing 64 primitive cells of ZnO).
We consider oxygen vacancy (VO), zinc vacancy (VZn) and zinc interstitial (Zni) defects
and calculate their formation energy. Besides those neutral defects, we also calculate the
formation energy of some charged defects. The negatively charged defects are V′Zn and V
′′
Zn.
The positively charged defects are V·O, V
··
O, Zn
·
i and Zn
··
i . Thus, we consider nine defects
in total for formation energy calculations. For predicting the precise formation energy
of point defects in periodic systems, image charge correction and potential alignment are
applied to the formation energies. Table 6.2 summarises the potential alignment correction
for three defect types corresponding to different charge states. The calculated image
charge correction for 0, 1+ (1-) and 2+(2-) charged supercell are 0, 0.13 and 0.53 eV,
respectively. The static dielectric constant and Madelung constant used in image charge
correction are 6.00 and 1.68, respectively. The static dielectric constant is obtained from
the GGA+NLEP+U method and is consistent with a recent DFT calculation (7.24) [194].
Fig. 6.4 shows the most stable point defects as a function of Fermi level between the
VBM and CBM of bulk ZnO in oxygen-poor and -rich conditions. The chemical potential
of oxygen and zinc atoms for oxygen-poor condition are,
µO =
1
2
EO2 + ∆EZnO, µZn = E
hcp
Zn , (6.1)
where EO2 represents the total energy of an oxygen molecule, ∆EZnO is the formation
enthalpy of wurtzite ZnO and EhcpZn represents the total energy of bulk Zn in hcp structure.
Meanwhile, the two chemical potentials under oxygen-rich condition are,
µO =
1
2
EO2 , µZn = E
hcp
Zn + ∆EZnO. (6.2)
In this formulation, the chemical potential of an oxygen atom refers to half energy of the
oxygen molecule. The calculated formation enthalpy (∆EZnO) of ZnO is -4.75 eV per
formula unit, while the experimental value of the formation enthalpy is -3.58 eV [129].
Fig. 6.4(a) demonstrates the both oxygen vacancy and zinc interstitial defects are most
energetically stable defect depending on the Fermi level in oxygen-poor condition, whereas
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Potential alignment (eV)
Charge state 0 1 2
VO (+) -0.01 0.11 0.18
VZn (-) -0.06 -0.17 -0.26
Zni (+) 0.15 0.21 0.29
Table 6.2: The potential alignments of different defects and charge states with respect
to the 4×4×4 supercell. The signs in parentheses indicate the defect is positively (+) or
negatively (-) charged.
the zinc vacancy defect is the most stable under oxygen-rich conditions as shown in Fig.
6.4(b).
Table 6.3 summarises the transition levels of the defects, the energy reference (0 eV) is
the Fermi level at the top of the VBM. VO has transition levels ε(2 + /1+) and ε(1 + /0)
at 1.8 and 1.5 eV below the CBM. This means this defect behaves as a deep n-type donor
similar to the results of hybrid and GW calculations as well as experimental observation
[121, 195]. The transition levels ε(0/1+) and ε(1 + /2+) for VZn are 0.1 and 0.6 eV above
the VBM, respectively, resulting in a shallow acceptor. The is again in good agreement
with the experimental photoluminescence (PL) emission of 3.09 eV from the CBM to
zinc vacancy [196]. The doubly charged zinc interstitial, Zn··i , is most stable across the
whole range of Fermi energies in the gap with the transition levels above the CBM. This
result is also in agreement with hybrid calculations. Altogether these results indicate the
GGA+NLEP+U method is a promising method for predicting the stability of native point
defects in ZnO but much cheaper than hybrid or GW approaches.
6.2.3 Stability of periodic defects on ZnO surfaces
XRD and STEM observations indicate that ZnO nanorods are wurtzite structured, elon-
gated in the [0001] direction and consist of (101¯0) and (112¯0) surfaces along their lengths.
Fig 6.5 (top figures) show the supercells used to model the ZnO (101¯0) and (112¯0) surfaces
which have unit cell dimensions (x× y) of 3.19×5.06 and 5.53×5.06 A˚2, respectively. The
bottom figures of Fig 6.5 show the side view of the ZnO surface supercells. The calculated
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Figure 6.4: Calculated defect formation energies of selected intrinsic defects in ZnO. The
nodes (red circles and green squares) represent transition levels.
formation energy for former and latter surfaces are 1.26 and 1.35 J/m2, respectively. In or-
der to assess the stability of possible defects on ZnO surfaces, we calculate the segregation
energy of the defects. The segregation energy is defined as,
Es = E
d
surface − Edbulk, (6.3)
where Edsurface and E
d
bulk represent the total energy of ZnO slab with a defect on surface
and in the bulk, respectively. In this calculation, we only consider oxygen vacancy and
zinc interstitial defects (the stable defects for n-type ZnO). In addition, these two defects
may provide Zn atoms which go on to form the ZnO encapsulation under oxygen-rich
conditions.For n-type ZnO, the charge state of the defect should close to the CBM with
respect to the Fermi level. Therefore, oxygen vacancy and zinc interstitial are selected as
neutral and 2+ charge states, respectively. Fig. 6.6 shows the segregation energy of defects
as a function of the thickness of the ZnO slabs. The result demonstrates VO preferentially
segregated to the surface with -0.55 eV segregation energy (Fig. 6.6(a)) on both ZnO
surfaces. However, Fig. 6.6(b) shows Zn··i has the positive segregation energy suggesting
Zn··i is more energetically stable in the bulk-like site. The result indicates the oxygen
vacancy (VO) is more likely to be present on ZnO surfaces, whereas the zinc interstitial
(Zn··i ) is not.
118
Figure 6.5: The atomic models and dimensions of (a) ZnO (101¯0) and (b) ZnO (112¯0)
surfaces.
Figure 6.6: The segregation energy of defects as a function of thickness of ZnO slabs for
ZnO (101¯0) and (112¯0) surfaces. (a) and (b) represent the segregation energy of VO and
Zn··i respectively.
119
Defect q/q′ ε(q/q′) ε(q/q′)
This work Previous work
VO 2+/1+ 1.6 –
1+/0 1.9 –
2+/0 – 1.4 (GW calculation) [195]
VZn 0/1- 0.1 0.3 (GGA+U), 0.22 (GGA) [125]
1-/2- 0.6 1.1 (GGA+U), 0.75 (GGA) [125]
Zni 2+/1+ – 3.4 (HSE) [109]
1+/0 – 3.4 (HSE) [109]
Table 6.3: Thermodynamic transition levels of point defects in ZnO. The transition level
must be in the range between the CBM and VBM. The transition levels of zinc interstitial
is above the VBM.
Before we calculate the adhesion energy of interfaces between Au and ZnO surfaces, it
is necessary to understand the concentration of the possible defects on ZnO surfaces. The
surface concentration can be predicted using the Langmuir-McLean equation [197],
ns
nb
= e−Es/kBT , (6.4)
where ns and nb are the surface and bulk defect concentration and Es is the segregation
energy. We convert the defect concentration into an average separation between defects
using the following relation,
n−1/3 = `, (6.5)
where ` is the distance between two defects. Hence, Eq. 6.4 can be rewritten as,(
ns
nb
)−1/3
=
`s
`b
= eEs/3kBT . (6.6)
Using a set of reasonable parameters (nb=10
17 cm−3 and T=600 to 900 K), the calculated
surface concentration of the n-type defects (VO) on ZnO surfaces is approximately 1 nm
−2.
120
6.3 Structures and Adhesion Energies of Au/ZnO Interfaces
6.3.1 Interfaces between Au and ZnO surfaces
In order to determine the morphology of Au nanoparticles on ZnO supports using the
Wulff-Kaishew construction, we calculate the adhesion energy of the interface between Au
and ZnO surfaces. In the interface calculation, we consider Au (001), (110) and (111)
surfaces attaching on ZnO (101¯0) and (112¯0) surfaces. Hence, there are six different
interfaces between Au and ZnO surfaces. Table 6.4 summaries the result for the optimised
interfaces for the respective supercells. Each supercell includes at least 8 layers of ZnO
and 8 layers of Au. The particular rotation (R) of several Au surfaces for the interface are
also denoted in Table 6.4. The uniaxial lattice strain of the Au surfaces are in the range
from 0 to 10 % depending on the interfaces, but the interface with the smallest strain
does not necessary correspond to the most stable adhesion energy. The interface between
Au (111) and the ZnO (101¯0) surface shows the most stable adhesion with Ead = −0.8
J/m2. The three interfaces between Au and ZnO (112¯0) offer similar adhesion energies
around -0.4 J/m2. Fig. 6.7 shows the atomic structures of the six interfaces. Due to
the lattice mismatch at the interface, the Au atoms of (001) and (110) surfaces are not
aligned to specific sites of the ZnO surfaces. The Au atom can sit on the top of the
oxygen (zinc), the hollow site of the hexagonal structure and the bridge site of two oxygen
(zinc) atoms. However, for the interfaces between Au (111) and ZnO surfaces the Au
atoms locate directly above the oxygen atoms as shown in Fig. 6.7(c) and (f). The Au-O
bonding arrangement is more stable and decreases the adhesion energy. This stable bond
formation also has been reported in the system of Au nanoparticles supported on MgO
(001) surface [134].
In order to provide deeper insight into the interactions between Au and ZnO, we
perform Bader analysis (as described in section 3.4.6) for each slab. Fig. 6.8 shows
both average distance (between the Au and ZnO surfaces) and adhesion energy as a
function of the charge transfer. The trend shows that as the charge transfer increases
the separation distance and adhesion energy decrease. However, the adhesion energy of
Au surfaces supported on ZnO (112¯0) is less sensitive to charge transfer compared to
interfaces between Au and ZnO (101¯0). We suggest the reason of the insensitivity is due
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Figure 6.7: Atomic structure of the interfaces between Au and ZnO surfaces. The top and
bottom of each panel show the top and side views respectively. The gold, grey and red
spheres represent the Au, Zn and O atoms, respectively.
122
ZnO(101¯0) Au(001) Au(110) Au(111)
Size of supercell (A˚2) 12.78×20.24 3.19×20.24 3.19×5.06
Au(x,y) 3×5 1×5 R90 1×1
ZnO(x,y) 4×5 1×4 1×1
Lattice Strain of Au (x,y) -3 %, 3% -8 %, 2% -9 %, 0%
Ead (J/m
2) -0.574 -0.717 -0.812
ZnO(112¯0) Au(001) Au(110) Au(111)
Size of supercell (A˚2) 5.53×15.18 5.53×20.24 5.53×5.06
Au(x,y) 2×5 R45 2×5 R90 2×1
ZnO(x,y) 1×3 1×4 1×1
Lattice Strain of Au (x,y) 5 %, -3% 5 %, 2% 5 %, 0%
Ead (J/m
2) -0.433 -0.421 -0.413
Table 6.4: Properties of the interfaces between Au and ZnO surfaces including the dimen-
sions of supercells, the number of repeated unit cells of Au and ZnO surfaces, the lattice
strain of Au surfaces and the adhesion energies. Apart from the adhesion energy, all of the
properties are shown for both x and y directions. The unit cell of Au and ZnO surfaces
are presented in Fig. 6.1 and Fig. 6.5, respectively.
to differences in the bond formation between interface Au atoms and the sub-surfaces
of the ZnO surfaces. If we recall the ZnO atomic structure (side view in Fig. 6.5) the
interplanar distance between ZnO bilayer (two topmost layers) is 0.85 and 1.56 A˚ for ZnO
(101¯0) and ZnO (112¯0) surfaces, respectively. Consequently, the sub-surface of the ZnO
(101¯0) has a stronger interaction with the interfacial Au atoms which further decreases
the adhesion energy. Therefore, the calculation shows the Au surfaces deposition on ZnO
(101¯0) surface is more stable than sputtering on ZnO (112¯0) surface.
6.3.2 The influence of defects at interfaces
Since the Au nanoparticles are deposited on the ZnO nanorods, surface defects may in-
fluence the interaction between Au and ZnO surfaces. Thus, in order to understand the
change of morphology with respect to defects in the ZnO support, we calculate the adhe-
sion energy for the six above interfaces. We only consider the interfaces with VO between
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Figure 6.8: The average separation distance (between Au and ZnO surfaces) (top) and the
adhesion energy (bottom) as a function of the charge transfer (from ZnO to Au surfaces).
the Au and ZnO surfaces since the Zn··i is unstable presenting on the surface of ZnO sur-
faces. Table 6.5 summaries the basic properties (similar to Table 6.4), including charge
transfer and the concentration of the oxygen vacancy at the interfaces. The results demon-
strate that the presence of oxygen vacancies at the interface decreases the adhesion energy
and increases the charge transfer from ZnO to Au. Fig. 6.9 demonstrates the relation
between adhesion energy, charge transfer and defect concentration. The figure shows an
increase in the oxygen vacancy concentration of 1 nm−2 decreases the adhesion energy
by 0.4 J/m2 and increases the charge transfer by 1 e/nm2. Overall, the result indicates
oxygen vacancies strengthen the interaction between Au and the ZnO surface.
6.3.3 Stability of zinc interstitial at the interfaces between Au and ZnO
The positive segregation energy of Zn··i (shown in Fig. 6.6) indicates the positively charged
defect is unstable to segregate to the surface of ZnO. However, when the Au surfaces is
attached to the ZnO surface, the Au as an electron reservoir may change the stability
of zinc interstitial. In order to assess the stability of zinc interstitial, we calculate the
segregation energy of neutral zinc interstitials at the interface of Au (111) and ZnO surfaces
(including (101¯0) and (112¯0) surfaces). The cubic dimensions of the supercell used are
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ZnO(101¯0) Size of Au ZnO Strain Conc. q Ead
supercell (A2) (x,y) (x,y) (x,y) (nm−2) (e/nm2) (J/m2)
Au (001) 12.78×20.24 3×5 4×5 -3 %, 3% 1.2 1.4 -0.96
Au (110) 9.59×20.24 3×5 R90 3×4 -8 %, 2% 1.0 1.3 -1.04
2.1 2.2 -1.35
Au (111) 9.59×10.12 3×2 3×2 -9 %, 0% 1.0 1.2 -1.1
2.1 2.2 -1.38
ZnO(112¯0) Size of Au ZnO Strain Conc. q Ead
supercell (A2) (x,y) (x,y) (x,y) (nm−2) (e/nm2) (J/m2)
Au (001) 11.06×15.18 4×5 R45 2×3 8 %, 3% 1.2 0.8 -0.87
Au (110) 11.06×20.24 2×5 R90 2×4 -8 %, 2% 0.9 1.1 -0.60
1.8 2.0 -0.95
Au (111) 11.06×10.12 4×2 2×2 5 %, 0% 0.9 1.2 -0.77
1.8 2.0 -1.17
Table 6.5: Properties of Au/ZnO interface with oxygen vacancies present at the surface.
9.59×10.12×33.00 and 11.06×10.12×33.00 A˚3 for Au (111) supported on ZnO (101¯0) and
(112¯0) surfaces, respectively. Both supercells consist of 6 layers of Au (111) structure and
8 layers of ZnO. Table 6.6 summarises the segregation energy, formation energy and strain
energy of Zni at interfaces of Au(111)/ZnO. The result shows the defect is energetically
stable in the Au(111)/ZnO interfaces rather than incorporation in bulk ZnO. Theformation
energy and stain energy show the zinc interstitial providing similar stability at these two
Au/ZnO interfaces. In addition, Bader analysis shows that the charge state for zinc
interstitials is approximately -1 e at these interfaces, which is as same as zinc atoms in
bulk ZnO.
6.3.4 Morphologies of Au nanoparticles on ZnO supports
The morphology of the supported Au nanoparticles are determined by the shape of the
free nanoparticle and the adhesion energy of the interfaces between Au and ZnO surfaces.
By using the Wulff-Kaishew construction, the predicted morphologies of supported Au
nanoparticles are shown in Fig. 6.10. Fig. 6.10(a), (b) and (c) represent the Au nanopar-
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Figure 6.9: Variation of (a) adhesion energy and (b) charge transfer from ZnO to Au
surfaces with oxygen vacancy concentration. The red circles and blue squares represent
Au surfaces attaching on the ZnO (101¯0) and (112¯0) surface, respectively. The dashed
line is the guide to the eye highlighting the linear correlation.
Au(111)/ZnO(101¯0) Au(111)/ZnO(112¯0)
charge state 0 0
Eseg(eV) -3.2 -1.6
Ef (eV) 0.81 0.70
Es (eV) 1.86 2.09
Table 6.6: The formation energy, strain energy and segregation energy with respect to
zinc interstitials at two different interfaces.
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Figure 6.10: Three different morphologies of the supported Au nanoparticles on ZnO
surfaces. (a), (b) and (c) represent the Au (001), (110) and (111) surfaces depositing on
both ZnO surfaces (includes (101¯0) and (112¯0)), respectively.
ticles with supported facets of Au (001), (110) and (111) on ZnO surfaces, respectively. In
addition, the orientation of ZnO support is independent of the equilibrium morphology of
supported Au nanoparticle, which only influences the height and the contact angle of the
nanoparticle by changing the formation energy of the interfaces (γ + Ead). For example,
the height of nanoparticle supported on ZnO (101¯0) surface is lower than the one on ZnO
(112¯0). We note that the predicted morphologies can all be found in experimental STEM
observations of ZnO supported Au nanoparticles [138].
In order to determine the most stable morphology of supported Au nanoparticle, we
calculate the total surface free energy of supported Au nanoparticles to assess the stability.
The total surface free (TSF) energy of a nanoparticle is defined as,
ETSF =
∑
(ijk)
A(ijk)γ(ijk), (6.7)
where Aijk and γijk represent the area and the formation energy of the specific (ijk)
facets, respectively. Fig. 6.11 shows the surface free energy of supported Au nanoparti-
cles (corresponding to Fig. 6.10) as a function of diameter (d) of the Au nanoparticles.
While d = σ1/3 and σ represents the volume of a nanoparticle. The range of diameters
for the calculated nanoparticles is from 1 to 6 nm. For ZnO (101¯0) support, the result
(Fig. 6.11(a)) shows that the nanoparticles with interfaces between the Au (111) facet
and the ZnO (101¯0) surface provide the smallest total free energy in the given volume
(between 1 to 216 nm3). However, Fig. 6.11(b) demonstrates the similar total surface
energy among three different morphologies of nanoparticles on ZnO (112¯0) support. The
different behaviour between the nanoparticles on two ZnO supports is due to the forma-
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Figure 6.11: The total surface energy as a function of diameter of the Au nanoparticles.
(a) and (b) represent the Au nanoparticles supported on ZnO (101¯0) and (112¯0) surfaces
with different interfaces, respectively.
tion energy of the interfaces. The smaller formation energy at the interface provides the
smaller total surface energy. Although the calculated total surface energy demonstrates
the different stability to the nanoparticles, the energy difference per Au atom is less than
10−2 eV. Therefore, we suggest these morphologies are all thermodynamically stable in
room temperature with nm size.
6.4 O2 Adsorption and CO Oxidation Reaction on Au NPs
supported on ZnO
6.4.1 Au nanoparticles on ZnO supports
In order to study the CO oxidation reaction on Au nanoparticles supported on ZnO, we
construct supercells containing Au nanoparticle on the ZnO surfaces and optimise their
structure as shown in Fig. 6.12. We focus on two nanoparticle structures that are predicted
to be the most stable based on the results of the previous sections. These are interfaces
formed between the Au (111) facets of the nanoparticle and the ZnO(101¯0) and ZnO(112¯0)
surfaces (Fig. 6.12). The dimensions of the supercells, number of Au atoms and number
of ZnO atoms are summarised in Table 6.7. To prevent distortion of the ZnO slab during
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Figure 6.12: The atomic structures of Au nanoparticles supported on (a) ZnO(101¯0) and
(b) ZnO(112¯0) surfaces. The gold, grey and red spheres represent the Au, Zn and O
atoms, respectively.
AuNP/ZnO(101¯0) AuNP/ZnO(112¯0)
Size of supercell (A˚3) 28.75×25.30×23.00 27.66×25.30×30.00
Number of Au atoms 94 67
Number of ZnO atoms 540 600
Adhesion energy (J/m2) -1.16 -0.94
Average distance (A˚) 2.29 2.42
Average lattice strain (%) 4.63 1.81
Charge transfer (e/nm2) 0.81 0.79
Table 6.7: Calculated properties of ZnO supported Au nanoparticles.
geometry optimisation, the coordinates of the bottom layer of the ZnO slab is frozen (6
ZnO layers in total for both slabs). The initial geometry of the interfaces between Au
nanoparticles and ZnO surfaces is such that Au atoms are directly located on top of the
O atoms. Table 6.7 also summarises the calculated adhesion energy, average distance,
lattice strain (in the interfacial Au layer) and charge transfer between the Au nanoparticle
and ZnO supports. The calculation shows the adhesion energy and the average distance
are reduced compared to the corresponding extended interfaces between Au and ZnO
surfaces. The charge transfer is also twice larger than the slab systems. These above
results indicate that the interaction between the Au and ZnO surfaces is enhanced for
smaller nanoparticles which may be due to the reduced lattice strain of the interfacial Au
atoms (reduced by 4.4 and 3.2 % for the ZnO (101¯0) and (112¯0) surfaces, respectively).
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6.4.2 The formation of ZnO encapsulation
Experimental observations reported ZnO encapsulated Au nanoparticles can be produced
by using the pretreatment in oxygen molecule stream at 500 K. In addition, the encap-
sulated Au nanoparticles provide higher catalytic activity for CO conversion. Since we
found that the zinc interstitial can appear at the interface between Au and ZnO surfaces,
we suggest that zinc atoms are the main source of the formation of ZnO encapsulation
under oxygen-rich conditions. Fig. 6.13 (figure on the left) shows three possible sites
for the zinc atom. Site A and B are the zinc interstitial at the interfaces between Au
nanoparticles and ZnO support, respectively. The former zinc atom is in the middle of the
interfaces and the latter is at the edge of the interfaces. Site C represents the zinc atom
at the triple phase boundary out of the interfaces. In order to assess the stability of the
zinc atom at different sites, we compare the total energy among sites A, B and C. The
negative energy difference of EB − EA (shown in right of Fig. 6.13) shows the zinc atom
preferentially penetrates to the edge of the nanoparticles instead of the middle position.
However, the 0.14 and 0.99 eV energies difference demonstrate the zinc atom is not able
to locate at the triple phase boundary for either ZnO support. In other words the zinc
atom at site C is unstable under oxygen-poor conditions. We next introduce an additional
oxygen atom in the calculation to provide an oxygen-rich environment. In order to under-
stand the formation of ZnO encapsulation, we use two systems to calculate the formation
energy. The first system (figures on the top of Fig. 6.14) is the zinc atom located at the
edge of the interfaces with a non-interacting oxygen atom, the total energy is expressed
as EAuNP/ZnO + (1/2)EO2 . The other system (figures on the bottom of Fig. 6.14) is the
zinc atom at the triple phase boundary with an adsorbed oxygen atom (forming a ZnO
molecule near the Au nanoparticle). The -2.1 and -1.2 eV formation energies shown in Fig.
6.14 indicate that the zinc atoms prefer to segregate to site C and form ZnO encapsulation
around the nanoparticle. The bond length of the ZnO molecule is approximately 2.0 A˚,
which is consistent with the bond length of wurtzite ZnO. The result indicates that in
the presence of zinc interstitials can lead to formation of ZnO near the edge of the Au
nanoparticle leading to encapsulation.
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Figure 6.13: Figure on the left shows the different positions for the zinc atom and table on
the right summaries the energy difference between the different zinc sites. The red, blue
and green spheres represent the zinc location at the middle of the interfaces, the edge of
the interfaces and the triple phase boundaries.
Figure 6.14: Atomic structure of formation of ZnO encapsulation on (a) ZnO (101¯0) and
(b) ZnO (112¯0) surfaces and the formation energy of ZnO encapsulation. Figures on
the top represent the zinc atom incorporating at the edge of the interfaces, while figures
on the bottom show the formation of the ZnO encapsulation. The green-dashed circle
indicates the unclear zinc atom at the interface between the Au nanoparticle and ZnO
(112¯0) surface.
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6.4.3 O2 adsorption and CO oxidation reactivity
In order to understand how the ZnO encapsulation influences the CO oxidation reaction on
Au nanoparticles supported on ZnO surfaces, we compute the reaction energy for different
configurations of adsorbed oxygen. Many theoretical investigations indicate adsorption of
CO on Au nanoparticles is energetically stable and the energy barrier of CO oxidation is
about half an eV. Therefore in our modelling we do not include any explicit CO in the
geometry optimisation [134, 144, 146, 198]. Instead, we use a simplified catalytic cycle on
different adsorption sites to assess the possible reaction pathway:
O2(gas) → O2(ads) + Eads,
O2(ads) + CO(gas) + ∆E1 → O(ads) + CO2(gas),
O(ads) + CO(gas) + ∆E2 → CO2(gas).
(6.8)
The first step is the adsorption of an oxygen molecule and the energy difference (Eads)
defines the stability of the oxygen adsorption. The second and third steps determine
the reaction energies (∆E1 and ∆E2) for two intermediate steps for CO oxidation. The
shallow reaction energies potentially correspond to the larger energy barrier for catalytic
reaction. Thus, the value of reaction energy indicates the difficulty of the CO oxidation
reaction. In the calculation we first adsorb oxygen molecules at different sites (where
each calculation only has one oxygen molecule present). After the geometry optimisation,
we systematically remove one of the oxygen atoms. Finally, we calculate the adsorption
energy and two reaction energies to understand the possible reaction pathways.
We consider several sites for oxygen molecule adsorption, the optimised structures for
stable adsorption sites and their reaction energies are shown in Fig. 6.15 and Fig. 6.16.
The former and latter figures are for the Au nanoparticles supported on ZnO (101¯0) and
(112¯0) surfaces, respectively. The stable configurations of oxygen molecules fall into four
types: (I) oxygen molecules adsorbed on top of Au atoms on (001) facets, (II) dissocia-
tive adsorption at bridge sites on the (001) facet, (III) oxygen molecule adsorption at the
triple phase boundary forming bonds between Au atom and Zn atoms, and (IV) oxygen
molecule adsorption at the zinc atom present due to the ZnO encapsulation (which also
forms a bond with an Au atom). The bond lengths (l) shown in the figures only repre-
sent the specific atom pair, lO−O is the distance between adsorbing oxygen atoms, lO−Zn
represents the distance between an adsorbing oxygen atom and the zinc atom and lO−Au
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shows the bond length between an adsorbing oxygen atom and the adsorbed Au atom. In
these calculations, the adsorbing oxygen molecule has a bond length of 1.3 A˚, which is
slightly larger than the 1.1 A˚ bond length of oxygen molecule in gas phase. In addition,
oxygen atom adsorption on the bridge sites of the Au (001) facet is fully dissociative pre-
senting an internal distance of 4.7 A˚. The bond length between adsorbing oxygen atom
and the adsorbed Au atom is in the range from 2.0 to 2.3 A˚ depending on the adsorption
environment. The bond length between oxygen and the zinc atom in Fig. 6.15(c)-(d)
and Fig. 6.16(b)-(c) is similar to the one of wurtzite ZnO. The adsorption energy shown
in Fig. 6.15(e) and Fig. 6.16(d) demonstrates the adsorption with the zinc atom (also
the ZnO encapsulation) provides better ability to capture the oxygen molecule due to the
more stable potential energy. In addition, the reaction energy demonstrates the further
oxidation process is energetically preferred. If we compare the second reaction energy
between type III and IV of the Au nanoparticle supported on ZnO (101¯0) surface, the lat-
ter reaction provide two times reaction energy than the former configuration. The larger
reaction energy may provide a larger energy barrier for the CO oxidation and prohibit the
cycle of the CO oxidation reaction. Therefore, we suggest that the zinc atom may form
ZnO encapsulation first further promoting the catalytic reaction. Bader analysis shows
the adsorbed Au atoms transfer 0.3 and 0.8 electron to the adsorbed oxygen molecule and
dissociated oxygen atoms, respectively. The amount of the transferred charge is consistent
with recent work presenting oxygen atoms adsorption on metallic nanoparticles [84]. The
zinc atom (in type III and IV) transfers 1.0-1.2 electrons to the dissociatively adsorbed of
oxygen atoms, giving a similar charge state to that of an oxygen atom in the bulk ZnO
(-1.4 e). Meanwhile, the zinc atom and the Au atom transfer 0.7 and 0.6 electron to the
molecular oxygen atoms.
In summary, the ZnO encapsulation is energetically stable under an oxygen-rich en-
vironment and the investigation suggests the zinc interstitial could form the ZnO encap-
sulation around Au nanoparticles. The calculations suggest ZnO encapsulation provides
alternative sites for oxygen molecule adsorption and it enhances the catalytic performance
for CO oxidation reaction due to increasing the number of reaction sites. This study pro-
vides an atomistic insight into the origin of enhanced CO conversion and shows a good
agreement with the recent work demonstrating the reaction rate can be increased with
increasing the density of the triple phase boundary [199].
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Figure 6.15: (a)-(d) Atomic structure of oxygen atoms (molecule) adsorbing on Au
nanoparticles supported on ZnO (101¯0) surfaces. (e) shows the reaction energies for
oxygen adsorption and CO oxidation reactions. The green and blue spheres represent
the oxygen atoms for adsorption and ZnO encapsulation respectively. The red, blue and
green histograms represent the oxygen adsorption energy, first reaction energy and second
reaction energy, respectively.
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Figure 6.16: (a)-(c) Atomic structure of oxygen atoms (molecule) adsorbing on Au
nanoparticles supported on ZnO (112¯0) surfaces. (d) shows the reaction energies for
oxygen adsorption and CO oxidation reactions. The green and blue spheres represent
the oxygen atoms for adsorption and ZnO encapsulation respectively. The red, blue and
green histograms represent the oxygen adsorption energy, first reaction energy and second
reaction energy, respectively.
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6.5 Discussion and Conclusions
Several factors may influence the accuracy of the results in this chapter. Firstly, the
NLEP+U method is an empirical approach fitted to the experimental parameters (such
as lattice constant and band gap). Although the formation enthalpy and surface for-
mation energy of bulk ZnO are consistent with the experimental observation and hybrid
calculation, we found the work functions of wurtzite ZnO and fcc Au predicted by the
GGA+NLEP+U calculation is not in the correct order. The exact difference of work
function between ZnO and Au should be 0.62 eV, but the calculated difference is -0.76
eV. Due to the non-linear correlation between work function and NLEP parameters, it
is difficult to find parameters that describe all properties accurately. To make sure the
work function does not significantly impact the results for the interface, we compared the
calculated properties with the standard GGA functional. The standard GGA calculation
shows good agreement with the GGA+NLEP+U method indicating the GGA+NLEP+U
method is reliable. Although, the hybrid calculation may provide us more accurate result,
the number of atoms in these systems means it is not computationally feasible.
The other main factor affecting accuracy is the limited number of oxygen adsorption
configurations considered. Possible adsorption configurations are obtained by a systematic
investigation, but the real situation may involve more varied modes of adsorption. Ab
initio molecular dynamics (AIMD) simulation could be an alternative approach to model
the adsorption to obtain more possible configurations, but the huge computational cost
makes it unfeasible. In the calculation of CO oxidation reaction, we only involved the
oxygen molecule in the optimisation rather than include CO molecule explicitly. The
oxygen adsorption and dissociation may include many intermediate steps, such as oxygen
molecule dissociation and oxygen atom diffusion. However, the precise dynamics of oxygen
atoms during CO oxidation on Au nanoparticles supported on ZnO surface is beyond the
scope of this work. Many recent works already provided many constructive results on
the transition barriers for CO oxidation. Thus, it is not necessary to optimise all the
structures with CO molecules included. Overall, the predictions carried out using the
GGA+NLEP+U method are accurate enough and the configurations of atomic structures
are representative to model the catalytic reaction of CO oxidation on the Au nanoparticles
on ZnO nanorods.
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In summary, we have investigated the morphology of Au nanoparticles using the for-
mation energies of low-index Au surfaces and the adhesion energy of interfaces between Au
and ZnO surfaces. The morphology of the free Au nanoparticle is truncated-octahedral,
while the morphology of the supported Au nanoparticle demonstrates three different ori-
entations along z-axis (including (001), (110) and (111)). The calculated adhesion energy
demonstrates that the interface between Au (111) and ZnO (101¯0) surfaces is the most
energetically stable with Ead = −0.8 J/m2. In addition, an increased in the concentration
of oxygen vacancies at the interfaces of 1 nm−2 decreases the adhesion energy by around
0.3− 0.4 J/m2. The zinc interstitial in ZnO is energetically stable and can lead to forma-
tion of ZnO encapsulation around the Au nanoparticles under oxygen-rich conditions. The
reaction energy of CO oxidation shows that the ZnO encapsulation provides an alternative
pathway for the CO oxidation reaction and the increased number of adsorption sites for
oxygen molecules enhances the catalytic performance. Overall, this study provides atom-
istic insight into the formation of ZnO encapsulation due to zinc interstitial defects and
the role it plays in the CO oxidation reaction.
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Chapter 7
Conclusion
In summary, this thesis has investigated the modification of the structure and properties
of metallic nanoparticles by their environment. In chapter 4, we studied granular L10
ordered FePt deposited on different Mg(1−x)TixO substrates (x = 0.2, 0.4, 0.6, 0.8 and
1.0). The Ti-Fe bond formation at the interfaces was found to decrease the adhesion
energy with increased substitutional TiO layers from -1.29 (pure MgO) to -2.35 J/m2
(pure TiO). Bader analysis demonstrated that the charge transfers from TiO layers to the
spin-down d-channel of interfacial Fe atoms, which reduces the magnetisation of the Fe
atoms. In addition, the decreased adhesion energy hinders the growth of FePt nanoparticle
along [001] direction. Although the incorporation of Ti atoms offers the MgTiO substrate
electric conductivity, the decreased magnetisation introduces a lower coercivity for HAMR
media. Our calculations suggests additional three layers of deposited MgO layers on the
top of MgTiO substrates can passivate the Ti-Fe interaction.
In Chapter 5, we investigated a Ti nanoparticle and a bimetallic TiPt nanoparticle with
different oxygen coverages. For Ti we showed that oxygen adsorbs to form linear Oads-
Ti-Oads structures on the surface of Ti nanoparticle in order to minimise the adsorption
energy. Increased oxygen coverages in the range of 13 to 100 % of coverage dilate the
surface Ti-Ti bonds from 2 to 8 %. In addition, the expanded surface strain facilitates an
oxygen atom penetration from surface to subsurface in the middle of the facets. 1 % of
increased surface strain approximately decreases of 0.1 eV for the diffusion barrier. For
TiPt we shows that the atomic arrangement of TiPt bimetallic nanoparticle (consisting
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of 134 Ti and 13 Pt atoms) can be controlled by the degree of oxygen coverages. For 0.0
ML and 0.5 ML oxygen coverage, the nanoparticle is in the arrangement with Pt atoms
at the vertices. The atomic configuration transforms into the triple and single Pt core(s)
arrangements with 1.0 ML and 2.0 ML oxygen coverage, respectively. In free energy
calculation, only the vertex and the single Pt core arrangements are thermodynamically
stable. We suggest the multiple cores arrangement is not thermodynamically stable due
to the lower degree of freedom of the TiPt147 nanoparticle.
Finally, in Chapter 6 we used the GGA+NLEP+U method to study Au nanopar-
ticles supported on ZnO supports and activity for CO oxidation. The results of the
GGA+NLEP+U method for native point defect in ZnO show good arrangement with
other works, such as hybrid calculations. The segregation energy shows that the zinc
interstitial preferentially incorporates at the interface between Au and ZnO instead of
bulk-like site. In addition, the zinc atom (interstitial) can lead to the formation of ZnO
encapsulation near the Au nanoparticles under oxygen-rich conditions. We show oxygen
molecules preferentially adsorb on the Au (001) facet and at the ZnO encapsulation layer.
The calculated reaction energy for CO oxidation indicates the ZnO encapsulation layer
provides an alternative reaction pathway with comparable catalytic ability compared to
original AuNP/ZnO.
The investigations in this thesis show how computational calculations can be used to
model modification of nanoparticles by adsorbed molecules or supports providing deeper
insight into atomistic processes. These predictions are consistent with experimental ob-
servations where available. However, some of the theoretical predictions await further ex-
perimental studies. We hope this thesis can inspire other people developing new projects
to find more knowledge for materials science.
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