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We find a relationship between unitary transformations of the dynamics of quantum systems with
time-dependent Hamiltonians and gauge theories. In particular, we show that the nonrelativistic
dynamics of spin- 1
2
particles in a magnetic field Bi(t) can be formulated in a natural way as an SU(2)
gauge theory, with the magnetic field Bi(t) playing the role of the gauge potential Ai. The present
approach can also be applied to systems of n levels with time-dependent potentials, U(n) being the
gauge group. This geometric interpretation provides a powerful method to find exact solutions of
the Schro¨dinger equation. The root of the present approach rests in the Hermiticity property of the
Hamiltonian operators involved. In addition, the relationship with true gauge symmetries of n-level
quantum systems is discussed.
03.65.Ca, 11.15.-q
The discovery of the quantum nature of matter fields
is one of the most important events in physics in this
century. It has been realized that the quantum nature of
matter rests on a more fundamental level than the corre-
sponding classical limit. The last one emerges as a suit-
able limit case of quantum behavior [1]. Also, gauge as
well as geometric aspects of quantum systems are one of
the most striking results in quantum theory [2–5]. Gauge
theories appear in many branches of physics [6]. They are
the natural language to incorporate internal symmetries
of systems.
On the other hand, the physics of systems of two levels
has been one of the most interesting research lines fol-
lowed up to now. In particular, the dynamics of spin- 12
particles in time-dependent magnetic fields is a common
physical situation in neutron interferometry [7,8]. This
type of physical application belongs to n-level systems
with time-dependent potentials in quantum mechanics.
Nevertheless, to find exact solutions of the Schro¨dinger
equation with time-dependent potentials for n-level sys-
tems is a hard problem. The standard theoretical tech-
niques employed to solve this type of physical situation
are limited.
Here, we combine the topics of exact solutions and
gauge theories. The final result is twofold. First, we ex-
hibit the geometric structure underlying unitary transfor-
mations associated with n-level quantum systems char-
acterized by time-dependent Hamiltonians. Second, this
formalism provides a powerful method to find exact so-
lutions to a very general class of time-dependent Hamil-
tonians. Moreover, because the present formalism is ex-
act, it is a serious alternative for the standard techniques
allowed in the literature to study this type of physical
situation, namely, unitary evolution and time-dependent
perturbation theory.
Now, let us go to the nonrelativistic dynamics of spin-
1
2 particles (we mean the spinorial part of the Hamil-
tonian of spin- 12 particles). The nonrelativistic dy-
namics of spin- 12 particles in a magnetic field
~B(t) =
(B1(t), B2(t), B3(t)) is given by the Schro¨dinger-Pauli
equation
Ĥ(t)|ψ(t)〉 = −
1
h¯
gsµB ~B(t) · ~S |ψ(t)〉 = ih¯
d
dt
|ψ(t)〉 , (1)
where µB =
eh¯
2mec
is the Bohr magneton, Si =
h¯
2σi with
σi the Pauli matrices, and gs depends on the specific
spinor field, for instance, gs = 2 for electrons. It is clear
that Eq. (1) can be expressed as
∇|ψ(t)〉 :=
(
d
dt
+Ai(t)Ji
)(
ψ1(t)
ψ2(t)
)
= 0 , (2)
with Ai(t) = 1
h¯
gsµBB
i(t) =: µBi. The matrix composed
of the magnetic field in Eq. (2) is valued in the Lie alge-
bra of the SU(2) group, su(2), namely, A(t) = Ai(t)Ji,
with Ji = −
i
2σi the (traceless skew-Hermitian 2×2) ma-
trices which satisfy [Ji, Jj ] = ǫij
kJk where ǫij
k are the
structure constants (Levi-Civita` symbol)
A(t) = −
µ
2
(
iB3(t) iB1(t) +B2(t)
iB1(t)−B2(t) −iB3(t)
)
. (3)
This matrix has a geometric interpretation, in the present
formalism, as we will see in a moment. Here, we are
interested in finding exact solutions of Eq. (2). Let us
assume that we have an exact solution of the Schro¨dinger-
Pauli equation, i.e., that we have analytical expressions
for the spinor field
|ψ(t)〉 =
(
ψ1(t)
ψ2(t)
)
(4)
1
as well as for the magnetic field ~B(t) in such a way that
when we put the pair ( ~B, |ψ(t)〉) in Eq. (2), the equation
holds. Next, we make the transformation
|ψ′(t)〉 =
(
ψ′1(t)
ψ′2(t)
)
= G(t)
(
ψ1(t)
ψ2(t)
)
= G(t)|ψ(t)〉 (5)
on the spinor field |ψ(t)〉, where the matrix G(t) is in
SU(2). Is the spinor |ψ′(t)〉 a solution of the Schro¨dinger-
Pauli equation? If so, what is the new magnetic field
~B′(t)? The answer is in the affirmative. By plugging Eq.
(5) into Eq. (2), we find
∇′|ψ′(t)〉 :=
(
d
dt
+A′
i
(t)Ji
)
|ψ′(t)〉
= G(t)
(
d
dt
+Ai(t)Ji
)
|ψ(t)〉
= G(t)∇|ψ(t)〉 = 0 , (6)
provided that the matrix composed of the magnetic field
(3) transforms as
A′(t) = G(t)A(t)G−1(t) +G(t)
d
dt
G−1(t) , (7)
which is precisely the transformation rule for a Yang-
Mills connection, SU(2) being the local (in time) gauge
group. Thus, it is clear that if the pair (Ai(t), |ψ(t)〉) is a
solution of Eq. (2), then the pair (A′
i
(t), |ψ′(t)〉) is also
a new solution of the Schro¨dinger-Pauli equation. From
Eq. (7) it is easy to compute the new magnetic field
~B′(t). If we parametrize the G(t) matrix as
G(t) = e~α(t)·
~J
= cos
(
α(t)
2
)
− iα̂(t) · ~σ sin
(
α(t)
2
)
, (8)
and we insert this expression into Eq. (7), a straightfor-
ward calculation yields
~B′(t) = ~B(t) cosα(t) − ( ~B(t)× α̂(t)) sinα(t) +
+2α̂(t)( ~B(t) · α̂(t)) sin2
(
α(t)
2
)
+
1
µ
d
dt
~α(t) , (9)
with ~α(t) = (α1(t), α2(t), α3(t)), α(t) = |~α(t)|, and
α̂(t) = ~α(t)
α(t) . The new magnetic field
~B′(t) has i) a new
temporal dependence through cosα(t) along the origi-
nal direction of the magnetic field ~B(t), ii) a rotation
term around α̂(t), iii) a contribution along α̂(t) from
the projection of ~B(t), and iv) a tangential contribu-
tion (last term on the right-hand side of Eq. (9)). No-
tice how general the expression for the magnetic field
~B′(t) is. It depends on three arbitrary functions α1(t),
α2(t), and α3(t) once the magnetic field ~B(t) has been
given. Actually, we can consider the three components
of ~B(t) = (B1(t), B2(t), B3(t)) also as arbitrary func-
tions because in the formalism ~B(t) is free and it has to
be specified.
Let us summarize the results so far. The dynamics
of spin- 12 particles in a magnetic field
~B(t) can be in-
terpreted as the compatibility condition of the Yang-
Mills covariant derivative on the spinor field, namely,
∇|ψ(t)〉 = 0 with Ai(t) = µBi(t) the gauge potential of
the SU(2) gauge theory (see Eq. (2)). Under the trans-
formation (5), the new spinor field |ψ′(t)〉 and the new
magnetic field ~B′(t) (given by Eq. (9)) also do satisfy the
Schro¨dinger-Pauli equation (2) [9]. Readers interested in
applying the present formalism have to use the general
expressions (5), (8), and (9). Now, we give an example.
Example. From constant to rotating magnetic fields.
Let us take ~B = B0kˆ, with B0 a constant. The spinor
|ψ(t)〉 which is a solution of the Schro¨dinger-Pauli equa-
tion with ~B = B0kˆ is
|ψ(t)〉 =
(
ψ1(t)
ψ2(t)
)
=
(
e−i(
µB0
2
t)ψ10
e+i(
µB0
2
t)ψ20
)
. (10)
where ψ10, ψ20 are two complex constants that fix the
orientation of the original state. We are ready to find the
new magnetic field ~B′(t) and the new spinor field |ψ′(t)〉.
We give ~α = α(t)ˆı with α(t) an arbitrary function of time.
Thus, from Eq. (9) we have the expression of the new
magnetic field
~B′(t) = B0
[
cosα(t)kˆ − sinα(t)ˆ
]
+
1
µ
α˙(t)ˆı , (11)
where α˙(t) = dα(t)
dt
. ~B′(t) is a rotating magnetic field
around the x axis. This fact becomes clear if we set for
simplicity α(t) = ωt, to get
~B′(t) = B0
[
cos (ωt)kˆ − sin (ωt)ˆ
]
+
ω
µ
ıˆ. (12)
By inserting ~α = α(t)ˆı into Eq. (8) we obtain the explicit
form of the group elementG(t) = cos(α/2)−iσ1 sin(α/2),
and the expression for the new spinor field is
|ψ′(t)〉 = G(t)|ψ(t)〉 =
(
ψ′1(t)
ψ′2(t)
)
=
=
(
cos(α2 )e
−i(µB02 )tψ10 − i sin(
α
2 )e
+i( µB02 )tψ20
cos(α2 )e
+i(µB02 )tψ20 − i sin(
α
2 )e
−i( µB02 )tψ10
)
. (13)
Now, we come back to the geometric structure of spin-
1
2 dynamics. As in every gauge theory, we have also the
covariant derivative on the adjoint bundle [6]. In the
case of spin- 12 particles in a magnetic field, the equation
of motion which resides in the associated bundle is
∇ni :=
dni(t)
dt
+ ǫi jkA
j(t)nk(t) = 0 , (14)
2
with ni(t) = 〈ψ(t)|σi|ψ(t)〉. Notice that n(t) = ni(t)dt⊗
Ri is a local (in time) one-form valued in the adjoint
representation of su(2), with Ri 3× 3 matrices satisfying
[Ri, Rj ] = ǫij
kRk. Under the transformations (5), (8),
and (9), we get
dn′
i
(t)
dt
+ ǫi jkA
′j(t)n′
k
(t) = 0 , (15)
with n′
i
(t) = 〈ψ′(t)|σi|ψ′(t)〉, A′
i
(t) = µB′
i
(t) as was
expected. Notice that Eq. (14) follows from application
of the Ehrenfest theorem.
Now, some comments on the direct problem and in-
verse technique approaches in quantum mechanics. The
direct problem consists in giving the magnetic field ~B(t)
and finding the spinor field |ψ(t)〉 which satisfies the
Schro¨dinger-Pauli equation. On the other hand, inverse
techniques try to find the possible magnetic fields ~B(t)
that are compatible with a given spinor field |ψ(t)〉. The
present formalism is something in between these two ap-
proaches. The proposal developed here determines simul-
taneously both the magnetic field ~B′(t) and the spinor
field |ψ′(t)〉 from a given initial pair ( ~B(t) , |ψ(t)〉), and
the new pair ( ~B′(t), |ψ′(t)〉) satisfies also the Schro¨dinger-
Pauli equation.
Also, let us emphasize that the present formalism is
not that of rotating-frame techniques [10], for the phys-
ical interpretation underlying both cases is completely
different. Here, we interpret the old and new pairs
( ~B(t) , |ψ(t)〉) as different physical solutions associated
with the dynamics of spin- 12 particles. In [10], as op-
posed to here, the rotating-frame technique is only a tool
to understand the same physical situation from the point
of view of the laboratory frame as well as from the ro-
tating frame viewpoint. Even though these results would
admit an interpretation in the rotating-frame formalism,
that point of view is restricted to two-level systems and
it does not apply to the generic case of n-level systems
that we consider from now on.
The generalization to systems with time-dependent po-
tentials is straightforward. This type of physical situa-
tion appears, for instance, when systems are perturbed
with time-dependent potentials. Without loss of gen-
erality, let us focus in the nondegenerate case. The
Schro¨dinger equation of a n-level system with time-
dependent potential is
Ĥ(t)|ψ(t)〉 = ih¯
d
dt
|ψ(t)〉 . (16)
Here, Ĥ(t) is a time-dependent n× n matrix, and |ψ(t)〉
is an n-dimensional vector. We are interested in finding
exact solutions to Eq. (16). Because Ĥ(t) is a Hamilto-
nian, Ĥ(t) is a n×n Hermitian matrix. This means that
the term i
h¯
Ĥ(t) in
d
dt
|ψ(t)〉 +
i
h¯
Ĥ(t)|ψ(t)〉 = 0 (17)
is a n × n skew-hermitian matrix, i.e., i
h¯
Ĥ(t) is valued
in the (real) Lie algebra of the U(n) group, u(n), which
means we can express i
h¯
Ĥ(t) as
i
h¯
Ĥ(t) = Ai(t)Ji , (18)
where Ji, i = 1, ..., n
2, are the generators of u(n). Notice
that we are working in the fundamental representation of
the U(n) group (|ψ(t)〉 is an n-component vector and Ji
are n×n skew-hermitian matrices). This is the key prop-
erty we are going to exploit. Therefore, we can rewrite
the Schro¨dinger equation (17) as
∇|ψ(t)〉 :=
(
d
dt
+Ai(t)Ji
)
|ψ(t)〉 = 0 . (19)
The geometric meaning of the equation of motion is very
clear. Dynamics reduces to the compatibility condition
of the Yang-Mills covariant derivative on the state vector.
This geometric meaning is very suggestive. It induces us
to make make the transformation
|ψ′(t)〉 = G(t)|ψ(t)〉 (20)
on the state vector |ψ(t)〉, with G(t) an U(n) matrix. By
doing this, we get
∇′|ψ′(t)〉 :=
(
d
dt
+A′
i
(t)Ji
)
|ψ′(t)〉
= G(t)
(
d
dt
+Ai(t)Ji
)
|ψ(t)〉 = 0 , (21)
with
A′
i
(t)Ji = G(t)A
i(t)JiG
−1(t) +G(t)
d
dt
G−1(t) , (22)
the transformation law for a Yang-Mills connection val-
ued in u(n). A beautiful result comes from these last
three expressions. If the pair (Ai(t), |ψ(t)〉) is a solution
of the equation of motion (19), i.e., if the analytical ex-
pressions of Ai(t), and |ψ(t)〉 satisfy Eq. (19), then the
new pair (A′
i
(t), |ψ′(t)〉) is also a solution of Eq. (19).
Here, we have written our equations in terms of the con-
cepts and notions of Yang-Mills theories [6]. This was
done to show the geometric structure which underlies in
the present formalism. Readers interested in the expres-
sion of the new Hamiltonians Ĥ ′(t) have to consider
Ĥ ′(t) = G(t)Ĥ(t)G−1(t) +
h¯
i
G(t)
d
dt
G−1(t) , (23)
as well as the transformation of the state vector (20).
Notice that there are n2 time-dependent functions asso-
ciated with the new Hamiltonian and state vector (see
Eqs. (20) and (23)) because the gauge group involved is
U(n).
As in the case of spin- 12 systems, the covariant deriva-
tive in Eq. (19),
3
∇ :=
d
dt
+Ai(t)Ji (24)
is nothing but the covariant derivative in the associated
vector bundle E = P × Cn, corresponding to the prin-
cipal bundle P (R+, G); R+ means the time evolution of
the system and C the complex numbers of each one of the
entries in |ψ(t)〉 . As was mentioned, the representation
of the matrices of the Lie algebra in the covariant deriva-
tive belongs to the same dimension of the state |ψ〉. The
Yang-Mills derivative also allows us to work with differ-
entrepresentations of the Lie algebra (a fact that is not
used here).
Note also that (as in every gauge theory) we have an-
other associated vector bundle, the adjoint vector bundle
Eg = P ×Ad g, where the covariant derivative is given by
∇λi(t) :=
d
dt
λi(t) + fjk
iAj(t)λk(t) , (25)
where λ is a local (in time) one-form valued in the adjoint
representation of u(n), λ = λi(t)Ji ⊗ dt. Therefore, the
adjoint equation of motion of the Schro¨dinger equation
exists and is given by
∇λi(t) =
d
dt
λi(t) + fjk
iAj(t)λk(t) = 0 , (26)
which follows from application of the Ehrenfest theorem,
λi(t) = 〈ψ(t)|iJi|ψ(t)〉. Under the transformation (20)
the adjoint equation transforms as
∇′λ′
i
(t) =
d
dt
λ′
i
(t) + fjk
iA′
j
(t)λ′
k
(t) = 0 , (27)
with λ′
i
(t) = 〈ψ′(t)|iJi|ψ
′(t)〉.
Let us summarize our results. We have found that
there is a natural geometric structure between exact so-
lutions of time-dependent potentials in n-level quantum
systems and gauge theories. It has to be clear that in the
standard application of gauge theories, there is a fixed
system where the gauge symmetry is a property of the
same system. Here, on the contrary, we use gauge the-
ories as the geometric structure that allows us to relate
different quantum systems (in the sense of different solu-
tions to the equation of motion). At the same time, this
geometric interpretation provides an alternative method
for the traditional (and limited) ones allowed in the liter-
ature to attack physical situations with time-dependent
Hamiltonians.
Finally, the possibility exists of interpreting the present
formalism as a true gauge theory. This is as follows. Let
us fix a specific n-level system from the very beginning.
Next, we ask for those allowed transformations G˜(t) on
the state vector |ψ(t)〉,
|ψ˜(t)〉 = G˜(t)|ψ(t)〉 , (28)
in such a way that the new Hamiltonian is exactly the
same as the old one; i.e.,
Ĥ(t) = G˜(t)Ĥ(t)G˜−1(t) +
h¯
i
G˜(t)
d
dt
G˜−1(t) (29)
is satisfied. We call this case the strong gauge condition
of the system. More precisely, this transformation does
give us all the state vectors |ψ(t)〉 belonging to the same
equivalence class defined by a specific gauge potential
Ai(t). From this viewpoint, G˜(t) is a non-Abelian phase
that relates the family of state vectors {|ψ(t)〉} associ-
ated with the same Hamiltonian. One can think of this
condition as a very restrictive one. There is, in fact, also
a weak condition. This last condition takes advantage of
the adjoint equation of motion (26). Instead of looking at
the equivalence class of the state vectors |ψ(t)〉 ∼ |ψ˜(t)〉
defined by the same Hamiltonian, we look at the equal-
ity of the mean values λi(t) = λ˜i(t), computed with
the state vectors |ψ(t)〉 and |ψ˜(t)〉 = G˜(t)|ψ(t)〉, re-
spectively. Therefore, from the adjoint equation (26),
in this case it follows that fjk
i(Aj(t) − A′
j
(t))λk(t) =
0. So the transformation A′(t) = Ai(t) + Ωi(t) with
Ωi(t) in the same direction as λi(t), leads to the same
physics (same analytical expressions for the mean val-
ues). An interesting application is precisely the dynam-
ics of spin- 12 particles in magnetic fields. In this case,
the strong gauge condition gives all the state vectors
compatible with a certain magnetic field Bi(t), while
the weak gauge condition ǫjk
i(B′
j
(t) − Bj(t))nk(t) = 0
gives the same analytical expressions for the mean val-
ues of ni(t) = 〈ψ(t)|σi|ψ(t)〉, associated with Bi(t),
as well as for n˜i(t) = 〈ψ˜(t)|σi|ψ˜(t)〉, associated with
B′
j
(t) = Bj(t) + Ωj(t), where Ωj(t) is a time-dependent
three-dimensional vector in the same direction of nj(t).
Finally, coming back to the generic case, the implica-
tions of the weak gauge condition on the cyclic evolution
of systems in the space of mean values λi(t) and the re-
lationship of this cyclic evolution with geometric phases
in the space of parameters Ai are straightforward. In
the case of a spin- 12 system, closed loops, in the space
of the mean values ni of the components of the spin, re-
late the geometric phases associated with Bi(t) and with
Bi(t) + Ωi(t), respectively, when Bi(t) and Ωi(t) are pe-
riodic functions.
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