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In every network there arises the problem of choosing a path for a message so that it reaches its destination.
If there are many users requesting the same channel it could be occupied and another would have to be chosen, provided that it would also be a good path and free, otherwise the message would have to queue up.
The choice of an objective function for the selection procedure of a path is part of the decision process when constructing the routing algorithm. The selection is carried out with respect to an objective function which is maximized (or minimized). There exist some useful objective functions commonly used for routing in a computer network: minimization of distance, minimization of delay or cumulative costs, maximization of throughput or reliability, etc.
The cumulative delay along a path is very often taken as an objective function for the routing algorithm, its value being used as a performance criterion to be compared with that of another network or routing strategy. But it is clear that the average delay or average delivery time is not detailed enough to be used when comparing different performances, especially as other features of the system are disregarded.
A multidimensional optimization would probably give better comparative parameters, but as the solution is of real-time nature such a procedure would be too long and complicated.
Here again the problem would arise of which out of several parameters should be taken as a comparative value.
One of the difficulties is that in every network there are messages (or jobs) of varying importance. Usually this problem is solved by assigning priorities to each class of messages (jobs), mostly only a few priorities.
We will now describe a particular algorithm for handling messages in a store and foreward network. This can be described as a decentralized, adaptive, markovian algorithm [1].
Decentralized means that there is not a single node or a set of nodes which are responsible for the routing in a whole network, but that each node constructs its own routing matrix on the basis of information gathered from neighbouring nodes, and at the same time no node has information on all the possible routes in the network.
The information at every node is regularly updated, leading to a general adaptivity of the network. The messages in each node are handled independently of the source, and this is thus a markovian-type routing. We will work with this method, which is almost an extension of the methods described in some earlier publications [1, 2] .and is now in use in the ARPA network. We then extend this method of routing messages for cases with a few priorities. It will be seen that the simple method of handling messages of various priorities has some awkward features and that the philosophy of fixed priorities can be wrong in many cases. Even more so, it does not reflect the proper interests of the users.
We will describe another method based on so called pay functions [3] . It will be shown that the first method with normal fixed priorities is an extreme case of the pay function method. And what is more important, the accuracy of conventional methods to actual requirements of the users can be evaluated by comparing the results with those originated by the introduction of pay functions.
Later on we will also discuss some results of the network simulation with various types of pay functions.
We will limit our study to a store and forward network, where all the messages have the same length and each one
propagates through the network as a whole.* *These constraints can be taken off, but are introduced here for the sake of simplicity.
Suppose that each message belongs to one of three priority classes, and that the priority does not change with time. This means that on every channel we have three queues and that the queues of lower priority will be served only if the queues of higher priority are empty. We assume that in each queue the messages are served in first-in first-out order.
Updating
The routing information is stored in each node, in the form of three matrices, one for each priority.
In each of these matrices the column numbers correspond to the number of outgoing channels and the row numbers correspond to the number of destination nodes. The element ｲ ｾ Ｎ (p) in the matrix M gives 1J the estimated delivery time from node m to destination i through channel j (internal numbers for nodes) for a new message with priority p.
Figure 1 which represents a very small network shows the use of these matrices.
For every priority we have a separate routing matrix. The matrix of a small priority is a function of higher priority matrices.
To clarify this, let us look at the first priority, i.e. p = 1. In Figure 6 beside each node is shown the routing matrix for p = 1, where the rows correspond to the destination nodes to be reached from this particular node, and the columns are the outgoing channels.
In the example of Figure 1 , the channel number corresponds to the node number at the far end of each channel. Each node also has a vector, and each element of it is the smallest value ｾ 0 per row, representing the time needed to deliver a message from that node to the various destination nodes omitting the channel number, which is not important at this time.
When a sufficiently large queue forms at an outgoing channel of a node or, if the sum of the changes in the outgoing queues becomes more than a certain value the vector at that node adapts The simulation is done on a 16 nodes and 60 channels network ( Figure 3 ). After having generated 17,500 packets in a time of 1,592.39 simulation seconds with POROG(l) = 3, POROG(2) = 6, POROG(3) = 9, the routing matrices should have been updated 85,049 times, but 28,002 cases were collisions with other updatings at the same node in the same time interval.
*POROG can be constructed as adaptive, changing with the loading of the system in general, but here it is s?pposed to stay the same throughout the whole run.
The updating frequencies per node, INFUB(i), varied between 4,956 updatings at node 1 and 2,746 updatings at node 13, not counting collisions. As mentioned before only the matrix of one priority is updated at a time, but the cases of necessary updating for lower priorities are also counted.
The matrices of priority 1 were updated 21,259 times, on all nodes together, the matrices for priority 2 were updated 27,540 times and the matrices for priority 3 were The user can attach to his messages or jobs a certain priority in order to show its importance. He also thinks that jobs with highest priority will be run first and finished first, so that the turn-around time is the lowest.
But due to the changing flow in a network it is impossible to predict the completion time of a job being put into a network.
Therefore, the priorities do not always coincide with the user's interests.
The following three reasons make the design of the priority system extremely complicated:
1. There is no method, except simulation, to calculate the delivery time for each priority even for a relatively small net for an assumed loading;
*It is fixed constant in the program. The only guarantee a priority philosophy can give is that on the same channel messages 'with higher priorities will be sent earlier than the ones of lower priority, but that does not say anything about the performance of the whole network.
Pay Functions
We will now introduce the so called pay functions [3] .
The main idea arises from the assumption that between the authorities responsible for running the network and the users of it, an agreement on charges per time unit can be achieved for the user, depending on the performance of each particular user's job.
For example, the authorities running the commercial CDC 6600
System in Frankfurt, which is one of the systems used by IIASA scientists, have an agreement that the user can choose between 5 priorities, and the charge for each system second used will depend on the priority given to his job and not on the delivery or turn-around time. What we are looking for is a pay function depending on the delivery time, and the charge for the user will then depend on this too.
It is possible to think of various kinds of pay functions:
a) The pay function is a constant with time:
Such functions are used at CDC 6600 as mentioned above.
The pay function is a constant not equal to 0, up to a certain value of t, then it becomes 0 for all other values greater than that T.
This function can apply to cases where a message is important until a certain time, when it becomes useless to the user.
The pay function is linear:
In this case the queueing strategy is independent of the age of the messages to be queued (which will be shown later).
The value of a message decreases very slowly at first but rapidly at a later stage, i.e.:
A pay function of this kind could be:
The value of the messages decreases very rapidly at first, and later less, not losing the importance completely, i.e.:
A pay function with this second deviate could be:
The reader can, of course, think of many more pay functions which coincide with his specific interests. In some cases the pay functions can be considered as "isointerest" functions of a user, since it is possible to establish a performance criterion for the network--the amount of its income--and in this case with the non-increasing pay functions the user's and the system's interests coincide. The maximization of this system's income is then an advantage to the user.
Let us point out two features of the pay functions:
1. If we assume that the storage of a message in its destination node does not require any network resources, then we can consider only non-increasing functions with time;
2. The function cannot fall indefinitely low.
It means that there is an asymptotic value which can be considered as being "0" in a new system of coordinates.
Therefore we will only consider positive non-increasing pay functions.
Let us now look at the relationship between pay functions and fixed priorities. We want to determine what kind of pay functions can correspond to fixed priorities. No matter which function we take, it must allow for first-in first-out discipline in every priority class. As shown below linear pay functions are the only one's where the queueing strategy has no influence and therefore can be taken to compare the priority philosophy with the pay function idea.
As mentioned above the non-increasing pay functions allow for coincidence between the user's and the system's interests and we will therefore concentrate our interests now on nonincreasing linear pay functions.
The proof follows that linear pay functions are the only one's where the queueing strategy has no influence. and the right hand side is true.
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Then or f(z) is piecewise continuous differentiable in any part interval of the whole interval.
From there it follows that f(z) = zk + d per part interval.
As f(x) is piecewise differentiable it means that there exists A maximal number of 2,000 packets are allowed to be in the system at one time, when there are more the simulation stops.
Because of the very large queues at certain channels the time delay of the packets, especially of the third priority, is remarkable. Table 1 gives some values of that run.
If regular updating is allowed, dependent on POROG{i), i = 1, 3, which is the maximum number of changes allowed at the queues of a node before the vector changes to a new configuration, the performance is much better. The network contains a reasonable amount of packets and the time delay of the arrived packets seems to be also reasonable. If it ｩ ｾ 1, the quality cannot be better.
If it is ¢ the system is the worst.
All these figures are tabulated for each priority and for all packets together.
From the results of Table 1 and Table 2 it can be deduced that routing without updating causes a too unstable behaviour of the network and unnecessary delays which can be avoided by not routing along the shortest distances only, but also by taking care of the different queues to be met on the way.
In the listed tables the ideal loss or ideal income is one which would have appeared if all the packets had had no delay other than the one caused by the minimal distance necessary to reach their destinations. The closer the achieved loss is to the ideal (the smaller 11% of ideal loss"), and the nearer i loss/ r loss is to 1, the better the performance of the network. Table 6 is the same as in Table 2 , only longer. A further run has been done with a very strong loading (30 packets per time unit creation rate). In this case both routing strategies with and without rest, did not permit a settling down of the system. After approximately 6,000 generated packets the system was overloaded, with 2,000 packets in it and the results were meaningless.
The two runs (with and without rest) with a creation rate of 21 packets per time unit again finished after approximately 20,000 generated packets. As it can be seen from Table 7 and 8 the values to compare do not differ greatly. This is mainly due to the fact that the system was unable to settle down after so few packets had been generated. NUmber of packets in the system 2 000
Porog(i) = 8, 16 , 32 NUmber of created packets 20 000
Number of packets in the system 108 Number of packets in the system 2 000
Porog (i) NUmber of created packets 120 000
Number of packets in the system 820 Porog (i) 
