We consider the transmission eigenvalue problem corresponding to the scattering problem for anisotropic media for both the scalar Helmholtz equation and Maxwell's equations in the case when the contrast in the scattering media occurs in two independent functions. We prove the existence of an infinite discrete set of transmission eigenvalues provided that the two contrasts are of opposite signs. In this case we provide bounds for the first transmission eigenvalue in terms of the ratio of refractive indices. In the case of the same sign contrasts for the scalar case we show the existence of a finite number of transmission eigenvalues under restrictive assumptions on the strength of the scattering media.
Introduction
The transmission eigenvalue problem is a new class of non-selfadjoint eigenvalue problems that first appeared in inverse scattering theory for inhomogeneous medium. It is a boundary value problem for a set of equations defined in a bounded domain coinciding with the support of the scattering object. In connection with the scattering theory the solution of the transmission eigenvalue problem can be viewed as finding an incident wave that does not excite any scattered wave by a given inhomogeneous medium. It can be shown that this can in principle occur for only at most a discrete set of values of the wave number, so-called transmission eigenvalues. In addition, the relationship between the eigenvalue one of the scattering matrix corresponding to the scattering by an inhomogeneous medium and transmission eigenvalues is well known [9] (this is refer to as the inside-outside duality in some physics literature [12] , see also Introduction in [15] ). We refer the reader to [1] , [8] , [9] , [10] , [14] , [16] , [20] for more discussion on the relevance of the interior transmission problem to the scattering theory for inhomogeneous medium (for a comprehensive discussion of the interior transmission problem up to the data see the survey paper [11] ).
The study of transmission eigenvalue problems has recently become an attractive research topic. Although the interior transmission problem was introduced in 1988-89 in [8, 10] , until recently the only known result on transmission eigenvalues was the fact that they form at most a discrete set with positive infinity as the only possible accumulation point.
The first result about the existence of transmission eigenvalues was published in [18] for the case of the reduced wave equation in an isotropic inhomogeneous medium where it was shown that there exist a finite number of transmission eigenvalues provided that the index of refraction is large enough. This paper was soon followed by [7] , [15] where the same result was proven for anisotropic media and Maxwell's equations. Subsequently the difficult case of a medium with cavities, i.e. regions with zero contrast, was investigated in [3] . Further progress on the question of the existence of transmission eigenvalues was made in [4] where the assumption on the size of the index of refraction was removed. The story was completed in [5] where the existence of an infinite discrete set of transmission eigenvalues was proven for all the above cases. However, the investigation of the transmission eigenvalue problem up to now is limited to the case of inhomogeneous medium with one contrast function which is a restrictive model of the scattering of acoustic, electromagnetic or elastic waves by inhomogeneities. The goal of this paper is to extend the investigation of transmission eigenvalue problem for the case of scattering media with two independent refractive indices. In this case, the reduction of transmission eigenvalue problem to a nonlinear eigenvalue problem for a fourth order differential operator is not longer applicable. In this paper, we follow the approach developed in [15] .
The plan of our paper is as follows. In the next section we formulate the transmission eigenvalue problem for the case of the scalar Helmholtz equation and show the existence of an infinite set of transmission eigenvalues for spherically stratified media with two radial contrasts. Then we proceed with the investigation of the eigenvalue problem for the general inhomogeneous anisotropic media, in which case for technical reasons we distinguish between two possible subclasses. In this regard, in Section 2.1 we discuss the case of a medium with two contrasts of different signs, where we prove the existence of an infinite set of transmission eigenvalues and show that form at most a discrete set with the positive infinity as the only accumulation point. Furthermore, we provide bounds for the first transmission eigenvalue involving the geometry of the domain and the ratio of two refractive indices. The case of media with contrasts of the same sign is discussed in 
The Scalar Helmholtz Equation
We assume that D is a bounded connected domain of R 3 , with Lipschitz boundary ∂D and denote by ν the outward unit normal defined almost everywhere on ∂D (to fix our ideas we present the analysis in R 3 , but everything holds true in R 2 as well). Let
) be a matrix valued function such that Q(x) is hermitean for almost all x ∈ D. Furthermore, we assume that there exists α > 0 such that ξ · (I + Q)ξ ≥ α|ξ| 2 all ξ ∈ C 3 and almost everywhere in D. We also consider a scalar real valued function
The variational form of (2.1)-(2.2) is the following coupled pair of variational equations
3)
Definition 2.1 Values of λ > 0 for which the transmission eigenvalue problem (2.1)- depend only on the radial variable we can directly show that there exists an infinite set of transmission eigenvalues. We assume that q ∈ C 2 (B R ) and p ∈ C 2 (B R ) are real valued such that 1 + q > 0 and 1 + p > 0 in B R . Obviously, if both p = 0 and q = 0 every λ > 0 is a transmission eigenvalue (i.e. this corresponds to the case when there is no inhomogeneity and therefore on waves are scattered). To avoid such a situation we assume that
We restrict our attention to solutions of (2.1)-(2.2) that depends only on r = |x|. Then clearly w must be of the form
where j 0 is a spherical Bessel function of order zero and a 0 is a constant. Next, making the substitution u(x) = [1 + q(r)] −1/2 U (x) we see that the first equation in (2.1) takes the following form
Hence, setting
where b 0 is a constant, straightforward calculations show that if y is a solution of
then u satisfies the first equation in (2.1). Let us denote by
Following [9] (see also [11] ), in order to solve the above initial value problem for y we use the Liouville transformation which yields the following initial value problem for z(ξ)
Now exactly in the same way as in [9] (page 228) by writing (2.6) as a Voltera integral equation and using the methods of successive approximations, we obtain the following asymptotic behavior for y
Applying the boundary conditions (2.2) on ∂B R , i.e.
we see that a nontrivial solution to (2.1)-(2.2) exists if and only if
Since j 0 ( √ λ) = sin √ λr/ √ λr, from the above asymptotic behavior of y(r) we have that
where δ is given by (2.5) and
. Since δ = 1 the first term in (2.8) is a periodic function if δ is rational and almost-periodic (see [13] , Sec. VI. 5) if δ is irrational, therefore taking positive and negative values. This means that for large enough λ, W (λ) has infinitely many zeros which proves the existence of infinitely many transmission eigenvalues.
In the following we need to consider a particular case of the above spherically stratified media where Q := q 0 I and p := p 0 are both constant such that 1 + q 0 > 0 and 1 + p 0 > 0.
In this case the interior transmission eigenvalue problem reads as
∆w + λ w = 0 in B R , (2.10) 12) where r = |x|. To solve (2.9)-(2.12) we make the ansatz w(r,x) = a n j n (
where j n are spherical Bessel functions of order n, Y m n are the spherical harmonics and x = x/r. Then the corresponding transmission eigenvalues are zeros of the following determinants
Our main concern in this paper is to prove the existence of transmission eigenvalues for the general case. To this end we set v = w − u. 
The weak formulation of the above problem is
we can define w := w v by considering the Neumann boundary value problem (2.14) for w. In order to analyze the above Neuman problem for w, in the following we use the following bounds of Q and p:
Note that from the assumption at the beginning of this section we have that 1 + q * > 0 and 1 + p * > 0. As it becomes clear in the following we need to distinguish between two cases, namely Q and p have opposite sign and Q and p have the same sign.
The Case With Contrast Q And p of Opposite Sign
In this section we consider the case when Q and p have opposite sign, more precisely either q * > 0 and p * < 0, or q * < 0 and p * > 0. For the corresponding scattering problem this means that either the contrast in the scattering medium represented by the matrix Q is positive and the contrast represented by p is negative, or the other way around (note that the corresponding parameters of the background media here are assumed to be equal to one).
Lemma 2.3
Assume that either q * > 0 and p * < 0, or q * < 0 and p * > 0. Then there exists δ > 0 such that for every v ∈ H 1 0 (D) and λ ∈ C with Re λ > −δ there exists a unique solution w := w v ∈ H 1 (D) of (2.14). The operator A λ :
by v → w v , is bounded and depends analytically on λ ∈ {z ∈ C : Re z > −δ}.
Proof: First we note a difference between the cases λ = 0 and λ = 0. Setting ψ = 1 in (2.14) we obtain as a necessary condition that
In the case λ = 0, however, the solution w is only unique up to a constant which we choose such that this equality holds as well.
Therefore, we make an ansatz for the solution in the form w =w + c where c is constant
equipped with the H 1 (D) norm. Let us denote by µ > 0 the constant which satisfies
By standard arguments (of Poincaré type) one shows that µ is positive. The definition
In particular, c is independent of λ. Substituting the form w =w + c into (2.14) yields
for all ψ ∈H 1 (D). Let σ = 1 if q * > 0 and p * < 0 holds, and σ = −1 if q * < 0 and p * > 0 holds. Furthermore, let us denote by A λ (w, ψ) the left hand side of (2.21) multiplied by σ. Hence we have that
where we have used (2.19) . Therefore, A λ (·, ·) is coercive for sufficiently small δ > 0 with lower bound which is independent of λ. Consequently, there exists a unique solutionw ∈H 1 (D) of (2.21) which depends continuously on v. Furthermore, w =w + c satisfies (2.14) because of the definition of c. Therefore, we conclude that the bounded linear operator A λ :
which maps v to the unique solution w of (2.14) is well defined and depends analytically on λ.
We set again w v = A λ v and denote by L λ v ∈ H 1 0 (D) the unique Riesz representation of the bounded conjugate-linear functional
Then also L λ depends analytically on λ ∈ {z ∈ C : Re z > −δ}. Now we are able to connect a transmission eigenfunction, i.e. a nontrivial solution (u, w) of (2.1)-(2.2), to the kernel of the operator L λ .
is a transmission eigenfunction where
which means that w = w v solves the Helmholtz equation in D. With u := w − v the Cauchy data of w and u coincides. Finally, the equation (2.4) for u follows from (2.14).
(b) Let σ = 1 if q * > 0 and p * < 0, and σ = −1 if q * < 0 and p * > 0. Then σL 0 :
(d) There exists at most a countable number of real λ > 0 for which L λ fails to be one-to-one, i.e. the set of transmission eigenvalues is discrete, and infinity is the only possible accumulation point.
Proof: (a) First we show that L λ is selfadjoint for all λ ∈ R ≥0 . To this end for every
0 (D) let w 1 := w v 1 and w 2 := w v 2 be the corresponding solution of (2.14). Then we have that
(2.24)
Using now (2.14) twice, first for v = v 2 and corresponding w = w 2 and ψ = w 1 , and then
which is a self adjoint expression for v 1 and v 2 .
(b) Next we show that σL 0 :
Using the definition of L 0 in (2.23) and the fact that w = w v = v + u we have
Fom (2.14) for λ = 0 and ψ = u we have that
and this proves the coercivity of L 0 . Now we assume q * < 0. From (2.25) with v 1 = v 2 = v and λ = 0 we have
which proves again the coercivity of −L 0 since 1 + q * > 0.
Part (c) of the theorem follows from the compact embeding of
We omit the proof here and include the proof of a similar result for the more complicated case of Maxwell's equations in Section 3.
(d) Since L 0 exists and λ → L λ is analytic on {z ∈ C : Re z > −δ} this follows directly from the analytic Fredholm theory, see [9] . Now we are ready to prove the existence of infinitely many (real) transmission eigenvalues, i.e. the existence of a sequence of λ j ∈ R, j ∈ N, and corresponding v j ∈ H 
, it is known that the compact and self adjoint operator T λ has an infinite sequence of eigenvalues µ j (λ), j ∈ N such that µ j (λ) → +∞ as j → +∞ that can be ordered in increasing order. Furthermore, they satisfy the max-min principle
where W j denotes the set of all j−dimensional subspaces W of H 1 0 (D). From the maxmin principle we conclude that µ j , j ∈ N, is continuous with respect to λ on [0, ∞).
Furthermore, by the above discussion λ is a transmission eigenvalue if and only if µ j (λ) = 1 for some j ∈ N. Remark: The multiplicity of a transmission eigenvalue is finite. Indeed if λ is a transmission eigenvalue then, since σL 0 is a positive definite operator we have that 1 is an eigenvalue of the compact selfadjoint operator
This means that the kernel of I + (σL 0 ) −1/2 C λ (σL 0 ) −1/2 is finite dimensional and so is the kernel of L λ .
Making use of the above discussion, the proof of the existence of transmission eigenvalues is now based on the following theorem (see e.g. [18] for the proof): Using now Theorem 2.6 and adapting the ideas developed in [5] and [4] , we are ready to prove the main theorem of this section. We recall the notations of q * , q * , p * , and p * from (2.15) and (2.16).
Theorem 2.7 Suppose that the matrix function Q and the function p are such that either q * > 0 and p * < 0, or q * < 0 and p * > 0. Then there exists an infinite sequence of transmission eigenvalues λ j with +∞ as their only accumulation point.
Proof: Let us first assume that q * > 0 and p * < 0 (i.e. σ = 1 in Theorem 2.6).
First, we recall that the assumption (1) of Theorem 2.6 is satisfied with λ 0 = 0 i.e.
We also have that u satisfies
for all ψ ∈ H 1 (D). Now taking ψ = u in (2.31) and plugging the result into (2.30) yields
Let now B r ⊂ D be an arbitrary ball of radius r included in D and letλ be a transmission eigenvalue corresponding to the ball B r with constant contrasts q * and p * . Letŵ,û be the non-zero solutions to the corresponding homogenous interior transmission problem, i.e the solution of (2.9)-(2.12) with q 0 := q * , p 0 := p * and R = r, and setv :=ŵ −û ∈ H 1 0 (B r ). We denote the corresponding operator byL λ . Of course, by construction we have that (2.32) holds for this situation as well, i.e. sinceLλv = 0, for all ψ ∈ H 1 (D). Therefore, for ψ =ũ we have by the Cauchy-Schwarz inequality,
Substituting this into (2.32) for λ =λ and v =ṽ yields The case of q * < 0 and p * > 0 can be treated in the same way if we consider −L λ and q 0 := q * , p 0 := p * in place of L λ and q 0 := q * , p 0 := p * .
We can obtain a better lower bound for transmission eigenvalues. To this end we first assume that q * > 0 and p * < 0 and consider (2.32) again, i.e.
The first term is estimated by
Thus, we can conclude that all transmission eigenvalues λ are such that λ ≥ Λ 1 (D).
Next we consider q * < 0 and p * > 0 and from (2.25) since
In this case
Hence 0 < λ < (1) If q * > 0 and p * < 0 then
where λ 1 (B R , q * , p * ) is the first transmission eigenvalue corresponding to the ball B R with contrast q 0 := q * and p 0 := p * in (2.9)-(2.12).
(2) If q * < 0 and p * > 0 then
The Case With Contrast Q and p of the Same Sign
Now we turn our attention to the case when Q and p have the same sign. The interior transmission problem for this case has been studied in [2] and [6] . In particular there it is shown that transmission eigenvalues form at most a discrete set with +∞ as the only possible accumulation point. Here our main concern is to show the existence of transmission eigenvalues. To this regard we limit ourselves to the case when both contrasts Q and p are positive, i.e. q * > 0 and p * > 0. We follow the same procedure as in Section 2.1.
In particular, for a given v ∈ H 1 0 (D) we need to solve the Neumann problem for w := w v given by (2.14) in the weak formulation. Unfortunately, this problem is not solvable for all λ which forces us to put restrictions on λ, Q and p. Therefore, in the following we prove the existence of at least one transmission eigenvalue under restrictive assumptions on Q and p. Let B r ⊂ D be a ball of radius r included in D and setλ = λ 1 (q * /2, B r ) to be the first transmission eigenvalue of (2.9)-(2.12) with R = r, q 0 := q * /2, and p 0 := 0.
Furthermore we require that p * > 0 is small enough such that
withλ = λ 1 (q * /2, B r ) and µ from (2.18). We can now prove a result analog to Lemma 2.3. Denoting the left hand side of (2.21) again by A λ (w, ψ) and using (2.18) and (2.36) we have that Theorem 2.10 Let againλ = λ 1 (q * /2, B r ) be the first transmission eigenvalue of (2.9)-(2.12) with R = r, q 0 := q * /2, and p 0 := 0.
Then L λ is self adjoint for all λ ∈ [0,λ) and is of the form L 0 − C λ where C λ is compact and L 0 is coercive on
Now we can use Theorem 2.6 to prove that there exists at least one transmission eigenvalue λ ∈ (0,λ) under the assumptions stated at the beginning of this section. We recall thatλ = λ 1 (q * /2, B r ) denotes the first transmission eigenvalue corresponding to a ball and have to estimate the first two terms in this expression. Analogously to (2.34) we have for ψ =ũ that
where we have used the estimate (2.36) for p * . Therefore,
Substituting this into (2.38) yields
which proves that there is a transmission eigenvalue in (0,λ]. We finish this section by noticing that for a fixed Q the largest upper bound for p * is µ q * 2λ 1 (q * ,B R ) for the largest ball B R included in D. Furthermore note that the smaller the contrast Q is the larger contrast p is allowed in our approach.
Maxwell's Equations
We make again the assumption that p ∈ R >0 is constant and Q ∈ L ∞ (D, C 3×3 ) is matrixvalued such that Q(x) is hermitean for almost all x ∈ D. Furthermore, we assume that there exists 0 < q * < q * < 1 such that
boundary. We consider the scattering of time-harmonic electromagnetic waves in media where ε = ε(x) and µ are given by ε(x) = ε 0 1 − Q(x) −1 and µ = µ 0 (1 + p).
We assume that the reader is familiar with the standard spaces in this context. The space H(curl, D) is defined as the completion of C ∞ (D, C 3 ) with respect to the norm
where
The subspace of vanishing tangential traces is denoted by H 0 (curl, D), i.e.
The trace is well defined, see e.g. [17] . The variational forms are
for all ψ ∈ H(curl, D).
As in the scalar case we have to discuss the case of D being a ball and Q is a scalar constant. 
where |x| = 1 be a (non-trivial and real valued) spherical harmonic of order n ∈ N, n ≥ 1. We make the ansatz for w and u in the form
for some α, β ∈ R to be determined. Here, r,x are the spherical polar coordinates of x,
i.e. x = rx. Setting φ(x) = j n (kr) Y n (x) we note that (see [9] ) w(x) = α curl φ(x) x = α∇φ(x) × x satisfies curl 2 w − k 2 w = 0 and, analogously,
We compute the boundary data as
with tangential gradient Grad Y n of Y n and
and analogously for u. The functions u and w satisfy the transmission conditions (3.45) if, and only if, α and β satisfy the linear system
The determinant of the matrix can be studied (as a function of k = √ λ) in the same way as in Example 2.2 (compare (2.13)) and yields the existence of infinitely many eigenvalues which converge to infinity.
We define again the difference v = w − u and observe that v ∈ H 0 (curl, D) satisfies the
i.e. in variational form
for all ψ ∈ H(curl, D). It is the aim to define the operator L λ in the same way as in the previous section. Therefore, we have to study first the solution operator A λ :
which maps v into w. We note that, by substituting ψ = ∇ρ
provided λ = 0. We require this equation also for λ = 0. 
To prove existence for given v ∈ H 0 (curl, D) we make the ansatz w =w + ∇φ where
andw ∈ Y solves (3.48) for all ψ ∈ Y . The solution φ ∈ H 1 (D) exists, is independent of λ and depends continuously on v since it is defined by an ordinary Neumann problem.
To study the existence ofw ∈ Y we introduce the sesquilinear form
and consider it on Y × Y . First we note that A 0 is coercive on Y × Y , i.e. there exists
for all ψ ∈ Y , (see [17] for a proof). For λ ∈ C with Re λ > −δ we estimate
for all ψ ∈ Y , and this is coercive for sufficiently small δ > 0.
. Since the right hand side of (3.48) is bounded the theorem of Lax and Milgram yields existence, uniqueness and continuous dependence of a solutionw ∈ Y of (3.48), restricted to ψ ∈ Y . With w =w + ∇φ we conclude that, for ψ ∈ Y ,
by the definition (3.50) of φ. Therefore, w solves (3.48) for all ψ ∈ H(curl, D). Equation We note that this theorem holds also for space dependent p ∈ L ∞ (D). From now on we make the assumption that p is constant. Then we note that div u = div w = 0 in the variational sense for any pair of eigenfunctions corresponding to an eigenvalue λ > 0.
Therefore, v ∈ X 0 and w ∈ X where
i.e. A λ maps X 0 into X for all λ ∈ C with Re λ > −δ.
Let L λ v ∈ X 0 be the unique representation of the conjugate-linear and bounded functional
Analogously to Theorem 2.4 we can show:
Theorem 3.4 (a) Let (u, w) be a transmission eigenfunction corresponding to λ. Then
Furthermore, let w = A λ v ∈ W be the solution of (3.48). Then (u, w) is an eigenfunction where u = w − v.
Proof: Part (a) has been shown during the derivation of the operator L λ . Again, the transmission eigenvalues are just the parameters λ for which L λ fails to be injective. Now we continue with the investigation of L λ . Analogously to Theorem 2.5 we show: Theorem 3.5 (a) σL 0 is self adjoint and coercive on X 0 , in particular
where c > 0 is independent of v.
(b) L λ depends analytically on λ ∈ {z ∈ C : Re z > −δ} with δ > 0 from Theorem 3.3.
(c) L λ − L 0 is self adjoint and compact in X 0 for all λ ∈ R ≥0 .
Proof: (a) First we show that L λ is self adjoint for all λ ≥ 0. For v 1 , v 2 ∈ X 0 and correponding w 1 , w 2 ∈ X we have:
Now we use (3.48) twice, first for v = v 2 , corresponding w = w 2 , and ψ = w 1 , and then for v = v 1 , corresponding w = w 1 , and ψ = v 2 . This yields
and this is a self adjoint expression in v 1 and v 2 . Now we show that σL 0 is coercive.
Let first σ = +1. Using the definition of L 0 and w v = v + u we conclude
Now we use (3.48) for σ = +1 and λ = 0 to derive the variational form of u ∈ X in the
is an equivalent norm in X 0 .
Let now σ = −1. Then we use (3.48) for σ = −1 and λ = 0 twice (as above) and write
which yields again coercivity of −L 0 .
(b) This follows directly from the continuity of λ → A λ and the definition L λ .
(c) Let v (j) ∈ X 0 converge weakly to zero in X 0 . The space X 0 is compactly imbedded in
, see, e.g. Corollary 3.51 of [17] . Therefore,
Denote the corresponding solutions of (3.48) by w
By the continuity of the operator A λ we conclude that w We set ψ =w (j) and estimate
Since the right hand side converges to zero and Q is positive definite we conclude that also curlw 
