Handheld mobile photography is often affected by motion blur due to the difficulty of keeping the camera's stable. The existing processing method is usually a high-cost deblurring process of a computer, which seriously affects the user experience, and the deblurring effect is poor due to the lack of information on camera motion. Inspire by edging computing's ongoing efforts in automatically and collaboratively process more types of resources in the edge and cloud. In this paper, we present SID, a sensor-assisted image deblurring system for mobile devices. Using information about camera motion acquired from built-in sensors from smartphones (e.g. accelerometers, gyroscopes, and magnetometers), then estimating the point spread function, and combining the image's segmentation smoothing characteristics with spatial adaptation to image Deblurring. The image is preprocessed by the p-m nonlinear diffusion model, which preserves the characteristics of the image. The fuzzy image confirmation avoids the damage to the original high quality image. Wiener-Hoff optimization is used to optimize the effect of image restoration. We evaluated 400 photos with varying degrees of blur and size. Compared to traditional blind and unblind deconvolution methods, our algorithm shows significant advantages in both deblurring and processing delays.
I. INTRODUCTION
With the rapid development of social networks, smart terminals and mobile internet technologies, mobile photography has gradually changed people's social lifestyles, and has become an indispensable part of people's daily lives [7] - [9] . People have higher requirements for the function of the camera and the quality of the pictures, they even hope cameras to be 'smart' like people. For example, cameras can automatically classify and manage images [31] , [36] , fix blurred images, clean up useless images, etc. These smart technologies are attracting more and more attention from academia and industry. In real life, most users find it difficult to keep the camera of the phone stable during shooting (for example, the user is in a moving vehicle environment or shooting a moving target), so that the captured photos usually have different degrees of [2] or virtual focus blur [15] . In this paper, we focus on image deblurring techniques which are very important in many applications, It helps to improve The associate editor coordinating the review of this article and approving it for publication was Honghao Gao. the quality of the image, thus improving the accuracy of image recognition. High-quality images help identify and resolve physical objects. For example, face recognition [12] can verify user identity, control service access, and establish trust in objects and cloud services, and the map software can locate the user's geographic location through street view recognition, thereby providing users with location-related services [25] , [26] , [28] , [40] . In addition, image recognition also commonly used as a ground truth for wireless signal counting crowds [35] . These applications all have requirements for image quality, so it is necessary to study image deblurring techniques to improve image quality, in which image motion deblurring is a hot topic in recent years, However, if there is no information about camera motion, it is still a difficult problem to remove blur from general smartphone photos.
At present, mainstream images restoration algorithms, such as linear algebraic reconstruction algorithms, are based on the statistical properties of known noise and qualitative operators [15] . These methods need to solve the point spread function and evaluate the environmental noise in advance. In addition, the inverse filtering algorithm is another commonly used image restoration algorithm, and its computational overhead is as large as the linear algebra reconstruction algorithm because they to process the entire image [5] . Therefore, if the above image restoration methods are used on a mobile terminal, we will encounter the following two challenges:
• Point spread function missing: Classical algorithms need to predict point spread functions, but in practice, parameter characteristics are unpredictable and cannot be calculated. Therefore, the missing point diffusion function is an unavoidable problem of mobile devices to complete the picture deblurring.
• Large computational overhead: Most existing deblurring algorithms uses iterative and recursive computational methods, the computational overhead are large. When using these methods on resource-constrained mobile devices, algorithm optimization is first required to reduce computational overhead [17] .
A better approach is to estimate the PSF [1] by tracking the motion of the camera and using the data from the auxiliary high-speed low-resolution camera. Today, most mobile devices are now equipped with multiple sensors (gyroscopes, accelerometers, etc.). There have been many applications based on mobile phone sensor data, such as human activity recognition [21] , [39] , location awareness [41] , [43] , anti-fall for the elderly, human health monitoring, etc. From these sensors, information about camera motion can be obtained, and fuzzy psf can be calculated. In this paper, we studied the sensor-assisted single image deblurring technique for smartphones. The main idea is to fuse the direction of the 3D camera calculated from the sensor data of the mobile device to estimate the blur psf. And combine the spatial adaptive idea of the image and the segmentation smoothing to realize the image deblurring process. Before processing, we used the p-m nonlinear diffusion model to preprocess the image to eliminate noise while preserving image features. After the denoising process, we performed a fuzzy type confirmation on the image to avoid processing the nonplussed image and destroying the original clear image. Point spread function estimation and nonlinear deblurring systems are used to deblur the graphics. Finally, we optimized the image deblurring effect. Because the camera's rotational motion is calculated from real-time sensor data, we can estimate the point spread function to deblur the blurred image. The contributions of our work are summarized as follows:
• We propose a lightweight P-M nonlinear diffusion model which can be ported to mobile devices. P-M model is very good at removing the noise of photos taken by the mobile phone, while also retaining the characteristics of the photos.
• We propose a fuzzy image confirmation algorithm which ensures the correctness of the image processed by the system, avoids processing the non-blurred image, and destroys the original high quality image.
• The SID system we designed can deblur the image without prior knowledge and can significantly reduce the cost of computing resources and can run on mobile devices.
II. PRELIMINARIES A. BLUR PICTURE AND CAMERA MOVEMENT
Photos with different degrees of blurring may be taken due to different degrees of hand shake in the photo taking process. Figure 1 shows several photographs of different degrees of blurring taken when a person is at rest and walking due to hand shake. If the entire image is used as input to the deblurring system, the estimate of the point spread function is very expensive. Many existing studies have shown that knowledge of the form of camera motion models can be used to solve complex spatial variability problems. The blurred image can be presented as the integral of all intermediate images captured by the camera along the motion trajectory [37] , [42] . The motion of the camera can be simulated with the camera's three-dimensional motion or 6d camera motion, with in-plane translation and rotation [10] . In order to speed up the optimization, a fast patch-based non-uniform deblurring method has been proposed [11] . These prior knowledge has been proved to be helpful.
Inertial sensors such as gyroscopes and accelerometers can be utilized to obtain more accurate camera motion information. These sensors have been incorporated into many common mobile devices. Reference [30] proposed a smart phone deblurring system based on gyroscope readings to synthesize local fuzzy Kernels. Compared with the existing deblurring algorithm, the system has a good effect. But user interaction is needed to synchronize the camera and gyro sensor. Josh et al. [14] established a well-designed DSLRbased camera system that assumes that the inertial sensors are pre-calibrated and synchronized. However, due to the drift problem of noise sensor reading, single sensor data can not achieve effective image deblurring. This paper combines multi-sensor data information to calculate the camera's motion direction. Camera motion includes translation and rotation. In this work, we only consider the rotational motion of the camera, because the motion blur is mainly caused by the rotation of the camera. Secondly, the camera translation estimation based on acceleration is prone to error, and the acceleration data needs to be integrated twice to get the panning of the camera, the effect of camera panning can be ignored in the short time interval of the photo. In our work, the sensor reading drifts, that is, the gyro drift, and the camera motion is the rotary motion. In order to more accurately estimate the camera's motion direction and reduce the gyro drift, we use an accelerometer to provide the gravity vector, and the gyroscope provides the angular rotation speed of the camera's three-axis, combined with the direction of the compass provided by the magnetometer, is used to estimate the orientation of the three-dimensional camera. For the low quality data (noise data or abnormal data) in the sensor, we can refer to the method proposed in [4] for processing.
B. WIENER FILTER
A filter is a device that filters out noise and interference from continuous or discrete input data to extract useful information. The Wiener filter commonly used in image processing is an optimal estimation based on the minimum mean square error criterion [18] , which minimizes the mean square error between the input and output of the filter, and is often used for the recovery of damaged images. However, this method cannot be used for random processes where noise is unstable.
The improved Wiener filter, inverse filter, and other methods all assume that the noise caused by external factors is known, and the point spread function can be accurately estimated. However, in the real environment, such prior knowledge is difficult to obtain in advance, which limits the application of winner filtering in mobile terminals.
In this paper, we use the sensor data(e.g. accelerometer, magnetometer, and gyroscope and so on) from the mobile terminal to calculate the orientation of the camera motion, then estimate the point spread function and design a nonlinear defusing system to de-blurring the image. Finally, optimizing the de-blurring effect by the Wiener-Hoff equation. The specific details will be introduced in the section IV.
III. SYSTEM OVERVIEW
The system framework is shown in Figure 2 . Images captured by the phone serve as input to the system, these pictures become blurred due to hand jitter, less vibration, or hardware noise such as cell phone photo sensor. These pictures can be processed through the following modules designed in the system to improve their quality: P-M nonlinear diffusion model: The model is used for image denoising processing, it is the first step of system image processing, all images need to be processed by the model before motion blurred determination. which acts like user authentication in a privacy protection system [24] , [27] . The advantage of the P-M nonlinear diffusion model is it can maintain the boundary of a nonlinear diffusion equation to overcome the shortcomings of linear diffusion filter, and the image denoising effect is greatly improved. In addition, the image border outline does not spread and the image texture remains clear.
Motion blurred determination: Since our system is mainly aimed at the recovery of motion blur graphics. It is necessary to judge the blurred categories of images before image deblurring, which can avoid damage to the original high quality image. The image for motion blur needs to extract the corresponding sensor data to estimate the point spread function which is used as the boundary condition of the nonlinear deblurring system to process the image. For non-motion blurred images, they are directly processed by the nonlinear deblurring system after image preprocessing. The method of judgment is in the section IV-B.
Sensor-assisted PSF estimation: We combine the data from the accelerometer, magnetometer, and gyroscope to calculate the orientation of the camera before and after the photo is captured, and then estimate the point spread function (PSF).
Non-linear deblurring system: A non-linear deblurring system is designed based on the estimated point spread function to process the blurred image, which determines the pixel area and edge pixel points of the target in the image by respectively estimating the moving pixel area and estimating the edge pixel area.
Wiener-Hoff optimization: Finally, we use the Wiener-Hoff equation to optimize our system. The deblurred picture is denoised by a median filter, so that the mean square error between the images before and after processing satisfies parameter J to achieve deblurring optimization.
IV. SYSTEM DESIGN A. P-M NONLINEAR DIFFUSION MODEL
In recent years, nonlinear diffusion denoising method has been widely used in the field of image processing. The non-linear diffusion process is a kinetic description that conforms to the thermal diffusion process in physics. It can remove the noise while following-up work and keep the outline of the image from being diffused, and the texture in the image remains sharp. Partial differential equation [19] is a typical nonlinear diffusion denoising method.
1) MODEL DESIGN
In physics, if there is some kind of impurity in the medium (such as gas, liquid and solid), and its concentration distribution is not uniform, the impurity will migrate from the high concentration area to the low concentration area. The function u(x, y, t) represents the concentration with time and space changes, then the spatial distribution of non-uniform gradient can be used to express ∇u. Under certain conditions, the relationship between the flux and the concentration gradient is:
In (1), the negative sign indicates that the flux moves from high concentration to low concentration. D is the diffusion tensor and is a positive definite symmetric matrix. Impurities in the proliferation process will not produce new and will not be lost, so can be expressed as a continuous equation as follows:
In the (2), t is time. Substituting (1) into (2) gives the diffusion equation:
Applying the theory of physical diffusion to the image denoising algorithm, in order to achieve denoising and meanwhile preserving the edge. It is hoped that the conduction coefficient will increase automatically in the area where the image is flat and the smaller irregular fluctuation noise in the flat area will be Smooth, and near the edge of the image, the conduction coefficient can be automatically reduced so that the edge is almost unaffected. Therefore, Perona and Malik first proposed the following nonlinear diffusion model:
In the (4), u t is the image at time t, and ∇u t is the gradient of the image. The function g(|∇u t |) is called a diffusion function whose value represents the diffusion intensity, usually a smooth monotonously decreasing function with non-negative g(|∇u t |), given in two forms:
and
In the (5) and (6), k is the gradient threshold. The P-M nonlinear diffusion model can suppress the contradiction between noise and edge-preserving texture and achieve better results.
B. MOTION BLURRED IMAGE DETERMINATION
In our system, we hope the image to be processed to be a motion blurred image, so we first need to make a fuzzy judgment on the image to avoid processing the non-blurred image and destroying the original clear image. There are two main steps in the determination of motion blurred images. We first determine whether the image is blurred by evaluating the sharpness of the image. Secondly, we use the frequency spectrum after the Fourier transform of the blurred image to determine the blur type of the image.
1) FUZZY IMAGE CONFIRMATION
In image processing, the sharpness of an image is usually used to determine whether the image is blurred. There are three common methods for evaluating the sharpness of an image. One is to detect the edge information of the image, this method relies on the edge detection method of the image. The second method is based on the pixel values of the image, although its computational complexity is low, but it is susceptible to noise. The third method is based on high frequency information of the image, although its performance is better than the first two methods, it requires the conversion of the image from the time domain to the frequency domain, which has high computational complexity and is not suitable for real-time systems. In order to reduce the processing delay of the system, we use the findings that gradient images of natural images have a heavy-tailed distribution and blurred images do not have such a distribution by Fergus et al. [6] to distinguish between sharp and blurred images in our work. The gradient of an image f can be calculated by the following formula:
where g x (i, j) and g y (i, j) are the gradients of the image f in the X and Y directions, respectively. According to the image gradient, the fuzzy judgment evaluation coefficient calculation formula is:
where G n is the sum of the number of non-zero gradient values of the X-direction gradient map and the Y-direction gradient map. M, N are the number of rows and columns in the X and Y directions of the image, respectively. According to the experiment, the threshold T is selected. If FJC > T, it can be determined that the image is a clear image and no subsequent processing is needed. When FJC < T, the image can be considered as blurred, so that subsequent deblurring processing will be performed. In our experiments, T = 4, the choice of this threshold is related to the experimental environment, platform and test data.
2) MOTION BLURRED IMAGE DETERMINATION
Our system is designed to process motion blur images, so it is desirable to input blurred images that are missing information due to relative motion. It is also necessary to discriminate whether the blurred image is a motion blurred image before processing the blurred image. Since different types of blurred images undergo Fourier transform, the results vary greatly. Specifically, when the gradient image of the motion blurred image is converted into the frequency domain, a regular structure composed of parallel splines appears in the power spectrum in the frequency domain, and the other fuzzy images do not exhibit such a regular pattern. So we distinguish the blur type of the image according to the difference of the frequency spectrum in our work. The gradient of the image f at a certain point (x, y) can be defined as a two-dimensional column vector, that is, the partial derivative of the point is obtained.
Usually the modulus of this vector is called the gradient, and the gradient can also be calculated by the following formula:
The discrete Fourier transform formula of the twodimensional discrete function f(x, y) is as follows:
is expressed in polar coordinates as:
where R(u, v) and I (u, v) are the real and imaginary parts of F(u, v), respectively, and |F(u, v)| is the frequency spectrum of the Fourier transform, θ(u, v) is the phase angle. In order to judge the fuzzy image category more easily, the gradient image spectrum of the image is acquired by normalization. The normalized gradient spectrum T d is calculated as follows: (14) where tf is the gradient image spectrum of the image, and tf min and tf max are the maximum and minimum values of the gradient image spectrum, respectively.
C. DESIGN OF MOBILE-DELUR SYSTEM
The blurred pictures can be viewed as a degraded images for a typical linear system. We have:
where O(x,y) represents the original blurred picture that the mobile device acquires. F(x,y) is point spread function, C(x,y) indicates a clear picture, s(n) represents additive noise, * is a convolution operation. To deblur the image, we need to estimate the point spread function. In this work, we estimate the point spread function based on the motion of the camera. And we only consider the rotation of the 3D camera. On the one hand, the shutter speed of a smart phone is fast, and the blur of the photo is mainly caused by the rotation of the camera. On the other hand, camera panning requires the integration of two accelerometer data, with real-time drift, which is subject to errors. Our idea is to use the gyroscope data from the phone to calculate the camera's orientation and then estimate the blur PSF. Since the output of the gyroscope is only suitable for orientation changes in short time intervals, and small errors will accumulate during the integration process, which results in gyro drift. In order to reduce the gyro drift, we use the method of [34] , which combines the information of the accelerometer, magnetometer, and gyroscope to calculate the orientation of the 3D camera due to the magnetometer/accelerometerbased orientation provides long-term support information. The output of the method is the 3D camera orientation (t) = (θ x (t), θ y (t), θ z (t)) at time t.
1) SENSOR ASSISTED PSF ESTIMATION
In a pinhole camera, the image point x in homogeneous coordinates corresponds to the real-world three-dimensional coordinate point X:
where C is the intrinsic camera matrix and c is given by:
where w and h are the width and height of the image, respectively. f x and f y are unknown and are obtained by the calibration process. When the photo is captured during the exposure time of the camera, the position of the scene point (x, y, z) on the image is (u(t), v(t)) at time t, which is the function of p(t):
P(t) changes over time, causing the fixed points in the scene to be projected to different positions at each moment. The projected trajectory of each point on the image plane is the PSF k of that point. We only need to know the relative motion of the camera during the exposure interval for image recovery, the plane homology method can be used to model this relative motion, which maps the initial projection of points at t 1 to another time t 2 :
We record two sets of orientation for each captured photo, (t 1 ), (t 2 ) are the camera orientation before and after the device captures the photo. And the corresponding camera rotation matrices R(t 2 ) and R(t 2 ) are calculated according to (t 1 ) and (t 2 ), respectively. According to equation (19), we can get a line between point (u(t 1 ), v(t 1 ), 1) T and point (u(t 2 ), v(t 2 ), 1) T with length d(t 1 , t 2 ). Then the spatial invariant k r caused by camera rotation is modeled as 2D Gauss, and its center is (u k + β(u(t 2 ) − u(t 1 )), v k + β(v(t 2 ) − v(t 1 ))), the variances of the two axes are γ d(t 1 , t 2 ) and γ d(t 1 , t 2 ) 3, respectively, (u k , v k ) is the center of the kernel k. β and γ are scale factors and their values depend on the blur scale.
There is a fairly small time delay σ (t) between the moment when the user presses the camera shutter and the actual time when the camera captures the photo. During this time, the camera's motion can be assumed to be constant, it mainly from the movement of the finger when the screen is pressed, and the effect of the motion is similar to the out-of-focus blur. Gaussian fuzzy kernel k c can be used to model this blurring effect. The k c center is located at (u k , u k ) with variance δ = 2.0 or 3.0 along both axes, respectively, for small and medium to large blur. Combining k c and k r , we can get psf k:
where f x , f y and the correspondence of the sensor axes to the camera axes need to be determined, we use the method of [34] , which uses a set of consecutive photos to verify our system. Assume that each photo has a small constant motion, the average orientation ( (t 1 ) + (t 2 )) 2 before and after the capture is used as the orientation of the photo. Match points are detected from adjacent photos based on SURF features and RANSAC matching. The set of points matching M = u i , u i , v j , v j can be used as ground truth to formulate an optimization problem for calibration:
min
2) NON-LINEAR DEBLURRING SYSTEM
The non-linear deblur system [3] consists of two parts. Np which estimates pixel region of the picture moving and Ep which estimates the edge pixel. Np is mainly used to calculate the degree of blur and determine how many pixel areas the target occupies in the image. Np is defined as:
where O(X , Y ) represents each pixel of the original blurred image, Q is the blur level of the picture, and A is the intensity of the background. The second part is the Ep that performs edge detection on the target in the image where the edge pixels whose background image and target image are unequal in color. Roberts operator searches for edge pixels by continuously calculating local pixel differentials, which is used to estimate Ep: The detection operator template is shown in Figure 3 . Using two numbers of diagonal lines to convolution the pixel to get the (24) . The non-linear deblurring system function S(x, y) consists of N p and E p :
The non-linear deblurring system takes the point spread function as a boundary limit, which is mapped to the blurred picture taken by mobile phone directly could do deblurring process.
3) WEINER-HOFF OPTIMIZATION
In order to achieve a better deblurring effect, we have optimized the system. First, the blurred image is denoised using median filtering. The basic idea of the algorithm is to replace the pixels of the blurred image with the intermediate points of the points in the neighborhood. The optimization of the median filter is defined as:
O(x, y) is the pixel of the blurred picture, W is the denoising window, and Replace is the replacement algorithm. For each pixel value of a blurred picture, it is replaced with the intermediate value of each point in its neighborhood. The processed picture can be recorded as: Mean square error J before and after image processing can be written as:
Scan all the processed clear photos so that the average variance J of O(x, y) and the original blurred image O(x,y) satisfies the Wiener-Hoff equation, that is J satisfies the minimum value of the mean square error function, our system achieves optimal performance. The derivative of formula (28) is the following:
The right side of formula (29) is the discrete equation of Wiener-Hoff. We set the discrete equation is zero:
By considering the (23), (24) , (25) and (30) , the minimum mean square error J will satisfy:
where Q is the equilibrium factor in this intensity of the background. V is horizontal relative velocity between the camera of mobile phone and target. The SID system will be globally optimized when the mean square error satisfies this condition.
V. IMPLEMENTATION AND EVALUATION
It is very important to preprocess the blurred image taken by the mobile phone. It can eliminate the hardware noise of the mobile phone sensor when taking pictures, and preserve the original picture features of the photo, thereby improving the performance of the SID system. We first do a benchmark experiment to verify the performance of our P-M nonlinear diffusion model for preprocessing the image.
A. PERFORMANCE OF P-M NONLINEAR DIFFUSION MODEL
In order to verify the validity of the p-m nonlinear diffusion model, we use median filtering, Gaussian filtering, wavelet denoising and p-m nonlinear diffusion model to preprocess the original image with hardware noise. Figure 4 shows the results of their processing. The comparison between the above pictures shows that 2D Wiener filtering and Mean filtering are not effective, the Gaussian denoising and blurring edge, while the P-M model can not only remove the noise but also retain the edge and texture details well. So the pretreatment effect of the p-m nonlinear diffusion model is very good.
B. PERFORMANCE OF BLURRED IMAGE DETERMINATION ALGORITHM
Before deblurring the image, we need to judge whether the input image is fuzzy and whether it is a motion blur picture, which not only improves the efficiency of the system, but also avoids damage to the original high quality image.
In the experiment, we tested the performance of our image deblurring judgment algorithm with 300 pictures of different blur categories, and the blurred image refers to other types of blurred images that do not include a motion blurred image. Image recognition results are shown in the table 1, the recognition accuracy of the blurred image is 87%, and the correct recognition accuracy of the motion blurred image is 84%, indicating that our image determination algorithm can correctly identify blurred images in most cases.
C. PERFORMANCE OF WEINER-HOFF OPTIMIZATION
In order to achieve better deblurring effect, we designed a Wiener-Hoff optimization module to optimize the output image of the nonlinear deblurring system. In the experiment, we analyzed the gray levels before and after the optimization of 400 different fuzzy images. The experimental results are shown in FIGURE 6. The green line indicates the gray distribution of the image before optimization, and the red line indicates the gray distribution of the optimized image. It can be seen that the optimized image gray distribution is more stable and uniform, indicating that the image is more clear after optimization, because the higher the sharpness, the more uniform the gray distribution, and the image pixels occupy more possible gray levels.
D. PERFORMANCE OF SID IN DIFFERENT SCENARIOS
We deployed our system experiments on Android phones. We take pictures of the target of interest in the still and moving scenes respectively, and then preprocess the image with the P-M pre-processing model. The pre-processed photos are then deblurred by the SID system. In the experiment, we first select a cup on the table as the target object, let the user capture the target during the walking process, which is equivalent to deploy an experimental scene with micro-vibration of the arm. In this process, the micro-vibration of the arm will inevitably lead to the camera unstable. The captured photos are blurred at different levels depending on the level of hand shaking. Figure 5(a) shows the blurred image caused by the micro-jitter of the arm during the walking process. The image restoration effect after deblurring by our SID system is shown in Figure 5(b) . It can be seen from the visual effect that the contour of the cup is blurred due to the vibration of the user's arm, and the processed picture becomes more clear.
When the user captures a fast moving target of interest, a blurred image with a more severe degree of jitter is captured, as shown in Figure 5(c) , and the image processed by the system is as shown in Figure 5(d) . Obviously, the image after processing has a better visual effect, indicating that our system has a good performance. In addition, for low-quality images of non-motion blur types (such as blurred images caused by virtual focus and lighting problems), we have also experimented accordingly. The images before and after the SID system processing are shown in Figure 5 (e) to Figure 5(h) , and the image after processing is much clearer than before. A group simple experiment in four different scenarios verifies that the SID system has a significant deblurring effect from a visual perspective.
E. SYSTEM PERFORMANCE INDICATORS
Common indicators of image clarity include image grayscale, light distribution, spectrum, etc. In order to better verify the image recovery performance of SID system, we analyze the related indexes before and after image processing in different experimental scenes.
1) GRAY LEVEL OF THE IMAGE
The sharper the image, the more uniform and stable the gray scale distribution, since the image pixels occupy all possible gray levels. Figure 7(a) shows the gray level distribution curve before and after the slight blurred image processing. It can be seen that the gray scale distribution of the image after processing by the system is more stable. The image has high contrast and variable gray tone, and more clearer. Figure 7(b) shows the gray distribution curve before and after the image processing with high ambiguity captured by the user in a fast moving scene. It can be seen that the gray distribution of the processed image is more stable, indicating that the processed image quality is higher than before. Which also reflects the effectiveness of the deblurring system.
2) THE LIGHT DISTRIBUTION OF THE IMAGE
For fuzzy pictures, the light distribution is relatively uniform and the parameter curve is relatively stable. With the processed image, the target contour has a sharpening effect, and the light distribution has obvious peaks at the edge of the target contour. The results of the light distribution before and after the image processing of the above two different degrees of blur are as shown in Figure 8 (a) and Figure 8 (b), in which there is a portion where the light is coincident before and after the processing, and by the search of the pixel points, the coincident portion is the picture. The background light is not the main target of the picture, and the bright curve has obvious changes at the edge of the target contour, which should be presented after the picture is sharpened. It is confirmed once again that the SID system has certain feasibility and superiority in the image deblurring problem.
3) SPECTRAL ANALYSIS OF IMAGES
The clearer the picture, the more detailed information it contains, and the more high frequency components it contains in the spectrogram. Therefore, in order to detect the deblurring effect of the system, We do spectrum analysis [20] for pictures before and after processing in different experimental scenarios, and the results are shown in the Figure 9 . It can be seen that the white point with the high frequency component as the center point in Figure 9 (a) covers a small range, while the white point coverage in 9(b) is wider, indicating that the detailed information content of the image after processing is more than the before. The picture is clearer before processing. 
4) SYSTEM PROCESSING DELAY
Our deblurring system is implemented on mobile terminals, and the computational delay must also be taken care of. Compared with the traditional mobile phone to obtain pictures and then use a dedicated image processor to complete the deblurring process, the system has a certain timeliness and convenience. We deployed experiments on Android smart phones, and processed 100 images of different sizes and different degrees of blur in the four scenarios, and analyzed the delay. The overall latency of the SID system averaged 6 to 7 seconds. Figure 10(a) shows the distribution of image processing delays at different degrees of blur. The yellow dotted line indicates the delay curve of the severely dithered picture, and the red line indicates the fuzzy picture processing delay distribution of the micro-vibration. It can be seen that the performance of the SID system is relatively consistent regardless of the slightly blurred picture or the severely blurred picture, and the SID delay performance does not change significantly with the size of the picture, and has strong robustness.
We also compare the processing delays of traditional methods. The most commonly used blind recovery algorithms typically require 5 to 12 times of iterative calculations to calculate the point spread function, with an average processing delay of between 9 and 10 seconds. Figure 10 shows the average delay distribution for traditional methods and SID systems. Processing latency of the SID system is reduced by approximately 3 seconds, and the latency performance does not vary significantly depending on the picture size. Compared to traditional methods, SID systems have less processing delay and are more suitable for mobile devices.
VI. RELATED WORK A. TRADITIONAL IMAGE DEBLURRING METHODS
Image deblurring is a process of deconvolution. The RL deconvolution restoration algorithm [22] which assumes that the blurred image is an iterative algorithm affected by poisson distribution. It obtains the most likely estimate of the clear image by the maximum likelihood method. However, the RL algorithm has the disadvantages of noise amplification and ringing effects. In response to the shortcomings of this algorithm, Lagendijk et al. [16] proposed a residual deconvolution method, which reduces the ringing effect, But the deblurring effect is not ideal when the noise is very large.
The inverse filtering method proposed by Tugnait [32] , which is the first image restoration algorithm to convert a blurred image from a spatial domain to a frequency domain. The algorithm is simple and the computational overhead is small. But the noise and ringing effects are still large, and the point spread function [29] is usually unknown, these shortcomings limit the use of the inverse filtering method on mobile devices. Due to the ringing effect of inverse filtering algorithm on image restoration, Wang et al. proposed an image smoothing method [33] , which use neighborhood mean method and the weighted average method to smooth spatial images to reduce the image noise. Wiener filtering [13] is a linear filter with the minimum mean square error as the optimal criterion, the image restoration effect is ideal when the frequency properties and noise of the image are known. Yang et al. used a two-dimensional Wiener filtering method [38] which make full use of images and their noise information. The performance is better when the image is affected by noise. These methods are either too computationally intensive or rely on other information to obtain a point spread function and cannot be used on mobile devices with limited resources.
B. IMAGE DEBLURRING METHODS BASED ON INERTIAL SENSOR MEASUREMENTS
Previous studies have shown that blurred images can be represented as integrals of all intermediate images captured by the camera along motion trajectories [37] , [42] . The motion of the camera can be modeled as in-plane translation and rotation [10] . Reference [30] proposed an intelligent deblurring system based on gyro reading synthesis of local fuzzy kernel.
Compared with the existing deblurring algorithm, the system has a good effect, but requires manual synchronization of the camera and the gyro sensor. Josh et al. [14] established a well-designed DSLR-based camera system, assuming that the inertial sensors are pre-calibrated and synchronized. However, due to drift problems with noise sensor reading, efficient image deblurring cannot be performed using a single sensor data.
Some works correct image sensor parameters using image priority or multiple images [14] , [23] . Most of the work assumes that the sensor data they record is reliable, or that this assumption is only slightly relaxed. However, smart phone inertial sensors do not provide high quality data for efficient image deblurring. Instead, our approach does not estimate the motion of the camera directly from a single sensor, as done in these previous techniques [14] , [30] . We use the orientation of the magnetometer/accelerometer as the long-term support information, the output of the gyroscope is only used for the orientation change of short time interval, and we use a set of consecutive photos to calibrate our system, the calibration process for each device is only required to be performed once.
VII. CONCLUSION
We proposed a sensor-assisted image deblurring system for mobile devices targeting at photos captured by hand-held smart phones. The camera motion information is obtained by fusing the output of the built-in sensor of the smart phone, and then estimating the PSF. The P-M nonlinear extended model removes the noise while retaining the image information well. The fuzzy image confirmation avoids the damage to the original clear image. The nonlinear deblurring improves the linear sensitivity of the system. Wiener Hoff optimization optimized the deblurring performance of the system. Experiments on Android mobile devices have shown that our approach is more efficient and robust than traditional algorithms in the prior art.
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