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1. Introduction 
1.1. The homoloyical approach to Sydler’s theorem 
In a nice paper on homology of flag complexes [8], DuPont proved that the 
theorem of Sydler [22,15], on completeness of the volume and Dehn invariants, for 
scissors congruences of polyhedra in Euclidean three-space, is actually equivalent to 
the following purely algebraic fact (see also [4]): 
Hl(S0(3, R), R3) = Qk, 
&(S0(3, R), R3) = 0. 
(I) 
In these formulae, homology means homology of Lie groups considered as discrete 
groups, and the action of the classical orthogonal group S0(3,R) on R3 is the usual 
geometric one. Furthermore, Szk is the R-vector space of absolute Kahler differentials. 
* E-mail: cathe@math.unice.fr. 
’ Another direct proof of this homological result is due to Dupont and Sah. 
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In an attempt to find a direct algebraic approach to (1) I proved in a paper [6], 
inspired by some other work of DuPont and Sah [lo], that for any algebraically closed 
field k of characteristic zero 
Hi(W2,k),s42,k)) = a:, 
Hz(SL(2, k), s/(2, k)) = 0. 
(2) 
Here, the action of SL(2, k) in .s1(2, k) is the adjoint action. But at the time, I was 
unable to reduce (1) to (2), specialized at k = C, which was my original motivation. 
Since that paper, Elbaz-Vincent has given in his thesis [ 12, 131 an algebraic K- 
theoretical proof of (2) based on previous work of mine, on I.-operations in algebraic 
K-theory and cyclic homology [7]. 
Meanwhile, DuPont and Sah [ 111 were able to give a direct algebraic proof of (I ) 
using, intricately, the magic of quaternions. 
One should remark that the simplified proof by Jessen [15] of the Sydler’s theorem, 
the proof of (1) by DuPont and Sah [1 11, as well as the two different proofs of (2) in [6] 
and [12], ultimately use, in a more or less disguised form, the fact that one component 
of a certain Hochschild homology group of C, considered as a Q-algebra, is zero: in 
fact, the negative part, for the dihedral involution, of the Hochschild homology group 
&(C,C) (see also the comments in [5,7]). 
1.2. Main result 
As for the content of this paper, we prove that slight generalizations of results of 
Sah in [20], and Biikstedt et al., in a recent paper [2], combined with (2), actually 
give a new proof of (1). In fact, we prove the following result, similar to Corollary 
1.0.1 of [2]. 
Theorem 1. Let ( )+ he the + 1 -eigenspace for complex conjugation. Then the natural 
map between homoiogJJ groups of‘ Lie groups considered as discrete groups, with 
coefficients in adjoint representations 
fM~~(2),s42))+fMw2,C),s~(2,C))+, 
is bijective for n = 0, 1, and injective for n = 2. 
The reduction of (I ) to (2) is then straightforward: from Theorem 1 and (2) we have 
HI(SU(2),42)) = &> 
H~(SU(2),SU(2)) = 0. 
Using the known fact that the adjoint action of S0(3,R) is isomorphic to its geometric 
action on R3, and applying the Hochschild-Serre spectral sequence of the extension 
1 +{~tl}+SU(2)~.!?0(3,R)+ 1, 
give the result. 
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Now, a word about the plan. The leading idea is that many facts on the homology 
of Lie groups, considered as discrete groups, have natural extensions to the so-called 
tangent groups. We consider these tangent groups in the next section from different 
points of view. We will derive Theorem 1 from a result on the homology of tangent 
groups. To this effect we extend results of BGkstedt et al., [2], in Section 5. As a 
preliminary result, we need a generalization to tangent groups of the stability theorem 
of Sah [20], this is performed in Section 4. Section 3 is devoted to some necessary 
considerations on geometric algebra over rings of dual numbers. 
The paper is conceived as an appendix to [20] and [2]: some acquaintance with these 
two papers is assumed from the reader. 
2. Tangent groups 
2.1. Tangent groups in the d#erential setting 
Let TG be the tangent bundle to a Lie group G (Lie group means always real Lie 
group), the differential T$ of the Lie group law: C$ : G x G + G makes TG a Lie group. 
This group TG is called the tangent group of G. It is isomorphic to the semidirect 
product of G by its Lie algebra g, for the adjoint action of G. Let us sketch this fact. 
Denote as usual by L, and Rx the differentials of the left and right translations by X, 
if g is taken to be the tangent space at e, the adjoint action is Ad, = L, o R,-I The 
group law on TG is given by T&u, w) = R,(u) + L,(w), for u and w tangent vectors, 
respectively, at x and y. Identifying G x g with TG by the map (~,a)- R,(u), this 
group law readily becomes (x, a)(y, b) = (xy, R (xv,-~(Ry(l;,(a))+L(R,(b))))=(x~,o+ 
Ad,(b)), which is the expression for the previous semidirect product. As an example, 
the group of direct motions of Euclidean three-space is isomorphic to the tangent group 
TSO(3, R). 
Tangent groups have been systematically considered in differential geometry: see, 
e.g. [23]. 
A useful observation is that, above any differentiable action of a Lie group G, on a 
differentiable manifold X, there is the action of the tangent group TG on the tangent 
bundle TX, induced by differentiation. We note the following simple properties of this 
action: if the action of G on X is transitive, the same is true for the action of TG on 
TX. If H is a closed Lie subgroup of G, TH is a closed Lie subgroup of TG, and the 
homogeneous space TGITH is identifiable with T(G/H). Moreover, TH is an invariant 
subgroup, if H is one. 
Henceforth, the projection map of any tangent fiber bundle is denoted by 7~. 
2.2. Tangent groups in the algebraic setting 
In fact, we will have to deal with groups of real points of certain linear algebraic 
groups, defined over Z: we consider such linear groups as functors on commutative 
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rings. For example, SL,, O,, etc. If G is such a group, the tangent group X(R) to the 
Lie group of real points G(R) of G is isomorphic to the group G(R[s]) of R[s]-points 
of G, where R[E] is the ring of dual numbers, and the projection n:G(R[s]) -G(R) 
corresponds to the map R[E] AR, EHO (see, e.g., [3, AG 16.21). 
Similarly, if the algebraic group G acts algebraically, on the algebraic variety X 
defined over Z, then we get a functorial action of G(R) on X(R), for R any com- 
mutative ring, so that the tangent group TG(R) acts on the tangent fibre bundle 
TX(R)=X(R[s]), compatibly with the natural action of C(R) on X(R). 
We will find that calculations with dual numbers will be very useful. 
We now address the basic examples. 
2.3. Tangent groups to unitary groups 
Let F be one of the classical division algebras R, C,H, considered as an algebra 
with involution as in [20], and let F P-4 be the right F-vector space FJ’+q equipped with 
the hermitian form (u, v)~,~ =f u*I,,u, of signature (p,q), where I,, is the diagonal 
matrix (-l,..., -l,l,..., 1) and ( )* is the induced involution on matrices. 
-- 
As usual, tie associaied group of isometries is denoted by U( p, q, F). It can be seen 
as the group of real points of a certain algebraic group, defined over Z. When p = 0, we 
will write this group more simply as U(q,F), and Fq will denote the related hermitian 
space. For F=R, we use the notations O(n) when (p,q) = (O,n), and O(l,n) when 
(p,q)=(l,n). 
We consider the “pseudospheres” S*(p, q, F) = {U E FP,q: (u, u)~,~ = *l}. Our main 
objects of interest are the Euclidean n-sphere S(Rn+‘) = S+(O,n + l,R), the spheres 
S(Fn+‘) = S+(O,n + 1,F) and the classical hyperbolic n-space X’, a model of which 
is given by the connected component in the half-space x0 >O of S-( 1, n, R), where: 
xi, 0 5 i < n, are the canonical coordinates. We recall that the group of isometries of 
ST”, which is the kernel of the spinor norm, identifies to the subgroup U’( 1,n) of 
O( 1, n) of elements leaving SP invariant. 
To get a simple description of the action of the tangent group TU(p,q,F), on the 
tangent fibre bundle TS*(p,q,F) to S*(p,q,F), we introduce rings of dual numbers 
over F: for any ring with involution R, the ring of dual numbers R[E] is the ring, 
with involution, obtained from R by adjoining a central element E, such that s2 = 0 
and E* = E. If H is an F-hermitian space, the right F[c]-module H @F F[E], equipped 
with the natural F[s]-extended form, is called the extended hermitian space of H. 
We use indifferently the notations TFJ’,q or F[a]PJ, for the extended hermitian space 
FP+q @F F[E] Y? F[s]P+q, the extended form being also written ( , )p,4. 
One can see the corresponding unitary group U(p,q, F[s]), that is the linear isom- 
etry group of F[s]P,q, as the tangent group TU(p, q, F), and S*(p, q, F[e]) as the tan- 
gent bundle TS*(p, q,F). Actually, S*(p, q,F[c]) coincides with the set of elements 
u1 + su2, ul, u2 EFP+~, such that (ui,u~)~,~ = fl and (~i,u2)~,~ + (~2, UI)~,~ = 0. In the 
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particular case F = R, the form ( , )p,4 is symmetric and the condition translates to 
U, E S*(p, q, R) and ~1 and u2 are orthogonal. Furthermore, the action of TU(p, q, F) 
on TS*( p,q,F) identifies to the one induced by the linear action of U( p, q, F[E]) on 
F[E]P,Y. 
2.4. Homology of tungent groups 
We are mainly interested in the homology of Lie groups considered as discrete 
groups. Since the Lie algebra of a Lie group G is an R-vector space, the Hochschild- 
Serre spectral sequence of the semi-direct product extension 
Q+g+TG+G--tO, 
is classically known to collapse, this gives the following homology result, where the 
Lie groups are considered as discrete groups (see, e.g. [ 11, Lemma 2.11). 
Proposition 1. For any Lie group G, there is u canonical spectral decomposition 
H,,(TG,Z)= fl Hi (G&g) > 
i+j=n 
where the cot$ficients, in the right-side expression, ure tuken with the adjoint uction. 
Of particular interest for what follows, are the two components H,(G, Z) and 
H,- I (G, g) of the homology group H,( TG, Z). 
3. Geometric algebra over dual numbers 
Crucial arguments in the papers [20,2] relies on geometric algebra and in particular, 
on the Witt extension theorem. It has been known for some time that the classical book 
of Artin [l], on geometric algebra, can be generalized to the setting of free modules 
over commutative local rings (see [IS]). For this, the proper geometric analogue of 
a subvector space is not a submodule, but something more restrictive called a sub- 
space. Namely, if A is a commutative local ring, a subspace of A” is a direct factor: 
actually any such subspace is free, because projective modules over local rings are 
free. 
In fact, one can as well study geometric algebra over noncommutative local rings: 
this contains as a particular case dual numbers over division rings. For this we refer 
to [ 161; see also [ 171 as a good reference for noncommutative local rings. * 
For our purposes we need only to consider geometry on rings of dual numbers over 
division rings. In the next subsections we address the necessary results. 
*For other papers using geometric algebra in the study of homology of general linear groups over rings: 
see, e.g. [12-14, 191. 
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3.1. What is a subspace in the case of dual numbers over division rings? 
The next proposition sums up different possible definitions of a subspace, in the 
case of a right free module over the ring of dual numbers A =F[c], for F any division 
ring. 
Proposition 2. An A-submodule M of A” is called a subspace if it satisfies the fol- 







M is a free submodule. 
There is an F-basis of M of the form VI,. . . , v,., VI E, . . . , VIE. 
M has an F-form, i.e. there exists an F-subvector space H of M, such that 
the natural morphism of right A-modules H @F A ---f M is an isomorphism. 
There exists VI,. . . , v,. spanning M, such that Z(Q), . . ,n(v,) is free in F”, 
where rt is the F-linear map A” + F”, E H 0. 
M is a direct factor. 
There exists f, in the linear group GL(n,A), such that f(M) is equal to A’ x 0 
in A”. 
Observe that all these properties, except (2) and (3) make sense and are equivalent 
for A a noncommutative local ring with 71: A + F, the quotient map to the residue 
division ring. The proof is easy. 
We note that any free part of An can be extended to a basis and that {VI,. . , v,} is 
free, if and only if {$vt ),... ,x(v~)} is free in F”. 
3.2. Hermitian spaces over dual numbers 
A subspace M of F[a]J’J, in the sense of the previous subsection, is said to be 
nondegenerate if the matrix in any basis of the restriction to M of the form ( , )p,4 is 
invertible. 






Its orthogonal is a subspace. 
There exists an F-hermitian subspace H of M, such that the natural morphism 
of right F[s]-modules : H @F F[E] + M, is an isometry, where H & F[e] is the 
extended hermitian space. 
There exists a basis of M, in which the hermitian form has matrix (, 1,. ,’ , - !, 
1,. . ., 1). The signature (r,s) is a well-dehned invariant and it coincide; with 
the”signature of z(M). 
There exists f, in the tangent group TU(p,q,F), such that f(M) is equal to 
TF’,“, canonically embedded in TFJ’,q. 
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One can start from the existence of orthogonal basis (see, e.g. [ 161) and use the 
fact that for any x E R[E]: x or -x has a square root. This leads to part (4) of the 
proposition. For the rest of the proof we refer to [ 18, 161. 
Next, we have the following variant of a classical theorem of Witt. 
Proposition 4. (1) Assume U, V and W are extended hermitian spaces. If U CB V and 
U 3 W are isometric, then V and W are isometric. 
(2) Let vi and w’i, i = 1,. . . , r be two conjgurations in F[e]P39 spanning nondegener- 
ate subspaces V and W, tf rank V = rank W and (vi, vi) = (wi, wj) 1 < i, j < r, there 
is an isometry f from V onto W such that f(vi)=wi. 
(3) If f : V + W is an isometry between two nondegenerate subspaces of F[E]P.~, 
then f extends to an isometry g of F[E]J’,~. If V + W is a nondegenerate subspace, 
6~ can be assumed to be the identity on the orthogonal complement. 
The basic fact is that the Witt cancellation theorem (first part of the proposition) is 
true in our situation see [16, p. 1001, for a more general form. 
We also point out here 
Proposition 5. For a nondegenerate subspace M, of signature (1, j) in R[E]‘,~ = TR’,“, 
there is an element f E TO’( 1,n) such that f(M) is equal to TR’xj. canonically 
embedded in TR”“. 
Such an f exists in TO( 1, n) by Proposition 3, and f or -f is in TO’( 1, n), because 
of the canonical isomorphism 0( 1, n) ” O’( 1, n) x {*I,,+, }. 
4. Stability results for the homology of tangent groups to unitary groups 
4.1. A result of Sah revisited 
Henceforth, we write U( p, q) for U(p, q, F) and U(q) for U(O,q). We have the 
following generalization of a theorem proved in Sah ([20, Theorem 3.81) for unitary 
groups. 
Theorem 2. Fix p > 0, the map Hi(TU(p, q), Z) + H;(TU(p, q + 1 ), Z), induced by 
the inclusion TU(p, q) + TU( p, q + 1 ), is surjective for q > i and injective for q > i. 
Applying the spectral functorial decomposition of Proposition 1 gives the equiv- 
alent formulation: the natural maps Hi( U( p, q), /$ u( p, q)) -+ Hi( U( p, q + 1 ), & 
u( p, q + 1)) are surjective for q 2 i + j and bijective for q > i + ,j. 
In particular, we obtain a stability result for homology with coefficients in the 
adjoint representation. 
The main point, in the proof of Theorem 2, is to single out appropriate analogues 
of the geometric complexes used by Sah in [20]. Then the proof proceeds as in [20], 
by using the results of Section 3. 
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4.2. Proof oj’ the “compact” cuse 
We first address the particular case p = 0 of Theorem 2: this is the generalization 
of Theorem 1 .l of [20] of which we will follow the main arguments. We will work 
in the tangent fiber bundle TFq+’ to the positive Hermitian space Fq+‘, viewed as the 
free F[c]-module F[E]~+’ 
4.2.1. Complexes of conjiyurations of tangent vectors to the spheres 
Recall that in Sah’s paper, the main tool is a normalized complex (C*(q),d), where 
a t-cell is a (t + I)-tuple (~0,. ,u,) of points on the sphere S(Fq+‘), normalized in 
the sense that this cell is 0 if two consecutive points coincide. 
In our situation the sphere is replaced by its tangent fiber bundle. So we define 
a complex (rC*(q),d) as follows. Let a good normalized t-cell be a (t + 1)-tuple 
(~0,. . , vt) of tangent vectors to the sphere S(Fq+’ ), with the convention that the cell 
is 0, if V; = Vi+1 for some i and satisfying, moreover, the geometric algebra restric- 
tion: each face (vi,, . . , v,,) spans a subspace of F[E]~+‘, in the sense of Section 3. 
Then we define TC,(q) as the free Z-module based on the good normalized cells. Re- 
taining only good cells enables one to use geometric arguments and is a crucial fact 
for what follows. 3 The differential in this complex is given by the standard formula 
d(no,. . . > V,)= ~~~o(~l)‘(UO ,..., bi ,,.., Vr). 
The complex (TC*(q), d) is obviously a complex of TU(q + 1)-modules. Because 
of the particular assumption on the cells, the fact that it is acyclic, with augmentation 
Z, requires a few words. Let w = Ci (vi,. . . , vf ) be a t-cycle and consider the finite 
collection (E/)1 of the subspaces of F[c]~+’ spanned by the different j-faces of cells in 
co, 0 <,j < t, which are proper or, that is the same, such that n(El) is proper in FY+‘. 
Since F is infinite, it is well known that there exists a vector u in S(Fq+‘) outside 
UI n(El). We consider such an U, as a null tangent vector in TS(Fq+‘), by the zero 
section. Then, by Proposition 2, (u, vi,. . . , vi) is a good cell for each i, and LU appears 
as the boundary of the (t + 1 )-chain Cj (u, vi,, . . . , t$). 
4.2.2. A spectral sequence 
One of the two spectral sequences stemming from the double complex C*(TU(q + 
1 ))@ZTU(q+l) TC*(q), where C*(TU(q+ 1)) is the standard bar resolution of Z by free 
TU(q + 1 )-modules, reads 
'IE,l.j =fljtTU(q + l )>TCi(q)) * H,+,(j”u(q + l>3 z). 
(We adopt the usual conventions on indices.) The proof of the theorem proceeds by 
studying this spectral sequence and we now recall briefly the main steps of the proof 
of Sah, in our wider context. 
Step 1: “ “EA,j ” Hj( TU(q), Z), j > 0.” 
3 See [ 14, 131 for similar situations. 
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By Proposition 2, the group TU(q + 1) acts transitively on Z’S(q + 1) and the stability 
subgroup of a cell of rank 1 + 1 is conjugate in TU(q + 1) to Z’U(q - I). The property 
is then a consequence of Eckmann-Schapiro’s lemma. 
Step 2: “ “di,j = 0 and “Ei,j = “EA,j, j > 0”. 
Eckmann-Schapiro’s Lemma shows that an element of “Ei,j can be represented by 
an integral sum of terms c @ (~0, ut ), with o = (us, u] ) a good l-cell and c a j-cycle 
related to a class in Hj(G,,), where G,, is the stabilizer of w in TU(q + 1). With these 
notations: d’(c @ (~,ul))=c @3 ~1 - c @ 00. Witt’s theorem, in our context, gives an 
element of TU(q + 1) which centralizes G, and exchange us and ~1. By classical facts 
in homology of groups, this shows that I’d!,, = 0. 
The complex T&(q) is filtered by the rank, i.e. by the subcomplexes 4,O 5 I < q, 
where a cell belongs to R if and only if its vertices span a subspace of rank 5 I+ 1. 
This induces a filtration (9/)1 on the complex “Ek,j and leads to the next step. 
step 3: “60 = “E;,o is (q - 1 )-acyclic for q > 0”. 
The (q - I)-acyclicity is based on the orthogonal join construction. One remarks that, 
by Proposition 2, any good t-cell of rank <q is congruent, under the action of TU(q + 
1) to a cell in {e~}~ = Ci>o eiF[&], where (ei) is the canonical basis. If (us,. . , c,) _ 
is a good t-cell, in this subspace, then (eo,vo,. . . ,ot) is yet a good cell. Now, any 
cycle c in “Ek.O, of rank 5 q, is covariant to a cycle in {eo}l. Applying Witt’s 
Theorem, in our context, proves that such a cycle is the boundary of its orthogonal join 
with eo. 
Step 4: “6’ = “E& is q-acyclic for q>o”. 
One has to show that H,(q’/$‘, ) = 0. This is a consequence of the circumcenter 
construction of [20], generalized to a free cell (~0,. . . , uq) in TS(Fq+’ ). Let us justify 
the validity of this construction for such a cell. Note that (Uj - UO), ,j >0 span a 
subspace of rank q in F[c]q+’ by Proposition 2, since the vectors n(uj - vu), j>O 
are independent in F q+’ Consider any generator z of the orthogonal complement. . 
Such a z can be normalized, because (z,z) is an invertible element in F[E], since 
rc(z) is not zero in Fq+’ . Now (z, uj) = Y + ES is a nonzero constant in F[e], and if 
we require Y to be a positive real number there is a unique choice for z. This z 
is the circumcenter of the cell (~0,. . . , uq). Actually, it is obviously characterized by 
the fact that X(Z) is the circumcenter of the cell (n(uo), . . . , 7c(uq)) considered in Sah. 
Observe that (z, ~0,. . , uq) is a good cell. Then looking at the boundary of (z, ~0,. . , cq) 
shows that the class of (~0,. . . , uq) in Hq(90q/Foq-’ ) is represented by an integral linear 
combination of cells of the type (u, WI,. , w,), with (u, w,) independent of j. To prove 
that Hq($‘lc%!, ) = 0, one is reduced, by continuing this process, to consider only free 
cells of the type 
(c’o,..., u~__~,u’I,w~) with (ui,wl) = (u,,wz). 
Let uq_t, the circumcenter of WI, ~2, Proposition 4 shows that the two cells (co,. , L’~-~, 
~~-1, WI) and (us,. . ,uq_2, u~__I,w~) are congruent under the action of TU(q+ 1). This 
implies that, in %‘/$!, , (~0,. . , ~~-2, WI, ~2) is the boundary of f(uo, . . . , ~‘~-2, cq_ ,, 
WI 3 w2 ). 
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Step 5: “ “EL,j is (q - j)-acyclic with augmentation H,( W(q), Z), for 0 <j 5 q”. 
The first point is that this property of the spectral sequence implies the compact 
case of the theorem. Now to prove this last step, one proceeds by induction on 
q, assuming the theorem itself proved up to q - 1. By using Propositions 2 and 
4, Sah’s proof can be reproduced: just recall the main points. From Steps 2 and 
4, we have just to consider Step 5 for 1 5 j 5 q - 1. For such a j, one can 
replace “Ei,j by the complex qLj. Arguments using Eckmann-Schapiro’s lemma, 
Proposition 4 and the induction hypothesis show that there is an exact sequence of 
complexes 
where A(j) is the kernel of the stabilization map : Hj( TU( j), Z) -+ Hj( ?V(j + 1 ), Z). 
The related long exact homology sequence both with Step 4 prove that qLj is (q-j)- 
acyclic. This achieves the proof of the theorem in the compact case. 
4.3. Comments on the general case 
To prove Theorem 2, in general, one is led to consider other normalized complexes 
rC$(p, q), where ‘c;‘(p, q) is based on good normalized cells (~0,. . , Q), with vertices 
in the tangent fiber bundle 2X+( p, q) to the “pseudosphere” S+( p, q): a cell is good if 
the sub-F[s]-module in F[a]PJ, spanned by any face, is a nondegenerate subspace as 
in Section 3. The differential is as usual. This complex is acyclic with augmentation Z. 
In fact, let o = Ci(u&. , of) be a t-cycle and consider as before the finite collection 
(EI)~ of all proper subspaces spanned by the different faces of cells in o, by the 
Zariski-type arguments of [20] (3,4) and Proposition 3, there is a vector u in S+(p,q) 
outside UI n(El), such that (u,ud,. . . , vf) is a good cell for each i, and then o is the 
boundary of the (t + 1 )-chain Ci(u, L$, . . , u;). This complex is obviously a complex 
of TU( p, q)-modules. 
We define the signature of a cell as the signature of the subspace spanned by its 
vertices. Actually, we have seen in Proposition 3 that a nondegenerate subspace of 
F[c]P+q is an extended hermitian space. The signature (r,s) of a cell is then such that 
r < p and s 5 q and we can filter the complex TC$(p,q) by the first component of the 
signature of the cells. 
We note that the complex of coinvariants TC$(p, q) G%JTu(~,~) Z  is (q - I)-acyclic 
with augmentation Z: to prove this, one has to rework the proof in [20, p. 3291 
((0, q - 1) line 24 should read ( 1, q - 1)) which uses the circumcenter and orthogonal 
join constructions. 
Now the proof of Theorem 3.8 in Sah works as well in our situation, and pro- 
ceeds by induction on p, starting from the compact case and exploiting at each 
stage, the filtration of the complex TC,‘(p, q + I), by the first component of the 
signature. 
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4.4. A special case 
We point out here that the natural map 
H3(W3), z> + ff3(W4), z>, 
is an isomotphism. To prove this, one can adapt to tangent groups the arguments of 
Th.4.4.a) in [9], or more simply observe that the natural maps 
@(O(3), A;,,(3)) + Hi(O(J), Ai,,C4))9 i + j = 3, 
are isomorphisms. The case i = 3 is from [9, Th.4.41, i = 2 can be extracted from 
the proof of [8, Cor. 4.181, and the last too cases can be equally proved by using the 
special structure of Spin(4), the Kunneth formula and &(0(n), o(n)) = 0. 
5. Homology of tangent groups to O(n) and O’(1, n) 
In this section, we are basically interested in proving the following generalization to 
tangent groups of the main result of [2]. 
Theorem 3. The natural inclusion O(n) -+ O’( 1, n), induces an isomorphism Hi( TO(n), 
Z)+H,(TO’(l,n),Z), for i<n - 1, and an injection for i = n = 3. 
This will give us the following result which, combined with Proposition 1, implies 
our Theorem 1. 
Theorem 4. The natural map 
Hj( T%‘(2), Z) + Hi( TSL(2, C), Z)+, 
is hijective fbr i 5 2, and injective for i = 3. 
To prove Theorem 3, we extend the main arguments of loc.cit. Theorem 4.1.6, in 
particular, those involving “edgewise subdivision”. 
5.1. Complex of conJgurations of tangent vectors to the hyperbolic space 
We recall the definition of the generic complex C*(n) for the hyperbolic space X”“. 
A t-cell (UC,, . . . , ut) with vertices in SF” is generic, if each j-face, with j <n, spans a 
geodesic simplex of dimension j. If we think of X” as the connected component of 
S- (1, n, R), in the upper half-space of R’,q, we can translate this definition in terms of 
geometric algebra. Then the condition means that the subvector space of R’,q spanned 
by such a j-face, is nondegenerate with signature (1, j). By definition C,(n) is the free 
abelian group based on the generic t-cells and the differential is the standard one. 
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We introduce the analogous complex ‘G’*(n) for the tangent fiber bundle TX’“. 
The definition is in terms of geometric algebra. A t-cell (~0,. . . , u,), with vertices in 
TX” is said to be generic if each j-face, with j <II, spans a nondegenerate (as in 
Section 3) subspace of R[c]‘,q, of maximal rank. From the results of Section 2, a 
t-cell L’ = (2’0,. . , II,) in T,FP is generic if and only if the t-cell X(V) in ~6” is generic. 
Similar to the complexes considered in Section 4, ‘C*(n) is an acyclic complex of 
TO’( l,n)-modules. Furthermore, the projection 7~ of the tangent fiber bundle to XXn 
induces a natural morphism of complexes 71: TC*(n) ---f C*(n). 
In the next section we write ‘C’,(n) and C!+(n) for the larger complexes, obtained 
by forgetting generic conditions. 
5.2. Edyevvise subdivision 
Remind that edgewise subdivision, studied in loc.cit., is an operation reducing 
the size of simplices, motivated by the problem of existence of circumcenters in 
hyperbolic geometry, see the next section. Our first aim here is to get a commutative 
diagram 
where Sd is the edgewise subdivision morphism of loc.cit.: in other words, we want 
to lift Sd at the level of i%?“. For this we recall that Sd is defined as a compo- 
sition 
C*(n) 5 &(A?) ‘d,: S,(X”“) L C:(n). 
In this sequence, S*(X) is the singular complex of a topological space X. The mor- 
phism Sdx makes sense for any topological space X and is natural in X: this is the 
subdivision morphism of loc.cit. to which we refer for the precise definition. The mor- 
phism v is the obvious map sending a singular simplex to the cell in C!+(n) with the 
same vertices. And g is obtained from a good parametrization of cells (Definition 3.1.2 
in loc.cit.). 
So to lift Sd, we have just to raise properly the map g to a map ‘g : TC*(n) + 
S*( TX”). 
Recall some notations. Let dl = {x=(x~,. ..,x(): 0 5 x1 < .. < x, 5 1) in R’, 
A={s=(~,...,s~): Cisi=l ,O 5 si 5 1) in R’+‘, and h:,t+d, ,x-s, given by 
SO=X~, Si =Xi+I -xi for 1 5 i 5 t - 1 and sI = 1 - +. We write ( , ) for the form 
( , )I,~ on R[E]“+‘. For a cell v = (~0,. . . ,v,) in TX”, put U(S)= ~;.Y;u; E R[E]“+‘, 
where s=(so,..., st) E 4. We have in R[F]: (u(s), u(s)) = (x(u(s)), n(v(s))) + EC, with 
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(rr(v(s)), rr(u(s))) ~0. But an element a+ Eb E R[E] with a ~0, has a unique square root 
;( + afl such that r > 0, given by fi + i~b/,f a, and this square root is a unit. With 
this, the basic remark is that the formula, where s = h(x) 
used in loc.cit. to define the good parametrization of a cell in X0,, makes sense as well 
in R[E]“+’ for a cell in TX”, and affords a singular simplex in TX”, with vertices 
the a;, which is above the geodesic simplex (rc(vo),. . ,TC(V,)) in .X”, equipped with 
its good parametrization. That is: we have 7c o fU =frrco). 
Now, define TSd as the composition v0SdT.l~ no Tg. This composition takes its values 
in ‘C*(n), because we have a commutative diagram: 
K I 7l I 
Sd 
C*(n) - C:(n) 
and it is known that the target of Sd is C*(n). 
We are ready to justify the following extension of the basic Lemma 4.1.2 of loc.cit. 
Lemma 1. For any cycle w, of’degree t < n- 1, in the coinvariunt complex Z@,I,,,,,, 
‘C*(n), TSd(w) - w is u boundury. 
Comments on the proof: A crucial role in the proof of Lemma 4.1.2 is played 
by certain singular prisms attached to geodesic simplices of codimension >l in X”: 
namely, for such a simplex u and E >O small enough, one defines by using good 
parametrizations, a map yi : I x d’ + RG”, such that &(0,x) = f{,(x), satisfying certain 
properties. Now, the main point for making things work as in loccit. is, given a 
generic cell ~1 of degree < n - 1 in TZ”, lift properly the map .yt, with u = T(V), up 
to a good map g:i : I x A’ + TX”. Indeed, mimicking the formula in loccit. and using 
dual numbers, we simply pose g,2(y,x) = v/( dm), where 1’ = v(s) + ~j’( 0.. , 0. I ) 
and s = h(x) as before. 
The main point is that g:i satisfies the following properties: 
(1) Let ,f : X” + .Z” be an isometry leaving X+’ invariant. We can consider ,f’ as 
an element in TO’ (1, n) keeping T.G+?“~’ invariant. Then we have g;‘(t,, = .f 0 .(/;i. 
(2) For any topological simplex K which is part of the Eilenberg-Zilberg decom- 
position of the prism I x A’, t < n - 1, the image v o g::(K) is a generic cell. 
The first property is proved as in loc.cit. and the second one stems from Lemma 4. I. I 
there, because a cell in TX” is generic if and only if its projection by rr is. 
We observe also that w in the lemma can be represented by cells in T,&?-‘. Actually, 
a generic cell of degree < IZ - 1 is covariant to a cell in T.P-’ because it spans a 
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subspace of R[E]‘,~ of signature (l,j), with j < n - 1. Furthermore, by Proposition 5, 
such a subspace is transformed by an element of TO’( 1,~) into a subspace of R[c]‘%n-‘. 
With these remarks, we refer the reader to the technical proof of Lemma 4.1.2 in 
loc.cit., which can now be rewritten word by word to prove Lemma 1. 
5.3. Circumcenters in TF’ 
In hyperbolic geometry, one is faced with the technical problem of finding, for a 
simplex in Z-+Y, a circumcenter which is also in A?. Since such a circumcenter only 
exists for small and “round” simplices, and since edgewise subdivision reduces the size 
of simplices, we see from the results of loc.cit. that for any chain +VE C,(n), there is 
an integer m such that Sd”‘(w) is made of cells with circumcenters in 2”. 
We come to the problem of existence of circumcenters for cells in TP’. For a 
generic cell (~0,. , v,,), we define a circumcenter as a z E TX” such that (Q,z) is 
independent of i. The main observation is the following: if a cell v= (~0,. . . , v,) in 
TX’” is such that its projection X(V) has a circumcenter z’ in Xn, then v has a 
unique circumcenter z =z’ + EZ”, in the tangent space at z’ to R”. For this, just 
observe that z” E R”+l ought to satisfy the equations: (vk - v(,z”) = (z’, vi’ - v&‘) and 
(z’,z”) = 0, where vi = vi + EVA, and use the fact that the form ( , ) is nondegenerate 
(see also Section 4.2.2, Step 4). The question of circumcenters for a generic cell 
v = (vg,. . . ( vt), t < n, is settled by observing that such a cell is congruent, under the 
action of TO’( l,n), to a cell in a TX’. 
Thus, we see from the results of loccit. that for any chain w E ‘C*(n) there is an 
m such that ‘Sdm(w) is made of cells with circumcenters. 
This put together with Lemma 1 shows that 
Lemma 2. Any cycle w, of degree t < n - 1, in the coinvariant complex Z@TO~cl,nj 
TC*(n) is cobordant to a cycle made of cells with circumcenters in TSP. 
5.4. Sketch of proof of Theorem 3 
Consider now the spectral sequence 
“E:,, =4(T01(l,n),T Ci(n)) + H;+i(TO’(l,n),Z). 
The proof of Theorem 3 is based on the following. 
Lemma 3. The complex “E:,i is (n - i - I)-acyclic with augmentation fl(TO(n),Z). 
The fact that “E& is (n - I)-acyclic with augmentation Z is a consequence of 
Lemma 2 in the previous subsection, along the lines of the proof of Lemma 4.1.4 
in loccit. To complete the proof of Lemma 3, one then needs the stability result of 
Theorem 2 in the particular case of O(n). We refer to loc.cit. for the details. 
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From Lemma 3 we can prove as in lot. cit. that the inclusion O(n) + O’( 1,n) 
induces an isomorphism Hi( TO(n), Z) + Hi( TO’ (1, n), Z), i 5 n - 2. 
Now, improving this isomorphism to the range i < n - 1 requires the following 
stability result. 
Theorem 5. Let O’( 1, n) he the isometry group of hyperbolic n-space, the map H,( TO’ 
(l,q),Z)+Hi(TO’(l,q+ l),Z), induced by the inclusion TO’(l,q)--tTO’(l.q+ 1). 
is surjective ,for q 2 i and injective for q > i. 
This result comes from Theorem 2, specialized at F = R, since we have U( 1, q, R) = 
O(l,q) = O’U>d x Wq+lh and then TU(l,q,R)=TO(l,q)=TO’(l,q)x {%Zy+l}. 
The proof of Theorem 3 is then completed by considering the diagram 
4-I (TO(n), Z) - K-dTO’tW,Z). 
H,_l(TO(n + l),Z) L H,-l(TO’(l,n + 1 f,z), 
where the vertical isomorphisms stems from the stability results. 
As for the injectivity of the map Hx(TO(3),Z) + H3(T01(l,3),Z), it comes from 
the injectivity of the map H3(TO(3),Z) t Hj(TO’(l,3),Z) (see Section 4.4) by 
looking at the diagram 
Hs(TO(3),Z) - H3(TO’(1,3),Z) 
H3(TO(4),Z) : Hs(TO’(l,4),Z) 
In fact the map Hs( TO(3), Z) + Hj(TO’(l,3), Z) is probably bijective, but the 
arguments to be generalized from [9, Th. 4.41, would need more words. So as the 
surjectivity of this map is not needed for our final purpose (a new proof of Seedler’s 
theorem), we do not address this question here. 
5.5. Sketch of proof of Theorem 4 
We consider the groups Spin(n) and Spin’( 1,n). The involution (x0,x1,. ..x,,) k 
(x0, -XI 3.. . , -x,) induces an involutive automorphism Z on the tangent group T Spin’ 
(1, n) which is the identity on T Spin(n). We have 
Proposition 6. For n odd and i 5 n - 1, the inclusion Spin(n)+Spin’(l,n) gives u 
.split exact sequence 
O+H,(TSpin(n),Z)+Hi(TSpin’(l,n),Z)++B(+O. 
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where ( )f is the invariant subspace under the involution z” and B( has expo- 
nent 2. 
Furthermore the mup H3( T Spin(3), Z) 3 H3( T Spin’( 1,3), Z)+, is injective 
Theorem 4 is an easy byproduct of this proposition. In fact, the morphism 
Hi (T Spin(n), Z) + Hi (T Spin’( 1, n), Z)+ is compatible with the weight decomposition 
of Proposition 1. This gives short exact sequences 
O+H; ((Spin(n)),Kzspin(n))+HL (Spin’(l,n),/zspin(l,n))+ +B,,j+O, 
where B,,J has exponent 2. But since spin(n) and spin( 1, n) are Q-vector spaces, Bi,, = 0 
for j>O. Now, we have isomorphisms Spin1(l,3)ESL(2,C) and Spin(3) rSU(2,C) 
compatible with the natural morphisms and we know from loc.cit. that for n = 3, 
Bi,o = 0. This gives Theorem 4. 
Now to prove the proposition, we translate the proof of loc.cit. Corollary 5.1.3. 
Consider the groups L = { 1, t”}, Pin*(n) = Spin(n) x L and Pin*( 1, n), the semi-direct 
product of Spin’( 1,n) by L. The natural commutative diagram of exact sequences 
1 A {fl} A Pin*(n) ___f 0(n) - 1 
1 A {&l} A Pin*(l,n) - O’(l,n) A 1, 
induces the commutative diagram at 
1 - {&l} - TPin*(n) 
1 I 
1 - (il} - TPin*(l,n) 
the level of tangent groups 
- TO(n) - 1 
1 
- TO’(l,n) - 1. 
By a spectral sequence argument using Theorem 3, we get that the natural maps 
Hi(TPin*(n),Z)+H~(TPin*(l,n),Z), 
are isomorphisms for i < n - 1 and injective for i = n = 3. 
Then the result of the proposition stems from the inspection of the following com- 
mutative diagram involving the transfer Tr: 
Hi(T Spin(n), Z) A Hi(TSpin’(l,n),Z)+, 
Tr TI Tr Tl 
H,(T Pin*(n), Z) - Hi(TPin*(l,n),Z). 
Of course, other homological results, for Lie groups considered as discrete groups, 
appearing in connection with the study of Hilbert’s third Problem and scissors congru- 
ences, have natural extensions to tangent groups; see, e.g. [9, 20, 2 11. 
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