Abstract-In this paper, we present DPWeka, a differentially private prototype based on a widely used data mining software WEKA, for practical data analysis. DPWeka includes a suite of differential privacy preserving computation blocks which support a variety of data analysis tasks including test statistics calculation, regression analysis, and interactive exploratory data analysis. We illustrate the use of DPWeka on genome wide association studies that include privately selecting significant SNPs and running logistic regression based on various differential privacy mechanisms.
I. INTRODUCTION
Although differential privacy [1] provides strong privacy guarantees, there are only a few platforms for practical differentially private data analysis. For example, Privacy Integrated Queries (PINQ) [2] is a declarative programming language in which all written statements provide differential privacy for data querying. Airavat [3] is another privacypreserving platform which focuses on enforcing differential privacy on MapReduce computations. GUPT [4] enables data analysts to specify a desired output accuracy based on the sample and aggregate framework. However, the existing platforms enforce privacy at the programming level and support only a limited range of applications employing specific differential privacy mechanisms. In this work, we present DPWeka, a prototype to enforce differential privacy guarantees for various data mining and machine learning tasks based on WEKA [5] . We implement a suite of state of the art differential privacy preserving mechanisms (e.g., Laplace mechanism, exponential mechanism, and functional mechanism) for practical data analysis. Unlike the previous platforms, DPWeka makes privacy-preserving data analysis not only easy for privacy non-experts but also for nonprogrammers.
II. DPWEKA OVERVIEW
DPWeka is designed to provide differential privacy capabilities to WEKA. WEKA [5] is a machine learning toolkit developed in Java, and issued under the GNU General Public License. WEKA provides extensive support for comprehensive data mining process including preparing the input data using the data transformation and preprocessing components, analyzing the data using learning schemes, and visualizing datasets and results of the schemes. For each data mining task, WEKA provides an abstract class. Every algorithm inherits from its task specific abstract class and then implements the available abstract methods. Figure 1 shows the partial view of WEKA for classification and attribute selection. All the classification algorithms are available in weka.classifiers package. Further, the classification algorithms solved using different techniques are implemented in different sub-packages within the weka.classifiers package.
Since DPWeka is an extension, all its functions can be operated in WEKA workbench. DPWeka presents users with options to select the desired differentially private mechanisms, to control the privacy budget, and to adjust other model parameters. Moreover, it has facilities to compare the performances of multiple mechanisms simultaneously. Figure 2 shows the workflow to achieve differential privacy in data analysis of sensitive data by using DPWeka. Currently, DPWeka consists of two components: (1) PrivStats calculates test statistics values, such as p-values and χ 2 values, in a differentially private manner. (2) PrivClassifier performs privacy preserving classification, such as logistic regression, using different differential privacy mechanisms. Refer to [6] for details.
A. PrivStats
The PrivStats component is designed to calculate differentially private test statistics, which can be later used for attribute selection. Currently, we have implemented differentially private methods to evaluate the attributes based on the test statistics such as χ 2 values, p-values and odds ratio. PrivStats can be easily extended for other evaluation statistics. The PrivStats component contains the PrivateStatistics class, which inherits from WEKA's attribute evaluation classes (i.e., ASEvaluation, AttributeEvaluator and OptionHandler). PrivateStatistics presents options to calculate the test statistics using desired differentially private mechanisms. The PrivStats component contains algorithms to evaluate the attributes based on χ 2 and p-value statistics using the Laplace mechanism and the exponential mechanism. In the Laplace mechanism, the true test statistics value is perturbed by a random noise generated from a Laplace distribution. The relevant attributes are then selected based on the perturbed values. In the exponential mechanism, each attribute is first assigned a score, which quantifies its relevance dependent on the test statistics. A probability is then assigned to each attribute based on the scores. The desired number of relevant attributes are then selected based 
B. PrivClassifier
The PrivClassifier component is designed to perform differentially private classification. As an example, we have implemented two algorithms to perform differentially private logistic regression using different mechanisms. The FunctionalMechanism class implements the functional mechanism which ensures differential privacy by perturbing the approximated cost function [7] . The perturbed objective function is then optimized using WEKA's implementation of BFGS algorithm. The EMGeneticAlgorithm class employs the exponential mechanism to make the optimization process differentially private [8] . Both these classes inherit from WEKA's AbstractClassifier and OptionHandler classes.
III. DEMONSTRATION
To illustrate the use of DPWeka, we present how to protect the differential privacy on Genome Wide Association Studies (GWAS). First, we examine the genetic variation over the case and control groups to determine the single-nucleotide polymorphisms (SNPs) that occur more frequently in people with a particular trait/disease, by using the differentially private test statistic values. Then, we use the privately selected SNPs to build logistic regression to predict the presence/absence of the trait in an individual.
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