Abstract. We consider a two-level method for discretization and solution of the equilibrium Navier-Stokes equations. The method yields an L 2 and H 1 optimal velocity approximation and an L 2 optimal pressure approximation. The 2-level method involves solving one small, nonlinear coarse mesh system, one Oseen problem (hence linear with positive de nite symmetric part) on the ne mesh and one linear correction problem on the coarse mesh. The analysis of the method is complicated by the fact that the corrected approximation is not discretely divergence free on the ne mesh.
Introduction.
This paper considers the nite element approximation of the steady state Navier-Stokes equations, modelling the equilibrium ow of a viscous, incompressible uid: In (1.1), is a domain in R d ; d = 2 or 3; u : ! R d is the ow eld, p : ! R is the pressure, f represents the exterior forces which drive the ow, and is the kinetic viscosity of the uid.
The normal nite element approximation to (1.1) can be described as follows. Let h ( ) denote a division of into d-simplicies, either a -priori or self-adaptively 16, 17, 22] , where \h" denotes a representative triangle diameter. Velocity-pressure nite element spaces If a statement is true for all three formulations of the convective term we simply omit the index.
The equation (1.2) requires the solution of a large, nonlinear system of algebraic equations. This report considers a two-level discretization method for (1.1) which produces an approximate solution to (1.1) requiring far less computational complexity than solving (1.2) by, for example, a damped Newton method.
The two-level algorithm is as follows. Choose a coarse mesh and a ne mesh of mesh sizes H and h; respectively, with H >> h > 0, and construct associated nite element spaces (X H ; M H ) and (X h ; M h ), where X h;H X;M h;H M. The approximate solution (u ; p ) generated by the algorithm we study herein is now computed as follows. Step 2: Find (u h ; p h ) 2 (X h ; M h ) such that for all (v; q) 2 (X h ; M h ) a(u h ; v) + b(u H ; u h ; v) + (q; r u h ) ? (p h ; r v) = (f; v):
Step In Step 2 of Algorithm 1.1 the large linear system corresponding to the ne mesh has the (consistently ordered) block form:
If h << H, the solution of this linear system dominates the computational complexity of Algorithm 1.1. In view of this, Step 2 of Algorithm 1.1 updates the approximation on the ne mesh by solving an Oseen-like system. Algorithm 1.1 thereby ensures that at least the symmetric part of the 1-1 block, A, will be positive de nite. This fact allows for some interesting options for the solution of (1.3), such as multigrid methods, parallel nite element methods and various generalized conjugate gradient methods, see, e.g., 3, 6, 16, 17, 22] . Stopping the two-level procedure after an Oseen update on the ne mesh (Step 2) does not produce an L 2 optimal velocity approximation and thus Steps 1 and 2 cannot be applied recursively to solve the nonlinear problem in Step 1. Further, to ensure accuracy the coarse mesh must be much ner when stopping after Step 2 than when updating using the full linearization, (compare the estimates herein for u ? u h with 14]). On the other hand, if we use the full linearization for the ne mesh correction, the 1-1 block A in the system (1.3) is generically nonsymmetric and inde nite, perhaps thereby requiring some sort of least squares based iterative procedure for the reliable solution of (1.3). Herein we show that the addition of the coarse mesh correction in Step 3 results in an algorithm with many of the bene ts of both the Oseen correction and the full linearization correction. Speci cally, L 2 optimal velocity approximations are recovered from Algorithm 1.1 (thereby allowing direct extension of Algorithm 1.1 to a multi-level method), and the scaling between the coarse and ne meshes is favorably increased while preserving the attractive structure of the 1-1 block A of (1.3) on the ne mesh. Two-level discretization methods, such as Steps 1 and 2 above, can be thought of as a truncated quasi-Newton method with a coarse mesh approximation taken as initial guess and seem to be related to the \group or block relaxation" of Southwell 23] as well as the \projective Newton method". Early analytical studies of projective Newton methods appeared in 26, 28] and in the work of Bank 3] . A major advance was, however, very recently made by Xu 29, 30] who showed how to fully exploit the nature of the nonlinear, lower order terms in two-level algorithms for nonlinear elliptic equations. This family of methods has been recently extended in various directions, including uid ow problems, in 2, [12] [13] [14] [15] 18] . The present paper studies two-level methods with one additional coarse mesh correction, (Step 3 in Algorithm 1.1). This extra coarse mesh correction to improve the asymptotic discretization error places the resulting two-level method outside the sphere of nonlinear multigrid methods (studied in e.g., 3, 6, 10, 11, 22] ) and projective Newton methods. The idea of an additional coarse mesh correction was, again, rst proposed by Xu 29] for elliptic boundary value problems. Herein, it is used for a di erent purpose than by Xu in 29] , namely, to simplify the structure of the ne mesh linear system without increasing the work on the ne mesh or decreasing the accuracy of the nal approximation. These results show the important contribution of the third step in Algorithm 1.1. Aside from improving the scaling for graph norm optimality somewhat (compare with 15]) over terminating the procedure after Step 2, Algorithm 1.1 has two signi cant advantages: (1) Step 3 ensures optimality of the ow eld in L 2 , still with a superlinear scaling. (2) As a result, the nonlinear, coarse mesh problem of Step 1 can be solved by recursively reapplying Algorithm 1.1. It is also possible, of course, to use the full linearization on the ne mesh (at the expense of increasing the complexity of solving the linear system there), followed by a coarse mesh correction. In this case the intended purpose of the coarse mesh correction would be to reduce the quadratic error in the ne mesh Newton update. The resulting algorithm would then read as follows. Unlike the case of semilinear elliptic problems, the bene ts of the extra coarse mesh correction seem to be marginal when using the full linearization on the nest mesh. This seems to be due to the lack of exploitable L 1 convergence bounds for nite element approximations to the Navier-Stokes equations. The additional coarse mesh correction is thus primarily of interest for solving the Navier-Stokes equation when using a partial linearization on the ne mesh.
In this report W k;p = W k;p ( ) will denote the usual Sobolev spaces of function with kth distributional derivatives in L p ( ) and equipped with norms k k k;p and seminorms j j k;p . The subscript \p" is suppressed when p = 2. The nite element spaces X h ; M h can be thought of as generated from X H ; M H by a mesh re nement process, e.g., 19].
The nite element spaces (X H ; M H ) and (X h ; M h ) are thus assumed to be nested, i.e. (X H ; M H ) (X h ; M h ), and to satisfy the usual inf-sup or LBB condition for compatibility of the velocity-pressure spaces:
( Since we study in Section 3 which scalings between the coarse and ne meshes su ce for optimal, O(h k+1 ); L 2 -velocity errors, we assume throughout that the nonsingular solution (u; p) of (1.1) we approximate is such that the linearized adjoint problem is \W 2;2 regular", precisely formulated in Section 2. This analysis is technically interesting because the approximation u does not belong to the discretely divergence free space V h . In Section 3 error estimates are proven which yield scalings su cient as well for L 2 -optimality of the approximate uid velocities.
The Error in the Graph
We shall state without proof also the results for Algorithm 1.2 as the methods of proof are quite analogous. The choice of the formulation of the nonlinear term (convective, skew symmetric or conservation) alters the theoretical prediction, with the convective form giving somewhat better predicted results than the other two. The conclusions of Theoreom 2.1 for the convective nonlinearity are summarized in factor multiplying the powers of \H" on the R.H.S. The assumption of W 2;2 regularity for the linearized dual problem can be demonstrated for e.g., planar polygonal domains, by using W 2;2 regularity of the Stokes problem for these domains and a bootstrap argument. If W 2;2 regularity fails for the Stokes problem, we expect it also to fail for the linearized dual problem. In this case, we expect at least W 1+ regularity for some > 0. The \target" L 2 accuracy is then O(h 1+ ). The analysis herein can be repeated for the W 1+ regularity case, showing (appropriately modi ed) improvement due to Step 3.
The remainder of this section will consist of the proof of Theorem 2. In order to guarantee the solvability of the problems in Steps 2 and 3, respectively, we give below Lemma 2.1 which is known from the theory of mixed methods (see e.g. Brezzi and Fortin 4]). We will formulate it in the space Y = X M, however it is also applicable to the spaces Y M with = h or = H. Let V;V h and V H be the corresponding In particular (2.11) gives the unique solvability of the correction Step 3.
Before we study the error of Algorithm 1.1 in detail we formulate a set of inequalities for estimating the trilinear forms b 1 ; b 2 and b 3 and su cient conditions which guarantee the unique solvability of the linear problems in Steps 2 and 3, respectively.
The next lemma requires the use of the Sobolev imbedding theorem in fractional order Sobolev spaces on domains with polyhedral boundaries. Such boundaries satisfy the strong local Lipschitz property (see Adams Now repeating the arguments above and using the improved estimation (2. We shall now give an L 2 error estimate for Algorithm 1.1. The L 2 estimate is interesting because it establishes that the 2 level method can be extended directly to a multi-level method.
The L 2 error analysis is based upon rst the assumptions needed to obtain the W 1;2 ( ) estimate of the previous section and second the assumption that the following linearized adjoint problem (3.1) is W 2;2 ( ) regular. Thus for Algorithm 1.2 the convergence rates of ku?u h k 0 and ku?u k 0 are quasioptimal ( C(u; p)h k+1 ) provided, the scalings given in Table 3 
