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Excessive amounts of chemicals and ions flowing into water sources cause serious environmental and human-
health related concerns. The lack of affordable and real-time monitoring systems for these contaminants limits
effective conservation and management strategies. To establish a basis for developing an effective, fast, real-
time, and affordable sensing system, dielectric spectroscopy method has been employed to characterize
aqueous solutions of sodium chloride (NaCl), sodium nitrate (NaNO3), and sodium sulphate (Na2SO4) at
environmentally-relevant (low) concentrations. Dielectric spectra were measured over the frequency range
from 200 MHz to 20 GHz, at temperature 25 ± 0.01 °C and for concentrations 0 to 20 mmol/L. The measured
spectra were fitted with a Debye model using a non-linear, weighted, least-squares analysis. A method of
judiciously exploiting the resulting fitting parameters is proposed, that allows the concentration and type of
ions to be uniquely determined. Uncertainties due to random and systematic errors that contribute to the
measured dielectric spectra and become critical in the context of low concentration aqueous solutions have
been assessed. Furthermore, two methods of calculating associated uncertainties of the indicator parameters,
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Abstract. Excessive amounts of chemicals and ions flowing into water sources cause serious 
environmental and human-health related concerns. The lack of affordable and real-time monitoring 
systems for these contaminants limits effective conservation and management strategies. To 
establish a basis for developing an effective, fast, real-time, and affordable sensing system, 
dielectric spectroscopy method has been employed to characterize aqueous solutions of sodium 
chloride (NaCl), sodium nitrate (NaNO3), and sodium sulphate (Na2SO4) at environmentally-
relevant (low) concentrations. Dielectric spectra were measured over the frequency range from 200 
MHz to 20 GHz, at temperature 25 ± 0.01 °C and for concentrations 0 to 20 mmol/L. The 
measured spectra were fitted with a Debye model using a non-linear, weighted, least-squares 
analysis. A method of judiciously exploiting the resulting fitting parameters is proposed, that 
allows the concentration and type of ions to be uniquely determined. Uncertainties due to random 
and systematic errors that contribute to the measured dielectric spectra and become critical in the 
context of low concentration aqueous solutions have been assessed. Furthermore, two methods of 
calculating associated uncertainties of the indicator parameters, viz. covariance matrix and Monte 
Carlo methods have been performed. The results show the numerical approach taken by Monte 
Carlo method, while yielding the same estimates, reduces the tediousness accompanied by 
analytical covariance matrix method. 
 
Keywords: aqueous solutions, covariance matrix, dielectric spectroscopy, low-cost sensor, Monte 
Carlo method, permittivity measurement, tile-drainage water, uncertainty analysis 
1. Introduction 
In November 2014, the nitrate level in the Des Moines River, IA, USA was reported to have reached an 
unprecedented high [1]. The excessive concentration of nitrates is due to efflux from subsurface tile 
drainage systems of agricultural lands. Tile drainage is a type of drainage system that absorbs the excess 
amount of water from the soil by using a network of perforated pipes that are typically deployed 3 to 6 
feet below the soil surface [2]. Transport of unwanted chemicals and ions from artificially drained 
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agricultural land into rivers has caused explosive plant growth, leaving areas unable to support aquatic 
life, and creating a hypoxic zone in the Gulf of Mexico [3]. Chlorides (Cl-), which are usually present in 
the form of common salt (Na+ and Cl-) in water, can cause serious corrosion of metals and concretes. 
Another potential problem caused by Cl- dissolved in water is in boilers, where it can generate a highly 
corrosive hydrochloric acid upon heating [4]. The human diet is also subject to elevated chemical levels 
when exposed to contaminated drinking water and dietary sources. Blue Baby Syndrome, which 
decreases the blood’s ability to transport oxygen, is one severe consequence of nitrate (NO3
-)-laden  
drinking water that affects infants below the age of six months [5]. Chronic diarrhea, which is caused by 
the excess amount of sulphate (SO4
2-) ions in water, can also be threatening to human life. Sulphate ions 
are also responsible for promoting the biodegradation of organic soils [6]. 
In order to make significant strides in developing effective conservation and management systems to limit 
chemical efflux from agricultural lands, it is critical to have a monitoring system that is able to accurately 
track chemicals’ dynamics. Since the concentration of the chemicals is tightly linked to the local 
hydrology and changes rapidly in time, space, and temperature, spot and send-to-lab analysis yields 
incomplete data. All of these issues reinforce the need for effective monitoring that can inform real-time 
mitigation strategies for unwanted ions in water. In recent years, great efforts have been devoted to the 
development of effective ion monitoring systems. Among them, the two principal approaches are ion-
selective-electrode (ISE) [7] and ultraviolet (UV) absorption [8] technologies. In ISE technology, which 
is an electrochemical method, the particular ion of interest interacts directly with a specialized electrode 
membrane. As the specific ion of interest diffuses across the membrane, an electrical potential is 
developed between the ISE and a reference electrode. In practice, ISEs can experience serious 
interference from the presence of other ions because no membrane is selective to only one ion. Moreover, 
there is a need for low solubility of the membrane so that it does not dissolve in the sample solution, 
which diminishes the suitability of this approach for long continuous periods of deployment. Ultraviolet 
absorption technology makes use of the ability of a medium (in this case the dissolved ions) to absorb 
electromagnetic radiation in the UV spectral range, which are then identified according to their spectral 
fingerprint. This technology, however, requires highly monochromatic UV radiation which is difficult to 
realize in practice, leading to exorbitant installation and maintenance costs of the sensor. In summary, 
current ion monitoring systems do not in general meet all criteria for an effective, fast, real-time, and 
affordable monitoring system to operate in agriculturally relevant conditions. 
Dielectric spectroscopy (DS), which monitors the response of a sample i.e. its complex relative 
permittivity εT(f) = ε'(f) - jε"(f) to an applied time-varying electric field with frequency f, is a powerful 
technique for characterizing physical and chemical properties of aqueous solutions [9]. Real relative 
permittivity ε'(f) indicates the extent to which electrical energy is stored by the sample, while imaginary 
relative permittivity ε"(f) indicates the extent to which electrical energy is dissipated in the sample. The 
dielectric properties of an aqueous solution are determined by its molecular structure which means that, 
by measuring the dielectric properties, we can correlate the influencing parameters including ion 
concentration, ion type, and temperature to the characteristics of the dielectric spectral response.  
The dielectric properties of several important ions have been characterized in the last decade within the 
RF and microwave frequency range, in particular from 200 MHz to 89 GHz, at different temperatures. 
The complex relative permittivities of chloride-based aqueous solutions have been reported in [10, 11] for 
moderate ion concentrations of 0.05 mol/L (moles per liter) to 2 mol/L. Likewise, dielectric properties of 
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nitrate-based aqueous solutions have been reported within the same concentration range in [12] and 
extended to higher concentrations up to 8.54 mol/L in [13]. Dielectric spectra of sulphate-based ions have 
also been studied for a moderate concentration range, from 0.05 mol/L to 3 mol/L [13, 14]. The existing 
studies of dielectric properties of aqueous solutions, however, have been limited by the lack of available 
data in the literature for very low, agriculturally-relevant concentration levels. For several important ions 
including sodium chloride (NaCl), sodium nitrate (NaNO3), and sodium sulphate (Na2SO4) which are 
found in excess in agricultural tile drainage waters [15], the dielectric spectroscopy data do not span the 
relevant concentration levels which are on the order of millimoles per liter (mmol/L). Furthermore, many 
of the existing data are subject to large uncertainties. This becomes even more problematic by knowing 
the fact that the data obtained for low concentration levels are more susceptible to random and systematic 
errors. An increasing need for dielectric data at low concentration also arises from the necessity for 
effective, fast, real-time, and affordable ion monitoring system. To the authors’ knowledge, no prior 
investigation has attempted the inverse problem of exploiting the dielectric spectral features to estimate 
the ion-specific concentration of aqueous solutions.  
The first objective of this research is, therefore, to characterize the dielectric properties of rarely-studied 
agriculturally-relevant low concentration aqueous solutions of NaCl, NaNO3, and Na2SO4 in a well-
controlled laboratory experiment. In section 2, the details of the improved experimental setup to perform 
broadband dielectric spectroscopy over the frequency range 200 MHz to 20 GHz and controlled 
temperature at 25 ± 0.01 °C are presented. Methods of extracting meaningful indicators from the 
dielectric spectra through fitting procedures are explained in section 3. In section 4, a careful assessment 
of uncertainty which, to the knowledge of authors, has not been previously applied in the context of 
dielectric spectroscopy of aqueous solutions in this frequency range is performed. The compilation of 
uncertainty components that contribute to the measured ε' and ε" values, along with the analysis to 
calculate the associated uncertainties of the indicator parameters based on covariance matrix and Monte 
Carlo methods, are also presented. In section 5, a method of identifying an ion and its concentration based 
on extracted indicators from the dielectric spectra is proposed. The following work indeed lays a 
foundation upon which a prototype real-time monitoring system can be built to target the most effective 
indicators. The paper is drawn to conclusion in section 6. 
2. Experimental Setup 
The experimental setup developed to measure the dielectric spectra of aqueous solutions is shown in 
figure 1. Dielectric experiments were performed using a Speag open-ended coaxial DAK3.5 Dielectric 
Probe Kit (200 MHz to 20 GHz recommended bandwidth) and Anritsu 37347C Vector Network Analyzer 
(VNA) (40 MHz to 20 GHz nominal bandwidth). Open-ended coaxial probes are fairly broadband and are 
well suited for measuring properties of semi-liquid and liquid materials that allow perfect contact with the 
face of the sensor without any air gaps [16]. The optimal probe size and sensitivity of the sensor is related 
to the frequency range and the complex permittivity of the sample. As shown in figure 1, the probe was 
mounted on a rigid stand and tilted at an angle of about 30° to the vertical, for these measurements.  After 
calibration, described below, disturbance of the probe and cable connecting it to the VNA was avoided by 
moving the sample beaker to encompass the probe instead of moving the probe and cable. The DAK 
software was used to calculate the relative permittivity i.e. ε' and ε" of the sample from the complex 
reflection coefficient (S11) measured at the interface between the immersed coaxial probe and the liquid 
sample (the calibration reference plane). 
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A one-port calibration using three standards each having different but known complex reflection 
coefficient was conducted prior to measurement. This technique, which is based on bilinear transform 
corrections [17], is the most common and reliable method used for calibrating VNAs for open-ended 
coaxial probe measurements. The reference plane for the calibration of open-ended coaxial probes is 
normally defined to be at the face of the sensor. In this work, the system was calibrated using three 
standards: a shorting block, air (open-circuited), and a reference liquid which was, in this case, deionized 
water at 25 °C [18]. For measuring electrolyte solutions in which water is the solvent, calibration with 
deionized water often gives the lowest uncertainties [16]. Another, different, reference liquid should be 
used for checking the calibration uncertainty. As reported in [19, 20], mercury (liquid phase metal) was 
alternatively used as a short circuit standard to improve the overall performance and reproducibility of 
their measurements. Due to possible risks and health effects of exposure to mercury vapor, however, it is 
commonly not recommended as a calibration standard. For each sample, the frequency was swept and 
recorded ten times at 100 frequency points between 200 MHz and 20 GHz with equal logarithmic 
frequency steps. Instead of obtaining the conductivity  as an adjustable parameter in the fitting 
procedure, it was measured separately using a Seven2GoTM Conductivity meter with InLab720 probe 
(operating range 0.1 to 500 μS/cm ± 0.5 %), to reduce uncertainty in obtaining corresponding dielectric 
parameters by spectral fitting (discussed in section 3). The conductivity probe was calibrated using a 
Mettler Toledo 84 μS/cm standard potassium chloride solution at 25 °C.   
The sample beaker was placed in a temperature-controlled Anova R10 Refrigerated and Heating 
Circulator (± 0.01 °C) and the temperature held at 25 ± 0.01 °C during this experiment. Dowtherm SR-1 
Ethylene Glycol oil (18.1 Vol. %) was used as the bath fluid in order to minimize the influence of 
ambient temperature fluctuations. It was observed that the temperature variation throughout the sample 
can significantly increase the uncertainty associated with the measured dielectric spectra, potentially 
masking concentration- or ion-dependent responses particularly when the ion concentration is very low.  
To mitigate against the uncertainty generated by temperature variability, an electric stirrer was immersed 
in the sample beaker and the sample liquid stirred continuously but gently, avoiding turbulence, promote 
a uniform temperature throughout the sample.  
Three sets of environmentally-relevant electrolyte solutions were prepared and 14 concentrations c of 
each (including de-ionized water as zero concentration) were tested: (i) sodium chloride (NaCl) solutions 
with concentration ranging from c = 0 to 11.26 mmol/L, (ii) sodium nitrate (NaNO3) solutions with c = 0 
to 17.83 mmol/L, and (iii) sodium sulphate (Na2SO4) solutions with c = 0 to 12.45 mmol/L. 
Measurements were made on samples of increasing concentration, by successive titration of a pre-
calculated volume of each stock electrolyte into a specified volume of deionized water. At each titration 
step, uncertainty ± 0.05 ml in volume was introduced. 
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 (a) 
 
(b) 
Figure 1. Experimental setup for measuring the dielectric spectrum and conductivity of an aqueous ionic solution at 
controlled temperature. The vector network analyzer is not shown in the picture. 
3. Fitting procedure 
Assuming that each individual measured pair of (xi, yi) i=1, 2, …, n, where n is the total number of data 
points, is drawn from a normal (Gaussian) distribution with mean (actual value) ŷ(xi) and standard 
deviation σi, the probability distribution P for establishing the observed set of measurements of the n 
values of yi about the actual value ŷ(xi) is the product of the probability distribution for each observation 
[21]: 
2
11
ˆ1 ( )1
exp
2 2
n n
i i
ii ii
y y x
P
  
     
     
     
                                               (1) 
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Maximizing the probability P is equivalent to minimizing the sum in the exponential term in equation (1). 
This sum, which is also known as the least-squares fitting function or the weighted sum of squares 2, can 
be defined 
  22 2
1
1
ˆ( )
n
i i
i i
y y x

                                                               (2) 
In measuring dielectric spectra of aqueous solutions, the measured pair values of (f, εT) where f is the 
frequency of measurement and εT is the total complex relative permittivity can be obtained by combining 
the measured frequency-dependent polarization ε'(f) and energy dissipation ε"(f) parameters. The total 
complex relative permittivity εT which is composed of real and imaginary components can be written as:  
 
0
( ) ( ) ( )
( )         ( )
2
T
d
f f j f
ff j
f
 



   
 
    
 
                                                   (3) 
where j = √ 1 and the energy dissipation component ε"(f) is composed of dipolar loss ε"d(f) and specific 
conductivity  (dc conductivity) terms. The fitting of dielectric spectra requires care especially, in this 
study, for samples with low concentration for which the dielectric spectra differ only slightly from that of 
deionized water. By subtracting the specific conductivity contribution from ε"(f) to take into account the 
dipolar loss ε"d(f) only, and within the frequency range under consideration, the corrected complex relative 
permittivity εc(f)= ε'(f)-jε"d(f) can be approximated by single-term Debye relaxation model ε(f) as  
ˆ ˆ ˆ( ) ( ) ( )
               
1 2
dc
f f j f
j f
  
 

 


  

 

                                                        (4) 
where εdc is the static permittivity, ε∞ is the permittivity at a frequency well above that of the relaxation 
frequency fr, and τ=1/(2πfr) is the relaxation time. To obtain the best fit to the measured data we need to 
find values of εdc, ε∞, and τ that minimize equation (2). By incorporating equations (3) and (4) into 
equation (2), the weighted sum of squares can be formulated as: 
   
2 2
2
2 2
1
1 1
ˆ ˆ( ) ( , , , ) ( ) ( , , , )
n
dc d dc
i i
i i
i
i if ff f          
 
 

                         
          (5) 
where σ'i and σ"i are the standard deviations of ten recorded spectra of ε' and ε"d, respectively. Because 
analytic methods of least-squares fitting cannot be used for nonlinear problems, it is necessary to search 
the parameter space in the following way. A simultaneous, non-linear, weighted, unconstrained, least-
squares analysis to minimize the residuals 2 based on Levenberg-Marquardt searching algorithm [22] 
was performed. The Levenberg-Marquardt algorithm is a combination of a gradient search, which uses 
the slope “steepest descent” of the function to rapidly approach the minimum from far away, and the 
method of linearly approximating the fitting function as the search converges near the minimum leading 
to increased accuracy. The Levenberg-Marquardt algorithm, therefore, guarantees finding the minimum 
most directly and efficiently. 
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4. Uncertainty analysis 
4.1. Compilation of uncertainty elements 
The measurement uncertainty [23, 24], which may limit the precision and accuracy of the measurement 
result, derives from random fluctuations of replicate measurements and from systematic errors that 
influence each result in a similar way. Careful assessment of the measurement uncertainties is necessary 
for reliable interpretation of measurement data in general and is particularly important in this case 
concerning the dielectric properties of electrolyte solutions at low concentrations. Instrument uncertainty 
of between 1 and 3 % in ε' and between 2 and 4 % in ε" is common at frequencies below 100 GHz and 
may easily reach ~10 % for both quantities in the THz region [9]. The ability to resolve the variations in 
ε' and ε" that arise for small changes in concentration is governed by the requirement that they must 
exceed the experimental uncertainties for ε' and ε" i.e. u'(fi) and u"(fi), respectively, where fi is the 
frequency of measurement. In addition, as the number of parameters in the fitting equation increases 
(which is equivalent to reducing the degrees of freedom = n – m where n is the number of data points and 
m is the number of fitting parameters) the associated uncertainty for each fitting parameter increases [25]. 
In this work, the latter difficulty is mitigated by measuring the d.c. conductivity  independently using a 
high-precision instrument, and then subtracting that contribution /2πf from the experimentally 
accessible ε"(f), to obtain ε"d(f). By fitting ε"d(f) rather than ε"(f), the number of fitting parameters is 
reduced and hence the associated uncertainty for each fitting parameter is decreased. 
In this work, the combined standard uncertainties u'c(fi) and u"c(fi) of the measured dielectric spectra were 
calculated in accordance with established NIST [26] and GUM [27] guidelines. The extent of random 
errors that, in this work, are mainly due to VNA noise, temperature fluctuations, thermoelectric effects, 
and electromagnetic interference, can be calculated from repeated measurements. Systematic errors, on 
the other hand, are assumed to be due to non-ideal probe dimensions, imperfect instrument (VNA) 
calibration, calibration of the probe (short-air-load method), and cable phase instability. For example, the 
finite flange area and imprecisely-manufactured dimensions of the open-ended coaxial probe may limit 
the validity of a model to calculate permittivity values from the theoretical point of view [28]. The VNA 
calibration, which needs to be done periodically (every few years) by the manufacturer, can eliminate or 
reduce bias in an instrument's readings over a range for all continuous values [26]. In the calibration 
process of the probe, particularly the short, a seamless contact between the probe head and the shorting 
block (usually copper or aluminum) is required. The phase stability of coaxial cables with bending, 
flexure, or even temperature is also very important in phase-sensitive systems such as systems for 
dielectric measurements. Phase changes with bending or flexure cannot be avoided completely because, 
when a cylindrical component is bent, the circumference of the outside of the bend is larger than that of 
the inside. This, in turn, modifies the geometry of the cylinder. Systematic errors can be estimated from 
the deviation of values measured on a reference material [29] from a priori known values measured 
independently on the same material. A reference standard is defined as a material with well-characterized 
properties. Since, in this work, deionized water is used as a calibration standard, it cannot be employed as 
a reference material for the purpose of calculating the systematic errors in the measurement system.  
Instead, methanol is used as a reference standard in this work. Furthermore, a reference standard should 
be chosen wisely as the difference between the standard reference (methanol in this work) and the target 
measured permittivities (ionic aqueous solutions in this work) needs to be large enough to efficiently 
reveal the uncertainties associated with the existent systematic errors of the measurement. The reference 
standard, however, should not be very different from that of the sample (in terms of, e.g., number of 
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relaxation peaks, relaxation frequencies, range of permittivity amplitude) as it may cause overestimation 
of the uncertainty values. Random errors and systematic errors are combined to calculate the total 
uncertainty in the measurement of the dielectric properties. 
The budget for the calculation of measurement uncertainties in this work is shown in table 1. The 
individual standard uncertainties include contributions from the sources described in following sections. 
4.1.1 Random errors 
Random errors are obtained from 10 recorded spectra of repeated measurements on the test sample and 
are conducted under strict temperature control at 25.00 ± 0.01 °C. At each measurement frequency, the 
mean value of ε'(fi) and ε"(fi) and the corresponding standard deviations σε'(fi) and σε"(fi) were calculated 
in order to be used in the fitting procedure, equation (5). The standard deviation of the mean (SDM), 
σε'(fi)/√N and σε"(fi)/√N, where N is the number of recorded spectra, were calculated at each frequency. 
The relative (%) SDM values with respect to mean ε'(fi) and ε"(fi) were calculated as relative uncertainty 
components a'rand(fi) and a"rand(fi). As random errors are best described by a normal (Gaussian) 
distribution, the relative standard uncertainties u'rand(fi) and u"rand(fi) can be calculated by dividing the 
relative uncertainty components a'rand(fi) and a"rand(fi) by factor 1. 
4.1.2 Systematic errors 
Systematic errors are obtained through comparison of the measured and reference data for methanol 
CH3OH at 25 °C. A hybrid set of reference methanol data was created by combining the permittivity data 
reported by NPL [30] for frequency range 200 MHz to 10 GHz with that presented by Sato et al. [31] for 
higher frequencies from 10 GHz up to 20 GHz, at 25 °C. The former data set captures the first relaxation 
of methanol, which occurs at 3 GHz, and the latter covers the second relaxation which occurs at around 
20 GHz. The single-term and double-term Debye model parameters for the methanol reference data are 
listed in table 2. Comparing the relaxation parameters of the hybrid model with those obtained in this 
paper shows that the main discrepancy lies around the frequency range of the second relaxation process 
(denoted by II). That frequency range contributes more to the systematic errors, therefore. Moreover, the 
observed differences in relaxation parameters can be attributed to limited data at frequencies well above 
the second relaxation frequency (~ 22 GHz), which causes inadequacy of information in fitting ε∞. 
Treating the systematic error to be relative [32], the recovery components R'(fi) and R"(fi) at each 
frequency  can be calculated as 
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meth
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                                                                  (6) 
where ε'meth(fi) and ε"meth(fi) are the mean values of measured methanol data, and ε'ref(fi) and ε"ref(fi) are the 
reference hybrid methanol data with parameters listed in table 2. Note that, the bias term approach holds 
if the systematic error is assumed to be absolute [33]. In this work, the individual permittivity results are 
not corrected for the recognized significant recovery. Correction may be unsafe to apply as it 
fundamentally changes the original permittivity values obtained from direct measurements. As the 
extracted fitting parameters, which are of great interest, depend on the permittivity values in the whole 
frequency range, unnecessary correction of permittivity values at each frequency may have an effect on 
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the final extracted fitting parameters and thus hinder the possibility to track any potential trends in data 
with respect to changes in concentration. It accordingly becomes important to consider how uncorrected 
permittivity results can be treated in terms of uncertainty estimation. The best practice, which has been 
widely discussed in the literature [33, 34], is to enlarge the uncertainty intervals via recovery terms to 
account for known or suspected systematic errors. The enlarged combined standard uncertainty will be 
formulated later in this section.  
The uncertainties associated with the recovery terms at each measured frequency, uR'(fi) and uR"(fi) are 
estimated through the law of propagation of uncertainty [27] performed on equation (6) as 
 
2 2
meth ref
2 2
meth ref
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
iR i i i
i i i iR
f fu R u u
u R u
f f
f f uf f


   
   
                                             (7) 
where u'meth(fi) and u"meth(fi) are the relative standard uncertainties of measured methanol data, and u'ref(fi) 
and u"ref(fi) are the relative standard uncertainties associated with the reference hybrid methanol data. The 
u'meth(fi) and u"meth(fi) were calculated as relative SDM of 10 recorded methanol data with respect to 
ε'meth(fi) and ε"meth(fi), respectively. 
4.1.3 Reference data uncertainty 
Uncertainties of the reference data u'ref(fi) and u"ref(fi) should be considered. These uncertainty values can 
be found in the literature where the data are taken. The relative uncertainty components associated with 
reference methanol data a'BF(fi) and a"BF(fi), obtained by NPL at 25 °C, corresponding to uncertainties of 
“Best-fit” (BF) [30] values of ε' and ε" that include contributions of NPL’s random and systematic errors. 
The corresponding BF relative standard uncertainties u'BF(fi) and u"BF(fi) can be calculated by dividing the 
relative uncertainty components by factor 1 under the normal distribution. The BF uncertainty values do 
not, however, include uncertainty contributions associated with the temperature measurements [30]. As 
reported by NPL guidelines, the standard uncertainty associated with the temperature measurement of the 
reference data is ± 0.05 °C. By combining the temperature uncertainty of our work i.e. 0.01 °C (section 2) 
with that of NPL to get u(T) = √(0.052 + 0.012), and through the law of propagation of uncertainty, one 
can evaluate the relative standard uncertainties u'T(fi) and u"T(fi) associated with overall temperature 
contribution, as in equation (8) 
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                                                                    (8) 
where the partial derivatives are calculated numerically between the BF permittivity values of two nearest 
temperatures which are available in NPL guidelines. For the reference data presented by Sato et al., 
however, no uncertainty values were reported. The overall relative standard uncertainties associated with 
reference methanol data u'ref(fi) and u"ref(fi) can be calculated as equation (9) by combining the relative 
standard uncertainties of BF and temperature measurement:  
Page 9 of 23 AUTHOR SUBMITTED MANUSCRIPT - MST-107066.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
Ac
ce
pte
d M
nu
scr
ipt
 2 2
ref
2 2
ref
( ) ( ) ( )
( ) ( ) ( )
i BF i T i
i BF i T i
u f u f u f
u f u f u f
   
   
                                                             (9) 
The uncertainties of reference data (9) are used to calculate the uncertainties of recovery terms (7), which 
are incorporated in calculating the overall uncertainties discussed next. 
4.1.4 Combined standard uncertainties 
As mentioned earlier, the combined standard uncertainties should be enlarged to account for possible 
systematic errors. The combined relative standard uncertainties u'c(fi) and u"c(fi) can be calculated as the 
root sum of squares (RSSu) of individual relative standard uncertainties and the recovery term [33] as  
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                                                           (10) 
where the recovery terms R'(fi) and R"(fi), and the corresponding recovery uncertainty terms uR'(fi) and 
uR"(fi), can be calculated through equations (6)-(9). The standard uncertainties provide a level of 
confidence of approximately 68 %.  
Table 1. Compilation of relative standard uncertainties over the frequency range 200 MHz to 20 GHz for measuring 
the permittivity of aqueous ionic solutions. The nomenclature and methodology are taken from NIST [26] and GUM 
[27]. Type A evaluation of uncertainty is based on statistical analysis of a series of observations whereas Type B 
evaluation of uncertainty relies upon scientific assessment of information other than Type A. Each source of 
uncertainty is composed of a real and an imaginary part.   
 
Source of uncertainty 
Type of 
uncertainty 
Probability 
distribution 
Standard 
uncertainty (%) 
Repeatability (test sample) a A Normal urand(fi) 
Recovery (deviation from reference data) b - - R(fi)-1 
Repeatability (reference sample) a A Normal umeth(fi) 
Uncertainty of reference data (Best-fit values) c, d B Normal uBF(fi) 
Uncertainty of reference data (Temperature) d, e B Propagation uT(fi) 
Combined standard uncertainty f  uc(fi) = [urand(fi)2 + (R(fi)-1)2 + uR(fi)2]1/2 
a Standard deviation of the mean (SDM) calculated from 10 recorded spectra. 
b A hybrid methanol data created from Gregory et al. [30] and Sato et al. [31]. 
c Gregory et al. [30]: uncertainties of best-fit permittivity values which are provided only up to 5 GHz. 
d Sato et al. [31]: no associated uncertainty was reported. 
e Temperature uncertainty: ± 0.05 °C Gregory et al. [30] and ± 0.01 °C this work. 
f Refer to equations (6)-(9). 
 
Table 2. Debye model parameters for methanol data at 25 °C, various authors. 
Reference Model εdcI τI (ps) εdcII τII (ps)   ε∞ 
Gregory et al. [30] (0.05-10 GHz) a Debye 1D 32.66 ± 0.03 50.670 ± 0.266 - - 5.563 ± 0.088 
Sato et al. [31] (0.5-25 GHz) b Debye 2D 32.52 51.168 6.07 7.24 4.8 
Hybrid model (0.2-20 GHz) c Debye 2D 32.64 51.431 5.93 7.33 4.621 
This paper (0.2-20 GHz) Debye 2D 32.34 51.168 5.84 5.11 3.985 
    a The measured frequency in their work is 0.05-5 GHz, but good accuracy is claimed up to 10 GHz [30]. 
    b No associated uncertainty was reported. 
    c Created by combining permittivity data of Gregory et al. [30] (200 MHz to 10 GHz) and Sato et al. [31] (10 to 20 GHz)  
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Figure 2. Calculated individual relative (%) standard uncertainties in permittivity measured over the frequency 
range 200 MHz to 20 GHz for a sample NaNO3 solution with concentration c = 7.139 mmol/L at 25 °C. (a) Real, 
and (b) imaginary parts.  Random and systematic sources of uncertainty are due to repeatability u'rand (u'meth) and 
u"rand (u"meth), deviation from reference data represented by recovery terms |R'-1| and |R"-1|, uncertainty in best-fit 
values of reference data u'BF and u"BF, and temperature uncertainty of reference data u'T and u"T. The uncertainties of 
reference data are provided only up to 5 GHz; refer to Table 1 for further details. 
By way of demonstration of this uncertainty analysis as applied in this paper, each contribution of 
individual relative standard uncertainty is plotted in Figure 2 for a sample 7.139 mmol/L sodium nitrate 
(NaNO3) solution. As can be seen, the systematic error represented by recovery term |R(fi)-1| provides 
the main contribution to the uncertainty in both real and imaginary parts, and is far larger than the random 
errors urand(fi).  
In addition, there is a sweet spot in the frequency range between 1 and 10 GHz in which all uncertainty 
contributions are around or below 1 %. Increased uncertainty below 1 GHz, particularly in the imaginary 
part of the permittivity, can be attributed to the minimum recommended operating frequency of the 
DAK3.5 open-ended coaxial probe i.e. 200 MHz. As the measurement frequency approaches the 
minimum recommended frequency, the systematic errors (which are partly related to the errors in probe 
dimensions) become significant. 
(a) 
(b) 
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4.2. Covariance Matrix method 
After finding the best fitting parameters εdc, ε∞, and τ that minimize equation (5), it is necessary to obtain 
the uncertainties u(εdc), u(ε∞), and u(τ) associated with the fitting parameters. In general, these can be 
calculated by extending the propagation of uncertainties method which is a common method used in 
linear regression analysis [35]. As the number of terms in the fitting equation increases and particularly in 
the case of non-linear regression, however, the algebra becomes more tedious and the propagation method 
fails. Therefore, the customary method for obtaining the uncertainties of the fitting parameters for non-
linear regressions involves calculating the covariance matrix Cmm where m is the number of fitting 
parameters [36, 37], as in 
 1 2( )TC J J s   (11) 
where Jnm is the Jacobian matrix, n is the total number of data points, J
T
mn is the transpose matrix of J, 
and s2 is the mean squared error (MSE) of the regression. The Jacobian matrix comprises the first-order 
partial derivatives of the fitting equation ŷ(xi, a1, …, am) with respect to the fitting parameters a1, …, am. In 
order to include the uncertainties associated with the measured data uc(xi) in obtaining the uncertainties of 
the fitting parameters, the Jacobian matrix and the mean squared error are weighted as in equations (12) 
and (13), respectively. 
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where y(xi) is a set of measured data points, as already noted. Replacing y(xi) by the measured ε'(fi) and 
ε"d(fi), the fitting equation ŷ(xi, a1, …, am) by Debye relaxation model ε'(fi, εdc, ε∞, τ) and ε"(fi, εdc, ε∞, τ), 
and uc(xi) by u'c(fi) and u"c(fi), equations (12) and (13) become 
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where the number of rows in the Jacobian matrix is 2n, including both the real and the imaginary parts in 
the calculation. In addition, the partial derivatives can be calculated numerically at each frequency 
through finite difference methods (FDM). By employing equations (14) and (15) in equation (11), the 
covariance matrix can then be calculated as 
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where Cjk (j, k = 1, 2, 3) are the resulting matrix elements, and Cjj are the diagonal elements of the 
covariance matrix. In this work, the partial derivatives were calculated and the matrix inversion 
performed using available routines in Matlab ™. The expanded uncertainties associated with the fitting 
parameters U(εdc), U(ε∞), and U(τ) that return (1 -)100 % confidence interval are evaluated as  
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where t/2,(2n-m) is computed using the inverse of Student's t cumulative distribution function [38]. For the 
standard uncertainties u(εdc), u(ε∞), and u(τ) that return ~ 68 % confidence interval, t0.32/(200-4) = 0.996 
which can be approximated to unity. 
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4.3. Monte Carlo method 
A Monte Carlo (MC) calculation [39, 40] is a statistical method of studying problems that contain a 
combination of many different distributions, based on the use of artificially generating random numbers. 
With Monte Carlo techniques, very complicated scientific and mathematical problems can be solved with 
neither a deep theoretical understanding of statistical analysis nor sophisticated programming techniques 
[21]. In order to calculate the standard uncertainties u(εdc), u(ε∞), and u(τ) associated with the fitting 
parameters, the Monte Carlo modeling technique presented by Gregory et al. [41] has been applied. In 
this method, an approximation to the distribution function of each individual source of uncertainty (table 
1) is established numerically by making random draws from the associated probability distributions. The 
Monte Carlo modeling, as shown in figure 3, is performed with consideration of the following factors. 
 
Figure 3. The procedure followed for computing each trial permittivity data set for evaluation of the standard 
uncertainties associated with the Debye fitting parameters, equation (4). In the Monte Carlo modeling in this work, 
104 trials are generated. The relative standard uncertainties and recovery (table 1) can be best described by a normal 
(Gaussian) distribution, norm(,), where  is the mean and  is the variance of the population. The standard 
deviation of a set of samples is denoted ‘std’. 
4.3.1 Generating random errors 
At each frequency, M random errors ε' and ε" are drawn from the probability distribution of each 
individual source of uncertainty. The random errors are taken from the corresponding populations with 
zero mean ( = 0) and variances () equal to relative standard uncertainties listed in table 1, in order to 
generate εi' and εi" (i = 1,…,5) at each draw. These values are also generated independently at every 
measured frequency to simulate random noise [41]. 
4.3.2 Generating trial permittivity data 
The MC modeling requires a large number of trial data to be constructed which are representative of the 
expected statistical variations of the measured data. Therefore, 104 trial permittivity data sets (M =104) are 
created by superposing the generated random errors to the measured permittivity data ε' and ε"d at each 
frequency point to obtain trial permittivity data, ε'Trial and ε"d Trial. The residual discrepancies between each 
trial permittivity data and the measured data are plotted in figure 4. 
4.3.3 Generating trial fitting parameters 
The Debye fitting procedure, according to equation (5), is performed on each trial permittivity data set to 
extract the trial fitting parameters i.e. [
dc
]
M1
, [
∞
]
M1
, and [τ]
M1
. The standard deviations of 104 trial 
fitting parameters are taken to be their associated standard uncertainties, u(εdc), u(ε∞), and u(τ). The 
reported uncertainty is based on a standard uncertainty multiplied by a coverage factor k = 1, providing a 
level of confidence of approximately 68 %. 
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             (a) 
  
              (b) 
Figure 4. Residual discrepancies between Monte Carlo trial permittivity data and measured permittivity data (a) real 
part (ε' – ε'Trial) (b) imaginary part (ε"d – ε"d Trial), over the measured frequency range 200 MHz to 20 GHz for a sample 
NaNO3 solution with c = 7.139 mmol/L at 25 °C. For clarity, only 100 trials are plotted in this figure. 
4.4. Results 
The extracted Debye relaxation parameters along with the associated uncertainties and the mean squared 
error (s2) for each of NaCl, NaNO3, and Na2SO4 aqueous solutions at T = 25 °C are listed in tables 3 to 5. 
The specific conductivity , as mentioned in section 2, was measured directly using a conductivity meter. 
There were, however, concentrations where  was higher than the operating range of the conductivity 
meter i.e. greater than 500 μS/cm. In such cases, the specific conductivity  was treated as an additional 
fitting parameter, meaning that the sum of a single-term Debye relaxation model and a conductivity 
contribution (/2π0f) was used to analytically represent the measured permittivity spectrum, equation 
(3).  
According to tables 3 to 5, good agreement between the uncertainty values of the fitting parameters 
evaluated through the covariance matrix method and the Monte Carlo method is obtained. In general, the 
uncertainty values evaluated through the Monte Carlo method are slightly larger than those evaluated 
through the covariance matrix method. This is likely due to the approximation nature of the Monte Carlo 
method, which takes advantage of artificially generating random numbers to construct the population of 
individual sources of uncertainty and eliminates the need to perform analytical calculations as required by 
the covariance matrix method. It is also worth mentioning that the uncertainty values calculated through 
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the covariance matrix method slightly increase with concentration. According to equation (11), there is a 
direct proportion between the covariance matrix Cmm and the MSE (s2). As the MSE increases with 
concentration, likewise, the covariance matrix becomes larger and the corresponding uncertainty elements 
associated with the fitting parameters increase. 
The fitting parameters presented in tables 3 to 5 provide a set of benchmark data for environmentally-
relevant aqueous solutions of NaCl, NaNO3, and Na2SO4 at 25 °C. The fitted model is a single-term 
Debye relaxation function and provides the corresponding static permittivity εdc, infinite-frequency 
permittivity ε∞, relaxation time τ, and specific conductivity . The infinite-frequency permittivity ε∞, 
however, requires measurement data at frequencies well above that of the relaxation frequency (~ 20 
GHz for aqueous ionic solutions at 25 °C) to be precisely determined. The lack of such high frequency 
data may affect the extracted ε∞ values as well as other fitting parameters. To check to what extent ε∞ 
values affect the trends obtained for other fitting parameters, i.e., εdc, τ, and , in another set of analysis, 
we fixed the ∞ value (equal to that of deionized water) during the fitting procedure. The results 
demonstrated that the overall trends in the fitting parameters remain unchanged. The quality of the fit was 
reduced, however, and was indicated by increased values of MSE. The strong decrease in ∞ values for 
NaCl aqueous solution, as shown in table 3, is mainly attributed to the unexpected jump of high-
frequency ε"d data of the relaxation peak. The authors speculate that this phenomenon, which increases 
over time, is due to unexpected drift of the calibration of the vector network analyzer (VNA) at high 
frequencies when the measurement for NaCl solutions was in process. To fit such a data with Debye 
relaxation function, therefore, requires ∞ to go down in order to compensate for the increase of the 
amplitude of the relaxation peak. As mentioned already, ∞ values, are mainly improving the quality of the 
fit and do not mask the trends obtained for other fitting parameters. 
Table 3. Parameters of the single-term Debye model (εdc, τ, and ε∞), the associated standard uncertainties (u(εdc), 
u(τ), and u(ε∞)) calculated from Monte Carlo and covariance matrix methods, and mean squared error (s2) of 
aqueous NaCl solutions at T = 25 °C. The standard uncertainties provide a level of confidence of approximately 68 
%. The specific conductivity was measured independently up to 500 S/cm with ± 0.5 % instrument uncertainty. For 
concentrations corresponding to specific conductivity greater than 500 S/cm,  was treated as an additional fitting 
parameter, and the covariance matrix and Monte Carlo methods give similar uncertainty values within reported 
significant figures. 
c   εdc u(εdc) τ  u(τ) ε∞ u(ε∞) s2 
(mmol/L) (μS/cm)  Monte 
Carlo 
covar. 
matrix 
(ps) Monte 
Carlo 
covar. 
matrix 
 Monte 
Carlo 
covar. 
matrix 
 
0 8.184 ± 0.040 78.362 0.078 0.073 8.275 0.047 0.044 5.237 0.16 0.093 0.002 
0.294 ± 0.016 35.13 ± 0.18 78.380 0.080 0.073 8.260 0.047 0.044 5.066 0.17 0.093 0.002 
0.585 ± 0.024 69.91 ± 0.35 78.403 0.078 0.073 8.254 0.047 0.044 4.868 0.16 0.096 0.004 
0.873 ± 0.029  105.44 ± 0.52 78.421 0.078 0.075 8.192 0.046 0.044 4.255 0.15 0.11 0.016 
1.159 ± 0.033 138.18 ± 0.70 78.459 0.080 0.077 8.175 0.047 0.045 3.998 0.16 0.14 0.041 
1.722 ± 0.040 207.8 ± 1.0 78.444 0.078 0.076 8.181 0.046 0.045 3.996 0.16 0.13 0.044 
2.276 ± 0.045 273.1 ± 1.4 78.415 0.079 0.076 8.172 0.046 0.045 3.894 0.16 0.13 0.047 
2.820 ± 0.049 345.1 ± 1.7 78.387 0.079 0.078 8.126 0.046 0.045 3.527 0.16 0.14 0.049 
4.244 ± 0.049 517.0 ± 7.6 78.373 0.079 0.078 8.129 0.046 0.046 3.462 0.16 0.15 0.065 
5.653 ± 0.049 675.5 ± 8.4 78.357 0.078 0.079 8.081 0.045 0.046 3.067 0.15 0.16 0.075 
7.045 ± 0.049 838.2 ± 9.1 78.355 0.078 0.081 8.104 0.046 0.047 3.092 0.15 0.18 0.120 
8.462 ± 0.048 977.0 ± 9.4 78.340 0.078 0.083 8.080 0.046 0.048 2.849 0.15 0.20 0.131 
9.853 ± 0.047 1167 ± 10 78.316 0.081 0.089 8.061 0.046 0.050 2.693 0.17 0.24 0.153 
11.259 ± 0.047 1297 ± 10 78.266 0.078 0.083 8.058 0.045 0.048 2.658 0.15 0.21 0.144 
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Table 4. As for Table 3 but for aqueous NaNO3 solutions. 
c   εdc u(εdc) τ  u(τ) ε∞ u(ε∞) s2 
(mmol/L) (μS/cm)  Monte 
Carlo 
covar. 
matrix 
(ps) Monte 
Carlo 
covar. 
matrix 
 Monte 
Carlo 
covar. 
matrix 
 
0 8.331 ± 0.042 78.363 0.079 0.073 8.268 0.047 0.044 5.187 0.17 0.095 0.001 
0.743 ± 0.043 84.77 ± 0.42 78.352 0.077 0.073 8.258 0.046 0.044 5.096 0.15 0.093 0.002 
1.479 ± 0.060 168.50 ± 0.84 78.344 0.076 0.073 8.242 0.046 0.044 4.962 0.15 0.090 0.003 
2.209 ± 0.073 250.5± 1.3 78.341 0.078 0.073 8.235 0.047 0.044 4.873 0.16 0.090 0.005 
2.932 ± 0.083 333.3 ± 1.7 78.325 0.076 0.073 8.226 0.046 0.044 4.732 0.15 0.087 0.005 
3.649 ± 0.092 414.6 ± 2.1 78.310 0.077 0.073 8.209 0.046 0.044 4.605 0.15 0.089 0.006 
4.36 ± 0.10 491.2 ± 2.5 78.292 0.078 0.073 8.213 0.047 0.044 4.659 0.16 0.089 0.007 
5.06 ± 0.11 566.9 ± 8.0 78.289 0.078 0.073 8.196 0.046 0.044 4.480 0.16 0.094 0.011 
5.76 ± 0.11 648.0 ± 8.1 78.275 0.078 0.073 8.188 0.046 0.044 4.386 0.16 0.098 0.014 
6.45 ± 0.12 728.8 ± 8.7 78.263 0.079 0.074 8.177 0.047 0.044 4.291 0.17 0.11 0.018 
7.14 ± 0.13 809.0 ± 9.0 78.270 0.079 0.074 8.166 0.046 0.044 4.155 0.16 0.10 0.023 
10.74 ± 0.13 1200± 10 78.185 0.081 0.075 8.162 0.047 0.044 4.132 0.17 0.11 0.025 
14.31 ± 0.13 1540 ± 13 78.014 0.081 0.074 8.163 0.047 0.044 4.308 0.18 0.10 0.016 
17.83 ± 0.12 1946 ± 13 77.975 0.078 0.073 8.156 0.046 0.044 4.273 0.16 0.095 0.014 
 
Table 5. As for Table 3 but for aqueous Na2SO4 solutions. 
c   εdc u(εdc) τ  u(τ) ε∞ u(ε∞) s2 
(mmol/L) (μS/cm)  Monte 
Carlo 
covar. 
matrix 
(ps) Monte 
Carlo 
covar. 
matrix 
 Monte 
Carlo 
covar. 
matrix 
 
0 8.218 ± 0.041 78.362 0.078 0.073 8.277 0.047 0.044 5.255 0.16 0.099 0.002 
0.325 ± 0.019 78.44 ± 0.39 78.351 0.082 0.073 8.271 0.048 0.044 5.173 0.19 0.10 0.002 
0.965 ± 0.032 225.0 ± 1.1 78.322 0.077 0.073 8.277 0.046 0.044 5.246 0.16 0.097 0.003 
1.281 ± 0.036 297.0 ± 1.5 78.316 0.079 0.073 8.270 0.047 0.044 5.147 0.17 0.10 0.002 
1.594 ± 0.040 366.9 ± 1.8  78.305 0.079 0.073 8.267 0.047 0.044 5.145 0.17 0.10 0.003 
2.212 ± 0.047 496.7 ± 7.8 78.272 0.078 0.073 8.273 0.047 0.044 5.221 0.16 0.10 0.003 
2.819 ± 0.052 638.1 ± 8.5 78.240 0.078 0.073 8.267 0.047 0.044 5.214 0.16 0.098 0.003 
3.119 ± 0.054 703.0 ± 8.6 78.221 0.078 0.073 8.280 0.047 0.044 5.303 0.16 0.11 0.003 
4.693 ± 0.054 1038 ± 10 78.167 0.079 0.074 8.266 0.047 0.044 5.178 0.17 0.11 0.003 
6.250 ± 0.054 1320 ± 11 78.119 0.079 0.075 8.265 0.047 0.045 5.163 0.17 0.12 0.005 
7.789 ± 0.054 1596 ± 12 78.052 0.078 0.075 8.252 0.047 0.045 5.077 0.16 0.12 0.005 
9.356 ± 0.053 1904 ± 13 77.998 0.077 0.075 8.245 0.047 0.046 4.945 0.15 0.13 0.007 
10.895 ± 0.052 2163 ± 14 77.930 0.076 0.076 8.238 0.046 0.046 4.914 0.15 0.14 0.010 
12.449 ± 0.051 2394 ± 16 77.832 0.077 0.079 8.221 0.046 0.048 4.857 0.15 0.17 0.022 
 
In the next section, a method of identifying an ion and its concentration based on indicators extracted 
from the permittivity spectra is discussed. 
5. Ion-specific Indicators 
Extracted Debye parameters εdc, τ, and  given in tables 3 to 5 for NaCl, NaNO3, and Na2SO4 samples 
respectively are plotted against concentration in figures 5 to 7. In addition, the parameters are fitted using 
appropriate chemical-physical models. A semi-empirical model of static permittivity εdc within the 
defined range of concentration has been proposed in previous work [42] as 
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where ε0dc, ε0∞, and τ0 correspond to the values for deionized water (solvent), εe = 2 is approximated for 
nonpolar solutes [43], v(c) = cM/ρ is volume fraction of the solute where c (mol/L),  (g/L), and M 
(g/mol) are concentration of solute, water density, and solute molecular weight, respectively, t(c) (S/m) 
is the theoretical conductivity, and 1, 2, and 3 are adjustable parameters extracted through the fitting 
procedure. Each term in equation (18) expresses a polarization mechanism that is present in these 
electrolyte solutions. The model presented in equation (18) efficiently accounts for contributions due to 
the Debye-Falkenhagen effect (term 1) [44], dilution and internal depolarizing fields (term 2) [43], kinetic 
depolarization (term 3) [45], and dielectric saturation (term 4) [46]. An empirical model of relaxation time 
τ can also be represented as follows [11]  
0
1 2 1 2 1ˆ( , , ) exp( ) ( )c c                                                              (19) 
where 1 and 2 are adjustable parameters extracted through the fitting procedure. The theoretical 
conductivity t(c) can be calculated as [47] 
310( )t B cc c
  
  
                                    (20) 
where c (mol/L) is the solute concentration, ∞ (m2S/mol) is the infinite molar conductivity of the 
solution at infinite dilution, and B (m3.5S/mol1.5) is the coefficient combining the non-idealities of 
electrophoretic and relaxation effects [47]. The input quantities required to calculate the volume fraction 
and conductivity of each electrolyte solution are listed in table 6. The corresponding fitting parameters 
resulting from equation (18) for static permittivity εdc and from equation (19) for relaxation time τ are 
given in table 7.  
Table 6. Input quantities for calculation of the volume fraction and conductivity equation (20), of NaCl, NaNO3, and 
Na2SO4 solutions at 25 °C. Water density is   = 997.06 (g/L) at 25 °C [48]. The infinite molar conductivity values 
∞ are taken from [49], and the values of non-ideality coefficient B are calculated through the steps stated in [42]. 
ion M (g/mol) Λ∞ (m2S/mol) B (m3.5S/mol1.5) 
NaCl 58.4428 126.5×10-4 2.83×10-4 
NaNO3 84.9947 121.5×10
-4 2.79×10-4 
Na2SO4 142.0421 260.2×10
-4 19.2×10-4 
 
Table 7. Concentration, parameters of semi-empirical static permittivity model equation (18), and parameters of 
empirical relaxation time model equation (19) for aqueous NaCl, NaNO3, and Na2SO4 solutions at 25 °C. The 
standard uncertainties of the fitting parameters are calculated based on the covariance matrix method and provide a 
level of confidence of approximately 68 %. 
ion c (mmol/L) 1 (L
0.5/mol0.5) 2 (L/mol) 3 (L/mol) 1 (ps) 2 ×10
-3 (L/mol) 
NaCl 0-11.28 2.39 ± 0.40 122 ± 49 0.003 ± 0.003 0.21 ± 0.02 0.38 ± 0.11 
NaNO3 0-17.85 0.96
 ± 0.49 31.3 ± 9.1  9.5 ± 4.1  0.125 ± 0.003 0.20 ± 0.08 
Na2SO4 0-12.47 0.101 ± 0.042 27 ± 10 11.8 ± 4.2 - 0.003 ± 0.001
a 
  a For sodium sulphate data, linear fitting i.e. τ(c) = τ0 - 2c is used. 
 
The static permittivity εdc of NaCl [45, 50], NaNO3 [12], Na2SO4 [51, 52] and indeed most other strong 
electrolytes [11, 14] in water has already been shown to be a decreasing non-linear function of 
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concentration for c in the range 0.5 to 5 mol/L. In the concentration range of the present work, which is 
on the order of mmol/L, the static permittivity so obtained shows a slight initial increase with 
concentration for both NaCl and NaNO3, while it shows an almost linear decrease with concentration for 
Na2SO4. The positive contribution to static permittivity at very low concentrations is represented by 1. 
The eventual decline in static permittivity as concentration increases is represented by γ3. Likewise, the 
relaxation time τ of medium-sized ions (radii between 1.5 to 3 Å) of electrolyte NaCl, NaNO3, and 
Na2SO4 systems - the negative hydration effect – has been shown to decrease as concentration increases 
[53]. The resulting decrement in the relaxation time is characterized by 1. In addition, as concentration 
increases the slope of variation of the relaxation time which is described by exp(-2) becomes smaller. 
For electrolyte solutions with water as solvent, conductivity  is an increasing function of concentration 
[47]. According to equation (20), as concentration increases moderately, on the orders of a few mol/L, the 
conductivity variation becomes highly non-linear. Within the concentration range of this work the 
conductivity follows a linear relationship with concentration for NaCl, NaNO3, and Na2SO4 solutions.    
 
Figure 5. Experimental data (symbols) and fitted (solid lines) semi-empirical model, equation (18), of static 
permittivity εdc with parameters listed in table 7 for aqueous solutions of NaCl, NaNO3 and Na2SO4 at T = 25 °C. 
The error bars represent the calculated standard uncertainty based on the Monte Carlo method (tables 3 to 5) and 
reflect a level of confidence of approximately 68 %.    
 
Figure 6. As for Figure 5 but for relaxation time, equation (19).     
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 Figure 7. As for Figure 5 but for conductivity , equation (20), employing parameters listed in table 6. The error 
bars that represent the calculated standard uncertainty (tables 3 to 5) are too small to be visible in the figure.    
The results shown in figures 5 to 7 demonstrate useful trends in static permittivity εdc, relaxation time τ, 
and conductivity  as potential indicators of ion concentration and type. In a real system, multiple ion 
types and other contaminant species may be present [15]. To identify an ion and measure its concentration 
uniquely, therefore, requires judicious employment of the indicators.  One possibility is to consider, 
simultaneously, three dimensions of data. Figure 8 shows a 3D trajectory plot of measured and fitted 
static permittivity εdc, relaxation time τ, and conductivity  data for NaCl, NaNO3, and Na2SO4 solutions. 
In addition, 2D contour plots of each pair of fitting parameters τ- εdc, τ-, and εdc- are projected onto the 
corresponding planes.  
 
Figure 8. 3D trajectory plot mapped from extracted measured (symbols) and fitted (solid lines) static permittivity 
εdc, relaxation time τ, and conductivity  of NaCl, NaNO3 and Na2SO4 solutions at T = 25 °C. The 2D contour plots 
of each pair of fitted parameters are projected onto the corresponding planes for NaCl (dashed-dotted line), NaNO3 
(solid line) and Na2SO4 (dashed line). For clarity, error bars that represent the standard uncertainty of the data 
(tables 3 to 5) are not shown in this figure.     
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According to figure 8, the 3D trajectory for each solution type is a unique curve in εdc-τ- space. The 3D 
trajectory plot shown in figure 8 suggests that the ion type and concentration of an unknown electrolyte 
solution can be found by measuring its dielectric spectrum, extracting εdc, τ, and  parameters, and 
mapping these indicators to a benchmark data set from which the ion type and concentration can be 
inferred. A sensing system capable of identifying these and, potentially, other ions can be designed on the 
basis of measuring these fundamental indicators. 
5. Conclusion 
The dielectric spectra of agriculturally-relevant aqueous solutions of sodium chloride (NaCl), sodium 
nitrate (NaNO3), and sodium sulphate (Na2SO4) that are commonly found in water run-off were analyzed 
through well-controlled laboratory experiments. The extracted static permittivity εdc, relaxation time τ, 
and conductivity  parameters were fitted within the defined low range of concentration, which is on the 
order of mmol/L, by using appropriate chemical-physical models. These parameters demonstrate useful 
trends as potential indicators of ion concentration and type. A method of judiciously exploiting the 
indicators, by means of 3D trajectory plot, was proposed to uniquely identify an ion and infer its 
concentration. Assessment of measurement uncertainties, which comprise random and systematic errors 
and are particularly important in the context of low concentration aqueous solutions, was also conducted. 
The individual standard uncertainties include contributions from repeated measurements, deviation from a 
reference data (calibration uncertainty), and uncertainties associated with the reference data. It was shown 
that systematic errors, with relative standard uncertainties around or below 1 %, are the main contributor 
to the measurement uncertainty in both real ' and imaginary " permittivity values, and are far larger than 
the random errors whose relative standard uncertainties are around 0.1 %. Furthermore, covariance matrix 
and Monte Carlo methods were conducted to calculate the associated uncertainties of the extracted 
indicator parameters. The uncertainty values evaluated through the Monte Carlo method were found to be 
slightly higher than those evaluated through the covariance matrix method. The approximation nature of 
the Monte Carlo method in constructing the distribution function of individual sources of uncertainty by 
artificially generating random numbers, nevertheless, reduces the tediousness of analytical calculations 
associated with the covariance matrix method. 
This work lays a foundation upon which an electrical sensor can be designed for the efficient analysis of 
agricultural run-off. A method based upon dielectric spectroscopy can potentially address the need for a 
fast, real-time, field-deployable, and economically feasible sensor, improving upon existing high-cost or 
non-durable monitoring systems. In ongoing research, the effect of temperature-dependence is being 
analyzed and the further development of the method for distinguishing between multiple ions present in a 
sample is being examined.  
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