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Topological semimetals with point or line band touchings have emerged as a
new frontier in condensed matter study. Electrons near touching points behave as
massless Dirac fermions, and thus they exhibit many fascinating and exotic proper-
ties. Motivated by this, this thesis is devoted to studying the physics of such Dirac
materials.
We begin by investigating optical behaviors of nodal line and multi-Weyl semimet-
als. For nodal line semimetals, we find that the low-frequency conductivity has a rich
spectral structure which can be understood using scaling rules derived from the ge-
ometry of the Fermi surface. For multi-Weyl semimetals, we show that the frequency
dependence of optical conductivities obeys scaling relations that are derived from
the winding number. For both of these materials, we discuss possible experimental
implications of our results, suggesting that they can serve as a guidance for optical
experiments.
Then we turn to interaction-induced phenomena, particularly focusing on col-
lective modes and their couplings with phonons. We first study plasmon modes
in multi-Weyl semimetals within random approximation approximation. We find
that chirality-induced interband transitions redshift plasma frequencies. As a result,
plasmons in multi-Weyl semimetals remain undamped over a broad range of density
and interaction strength. Then, we investigate the coupling between plasmons and
the surface polar phonons of the underlying substrate through the long-range polar
Fröhlich interaction. We find that the strong coupling between the SO phonon and
the plasmon leads to a new decay channel for the quasiparticles through the emis-
i
sion of the coupled mode and gives rise to an abrupt increase in the scattering rate,
which is absent in the uncoupled system.
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symmetrical axis, (d) converge into a single point when the
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Fermi energy becomes larger than the tilt energy. (f) When
the Fermi energy equals the energy scale of the ring radius,
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in the optical conductivity. (k), (l) Energy band dispersions
along the kx axis with ky = kz = 0 for (k) ∆t = 0.3ε0 and
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corresponding to the onset of interband transitions indicated
by arrows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
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Figure 3.4 (a), (b) Calculated optical conductivities of tilted NLSMs
with ∆t = 0.3ε0 for two different Fermi energies of (a) εF =
0.1ε0 and (b) εF = 0.5ε0. (c), (d) The PS allowed by energy
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(red) and hole (blue) pockets in the low frequency domain
for (c) εF = 0.1ε0 and (d) εF = 0.5ε0. (e), (f) Cross-sectional
views of the electron-hole pockets and the PS allowed by
energy conservation in the kx−kz plane at frequencies where
kinks appear in the optical conductivity. . . . . . . . . . . . 25
Figure 3.5 (a) Phase diagram for the existence of an optical gap in
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σzz. (b), (c) Optical conductivities corresponding to the cross
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inter
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In the last decade, topological states of matter have emerged as a promising field of
research, bringing novel concepts in modern condensed matter physics. While most
phenomena in condensed matter systems are well captured by classical or semiclassi-
cal approaches, topological phenomena are purely quantum mechanical because they
arise from the topological nature of the Bloch wave functions. The topology encoded
in the quantum mechanical wavefunctions is characterized by the topological invari-
ant, which is usually related to a physical observable. The well-known example of
topological phase of matter is a two-dimensional quantum Hall systems, whose topo-
logical invariant is characterized the Chern number. In quantum Hall systems, chiral
states propagate at the edge due to a topologically non-trivial electronic structure
and are robust against disorders because the topological invariant does not change
under adiabatic deformations of the system.
In 2005, Kane and Mele proposed the quantum spin-Hall insulator (QSHI) which
can be viewed as two copies of quantum Hall systems with opposite Chern number
and spin[1]. The QSHI is characterized by a spin-orbit induced bulk gap and two
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counter-propagating chiral edge states related by time reversal symmetry. The chiral
edge states are protected and robust against disorders unless the time reversal sym-
metry is broken. Remarkably, the quantum spin hall phase is characterized by a Z2
topological invariant, which is an analogue to the Chern number of the quantum Hall
effect. This indicates a new class of topological materials, which is distinguished from
normal insulators with a trivial topological invariant. Since the discovery of QSHI,
the field of topological insulator has exploded in condensed matter physics.
Interest in topological states of quantum matter has led to the identification of
new gapless topological electronic states that can also support topological phases,
i.e., topological semimetals. In topological semimetals, the conduction and valence
bands contact at points or lines in momentum space, and the band degeneracy at the
contact is protected by symmetries such as crystalline and time-reversal symmetries.
Among the topological semimetals, Dirac semimetals have degenerate conduction
and valence bands which touch at discrete points, which are dubbed Dirac point.
Near a Dirac point, electrons in Dirac semimetals behave as massless Dirac fermions.
If either time reversal or inversion symmetry is broken, the Dirac point is split into
two Weyl nodes. Weyl nodes themselves are topological objects characterized by
the winding number and act as a magnetic monopole for the Berry curvature in
three dimensional momentum space. When two Weyl nodes with the same monopole
charge merge, a new type of Weyl semimetals arises, which are referred as multi-
Weyl semimetals[2–4]. These materials are characterized by double (triple) Weyl-
nodes in which the band dispersion is anisotropic and the chirality is given by a
multiple integer number. In nodal line semimetals, the two bands cross on closed
lines in momentum space. A nodal line can be thought of as a collection of two
dimensional Dirac points and is associated with many topological phenomena unseen
in classical semimetals [5–8]. Such recent developments in topological semimetals
provide condensed matter realizations of Dirac physics, which has recently been of
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great interest in the field of both condensed matter and high energy physics.
Due to a surge of interest in topological semimetals, recently there have been
many efforts into experimentally identifying them using spectroscopic techniques
such as angle-resolved photoemission spectroscopy (ARPES), scanning tunneling
microscope (STM) and optical absorption spectroscopy [9–27].
Among those spectroscopic techniques, optical spectroscopy is particularly easy
to implement and thus has some comparable advantages over other methods. In this
regard, this thesis first explores the optical properties of topological semimetals with
point and line nodes, particularly focusing on their characteristic behaviors that can
serve as a guidance and useful information for optical experiments.
Secondly, this thesis studies interacting phenomena in topological semimetals,
which are expected to be distinguishable from those in normal semimetals due
to its unique band and topologically non-trivial wavefunctions. In fact, the spin-
momentum locking structure and unique band structures have been known to lead
to important consequences in topological, transport and interaction-induced proper-
ties[28–36]. In this thesis, we first study the winding number dependence of plasmon
modes in multi-Weyl semimetals. Then, we investigate the scattering mechanisms of
quasiparticles in graphene due to a plasmon-phonon coupled mode.
The outline of the thesis is as follows.
In chapter 2, we introduce Dirac materials along with their electronic band struc-
tures and topological origin.
In chapter 3, we study the optical conductivity of nodal line semimetals in the
presence of tilt. We show that geometrical changes in the phase space for interband
transitions can cause qualitatively different optical behaviors.
In chapter 4, we study the optical response within a model containing multi-
Weyl, quantum anomalous Hall and normal insulator phases. We show that the
characteristic frequency dependence of multi-Weyl semimetals strongly depends on
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the winding number.
In chapter 5, we study plasmon modes in multi-Weyl semimetals within ran-
dom phase approximation. We show that chirality-induced interband transitions
red-shifts plasma frequencies.
In chapter 6, we investigate quasiparticle scattering mechanisms in graphene sys-
tems in the presence of the coupling between electrons and surface optical phonons
of the polar substrate. We find a new decay channel through the emission of the
plasmon-phonon coupled mode.
In chapter 7, we will conclude this thesis by giving a summary
4
Chapter 2
Dirac physics in condensed matter
2.1 The Dirac Equation
The Schrödinger equation is not consistent with the special relativity since it treats
space and time unequally: it contains a first order derivative in time and a second-
order derivative in space. In an attempt to integrate quantum mechanics with special
relativity, Paul Dirac proposed the Dirac equation in 1928, which is written as
(iγµ∂µ −m)Ψ = 0, (2.1)
where m is mass, Ψ is a relativistic wave function, and γµ are the Gamma matrices
satisfying the Dirac algebra {γµ, γν} = γµγν + γνγµ = 2gµν = diag(+ − − − −).
In the Weyl representation, the gamma matrices are chosen as γ0 = σx ⊗ I and
γi = iσy ⊗ σi, where σi are the Pauli matrices. In this representation, the Dirac
equation reads as
 −m i(∂0 + σi∂i)
i(∂0 − σi∂i) −m
 ψL
ψR
 = 0. (2.2)
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With m = 0, the Dirac equation can be decomposed into two independent equations
for ψL and ψR: i(∂0 + σ
i∂i)ψR = 0 and i(∂0 − σi∂i)ψL = 0. These are Weyl equa-
tions and ψR and ψL are the left- and right-handed Weyl spinors, respectively. The
chirality of Weyl spinors is obtained by the action of γ5 = −σz ⊗ I on Weyl spinors,
giving us the chirality χ = ±1 for ψR
L
. Note that a massless Dirac fermion can be
viewed as a superimposed of two independent Weyl spinors with opposite chirality.
2.2 Weyl nodes and band touching
Here we examine howWeyl or Dirac Fermions can arise in condensed matter systems.
Let us first suppose that k0 is a point where the conduction and valance bands
contact. The first order taylor expansion of the Hamiltonian around k0 is given by
H(k) ≈ f0(k0) +
d∑
i=1
∂kfi(k)|k=k0 · (k − k0)σi, (2.3)
which is essentially the same as the Weyl Hamiltonian H(k) = ℏvFk ·σ with energy
and momentum shifts, albeit distorted and anisotropic. This implies that around
such a two band touching quasiparticles behave as Weyl Fermions, and thus it is
called ’Weyl node’. Note that the two component Hamiltonian has pseudospin de-
grees of freedom in addition to spin. Defining pseudospin vectors σ = (σx, σy, σz),
we can write the Hamiltonian as H = vF |k| n̂ · σ, which indicates that the direc-
tion of pseudospin is coupled to the momentum, meaning that Weyl fermions carry
chirality.
A natural question we can ask here is under what conditions Weyl nodes appear.












where +(−) represents the conduction (valance) band. The condition for the two
bands to touch is given as f1(k) = f2(k) = f3(k) = 0. Thus the problem for finding
a point degeneracy is reduced to solving three independent equations, requiring
three tunable variables for the existence of solution. Two dimensional systems have
only two momentum components that can serve as tunable variables, and thus stable
contact points generally do not exist in two dimensional materials. When the system
respects some symmetries, however, the number of constraints can be reduced, and
the system can contain a Weyl node even in the two dimensional momentum space.
A good example of this is graphene: the Dirac cone stays intact due to time reversal
and inversion symmetries, which require f3(k) = 0 that plays a role as the mass
term in the Dirac equation that lifts the point degeneracy and creates a gap. For
three dimensional materials, there are three momentum components that can serve
as tunable parameters, and thus stable contact points can be achieved without any
additional symmetries.
2.3 Weyl nodes and symmetries
The time reversal operator flips the sign of the crystal momentum and conjugate the
Hamiltonian, while the inversion operator only flips the crystal momentum. Thus, in
the presence of both the time reversal and inversion symmetries, H(k) = H(−k) =
H∗(k). Applying this to a single node, we can immediately find that two Weyl nodes
with the opposite chirality are degenerate when both the symmetries are present.
As a consequence, there arises a Dirac node, whose Hamiltonian is described by the
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4 by 4 matrix,
H(k) =
 0 vFk · σ∗
vFk · σ 0
 . (2.6)
Note that the two Weyl nodes are susceptible to a perturbation in the form of I⊗σz,
which annihilates both the Weyl nodes via opening a gap. Thus for a Dirac node to
be stable, some symmetries are required that prevent such gap-opening terms.
If either the time reversal symmetry or inversion symmetry is broken, the Dirac
node is split into two Weyl nodes: when the time reversal symmetry is broken, the
Dirac node is split into two Weyl pairs with the opposite chirality at ±k0. This
implies that the minimum number of Weyl nodes is two. On the other hand, when
the inversion symmetry is broken, the Dirac node is split into two separate pairs
with the same chirality at ±k0. Since there should be the same number of left- and
right-handed Weyl nodes, two additional Weyl nodes having the opposite chirality
must exist. Thus there are at least four Weyl nodes in reversal breaking systems.
2.4 Weyl node as a source of Berry curvature
While discussing the minimum number of Weyl nodes in the previous section, we
required the net chirality over the Brillouin zone to be zero. In fact, this is related








where J = ±1 denotes the chirality. The integral of the Berry curvature over a closed






∇ ·Ω(k)dk = J
∫
δ(k − k0)dk = J, (2.8)
where we assume that the Weyl node is located at k0. This quantity serves as
a topological invariant of Weyl nodes. In analogy to electrodynamics, the Berry
8
Figure 2.1 Berry curvature vectors of two Weyl nodes with opposite chirality in
momentum space. Note that they flow from the Weyl node with positive chirality
(red) to the one with negative chirality (blue).
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curvature and Weyl nodes can be viewed as a magnetic field and magnetic monopoles
in momentum space, respectively. Thus, a Weyl nodes act as sources or sinks of the
Berry curvature and carries a topological charge equal to its chirality. This implies
that Weyl nodes must appear in pairs for the flux of the Berry curvature to be
non-divergent.
2.5 multi-Weyl node
Weyl nodes are robust against small adiabatic perturbations due to their topological
nature. Merging two Weyl nodes, however, can modify the node structure and thus
produce new types of Weyl semimetal. Among them are multi-Weyl semimetals[2,
3], which are produced by merging two Weyl nodes with the same chirality. In these
states, the merger of the nodes is robust if it is protected by a point group symmetry.
The low energy dispersion can then be characterized by double (triple) Weyl nodes
with linear dispersion along one symmetry direction and quadratic (cubic) dispersion
along the remaining two directions.
The low-energy effective Hamiltonian for multi-Weyl semimetals of order J near








where k̃± = k±/k0 with k± = kx ± iky, σ± = 12 (σx ± iσy), and σ are Pauli matrices
acting in the space of two bands that make contact at the Weyl point. Here, vz is
the effective velocity along the kz direction, and k0 and ε0 are material dependent
parameters in units of momentum and energy, respectively. For simplicity, we as-
sumed the axial symmetry around the kz-axis. Note that the eigenenergies of the









in-plane energy dispersion is characterized by J . Thus the winding number deter-
mines not only the topological nature of the wave function but also the anisotropic
10
energy dispersion of the system.
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Chapter 3
Optical conductivity of nodal line
semimetals
3.1 Introduction
When a nodal line is protected by a mirror symmetry, such a nodal line is “flat” in
the sense that it lies in a single plane in k space. However, the contact line is not
similarly constrained to occur on a constant energy surface. An energy dispersion
on the nodal line has no effect on its topological character, which is determined by
the phase winding of the Bloch states around the singularity. However it generically
forces the system into a semimetallic state with coexisting electron and hole pockets
and an unconventional Fermi surface (FS) geometry, exhibiting the rich structures
of Dupin cyclide geometries [37], as shown in Fig. 3.1. Here the geometry of the FS
is determined by a combination of the energy dispersion of the contact line (tilt) and
the Fermi energy which play a crucial role in determining various physical properties
in nodal line semimetals (NLSMs).








Ring Symmetric horn cyclide
Horn cyclide
Ring cyclide Spindle cyclide
Horn cyclide
Figure 3.1 Evolution of the Fermi surface (FS) as a function of tilt ∆t and Fermi
energy εF with red (blue) indicating the electron (hole) pocket. (a) At zero Fermi
energy with zero tilt, the FS has a one-dimensional ring shape sitting on the zero-
energy plane. (b) With a finite tilt, the ring shape evolves into a symmetric horn
cyclide containing both electron and hole pockets symmetrically, which vanish at
two contact points. Upon increasing the Fermi energy, the electron and hole pockets
(c) become asymmetric and the contact points move out from the symmetrical axis,
(d) converge into a single point when the Fermi energy equals the tilt energy, and
(e) vanish when the Fermi energy becomes larger than the tilt energy. (f) When the
Fermi energy equals the energy scale of the ring radius, the FS is merged into a
spherelike shape with no holes in the center, similar to that of Weyl semimetals.
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has recently been studied [38]. However, once an energy tilt is introduced, there is a
competition between two energy scales set by the amount of dispersion and by the
chemical potential. In this chapter, we study the consequences of this competition for
the low-frequency conductivity of a NLSM and analyze its characteristic frequency
dependence using the geometry of the Dupin cyclide. We find new spectral features
that occur as a result of its unconventional geometry. For a nonzero Fermi energy
smaller than the tilt energy scale, full Pauli blocking is prevented and instead all
three diagonal components of the optical conductivity tensor show linear scaling with
frequency. For the Fermi energy larger than the tilt energy, the interband optical
conductivity recovers a gap due to Pauli blocking. We find nonanalytic features
in both the frequency dependence of the interband conductivity and the chemical
potential dependence of the Drude stiffness which arises from Lifshitz transitions of
the FS.
3.2 Model
In the continuum approximation, the minimal Hamiltonian for tilted NLSMs that
captures the essential features of its low-energy excitations takes the form of a 2 by
2 matrix given by [39, 40]
H = ℏvqρσx + ℏvkzσy + ℏvt · kσ0, (3.1)
where σx and σy are the Pauli matrices, σ0 is the identity matrix, vt is the tilt




y, and k0 is the radius of the nodal ring. The





z + ℏvt · k, (3.2)
which has a ring shape zero-energy contour with a slope of vt. In the following, we
consider tilt only in the in-plane direction because it produces electron-hole pockets,
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leading to qualitative changes in the optical conductivity, whereas tilt along the
perpendicular axis has little effect on the optical conductivity unless it is so extreme
that the system is in a type-II semimetallic state. Without the loss of generality, we
therefore set vt = vtx̂.
(a) (b)
Zero energy plane
Figure 3.2 (a) Schematic illustration of toroidal coordinates and graphene sheets
standing perpendicular to the nodal-line plane. (b) The Dirac cone energy dispersion
of the graphene sheet located at ϕ. cone is shifted from the zero energy by ∆t cosϕ.
Let us consider the following coordinate transformation
kx → (k0 + r cos θ) cosϕ,
ky → (k0 + r cos θ) sinϕ,
kz → r sin θ.
(3.3)
Here, the Jacobian is given by J (r, θ) = r(k0+r cos θ). In this coordinate, the NLSM




+∆t(1 + r̃ cos θ) cosϕσ0, (3.4)
where r̃ = r/k0, ε0 = ℏvk0, and ∆t = ℏvtk0. Remarkably, in toroidal coordinates,
this NLSM Hamiltonian in Eq. (3.1) is written in the same form as the low-energy
graphene Hamiltonian, but expressed in polar coordinates (r, θ) centered at k0 [see
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Fig. 3.2(a)]. Thus, in the energy range where the toroidal structure is maintained,
we can consider NLSMs as a collection of graphene sheets with tilt in the x direction
and the Dirac point shifted from zero energy by ∆t cosϕ [see Fig. 3.2(b)].
3.3 Optical conductivity obtained from a collection of
graphene sheets
In the linear response limit, we can obtain the optical conductivity of NLSMs by







where i = x, y, z, σgr(ϕ) is the optical conductivity of a graphene sheet located at
ϕ with tilt in the x direction, and Fxx(ϕ) = cos2 ϕ, Fyy(ϕ) = sin2 ϕ, Fzz(ϕ) = 1 are
geometric factors from the projection of an external electric field on the graphene
sheet and that of the in-plane velocity of graphene on the current direction. Note
that Eq. (3.5) is valid for ℏω < 2ε0 where the toroidal structure is maintained.
First, consider the case of ∆t = 0. Since the optical conductivity from a single
Dirac cone filled to energy εF is given by σ
gr(ϕ) = e
2
16ℏΘ(ℏω − 2|εF|) [41], the optical






2Θ(ℏω − 2|εF|) for i = x, y,




16ℏ . Thus, for ℏω < 2|εF| the optical conductivity vanishes due to Pauli
blocking, whereas for 2|εF| < ℏω < 2ε0, it remains constant [38].
For ∆t ̸= 0, the conductivity should be modified to take into account (i) the
shift of the Dirac point from zero energy [first term of σ0 in Eq. (3.4)] and (ii) the
tilted linear band dispersion (second term). At low frequencies (ℏω ≪ ε0), how-
ever, when the Dirac points lie close to zero energy, the tilt in the band disper-
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sion is negligible. Thus, σii(ω) at low frequencies can be obtained using σ
gr(ϕ) ≈
e2








Θ(ℏω − 2 |εF −∆t cosϕ|)Fii(ϕ). (3.7)
3.4 Kubo formula for optical conductivity
In thie section, we present the Kubo formula for the optical conductivity and derive
the low frequency asymptotic expressions directly from the Kubo formula. In the
linear response and non-interacting limit, the optical conductivity can be calculated
















ℏω + εs,k − εs′,k + i0+
, (3.8)
where i, j = x, y, z, εs,k and fs,k = 1/[1 + e
(εs,k−µ)/kBT ] are the eigenenergy and the
Fermi distribution function for the band index s = ± and wave vector k, respectively,
µ is the chemical potential and M ss
′






. We can separate the real part of the longitudinal optical conductivity to
the intraband and interband contributions:










|M ssi (k)|2δ(ℏω), (3.9)









2δ(ℏω + ε−,k − ε+,k). (3.10)
In the following we obtain the optical conductivity of NLSMs in the absence of
tilt at zero Fermi energy. We show that for ℏω < 2ε0 the results are in agreement with
those obtained by averaging graphene optical conductivities [Eq. (3.6)], whereas for
ℏω > 2ε0 the optical conductivity of NLSMs shows linear frequency dependence as
Weyl semimetal at high frequencies. In cylindrical coordinates (kx → ρ cosϕ, ky →
ρ sinϕ), the eigenenergies of NLSMs are given by ε±(ρ, ϕ, kz) = ±ℏv
√
k2z + (ρ− k0)2
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and the interband matrix elements are calculated to be
M−+x (θ, ϕ) = −iℏv
kz cosϕ√
k2z + (ρ− k0)2
, (3.11)
M−+z (θ, ϕ) = −iℏv
ρ− k0√
k2z + (ρ− k0)2
. (3.12)


















σinterzz (ω) = σ0
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where A(ω) = 13π
√










16ℏ and ω̃ = ℏω/ε0.
Note that the optical conductivity is constant for ℏω < 2ε0, and begins to increase




zz (ω) ≈ e
2
24ℏvω,
showing linear behaviors as Weyl semimetals.
In the following, we show derivations of the low frequency analytical expressions
of the optical conductivity in the presence of tilt and Fermi energy. For obtaining low
frequency asymptotic expressions, it is not convenient to use cylindrical coordinates
because the band structure appearing in the low-energy regime has a torus-like
shape. Thus, we use the toroidal coordinates for the derivation of low frequency
asymptotic forms.
The eigenenergies and eigenstates of the Hamiltonian of NLSMs in toroidal co-
ordinates are given by ε±(r, θ, ϕ) = ±ε0r̃ + ∆t(1 + r̃ cos θ) cosϕ where r̃ = r/k0
and |±,k⟩ = 1√
2
(±1, eiϕ)T, respectively. The velocity matrices are expressed as
v̂x = cosϕ σx, v̂y = sinϕ σx, and v̂z = σy. It follows that the interband matrix
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elements used in the optical conductivity are
M−+x (θ, ϕ) = −iℏv sin θ cosϕ, (3.15)
M−+y (θ, ϕ) = −iℏv sin θ sinϕ, (3.16)
M−+z (θ, ϕ) = iℏv cos θ. (3.17)
By inserting these into Eq. (B.3), we can obtain the interband part of the optical




















where M̃−+i (θ, ϕ) =M
−+
i (θ, ϕ)/(ℏv) andA(r̃, θ, ϕ) = Θ [εF − ε−(r, θ, ϕ)]−Θ [εF − ε+(r, θ, ϕ)]
is the difference between the Fermi distribution functions (i.e., f−,k − f+,k) at zero



















































∣∣∣M̃−+i (θ, ϕ)∣∣∣2 , (3.19)











. In the last line, we used
∣∣∣M̃−+i (θ, ϕ)∣∣∣2 =∣∣∣M̃−+i (θ,−ϕ)∣∣∣2.
Assuming εF < ∆t, we can expand ϕ±(θ, ω) around ω = 0 as ϕ±(θ, ω) ≈ ϕ0 +







∆±(θ, ω) = ±























∣∣∣M̃−+i (θ, ϕ+ ϕ0)∣∣∣2 . (3.21)
Note that the integral range of ϕ is ∆−(θ, ω) < ϕ < ∆+(θ, ω) and ∆±(θ, ω) ∝ ℏω
is small at low frequencies, thus the integrand can be expanded around ϕ = 0. For
Ix(ω),












































)2 ℏωπ∆t . (3.22)
Similarly, at low frequencies we can obtain the remaining components of the optical
















)2 ℏωπ∆t . (3.24)
Note that for εF = 0, ϕ0 =
π
























3.5 Optical conductivity with εF = 0
In this section, we show that the low frequency asymptotic forms obtained in the
previous section can also be derived from Eq. (3.7). In addition, we analyze the
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results by investigating the geometry of the phase space (PS) for interband transi-
tions. Here, the PS for interband transitions is given by the intersection between the
outside of the FS and the PS allowed by energy conservation.
For a given frequency ω, the PS for NLSMs allowed by energy conservation is
the surface of the momentum space torus which satisfies ℏω = ε+(k) − ε−(k) We
first consider the case where εF = 0 in the presence of tilt. Figures 3.3(a) and
3.3(b) show calculated optical conductivities with tilt energies of ∆t = 0.3ε0 and
∆t = 0.6ε0, respectively. Note that the optical conductivities show kink structures
at transitions between different frequency domains (I, II and III) and characteristic
frequency dependences determined by the tilt energies.
In region I, the optical conductivity in the tilt direction is σxx ∝ ω3 at low
frequencies while those in the other directions (σyy and σzz) are ∝ ω [see region I
in Figs. 3.3(a) and 3.3(b)]. Figures 3.3(c) and 3.3(d) show the corresponding PS for
interband transitions, which is divided into two separated islands located at ϕ = ±π2 .
As demonstrated above in Eq. (3.7), we can express the optical conductivity by
averaging contributions from the graphene sheets that occupy these two isolated
regions. In the low-frequency limit, in the vicinity of the contact points, the optical






































for i = x,
ℏω
π∆t
for i = y, z,
(3.27)





















At the intersection between regions I and II-1, the PS allowed by energy conser-
vation (yellow torus) begins to touch the boundary of electron (red) and hole (blue)
pockets, and the two isolated PS regions for interband transitions merge forming a
connected geometry distinguished from that in region I [see Figs. 3.3(e) and 3.3(f)].
Note that this change of geometry produces a kink in σii seen most clearly in σzz
because of its ϕ-independent projection factor [Fzz(ϕ) = 1; see Eq. (3.5)]. Such a
geometrical change also occurs at the intersection between II-1 and II-2 regions giv-
ing a kink in σzz. By observing the cross-sectional view of the PS allowed by energy
conservation and the FS in the kx − kz plane [see Figs. 3.3(i) and 3.3(j)], we can
calculate the frequencies at which kinks appear. Alternatively, since the geometrical
changes associated with additional interband transitions occur along the kx axis, the
Figure 3.3 (preceding page) (a), (b) Calculated optical conductivities of NLSMs for
εF = 0 with two different tilt energies of (a) ∆t = 0.3ε0 and (b) ∆t = 0.6ε0. Regions
I, II-1, II-2, III represent the frequency domains in which the PS for interband
transitions grows continuously without any abrupt changes. (c)-(h) The PS allowed
by energy conservation indicated by a yellow torus along with electron (red) and
hole (blue) pockets in different frequency domains. Note that in region I the PS
allowed for interband transitions consists of two local domains, while in region II
they merge together to form a connected geometry. (i), (j) Cross-sectional views of
the electron-hole pockets and the PS allowed by energy conservation in the kx − kz
plane at the frequencies of ω = ω1 (yellow solid lines) and ω = ω2 (yellow dashed
lines), where the PS allowed for interband transitions changes its geometry leading
to kink structures in the optical conductivity. (k), (l) Energy band dispersions along
the kx axis with ky = kz = 0 for (k) ∆t = 0.3ε0 and (l) ∆t = 0.6ε0. The geometrical
changes occur at frequencies corresponding to the onset of interband transitions
indicated by arrows.
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problem of finding kink frequencies is reduced to obtaining ω1 and ω2 in Figs. 3.3(k)
and 3.3(l): ℏω1 = 2∆tε0+∆t ε0, ℏω2 =
2∆t
ε0−∆t ε0.
In region II-2, for ∆t = 0.3ε0, the PS allowed by energy conservation [yellow
torus in Fig. 3.3(g)] covers the whole FS while keeping its toroidal structure similar
to the untilted case, thus the optical conductivity shows flat behavior with exactly
the same height as that of untilted NLSMs. For ∆t = 0.6ε0, however, the PS allowed
by energy conservation [yellow spherelike manifold in Fig. 3.3.(h)] is no longer a torus
and does not fully cover the whole FS, exhibiting a monotonic increase in σzz instead
of the flat behavior. Note that the PS allowed by energy conservation changes its
geometry from a torus to a spherelike manifold at the frequency ℏω3 = 2ε0. Thus,
the condition for the existence (absence) of the flat region can be obtained from the
condition ω2 < ω3 (ω2 > ω3), leading to ∆t < 0.5ε0 (∆t > 0.5ε0).
In region III, the PS allowed by energy conservation for both ∆t = 0.3ε0 and
∆t = 0.6ε0 merge into a sphere-like geometry covering the whole FS, similar to that
of Weyl semimetals. Thus, at high frequencies in this frequency domain, the optical
conductivity shows a linear behavior, as already shown in previous studies [38].
3.6 Optical conductivity with εF ̸= 0
Next, we consider the case where εF ̸= 0 in the presence of tilt. Figures 3.4(a) and
3.4(b) show calculated optical conductivities of NLSMs for εF = 0.1ε0 and εF =
0.5ε0, respectively, with ∆t = 0.3ε0. At low frequencies, the optical conductivity for
εF = 0.1ε0 increases linearly with increasing ω, whereas that for εF = 0.5ε0 exhibits
an optical gap.
To address the difference in the low-frequency behaviors, in Figs. 3.4(c) and
3.4(d) we show the PS allowed by energy conservation corresponding to a low-
frequency range along with electron-hole pockets. For εF = 0.1ε0, there is an avail-







Figure 3.4 (a), (b) Calculated optical conductivities of tilted NLSMs with ∆t = 0.3ε0
for two different Fermi energies of (a) εF = 0.1ε0 and (b) εF = 0.5ε0. (c), (d) The
PS allowed by energy conservation indicated by a yellow torus along with electron
(red) and hole (blue) pockets in the low frequency domain for (c) εF = 0.1ε0 and
(d) εF = 0.5ε0. (e), (f) Cross-sectional views of the electron-hole pockets and the
PS allowed by energy conservation in the kx − kz plane at frequencies where kinks
appear in the optical conductivity.
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around the contact points between the electron and hole pockets. Similarly as we did
for εF = 0, after replacing |∆t cosϕ| with |εF −∆t cosϕ| in Eq. (3.26), we obtain the
low-frequency optical conductivity as σiiσ0 ≈ Ci
ℏω
π∆t





























)2 . Note that in the presence
of finite εF, the linear term dominates over the cubic one in the optical conductivity
along the tilt direction, in contrast to the εF = 0 case [see Eq. (3.26)]. (For εF = ∆t
case, see Sec. III in SM.)
For εF = 0.5ε0, there is no available PS for interband transitions at low fre-
quencies because the electron pocket becomes large enough to cover the entire PS
allowed by energy conservation, leading to an optical gap due to Pauli blocking [see
Fig. 3.4(d)]. The optical gap persists up to the frequency where the PS allowed by
energy conservation touches the boundary of the electron pocket. Similarly as in the
εF = 0 case, we can obtain the size of the optical gap to be ℏωgap = 2 εF−∆tε0+∆t ε0, and
thus the condition for the existence of an optical gap: εF > ∆t.
As εF increases, the electron (hole) pocket grows (shrinks), because the number of
electrons in the system increases. The imbalanced sizes of the electron and hole pock-
ets lead to two more kinks compared with the εF = 0 case, as shown in Figs. 3.4(e)
and 3.4(f). Similarly as in the εF = 0 case, we can obtain ℏω1 = 2
∣∣∣ εF−∆tε0+∆t ∣∣∣ ε0,
ℏω2 = 2
∣∣∣ εF−∆tε0−∆t ∣∣∣ ε0, ℏω3 = 2 ∣∣∣ εF+∆tε0+∆t ∣∣∣ ε0, and ℏω4 = 2 ∣∣∣ εF+∆tε0−∆t ∣∣∣ ε0. It follows that the
condition for the existence of a flat region can be obtained from ℏω4 > ℏω5 ≡ 2ε0,
leading to ∆t <
1
2(ε0−εF) . Here ω5 is the frequency where the PS allowed by energy














Figure 3.5 (a) Phase diagram for the existence of an optical gap in all components
of optical conductivity and a flat region in σzz. (b), (c) Optical conductivities cor-
responding to the cross marks indicated in (a). Note that in (b), both the gap and
flat region are present, whereas in (c), both are absent.
3.7 Phase diagram for the existence of an optical gap and
a flat region
Results in the previous section show that the appearance of an optical gap is not
soley determined by the Fermi energy, but also the magnitude of tilt. In addition, the
typical flat behavior observed in untilted nodal line systems could not appear in a
certain range of parameters of ∆t and εF . In the following, we present conditions for
the existence of an optical gap and a flat region. The condition for the appearance of
an optical gap in all components of optical conductivity (εF > ∆t) and that of a flat
region in σzz at intermediate frequencies [∆t <
1
2(ε0 − εF )] are independent of each
other, creating four possible scenarios where an optical gap is present/absent at low
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frequencies with/without a flat region. Figure 3.5 (a) shows the corresponding phase
diagram on the ∆t/ε0 and εF /ε0 plane. Figures 3.5 (b) and (c) show the remaining



























Figure 3.6 (a) The Drude weight of tilted NLSMs with ∆t = 0.3ε0 and (b) the
intraband (σintrazz , dotted line) and interband (σ
inter
zz , dashed line) contributions to
the optical conductivity σzz (solid line). The inset to (a) shows the derivative of the
Drude weight near εF = ∆t, where the Drude weight exhibits a nonanalytic kink
behavior due to an abrupt change in the geometry of the FS. Here D0 = e
2
ℏ k0ε0 and
the Drude weight is defined to be σintraii = Diiδ(ℏω).
3.8 Drude Weight
The intraband contribution to optical conductivity gives rise to a Drude peak at low
frequencies whose weight also inherits a nonanalytic density dependence from the
geometry of the FS. Interestingly, these are seen most clearly in the derivatives of
the weight with respect to Fermi energy, as shown in Fig. 3.6.
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3.9 Discussion
3.9.1 Nodal lines with SOC
Introducing spin-orbit coupling (SOC) can gap out a nodal line and produce pairs
of Weyl points [40]. In such cases, at frequencies below the SOC scale, the PS for
interband transitions are spheres enclosing the Weyl nodes, and the conductivity
will revert to linear frequency scaling known for Weyl semimetals (WSMs). Above
the SOC energy, however, the separated PS recovers a toroidal shape, and this will
have the characteristic dependence found in our work. Recent calculations for WSMs
in the TaAs class indicate that these materials are weakly broken line node systems
where the tilt scale dominates the SOC scale. Thus, our analysis is applicable over
a wide frequency range and can be used as a signature of these new states of matter
in optical experiments.
3.10 Conclusion
We studied the frequency-dependent conductivity of NLSMs focusing on the effects
of carrier density and energy dispersion on the nodal line. We find that the low-
frequency conductivity has a rich spectral structure which can be understood using
scaling rules derived from the geometry of their Dupin cyclide Fermi surfaces. We
identify different frequency regimes, find scaling rules for the optical conductivity in
each and demonstrate them with numerical calculations of the inter- and intraband




Optical Conductivity of multi-Weyl
semimetals
4.1 Introduction
In this chapter, we report calculations of the optical conductivity in multi-Weyl
semimetals (m-WSMs), and analyze their characteristic frequency dependence in
the semimetallic state and in nearby insulating states, focusing on the effects of
the winding number, lattice regularization and phase transitions. We find that the
results for m-WSMs can be clearly distinguished from those for WSM’s by their
low-energy frequency dependence, which is determined by the winding number of
the m-WSM phase.
4.2 Model
Let us consider a lattice model that shows at some parameter range the m-WSM
phase described by Eq. (2.9). A simple lattice model for the Weyl semimetals with







Figure 4.1 (a) Phase diagrams of J = 2 lattice models on the tz/m0 andmz/m0 plane
and (b) evolution of the energy band structure from the 3D quantum anomalous
Hall (QAH) phase to the normal insulator (NI) phase. Here, we use several values
of mz/m0 corresponding to different phases, indicated by circled numbers in the
phase diagram. QAH|WSM and WSM|NI denote the transition phase between 3D
QAH and WSM, and WSM and NI, respectively. The phase diagram for J = 1 has a
similar shape, but has a different phase boundary between the WSM and 3D QAH
represented by the dashed line [16].
31
by [16, 43, 44]
H1 = tx sin(kxa)σx + ty sin(kya)σy +Mzσz, (4.1)
Mz = mz − tz cos(kza) +m0[2− cos(kxa)− cos(kya)],
where a is the lattice spacing, and tx,y,z, mz and m0 are material dependent pa-
rameters. Similarly, we can generalize the above lattice model in Eq. (4.1) to J = 2
so that near the Weyl points the low-energy Hamiltonian reduces to the form of
Eq. (2.9) [30]:
H2 = tx[cos(kya)− cos(kxa)]σx
+ty sin(kxa) sin(kya)σy +Mzσz. (4.2)
Depending on the model parameters, the Hamiltonian in Eqs. (4.1) and (4.2) shows
various phases such as normal insulators (NIs), Weyl semimetals, and three-dimensional
(3D) quantum anomalous Hall (QAH) states, as shown in Fig. 4.1 along with the
corresponding energy band structures. The phase diagram for J = 2 has a similar
shape to that for J = 1 [16], but because of the change in the electronic structure,
the optical properties in the m-WSMs show a strong dependence on their chirality.
For the continuum model corresponding to each phase, we choose the parameter
range where Weyl nodes arise at (kx, ky) = (0, 0). Other choices of parameter ranges
give fundamentally identical settings. Using the k ·p method, we can write a generic








where the mass term is given by Mz ≈ ℏvzqz + α + βq2z + γ(k2x + k2y). Here we set
γ = m0a
2
2 > 0 except for the WSM phase with γ = 0 where the linear term in Mz
dominates over the quadratic term associated with γ at low energies. Note that for
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the NI (3D QAH) phase, α = mz ∓ tz and β = ± tza
2
2 . Then, for each phase, we find
NI : qz = kz; vz = 0; α, β > 0,
NI|WSM : qz = kz; vz = 0; α = 0, β > 0,
WSM : qz = kz ∓ b; vz ̸= 0; α = β = 0,
WSM|QAH : qz = kz ∓ πa ; vz = 0; α = 0, β < 0,
QAH : qz = kz ∓ πa ; vz = 0; α, β < 0,
(4.4)
where cos(ba) ≡ mz/tz with |mz|/tz < 1. For calculation, we set k0 = 1/a, tx = ty =
4m0 and tz = 0.5m0 with m0 > 0, and vary −m0 < mz < m0 with other parameters
fixed to induce various phases.
4.3 Continuummodel for each phase in multi-Weyl semimet-
als
In this section, we discuss a continuum model for each phase in the phase diagram,
including the transition point. For the calculation, we set k0 = 1/a, tx = ty = 4m0
and tz = 0.5m0 with m0 > 0, and vary −m0 < mz < m0 with other parameters
fixed to induce various phases.
4.3.1 WSM phase
First, consider a continuum model for the WSM phase. For |mz|/tz < 1 with
cos(ba) ≡ mz/tz, two Weyl points appear at k = ±bẑ, at which the conduction
and valence bands touch at zero energy. Then, the Hamiltonian for J = 1 reduces
to the form for Weyl semimetals:
H1 ≈ ℏvxkxσx + ℏvykyσy ± ℏvzqzσz, (4.5)
where qz = kz ∓ b, ℏvxa = tx,
ℏvy
a = ty and
ℏvz
a = tz sin(ba). Similarly, for J = 2,





Figure 4.2 Energy dispersions for the J = 1 and J = 2 lattice models in the WSM
phase viewed from the kz- and kx-axes. Shaded regions represent the energy disper-
sions obtained by projecting them to (a), (b) the kz-axis or to (c), (d) the kx-axis
at ky = 0, in which each point of the dispersion is colored according to the energy
scale, with yellow (blue) indicating higher (lower) values. The black solid lines are
added to represent the energy dispersions across the Weyl node along (a), (b) the
kz-axis with kx = 0 and (c), (d) the kx-axis with kz = b. Here, mz/m0 = 0 and
b = 0.5π/a are used for calculation.
tx = ty ≡ t∥ and ℏvza = tz sin(ba). Note that the two Weyl points located at k =
±bẑ have opposite handedness χ = ±1, representing the right-handed/left-handed
chirality with Chern number χJ .
Figure 4.2 shows the energy dispersion for the J = 1 and J = 2 lattice models
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in the WSM phase. As shown in Eq. (2.9), the energy dispersion near the Weyl
point along the kz direction with kx = ky = 0 is linear, while that along the kx-ky
directions with kz = 0 is proportional to k
J . Note that there always appear multiple
Weyl points in the Brillouin zone with the total chirality summing to zero, and
in the lattice model we are considering, there are two Weyl nodes with opposite
chiralities. Between the two Weyl points, the energy dispersion becomes flat along
the kz direction at kx = ky = 0, showing a van Hove singularity.
4.3.2 NI phase
Figure 4.3 Energy dispersions for the (a), (c) J = 1 and (b), (d) J = 2 lattice models
in the NI phase viewed from the (a), (b) kz- and (c), (d) kx-axes with ky = 0. Here,
mz/m0 = 0.8 is used for the calculation.
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For mz > tz, the mass term Mz defined in Eq. (4.1) remains positive throughout
the Brillouin zone, thus the system is in the trivial insulator phase. Near k = (0, 0, 0),
Mz can be approximated as











Figure 4.3 shows the energy dispersions for the J = 1 and J = 2 lattice models
with an energy gap of the size of 2α, where α = mz − tz, which gives rise to a
corresponding optical gap.
4.3.3 3D QAH phase
For mz < −tz, the mass term Mz changes its sign in the Brillouin zone, generating
a non-trivial insulating phase in contrast to the case of the NI phase. Near k =
(0, 0,±πa ), Mz can be approximated as











where qz = kz ∓ πa .
Figure 4.4 shows the energy dispersion for the J = 1 and J = 2 lattice models in
the 3D QAH phase. Because of the negative sign of the constant term α = mz+tz < 0
inMz, the 3D QAH phase has a different gap structure compared with the NI phase.
Let γ = m0a
2




gap of 2|α| appears at k = (0, 0,±πa ), whereas if α < αc, a Mexican hat structure
with the gap of 2
√
2αcα− α2c appears away from the k point. Note that in addition
to (kx, ky, kz) = (0, 0,±πa ), there appear local minima at (kx, ky, kz) = (±
π
a , 0, 0) and
(0,±πa , 0) in the J = 1 3D QAH phase. For J = 2, there is always a Mexican hat
structure for α < 0 with a gap of 2|α|ε0(ε0+Γ)
√
ε20Γ
2 + (ε20 + ε0Γ− Γ2)2, where Γ = γk20.
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Figure 4.4 Energy dispersions for the (a), (c) J = 1 and (b), (d) J = 2 lattice models
in the 3D QAH phase viewed from the (a), (b) kz- and (c), (d) kx-axes with ky = 0.
Here, mz/m0 = −0.8 is used for the calculation. The dashed lines in (a) represent
the energy dispersion along the kz-axis with kx =
π
a and ky = 0.
4.3.4 Transition between the WSM and NI phases












Figure 4.5 shows the energy dispersion for the J = 1 and J = 2 lattice models at
the transition between the WSM and NI phases. Note that the low-energy dispersion
along the kz direction with kx = ky = 0 is quadratic, while that along the kx-ky
directions with kz = 0 is linear for J = 1 and quadratic for J > 1.
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Figure 4.5 Energy dispersions for the (a), (c) J = 1 and (b), (d) J = 2 lattice models
at the transition between the WSM and NI phases viewed from the (a), (b) kz- and
(c), (d) kx-axes with ky = 0. Here, mz/m0 = 0.5 is used for the calculation.
4.3.5 Transition between the WSM and 3D QAH phases












where qz = kz ∓ πa .
Figure 4.6 shows the energy dispersion for the J = 1 and J = 2 lattice models
at the transition between the WSM and 3D QAH phases. Note that similar to the
transition between the WSM and NI phases, the low-energy dispersion along the kz
direction with kx = ky = 0 is quadratic, while that along the kx-ky directions with
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Figure 4.6 Energy dispersions for the (a), (c) J = 1 and (b), (d) J = 2 lattice models
at the transition between the WSM and 3D QAH phases viewed from the (a), (b) kz-
and (c), (d) kx-axes with ky = 0. Here, mz/m0 = −0.5 is used for the calculation.
qz = 0 is linear for J = 1 and quadratic for J > 1.
4.4 Optical conductdivity in WSM phase
In the following, we consider only the undoped case with µ = 0. In the clean limit at




Figure 4.7 Real part of (a)-(d) longitudinal and (e), (f) transverse optical conductiv-
ities in units of σ0 =
e2
ℏa for the lattice (blue solid line) and continuum (black dotted
line) models in the WSM phase. The arrows in the insets indicate interband tran-
sitions corresponding to kink structures in σxx(ω) and σxy(ω). Here, mz/m0 = 0,
b = 0.5π/a, and kc = π/a are used for calculation.
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exhibiting the chirality dependent power-law exponents in frequencies. Also note
that the effect of a finite µ simply produces a small gap due to Pauli blocking in
interband transitions and a conventional Drude peak from intraband transitions,
which does not alter the characteristic frequency dependence of the conductivity as
long as µ is not high enough that the effective Hamiltonian is still characterized by
a m-WSM Hamiltonian (see Appendix B.2).
Next, consider the real part of the Hall or transverse optical conductivity. Note
that a sign change of Mz in the Brillouin zone can produce a nontrivial state that
supports a Hall effect in the kx-ky plane for a fixed kz. We therefore focus only on
the in-plane off-diagonal part σxy(ω). If two Weyl nodes with opposite chirality are
















where kc is the cutoff along the kz direction. Here, χ represents the right-handed/left-
handed chirality, which has χ = ±1 if the node with positive chirality is at ±bẑ and
the other at ∓bẑ. Note that the Hall conductivity for m-WSMs is given by J times
that for J = 1 Weyl semimetals, thus their surface states could be manifested by J
Fermi arcs connecting the two Weyl nodes.
Figure 4.7 shows the calculated optical conductivities for J = 1 and J = 2
lattice and continuum models, respectively. At low frequencies, the lattice models
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are approximated by the corresponding low energy model in Eq. (2.9), thus the
optical conductivities obtained from the lattice and continuum models are in good
agreement. As the frequency increases, however, optical conductivities deviate from
the continuum model and show a kink structure in σxx(ω) and σxy(ω) at ℏω =
2|mz − tz| due to the interband transitions between states around the van Hove
singularity [46], as shown in the insets to (a) and (b).
4.5 Optical conductdivity in insulator phases
For the NI phase (α > 0) and 3D QAH phase (α < 0), we obtain the leading-order
ω dependence of longitudinal optical conductivities analytically assuming γ = 0 in
the vicinity of ℏω = 2|α|,
σxx(ω) ∼ (ℏω − 2|α|)
1
2 Θ(ℏω − 2|α|), (4.12a)




2 Θ(ℏω − 2|α|). (4.12b)
Note that similarly to the WSM phase, σxx(ω) has the same ω dependence regardless
of the chirality index J , while σzz(ω) has different power-law exponents depending on
J . Here the analytic results are obtained assuming γ = 0 for simplicity, which is valid
when the effect of the band distortion associated with nonzero γ is small (γk20 ≪ ε0
or m0 ≪ tx, ty). As γk20/ε0 increases, the power-law exponent deviates from the
analytic expression in Eq. (4.12) obtained assuming γ = 0, and the derivation is
more significant for J = 2 than J = 1 because the kinetic term associated with J is
comparable to the quadratic γ term at low frequencies (see Appendix B.2).
The transverse optical conductivities in the NI and 3D QAH phases up to second













and ξ = 0 (ξ = 1) for the NI (3D QAH) phase. The static






Figure 4.8 Real part of (a)-(d) longitudinal and (e), (f) transverse optical conduc-
tivities in the 3D QAH phase for the lattice model (blue solid line), the continuum
model (red dashed line), and the analytic results (black dotted line). For the lon-
gitudinal (transverse) conductivities, the analytic results are obtained for γ = 0
(γ = m0a
2
2 ). Solid (dashed) lines in the inset to (a) represent the energy dispersion
for J = 1 along the kz direction with kx = 0 (kx =
π
a ) and ky = 0. The left inset to
(b) represents the energy dispersion for J = 2 along the kx direction with kz =
π
a
and ky = 0, and the right inset to (b) shows an enlarged view in σxx(ω) near the in-
terband transition. Arrows in the insets indicate interband transitions corresponding
to the kink structures appearing in σxx and σxy. Here, mz/m0 = −0.8 and kc = π/a
are used for the calculation.
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term, because the static Hall conductivity for the continuum model is not properly
regularized carrying an arbitrary residual value. Thus only the difference in this
quantity between different electronic states is experimentally measurable, giving a
quantized value in the 3D QAH phase while zero in the NI phase. In this sense, we
choose the momentum cutoff along the kz direction as kc = π/a so that the properly
subtracted static Hall conductivity in the 3D QAH phase has the same quantized
value as in the lattice model. A detailed discussion on the regularization process
and the expression for Bxy can be found in the Appendix B.1. Note that for the
transverse optical conductivities, we present analytic results with non-zero γ.
Figure 4.8 shows calculated optical conductivities for the J = 1 and J = 2 lattice
and continuum models in the 3D QAH phase. If γ = 0, the energy gap with a size
of 2|α| for both NI and 3D QAH phases leads to zero conductivity for frequencies
ℏω < 2|α| due to the optical gap. Because of the non-zero γ, a Mexican hat structure




J = 1, and if α < 0 for J = 2 exhibiting a shifted interband peak with respect to
the γ = 0 result. For the J = 1 lattice model in the 3D QAH phase, an additional
kink structure appears at ℏω = 2|mz − tz +2m0| due to the interband transitions at
local minima (kx, ky, kz) = (±πa , 0, 0), (0,±
π
a , 0), as shown in Fig. 4.8(a).
At the transition point between the WSM and NI phases or between the WSM
and 3D QAH phases, the longitudinal (transverse) optical conductivities obtained






















Note that similarly as in the NI and 3D QAH phases, the static part of σxy(ω)






Figure 4.9 Real part of (a)-(d) longitudinal and (e), (f) transverse optical conductiv-
ities at the transition between the 3D QAH and WSM phases for the lattice model
(blue solid line), the continuum model (red dashed line), and the analytic results
(black dotted line). For the longitudinal (transverse) conductivities, the analytic re-
sults are obtained for γ = 0 (γ = m0a
2
2 ). Here, mz/m0 = −0.5 and kc = π/a are
used for calculation.
found numerically for J = 1, 2 with a frequency independent coefficient Cxy. Note
that the longitudinal conductivities for both transition points are identical (within
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a γ = 0 approximation), whereas the Hall conductivities have different static values,
with the difference given by σQAHxy .
4.6 Discussion
Recently, Huang et al. [4] demonstrated that strontium silicide (SrSi2) hosts double
Weyl nodes with a chirality J = 2. The effective Hamiltonian, which describes one
of the Weyl nodes with a chirality J = 2 in SrSi2, resembles that of bilayer graphene
with the interlayer hopping replaced by the spin-orbit coupling ∆ connecting the
two J = 1 Weyl Hamiltonians. If we assume µ = 0, at low frequencies the optical
conductivity for the double Weyl nodes in SrSi2 behaves similar to that of the J = 2
Weyl semimetals, showing σxx ∼ ω and σzz ∼ ω0 dependence, whereas at high fre-
quencies, the optical conductivity shows two copies of the J = 1 Weyl semimetals
exhibiting a linear ω dependence in σxx and σzz. At intermediate frequencies, kink
structures appear at frequencies comparable to the energy scales of interband tran-
sitions determined by ∆. Note that the double Weyl nodes in SrSi2 are not actually
located at µ = 0, thus the longitudinal conductivity in real SrSi2 will give additional
features of the Pauli blocking and the Drude peak. In addition, in a real sample,
multiple Weyl nodes coexist, thus the optical conductivity can be obtained by the
sum of the contribution from each node.
4.7 Conclusion
In conclusion, we studied the optical properties of m-WSMs in semimetallic and
nearby insulating phases, focusing on the frequency dependence of optical conduc-
tivity. We demonstrated that the optical conductivities σxx(ω), σzz(ω) and σxy(ω)
show a characteristic frequency dependence that strongly varies according to the




Collective modes in multi-Weyl
semimetals
5.1 Introduction
The goal of this chapter is to investigate electronic collective modes of chiral gapless
electron-hole systems and find wave-vector-dependent plasmon dispersions, consid-
ering interband transitions along with chirality of the systems. We consider both
gapless semimetals with an isotropic band dispersion and multi-Weyl semimetals
with an anisotropic band dispersion. We calculate the plasmon modes and the en-
ergy loss functions (spectral strength) in gapless semimetals, and present analytical
and numerical results for long-wavelength plasma frequencies focusing on the effect
of chirality. Throughout the chapter we consider the systems with the finite carrier
density, i.e., either electron or hole doped (or gated) systems at zero temperatures.
We find many intriguing and unexpected features of the plasmon modes and
their Landau damping in gapless semimetals. For chiral systems with the isotropic
linear and quadratic band dispersion (N = 1, 2 in E ∝ kN ) the long-wavelength
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plasmons lie outside the Landau damping regions due to the depolarization effects
arising from the interband transition and therefore they do not decay by produc-
ing electron-hole pairs. For the systems with higher-order dispersions (N ≥ 3), the
long-wavelength plasma frequencies divided by Fermi energy (i.e., ℏωp/EF) increase
as the density decreases and enter the interband single particle excitation (SPE)
region at the critical carrier density, where the dispersion shows a discrete energy
jump. For the multi-Weyl systems with an anisotropic dispersion (i.e., with a linear
band dispersion along z direction and non-linear in x-y directions), one interesting
salient feature in the calculated plasma frequency is the density dependence of the
plasmon. We find that the density dependence of the long-wavelength plasma fre-
quency along the direction of non-linear dispersion behaves like that of the isotropic
linear band model (N = 1), while along the direction of linear dispersion it behaves
like that of the isotropic non-linear model (N ≥ 2). We find that both the plasmons
remain undamped over a broad range of density and interaction strength due to the
chirality induced red-shift of plasmon modes. We believe that our predictions may
be easily observable via inelastic light-scattering spectroscopy[47–49] or inelastic
electron-scattering spectroscopy [50–54].
5.2 The Isotropic Model
Before we calculate the collective modes in gapless multi-Weyl semimetals with
anisotropic energy band dispersions, we first consider the gapless semimetals with
the isotropic band dispersions. For the isotropic model we consider the following







k̂ · σ, (5.1)
where k is the wave vector, k̂ = k/|k|, σ are Pauli matrices acting in the space of two
bands involved at the Weyl point, and E0 and k0 are material dependent parameters,
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which have units of energy and momentum, respectively. The corresponding energy
dispersions are given by Ek,± = ±E0(|k|/k0)N and the eigenfunctions corresponding
to the ± energies are


















and ϕ = tan−1 (ky/kx). The |+⟩ state with posi-
tive energy represents the conduction band, and the |−⟩ state with negative energy
represents the valence band. Note that the Hamiltonian in Eq. (5.1) with N = 1
corresponds to the Hamiltonian of Weyl semimetals. To understand the effects of
chirality on the plasmon properties beyond the energy dispersion of the system, we







The non-chiral Hamiltonian we introduce in Eq. (5.4) has exactly the same energy
dispersion as the chiral system in Eq. (5.1). Unlike the chiral model, however, its
eigenstates are completely independent of each other so that the chiral nature of wave
functions is absent. It will be shown later that the interband transitions associated
with chirality are largely responsible for differences between plasmons in the presence
and absence of chirality.
Plasmons are defined as longitudinal in-phase oscillation of all the carriers driven
by the self-consistent electric field generated by the local variation in charge density.
To find the full plasmon dispersion at finite wave vectors we need the quantum
mechanical many-body theory for the collective motion of all carriers[42]. Within
the random phase approximation (RPA), the plasmon dispersion is obtained by
finding zeros of the dynamical dielectric function, which is expressed as [42, 55–58,
61]





is the Coulomb interaction and κ is a background dielectric
constant. The non-interacting polarizability Π(q, ω) is given by


















is the Fermi distribution function for the band





ss′ cos θk,k+q) is the overlap factor, θk,k+q is the angle between k and k + q, and
g denotes the number of degenerate Weyl nodes of the system. Since we focus on
the long-wavelength plasmons in this work, we neglect transitions between different
nodes located at different momenta. Within this assumption, contributions from
other Weyl nodes can be taken into account by multiplying the degeneracy factor
g. It is important to notice that in the non-chiral model described by Eq. (5.4) and
later by Eq. (5.14), the overlap factor becomes the Kronecker δ, i.e., F ss
′
k,k+q = δss′ ,
which excludes the possibility of any interband transitions between the conduction
and valence bands. In this sense, the non-chiral model considered here is a two-band
model without interband transitions, which is effectively a single-band model with
the same energy dispersion.
We first consider the loss function of 3D gapless semimetals, which is calculated
from the dielectric function (i.e., −Im[1/ε(q, ω)]) and can be directly measured in
experiments such as inelastic electron spectroscopy. The loss function is related to the
dynamical structure factor S(q, ω) by S(q, ω) ∝ −Im[1/ε(q, ω)], which gives a direct
measure of the spectral strength of the various elementary excitations. Figure 6.1
shows the density plots of calculated energy-loss functions in (q, ω) space for N = 2
(parabolic dispersion) and N = 3 (cubic dispersion) in the absence (top panels)
and presence (bottom panels) of chirality. Plasmon dispersions are given by sharp
peaks of the energy-loss function, which correspond to the poles of the dielectric



































Figure 5.1 The density plots of calculated energy-loss functions in (q,ω) space. (a)
and (b) show the loss functions in the absence of chirality for (a) N = 2 (parabolic
dispersion) and (b) N = 3 (cubic dispersion), whereas (c) and (d) show the energy-
loss functions in the presence of chirality for (c) N = 2 and (d) N = 3. The dashed
lines represent the boundaries of the intraband and interband electron-hole continua.
Note that in the presence of chirality, the plasmon energies are shifted downward
for all wave vectors compared with those in the absence of chirality. Here we use
the coupling constant gα = 2.4, and the Fermi energy EF/E0 = 1 for N = 2 and
EF/E0 = 0.5 for N = 3, respectively.
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the plasmon mode), the imaginary part of the inverse dielectric function becomes
the Dirac δ-function, i.e., −Im[1/ε(q, ω)] =W (q)δ(ω − ωp(q)) with the strength





where ωp(q) is the plasma frequency at a given wave vector q. Thus, an undamped
plasmon shows up as a well-defined δ-function peak in the loss function as indicated
by sharp yellow solid lines in Fig. 6.1. The undamped plasmon mode in general
carries most of spectral weights and should be observable in experiments (i.e., it
is expected that the mode does not decay by electron-hole pairs). The dotted lines
in Fig. 6.1 represent the boundaries of the intraband and interband electron-hole
single particle excitation (SPE) continua. The electron-hole SPE continua show up
as weak broad incoherent structure and carries small spectral weight. When the
plasmon mode enters the SPE continuum at the critical wave vector qc, the dielectric
function ϵ(q > qc, ω) has a finite imaginary part and the plasmon mode becomes
damped via Landau damping. The plasmon mode inside the Landau damping region
decays by emitting intraband or interband electron-hole pairs, which is now allowed
by energy-momentum conservation. The broadened peaks inside the SPE regions
in Fig. 6.1 indicate the damped plasmons. The plasmon energy scaled by the Fermi
energy (ℏωp/EF) is strongly dependent on the band structure. One interesting result
is the chirality dependence of the plasmon energy, and it is important to note that
in the presence of chirality, plasma frequencies are red-shifted. This is due to the
depolarization effect on the plasmon modes, arising from interband transitions.
Figure 6.2 shows the long-wavelength plasma frequencies for N = 2 and N = 3
as a function of Fermi energy in the presence (red) and absence (blue) of chirality. In
this figure the boundary of interband SPE at q = 0 is 2EF. If the plasma frequency is
larger (smaller) than 2EF, the plasmon decays (does not decay) by Landau damping.
For both N = 2 and N = 3, ℏωp/EF in the absence of chirality increases mono-
tonically with decreasing density and diverges in the low density limit (EF → 0).
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Figure 5.2 Density dependence of the long-wavelength plasma frequencies for (a)
N = 2 and (b) N = 3. Red (Blue) lines correspond to the results in the presence
(absence) of chirality. Note that for N = 2, ℏωp/EF diverges in the EF → 0 limit
in the absence of chirality, whereas it converges to a finite value in the presence
of chirality. For N = 3, the chiral plasmon dispersion shows a discrete jump at
ℏωp = 2EF, where plasmons start decaying into electron-hole pair excitations. Here
we use the coupling constant gα = 2.4.
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In the presence of chirality, the plasma frequencies are always smaller than those
without chirality, and the energy difference between the two plasmons grows as the
carrier density decreases. For N = 2, as the density goes to zero, the plasma fre-
quency approaches a finite value less than 2EF, i.e., ℏωp ≃ 1.7EF, indicating that
the long-wavelength plasmon does not enter the interband electron-hole continuum
for the whole range of densities and thus the plasmon is not damped through the
Landau damping. For N = 3, the plasma frequency as a function of Fermi energy
exhibits a discrete jump at a critical value of EF = ℏωp/2, and below the critical
value the plasmon energy becomes bigger than 2EF and enters into the interband
electron-hole continuum decaying via Landau damping. Note that interband tran-
sitions are more suppressed at high densities due to Pauli-blocking, which narrows
the energy range over which interband transitions can occur. Thus, the effect of in-
terband transition on plasmons becomes weaker at high densities, resulting in small
depolarization shift in plasmon energy. For this reason, the signature of chirality in
the plasmon dispersions is significant at low densities.
To get further insight into the results shown in Fig. 6.1 , here we present the
calculated analytic expressions for the leading-order long-wavelength plasma fre-


























in the presence of chirality, where α = e
2k0
κE0
is the coupling constant characterizing
the interaction strength. The above results are calculated in EF/E0 ≪ 1 limit for
N ≥ 2. Note that for N = 1 Weyl semimetals a linear band dispersion leads to
cut-off dependent long-wavelength plasma frequencies[58, 59]. It is easy to see from
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Eq. (5.9) that the plasma frequency with chirality is red-shifted with respect to that
without chirality, showing different density dependence at low densities. This dif-
ference originates from the interband transition contribution, which appears in the
additional term of the polarizability with the opposite sign of the intraband con-
tribution [see Eq. (C.8) in Appendix C.1]. This indicates that interband transitions
and associated chiral nature of wavefunctions contribute to the depolarization of the
screening and are responsible for the red-shift of the plasma frequencies.
It is interesting that the density dependence of the long wavelength plasma fre-







where n is the charge carrier density and m is the effective mass of the charge
carrier. By using the momentum relation mvF = ℏkF (vF and kF are the Fermi
velocity and the Fermi wave-vector, respectively) and the energy dispersion relation
Ek,± = ±E0(|k|/k0)N for arbitrary band dispersion, the density dependence of the





which agrees with the full RPA result in Eq. (5.8) for the non-chiral case. Thus, for
N = 1 we have ℏωclp ∼ EF, i.e., the plasma frequency scaled by the Fermi energy is
independent of EF[61]. For N ≥ 2, ℏωclp /EF ∼ E−αF with α = (N − 1)/2N , i.e., the
scaled plasma frequency increases as the density (or Fermi energy) decreases and
diverge as EF → 0. Note that the interband transition red-shifts the classical plasma
frequencies in the presence of chirality.
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5.3 The Anisotropic Model
In the previous section we have discussed the plasmon properties of isotropic gapless
semimetals. In this section we explore, within the RPA, the plasmon properties of
the anisotropic multi-Weyl system whose dispersion is non-linear in the in-plane
directions, but linear in the out-of-plane direction.
We consider the following Hamiltonian that describes a multi-Weyl node of order
J ,


















2 (σx ± iσy), k± = kx ± iky, and k0 and E0 are material dependent
parameters. Throughout this section the momentum and the energy are normalized
by k0 and E0, respectively. With these normalized quantities, we can write the energy








y is the in-plane
momentum corresponding to non-linear dispersion (E ∼ kJ∥ ) in the x− y plane and
kz is the out-of-plane momentum along the z direction where the dispersion is linear
(E ∼ kz). The overlap factor F ss
′







1 + ss′(cos θ cos θ′ + sin θ sin θ′ cos J(ϕ− ϕ′))
]
(5.13)
where k = (kx, ky, kz) and k




z) are related to (r, θ, ϕ) and (r
′, θ′, ϕ′)
through the coordinate transformation, respectively [see Eq. (C.9) in Appendix C.2].
For comparison, we also introduce an anisotropic non-chiral model with the same
energy dispersion:
HnchJ (k) = Ekσz. (5.14)
To investigate the plasmon dispersions and their damping we calculate the energy
loss function of the system. Figure 6.3 shows the density plots of the calculated
energy loss functions for J = 2 in the absence (top panels) and presence (bottom







































Figure 5.3 Calculated plasmon dispersions (solid yellow lines) for the anisotropic
model with J = 2 in the absence [top panels, (a) and (b)] and presence [bottom
panels, (c) and (d)] of chirality along the z-direction [left panels, (a) and (c)] and
the in-plane direction [right panels, (b) and (d)]. Note that plasmon dispersions along
the z-direction behave similarly as those for the N = 1 isotropic model and plasmon
dispersions along the in-plane direction behave as those for the N = 2 isotropic
model. Plasmon frequencies along both directions are red-shifted in the presence of
chirality, as in the isotropic model. Here we use the Fermi energy EF/E0 = 1 and
the coupling constant gα = 2.4.
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function in (qz, ω) space for a fixed in-plane wave vector (q∥ = 0), and Fig. 6.3 (b)
and (d) show the density plots of the energy loss function in (q∥, ω) space for a fixed
out of plane wave vector (qz = 0). The yellow lines with the largest spectral weight
in the energy loss correspond to the plasmon dispersions of the system. The two
most important salient features of the results shown in Fig. 6.3 are following. First,
the plasmon dispersions for both in-plane and out-of-plane directions are red-shifted
in the presence of chirality, which is consistent with the isotropic results. Second,
the plasmon dispersion along the out-of-plane direction (where the band dispersion
is linear) shows a similar behavior as that in the N = 1 isotropic system. This
is because the longitudinal plasmon oscillations propagating along the out-of-plane
direction arise from the collective carriers with linear band dispersion and thus their
effective motion is essentially identical to those in gapless semimetals with linear
dispersion (N = 1). The same argument is also applied to the in-plane plasmon
modes which propagate along the in-plane direction, where the carriers have the
parabolic dispersion and therefore the plasmon dispersion behaves as that in the
N = 2 isotropic system.
In contrast to the plasmon dispersions, however, the density dependence of the
long-wavelength plasmons shows a non-trivial relation between the isotropic and
anisotropic models. Figure 6.4 presents calculated long-wavelength plasma frequen-
cies as a function of Fermi energy for J = 2 and J = 3 in the presence (red) and
absence (blue) of chirality. The in-plane plasma frequencies ℏωp/EF [(a) for J = 2
and (b) for J = 3], show the same behavior as the N = 1 isotropic system, i.e.,
the normalized frequencies are weakly dependent on the carrier density over a wide
range both with and without chirality. Note that this behavior is similar to that in
gapless semimetals with linear dispersion. For the z-direction [(c) for J = 2 and (d)
for J = 3], ℏωp/EF increases with decreasing Fermi energy in the absence of chiral-









































Figure 5.4 Density dependence of the long-wavelength plasma frequencies in the
presence (red lines) and absence (blue lines) of chirality for J = 2 [left panels,
(a) and (c)] and J = 3 [right panels, (b) and (d)]. Along the in-plane momentum
direction [top panels, (a) and (b)], ℏωp/EF for both J = 2 and J = 3 behaves as
that in Weyl semimetals. Along the z direction [bottom panels, (c) and (d)], for both
J = 2 and J = 3 ℏωp/EF converges to a finite value in the EF → 0 limit. Here we
use the coupling constant gα = 2.4.
chirality, for J = 2 and J = 3 it converges to a finite value in the EF → 0 limit.
Note that these results are qualitatively similar to the chiral signature of N = 2
and N = 3 isotropic systems, respectively, as discussed in Sec. II, though here the
energy dispersion along the z-direction is linear. It is important to notice that this
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result is against our expectations because the density dependence of the anisotropic
plasmons along a direction with a specific energy dispersion does not match with
the corresponding plasmons in the isotropic model with the same energy dispersion.
It should also be noted that for the chiral case anisotropic plasmons along both the
in-plane and out-of-plane directions are significantly red-shifted so that they are out-
side the electron-hole continua for a broad range of density and coupling strength.
For J = 3 plasmons, this is in sharp contrast to the counterpart of the isotropic case
(N = 3), where plasmons exhibit a discrete jump merging into the electron-hole
continua at a critical Fermi energy.
Here we analyze the previous numerical results in Fig. 6.4 with analytical ex-
pressions. Similarly as the isotropic case, we can also derive long-wavelength plasma
frequencies from the linear response theory in the many-body approach. In the ab-






















along the kz momentum direction. The difference in density dependence between the
two plasma frequencies can also be understood by the classical derivation of plasma
frequency, as in the isotropic case. Since the density of states of the anisotropic
model in Eq. (B.20) is calculated to be D(E) ∼ E2/J , the total carrier density n
becomes n ∼ E
2+J
J
F . Since the energy dispersion is anisotropic, it is expected that the
effective mass is also anisotropic. Thus, electrons would effectively behave as if they
have the energy dispersion E ∼ kJ∥ with m ∼ E
2−J
J
F along the in-plane k∥ momentum
direction, and E ∼ kz with m ∼ EF for the out-of-plane kz momentum direction.
Putting n and m into Eq. (5.10), we can obtain the Fermi energy dependence of the
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plasma frequency in classical limit:
ℏωp,∥ ∼ EF (5.17)
along the k∥ momentum direction and
ℏωp,z ∼ E1/JF (5.18)
along the kz momentum direction. The density dependence of plasmons obtained
from both classical and quantum mechanical approaches are consistent with the
numerical results in Fig. 6.4. Note that as in the case of the isotropic system, the
density dependence of classical plasma frequencies is in good agreement with that
of the non-chiral plasmon.
5.4 Summary and Conclusion
In this chapter, we investigate theoretically electronic collective modes of 3D chiral
gapless electron-hole systems and find the wave vector dependent plasmon disper-
sion. We have calculated long-wavelength plasma frequencies and their density de-
pendence both in semimetals with an isotropic band dispersion and in multi-Weyl
semimetals with an anisotropic band dispersion. We find that the interband transi-
tion associated with chirality leads to the depolarization shift of plasma frequencies
irrespective of band dispersion.
For the isotropic parabolic dispersion (N = 2), the depolarization shift of the
long-wavelength plasmons arises from the interband electron-hole transition and the
plasmons lie outside the interband electron-hole continuum (i.e., ℏωp < 2EF). Thus,
the plasmons do not decay via Landau damping. For the cubic dispersion (N = 3),
we find that the plasma frequency (ℏωp/EF) increases as the density decreases and
enters the interband single particle excitation region at a critical carrier density
showing a discrete energy jump.
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For the anisotropic dispersion, we have calculated the plasma frequencies in a
system with a linear band dispersion along one specific direction and non-linear
dispersion in the other remaining directions. We find that the density dependence of
the long-wavelength plasma frequency along the direction of non-linear dispersion
shows a similar behavior as that of the linear band isotropic model (N = 1), in which
ℏωp/EF depends weakly on the density over a wide range of Fermi energies. On the
other hand, the density dependence of the long-wavelength plasma frequency along
the direction of linear dispersion shows a similar behavior as that of the isotropic
model with the non-linear dispersion. The long-wavelength plasmons along all the
directions are undamped due to the chirality induced red-shift of plasma frequencies.
Our predicted plasmon properties clearly distinguish gapless semimetals from
the extensively studied usual parabolic 3D electron systems. We believe that our
predictions can be tested in doped gapless semimetals using inelastic light scattering
[47–49] and electron scattering [50–54] spectroscopies.
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Chapter 6
Inelastic carrier lifetime in a coupled
graphene
6.1 Introduction
Two-dimensional (2D) graphene has been extensively studied during recent years be-
cause of its fundamental and technological interest. [62, 63] Although it is possible
to grow graphene on non-polar substrates,[64] in most currently available graphene
samples (e.g., graphene field-effect transistors) graphene lies on top of a polar sub-
strate such as SiO2,[65–67] SiC,[68–71] hBN[72–75] or HfO2.[76] In such graphene
samples the polar optical phonons of the substrate are localized near the graphene-
substrate interface, and free carriers in graphene couple to the surface polar (SO)
phonons of the underlying substrate through the long-range polar Fröhlich coupling.
In polar materials the longitudinal optical (LO) phonons generate a long-range elec-
tric field which scatters electrons, and typically their contribution to resistivity is
dominant at room temperatures. [55] In non-polar materials such as graphene, how-
ever, the non-polar optical phonons have little effect on carrier transport because the
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long-range interaction between electrons and phonons is absent and the energy of the
(non-polar) optical phonon is very high, ∼200 meV. In addition, contributions from
acoustic phonons[77–80] are relatively small because the electron-acoustic-phonon
coupling is rather weak in graphene due to the small deformation potential.[81–84]
For this reason, the SO phonons rather than non-polar LO or acoustic phonons
can be the dominant scattering source at room temperature in graphene on a polar
substrate. [65, 76, 85]
In addition to being the main scattering source in transport, it is well known
that in polar materials the electron-polar-optical-phonon interaction leads to po-
laronic many-body renormalization of the single particle properties, e.g., polaronic
Fermi velocity (effective mass) renormalization and broadening of the quasiparti-
cle spectral function.[42, 86–89] Even though these effects are expected to be small
in graphene due to the weak Fröhlich coupling arising from the spatial separation
between electrons in graphene and the surface of a substrate and due to the large
dielectric constant of the substrate, there is a much stronger quantitative manifes-
tation of electron-SO-phonon coupling in graphene on a polar substrate, which is
the macroscopic coupling of the electronic collective modes (i.e., plasmons) to the
SO phonons of the system via the long-range Fröhlich coupling. This mode coupling
phenomenon, which hybridizes the collective plasmon modes of the electron gas
with the SO-phonon modes of the substrate, gives rise to coupled plasmon-phonon
modes, which have been extensively studied both experimentally[67, 70, 71, 90, 91]
and theoretically[92–94] in graphene. The plasmon-phonon coupling is important in
many single-particle properties including the inelastic carrier life time, hot-electron
energy-loss processes, and transport properties.
In this section, we provide the inelastic carrier lifetime and the inelastic mean
free path of monolayer and bilayer graphene in the presence of the long-range polar
Fröhlich coupling between electrons in graphene and SO phonons in the underlying
64
polar substrate within the leading-order perturbation theory, i.e., G0W approxima-
tion. We consider the effective total interaction (i.e., the coupled electron-electron
and electron-SO-phonon interaction) within the framework of the random phase
approximation (RPA). Even though the problem is treated within the G0W frame-
work of the leading-order effective interaction approximation, our results should be
quite valid in graphene because graphene has a very weak Fröhlich coupling, which
justifies the neglect of the electron-phonon vertex corrections. We include, however,
important physical effects of the dynamical screening, phonon self-energy correction,
plasmon-phonon mode coupling, and Landau damping. In the presence of electron-
SO-phonon coupling we find added features in the inelastic carrier lifetime, which
are obviously absent without the coupling.
There have been several studies upon the effects of electron-SO-phonon inter-
action in graphene.[95–98] Various many-body quantities such as- the self-energy,
scattering rate, and spectral function have been calculated for the statically screened
electron-SO- phonon interaction. Such calculations based on the static screening ap-
proximation are justified when the charge carrier density is high enough that the
corresponding Fermi energy exceeds the SO phonon energy. However, the SO phonon
energies of the common polar substrates for graphene such as SiC or SiO2 range from
50 to 200 meV, and they are comparable to the typical Fermi energies of graphene,
100 – 300 meV. Thus the dynamic screening of the electron-SO- phonon interaction
is more desirable. [94] In addition, because the SO phonon energy and the energy of
electrons are comparable, we cannot treat the electron-electron interaction and the
electron-SO phonon interaction separately. Therefore, we need to treat both interac-
tions equivalently within the same dynamic screening approximation. Quasiparticle
properties of various systems have been calculated considering both electron-electron
and electron-phonon interactions.[99, 100] However, there appears to be a lack of











Figure 6.1 (a) Electron-electron Coulomb interaction. (b) Phonon mediated electron-
electron interaction. (c) Series of diagrams corresponding to the RPA for the effec-
tive interaction in the presence of both electron-electron and electron-phonon in-
teractions. The wiggly (dashed) line represents the electron-electron Coulomb (SO
phonon mediated) interaction and Π0 the bare polarizability.
electron-electron and electron-SO-phonon interactions equally treated.
In this chapter, we calculate the scattering rate (τ−1) and the corresponding in-
elastic mean free path (l) of quasiparticles in both monolayer and bilayer graphene by
taking into account both electron-electron and electron-SO-phonon interactions. We
also investigate the effect of the dynamic screening of the electron-SO-phonon inter-
action and plasmon-phonon coupling. In addition, we propose a possible technologi-
cal application to a lateral hot-electron transistor by making use of the electron-SO-
phonon interaction effect. Throughout the chapter, we refer to the graphene system
with both electron-electron and electron-SO-phonon interactions as the coupled sys-




We consider the two component effective Hamiltonian for both monolayer and bilayer







where J =1(J =2) corresponds to monolayer (bilayer) graphene, t⊥ is the nearest





and ϕk = tan
−1(ky/kx). The corresponding energy eigenvalues and eigenfunctions




where s = ±1 are band
indices.
For monolayer graphene, this model holds over the Fermi energy range limited
by intralayer coupling (γ0 ∼3 eV) while for bilayer graphene it is valid for the
Fermi energy range limited by the interlayer coupling (γ1 ∼0.4 eV), which is still
within the range we are considering in this work. Note that if the Fermi energy
or the corresponding carrier density is high enough, the interlayer hopping t⊥ can
be negligible and the bilayer graphene is simply described by a collection of two
monolayer graphene sheets. We will discuss the high carrier density limit in bilayer
graphene later.
In the coupled system, electrons interact with each other through the direct
Coulomb interaction vc(q) = 2πe
2/ϵ∞q [Fig. 6.1(a)] and the SO-phonon-mediated
interaction vph(q, ω) =M
2
0 (q)D0(ω) [Fig. 6.1(b)]. Here the electron-SO phonon cou-
pling M0(q) is given by[42]














ϵ0 (ϵ∞) is the zero- (high) frequency dielectric constant, and D0(ω) is the bare





Within the RPA the effective electron-electron interaction is obtained from the sum
of all bare bubble diagrams [Fig. 6.1(c)] and is given by
veff(q, ω) =
vc(q) + vph(q, ω)





where Π0(q, ω) is the bare polarizability of graphene. Thus the total dielectric func-
tion from electrons and SO phonons is given by[92]








1− αe−2qd − ω2/ω2SO
. (6.6)
Here for simplicity we use the zero-temperature polarizability as an approximation,
which is valid in monolayer graphene at typical doping densities n = 1011–1013 cm−2
because the corresponding Fermi temperature TF = 400–4000 K is much larger than
room temperature. On the other hand, in bilayer graphene the Fermi temperature
at low densities n ∼ 1011 cm−2 (TF ∼ 40 K) is smaller than room temperature, and
thus the zero temperature approximation is valid only at relatively high densities
n > 1012 cm−2(TF ∼ 400 K) in bilayer graphene.
Alternatively, the effective interaction veff(q, ω) can be written as the sum of
the screened electron-electron Coulomb interaction and the screened electron-SO




+ vscph(q, ω), (6.7)
where ϵ(q, ω)=1−vc(q)Π0(q, ω) is the electronic dielectric function within the RPA.[diel]
The screened electron-SO phonon interaction is given by vscph(q, ω) = [M(q, ω)]
2D(q, ω)
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where M(q, ω) = M0(q)/ϵ(q, ω) is the screened interaction matrix element and
D(q, ω) is the renormalized phonon propagator given by
D(q, ω) =
D0(ω)
1− [M0(q)]2D0(ω)Π0(q, ω)/ϵ(q, ω)
. (6.8)
Note that the interaction between electrons and SO-phonons is dynamically screened.
The effect of dynamic screening in contrast to that of the static screening will be
discussed later.











× Im[veff(q, ω)]Fss′(k,k + q), (6.9)
where Fss′(k,k+ q) =
1
2(1 + ss
′ cos Jθk,k+q) is the wavefunction overlap factor and
θk,k+q is the angle between k and k + q. Within the on-shell approximation, ω is
substituted by the on-shell energy ξk,s = εk,s − µ where µ is the chemical potential.




For numerical calculations, the parameters[104] corresponding to SiC are used through-
out this chapter: ℏωSO = 116.7 meV, ϵ∞ = 6.4, ϵ0 = 10.0, and d = 5 Å. Figures 6.2(a)
and (b) show the scattering rates for uncoupled and coupled monolayer graphene
as a function of the on-shell energy ξk. As in the case of the 2D electron gas with
the parabolic energy dispersion, the scattering rate vanishes at the Fermi energy



































































Figure 6.2 (Color online) (a) Calculated scattering rate as a function of the on-shell
energy ξk for different carrier densities n = (1, 2, 5, 10)×1011 cm−2 for (a) uncoupled
and (b) coupled monolayer graphene (J = 1), and calculated energy-loss function
for (c) uncoupled and (d) coupled monolayer graphene at n = 1012 cm−2. The
dotted horizontal line in (d) represents the SO phonon frequency, and the dashed
line represents the boundary of the IEEL continua for an electron injected with
the energy 140 meV (c) and 106 meV (d). SPEintra (SPEinter) represents the single-
particle excitation region for the intraband (interband) electron-hole excitations.
Note that for the coupled system the plasmon dispersion is partly covered by the








































































Figure 6.3 (Color online) Calculated scattering rate as a function of ξk for different
carrier densities n = (1, 2, 5, 10) × 1011 cm−2 for (a) uncoupled and (b) coupled
bilayer graphene (J = 2), and calculated energy loss function for (c) uncoupled
and (d) coupled bilayer graphene at n = 1012 cm−2. In (d), the IEEL continua are
drawn for two different energies of an injected electron: ξk = 66 meV (blue dashed
line) and ξk = 106.7 meV (green dashed line). At these energies, the scattering rate
increases sharply because of the decay via the emission of the plasmonlike mode and
phononlike mode, respectively, as shown in (b).
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the Fermi energy. Away from the Fermi energy, an upward kink structure appears
in the scattering rate for the coupled system, whereas the uncoupled system shows
no such structure at any energy. Figures 6.2(c) and 2(d) show the calculated loss
functions –Im[1/ϵt(q, ω)] of the uncoupled and coupled monolayer graphene for car-
rier density n = 1012 cm−2 along with the single-particle excitation (SPE) and the
injected-electron energy loss (IEEL) continua. The loss function describes electronic
energy dissipation and its poles represent the dissipation via plasmon excitations.
The intersections of the IEEL continua with the SPE continua indicate the allowed
quasiparticle decay via electron-hole pair excitations while the intersections of the
IEEL continua with the plasmon lines indicate the allowed quasiparticle decay via
the emission of plasmons. Note that the volume of the IEEL continua depends on
the energy with which an electron is injected. Hence, an injected electron with a
higher energy can have more routes to decay than that injected with a low energy.
For the uncoupled monolayer graphene, the quasiparticle cannot decay via plas-
mon emission because the plasmon dispersion does not enter the IEEL continua over
the whole energy range, as shown in Fig. 6.2(c). Thus the scattering rate in doped
graphene does not show an abrupt increase at any energy.[103] On the other hand,
as shown in Fig. 6.2(d), for the coupled system there are two modes: the phonon-
like mode ω+ and the plasmonlike mode ω−. The plasmonlike mode w− enters the
IEEL continua at a finite critical wave vector qc ≈ ωSO(1 − α)/v.[92] Thus an ad-
ditional decay channel via ω− emission is turned on around the SO phonon energy
ESO = ℏωSO, leading to an upward step in the scattering rate. Note that decay
via the emission of the phononlike mode ω+ is impossible for monolayer graphene
because the ω+ mode increases linearly at large q with energy slightly higher than
that of the uncoupled plasmon mode and thus it does not enter the IEEL continua.
Figure 6.3 shows the scattering rate and the loss function in uncoupled and
coupled bilayer graphene. Unlike the situation with monolayer graphene, the plas-
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mon dispersions for both uncoupled and coupled bilayer graphene enter the IEEL
continua. Therefore, even in the uncoupled system the scattering rate exhibits an
abrupt increase, which is absent in the uncoupled monolayer system. In addition,
while the coupled monolayer graphene system has only a single jump in the scatter-
ing rate, the coupled bilayer graphene shows two abrupt jumps. One of them occurs
near ξk ≈ ESO, for which the emission of the phononlike mode ω+ damped in the
interband SPE is responsible. The other jump occurs due to the emission of the plas-
monlike mode ω− and its threshold energy strongly depends upon the carrier density,
hence the emission of the plasmonlike mode ω− is tunable with a carrier density.
At higher carrier densities (EF > ESO) the plasmon is strongly coupled to the SO
phonon and the threshold energy for the phononlike mode ω+ becomes a tunable
quantity while the threshold energy for the plasmonlike ω− is fixed around the SO
phonon energy ESO.[92] Note that in bilayer graphene the step of the scattering rate
at the phononlike mode shows a weaker density dependence on the carrier density
than that in monolayer graphene because of the constant density of states. Also note
that our calculation for bilayer graphene is based on the two band model which is
valid only at low carrier densities. At high enough carrier densities, the interlayer
coupling becomes negligible and the energy band structure of bilayer graphene be-
haves as a collection of monolayer graphene sheets, thus we expect that the results
for bilayer graphene are similar to those of monolayer graphene. At such high densi-
ties, the density-dependent jump would disappear and only one single jump around
ESO would be found in the scattering rate, as in the monolayer case. We also note
that high-energy plasmon modes are known to exist in bilayer graphene.[105–107]
When an electron is injected with sufficiently high energies, a decay through the
emission of the high-energy plasmon modes could be possible, leading to additional
jumps in the scattering rate. Such jumps are not captured by the two-band effective
model and thus beyond the scope of this work.
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6.3.2 Mean free path
The inelastic mean free paths lk = vkτk of the uncoupled and coupled monolayer
graphene systems are given in Fig. 6.4(a). Unlike the uncoupled system, the coupled
system shows a sharp decrease in the inelastic mean free path at the SO phonon
energy ESO at which the emission of plasmonlike mode is turned on and an elec-
tron loses its energy significantly. Thus, by injecting an electron below or above
ESO, we can change the mean free path of the system significantly, which can be
used for designing a lateral hot electron transistor device in the coupled monolayer
graphene system.[108–110] Figure 6.4(b) shows the inelastic mean free path for bi-
layer graphene systems. The mean free path in bilayer graphene is much shorter than
that in monolayer graphene and the step of the mean free path is very small around
ESO. Thus the bilayer graphene may not be a good candidate for the application to
a lateral hot electron transistor utilizing the electron-phonon interaction. At low en-
ergies, however, the inelastic mean free path strongly depends on the carrier density
because the threshold energy of the plasmonlike mode w− is approximately propor-
tional to the Fermi energy. Thus, by changing the carrier density, we can activate
or deactivate the decay process via emission of the plasmonlike mode w−, which is
possible even in the uncoupled system without SO phonons. With the help of density
tunability through gating, we can achieve a significant change in the mean free path.
We find that the mean free path of an electron with an energy ξk ≈ 0.1 eV at the
carrier density n ∼ 1012 cm−2 is l ∼ 102 nm but l ∼1–10 nm at n ∼ 1011 cm−2.
This promises a possible use of bilayer graphene as a lateral-hot electron transistor
in the absence of electron-SO-phonon coupling.
74


















































Figure 6.4 (Color online) Calculated mean free path as a function of ξk for different
carrier densities n = (1, 2, 5, 10, 20) × 1011 cm−2 for (a) monolayer graphene and
(b) bilayer graphene. The solid (dotted) lines represent the mean free paths in the





















































































































Figure 6.5 Calculated scattering rate as a function of ξk for different carrier densi-
ties n = 1011, 1012, 1013 cm−2 for monolayer graphene (left column) and for bilayer
graphene (right column). The solid (dotted) lines represent the scattering rates with
dynamically (statically) screened electron-SO-phonon interaction. Here ℏωSO = 20
meV is used for this calculation.
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6.4 Discussion and Summary
In the previous section we showed the self-energy calculated with dynamical RPA
screening. In this section we discuss the effect of dynamical screening of the electron-
SO-phonon interaction compared with the results calculated with static screening.
We also discuss the effects of finite SO-phonon lifetime and multiple SO-phonon
modes of the polar substrate.
The static screening is equivalent to putting ω = 0 in Π0(q, ω) in Eq. (6.8), which
means that the electrons screen the SO phonons statically, while electron-electron
interactions are treated dynamically to take into account the plasmon effects. Figure
6.5 shows the scattering rates for different carrier densities in monolayer and bilayer
graphene with the static or dynamic screening approximations. We find that at low
densities the scattering rates with static screening are larger than those with dynamic
screening for both monolayer and bilayer graphene, while at high densities the results
with dynamic screening are larger than those with static screening. These effects may
arise from the attractive nature of the phonon-mediated effective interaction, which
originates from the retardation effect coming from the mass difference between ions
and electrons. At low densities, the negative contribution to the scattering rate from
the attractive effective interaction is significant, and the static screening suppresses
the negative contribution more strongly than the dynamic screening, giving a larger
scattering rate. As the carrier density increases, the negative contribution to the
scattering rate becomes negligible, and the scattering rate with the static screening
approximation becomes smaller than that with the dynamic screening, as shown in
the bottom panel of 6.5.
In our calculations, we assume an infinite lifetime for SO phonons because the
inclusion of the finite lifetime just suppresses the jumps in the scattering rate without
making any qualitative change. Furthermore, the typical decay rates of SO phonons
are so small (∼1 meV) compared to SO phonon energies that the effect of the finite
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phonon lifetime is quantitatively negligible.
We also assume in our calculations that only one single SO phonon mode is
present in substrates. If multiple SO phonon modes exist, as in SiO2, each mode
couples to the electron motion independently, giving a jump in the scattering rate
near the phonon mode energy. Our results based on one single phonon mode corre-
spond to each of these jumps, and thus extension to multiple phonon modes from
our results is trivial.
In conclusion, we theoretically calculated the inelastic scattering rates τ−1 and
the hot-electron inelastic mean free paths l for both monolayer and bilayer graphene
on a substrate made of polar materials, treating the electron-electron interaction and
the electron-SO-phonon interaction on an equal footing. In our theoretical calcula-
tion, we include the interaction between electrons, SO phonons, and plasmons within
the RPA (for dynamical screening and phonon self-energy correction) and within the
leading-order self-energy in the effective total interaction. We find that the strong
coupling between the SO phonon and the plasmon leads to an additional decay
channel for the quasiparticles through the emission of the coupled mode and gives
rise to an abrupt increase in the scattering rate, which is absent in the uncoupled
system. In monolayer graphene a single jump in the scattering rate occurs around
ESO, arising from the emission of the low energy branch of the coupled modes. By
varying the energy of an injected electron, we can change the mean free path signif-
icantly. In bilayer graphene the emission of both low and high energy branches of
the coupled modes contributes to the scattering rate, and gives rise to two abrupt
changes in the scattering rate. In particular, in bilayer graphene, the emission of
the plasmonlike mode depends strongly on the carrier density while the threshold
energy for the emission of the phononlike mode is weakly dependent on the carrier
density and fixed at ESO. Utilizing the density dependence of the plasmonlike mode,
we can achieve a significant difference in the mean free path by varying the carrier
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density.
With the help of the abrupt changes in τ−1 and l near ESO, our results for both
monolayer and bilayer graphene are applicable to making an electronic device by
varying the energy of an injected electron near ESO or tuning the carrier density.
It may be possible to fabricate a hot-electron transistor device with a sudden
onset of negative differential resistance associated with sharp changes in the inelastic




The main focus of my doctoral research has been on optical properties and interaction-
induced collective phenomena in materials that exhibit Dirac like physics in their
low energy excitations. We specifically investigated two emerging Dirac materials:
multi-Weyl and nodal line semimetals. Our first aim was to reveal their optical
properties, and show that the revealed properties can serve as useful information for
identifying them in optical experiments. We evaluated optical conductivity using the
Kubo formula in the non-interacting limit, and obtained several interesting features,
as summarized below.
For nodal line semimetals, we suggested a geometrical understanding of the op-
tical conductivity using graphene analogy. We found that a geometrical change in
the phase space for interband transitions can cause qualitatively different optical
behaviors. We expect our results to be generally applicable to arbitrary nodal line
systems.
We also studied the optical properties of multi-Weyl semimetals in semimetal-
lic and nearby insulating phases, focusing on the frequency dependence of optical
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conductivity. We demonstrated that the optical conductivities σxx(ω), σzz(ω), and
σxy(ω) exhibit a characteristic frequency dependence that strongly varies according
to the winding number and phase of the system.
Our second aim was to understand interacting phenomena in Dirac materials.
In particular, we investigated collective modes and their couplings with phonons.
We begin our study by investigating plasmon modes of multi-Weyl semimetals. We
calculated long-wavelength plasma frequencies incorporating interband transitions
and chiral properties of carriers. We find that interband transitions and chirality
lead to the depolarization shift of plasma frequencies. Interestingly, plasmons along
both directions remain undamped over a broad range of densities due to the chirality
induced depolarization shift.
Then we investigated quasiparticle scattering mechanisms in graphene systems
in the presence of the coupling between electrons and surface optical phonons of the
polar substrate. We calculate the self-energy within the GW approximation treating
both electrons and phonons on an equal footing. We found a new decay channel
through the emission of the plasmon-phonon coupled mode. It results in a sudden
rise in the scattering rate, which is absent in non-coupled systems.
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Appendix A
Optical conductivity of nodal line
semimetals
A.1 Comparison with other models
A.1.1 4-band continuum model
In this section, we compare the optical conductivities obtained from the 2-band
and 4-band continuum models, and demonstrate that in the frequency range where
interband transitions involving higher energy bands are negligible, they give the
same results.
Consider the following 4-band continuum model [5, 111]:
H = ℏv(kxσx + kyσy) + ℏvkzτzσz + ε0τx + ℏvt · kσ0. (A.1)
The eigenenergies are given by
ε2± = ℏ2v2
[
(kρ ± k0)2 + k2z
]
+ ℏvt · k, (A.2)
where ε0 = ℏvk0. Thus, ε− has zero energy solutions forming a nodal line with the








Figure A.1 (a) Optical conductivities for the 2-band (solid) and 4-band (dashed)
models in the absence of tilt with zero Fermi energy. (b) Energy dispersions along
the kx axis for the 2-band (solid) and the 4-band (dashed) models. The thick arrows
labeled by (1) and (2) represent interband transitions at low frequencies and high
frequencies, respectively. The inset to (a) shows an enlarged view in σxx near ℏω =
2ε0 for the 2-band model.
with that of the 2-band model [see Fig. A.1 (b)].
Next, consider optical conductivities for the 2-band and 4-band models in the
absence of tilt with zero Fermi energy, for simplicity [see Fig. A.1 (a)]. At frequencies
ℏω < 2ε0, the results for both models are in good agreement because the two models
have the same low-energy electronic structure. This is true when NLSMs are tilted;
a tilt term changes the shape of the band dispersion but not the wave functions, and
thus there is no mixing between low and high energy states. At ℏω > 2ε0, however,
the 4-band result strongly deviates from the 2-band result, showing a sharp increase
at ℏω = 2ε0 due to interband transitions between high energy bands that are not
captured by the 2-band model [38]. Thus in the frequency range where interband
transitions involving high energy bands are negligible, the optical conductivity of
NLSMs shows the exactly same qualitative features as described in the main text,
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despite the existence of the high energy bands that are not captured by the 2-band
model.
A.1.2 2-band lattice model
In this section, we present the optical conductivities obtained from a 2-band lattice
model, and demonstrate that at low frequencies, the result is consistent with the
corresponding 2-band continuum model.
Consider the following 2-band lattice model:
H = t{m0 − 2[cos(kxa) + cos(kya)]}σx + tz cos(kza)σy, (A.3)
where a is the lattice spacing, and t, tz and m0 are material-dependent parameters.
For 0 < m0 < 4, the Hamiltonian in Eq. (A.3) shows two nodal lines on kz = ± π2a
planes centered at kx = ky = 0 in the first Brillouin zone [see Fig. A.2(a)]. The nodal
lines touches the kx and ky axes at kx = ±k0 and ky = ±k0, respectively, where
m0 = 2[cos(k0a) + 1]. For simplicity, assume that k0a ≪ 1. Then m0 ≈ 4 − (k0a)2








σx ∓ ℏvzkzσy, (A.4)
where ℏva = tk0a,
ℏvz




y. Note that the band dispersion
along the in-plane direction is quadratic, unlike the continuum model introduced in
the main text [see Eq. (1)] whose dispersion is linear along the in-plane direction.










v for ω < 2vk0. This means that the Hamiltonian in
Eq. (28) has the same qualitative features with constant optical conductivities at
low frequencies as that in Eq. (3.6).
Figure A.2(b) shows the calculated optical conductivities σxx for the 2-band
lattice and continuum models. At low frequencies, the two results are in good agree-
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Figure A.2 (a) Nodal lines in the first Brillouin zone for m0 = 3.8. (b) Optical
conductivities σxx for the 2-band lattice (solid) and continuum (dashed) models in






t = tz = ℏv/a was used for the calculation. Note that two nodal lines contribute to
the optical conductivity and thus σxx approaches 2σ0 as ω → 0.
ment. As the frequency increases, however, the optical conductivity of the lattice
model begins to deviate from that of the continuum model because of contributions
from the high-energy band structure that cannot be captured by the low-energy
continuum model.
A.2 Optical conductivity with different forms of tilt
A.2.1 Out-of-plane tilt
In this section, we consider the effect of the out-of-plane tilt, which is neglected for
simplicity in the main text. Here we set the tilt velocity to be vt = vt,xx̂ + vt,z ẑ.
The corresponding Hamiltonian describing the tilt can be written as Ht = (∆t,xk̃x+
∆t,zk̃z)σ0, where ∆t,i = ℏvt,ik0 and k̃i = ki/k0. Figures A.3 (a) and (b) show the




Figure A.3 (a), (b) Optical conductivities with (a) εF = 0 and (b) εF = 0.1ε0 in the
presence of both the in-plane (∆t,x) and out-of-plane (∆t,z) tilts. (c), (d) Electron
and hole pockets exhibiting distorted Dupin cyclide due to the out-of-plane tilt. Note
that the out-of-plane tilt just makes the FS asymmetric along the kz-axis, without
changing any essential features such as the point contact between the electron and
hole pockets, thus leading to the same qualitative low and high frequency features
in the optical conductivity compared with that obtained without the out-of-plane
tilt.
out-of-plane tilt energies ∆t,z/ε0 = 0.0, 0.1, 0.5. It is important to notice that at low
frequencies the characteristic frequency dependence is robust against the change of
∆t,z; σxx for εF = 0 exhibits cubic frequency dependence while for εF = 0.1ε0,
σxx shows linear behavior, which is consistent with our results in the main text
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where we assume ∆t,z = 0. As we increase the frequency, the optical conductivity
with ∆t,z ̸= 0 begins to deviate from that with ∆t,z = 0 because the distortion of
the FS by the out-of-plane tilt leads to a different geometry of the PS allowed for
interband transitions. At high frequencies, however, the PS allowed for interband
transitions fully covers the FS, leading to the same optical conductivity behavior
regardless of the existence of tilt. Note that compared with the FS in the absence of
the out-of-plane tilt (see Figs. 3 and 4 in the main text), the out-of-plane tilt simply
distorts the electron and hole pockets making the FS asymmetric along the kz-axis,
but without changing any qualitative features such as the point contact between the
electron and hole pockets, as shown in Figs. A.3(c) and (d).
A.2.2 Fluctuating in-plane tilt
Figure A.4 (a) The optical conductivity in the presence of a fluctuating tilt and (b)
the corresponding electron and hole pockets which meet at multiple points. Here we





σ0 and ∆t = 0.6ε0.
Here we consider the case where the tilt term fluctuates along the nodal line so
100
that the electron and hole pockets meet at multiple points, as shown in Fig. A.4
(b). In such cases, the FS does not exhibit the Dupin cyclide geometry described in
the main text, yet the underlying physics is essentially the same as the case where
only a linear tilt exists. Note that at low frequencies, the PS allowed for interband
transitions have a similar geometry as the case where only a linear tilt exists, except
for the number of the contact points [see Fig. A.4 (b)]. In the presence of multiple
contact points, the total conductivity at low frequencies is obtained by summing up
all the contributions from each contact point. Note that each contact point can show
either linear or cubic scaling behavior at low frequencies depending on the location
and the conductivity direction with respect to the tilt, as shown in the main text.
If linear and cubic scaling behaviors coexist, the linear behavior becomes dominant
over the cubic behavior in the zero frequency limit. In Fig. A.4 (b), the contact points
are located away from the kx = 0 plane, and thus optical conductivities contributed
from each contact point show linear behavior at low frequencies for σxx. This leads
to a linear behavior of σxx at low frequencies, as shown in Fig. A.4 (a).
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Appendix B
Optical conductivity of multi-Weyl
semimetals
B.1 Analytic expressions of optical conductivity for each
phase
In this section, we present detailed derivations of the optical conductivities for multi-
Weyl semimetals in various phases. We consider the following continuum Hamilto-
nian introduced in Eq. (4.3) of the main text that describes various phases such as
normal insulators (NIs), Weyl semimetals (WSM) and 3D quantum anomalous Hall
































2 (σx ± iσy), k± = kx ± iky, and qz is the effective wavevector along
the kz direction. Note that for the WSM phase, c1 = 0, c2 = ℏvzk0 and c3 = 0 with




and c3 = γk
2
0 with n = 2. For the transition point, c1 = 0, c2 = βk
2
0 and c3 = γk
2
0
with n = 2.
B.1.1 Longitudinal optical conductivity
Using Eq. (3.8), we can obtain optical conductivities for multi-Weyl semimetals in





|M ss′i (k)|2 (i = x, y, z) is always real, thus the intraband and interband contribu-
tions of the real-part of the optical conductivity in the clean limit can be expressed
as










|M ssi (k)|2δ(ℏω), (B.2)
and









2δ(ℏω + ε−,k − ε+,k), (B.3)
at positive frequencies (ω > 0).
Using this formula, it is straightforward to obtain the longitudinal optical con-
ductivity for multi-Weyl semimetals. Because of the anisotropic energy dispersion,
however, it is not trivial to obtain analytic expressions for the optical conductivity.
In this section, we set c3 = 0 (or γ = 0) for simplicity. This approximation works
well for the Weyl phase because the linear term in Mz corresponding to the linear
dispersion along the kz direction is dominant over the quadratic mass term associ-
ated with γ at low frequencies. In the insulating phases, however, the linear term is
absent, and thus neglecting the quadratic γ term is valid only when the effect of the
band distortion associated with nonzero γ is small (m0 ≪ tx, ty). [See Sec. B.2(a)
for the effect of γ on the optical conductivity.] To avoid difficulties associated with
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which transforms the Hamiltonian into the following linear form:
H = ρ(e−iJϕσ+ + e
iJϕσ−) + (c1 + z)σz. (B.5)
Note that the transformed coordinates do not cover the lower hemisphere part (i.e.,
qz < 0) when n is an even number. We can avoid this problem by taking advantage
of the inversion symmetry of the system [H(qz) = H(−qz) for even n], allowing
us to get the right result by integrating over only the positive part of qz. In the
transformed coordinates, the energy dispersion is given by E±(ρ, z) = ±E(ρ, z),
where E(ρ, z) =
√
ρ2 + (c1 + z)2. The corresponding eigenstate is given by





|−; ρ.ϕ, z⟩ =









. Note that cos θ = c1+zE(ρ,z) and sin θ =
ρ
E(ρ,z) .


































≡ J (ρ, z). (B.7)
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Then, the matrix elements of M ss
′

































n c1 + z
E(ρ, z)
, (B.9c)










After integrating over ρ and ϕ in Eqs. (B.2) and (B.3), we can obtain the integral
expressions with respect to z for the longitudinal optical conductivity. The intraband
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Θ(µ− |c1 + z|) , (B.10b)
where ρµ(z) =
√
µ2 − (c1 + z)2 and Θ(x) is the step function with Θ(x) = 1 for
x > 0 and 0 otherwise. The integration range is (z1, z2)=(−∞,∞) for odd n,
(z1, z2)=(0,∞) for even n and c2 > 0, and (z1, z2)=(−∞, 0) for even n and c2 < 0,
and Cn = 2 for even n and Cn = 1 for odd n. Here for the ρ integration with a delta
function, we use the relation δ(f(ρ)) = 1|f ′(ρ0)|δ(ρ− ρ0), where f(ρ0) = 0.
For the interband part of optical conductivity, we set µ = 0 for simplicity. Note
that non-zero µ at zero temperature only gives rise to the Pauli blocking effect, thus
the effect of non-zero µ can be taken into account by introducing the step function
Θ(ℏω − 2|µ|) into the µ = 0 result. [See Sec. B.2(c) for further discussion on the
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(ℏω/2)2 − (c1 + z)2. In the subsequent sections, we present calcu-
lated optical conductivity for each phase.
WSM phase
For the WSM phase, c1 = 0, c2 = ℏvzk0, c3 = 0 and n = 1. From Eqs. (B.10) and









































J J2Γ( 1J +
3
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Here, we introduced the number of nodes gN. In the derivation for σzz, we substitute
z
µ = sin θ or
z








2 ) where B(m,n) =
Γ(m)Γ(n)











= 1 and the result in Eq. (B.12) reduces to that of conventional Weyl
semimetals.
The first term in Eq. (B.12) represents the interband transitions, which are
forbidden at ω < 2|ωµ| due to Pauli blocking, whereas the second term represents
the intraband transition giving rise to the Drude peak at low frequencies. For the
undoped case (µ = 0), the result reduces to Eq. (4.10).
Insulator phase
For both the NI and 3D QAH phases, c1 = α, c2 = βk
2
0 and n = 2. As discussed,
we set c3 = 0 (or γ = 0) for simplicity. From now on, we consider only the undoped




Gxx(ω) (ℏω − 2|α|)
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(1−tz)a is the hypergeometric function.
Note that the analytic expressions for the longitudinal conductivities with γ = 0
have the same form for both NI and 3D QAH phases except for the sign of α: α > 0
for the NI phase and α < 0 for the 3D QAH phase.
108
Transition point
For the transition point between the WSM and NI phases or between the WSM and






















































Here, we used 2F1(a, b; c; z) = 2F1(b, a; c; z), Γ(x)Γ(1 − x) = πsinπx and 2F1(a, b; 1 +






B.1.2 Transverse optical conductivity






















Here, in contrast to the longitudinal optical conductivity, we keep c3 (or γ) for
analytic expressions. Throughout this section, for brevity, the momentum and the
energy are normalized by k0 and ε0, respectively, or equivalently we set k0 = ε0 = 1.
















≡ J (ρ). (B.19)
In the transformed coordinate, the Hamiltonian becomes
H = ρ(e−iJϕσ+ + e















The corresponding eigenstate is given by





|−; ρ.ϕ, qz⟩ =













J . Note that cos θ = m(ρ,qz)E(ρ,qz)
and sin θ = ρE(ρ,qz) .


























Then the matrix elements of M ss
′
i (k) = ⟨s,k|ℏv̂i|s′,k⟩ used in σxy(ω) are given by








J sin θ cosϕ, (B.24a)




















































































Here, we introduce the momentum cutoff kc along the kz direction to prevent di-
vergence of the integral. Using these results, we can obtain the real part of the


























































From now on, we recover k0 and ε0 for clarity.
111
WSM phase
For the WSM phase, c1 = 0, c2 = ℏvzk0, c3 = 0 and n = 1. Then the Hall conduc-









Note that there always appear multiple Weyl points in the Brillouin zone with the
total chirality summing to zero. Here, we consider the simplest case in which two
Weyl nodes with opposite chirality are located at ±bẑ, respectively. Assuming that
the node with positive chirality is at kz = +bẑ and the negative one is at kz = −bẑ















Here, the first and second terms in the first line represent contributions from the
positive and negative chirality nodes, respectively.
Similarly, we can obtain the dynamical part of the Hall conductivity. For a single
Weyl node,


























Then, the total conductivity contributed from the two Weyl nodes is given by









sgn [vz(kz − b)]
(kz − b)2
+













For both the NI and 3D QAH phases, c1 = α, c2 = βk
2
0, c3 = γk
2
0 and n = 2. The














− 2sgn[f(qz)] (J = 2),
(B.33)
where f(qz) = α+βq
2
z . Now, the integral is straightforward. In the NI phase (α > 0,


































The results in Eq. (B.34) show that the static Hall conductivity σ
(0)
xy in the
NI phase is nonzero for J = 2 in contrast to the corresponding lattice result, and
that σ
(0)
xy for the J = 2 3D QAH phase in Eq. (B.35) contains material dependent
parameters such as γ and ε0. This is puzzling because the static Hall conductivity
characterizing the topological state of the system should have a quantized value. The
reason is that the static Hall conductivity for the continuum model is not properly
regularized carrying an arbitrary residual value, thus it is not directly experimentally
measurable but the difference in this quantity between different electronic states is.
Since we know that the static part of the Hall conductivity in the NI phase is nec-
essarily zero, we can directly obtain the residual conductivity to be σ
(0)
xy in the NI
phase. It is important to note that for the J = 2 3D QAH phase, after subtracting
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is quantized and consistent with the lattice result. (In general, the static Hall con-








.) Note that the
continuum model Hall conductivities presented in the figures throughout the chapter
(both numerical and analytic results) have this residual conductivity subtracted. In
this sense, we choose the momentum cutoff along the kz direction as kc = π/a so
that the properly subtracted static Hall conductivity in the 3D QAH phase has the
same quantized value as in the lattice model.
Similarly, we can obtain the dynamical part of the Hall conductivity, whose




























β (J = 2),
(B.36)



















β (J = 2),
(B.37)
where we take kc → ∞ limit for simplicity. Note that for J = 2, the dynamical part
for the 3D QAH phase is given by the same form as that for the NI phase. In addition,
BNIxy and B
QAH
xy are not zero, indicating that the system is a dynamical Hall insulator,
even in the NI phase. Deep inside the NI (3D QAH) phase, however, limα→±∞Bxy =




For the transition point between the NI and WSM phases or between the 3D QAH
and WSM phases, c1 = 0, c2 = βk
2
0, c3 = γk
2
0 and n = 2. Then, the transverse








































for J = 2, as shown in Eq. (B.34). As
discussed in Sec. B.1.2, the residual term ANIxy should be subtracted for the proper
regularization. Here, the exponent ν ≈ 0.5 is found numerically from Eq. (B.26) for
J = 1, 2 with frequency independent coefficients CNI|WSMxy and C
QAH|WSM
xy , respectively.
B.2 Effects of the γ term, impurities, chemical potential
and tilt
In this section, we discuss the effects of γ, impurities, chemical potential, and tilt
on the optical conductivity, focusing on the validity of the characteristic frequency
dependence described in this work. We show that the characteristic frequency depen-
dence described in previous sections is not altered below the frequency corresponding
to the energy scale of the tilt or impurity potential. Here, we limit our discussion
to the range of frequencies below the energy scale that the lattice effect becomes
important and the Weyl Hamiltonian is no longer valid.
B.2.1 γ term
In the main text, we obtained the power-law in the longitudinal optical conductivities










Figure B.1 Power-law exponent of σxx and σzz as a function of γk
2
0/ε0 (a), (b) in
the NI phase and (c), (d) at the transition between the NI and WSM phases for
J = 1 (blue) and J = 2 (red). For J = 2 in the NI phase, the deviation of the
power-law from that obtained within the γ = 0 approximation is significant because
the quadratic in-plane energy dispersion is comparable to the quadratic γ term.
transition point [Eq. (4.14) in the main text]. Figure B.1 shows the deviation of the
power-law from that obtained within the γ = 0 approximation in the NI phase. For
J = 1, the power-law is robust against the increase of γ because the linear in-plane
energy dispersion dominates over the quadratic term associated with γ. For J = 2,
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however, the deviation of the power-law is significant because the quadratic in-plane
energy dispersion is comparable to the quadratic γ term. At the transition point
between the NI and WSM phases, the power-law is barely altered by γ for both
J = 1 and J = 2. The same conclusion holds for the QAH phase because the gapped
band structure is similar to that of the NI phase, unless a Mexican hat structure
appears. Thus, we find that the deviation from the γ = 0 approximation is significant





Figure B.2 Calculated longitudinal optical conductivities in the presence of disorder
for (a) J = 1 and J = 2 in the (b) in-plane and (c) out-of-plane directions. Above
the frequency scale set by the impurity potential, the characteristic frequency de-
pendence presented in this work remains valid. Here, we set µ = 0 and use several
values of the broadening η/ε0 = 0, 0.01, 0.05 for calculation.
The effect of impurities or disorder can be taken into account in a simple form as
a finite broadening term η replacing the 0+ term in Eq. (3.8) in the main text for the
Kubo formula. Figure B.2 shows calculated optical conductivities for several values
of η which characterizes the strength of the impurity potential. Impurities affect the
power-law in the optical conductivity below the frequency range set by the energy
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scale of the impurity potential. Above this energy scale, however, the characteristic
power-law obtained in the clean limit remains valid. Note that simulating impurity
effects with a broadening η is approximate, and strong enough disorder can induce
a phase transition, which is beyond the scope of this work.
B.2.3 Chemical potential
, ) = (0, 0)
(0.1, 0)
(0.1, 0.01)
Figure B.3 Calculated longitudinal optical conductivities with chemical potentials
µ = 0 (dashed) and µ = 0.1ε0 (solid) for (a) J = 1 and J = 2 in the (b) in-plane and
(c) out-of-plane directions. For finite µ, in addition to results with η = 0 (blue), we
present results with non-zero η = 0.01ε0 (red) to induce a Drude peak with a finite
width due to impurities. Above the frequency set by the gap with a size of 2|µ|,
the optical conductivity follows the characteristic frequency dependence described
in the main text.
Chemical potentials of m-WSMs do not need to stay at a Weyl node, and they
vary depending on materials. Figure B.3 shows calculated optical conductivities
with zero and finite chemical potentials. As explained in the main text, a finite
chemical potential µ away from a Weyl node produces a gap with a size of 2|µ| due
to Pauli blocking in interband transitions and a Drude peak near zero frequency
from intraband transitions. Above the gap size, however, the optical conductivity
follows the characteristic frequency dependence described in the main text.
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B.2.4 Tilt
= 0.3 (Type I)
1.2 (Type II)
Type I Type II
Figure B.4 Calculated longitudinal optical conductivities for (a)-(c) J = 1 and (d)-
(f) J = 2 for several values of tilt ∆t/ε0 = 0 (black dashed), 0.3 (blue solid), 1.2
(red solid). Insets to (c) and (d) show the energy dispersion along the tilt direction.
Note that above the frequency set by the tilt energy scale, the frequency scaling of
the conductivity described in this work remains valid. Here, η = 0.001ε0 is used for
the calculation.
In general, a Weyl node can be tilted breaking particle-hole symmetry. Figure
B.4 shows the optical conductivity of tilted multi-Weyl nodes with a tilt term given
by Ht = ∆tk̃xσ0 where k̃x = kx/k0. For J = 1, tilt hardly affects the optical
conductivity unless tilt is large enough that the system becomes type II [112] (vt >
v∥ where ∆t = ℏvtk0). When the system becomes type II Weyl semimetals, the
Drude peak becomes significantly enhanced due to the formation of an electron-
hole pocket whose size is comparable to the lattice scale (∼ 1/a). At sufficiently
high frequencies, however, the optical conductivity recovers its original characteristic
frequency behavior, as shown in Fig. B.4 (a)-(c). For J > 1, even small (linear in-
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plane) tilt generates an electron-hole pocket changing the free carrier density of
the system, modifying the characteristic frequency dependence below the frequency
determined by Fermi energy of the electron-hole pocket created by the tilt. Above
this energy scale, however, the frequency scaling of the conductivity described in
this work remains valid.
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Appendix C
Colllective modes in multi-Weyl
semimetalst
C.1 Derivation of the long-wavelength polarization func-
tion for the isotropic model
In this section, we show the derivation of the analytical expressions for the zero-
temperature polarization function and plasma frequencies in the q → 0 limit. The
polarization function for the isotropic model can be written as














Note that at zero temperature the Fermi distribution function is given by fk,s =
Θ(EF − Ek,s), where Θ(x) is the step function [Θ(x) = 0 for x < 0 and Θ(x) = 1 for
x ≥ 0]. We can break the polarization function into two parts due to intraband tran-
sitions and interband transitions, respectively: Π(q, ω) = Πintra(q, ω) + Πinter(q, ω),
121
where Πintra(q, ω) = Π++(q, ω)+Π−−(q, ω) and Πinter(q, ω) = Π+−(q, ω)+Π−+(q, ω).
For convenience, we use the change of variable k → −k−q and introduce dimension-
less quantities x = k/kF, y = q/kF, z = ℏω/EF and Π(q, ω) = D(EF)Π̃(y, z), where







































where ∆± = (x
2 + y2 + 2xy cos θ)
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1 + (N − 2) cos2 θ
}
xN−2y2+ · · · . In the presence of chirality the overlap factor







y2 + · · · , where cos θ′ = x+y cos θ√
x2+y2+2xy cos θ
≈
1 − sin θ2
2x2
y2 whereas in the absence of chirality F+ = 1 and F− = 0. By putting all
these equations into Eq. (C.3) and expanding up to the second order in y, we can
obtain the long-wavelength polarization function. For the intraband part Π̃intra(y, z),
the polarization functions for the chiral and non-chiral cases are the same up to the
















For the interband part Π̃inter(y, z), note that there is no interband contribution for
the non-chiral case due to the absence of interband transitions (F− = 0). For the
chiral case, F− ≈ (sin2 θ/4x2)y2 and when we expand the integrand only up to the






































y2 +O(y3) for z < 2,
(C.6)






(1−tz)a is the hypergeometric func-
tion, which can be obtained after substituting t = x−2N .



















y2 for z < 2 (C.8)
for the chiral case. Note that the polarization function diverges when N = 1 because
a linear band dispersion leads to the divergence of the polarization function at infinite
cut-off[113]. By putting Eq. (C.7) and Eq. (C.8) into the dielectric function in Eq.
(5.5) in the main text, we arrive at the analytic expressions for the leading-order
long-wavelength plasma frequencies given in Eq. (5.8) and Eq. (5.9) in the main
text.
C.2 Derivation of the long-wavelength polarization func-
tion in the anisotropic model
In this section, we show the derivation of the polarization function for the anisotropic
case. Here we consider only the non-chiral case, where the overlap factor is given
by F+ = 1 and F− = 0. Note that due to the anisotropic band structure it is no
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longer convenient to normalize the polarization function with the density of states
as in the isotropic case. Thus for the anisotropic case we normalize the polarization








following, for brevity, the momentum and energy without tilde are considered to be
normalized by k0 and E0, as in the main text.
We consider the following coordinate transformation:
kx = (r sin θ)
1
J cosϕ,
ky = (r sin θ)
1
J sinϕ,
kz = r cos θ.
(C.9)
Note that with this coordinate transformation the energy dispersion becomes lin-
ear: E±(r) = ±r. The Jacobian corresponding to this transformation is given by
J (r, θ) = 1J (r sin θ)
2−J
J r.
For the non-chiral case, there is no interband contribution, thus we consider only
the intraband contribution. With a similar procedure as in the previous section, we
can write the polarization function for the in-plane momentum q∥ along the y-axis



















∆∥ = Ek+q∥ −Ek =
√










∆z = Ek+qz − Ek =
√
r2 + q2z + 2rqz cos θ − r. (C.12)



































































































Here we use the relation
∫ π/2
0 dθ cos




2 ) where B(m,n) =
Γ(m)Γ(n)
Γ(m+n) is the beta function. Note that linear terms in qz vanish both in Eq. (C.13)
and Eq. (C.14) due to the symmetry of the angular integrals. Combining Eq. (C.4)
and the dielectric function in Eq. (5.5) in the main text, we arrive at the ana-
lytic expressions for the leading-order long-wavelength plasma frequencies given in
Eq. (5.15) and Eq. (5.16) in the main text.
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국문초록
위상 준금속에서는 물질의 전도띠와원자가띠가 선이나 점을이루면서 만난다.두 띠가
만나는 지점에서 전자는 질량이 없는 디락입자처럼 행동하기 때문에 디락 물질에서는
기존 물질에서 볼 수 없는 많은 특이한 현상이 나타나게 된다. 본 논문에서는 이러한
디락 물질의 물리적 특성에 기인한 물리적 현상에 대하여 연구하였다.
첫째로 다중 바일 준금속과 선마디 준금속의 광학적 특성에 대해서 연구하였다.
선마디 준금속의 광학적 특성이 페르미면의 기하학적인 구조 및 띠간 전이(interband
transition)가 가능한 위상 공간(phase space)의 기하학적인 구조에 따라 크게 바뀔 수
있음을 보였다. 또한 저주파수 영역의 광학전도도의 멱급수 법칙이 페르미면의 구조에
따라 달라질 수 있음을 보였다.다중 바일 준금속에서는 저주파수 영역에서 광학전도도
의 멱급수 법칙이 감음수에 따라 바뀜을 보였다. 결과가 실험적으로 관측될 수 있음을
논의하였고 해당 관측 결과가 광학실험에서 디락 물질의 구조를 파악하는데 중요한
지표가 될 수 있음을 제시하였다.
또한본논문에서는디락물질내에서일어나는상호작용에의해서나타나는현상에
대해서 연구하였다. 특히 플라즈몬 및 플라즈몬과 포논의 결합에 대해서 연구하였다.
우선 다중 바일 준금속에서 플라즈몬이 갖는 특성을 Random Phase Approximation
를 이용하여 얻었다. 이를 통해 다중 바일 준금속의 카이럴리티(chirality)가 플라즈몬
주파수를적색편이시킬수있음을보이고그결과로다중바일준금속에서플라즈몬의




주요어: 광학전도도, 플라즈몬, 플라즈몬-포논 결합, 그래핀, 바일 준금속, 다중 바일
준금속, 선마디 준금
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