We propose a new image device called gigavision camera. The main differences between a conventional and a gigavision camera are that the pixels of the gigavision camera are binary and orders of magnitude smaller. A gigavision camera can be built using standard memory chip technology, where each memory bit is designed to be light sensitive. A conventional gray level image can be obtained from the binary gigavision image by low-pass filtering and sampling.
INTRODUCTION
In a conventional camera, an array of light-sensitive pixels located in the focal plane of a lens evaluates the irradiance over a given detection area. The result is an analog signal that is subsequently amplified and A/D converted. The digital equivalent of the different light intensities are different gray-levels. The main drawback of this architecture is that the dynamic range, i.e. the ratio between the maximum and minimum detectable irradiance values, is limited by the sensor technology and smaller than that of the human eye [1] . To overcome this problem, researchers proposed to combine pictures taken with different exposure times/apertures [2, 3, 4] or to use sensors with logarithmic response [5] . In this paper, we propose a novel image sensor called gigavision that is based on pixels with binary output. A more general architecture using few-ary pixels that can produce 4, 8, or 16 gray levels is also possible, but not addressed in this paper. This architecture can be implemented using standard memory chip technology, where each bit is designed to be sensitive to visible light. The current level of integration exceeds 10 9 bits per chip; therefore, we can process the binary image to obtain a conventional gray level image with high spatial resolution. Such a conversion is realized by low-pass filtering and sampling, in a way similar
The work presented in this paper was supported by the Swiss National Science Foundation under grant number 200021-116742. to the well-known oversampling techniques applied in A/D converters [6] . We call N the oversampling factor, i.e. the ratio between the number of pixels of the binary image and that of the desired gray level image. Suppose the resolution of the binary image is M , then the resolution of the desired gray level image is M N . We show that, since each pixel value reconstructed by the gigapixel camera is obtained by combining at least N binary pixels, the response function of the camera is non-linear and similar to a logarithm without the disadvantages of logarithmic sensors. This makes it suitable to acquire scenes with high dynamic range. Moreover, the estimation noise decreases with the factor N ; therefore, by increasing the oversampling factor, it is possible to reduce noise. The non uniform pixel response in conventional sensor is responsible for fixed pattern noise. In the case of the proposed architecture, such non uniformity is averaged by the low-pass filter and attenuated.
Recently, an architecture based on a lens array and a conventional image sensor has been proposed to realize an ultra thin camera [7] . Unfortunately, the large pixel pitch size of the sensor corresponds to a low-pass effect on the resulting image. This effect increases with the number of lenses composing the array, i.e. with the reduction in thickness of the camera. To compensate this image degradation, deconvolution algorithms are used, but they increase the noise. Instead, the gigavision sensor presents an extremely small pixel pitch size and deconvolution is not needed. A conventional image is reconstructed by combining the binary pixels at corresponding positions of the lens array, making the sensor very interesting for this application.
This paper is organized as follows. Section 2 shows the system architecture of a gigavision camera. Section 3 focuses on the theoretical analysis of the gigavision camera, like response function, the influence of threshold and estimation error variance. Simulation results are in Section 4, and the conclusion is in Section 5.
CAMERA ARCHITECTURE
In Fig. 1(a) the architecture of a simplified conventional camera is represented. A single lens concentrates the incident light on the image sensor, which converts it into an electrical signal. A quantizer discretizes the amplitude in values corresponding to different gray levels. If this element is neglected, the pixel value is proportional to the light intensity I. Since the maximum voltage of the electrical signal is limited, the sensor saturates above a certain light intensity. The saturation level and the technological limit on sensor noise makes it difficult to arbitrarily increase the dynamic range. With the current technology this is too small for many applications [1] .
(a) a conventional camera (b) a gigavision Camera Fig. 1 . Simplified architecture of a conventional camera and a gigavision Camera. The incident light is focused by the lens and then impinges on the image sensors.
In a gigavision camera the analog sensor is replaced by a binary sensor, as shown in Fig. 1(b ). An image with a number of pixels equal to a conventional camera is obtained by low-pass filtering and sampling the binary image. In this paper, for simplicity, the low-pass filter corresponds to the sum of a block composed by N pixels. An alternative architecture is based on a lens array instead of a single lens, as shown in Fig. 2 . We suppose that the lens array is composed of N lenses, i.e. as many as the oversampling factor. If parallax is neglected, the array projects N binary replicas of the original image on the sensor. Since each image is generated independently, as in the previous case, the binary images can be added to obtain a conventional image. That is, the averaging over the spatial domain is replaced by averaging over the elements of the array.
We remark that, with the current technology, for large values of N the pixel size can be much smaller than the diffraction-limited spot. However, diffraction is equivalent to a low-pass filter, which is combined to the reconstruction filter. Hence, diffraction limits only the maximum bandwidth of the reconstructed image and not the possibility to reduce the reconstruction noise by increasing N.
PERFORMANCE ANALYSIS

Pixel model
A simplified pixel model of a conventional sensor is shown in Fig. 3(a) . The number of photons impinging on the pixel can be modeled as a Poisson process. If the area of the pixel is A, then the intensity of the process is IA and the average number of arrivals during the exposure time t is λ = ItA. The number of photons S impinging upon the pixels during the exposure time is a Poisson random variable with parameter λ. The photons are converted into an electrical signal, amplified, and A/D converted. If we neglect the noise introduced by the electronic circuits, the result is the process C = Q (S).
(a) a conventional pixel (b) a gigavision pixel Fig. 3 . Simplified block diagram of a conventional pixel and a gigavision pixel. For the conventional camera, the incident photons first are converted to the electrical signal S, then quantized by a multilevel quantizer. For the gigavision camera, the electrical signal Si is quantized by an one-bit quantizer with threshold T and the pixel value C is the sum of the N pixels.
The model of the gigavision sensor pixel is shown in Fig. 3 (b). As explained above, a simple way to convert the binary image into a gray level image is to combine blocks of N consecutive pixels by addition. We remark that the same method can be applied to the architecture of Fig. 2 , where, in this case, the added pixels are taken from the corresponding positions of the different elements of the lens array. Each pixel is obtained in a way similar to the conventional sensor, but the final quantizers Q are binary with threshold T . In the following, we suppose that each pixel is exposed to the same intensity IA/N, i.e. the area of each pixel is N times smaller than that of the conventional pixel. The value of each pixel Ki, i = 1, . . . , N is obtained by comparing the number of arrivals Si, i.e. the arrived photons, with the threshold T . In this case, the quantities Ki are binary random variables with parameter
The result after the addition of the N pixels is given by C =
The quantity C is a binomial random variable with parameters N and p λ , since it is the sum of N binary independent random variables.
Response function
The response function is the relation between photon intensity and expectation of the pixel value. For a conventional sensor, when quantization is neglected, the response function is linear, i.e. E [C] αλ, where α is constant for all the pixels of the image. If quantization is not neglected, the measured values of C are rounded towards the closest quantized value and saturation occurs when the number of arrivals exceed a maximum value. Two examples, for N = 256, α = 1, and α = 0.25, are shown in Fig. 4 . Note that the relation between E [C] and λ is not exactly a staircase function, due to the random distribution of photon arrivals for each value of intensity, which tends to round the steps of the staircase. We note that the gigavision pixel presents a non-linear response. When the threshold is set to T = 1, the response function of gigavision camera is
is a logarithmic function. Both the conventional pixel and the gigavision pixel have the same sensitivity at low light intensities. This happens because, for both pixels, each incoming photon increases by one the total photon count. However, when intensity is higher (above 256 for this example) the conventional pixel saturates. Instead, in the case of the gigavision pixel, an increasing number of photons hit pixels already in the "1" state and don't contribute to the final result. That corresponds to a reduction of sensitivity as intensity increases, and the pixel never saturates. When T = 4, the sum C of active pixels remains close to zero for low light intensity. This happens because, in this case, it is unlikely that four photons arrive on the same pixel and switch it to the "1" state. After this "dead zone" the transfer function is still nonlinear and similar to a logarithm, even if the sensitivity is reduced with respect to the previous case.
Estimation error variance
The sum c of active pixels is used to obtain the estimateλ of parameter λ, which corresponds to light intensity. This is obtained by using a maximum likelihood estimator,
i.e.λ is chosen so that, pλ = c/N. It is interesting to compute the estimation variance, i.e. the quan- tity E[(λ−λ) 2 ] and compare the conventional to the gigavision pixel variance. Fig. 5 shows the estimation error variance of the conventional pixel and the gigavision pixel with threshold T = 1, N = 256, and N = 4096. For low light intensities, the conventional pixel with α = 1 is better than the conventional pixel with α = 0.25, since the steps of the quantizer are finer. As said above, the gigavision pixel with T = 1 behaves, in this regime, as the conventional pixel with α = 1, i.e. it gives also a low estimation error variance. When intensity increases, the conventional pixel with α = 1 saturates and the estimation error variance rapidly increases. Instead, the conventional pixel with α = 0.25 still gives a low estimation error variance. Due to the non-linear behavior, the gigavision pixel, with T = 1 and N = 256 does not saturate and the estimation error variance is only slightly higher than the conventional pixel with α = 0.25. We can expect that the difference in estimation error variance can be reduced by choosing a higher value of N . In fact, by taking N = 4096 the estimation error variance is very close to the conventional pixel with α = 0.25, but having at the same time a lower estimation error variance at low light intensity, as the conventional pixel with α = 1. Fig. 6 shows the estimation error variance of the conventional pixel and the gigavision pixel when λ is in the initial region [0, 50]. It can be noted that at low light intensities, the performance of the conventional pixel is worse than the performance of a gigavision pixel.
In a practical case, one may have to consider a value T larger than 1. In Fig. 5 , the case T = 4 and N = 256 is shown. The dead zone of the response function is responsible for the relatively high estimation error variance at low light intensity. However, at higher light intensity the pixel gives a low estimation variance, similar to the case T = 1.
EXPERIMENTS
In this section, we simulate the acquisition of an image using the gigavision sensor and we compare the result with a conventional sensor. For this purpose, we use a high dynamic range image 'col- orChecker.hdr' [8] . Each image pixel has a gray level in the range [0, 1]. We assume that the gray level corresponds to the light intensity, i.e. we set λ equal to the level [0, 1024]. For each pixel, we generate the random number of detected photons according to the Poisson distribution of parameter λ and we simulate the behavior of the conventional and the gigavision sensor. For each sensor, the maximum likelihood estimator gives the measured image, i.e. an approximation of the intensity λ. The results are shown in Fig. 7 . The top row corresponds to the conventional sensor for α = 1 and α = 0.25. As expected from the analysis of the previous section, the sensor with α = 1 gives a smaller error at low light intensity, but it saturates when the intensity is higher. For the gigavision sensor, we set T = 1. The results for N = 256 and N = 4096 are shown in Fig. 7(c) and Fig. 7(d) respectively. The case N = 256 gives a similar result to the conventional pixel with α = 1 at low light intensities (this is hard to see in Fig. 7 , due to the different scaling of the images) but it does not saturate as the conventional pixel does. On the smooth regions, the higher noise level is clearly visible. This corresponds to the higher estimation error variance determined in the previous section. However, if N = 4096, the obtained image, shown in Fig. 7(d) , has a noise level comparable with that of Fig. 7(b) .
CONCLUSION
In this paper, a new kind of image sensor has been proposed based on deep subwavelength binary pixels. We found that, when a group of binary pixels is used to estimate light intensity, the response function is non-linear. The sensor has high sensitivity at low light intensity, and small sensitivity at high light intensity, which makes the sensor suitable for high dynamic range imaging. Since the pixels are binary, they can be very small and the total number is much larger than that of a conventional camera. In this way, noise can be reduced. Also, a thin camera can be achieved easily by placing a lens array on top of the binary sensor. The small pixel pitch size allows to reconstruct a conventional image without the need of decovolution, and reduce the reconstruction noise. The reconstruction algorithm proposed in this paper was based on a simple low-pass filter. Several extensions are possible and under investigation. An interesting one considers space varying filters, in order to obtain the optimal trade-off between noise and bandwidth for different image regions. This allows, for example, to obtain a lower noise level in smooth regions, where vision is more sensitive to artifacts.
