We present a new method for large-scale nonnegative regularization, based on a quadratically and nonnegatively constrained quadratic problem. Such problems arise for example in the regularization of ill-posed problems in image restoration where, in addition, some of the matrices involved are very ill-conditioned. The method is an interior-point iteration that requires the solution of a large-scale and possibly ill-conditioned parameterized trust-region subproblems at each step. The method uses recently developed techniques for the large-scale trust-region subproblem. We describe the method and present preliminary numerical results on test problems and image restoration problems.
Introduction
We consider the problem min 1 2 kAx ? bk (1) s:t: kxk x 0 where A 2 IR m n , b 2 IR m , and > 0. Throughout the paper, k k denotes thè 2 -norm.
We are assuming that m and n are large, and that the matrix A might not be explicitly available, but that we know how to compute the action of A and A T on vectors of appropriate dimensions.
Problem (1) is an important problem that arises for example in the regularization of ill-posed problems from image restoration (cf. 1]), where we want to recover an image from a blurred and noisy version of it. In these problems, the matrix A is a discretized version of a blurring operator, and b is a vector representation of a degraded image. In image restoration problems, the norm constraint is a so-called regularization term that controls the growth in the size of the least squares solution observed in most ill-posed problems with noisy data, and the nonnegativity constraints re ect the fact that each component of the vector x represents either the color value, or the light-intensity value of a pixel in the digital representation of the image, and therefore must be nonnegative.
Most techniques for image restoration do not take into account the nonnegativity constraints. Instead, they solve the regularization problem, for example, the least squares problem with the norm constraint only, and set to zero the negative components in the solution. This strategy clearly introduces some errors, but produces satisfactory results in certain cases, such as when the images are normal photographs. However, this is not the case in other applications. As pointed out in 9], 15], in astronomical imaging applications most of the pixel values in the desired solution are actually zero or nearly zero, and therefore setting negative values to zero might introduce considerable errors, and might yield a restored image with missing details or with artifacts.
Some of the methods for regularization with nonnegativity constraints are 4], 5], 9], 15]. We also have methods that follow the approach of projections on convex sets or POCS methods such as 17], 25]. Finally, it is worth mentioning the collection of software in 23] which includes routines for least squares problems with nonnegativity constraints.
The methods in 4] are based on Truncated Singular Value Decomposition (TSVD) regularization 11]. The approach can be used on large-scale problems by computing only a few singular values, although in general it is di cult to determine how many values should be computed. The authors propose methods based on a linearly constrained quadratic problem and its dual. The primal approach, at least in the current version, can be used only on small problems. The dual approach is suitable for large-scale problems, although it might require additional regularization and the method might fail to converge in certain cases. The authors report results for small problems only. The solutions computed by these methods have very attractive theoretical properties. The work in 5] proposes an active-set quadratic-programming method for a problem closely related to (1) . That method has been successfully applied to problems of moderate size (n 2000), but the current version is prohibitively expensive for larger problems, such as those in image restoration, where typically n = 65536. The methods in 9] are based on a quasi-Newton approach, and appear as promising strategies. The authors point out that good preconditioners are needed to improve e ciency, and more experiments are also needed to assess the e ectiveness of the methods. The methods in 15] are iterative methods for linear systems that impose a nonnegativity constraint at each step. The methods achieve regularization by early termination of the iteration, which is based on the heuristic that initial iterates will not be contaminated by the noise in the data, and which requires a procedure for determining when to stop the iteration. In practice, most regularization approaches based on iterative methods use visual inspection for stopping the iteration. Preconditioners are used in 15] to obtain computationally competitive methods.
In this work, we present a new method for large-scale nonnegative regularization. Our method is not based on a heuristic and it does not depend on the availability of a preconditioner. The method is matrix-free in the sense that only matrix-vector products with A and A T are required.
The organization of the paper is the following. We derive our method for problem (1) in Section 2. In Section 3 we show some preliminary numerical results on ill-posed problems from inverse problems, including image restoration problems, and discuss some of the properties of the method. Concluding remarks are presented in Section 4.
We will also use the following notation throughout the paper. We denote vectors by lower case letters, vector components by the corresponding Greek letter with a subscript, and matrices by capital letters. Given a vector x = ( 1 ; 2 : : : ; n ) T , we write diag(x) or diag( 1 ; 2 : : : ; n ) to denote a diagonal matrix with element i in the (i; i) position. Finally, we denote the vector of all ones by e = (1; : : : ; 1) T .
The Method
Before deriving the method, and for clarity of presentation, we de ne H = A T A and g = ?A T b, and formulate the following problem equivalent to (1) The Karush-Kuhn-Tucker (KKT) rst-order necessary conditions for a feasible point x and Lagrange multipliers and y to be a solution of problem (2) In order to develop our method for problem (2), we rt eliminate the nonnegativity constraints by restricting our attention to x > 0 and introducing a modi ed objective function. Several choices are possible for this function, for example, an entropy function is used in 15]. Although such choices can also be included in our approach, here we shall derive the method for the logarithmic barrier function, The idea of the method is then to solve a sequence of problems of type (4), while decreasing the parameter towards zero. Notice that by using problem (4) we have restricted the solution to have positive components only. This follows an interior-point approach (cf. 3], 6], 24]), in which the iterates are feasible and positive.
We shall now introduce a further simpli cation by substituting the nonlinear barrier problems (4) by quadratically constrained quadratic problems, or trustregion subproblems, where the objective function will be a quadratic approximation to the logarithmic barrier function, and where the trust-region radius will remain xed. The subproblems are constructed as follows.
Consider the second-order Taylor expansion of f around a point x, 
0: Our method consists of solving a sequence of problems of type (7) for z, for di erent values of and x, while driving the barrier parameter towards zero, and preserving positive iterates. The latter is accomplished by means of a linesearch to be described in Section 2.3. Denoting problem (7) by P(x; ), we can now write our method as Algorithm 2.1 in Figure 1 .
We will next describe each component of the algorithm in detail, namely, the update of the barrier parameter, the choice of initial values, the linesearch, and the stopping criteria. Algorithm 2.1 TRUST Input: H 2 IR n n , symmetric, or procedure for computing H times a vector; g 2 IR n ; > 0; " y ; " f ; " x ; 2 (0; 1). Output: x > 0 satisfying (8) 
Update of the barrier parameter
We can derive a formula for updating the barrier parameter by rst computing an approximation to the dual variables y in (3) in the following way. Recall from (3)(i), that y satis es y = ?(H ? I)x ? g; and notice that a solution z; of the trust-region subproblem (7) will satisfy (8) (10) and when x = z, we have the following approximation to the duality gap in (3)(iii) e y T x = ? n; (11) which leads to the following formula for In practice, the update for will be k+1 = n je y T xj; (12) with 2 (0; 1), and x = x k or x = x k+1 , and with e y as in (10) and then compute 0 as 0 = n je y T 0 x TRS j: We then choose x 0 as either x 0 = jx TRS j with zero components replaced by a small positive value, or x 0 = x TRS with negative and zero components replaced by a small positive value, so x 0 > 0. We use x 0 to test for convergence as described in Section 2.4.
Linesearch
A linesearch is necessary to ensure that the iterates x k remain positive, since there is no guarantee that z k computed in Step 2.1 will have only positive components. 
Stopping Criteria
The stopping criteria relies on the change in value of the objective function, the proximity of the iterates, and the size of the duality gap. For the latter, we compute e y k according to (10) , with = k?1 or = k , x = x k?1 or x = x k , and z = z k?1 computed in 
Numerical Results
In this section we present numerical results that illustrate some properties of the method TRUST and the performance of the method on image restoration problems. The results in this section were obtained with a MATLAB 5.3 implementation of Algorithm 2.1 applied to constrained least squares problems of type (1). We ran our experiments on a SUN Ultra-250 with a 400 MHZ processor and 2048 Megabytes of RAM running Solaris 5.8. The oating point arithmetic was IEEE standard double precision with machine precision 2 ?52 2:2204 10 ?16 .
In Section 3.1 we discuss the solution of the large-scale trust-region subproblems in Step 2.1 of Algorithm 2.1. In Sections 3.2 and 3.3 we illustrate two aspects of the method. The rst one is the convergence behavior with respect to the update of the barrier parameter . The second one is the accuracy of the solutions with respect to the desired solution. For this purpose we use test problems from the Regularization Tools package 10]. All the problems in this package are discretized versions of Fredholm integral equations of the rst kind. In Section 3.4 we report results on astronomical imaging problems from 12].
In all the experiments, x TRS denotes the solution of the trust-region subproblem (13), x denotes the solution of the nonnegatively constrained trust-region problem (1) computed with TRUST , and x IP denotes the discretized version of the exact solution of the inverse problem which was available for all tests. We have chosen = kx IP k in all the experiments. We computed formulas (10) and (12) LSTRS is an iterative method that requires the solution of a large-scale eigenvalue problem at each step. Unless otherwise indicated, the eigenvalue problems were solved by means of the Implicitly Restarted Lanczos Method (IRLM) 22] as implemented in ARPACK 13] . The IRLM is particularly suitable for large-scale problems since it has low and xed storage requirement and relies upon matrix-vector products only. In the current implementation of LSTRS, a Mex le interface was used to access ARPACK. Notice that the capabilities of ARPACK are now available through the routine eigs in MATLAB 6. The eigenvalue problems in LSTRS have the form g T g H ! y = y (14) where is a scalar parameter updated at each iteration, and where we are interested in the smallest eigenvalue. The goal of LSTRS is to nd an optimal value for the parameter . A solution to the trust-region subproblem can then be recovered from the solution of (14) for = . We refer the reader to 19] for more details. One strategy that we have implemented in most of our experiments is to use the optimal value of for the previous subproblem as initial to solve the current subproblem. Intuitively, this would reduce the number of LSTRS iterations since we do not expect x and to change signi cantly as TRUST converges, and therefore the trust-region subproblems in Step 2.1 of Algorithm 2.1 should not di er signi cantly. In practice, we have observed that using this strategy indeed reduces the number of LSTRS iterations and consequently the number of matrix-vector products required.
In all the experiments the parameters for the IRLM were eleven Lanczos basis vectors with nine shifts (nine matrix-vector products) on each implicit restart, with a maximum of thirteen implicit restarts allowed. The eigenvalues were computed to a relative accuracy of 0:5.
LSTRS also needs some tolerances as input. The tolerances are " , the relative accuracy in the norm of the trust-region solution with respect to the prescribed trust-region radius ; " Int , to decide when a solution is interior; " HC to compute a nearly optimal solution in a special case usually called the hard case; " , to decide when the parameter can no longer be updated; and " , to determine when an eigenvector component is too small (close to zero). In all the experiments, " Int = 0, " = 10 ?8 , and " = 10 ?2 . We will indicate the values for the rest of the tolerances of LSTRS when we describe each particular experiment.
Convergence rate with respect to
In these experiments we have chosen problem foxgood from 10], and set the dimensions to m = n = 300. As described in Section 3.1, the method LSTRS was used to compute x TRS , a solution to (13) . LSTRS computed a positive solution for problem foxgood, thus we could use this solution to test the convergence of the TRUST iterates.
The eigenvalue problems in LSTRS were solved with the Matlab routine eig, and the initial value of the parameter was set to zero in each call to LSTRS. The tolerances for LSTRS were " = 10 ?3 and " HC = 10 ?10 . In TRUST we did not used the stopping criteria in Section 2.4, and we let the method run for a large number of iterations to be able to observe the convergence behavior.
The convergence behavior of TRUST for linear and quadratic updates of is reported in Tables 1 and 2 , respectively, where x k denotes the TRUST iterates. These results seem to indicate that the method TRUST has the very desirable property that the convergence rate of the sequence of iterates is determined by the update of the barrier parameter. 
Accuracy of the regularized solution
In this section we compare the accuracy of regularized nonnegative solutions computed with the method TRUST with respect to regularized solutions that do not take into account the nonnegative constraints. For this purpose, we chose problem phillips from 10], with dimensions m = n = 300. We again computed x TRS , a solution to the trust-region subproblem (13) by means of LSTRS, and we used this solution to compute x 0 = x TRS as well as to compare the two regularization approaches: with and without the nonnegativity constraints. The eigenvalue problems were solved with ARPACK. The tolerances for LSTRS were " = 10 ?3 and " HC = 10 ?10 . The tolerances for TRUST were " y = " f = " x = 10 ?12 . The update of according to (12) was computed with = 0:01. LSTRS required 5 iterations and 525 matrix-vector products to compute x TRS . This solution has a relative error of order 10 ?2 with respect to x IP . Both x IP and x TRS are shown in Figure 2 (a) (solid and dashed-dotted curves, respectively). As we can observe in Figure 2 (a) , and more clearly in a closer look in Figure 3 (a), x TRS has some negative components. Figure 3 (a) also illustrates the well-known Gibbs phenomenon, which is usually seeing with band-pass lters (cf. 16]).
We then applied the method TRUST to solve problem (1) for the same test problem. We used the same LSTRS parameters as before, and also used the initial value for described in Section 3.1. We obtained the solution x shown in Figure 2 (b) (dashed-dotted curve), which has a relative error of order 10 ?3 with respect to x IP , and has only positive components. Figure 3 (b) shows that the components in x remain positive, and that the ripples are considerably smaller compared to those in Figure 3 (a) .
TRUST required 1 iteration of the main loop in Algorithm 2.1 (i.e. 2 calls to LSTRS), 5 LSTRS iterations, and 631 matrix-vector products. The value of was of order 10 ?16 . As we can observe the cost is only slightly higher than the one needed to compute the rst LSTRS solution, and the result is considerably more accurate. These results seem to indicate that although solving the problem with nonnegative constraints involves an additional computational cost, such cost is not too high and might be justi ed by the possibility of obtaining a more accurate regularized solution.
Image Restoration Problems
In this section we present results on image restoration problems from 12]. In imaging applications such as image restoration, image formation is modeled by an integral equation of the rst kind
where the kernel K(s; t) is called the point spread function (PSF) that determines the image of a single point source under the imaging system, (t) is the true image, and (s) is called a blurred version of (t). Imaging systems are called space invariant when the PSF acts uniformly across source and image spaces, i.e. a translation in the source space corresponds to a proportional translation on the image space. Most imaging systems can be modeled by a space invariant PSF. If the system is not space invariant it is called space variant. Such systems arise for example when recording images of objects that move with di erent velocities with respect to the recording device.
The discretization of equation (15) (15) is ill-posed, and the discrete problem (16) usually inherits this feature in the sense that the matrix A is highly ill conditioned, with a singular spectrum that decays to zero gradually, and high-frequency components of the singular vectors corresponding to small singular values. In most problems of interest, n is of the order of the tenths of thousands.
Star Cluster
In this section we consider the problem of restoring the image of a star cluster, consisting of simulated data used by astronomers to test image restoration methods for the Hubble Space Telescope (HST). Such methods are needed to restore images recorded with the HST before the mirrors in the camera were corrected. See 14] and the references therein for more details. The problem is space variant and this should be taken into account when modeling the imaging system as suggested in 14]. Therefore we used a combination of four PSFs described in 14] where the source space is decomposed in four subdomains with a di erent PSF acting on each of them. The matrix A represents the blurring operator, constructed from that PSF. The discrete problem is of dimension n = 65536. The true image, the image recorded by the HST or data image, and the restorations obtained with LSTRS and TRUST are shown in Figure 4 .
The tolerances for LSTRS were " = 10 ?2 and " HC = 10 ?1 . The tolerances for TRUST were " y = 10 ?2 , and " f = " x = 10 ?8 . The update of according to (12) was computed with = 0:01. The initial value was computed as x 0 = x TRS , with negative and zero components replaced by 10 ?5 .
LSTRS required 7 iterations and 872 matrix-vector products to compute x TRS in Figure 4 to x IP . TRUST required 1 iteration of the main loop in Algorithm 2.1, 9 LSTRS iterations and 978 matrix-vector products to compute the solution shown in Figure  4 (bottom right), which has a relative error of 1:2358 10 ?1 with respect to x IP , and only positive components. The value of was of order 10 ?12 . The storage requirement was 11 vectors of dimension 65536. In this example we observed the same behavior as in Section 3.3, namely, with a moderate additional cost over the trus-region solution, we computed a positive solution with improved accuracy.
Satellite
In this section we present another example from astronomical imaging: restoring the image of a satellite in space. The problem was developed at the US Air Force Phillips Laboratory, Laser and Imaging Directorate, Kirtland Air Force Base New Mexico, and is available from 12]. More details about the problem can be found in 9] and the references therein. The imaging system is again modeled as an integral equation of the rst kind (15) , and is space invariant. Therefore only one PSF was used to construct the blurring operator. The discretized problem is of dimension n = 65536.
We rst used LSTRS to compute the initial values as before. In this case the strategy produced a not too clear solution and required 12 iterations and 1363 matrix-vector products. We believe that the performance of LSTRS can be greatly improved by investigating the features of this problem. We have observed in other applications (cf. 18], 20]) that certain severely ill-conditioned problems bene t from changing the norm constraint in (13) to the form kLxk, where L is a discretized form of rst derivative or a scaling matrix. We did not pursue these options in this work since our purpose was a preliminary study of the method TRUST and not of the particular test problems.
We then tried the following alternative to compute initial values for TRUST . Since in the previous example, an interior solution was detected by LSTRS, we decided to compute the initial values by rst computing x LS , the solution to the unconstrained least squares problem. We then set x 0 = jx LS j with zero components replaced by 10 ?5 . Since x LS corresponds to an interior solution of the trust-region subproblem (13), we set = 0, and = ?g T x LS . The tolerances for TRUST and the value of were as in Section 3.4.1.
We used the Conjugate Gradient Method on the Normal Equations (CGLS) 2], 8] to solve the normal equations to a prescribed accuracy of the least squares residual. CGLS required 51 matrix-vector products and so did TRUST , because in this case the initial iterate x 0 already satis ed the stopping criteria. The value of was of order 10 ?16 . The storage requirement was 5 vectors of dimension 65536. The results are shown in Figure 5 .
Conclusions
We presented the method TRUST for large-scale nonnegative regularization. The method combines interior-point and trust-region strategies to solve a quadratic problem with a norm constraint and nonnegativity constraints. The method is not based on a heuristic, and it does not depend on the availability of a preconditioner. The method relies only upon matrix-vector products with the Hessian matrix, and has low and xed storage requirements. We used our method TRUST to compute regularized nonnegative solutions to inverse problems, including test problems from astronomical imaging. For the problems considered, TRUST computed positive restorations with moderate computational cost and improved accuracy. Although more experiments are needed to assess the e ectiveness of the method, the initial results are encouraging and present TRUST as a promising method for large-scale nonnegative regularization.
We remark that although the main motivation for developing the method were constrained least squares problems of type (1), the derivation of the method was independent of the least squares problem (1) and therefore, the method can be used for solving any kind of quadratically and nonnegatively constraint quadratic problems.
Curent work includes the study of the theoretical properties of the method, in particular, the convergence rate. Future work should include a comparison with the techniques mentioned in Section 1.
