Abstract-This paper gives a survey of frequency domain identification methods for rational transfer functions in the Laplace (s) or z-domain. The interrelations between the different approaches are highlighted through a study of the (equivalent) cost functions. The properties of the various estimators are discussed and illustrated by several examples.
I. INTRODUCTION N important step in process control is the identification
A of a "suitable" model of a continuous-time system from noisy observations. What suitable means depends strongly on the particular application one has in mind. Indeed, if the final goal is the design of a digital controller for a continuoustime process driven by a zero-order-hold (ZOH) reconstructor, then the discrete time or z-transfer function models identified from noisy output observations (the input is stepwise constant and is known) are the most appropriate. According to the excitation signal, two identification approaches are possible within the ZOH signal assumption. For arbitrary excitations one should rely on classical time-domain (prediction error) identification methods which estimate the coefficients of the difference equation. An overview of such methods is given in Ljung [20] . For periodic excitations the identification can also be done in the frequency domain. There are situations where the ZOH signal assumption is no longer valid and where the classical discrete-time identification approach generates large model errors. For example, large errors occur when the plant is driven by a nonlinear actuator or when a signal-independent input-output model is required [33] . In those cases one can use the band limited (BL) signal assumption, which means that the measured signals contain no energy above a certain specified maximum frequency. According to the excitation signal, again two identification approaches are possible within the BL framework. For arbitrary excitations one should rely on special time-domain identification techniques which allow the estimation of the continuous-time model parameters using a well-constructed discrete-time equation. An overview of such methods is given in Sinha and Rao [35] . For periodic excitations the identification can also be done in the frequency domain.
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IEEE Log Number 9403241, Although the time-domain identification techniques [20] , [35] can still be used for periodic excitations under the ZOH and BL signal assumption, it is strongly recommended in this case to leave the time domain in favor of the frequency domain. Indeed in the frequency domain, one has the following features not found in the time domain:
Easy noise reduction: The nonexcited (noisy) frequency lines are eliminated [211, [33l. Data reduction: A large number of time-domain samples are replaced by a small number of spectral lines [21] , 1331. When using a discrete Fourier transform (DFT) to calculate the spectra, the frequency-domain noise is asymptotically (number of time domain samples going to infinity) complex normal distributed [7] .
No initial state estimation of the system [33] . Model validation: Using periodic excitations one has very good point estimates of the frequency response function [ 121, [33] . It is very easy to combine data from different experiments [21] , [33] . These previous thoughts together with the most recent developments in the area of frequency-domain identification motivate a new survey paper on the topic.
Consider the linear dynamic time-invariant continuous-time system shown in Fig. 1 . The goal is to estimate the real co- (2) where E(E R2Fx1) is a (non)linear vector function of the measurements and the model parameters. Often a NewtonGauss type algorithm is used to minimize (2) . The zth iteration 
step of this algorithm is given by ( J ( i ) ) T ( J ( i ) ) A P ( i + l ) = -( J ( i ) ) T E ( i ) ( 3 )
where $ 2 ) denotes the Jacobian of the vector E evaluated at P(Z)(J(1) = 
d E / d P ( i ) ) .
Before minimizing cost function ( 2 ) with respect to the model parameters P , one should constrain P to make the normal equation (3) nonsingular. This can easily be understood by the fact that multiplication of the numerator and denominator coefficients by an arbitrary factor X results in the same transfer function: H ( f k , XP) = H ( f k , P ) . Possible constraints are Pj = 1 (one of the numerator or denominator coefficients is set to one), llPllz = 1 (the Euclidean norm of P is set to one) and so on. When identifying continuous-time systems in the Laplace domain, it is indispensable to scale the frequency axis (and hence also the parameters) to guarantee the numerical stability of the normal equation (3) . Without scaling, identification in the s-domain is often impossible with available computing precision, even for modest orders of the transfer function. Although the scale factor which minimizes the condition number of J(2) is plant and model dependent, a good compromise is to use the arithmetic mean of the maximum and minimum angular frequencies in the frequency band of interest: W,,,I~ = (U,,, + uma,)/2. The numerical stability can still be improved (in s-and z-domain) by solving the overdetermined set of equations
instead of ( 3 ) . The convergence region of the Newton-Gauss algorithm can be enlarged by using a Levenberg-Marquardt version of (3) and (4) [lo] .
The identification methods presented in this paper can be divided in two classes: the first class covers the algorithms which have been derived by 'common sense' (deterministic) arguments, while the second class covers the estimators which are derived using statistical arguments. Sections 111 and IV give a chronological overview of class 1 and class 2 estimators, respectively. The interrelations between, and the properties of, the different approaches are highlighted through a study of the (equivalent) cost functions. Section I1 gives some quick tools to analyze a cost function. The properties of the several methods are summarized in Section V and are illustrated by simulations (Sections I11 and IV) and real measurements (Section VI). A second-order system H ( s , P ) = l/(l+s+s2) is used as 'online' illustration through Sections I11 and IV. Fig. 2 shows the true transfer function and the simulated noisy frequency response data (see Appendix I1 for more information concerning the generation of the simulation data). The paper ends with a brief discussion of the order estimation (Section VII) and some conclusions (Section VIII). Although we will mainly concentrate on the identification of continuous-time 
QUICK TOOLS TO ANALYZE ESTIMATORS
The properties of a frequency-domain identification algorithm are studied as the number of spectral lines is increasing to infinity ( F + m). The first step in the analysis consists of calculating the equivalent cost function K ( P ) of the identification method. Next verify if
i) The cost function is scale invariant with respect to the model parameters: K(XP) 1 K ( P ) ii) The exact model parameter P, minimizes the expected value of the cost assuming that the true model belongs to the model set (necessary condition for consistency):
iii) The normal equations are numerical reliable (assume that the true model is in the model set):
number of constraints The identification method is potentially 'sound' if the answers to i), ii), and iii) are positive. Note that i) should be true even in the presence of modeling errors (the true model does not belong to the model set).
Notes:
The parameter ambiguity in the normal equations (2),
is removed by constraining the parameters: Pj = 1 (one coefficient is fixed), llPll2 = 1 (the Euclidean norm of P is constrained to one), or Pip, = f l (i # j , the multiplication of two coefficients is fixed), and so on. In a (weighted) linear least squares framework, the transfer function estimates are overbiased, underbiased, or unbiased according to the constraint used [9]. When i) is true, then the transfer function estimates are independent of the constraint used. If the Hessian of the cost iii) is not of full rank (total number of parameters minus number of constraints), then it cannot be approximated by a quadratic function in the close neighborhood of the solution P,. This is problematic for most of the nonlinear minimization algorithms.
DETERMINISTIC APPROACH

A. Introduction
All the estimation methods given in this section try to minimize the following cost function systems, the results presented in this paper are also valid for (5) is inconsistent. The maximum relative bias error on H , ( f k ) = Y,(fk)/X,(fk) is however smaller than 45E-6 for signal-to-noise ratios larger than 10 dB [12] . If in addition one takes the precaution to avoid a devision by zero by removing the zero-input spectral lines one may say that the NLS estimator is 'practically' consistent [ 131.
B. Linear Least Squares Estimator
A first approximation to (5) 
with respect to the model parameters using the constraint P3 = 1. The estimates are in general inconsistent even if H,(fk) is an unbiased nonparametric estimate of the transfer function (apply tool ii) of Section 11). The two major drawbacks of the linearization of the equation error ( H ( f k , P ) -H,(fk)) are the overemphasizing of high frequency errors in (6) [41] and the large dynamic range of the numbers in the normal equation.
) is a polynomial in fk and hence the contribution of a measurement error at frequency fk to the cost function is proportional to ( f k ) 2 d . This may result in poor low frequency fits (see Fig. 3a ) and ill-conditioned normal equations for identification problems with a large dynamic frequency range. Many modifications of and extensions to Sanathanan and Koemer's method have been published. All of them, except the work of Stahl [37] , fit within the following (iterative) weighted linear least squares (IWLS) framework
where W(fk, P ( 2 -l ) ) is a well-chosen weighting function. Cost (8) is minimized under the constraint Pj = 1 and when convergent PIWLS = P(O0). Strobe1 [39] proposed to minimize a relative error criterion instead of the absolute criterion (7) The iteration is limited to one sep (i = 1) and the initial denominator coefficients (i = 0) are obtained by a prior analysis of the logarithmic amplitude response. Gyiirki [16] allows absolute or relative error criteria and added a SOcalled external weighting which copes with available prior information concerning the significance level of the measured frequency response function at some specified set of Sanathanan and Koemer [30] overcame the lack of sensitivity to low frequency errors of the linear least squares estimator by an iterative procedure. The ith iteration step consists of minimizing where w,(fk) is the extemal weighting function and where XI , = IHm(fk)l or XI , = 1 for a relative respectively absolute error criterion. No closed-form expression relating the measurement uncertainty to the extemal weighting functions is given: it is left to the experience of the user to choose them. Fig. 3(a) shows the Gyurki estimates with we&) = 1 and XI , = IHm(fk)l. It follows that in this example a relative error criterion does not improve the fit. Payne [51] combined the measured frequency response data with the steady-state response of the system to inputs such as the unit step, ramp, parabola, etc., resulting in a Sanathanan and Koemer method with additional constraints on the model parameters. 't Mannetje [40] had the idea to raise the weights in the cost (7) to a certain power r with r E [0, x[. (11) Two special cases of (1 1) are the linear least squares method ( r = 0) and Sanathanan and Koemer's method ( r = 1). Powers r different from one may result in smaller approximation errors ( H ( f , P ) -Hm(f)): if Sanathanan and Koemer's method does not converge, then relaxation ( r < 1) is helpful.
C. Iterative Weighted Linear Least Squares Estimator
A recursive implementation of Sanathanan and Koemer's method (7) as more frequency response data become available has been given by Lawrence and Roger [18] . Assuming periodic excitation signals, the integral approach of Whitfield [49] reduces to one iteration step of (8) with weighting function
The major drawback of the integral approach is the overemphasizing of the low frequency errors in (12) [49] . This is confirmed by the second-order simulation example where the integral approach results in an unstable transfer function estimate with very large approximation errors (phase errors up to 240" and amplitude errors up to 3 dB). In Lamaire et al.
[17] a noniterative version of (8) has been published for rational transfer functions in z.
The iterative linear least squares method proposed by Stahl [37] is somewhat different from (8). It has been shown to be equivalent to [49] .
F
with PST.~HL = P(=). Iteration scheme (13) applied to the second-order simulation example oscillates between solutions with high approximation errors, even if started from the true solution. This is in agreement with the experience of Whitfield [49] and Stahl [37] .
When convergent (P(i) = P(i-l) for i sufficiently large) the Santhanan and Koemer cost (7) and the Stahl cost (13) tend to the nonlinear least squares cost (5). Although this minima of the cost functions (5), (7), and (13) 
D. Nonlinear Least Squares Estimator
Van den Enden et al. [41] , [42] minimized the nonlinear least squares cost (5) using the Newton-Gauss iteration scheme (3) for continuous time (s-domain) and discrete time (2-domain) systems, respectively. As with any nonlinear minimization problem, the method may converge to a local minimum of (5). Expanding the cost function ( 5 ) in a Taylor series with respect to the model parameters Whitfield [50] obtained the following iterative linear least squares method
2
It is easy to verify that the derivative of (14) with respect to P(') and the Newton-Gauss minimization scheme (3) applied to the nonlinear least squares cost (5) are identical. Hence (14) is nothing else than an iterative linear least squares interpretation of the Newton-Gauss procedure applied to (5). From Fig. 3 (a) it follows that among the fitters the NLS solution is outer performing. It confirms the excellent noise behavior of the NLS estimates, even if the frequency response function is obtained as the ratio of two noisy variables.
E. (Weighted) Total Linear Least Squares Estimator
In all the previously mentioned methods, the parameter ambiguity in (2) is removed by fixing one of the coefficients of the numerator or denominator to one. This may result in an ill-conditioned set of (3) and (4), especially if the true value of the fixed coefficient is zero or close to zero (with respect to its uncertainty). To circumvent this problem one can constrain the euclidean norm of the parameters to one; when applied to the linear least squares method, it results in the total least squares (TLS) estimator [14] .
The proof is given in Appendix IV. As the weighting PTP is frequency independent it can easily be understood that, likewise the LS estimator, the TLS suffers from the overemphasizing of the high frequency errors. It can be shown that the global minimum PTLS of (15) equals the right singular property is very appealing, it does not guarantee that the-global vector corresponding to the smallest singular value of the Jacobian JLs = d E~s / d P with respect to all the model parametersP= (a0, a 1 , " . , a n , Po,P1,...,Pd)Texceptthe a priori fixed zero values [14] , [47] . Hence the estimates are found by calculating a singular value decomposition (SVD) of JLS rather than minimizing (15) using (3) (16) where ln+d+2( E R(nfd+z)xi) is a vector with all entries equal to one (proof analogous to that in Appendix IV). Analogous to (15), the global minimum PWTLS of (16) is found as the right singular vector corresponding to the smallest singular value of ( W J L S ) ,
with jth diagonal entry the inverse of the two-norm of the jth row of JLS. Since the second-order simulation example is not ill-conditioned and has low amplitude dynamics, it is no real surprise that the WTLS estimates are not better the TLS estimates (see Fig. 3 (a)). The constrained norm minimization has one drawback: its sign ambiguity. This can be particularly annoying when averaging the parameters of several experiments (or simulations). Before averaging, one has to be sure that all the parameter estimates have the same relative sign. Most of the time the relative sign detection poses no problem (e.g., by entry wise sign comparison). This becomes very difficult or is impossible when more than half of the number of parameters have high variance unless some prior knowledge about the (co)-variance of the estimates is known (consider for example a twoparameter case with one large parameter with high variance and one small parameter with low variance).
The equivalent TLS and WTLS cost functions (15) and (16) are not scale invariant (K(XP) # K(P)) since (15) and (16) are only valid if the two-norm of the model parameters is constrained (known zero-valued coefficients are allowed). Hence the TLS and WTLS costs with one or more nonzero coefficient constraints are not equal to the equivalently constrained costs (15) and (16).
F. A Simple Example
An integrator will be estimated, starting from frequency response data perturbed with independent zero mean complex noise (see Appendix I11 for the definition of complex noise) with variance oz. The model for the integrator is
The iterative weighted linear least squares (P1)IwLs (cost (8) with weighting (1 l)), and nonlinear least squares ( P 1 (8), (11) with, respectively, (6) and (7) it can be seen that (Pi)Ls = (PihwLs for T = 0 and (P~)sAN = (P1)IwLs for
one has for
Take, for example, 100 angular frequencies W k equally spaced between 0.1 and 2 and cZ = 0.5; the right-hand side of (19a) is then equal to 0.5866 PI and 0.9164 Pi for, respectively, T = 0 and T = 1 (values of T > 1 give better results here compared to T = 1). If we would have constrained P1 instead of a0 when identifying the integrator model (17), we would have obtained consistent iterative weighted linear least squares estimates for ao. This illustrates nicely the dependence of (8) on the constraint(s) used.
IV. STOCHASTIC APPROACH
A. Introduction
The stochastic model of a real-life experiment (see Fig. 4 ) is usually much more complicated than the ideal situation shown in Fig. 1 . The measured input X m ( f ) and output Ym(f) spectra are disturbed with all kinds of noise sources: measurement noise M, ( f ) , My ( f ) , and Me ( f ), process noise Np(f), and generator noise N,(f). M,(f) and My(f) stand for the digitization noise and the noise generated by the analog parts of the acquisition channels (signal conditioners, antialias filters, etc.), Me(f) is an external disturbance picked up by both acquisition channels, and Ng(f) represents the aperiodic and periodic fluctuations with frequency f, of the periodic excitation signal X ( f ) with fundamental frequency fx (f, # n f x , with n E N). The generator noise N,(f) is correlated with the process noise Np(f) in case the system is captured in a feedback loop. When ax(f) is much smaller than ay(f) one should not decide to simplify the errors-in-variables model (20) in an output error model (ax(f) = 0). Indeed, as we will see further on C T -~ ( f ) / a y ( f ) is not a good measure for the relative contribution of the noise sources to the parameter estimates. Likewise one should not decide whether the noise sources as(f) and ay(f) are independent or not according to the In the uncorrelated case (p(f) = 0) the relative importance of the input disturbance with respect to the output disturbance is given by the model dependent ratio
The significance of the mutual correlation between the noise sources is assessed by the model dependent ratio IH(f, P)lax(f)/ay (f). Assuming that the noise sources N x ( f ) and Ny(f) (with arbitrary probability density function, but bounded fourthorder moments) are zero mean and uncorrelated (over the frequency) up to the fourth-order moments one can prove the by the square of ~Y ( f ) / l X m ( f ) l .
consistency of PML = arg min ( K~L ) [26] , [32] . Consistency has also been proved in Van hamme [45] under the relaxed assumptions that the noise sources are mixing [7] . For normal distributed errors the ML estimates are asymptotically efficient if one independent noise source is present [27], [45] . In general the covariance matrix of the model parameters contains a term in addition to the Cram&-Rao lower bound which becomes apparent for very low signal-to-noise ratios only. Assuming that the noise sources are mixing [7] , one can prove that
is asymptotically ( F --+ x) normal distributed [45] . The cost function (23) is minimized using (3) or (4). The starting values are obtained by setting the denominator of (23) to one, resulting in the linear least squares method (6) where each term in the summation is multiplied with 1X,(fk)I2. A similar modification can be applied to all the other iterative weighted linear least squares techniques given in Section 111. Starting values may also be generated by any of the methods described in Section 111, and the generalized (GTLS) or bootstrapped (BTLS) total least squares given further on in this section. In almost all cases (> 95%) tried out by the authors the linear least squares (one or more nonzero coefficients are constrained) and the weighted total least squares (norm is constrained) methods are appropriate as starting values. If not satisfactory, the GTLS or BTLS estimates are recommended. A drawback of (23) is that from a practical viewpoint, one is never sure to find the global minimum.
Van den Bos [43] developed a two-step least squares estimator which is related to the uncorrelated ML case. The first step consists of the linear least squares estimate PLS obtained by deleting the denominator in (23) . Using this initial guess an estimate of the variance of the equation error is calculated by analyzing the residuals of the equation error at the nonexcited frequency lines. These estimates are then used to weight the least squares estimator in the second step (24) is not scale invariant and hence the estimates will depend on the constraint(s) used.
C. The Iterative Quadratic Maximum Likelihood Estimator
The iterative quadratic maximum likelihood (IQML) method has ariginally been developed for exponential and pole-zero modeling in the time domain [6] , [22] . It can also be applied to the identification of transfer functions in the frequency domain. The IQML method uses the idea of Sanathanan and Koemer's method (see Section 111) to reduce the nonlinear optimization problem of the ML cost function (23) to a linear weighted least squares problem by evaluating the denominator of the ML cost function (23) at an initial guess of the model parameters. The obtained estimates can be used to recalculate a better estimate of the weighting resulting in a better estimate of the model parameters and so on. Following the lines of 't Mannetje (11) the weighting can even be relaxed. The most general form of the IQML cost function is then (see (25) 
H m ( f k ) .
Comparing the ith iteration step of IQML method (25) with the ith Newton-Gauss iteration step (3) applied to the ML cost (23) reveals that both iteration schemes only differ in their Jacobian and that the difference between two corresponding columns of JML and JIQML is proportional to EML. Hence for sufficiently high signal-to-noise ratios and sufficiently small modeling errors, both estimates will coincide (PIQML % PML). Otherwise the difference may be large (see the integrator example in Section 111, Fig. 3a : Sanathanan compared to NLS, and Fig. 3b : IQML compared to ML). The consistency and asymptotic normality of P~T L S can be proved under the same assumptions as for the ML estimator 1451. The GTLS estimates are less efficient than the ML estimates. Due to the frequency-independent weighting of the equation errors, the efficiency can be very poor in some cases (see the simulation example at the end of this section).
E. The Bootstrapped Total Least Squares
The efficiency of the generalized total least squares method can be enhanced by dividing each row of the Jacobian .JLS by an estimate of the 'optimal' ML weighting [square root of the denominator of (23)] calculated with an initial guess of the model parameters [45] , 1461. Similarly to Sanathanan and Koemer's method (7), the obtained estimates can be used to recalculate a better estimate of the weighting resulting in a better estimate of the model parameters and so on. Following the idea of 't Mannetje (1 I ) one can even relax the weighting. The most general form of the bootstrapped total least squares (BTLS) cost function is then (see (27) the 'full' BTLS cost (T = 1) tends to the ML cost (23). This does not, however, imply that P B T L~ = P~T L (see Section 111). The consistency and asymptotic normality of each step of the BTLS estimator has been proved in Van hamme [45] under the same assumptions as for the GTLS and ML estimators. Hence the iterative algorithm (27) can be stopped at any iteration number. It has also been shown that the one step (i = 1) 'full' BTLS has asymptotically ( F + CO) almost ML efficiency [45] . Iterating further on (four iterations are usually sufficient) improves the efficiency in the nonasymptotic case ( F # x). Although we can not prove the convergence of (27), it converged on all the simulations and almost all the real measurements tried out by the authors (several dozen examples). The only known case where the iterative algorithm does not converge (gets stuck into a limit cycle) is when a high quality pole-zero pair are very close (relative to the spacing of the frequency grid) to each other. This was actually the case in the modal analysis experiment (see Section VI) for which it did not converge. By relaxing the weighting (T = 0.5 < 1) convergence was obtained.
The BTLS estimates can be seen as an 'optimally' weighted iterative generalized total least squares method. It combines the almost optimal ML efficiency with the global minimization property of the GTLS estimates. The main difference with the (relaxed) IQML method (25) and the method of Sanathanan and Koemer (7), (1 1) is that it generates consistent estimates in each iteration step.
F. The Logarithmic Least Squares
A drawback of the previous estimators (23), (25)- (27) is that they require a prior noise analysis (the variances and the correlation must be known at each frequency). By taking the logarithm of model equation (22) one can construct a 'logarithmic' least squares (LOG) estimator which requires no prior noise knowledge [34] , 1131:
In Sidman e? al. [34] the logarithmic least squares (28) # log H ( f k ) . The maximum relative bias error on log H , (fk) is smaller, however, than 2E-6 for signalto-noise ratios larger than 10 dB [12] . If, in addition, one takes the precaution to avoid the singularity log(0) by removing the zero-input and zero-output spectral lines, one may say that the LOG estimator is 'practically' consistent [13] . The LOG estimates are less efficient than the ML estimates and, as was noticed in many simulation examples, more efficient than the GTLS estimates. This may be explained by the more appropriate frequency weighting of (28) with respect to (26).
The efficiency of PLOG = arg min (KLOG) can be enhanced in a similar way as in (24) (26) and BTLS (27) 
G. Instrumental Variable Estimator
If two (or more) periods of the measured time signals are available, the measurements can be split up in two time records, each of them containing an entire number of signal periods. The Fourier coefficients calculated using the second time record can then be used as instrumental sequences for the linear least squares identification based on the Fourier coefficients of the first time record [44] . The classical instrumental variable equations are asymmetric in the measurements and the instrumental sequences. They can be made symmetric by noticing that the role of the measurements and the instrumental sequences can be interchanged and added to the original equations. Proceeding in this way full use of the complete data set (measurements and instrumental sequences) is made. The equivalent cost function of the resulting enhanced instrumental variable estimator is (29) where superscripts (l) and (2) indicate that the spectra are calculated using, respectively, the first and second time record.
KIV can not be written under the quadratic form (2) . The instrumental variable (IV) estimate P~v is consistent if the noise sequences in both time records are (mutually) uncorrelated up to the fourth order moments. The IV estimates depend on the constraint used since KIV(XP) # KIV (P) . Likewise the LS (6) and GTLS (26) cost functions the high frequency errors are overemphasized in the (29). Note that the IV method lowers the bias of the corresponding LS estimates on the complete data set (Fourier coefficients of first and second time record put together) at the price of a higher variance. The mean square error of the IV estimates tends asymptotically (8' + co) to zero, while that of the LS estimates tends asymptotically to the square of its bias. Hence the IV method will perform better than the LS method for F sufficiently large (compare for example the IV with the LS estimates in Fig. 3 ).
H. Remarks
It is important to stress that the ML (23), GTLS (26), BTLS (27), and LOG (28) estimates are independent of the constraint used since their respective cost functions are scale invariant
To avoid that a zero-valued coefficient would be constrained to one and to enhance the numerical stability of the normal equations (3, 4) , however, it is strongly recommended to constrain the norm of the model parameters.
The ML [24] , [25] and LOG [13] extensions for models with an unknown (fractional) time delay (shift) exist.
The NLS, ML, GTLS, BTLS, LOG, and IV estimators perform equally well on the second-order system (see Fig. 3 ). This is due to the very simple nature (low order, low amplitude dynamics, low frequency range, no model errors) of the simulation example. The differences are more apparent on the simulation example at the end of this section and on the real measurement examples in Section VI.
Estimates of the nonparametric noise model ax (f), a y ( f ) and p( f ) can be obtained in two different ways. The first way consists of measuring the disturbing noise auto-and crosspower spectra when no excitation signal is applied to the plant. The second way consists of calculating the sample (co-)variances of a set of M noisy input and output spectra. The set can for example be obtained by measuring M periods of the input and output signals and calculating the Fourier spectra of each period separately.
I. Simulation Example
The simulated device under test is a fifth-order Butterworth filter with an extra transmission zero at w = 3 rads. The coefficients of the transfer function are given in Table I, (definition see Appendix 111) with variance 2E-6 is added to the input and output spectra. One hundred disturbed data sets are generated. For each set the model parameters are calculated using the LS, WTLS, NLS, GTLS, 'full' IQML, LOG, 'full' BTLS, and ML estimators under the constraints cy1 = 0 (the zero is forced to lie on the jw-axis), and llPllz = 1 for PWTLS, PNLS, PGTLS, PIQML, PLOG, PBTLS, and PML, while cy0 = 1, and cy1 = 0 for PLS. For each set of 100 estimates of the model parameters, the normalized squared residuals of the mean parameter estimates are calculated Rao lower bound. The large mean square error (MSE) of the LS estimator is due to its bias (see Table 11 ). Both WTLS and GTLS estimators perform equally well, however the MSE of the WTLS estimates are due to the bias while that of the GTLS estimates are due to the variance (see Table 11 ). The LOG and NLS estimators lose somewhat in efficiency with respect to the ML and BTLS estimates, but their efficiency is still better than that of the GTLS method. Due to the high signal-to-noise performs equally well as the ML estimator. The simulation results shown Fig. 5 and Table I1 are in accordance with the properties given in Section I11 and IV. (30) is x2 distributed with a number of degrees of freedom equal to the total number of parameters minus the number of constraints. For 100 realizations of the model parameters, the sample mean will be fairly well normal distributed and the uncertainty on Cp is about 10 %. This allows a bias test to be performed on the parameter estimates with a given confidence level. According to Fig. 5 . It follows that BTLS has ML efficiency and that both estimators reach the CramCrerty of the procedure or easy generation of realiable starting values is highly desirable. Since consistency and constraint independency of the estimates are closely related, it is important that the (equivalent) cost function of the identification method is scale invariant. Consistency and efficiency are important properties to be sure that small stochastic deviations on the data do not result in, respectively, large systematic and large stochastic errors on the parameter estimates. Since in practice the true model does often not belong to the model set, it is desirable that the estimates are not sensitive to (small) modeling errors. Table I11 gives an overview of these properties for some of the estimators given in Sections I11 and IV.
FIFTH-ORDER BUITERWORTH FILTER WITH
VI. REAL MEASUREMENT EXAMPLES
The ML, LOG, BTLS, GTLS, IQML, NLS, WTLS, and LS estimates have been tried out on many measurement applications. Two of them which illustrate particularly well the properties of the estimators are shown here. The fixed norm constraint has been used in both examples for PWTLS, PNLS, PGTLS, PIQML, PLOG, PBTLS. and PML, while for PLS and Ply, cy0 = 1 in the q-axis impedance model and 00 = 1 for the flight flutter data model. In the first measurement example the "full" IQML method was used while in the second example it was necessary to relax the weighting of the IQML method (9-= 0.5). For each measurement example, two sets of measured input and output spectra were available. Likewise the second-order simulation example (see Appendix 11) the averaged spectra are used for PWTLS, PNLS, PGTLS, PIQML, PLOG, PBTLS. PlIL, and PLS while PI\, requires both sets separately. In the first measurement application shown in Fig. 6 the qaxis impedance of a 3.4 MW synchronous motor is modeled with a rational form n = 4, d = 3 in s. The measurements were carried out using a multi-sine excitation consisting of 100 frequencies logarithmically spaced in the band [12 mHz, 12 Hz]. The nonparametric noise model was obtained by analyzing several periods of the input and output signals. Note the particularly large dynamic range in both the amplitude and frequency band. As could be expected the IV, GTLS, and LS estimates are poor in the low frequency range. The WTLS estimates are better than the IV, GTLS, and LS and worse than the BTLS. The difference between the IQML (norm constraint), NLS, LOG, and ML estimates is almost indistinguishable. Refemng to the large amplitude dynamics the performance of the NLS is remarkable. Fig. 6 also shows the IQML solution under the constraint a0 = 1. It illustrates again the influence of the constraint on the estimates for cost functions which are NOT scale invariant.
In the second measurement (Fig. 7) the vibrations of the wings of an airplane (flight flutter data analysis) are modeled with a rational form n = 11, d = 10. The measurements were carried out using a burst swept-sine excitation. The nonparametric noise model was obtained by analyzing the disturbing noise during the dead time in between consecutive bursts. Although the ML, NLS, and LOG estimates explain very well the measurements, a careful analysis of the ML cost reveals the presence of small plant modeling errors (a few tenths of a dB on the amplitude of the transfer function). These small modeling errors explain the better performance of the LS estimates with respect to the GTLS estimates. The poor quality of the LS and IV fits is due to the bad weighting of the residuals in their cost functions.
Due to its more appropriate weighting of the residuals, the IQML estimator performs better than the GTLS in both measurement examples.
VII. ORDER ESTIMATION
Due to the noise on the measurements, the exact model no longer generates the minimal cost function; increasing the model's complexity makes it easier to follow the noise contribution and lowers the value of the cost function. The problem of order (structure) estimation is to find a model, yet as simple as possible (parsimony principle), that covers all aspects of the plant itself. A lot of attention has been paid to this problem in the time-domain identification literature (see for example [36] , [2] , [20]). All the methods used in time-domain identification for testing the model order (structure) can also be applied in frequency domain identification: Akaike's information criterion, statistical hypothesis tests on the cost function, test of residuals, testing ranks in covariance and information matrices, detection of a sudden jump in the plot of the cost function versus the model complexity, analysis of the Bode plots (frequency response function).
In frequency-domain identification the following iterative model selection procedure is followed. First a valuable guess of the model complexity n / d is found by graphical analysis of the Bode plots (number of resonance peaks and transmission zeroes, high frequency roll-off and phase shift), and the corresponding model parameters are estimated. Next by applying one or more of the previously mentioned model order testing and model validation procedures, new values for n J d are proposed, etc. until a 'good' model is obtained. example, Figs. 6(b) and 7(b)). If a nonparametric noise model is available, it is better to use BTLS or ML for this purpose, otherwise NLS or LOG can be used.
VIII. CONCLUSIONS
In this paper a survey of frequency-domain identification methods for rational transfer functions has been given. A thorough study of the (equivalent) cost functions revealed the properties of the different methods summarized in Table 111 . The following conclusion can be drawn: if no prior noise knowledge is available, it is strongly advised to use the LOG or the NLS estimator, otherwise the ML as well as the BTLS can be used. It is remarkable that the original NLS estimator as well as the LOG, ML and BTLS estimators, which have been developed within a stochastic framework, also perform well when the systematic modeling errors are dominant over the stochastic errors.
APPENDIX I ALTERNATIVE PARAMETEREATIONS OF THE TRANSFER FUNCTION MODEL
In our opinion it is very dangerous to estimate the order using simple identification techniques like, for example, the linear least squares method (6), since this may result in a large overestimation of the model complexity n/d (see, for
The transfer function (1) can be expanded in partial fractions. Assuming that the multiplicity of the poles is one and where 7-k = r;, 6-k = 6; (* denotes the complex conjugate); <k, E R; and 2p + 4 = d.
Factorization in Poles and Zeroes
The transfer function (1) can be factorized in its poles and zeroes. Assuming that the multiplicity of the poles and zeroes is one, it can be written as Parameterization (A. 1) and (A.2) lead to ill-conditioned (singular in the noiseless case) normal equations (3) if the true plant model has poles of multiplicity larger than one. The same is valid for the zeroes in (A.2). The illconditioning can be avoided if the multiplicity of the poles (and eventually the zeroes) is known beforehand. Parameterization (1) does not suffer from this problem. In general one can only rely on (1) to generate indirectly starting values for (A.l) and (A.2). For mechanical systems with lowly damped poles and not too large model density (measure of the number of poles with respect to the frequency resolution) one may obtain reasonable starting values for the 6 k ' s in (A.l) by fitting a secondorder model to each resonance peak separately. Next using a linear least squares algorithm the starting values for the yk's are calculated. Since parameterizations (A. 1) and (A.2) are numerical more stable than (1) (except in the case of poles and eventually zeroes of multiplicity larger than one), one could think to use these models to identify high-order Expressing the stationarity of (A.7) with respect to P gives J F~J~~P = X P . which is exactly (15).
