Abstract-Recommender systems suggesting venues offer very useful services to people on the move and a great business opportunity for advertisers. These systems suggest venues by matching the current context of the user with the venue features, and consider the popularity of venues, based on the number of visits ("check-ins") that they received. Check-ins may be explicitly communicated by users to geo-social networks, or implicitly derived by analysing location data collected by mobile services. In general, the visibility of explicit check-ins is limited to friends in the social network, while the visibility of implicit check-ins limited to the service provider. Exposing check-ins to unauthorized users is a privacy threat since recurring presence in given locations may reveal political opinions, religious beliefs, or sexual orientation, as well as absence from other locations where the user is supposed to be. Hence, on one side mobile app providers host valuable information that recommender system providers would like to buy and use to improve their systems, and on the other we recognize serious privacy issues in releasing that information. In this paper, we solve this dilemma by providing formal privacy guarantees to users and trusted mobile providers while preserving the utility of check-in information for recommendation purposes. Our technique is based on the use of differential privacy methods integrated with a pre-filtering process, and protects against both an untrusted recommender system and its users, willing to infer the venues and sensitive locations visited by other users. Extensive experiments with a large dataset of real users' check-ins show the effectiveness of our methods.
I. INTRODUCTION
Many mobile and pervasive applications acquire the user's current position and often monitor the user's movement patterns as one of the context parameters used for personalization. As a result, a large amount of location data is stored serverside and can be easily analyzed to identify for each user the recurrent visits to specific venues as well as venues where the user spends significant time. Some of these implicitly revealed venues are sometimes explicitly reported by users when engaged in so called geo-social networks like Foursquare and Facebook Places in the form of check-ins. In this case venues are usually shops, restaurants, pubs, tourist attractions, or just locations the users want to remember or share with friends. In this paper we use the general term check-in referring to both explicitly and implicitly revealed user preferred venues.
Check-ins are extremely valuable information for mobile recommender systems; these systems suggest venues by matching the current context of the mobile user (including e.g., location, time, interests) with the venue features, considering the number of check-ins as an estimate of its popularity. Since these systems have profitable business models, we are experiencing the flourishing of a new market for location data that makes large datasets of user implicit and explicit check-ins a valuable asset.
On the other hand, a check-in or a pattern of check-ins may directly or indirectly unveil private information, and for this reason their visibility can be usually limited to a restricted group of users; for example, this is the case when posting a check-in to a circle of friends in a geo-social network. In some cases they are just kept private to the user and to the mobile service provider; this is the case of many location-based clientserver mobile and pervasive applications. Exposing checkins to unauthorized users is a privacy threat since recurring presence in given locations may reveal political opinions, religious beliefs, sexual orientation, or even health problems. The presence in a venue at a given time also discloses absence from other venues, a privacy threat known as absence privacy. A detailed discussion of privacy threats in location sharing applications is reported in [20] .
The problem. In this paper, we consider the technical problem of exchanging check-in data without violating the user privacy. To illustrate our solution we focus on a scenario in which a trusted location data collector (geo-social network service or LBS provider) would like to release its users' checkin data to a third party mobile recommender system that has not been authorized by users to see their data. This scenario poses two privacy threats: a) the untrusted recommender system may violate users' privacy by directly inspecting check-in data, and b) its users may be able to craft personalized queries and reconstruct the venues visited by a target user by mining the received recommendations, as it has been shown in the literature [7] , [15] .
As an example for threat a), suppose Bob regularly uses a check-in service and that the service provider decides to sell its users' check-in counts (i.e., the number of people that checkedin at each venue) collected in the last year to Eve, a thirdparty that runs a recommender system. Eve knows that Bob is a user of the check-in service and that Bob regularly visits the ill-famed Helltown but would like to know which venues he actually visits. Eve may discover one of these venues, by colluding with the other visitors of the venue and simply subtracting the number of their check-ins from the check-in counts for that place.
A solution to these threats is to appropriately perturb checkin statistics before releasing them. However, in the case of counting, adding/subtracting a fixed number j of check-ins to/from the count of each venue would not defend against the above threat, if the recommender system gets to know j. More generally, the problem is how to efficiently perturb check-in statistics preserving data utility and providing formal privacy guarantees.
Assumptions, and proposed solution. For the sake of this work, we assume that each user agrees to reveal his location traces and explicit check-ins to the check-in collector as long as they are not revealed to unauthorized third parties. This is equivalent to assume that the collector is trusted and the adversary for a user A is any user not authorized by A to see her check-ins. We assume that the adversary may have external knowledge about one or more target users, and use it to discover check-ins by inspecting check-in data released by the collector, or crafting queries to the recommender system.
Our defense is based on a novel application of differential privacy methods to extract obfuscated check-in statistics. These statistics are shown to be still very useful to generate the recommendations based on context data, while providing formal privacy guarantees. Differential privacy [12] is enforced by a non trivial combination of pruning and noise addition. In more detail, the set of check-ins is pruned based on the venues' location and user location privacy preferences, in order to reduce the magnitude of noise to be added.
Referring to the example, with our defense Bob can still check-in at his preferred venues, and share that information with his close friends and with the trusted check-in collector. The collector will still be able to make a profit by selling to a third party (e.g., the recommender system) useful checkin statistics, but our defense will guarantee that from those statistics it is very unlikely to be able to derive the presence of Bob in any of Helltown's venues.
Contributions. The contributions of this paper can be summarized as follows.
• We propose a novel technique for privacy-aware release of check-in datasets as used in knowledge-based mobile recommender systems. To our knowledge this is the first work that provides a solution for the effective application of differential privacy to this category of systems. Our technique provides strong privacy guarantees based on user preferences, irrespective of the background knowledge available to adversaries.
• The algorithm implementing our proposed defense is computationally efficient, and may be easily extended to support incremental release of check-in statistics.
• We perform an extensive experimental evaluation of our defense technique with a large dataset of real users' check-ins. Results show that our technique provides a good trade-off between privacy and data utility.
The rest of the paper is structured as follows. In Section II we discuss related work. In Section III we present the problem definition and the adversary model. Section IV illustrates our defense and the achieved privacy guarantees. The algorithms to apply our defense are presented in Section V. The experimental evaluation is reported in Section VI. Section VII concludes the paper.
II. PRELIMINARIES AND RELATED WORK
We first briefly review the related research on mobile recommender systems, and then focus on the investigations that have been conducted to address the specific privacy issues arising from the use of these systems. Finally, we report the basic notions of differential privacy, that will be used in the rest of the paper.
A. Mobile recommender systems
Many techniques to provide recommendations of items of interest have been proposed in the literature, and recommender systems are more and more popular in online selling services. A widely adopted classification [6] divides recommender systems in different categories based on the method adopted to provide recommendations. Collaborative filtering methods recommend items that "similar" users liked in the past, where the similarity among users is computed based on their ratings for items in common. These methods are less effective in the context of mobile recommendations. For instance, it is very likely that a tourist traveling to a foreign city for the first time has no preferences in common with people who expressed preferences for venues in that city. Our work applies to Knowledge based methods that rely on a utility function evaluating how close are the user's current needs with the item features. When applied to venue recommendation, these techniques may be used to recommend the "best" venues (those that received the largest number of preferences) among the ones that match the user's context, including location, time of the day, profile, categories of interest, etc.
Techniques to include context-aware features into recommender systems have been investigated, among others, by Adomavicius and Tuzhilin [1] . However, while those techniques take into account the user's context, they do not consider the items' location; hence, they cannot be seamlessly applied to localized resources like venues. For this reason, several recommender systems specifically targeted to mobile computing have been recently proposed [4] , [11] , [3] , [13] . However, no technique to enforce users' privacy is proposed in those works.
B. Privacy and recommender systems
There have been many studies on preserving context and location privacy in location based systems by obfuscating, suppressing and/or anonymizing data at the time a query is issued [5] . Some of these techniques can also be applied when querying recommender systems. However, in this paper we are not addressing the protection of users making queries to a recommender system, but the protection of check-in data used to provide the recommendations. In principle, a privacy violation may occur by acquiring check-in data from other sources and by providing a set of recommendations revealing the check-in of an individual that is not a user of the recommender system. Our work is focused on how to use check-in data to provide venue recommendations without violating the privacy of the individuals associated with the check-ins.
The anonymization of check-ins through the use of pseudonyms or numeric codes does not provide any formal privacy guarantees due to the well known possibility of reidentification based on location and/or on other re-identifying data combined with background knowledge. The most straightforward alternative would be to simply suppress those checkins that are considered sensitive by the user. However, suppression would obviously have a negative impact on the quality of produced recommendations. Moreover, in many cases it may be very difficult for an individual to understand whether a check-in may reveal private information. For instance, a checkin may be insensitive when considered in isolation, but it may reveal private information when matched with other check-ins, or when joined with background knowledge about the subject.
Other micro-data obfuscation methods, like spatial or spatio-temporal cloaking, may not be applicable to checkins at the time the check-in is posted by the user without compromising the service. For example, in a friend-finder service the user may want to provide precise and real-time information to a close friend. The methods may be applied by the check-in collector for off-line release of a check-in data set. However, spatially and temporally generalized information would lose most of its value. For example, counting of checkins in a specific venue at a given time is very valuable for a recommendation system but will not be available if cloaking is applied. In our defense, instead of applying cloaking to single check-ins, we perturb check-in aggregated data such that the issuer of any of the check-in cannot be re-identified.
Other approaches for privacy preservation include the use of encryption and multi-party computation [8] , [2] . These techniques are usually computationally expensive and we are not aware of any proposal for their application to the problem we are considering.
A technique for privacy-conscious recommendation of venues has been presented by Sato et al. [19] . Acquired user interests in terms of categories of visited venues are used to provide recommendations. In order not to release the interest of a specific individual, they propose a method to perturb the values in a users/interests matrix. However, the proposed method is not supported by formal privacy guarantees, especially in presence of external knowledge available to an adversary. On the contrary, our technique, being based on differential privacy [12] , provides strong privacy guarantees even in presence of external knowledge. In the context of recommender systems based on collaborative filtering, McSherry [17] showed that they can be adapted to enforce differential privacy, without significantly degrading the quality of recommendations. However, as we explained before, collaborative filtering methods are not always well suited to the recommendation of venues. Hence, in this paper we tackle the application of differential privacy to a knowledge-based recommender system. We presented preliminary ideas on applying differential privacy to this problem in [18] , but we did not address location privacy, and we did not have an implementation nor experimental evaluation.
C. Differential privacy
Generally speaking, differential privacy guarantees that the probability distribution of the outcomes of a given computation is essentially the same, irrespective of whether or not a user's data is present in the knowledge base.
Formally, a randomized computation C satisfies ǫ-differential privacy if, for any possible datasets D 1 and D 2 that differ in at most one record, and any subset O of possible outcomes of C:
where Pr[] represents the probability distribution of outcomes. As a consequence, irrespective of the background knowledge available to an adversary, the inference about the presence of a single record is bounded by the factor exp(ǫ). In the experimental evaluation section, we discuss which values of ǫ are considered safe in the literature.
The primary method to apply differential privacy to numerical data is to add Laplace noise with mean 0 and scale parameter ∆C ǫ [12] . The scale parameter determines the noise magnitude, and depends on the maximum contribution ∆C that a single record may have on the outcome of the computation: the higher the contribution, the larger the magnitude of noise to be added. That contribution is called sensitivity. Formally, the sensitivity of C is:
for all D 1 , D 2 that differ in at most one record.
For instance, in the simple case in which each record is a check-in, and C computes the number of check-ins at a specific venue, the sensitivity of C is 1. However, as explained in Section IV, in this work the computation of sensitivity is more complicated, since each record represents the set of check-ins of a single user, and C computes a vector with the number of check-ins for each venue inside a specific region.
III. PROBLEM DEFINITION AND ADVERSARY MODEL
The fact that a user checked-in at a given venue, or at any venue within a sensitive area, may reveal private information. For instance, visits to a gluten-free shop may be a clear indicator of celiac disease; frequent visits to any venue within a hospital area may indicate health issues. On the other hand, it could be argued that check-ins at some categories of venues (e.g., theaters) are not sensitive information, and can be freely released to the public. However, privacy is a subjective matter, and a universally accepted distinction between sensitive and insensitive venues is just not possible. For this reason, in this paper we make the conservative assumption that every checkin can be revealed only to trusted entities.
A. Reference architecture
The general architecture of the system is shown in Figure 1 . Users may communicate their location traces and check-ins to a trusted service provider (collector), which stores them locally, and releases check-in statistics to an untrusted thirdparty. We point out that the architecture complies to a common business model. For instance, consider Foursquare, one of the most popular check-in apps, having more than 45M users worldwide, and collecting millions of check-ins every day 1 . Foursquare provides APIs for which any third-party can get statistics about the check-ins at each venue, such as the total number of check-ins, and the total number of people that checked-in there. The service has different terms depending on the detail and amount of requested information. Without loss of generality, for the sake of this work we assume that the untrusted third-party is a mobile recommender system. However, the same threats and defense are applicable to any other untrusted third-party obtaining check-ins statistics.
In order to obtain venue recommendations, users issue context-aware top-k queries from an app on their mobile device. Queries include the number k of venues to be recommended, the current location of the user, a maximum distance radius, and a set of search categories. The query response returns the k venues of the requested categories that received the highest number of check-ins among the ones whose distance from the user is below the maximum search radius. If less than k venues of the requested categories are within the search radius, the user is prompted to either select a larger radius, or choose different categories.
Note that in this paper we do not address the problem of preserving location or context privacy for the user that is submitting a query to the recommender system. Standard techniques can be applied for that purpose [5] . For example, if a spatial cloaking technique is applied, the location of the querying user is generalized from a specific position to a region. This region is totally independent from the location privacy preferences that our check-in service users specify (the parameter L defined in Definition 2). The latter are used by the trusted collector to appropriately modify the check-in statistics before they are released. Our proposed defense works even if fake locations or any other privacy or context protection technique is used by the user when querying the recommender system.
B. Problem definition Definition 1 (Check-in):
We denote by V = v 1 , v 2 , . . . , v n a vector of venues, and by U a set of users that may visit venues in V . A check-in r is represented by a tuple u, v, t , meaning that user u visited a venue v at time t.
The collector computes statistics S about the dataset D of check-ins, and perturbs them in order to protect privacy. We denote the perturbed statistics by S * . Statistics S * are released to an untrusted third party recommender system. Given S * and the request parameters, the mobile recommender system deterministically returns a list of recommended venues. Hence, a user of the recommender system may be able to reconstruct S * by submitting a large set of queries with different search parameters. In our model, the adversary may be the untrusted recommender system, or any entity that reconstructs S * by querying the recommender system. The goal of the defense is to perturb check-ins statistics such that, even if the adversary has arbitrary background knowledge, the perturbed statistics cannot help him to perpetrate a privacy violation.
Definition 2 (Privacy violation):
We state that a privacy violation occurs when an adversary infers with high confidence that a user checked-in at any venue within a square-shaped region of side-length less than a user-defined location privacy threshold L.
Each user providing check-ins and location traces to the trusted collector can choose different location privacy thresholds based on location; for instance, small L when in the center of the city, large L when in the countryside.
Referring to the example given in Section I, Bob may set the value L so that any square-shaped region containing his preferred club in Helltown would cover many other venues (or the whole Helltown). In this case he can still check-in precisely at the club and share that information with his close friends. However, the released check-in counts should be perturbed to enforce protection.
C. Adversary model
For the sake of this work, we make the following assumptions.
1) The check-in collector is trusted. 2) Both the recommender system, and the users that query the system to obtain venue recommendations are honest but curious adversaries 2 , whose goal is to perpetrate a privacy violation. 3) Adversaries may have arbitrary external knowledge about the users.
IV. DEFENSE METHOD AND PRIVACY GUARANTEES
In this section, we describe our defense technique, and the achieved privacy guarantees.
For each venue v ∈ V in a potentially sensitive region of interest, the statistical measure that the check-in collector needs to extract from the set D of check-ins is the number c v of check-ins at v by users in U :
In order to apply differential privacy to the check-in statistics, we need to formally define the computation that generates the statistics, and to compute its sensitivity (2) . 
, that takes as input a set of check-ins, and returns a vector that stores, for each venue v ∈ V L , the number of check-ins at v.
As formally defined in Section II, the sensitivity of a computation measures the maximum change of the computation output when a single record is ignored. For the sake of this work, a record contains the whole set of check-ins of a single individual. Clearly, if each individual could contribute an unlimited number of check-ins to the statistics, the sensitivity of F L would be infinite, since a record may account for infinite check-ins; in that case, differential privacy could not be applied without totally disrupting the utility of statistics [12] . Hence, we need to limit the individual contribution that each user may provide to the statistics. To this aim, we introduce the following property.
Property 1 ((L, j)-density):
Given a set D of check-ins by a set U of users, an integer value j > 0, and a length L, we state that D satisfies (L, j)-density if, for any user u ∈ U , and any square-shaped region R L of side-length L whose sides are parallel to the axes of the coordinate system, the region R L contains at most j check-ins of u.
For instance, consider the region illustrated in Figure 2 , corresponding to a hospital area in Manhattan, and the set D u of check-ins (represented by ×) provided by a single user u. In that example, D u satisfies (L, 6)-density, but it does not satisfy (L, 5)-density, since there exists one square-shaped region of side-length L (the one within the black square) containing more than 5 check-ins by the same user. Note that, while L is a privacy parameter chosen by the user, the value j is a system parameter tuned accordingly to experimental results to optimize utility.
Observe that, if a set D of check-ins satisfies Property 1 ((L, j)-density), then the sensitivity of F L applied on D is j.
The following definition formalizes the notion of (ǫ, L, j)-private statistics.
Definition 4 ((ǫ, L, j)-private statistics):
Given a dataset D of check-ins, a vector V of venues, a length L, an integer value j > 0, and a real value ǫ > 0, we denote as (ǫ, L, j)-private statistics a vector
such that every c * vi is the result of the perturbation of c vi obtained by the application of ǫ-differential privacy with sensitivity ∆F = j.
Given the above definitions, we can formalize our defense. Our defense consists in two main steps:
• At first, we obtain a dataset D ′ enforcing (L, j)-density by selecting, from the whole dataset of the check-in collector, only those check-ins that do not violate Property 1 (Algorithm 1 in Section V).
• Then, we extract (ǫ, L, j)-private statistics from D ′ (Algorithm 2 in Section V) in order to obtain S * , that can be safely released to untrusted third parties, and used to provide recommendations.
V. ALGORITHMS
In this section we present the algorithms to enforce (L, j)-density and extract (ǫ, L, j)-private statistics. For the sake of presentation, we illustrate the algorithms implementing our defense ignoring the possibility for a user to specify different values of L in different areas. However, the algorithms can be easily extended to deal with this case without loosing their properties.
A. Enforcing (L, j)-density
Enforcing (L, j)-density is not trivial. The simplest method would be to consider, for each user u, all the square-shaped regions of side-length L, and use no more than j check-ins from each of these regions to build the dataset satisfying (L, j)-density. However, in our model, the number of square-shaped regions of side-length L is infinite; hence, that method cannot be applied.
For this reason, we have devised an efficient algorithm, shown in Figure 3 . The algorithm takes as input the original set D of check-ins, the set V of venues, the set U of users, values L of (L, j)-density for each user in U , and value j of (L, j)-density; it returns the set D ′ ⊆ D of check-ins satisfying (L, j)-density.
Since, in our model, there exists an infinite number of square-shaped regions of side-length L, we need to discretize the search space. Suppose that a region R L exists, which contains j check-ins from the same user (the dashed square in Figure 4(a) ). In general, there exist infinite other regions of the same dimension containing the same check-ins, that can be obtained by translating R L (e.g., the dotted squares in Figure 4(a) ). Hence, for each set of check-ins, we represent the infinite set of square-shaped regions of side-length L that contain them by the rightmost and topmost square (called the representative square) of side-length L that contains those check-ins (the solid square in Figure 4(a) ). That square is identified by the venues of the leftmost and bottommost checkins in the set (represented in bold in Figure 4(a) ).
After having initialized the set D ′ (line 1), the algorithm considers one user u ∈ U at a time. At first (lines 3 and 4), the Lu := value L of (L, j)-density for user u
5:
B-tree Tu := empty 6: for all check-in c = u, v, t ∈ Du do 7: R := Get2LRegion(v, Lu)
8:
V := GetVenues(R) 9: densityCondition := true 10: for all venues vx, vy ∈ (V × V ) do 11: if IsFeasible( vx, vy , R) then 12: n := NumberOfCheckIns(Tu, vx, vy ) 13: if n == j then 14: densityCondition := false 15: break 16: end if 17: end if 18: end for 19: if densityCondition then 20 :
Update(Tu) The algorithm considers one check-in at D u at a time (lines 6 to 24). For each check-in c = u, v, t ∈ D u , the algorithm selects only those venues V ⊆ V that belong to any L-sided square containing the venue v of c; indeed, check-ins at other venues cannot belong to an L-sided square containing v, and can be ignored. V is the set of venues within the 2L-sided square R with center in v (see Figure 4(b) ). Then, the algorithm considers all the feasible representative squares contained in R, in order to check if all of them contain less It is easy to verify by construction that Algorithm 1 returns a set of check-ins satisfying (L, j)-density. The average and worst case time complexity of Algorithm 1 (Figure 3) is O(n · j 2 log |V | 2 ), where n is the cardinality of D.
B. Extracting (ǫ, L, j)-private statistics
The pseudo-code of the algorithm for extracting (ǫ, L, j)-private statistics is reported in Figure 5 . The algorithm takes as input a check-ins dataset D ′ satisfying (L, j)-density, the set V of venues, and the parameter ǫ of differential privacy. It returns the (ǫ, L, j)-private statistics S * .
At first, the vector S * is initialized (line 1). Then, for each venue v, the algorithm calculates the exact number c v of checkins at v (line 2). Differential privacy is applied by adding noise to c v extracted from a Laplace distribution with mean 0 and scale parameter j ǫ (line 4). The resulting value c * v is added to S * (line 5). Finally, the obtained (ǫ, L, j)-private statistics are returned.
Since the extraction of random samples from a Laplace probability distribution incurs negligible overhead, the execution of Algorithm 2 has no impact on the overall computational complexity of our defense. Hence, the complexity of our defense corresponds to the one of Algorithm 1.
VI. EXPERIMENTAL EVALUATION
In this section we experimentally evaluate our defense.
IEEE International Conference on Pervasive Computing and Communications (PerCom)

A. Experimental setup
We have applied our defense to a large dataset of real users' check-ins retrieved from location sharing services [9] , in order to evaluate its impact on the data utility. The dataset has been collected by mining geo-tagged Twitter feeds automatically generated by different location sharing services (including Foursquare, Gowalla, and Facebook Places). More than 22 million check-ins were collected from September 2010 to January 2011, provided by more than 225, 000 users. Among other data, each check-in includes the user ID, the venue ID, the time of the check-in, and a textual comment. The highest density of check-ins is in North America, Western Europe, South and Pacific Asia. For carrying out our experiments, we have chosen the area of Manhattan, New York, because of the large number of venues it contains: this is the most challenging case when location privacy must be protected, since the density of check-ins is high. For venue recommendation purposes, we were interested in counting the number of different people that checked-in at each venue; hence, for our experiments we have removed repeated check-ins performed by the same user at the same venue. However, we obtained similar results considering also repeated check-ins. In order to associate the correct category to each venue, we have mined Foursquare to retrieve the micro-category (e.g., "Italian restaurant") and macro-category (e.g., "Food") corresponding to each venue ID. We kept only check-ins from Foursquare, distributed in 378 micro-and 8 macro-categories (Education, Home/Work/Other, Entertainment, Nightlife, Food, Shop, Travel, Outdoors). The resulting dataset consists of more than 231, 000 check-ins at about 30, 000 Manhattan venues by more than 15, 000 users.
We performed our experiments with varying values of ǫ, L and j. For simplicity, we assumed the value L selected by a user not to change in different areas of Manhattan. Parameters ǫ and L have an impact on both the achieved privacy guarantees, and data utility (in general, the more privacy, the less utility). The larger L, the more location privacy is provided. The smaller ǫ, the less an adversary can infer about the presence of a user's data by observing the output of the system. Generally, values of ǫ = 0.1 or less are considered strong, while values of ǫ = 10 or more are considered weak [16] . On the contrary, parameter j does not impact privacy, but only data utility. Indeed, the smaller j, the more check-ins must be pruned, but the less noise must be added to statistics S * , since j corresponds to the sensitivity of the function generating S * .
B. Rate of pruned check-ins
We executed Algorithm 1 (Enforcing (L, j)-density) to evaluate the rate of check-ins in D that were not added to D ′ (named pruned check-ins in the following) according to different values of L and j. Results are shown in Figure 6 . With small values of j and large values of L, a high rate of check-ins is pruned. With medium levels of location privacy (L = 500m), the rate of pruned check-ins is much lower. The relatively high rate of pruning is in part due to the fact that we executed the experiments in the Manhattan area, in which venues are very dense. In less dense areas, we expect a lower rate of pruning. However, pruning a relatively high number of check-ins does not necessarily determine poor data utility of statistics; indeed, the loss of information due to pruning is counterbalanced by the need to inject less noise due to the 
C. Data utility
We measure the data utility based on the quality of recommendation obtained after applying our defense. We consider the following context-aware top-k query issued by a user:
In order to answer the above query, at first the recommender system selects those venues belonging to category C and having maximum distance d from the user's current location. Then, it sorts them according to the number of check-ins during search hours [h b , h e ] (e.g., late night [00, 05], morning [06, 11]), and returns the top-k venues. We call T the set of venues returned based on the non-sanitized data (the "true" top-k venues), and T ǫ the set of those returned based on the application of differential privacy with parameter ǫ. We measure the error E introduced by the application of our defense as:
, E is the percentage of venues suggested by the privacypreserving system that were not the true top-k venues. In all the data utility experiments we calculate the average error by issuing the query from 10 different random locations in Manhattan. We claim that an average error below 10% provides reasonably good data quality in our considered scenario.
In the following we report the result of different data quality experiments with a fixed value of L = 500 m and the other parameters values varying as described: Figure 7 shows the average error considering values from 1 to 16 for the j parameter, from 0.5 to 3 for ǫ, and from 250m to 2, 000m for the search radius d. We set the parameter k to 10, category to "any" and search hours [00, 24].
1) Search radius d:
As expected, the average error is higher with lower values of ǫ. Indeed, the lower ǫ, the higher the privacy, the higher the amount of noise that is added to the data used to provide recommendations. On the other hand, the average error increases with smaller values of d. This is due to the fact that in the dataset there are a few venues having a large number of check-ins, while the majority of venues has very few checkins. Hence, in a typical query, after adding random noise, it is relatively easy to correctly select the top 3 to 5 venues (the most popular, which have a large number of check-ins), but it is more difficult to recognize less popular venues, since the added random noise is close to their actual number of check-ins, thus reducing the utility of perturbed data. The larger the radius, the more probable to find very popular venues. However, with values of j = 1 and j = 2, the average error is small, even using a small search radius. This indicates that our pruning method has very positive effects on the utility of sanitized data, since by pruning part of check-ins we are able to inject much less noise to the private check-in statistics. In the following experiments, we set ǫ = 1.
2) Number k of requested venues:
We evaluated the average error based on different values of the number k of requested venues. We set the search radius to 1, 000 m, category to "any" and search hours to [00, 24] . Figure 8(a) shows the average error based on values of k from 3 to 20 and j from 1 to 16. The average error tends to be higher, the larger the number of requested venues. As in the previous experiments, the reason is that it is more difficult to recognize less popular venues than very popular ones; when the number of requested venues is large, it is probable that the query captures many non-popular venues. However, even with large values of k, the error is very low when small values of j are used. As in the previous experiment, in most cases the best results are obtained with j = 1 or j = 2.
3) Search hours: Even if existing mobile recommenders generally do not take into account temporal features, we believe that time is an important aspect to consider for this kind of services. Hence, in the next experiments we measured the average error based on different search hours.
We set the distance radius to 1, 000 m and search category to "any". Figure 8(b) shows the average error based on six different values of search hours. The average error is lowest if we consider the largest search hours [00, 24]. The error grows considering more specific hours (e.g., [06, 11] and [12, 15] ), during which the number of submitted check-ins is relatively small (see Table I ). Indeed, in those cases, it is more difficult to recognize the top-k venues, since the introduced noise tends 11] 12,521 [12, 15] 26,127 [16, 19] 56,468 [20, 24] 65,557 [00, 24] 231,229 to be of the same order of magnitude of the true value (number of check-ins submitted during those hours), thus reducing the utility of the data. However, when considering time-specific queries, the average error is well below 10% using values of j ≤ 2. Moreover, we expect to obtain better results using larger datasets, as those owned by today's geo-social networks and location sharing services.
4) Search category:
Finally, we measured the average error based on different search categories c. Figure 8(c) shows the average error considering part of the macro-categories of Foursquare. Similarly to temporal queries, the average error tends to be higher if we consider categories whose venues have received a small number of check-ins (e.g., education). Table II reports the number of check-ins submitted for the venues categories considered in our experiments. As explained above, this problem can be alleviated by using larger datasets. However, even with our dataset, the application of our pruning method with low values of j is sufficient to keep the error below 10% for any category.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a technique and architecture to address the challenging research issue of providing formal privacy guarantees for a context-aware recommender system of venues. We have proposed a defense based on differential privacy. Extensive experiments with a large dataset of real users' check-ins showed that our defense provides a good trade-off between privacy and data utility. Several research issues remain open, and will be investigated in future work. In particular, in this paper we aimed at protecting the sensitive association between a single user and a group of geographically-close venues. However, even frequent check-ins at a semantically-close group of venues (e.g., gluten-free restaurants) may determine a privacy breach. An adversary could also try to discover whether any member of a group of people has a preference for a venue: for instance, "is the Hollywood Disco a preferred venue of A.C. Milan football players?". Such inferences about groups of people/venues increase the sensitivity of queries and, consequently, the amount of noise that must be used to enforce differential privacy, possibly disrupting data utility. Hence, it is necessary to devise data-quality preserving methods to protect against those coarse-grained inferences. Extensions of our technique to support incremental update of statistics will also be investigated.
Another challenging issue regards how to incentivize the user in sharing his/her check-in data. In our defense, each user can fine-tune the desired level of location privacy by setting the value L of (L, j)-density. Of course, the larger L, the more location privacy for the user, and the more of the user's checkins are pruned. Hence, there are conflicting goals between the user and the check-in collector: the former would like to choose large values of L to have strong location privacy, while the latter would prefer small values to retain more check-in data. In order to address this issue, reward mechanisms should be adopted to incentivize personal data sharing, like proposed in recent works (e.g., [14] ).
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