The governing dynamics of fluid flow is stated as a system of partial differential equations referred to as the Navier-Stokes system. In industrial and scientific applications, fluid flow control becomes an optimization problem where the governing partial differential equations of the fluid flow are stated as constraints. When discretized, the optimal control of the Navier-Stokes equations leads to large sparse saddle point systems in two levels. In this paper, we consider distributed optimal control for the Stokes system and test the particular case when the arising linear system can be compressed after eliminating the control function. In that case, a system arises in a form which enables the application of an efficient block matrix preconditioner that previously has been applied to solve complex-valued systems in real arithmetic. Under certain conditions, the condition number of the so preconditioned matrix is bounded by 2. The numerical and computational efficiency of the method in terms of number of iterations and execution time is favorably compared with other published methods.
Introduction
Optimal control problems constrained by a partial differential equations (PDEs) arise in many applications, see for instance [9, 16, 18] and the references therein. Due to the increased dimension of the problems involving both state and control functions as well as Lagrange multipliers for the constraints, efficient numerical solution methods are required. To get an acceptable runtime, these methods have to be of iterative type. The matrices, arising after discretization, have a rich block structure. It is then crucial to write those matrices in a form for which efficient preconditioners can be constructed.
Recently, the construction of efficient solution strategies for the Stokes control problem has drawn attention. In the work [27] , a parameter-robust block-diagonal preconditioner is derived and its analysis is based on nonstandard norm argument which in some sense follows the idea of operator preconditioning discussed in [6] and the references therein. Subsequently, another work in [11] is based on the fundamental saddle point theory, which then in turn utilizes block approximations based on the work [3] and a variation of a commutator argument discussed in the book [20] ; four preconditioners are suggested-two of block-diagonal and two of block lower-triangular form. One of the preconditioners is a re-derivation of the one in [27] . The four preconditioners are tested and their numerical and computational efficiencies are compared. The outcome shows that the block-diagonal preconditioners are performing best and therefore we compare our preconditioner with those two only.
We mention two more works, where Stokes control problems are studied, [22] and [17] . There, the cost functional differs from that considered in [11, 27] , namely, it includes also control of the pressure variable. The preconditioning techniques proposed there rely on effective approximations of the (1,1) pivot block and the Schur complement. While the quality of the Schur complement approximation is mesh size (h) independent, it is not regularity parameter (β) independent. Some discussion on that case is included in [11] . In this work, we do not consider them any further.
In [10] , a technique, previously used to solve linear systems with complex-valued matrices in real arithmetic, is utilized in the context of optimal control problems, constrained by the Poisson and the convection-diffusion equations. In the present paper, the latter technique is applied also for Stokes control problems. It is shown that the very favorable parameter-independent condition number 2 of the corresponding preconditioned matrix holds then also.
The remainder of the paper is structured as follows. In Section 2, we briefly formulate the control problems with a PDE constraint and present with more detail the control problem for Stokes equations. In Section 3, we state our preconditioner and derive condition number bounds. Section 4 contains a summary of some other preconditioning methods and a summary of computational complexity of the preconditioners considered is given in Section 5. Section 6 presents a performance comparisons between the different preconditioning techniques, referred to in this paper, in terms of total solution time and number of iterations. The paper ends with some concluding remarks.
Optimal control problems, constrained by PDEs. Stokes control
We recall the general form of a distributed control problem, minimized subject to a PDE, posed on some domain
and satisfying appropriate boundary conditions. Here, L is a scalar or vector partial differential operator, y is the state function, u is the control function in the form of a distributed control, y d is the target (desired) solution we want to achieve, β > 0 is the regularization parameter (also called the cost parameter) and in practice is chosen to be small. The PDE-constraint that models the underlying process to be controlled is referred to as the state equation. This equation may itself contain a constraint, such as divergence-free criterion as for a Stokes problem.
We consider now the minimization of the cost functional with Stokes equations as the constraint in two dimensions. Below, we respect the following notational conventions. A continuous vector field is denoted by a bold lowercase letter. After discretization, for simplicity, the notation is kept the same. The scalar continuous variables are denoted by lowercase letters and after discretization-by bold lowercase letter.
The independent variables for the Stokes equations are the velocity, denoted below by y and the pressure p. The control problem is stated as follows,
We now solve the optimization problem concerning the attainment of desired state y d , by finding u such that the velocity y is close to y d . The constraint is implemented with Lagrange multipliers l, corresponding to the solution y and m, corresponding to the pressure p.
Since the Stokes system is self-adjoint, the two approaches for dealing with the problem, namely, discretize-then-optimize and optimize-then-discretize, yield the same optimality system, i.e.,
where
y j ∇φ i : ∇φ j ,
The matrices M and F are Gramian matrices resulting from vector valued basis functions and are both symmetric and positive definite. Note that φ i are vector basis functions and ∇φ i : ∇φ j represents the component-wise scalar product. The coefficients {y j } j =n y +1,...,n y +n ∂ interpolate the boundary data g D . Recall that l and m are the adjoint variables associated with y and p. We assume that the pair of the basis function set φ i and {ψ j } has been chosen such that the divergence constraint matrix B has full rank.
Next, using the relation u = 1 β l, we reduce the system as
Further, introducing the notations l = −
we can transform the system to
which has skew-symmetric off-diagonal blocks and is nonsingular. The latter can be seen, for instance by permuting rows 2 and 4 and columns 2 and 4. Then the diagonal blocks and the Schur complement become nonsingular. We consider in this paper only preconditioners for the reduced system in the form A R and A R . To ease the notations, in the rest of the paper, we drop the superscript 'R'.
3 A preconditioner for A, based on its algebraic structure
The genesis of the idea
The matrix A can be seen as a two-by-two block matrix of the form
. According to the theory, developed in [1, 10, 26] , a very efficient preconditioner for matrices with such a structure is of the form
In the above references, it has been shown that under certain conditions the condition
F A is bounded by 2. The result holds for instance when M is positive semidefinite and F satisfies the requirement that F + F T is positive definite.
Further, it is shown that systems with P F can be solved in a computationally efficient manner, requiring just two solutions with the systems M + F and M + F T and some vector updates. The algorithm utilizes the fact that we have an explicit form of the exact inverse of P F .
To make the paper self-contained, we include the algorithm to solve systems of the form
Denote
Then, x and y are computed as follows (in our case a = b = 1):
The detailed derivation of Algorithm 1 can be found, for instance, in [10] (Propositions 1 and 2).
The cost of performing Algorithm 1 includes one solution with each of the matrices H 1 and H 2 , one matrix multiplication with M and five vector updates.
Although the preconditioner is based on a reformulation of the given symmetric system in nonsymmetric form, as it has been shown in [10] , the preconditioned matrix becomes normal, i.e., it has a complete eigenvector space and the best polynomial approximation property for a Krylov subspace method, such as GMRES, is still applicable.
Analysis of the preconditioner for the optimal control problem with Stokes control
Based on the result, outlined in Section 3.1, we precondition the matrix A in (5) by a preconditioner formed by adding the matrix
to the lower (2, 2) block of the transformed matrix A. Thus, we precondition A by the matrix
To find the eigenvalues (λ) of the corresponding preconditioned matrix P −1 F A, we consider the generalized eigenvalue problem
The preconditioned matrix is nonsingular, so λ = 0. Proof There holds
Theorem 1 The preconditioned matrix P
where μ = 1 λ −1. Here, μ = 0, i.e., λ = 1, if
0. However, since F + F T is symmetric and positive definite and B has full rank, this system has only the trivial solution, y = 0, so λ = 1 for (x, y) = (x, 0), x = 0.
, where y = 0.
It holds that By 1 = 0 and μBx 1 = 2By 1 so also Bx 1 = 0. Note that for complex vectors this holds both for the real and imaginary parts of the vectors. From the remaining equations in (6), it follows
Let now
and multiply the equations in (7) by M −1/2 . Then
Hence, a multiplication of the equations in (8) with B leads to B F T y 1 + B B T y 2 = 0, i.e.,
Thus, 
It follows then from (9) that
and from (10) that
Since by assumptions made, F + F T is symmetric and positive definite, it follows from (12) that μ is real and positive. Further μ ≤ 2 F . Also from (11) and (12),
so, since | y 1 | = 0 then μ 2 < 4. Hence, μ ≤ 2 min{1, F }. For μ = 2, we get λ = 1/3. Therefore, since μ > 0, it follows that 1/3 ≤ λ ≤ 1.
If F is symmetric positive definite, as for the Stokes problem, then (11) shows that
These are the same eigenvalue bounds that hold for optimal control of the Poisson equation, see [10] .
Other preconditioners for Stokes constrained optimal control problems
In order to provide some basic understanding on the preconditioning techniques that are currently available for the Stokes control problem, we briefly describe the work done in [11] along with the best performing preconditioner proposed in [27] .
Block-diagonal preconditioner for the reduced system, based on nonstandard norms
A preconditioner for the system (4) that is parameter-independent has been proposed in [27] using non-standard norm arguments. It is of the form
Here, M p is the pressure, i.e., scalar, mass matrix and F p is the scalar analogue of F .
The idea is to find a norm for which (4) satisfies the well-posedness inf-sup condition, cf. [2] . This norm then is utilized to construct a preconditioner to (4) . The condition number of the corresponding preconditioned system is shown to be 4.25, see [28] .
On our test problems, the performance of this preconditioner shows both h-and β-independence, see Tables 2 and 7 .
Block-diagonal preconditioner for the reduced system, utilising the underlying system of PDEs
Another preconditioner for the system in (4) has been recently derived in [11] , using the so-called commutator argument. The preconditioner is of the form
Utilizing the knowledge of the fundamental saddle point theory and viewing (4) as a two-by-two block structure, one can see that the pivot block (1,1) is structurally equivalent to a Poisson control problem; hence, this block is approximated by an equivalent preconditioner for the Poisson control problem as described in [21] . For the Schur complement, however, two approximations are required-one for BM −1 p B T and another for B −1 B T , where
approximation is based on the well known result that BM −1 p B T ≈ F p , cf. [20] . The second approximation is obtained using the assumption that a convection-diffusion operator can also be defined on the pressure space and the commutator of the convection-diffusion operators with the gradient operator ∇ is small in some sense, cf. [Chapter 8, [20] ]. Using the strategy, it is shown that
. We note that, apart from the complete analysis of the pivot (1,1) block, the quality of the so-arising preconditioner P cta has not been rigorously quantified.
The performance of P cta is illustrated in Tables 3 and 8 . Similarly to the results in [11] , we observe that for the tested range of the parameters h and β, it shows h-independence, but not fully β-independence.
Computational complexity of the preconditioners P nsn , P cta , and P F
We note first that since in the Stokes control problem F is the discrete vector Laplacian (thus F = F T ), we have that
In order to efficiently solve systems with H, we introduce
p is a well-known approximation of the corresponding exact Schur complement obtained in [3] . Moreover, the preconditioner P H in (16) has been shown to possess a mesh-independent convergence, cf. [13, 24] . As pointed out in the erratum to [24] , see [25] , and in [13] , this holds at least if is a convex domain.
A successful application of the preconditioners P nsn , P cta , and P F requires that each block can be approximated efficiently in a numerical sense. In the numerical tests in Section 6, the following approximations are used.
(i) Based on the analysis done in [12] and used in [11] , a system with a mass matrix block, whether in the velocity space or the pressure space, i.e., M and M p , is solved by the Chebyshev semi-iteration method, terminated either after at most 20 iterations or when the norm of the relative residual becomes less than 10 −4 . (ii) All blocks of the form
replaced by one V-cycle of an Algebraic Multigrid (AMG) solver. (17) where ρ n = (x, y) T and r n are the solution and residual vectors at the n-th iteration. However, a parameter τ is introduced with S p in P H to improve performance. This approach has been previously used in [22] in a similar context with τ = 3/5. In [22] and [20] , this value is based on the average of the eigenvalue bounds of the preconditioned Schur complement, there preconditioned by the pressure mass matrix. In our case, the largest eigenvalues of the preconditioned Schur complement matrix are larger, but close to unity, for small values of β. There are also some small positive eigenvalues. We find that the value 3/5 is close to the average also in our case.
Numerical Results
In this section, we demonstrate the numerical and computational performance of the three preconditioners, i.e., P cta , P nsn , and P F . To this end, we use the following two test problems.
Problem 1 (Velocity tracking problem with distributed control, cf. [27] ) Find the state y ∈ H 1 0 ( ) and the control u ∈ L 2 ( ) that minimize the cost functional
with = [0, 1] 2 and a desired state
Problem 2 (Lid-driven cavity) Find the state y ∈ H 1 0 ( ) and the control u ∈ L 2 ( ) that minimize the cost functional J (y, u) in (18) subject the the same constraints and a desired state y d = x 2 i − x 1 j. Here, i and j are the unit vectors in x 1 and x 2 directions, correspondingly and
We discretize the problems with inf-sup stable Taylor-Hood finite element basis functions, (also known as the Q2-Q1 stable pair), see for details [5] . Thus, the state y, the control u and the adjoint l are discretized using piece-wise quadratic (Q2) basis functions, while the pressure p and its corresponding adjoint m are discretized using piece-wise linear (Q1) basis functions. The results obtained by solving the problem using the three different preconditioners discussed earlier, i.e., P nsn , P cta , and P F are presented in Tables 2, 3, 4 and 5 for Problem 1 and in Tables 6, 7 , 8, 9 and 10 for Problem 2. In accordance with the experiments performed in [11, 27] , when applying P cta and P nsn , we use MINRES ( [15] ) as an outer solver. The outer solver when using the preconditioner P F is FGMRES. Systems with P H are also solved with an (inner) FGMRES solver or with an inexact Uzawa type method. The relative convergence tolerance for both MINRES and outer FGMRES is set to 10 −6 . For one experiment only, in Table 5 , we present results for the outer stopping tolerance set to 10 −10 . As shown by the iteration counts and the execution time, the behavior of our preconditioned method is fully consistent. The optimal value of the regularization parameter β can be problem-dependent but normally, in practice, these values are chosen in the interval, considered in the numerical experiments, presented in the sequel. Based on Table 12 , some further comments are included that β shall be taken in the smaller range of the interval [10 −2 − 10 −10 ].
All preconditioners are implemented in C++ and executed using the open source finite element library deal.ii ( [7] ) (Version 8.2.1) that provides the meshes, the finite element discretization, and the basic iterative methods. Further, deal.ii supplies interface to the Trilinos library [23] , giving access to the Trilinos Algebraic Multigrid (AMG) solver. All experiments are performed on Intel(R) Core(TM) i5 CPU 750 @ 2.67-2.80 GHz with installed memory RAM of 4 GB. The main settings for the AMG to mention are aggregation threshold = 0.8 and smoother type=symmetric Gauss-Seidel, with the rest taking on package default values. The results are presented in the Tables 2-10 and obey the following convention.
-Regarding P nsn and P cta : For each value of β and h, in the first row, we show the number of outer (MINRES) iterations in bold, followed in brackets by the number of V-cycle AMG iterations (always 4) and the average number of Chebyshev semi-iterations per outer iteration. The next row shows the total solution time (in seconds). -Regarding P F : the first row shows the outer FGMRES iterations in bold, followed by the the average number of inner FGMRES iterations (or inexact Uzawa iterations) required to solve the blocks H 1 and H 2 (separated by a plus sign) at each outer iteration. In the following row, we show the total solution time (in seconds). To better illustrate the performance of P F , we present three experiments per test problem. In the first experiment, the stopping tolerance is 10 −4 (Tables 4 and 9 ). In the second experiment, the inner FGMRES iterations are fixed to 4 (Tables 5 and  10 ). At last, in Tables 6 and 11 , we show the result obtained using inexact Uzawa method for the two problems. When reporting the performance of P F , we do not include information regarding AMG and the Chebyshev iteration method as these do not bring any new insight compared to the performance observed for the other two preconditioners.
For completeness, in Table 12 , we illustrate the behavior of the cost functional J for different values of β for the velocity tracking problem. As is known, how close the state y approaches the desired state y d is determined by the regularization parameter β. Hence, we observe that y − y d continues to decrease with decreasing β while u stops increasing further around β ≤ 10 −4 . This implies that the optimal value of β for the problem is fairly small, i.e., around 10 −8 to 10 −10 . Table 12 is produced using the preconditioner P F . For mesh size 2 −6 , we show the number of outer FGMRES iterations represented as "iter". u represents the discrete L 2 ( ) norm of the control u, y − y d measures how closely the state y matches the desired state y d , y − y d / y d measures the relative error. The column J shows the calculated cost functional, b − Ax / b represents the residual norm of the related Karush-Kuhn-Tucker (KKT) system of equations to show that the system has converged in the discrete L 2 ( ) norm. The last column shows the time (second) to solve the system. We note that the differences between the cost functionals using all other preconditioners are insignificant.
Finally, we reproduce the plots from [27] for state y, control u and pressure p for β = 10 −6 and mesh size h = 2 −6 using [8] . We use the preconditioner P nsn to generate these plots. Clearly, the region with the highest magnitude in Fig. 1a contains the vectors of the highest magnitude of one for the state y. The region of the highest magnitude in Fig. 1b corresponds to the value 57.7 for the control u.
At last, in Fig. 1c , we can see that the pressure p lies in the range of −5.7 to 5.7. For the lid driven cavity problem using P F , the plots for state y, control u, and pressure p for β = 10 −6 and mesh size h = 2 −6 are given in Fig. 2a-c. 
Discussion
We have tested the three preconditioners, P nsn , P cta , and P F for two different problems, namely, the velocity tracking problem and the lid-driven cavity problem. All preconditioners are robust with respect to the mesh size h. The iterations for the preconditioner P cta show some more pronounced dependence on β.
As predicted by the theory, P F is fully parameter-independent and converges in very few iterations for both the tested problems. For the velocity tracking problem, it is the best performing both in terms of number of iterations and execution time. For the lid driven cavity problem, however, it is still the best performing in terms of iterations and time apart from the cases when β becomes of order 10 −7 and smaller, then the preconditioner P nsn exhibits slightly faster performance in time. A detailed look at the numerical results indicates that the performance of the AMG method we use here worsens for smaller β and h which opens the possibility to look for better solvers for the blocks H 1 and H 2 .
Conclusions
To the best of our knowledge, there exist only two preconditioners for the Stokes control problem that are independent with respect to both the mesh size h and regularization parameter β, cf. [11, 27] . In this paper, by transforming the saddle point system to acquire the form of a Stokes control problem and then exploiting the rich block structure, we have been able to construct a competitive preconditioner with a favourable condition number. The numerical experiments indicate a very good performance of preconditioner (P F ) in terms of number of iterations as well as small execution time when compared to other preconditioners for the same target problem.
