Abstract. We study models of weighted exponential random graphs in the large network limit. These models have recently been proposed to model weighted network data arising from a host of applications including socio-econometric data such as migration flows and neuroscience. Analogous to fundamental results derived for standard (unweighted) exponential random graph models in the work of Chatterjee and Diaconis, we derive limiting results for the structure of these models as the number of nodes goes to infinity. Our results are applicable for a wide variety of base measures including measures with unbounded support. We also derive sufficient conditions for continuity of functionals in the specification of the model including conditions on nodal covariates. Finally we include a number of open problems to spur further understanding of this model especially in the context of applications.
Introduction
Exponential random graph models (ERGMs) constitute one of the fundamental tools in the statistical analysis of networks [16, 29, 26, 28] . We start by describing ERGMs as these serve as the stepping stone for the model studied in this paper. Write [n] := {1, 2, . . . , n} and let X n := {(y ij ) i =j∈ [n] : y ij = y ji , y ij ∈ {0, 1}}, denote the set of all unweighted and undirected simple networks on n vertices; here the presence of an edge between vertices i, j is represented by y ij = 1 and y ij = 0 otherwise. Given an observed network Y := (Y ij ) i =j∈[n] ∈ X n , one can model this observed network as a sample from a probability distribution of the form, P n (y, θ) = exp(θ ′ T (y))
x∈Xn exp(θ ′ T (x)) , y ∈ X n . (1.1)
Here for m ≥ 1, θ ∈ R m is a parameter vector whilst T (·) : X n → R m is a vector of statistics often constructed with domain-specific motivations and knowledge and might include terms that measure clustering and reciprocity in the network, other notions of connectivity and might include node-level covariates. The aim or object of inference then from the observed network Y is this parameter vector θ.
There is an enormous amount of methodology using ERGMs built for unweighted network models. In the last few years, predominantly motivated by applications and real-world data, a host of weighted network data have arisen ranging from financial applications [18] , modeling migration flows between different regions [10, 14] and brain networks [27] . While the development of generative models analogous to ERGMS in this context is much less developed, there has been recent progress both in methodological developments [25, 19, 14] as well as computational tools to generate and derive statistical inference for these models [30] . Following [14] , we will refer to this general family of models as Generalized Exponential Random graph models (GERGM); a precise definition of the model is given in Section 3; for closely associated settings, see [19] for model formulations and terminology that further inspired this work; for the sake of concreteness we stick with the term GERGM. Recently [31, 12] have investigated these models when the edge weights are bounded. The aim of this work is to study this model in full generality. To fix ideas, next we informally describe the GERGM model. Let Y n := {(y ij ) i =j∈ [n] : y ij = y ji , y ij ∈ R}, denote the set of weighted and undirected simple networks on n vertices; here y ij represents the weight of the edge between vertices i, j. We do not distinguish between an edge with zero weight and an missing edge, we write y ij = 0 in either cases. Suppose Q is a real valued random variable with density q (with respect to the Lebesgue measure). Consider the following probability distribution on Y n P n (y, θ) ∝ exp(θ ′ T (y))
Similar to ERGM, here also for m ≥ 1, θ ∈ R m is a parameter vector and T (·) : X n → R m is a vector of statistics that captures the dependence between edges. Note that P n in (1.2) is a probability distribution only when E (exp(θ ′ T (Y))) is finite, where {Y ij : 1 ≤ i < j ≤ n} is an array of independent and identically distributed random variables with common distribution Q.
Here Q captures the inherent nature of edge-weights if there was no dependence. For example, if Q ∼ Bernoulli(1/2), then this gives usual ERGM. Q can be discrete or continuous depending on the application domain. For example if the edge-weights are non-negative integers (possibly unbounded), then a possible choice of Q would be Poisson distribution with appropriate parameter, one of the examples considered in [19] . A common problem encountered by practitioners regarding the ERGMs is the problem of degeneracy. Informally it says that for some choices of the sufficient statistic T , for most of the parameter values, the probability distribution given by (1.1) place all of its mass on either empty graphs or complete graphs (see [28] ). Motivated by the empirical study in [30] we investigate degeneracy phenomenon for GERGM. In particular we show that when the edge weights are standard normal distribution the GERGM edge-two-star model does not suffer from degeneracy.
In Section 3 we will explicitly state our assumptions and findings. Before diving into the precise statement of the model and results, let us informally outline the aims of this paper. Aims: We had five major goals in writing this paper: (a) Develop general theory in order to derive a formula for the limiting normalizing constant of GERGM and understand the behavior of GERGM when n (number of nodes) goes to infinity with minimal continuity assumptions on the specifications (the functional T ) based on large deviation results for symmetric random matrices [9] that deals with general (possibly unbounded) GERGM specifications. (b) Via both direct calculations as well as application of the general theory developed above, show that various base measures including the normal distribution as well as distributions with density proportional to exp (−x 4 ) satisfy the conditions required for the main results. These calculations are driven by "proof of concept" motivations and can serve as the starting point to illustrate the kinds of calculations required for other base measures. (c) Derive concrete expressions of the limits for various specifications involving "homomorphism" counts of motifs.
(d) Investigate "degeneracy" phenomenon for GERGM models. In particular we show that if the edge weights are standard normal distribution then the GERGM edge-two-star model does not suffer from degeneracy. (e) Understand issues regarding continuity (or lack thereof) of standard functionals in the general weighted case and in particular make a start in understanding the scope of GERGM specifications.
We have also included a number of open problems that we hope will motivate further work on this model.
1.1.
Organization of the paper. We start with some preliminary notation required to setup the formulation of the model in Section 2. In Section 3 we describe the model and the main results. Section 4 discusses the scope of this model with reference to continuity considerations for the specification. In Section 5 we describe the relationship of this paper to existing results and literature as well as describe a number of open directions. Finally Section 6 contains the proofs of all our main results.
Graph limits and Large deviation preliminaries
In this section we start with some notation required to define our model and results. Much of the exposition below follows [21] . A symmetric n × n random matrix X(ω) = {x ij } 1≤i,j≤n with x ij = x ji for all i, j ∈ [n] can be mapped to a symmetric kernel in the following obvious manner:
where J n 1 = [0,
1 n ] and for i = 2, . . . , n, J n i is the interval (
. Thus a probability measure on the space of symmetric random matrices results in a family of induced probability measures Q n on
. K is defined as the space of symmetric measurable functions from D → R. For each fixed n, the range of the map X → k in (2.1) is a finite-dimensional subspace of step functions K n ⊂ K. The cut distance [21, 4, 2, 3] in the space K is defined as follows,
where φ and ψ are Borel measurable functions on [0, 1]. One can equivalently write
where A and B are Borel subsets of [0, 1]. We will quotient the space via the following equivalence relation: Write Σ as the space of all measure preserving bijections (with respect to the Lebesgue measure) σ :
a.e. x, y, for some σ ∈ Σ.
We denote the orbit {σk : σ ∈ Σ} byk. WriteK := K/ ∼ for the quotient space under the relation ∼ on K and τ for the natural map from k →k. Since the distance d in (2.2) is invariant under σ, one can define a natural distance δ onK via
making (K, δ) into a metric space.
WriteQ n for the measure onK obtained as the push-forward of the measure Q n as above on K i.e.Q n (S) = Q n (τ −1 (S)) for all measurableS ⊂K. We now introduce some notation to state a large deviation result forQ n proved in [9] . We assume that x ij 's are independent and identically distributed with measure µ and further
for all θ ∈ R. This implies in particular that the moment generating function M (θ) := R e θx µ(dx) is finite and satisfies lim sup
Thus the conjugate rate function of Cramer defined via
x 2 = +∞. Now we define the rate function I(·) on K as follows
Note that the rate function is invariant under measure preserving bijection and thus it extends naturally to a rate function onK naturally. The following result was proven in [9] Theorem 2.1 ( [9] ). Under assumption (2.4) , the sequence of measures {Q n } n≥1 satisfies a large deviation property with rate function I(·), that is, for every closed C ⊂K, 8) and for open U ⊂K,
3. Generalized exponential random graph Model 3.1. Model Formulation and Main Theorem. We now formally describe the main model of interest for this paper. In words, this model is obtained by naturally tilting a base measure made up of independent entries via an appropriate specification. Let us describe each of these ingredients.
Definition 3.1 (Base measure). Let n ≥ 1 be a fixed positive integer. Let P n is the measure of the i.i.d. random variables (q ij ) 1≤i<j≤n , where q ij is the edge weight of the edge {i, j}, for 1 ≤ i < j ≤ n. We assume q ij = q ji for 1 ≤ i < j ≤ n and, for the diagonal, let q ii = δ 0 be the unit mass at zero, for i = 1, . . . , n independent of the remaining edges. We map the matrix (q ij ) 1≤i,j≤n into an element of K using (2.1). Let Q n be the measure obtained by the induced measure on K and,Q n be the corresponding push-forward measure onK. CallQ n the base measure.
Next we formally define the generalized exponential random graph model.
Definition 3.2 (GERGM).
Fix a function T :K → R. Then the generalized exponential random graph model [14, 19] is a probability measureR n onK defined via tilting the base measureQ n using T . Formally,
Remark 3.3. The base measure models the weights of the edges. For example, if the edge weights in a network are non-negative then the q ij 's should be taken as non-negative random variables. The function T controls the dependence between the edges. T is usually a function of the graph under consideration. For example, in ERGM, choices of T include (appropriately scaled) number of edges, triangles, two-stars etc. Although the definition of GERGM is valid for any function T , in this paper, we will focus on some popular choices of T that includes weighted homomorphism densities of triangles, two-stars etc. These are discussed in detail in section 4.
The initial goal of this Section is to understand the asymptotics for the partition function or normalizing constant ψ n . Later sections develop the ramifications of this asymptotics. First we need some further notation. From (3.1) it is easy to see that,
We need the following truncation operator on R. Note that for any q ∈ R and fixed l > 0, one may decompose q = f l (q) + g l (q) where,
Obviously g l (q) = q − f l (q). This decomposition extends naturally (when applied entry-wise) to K and thus toK. We write the corresponding decomposition of k = f l (k) + g l (k) for k ∈ K and analogously fork ∈K. Write K l = {k ∈ K : |k(x, y)| ≤ l}. We will need some smoothness assumptions on the function T : (C1): Suppose that for each fixed l > 0, T is a bounded continuous function in cut-metric when restricted to K l and further satisfies
for some fixedk 0 ∈K and further, given any ǫ > 0, there exists fixed 
Here I is the rate function defined in (2.7).
Remark 3.5. Note that (3.6) implies (3.5) . It is sufficient to assume (3.6) to prove the Theorem 3.4 but we have used the fact T (k 0 ) − I(k 0 ) ≥ 0, for some fixedk 0 ∈K together with (3.5) to prove Theorem 3.4.
Our next goal is to establish asymptotic behavior of a typical realization from the GERGM model as n → ∞. We will prove that as long as the maximizers of T (k) − I(k) are finite we will be able to say that a typical graph will concentrate around the maximizers, where the distance is measured in cut-metric as defined in (2.3) . This allows one to extract important information about graph properties that are continuous in cut-metric, including homomorphism densities of small subgraphs. Let us denoteF * as the set of maximizers of T (k) − I(k). By [22] ,K l is a compact iñ K for each l > 0. Further I is lower semi-continuous by [9] . Also we assume that the maximizers of T (k) − I(k) lie in the setK l 0 for some l 0 > 0. 
for all n ≥ 1.
Remark 3.7. Theorem 3.6 suggests that the GERGM model defined in (3.2) concentrates around the set of maximizers of T (k) − I(k) when the number of nodes are growing large, we will use this fact to establish the properties of some popular GERGM models.
Suppose that H is an unweighted graph, let V (H) be the set of vertices and E(H) be the set of edges of H. Also let |E(H)| = e(H). The homomorphism density of a graph H into a kernel k is denoted by t(H, k) and is given as
Remark 3.8. A typical homomorphism density of a graph H into G can be written in the same way as (3.9) where the kernel k in (3.9) is formed by mapping G into a kernel using (2.1). Also note that t(H, k) = t(H,k). We discuss this in more detail in Section 4.
Suppose that H 1 is a graph with two vertices and a single edge joining these vertices and H i 's are graphs with at least two edges for 2 ≤ i ≤ s. The following theorem gives us the concentration of a typical GERGM model where
for β i ≥ 0 for all i ≥ 2. It is known that t(H i , k)'s are continuous in cut-metric [2] when restricted to K l for some l > 0, thus linear combination of them is also continuous.We say that a parameter set β := (β 1 , . . . , β s ) for a collection of statistics (H 1 , H 2 , . . . , H k ) is admissible if T (·) satisfies (3.4) and either (C2) or (C2) ′ . Finally, for u ∈ R define k(x, y) = u for all x, y ∈ [0, 1] and letk u denote the image of this constant function inK. 
Let K be the set of maximizers of the function
Then K has finitely many elements and
almost surely.
Remark 3.10. Note that there might be one or more solution to the variational problem (3.11).
In [1] the authors described the subset of parameter regime β i ≥ 0 for i ≥ 2 as "high-temperature regime" when
has an unique maximizer. Also in the context of unweighted graph [8] defined the parameter regime to be replica symmetric phase when all the maximizers of T (k) − I(k) are constant functions.
We have already seen the limiting normalizing constant captures important information about the model. Our next result states it is in fact a continuous function of β. We will use the following Theorem later to obtain result on the "degeneracy phenomenon". One of the problems commonly encountered in the context of exponential random graph models is "degeneracy". We briefly explain this phenomenon in the context of a specific model, the so called edge-triangle model and refer the interested reader to [8, Section 5] for an extended discussion and references. Consider the edge-triangle-model given by,
where H 1 is a single edge and H 3 is a triangle i.e. a complete graph on three vertices. Now under the assumptions of Theorem 3.9 one can compute the limiting normalizing constant when β 2 > 0. It is given by sup u (β 1 u + β 2 u 2 − I(u)). Denote the maximizer(s) by u * (β 1 , β 2 ). For base measure Bernouli(1/2), it was shown in [8] that when β 1 is negative and below a certain threshold u * (β 1 , β 2 ) becomes discontinuous in β 2 . In particular, the variational problem had two maximizers at the point of discontinuity. This phase transition phenomenon was investigated in [28] and first rigorously proved for the edge-triangle model in [8] . In particular they [8] showed some parameter values the typical edge-density of this model is very small and varying the parameter slightly makes the edge-density much higher (see [8, Theorem 5 .1] for the rigorous statement). This phase transition phenomenon is called degeneracy in [28] .
What do our results say about this notion of degeneracy in the general context of GERGM where one can have general weighted base measures? Switching gears, we now study a particular model of relevance in applications in [30] , the so-called edge-two-star model given by,
where H 2 is a two-star or a triangle with one deleted edge. This model was analyzed [30] with truncated normal distribution as the base measure. It was suggested ( [30, Figure 5 ] and related discussion) that the edge-two-star model does not suffer from degeneracy. More precisely the simulation results in [30] suggested that the edge density is continuous function of β 2 when the β 1 is set equal to −2. Later we will prove that when the base measure is standard normal distribution this claim is indeed true. For a general class of models that includes edge-two-star model, our next theorem provides an avenue to detect regions of the parameter space that do not suffer from degeneracy. Informally for the edge-two-star (for suitable base measure) model the theorem states that in a parameter region where the variational problem sup u (β 1 u + β 2 u 2 − I(u)) is uniquely maximized the model does not suffer degeneracy. We will now consider GERGM model of the form (3.10) where H 1 is a single edge as before and, H j 's are j-stars for all 2 ≤ j ≤ s. A j-star is a undirected graph on j + 1 vertices with one "special" vertex, that is, neighbor to the j-other vertices and no edge between these j vertices. For this important class of models we will see that the model is solvable, that is, the limiting normalizing constant can be expressed as a scaler optimization problem for all admissible parameter values and we will not need the restriction β i > 0 for 2 ≤ i ≤ s. Further the requirement for the base measure to have non-negative support or the even values of the number of edges in H i 's can be relaxed for this class of models.
Theorem 3.14. Consider the GERGM model with
T (k) = s i=1 β i t(H i , k) where H i 's are i-stars for 2 ≤ i ≤ s
and β is admissible.Then the value of the normalizing constant is given by
Then K has finitely many elements and almost surely
As pointed out by an anonymous referee that it would be interesting to study edge-star model under different scaling and one starting point would be the article [17] . Since all our methods are based on large deviation result with rate n 2 , to study this model under different scaling one would need more refined large defined result. For example, the result in [7] can be used to obtain an evaluation of the normalizing constant when the scaling is different than n 2 . We will now focus on simple edge-two-star model with standard Normal distribution as the base measure. For convenience we write the model in the following form. For i < j ∈ [n], let q ij (= q ji ) ≡ N (0, 1) and let the base measure Q n be the corresponding product measure. The edge-two-star GERGM model is obtained by setting T , the exponent of GERGM is given to,
Consequently the density with respect to Lebesgue measure is proportional to,
Our next theorem gives explicit value of the normalizing constant when the base measure is standard Gaussian. Our proof technique is to write the second term in (3.17) as a suitable quadratic form and then use spectral decomposition. 
whenever n ≥ 3 and β 2 < n 4(n−1) . In particular,
Remark 3.16. In the proof we will see that the normalizing constant is not finite when β 2 ≥ n 4(n−1) , hence it is not a proper probability distribution. Further (3.19) shows that the limiting normalizing constant is analytic and thus there will be no phase transition in an undirected edge-two-star model if the base measure is standard normal. Since our result is valid for all finite n ≥ 3, taking partial derivatives of log ψ n with respect to β 1 shows that the expected number of edges is a continuous function in β 1 . To the best of our knowledge this is the first proof of "non-degeneracy" in the undirected edge-two-star GERGM model that was predicted in [30] and the proof works even for finite values of n. On the other hand this proof heavily relies on the fact that the base measure is Gaussian and the specific class of models, thus it is not immediately extendable to other cases. We have heavily used the fact that orthogonal transformation of standard normal distribution is again a standard normal distribution. Thus for other base measures our technique is not applicable. We would like to thank one of the referee for pointing out the paper [15] , where the authors studied non-degeneracy of dynamic (temporal) ERGM. Their result is based on studying the entropy of the dynamic model and their technique and results are not immediately applicable in our case. For other (non-temporal) models one approach would be to apply Theorem 3. 13 and determine for what values of parameters the model does not suffer from degeneracy. We defer this study for future work but the steps required in concrete examples motivates the next result.
Remark 3.17. Regarding specific bases measures, as pointed out by a referee, another important class of models that should be studied are GERGM models with Poisson distribution as the base measure, as formulated in [19] . We hope to analyze the implications of our results in this specific context in subsequent work.
The following theorem focuses on the edge-two-star model when the base measure is not normal distribution. Consider the density of the measure q ij = q is given by the density (w.r.t. to the Lebesgue measure),
20) where C 4 R exp −x 4 dx = 1. For fixed l > 0 recall the truncation operator f l (x) applied to a number x in (3.3). For simplicity write x l for this operation on x. For a finite vector x, write x l for the vector obtained by entry-wise truncation operation.
Theorem 3.18. Consider the edge-two-star model
with base measure given by (3.20) . Then condition (C2) ′ holds namely,
In particular the assertion of Theorem 3.4 and Theorem 3.14 hold for all (β 1 , β 2 ) ∈ R × R.
Remark 3.19. Theorem 3.18 tells us that for edge-two-star model where the base measure has density proportional to e −x 4 , the limiting normalizing constant can always be computed via a scaler optimization problem. In particular the normalizing constant will be equal to sup u β 1 u + β 2 u 2 − I(u) . Here I(.) is the Cramer rate function of the distribution with density given by (3.20) . It also gives (using Theorem 3.14) that a typical observation from this model always concentrate around constant functions where the distance is measured by cut-metric.
Graph Homomorphisms and scope of GERGM
It is now natural to ask about appropriate choices for the function T . In the context of applications, the specification of the functionals are domain and application specific. In the context of the usual exponential random graph model (with unweighted adjacency matrices) commonly used choices are homomorphism counts of certain fixed graphs, for example the number of edges, two-stars, triangles and so on as we have described in some of the above results. In the context of weighted graphs and the general metric space of kernels (K, δ) that we work on, we would like to expand on notions like 'triangles' or 'two-stars' etc and in general understand extensions of such functionals in the context of weighted graphs. Further many models in the context of applications have not just edge weights but also "node-specific" co-variates. The aim of this section is to make headway on these concepts, in particular understand some extensions of standard functionals in the context of unweighted networks which are still continuous in (K, δ), that can incorporate both edge weight information and possible node-level co-variate information; we do not aim for completeness, rather we state one result but the main aim is to show some of the issues involved for defining such objects in the weighted context. We present the definitions of of homomorphism density from [21, Chapter 5] . Instead of giving the definition in the most general form we follow a step by step approach similar to [21, Chapter 5] . Recall that our main results in the previous Section required functionals of interest to be continuous on the truncated spaces K l . Thus we will mainly deal with functionals defined on these bounded spaces and establish one result for the continuity of functionals (Theorem 4.4). The remark after this result describes why continuity can fail in the context of general functionals in the weighted context in even simple situations and thus specifications need careful thought.
We start with the definition of homomorphism in simple unweighted graph. Let G and H be two simple graphs (unweighted) and V (G) and E(G) (respectively V (H) and E(H)) be the corresponding vertex set and edge sets of G (respectively of H). Note that a homomorphism does not necessarily map a non-adjacent pair of vertices to another non-adjacent pair. The homomorphism density represents the probability that a uniform random map V (G) → V (H) is a homomorphism. Now let us first give the definition of homomorphism number V (F ) → V (G) when G is a weighted graph with adjacency matrix A G and F is a simple graph(for example a triangle). We assign the following weight to every map φ :
Now we define the homomorphism number | hom(F, G)| as
Note that in the above display |.| does not represent cardinality unless both F and G are un-weighted graphs.
Now we turn to the case when F and G both are weighted graphs. This quantity cannot be defined for arbitrary weights and we need some restrictions on the weights. For example if any one of the following two conditions hold then | hom(F, G)| is well defined: (a) the edge-weights of F are non-negative integers and with the convention 0 0 = 1 (here we do not need any restriction on the weights of G), for example in Theorem 3.15 the base measure is standard normal (the edge-weights of G can be any real number) and in edge-two-star model the edge-weights are indeed non-negative integers; (b) the edge-weights of G are positive (in this case we do not need any restriction on the weights of F ). In general | hom(F, G)| is defined when the weights in (4.1) below are well defined. Now let us incorporate node-level covariates. We start with the general framework and then give some specific examples for illustration. Suppose associated with a graph G one has node-weights {α i (G) : i ∈ [n]}, where α i (G) denotes the weight of node i in the graph G. For every map φ :
and
Note that equation (4.2) extends the notion of homomorphism to weighted graphs. In particular, if we assume that both G and F are unweighted then (4.2) is the usual homomorphism number. Since the graphs are now weighted α φ represents the weight of the map φ. For unweighted graphs α φ can take only two values, zero and one. We refer the reader to [21, Chapter 5] for detailed discussion. Finally we define the homomorphism density t(F,ᾱ, G) for any weighted graph F and G,
In (4.3), as before |V (G)| and |V (H)| denotes the number of nodes in G and H. We already know when F is un-weighted(all node-weights and edge weights equal to one) then t(F, G) is continuous in cut-metric as long as the G has no node-weight and edge weights of G are bounded. We will generalize this to incorporate node-level covariates. We provide two concrete examples below.
Example 4.2 (Weighted triangle counts). Suppose F is a triangle and G be a complete graph on n vertices, then A G ij = 1 for all i = j and A G ii = 0. Thus for a map φ :
,φ(j) = 1 whenever φ maps the vertices of F to three distinct vertices in G and equal to zero otherwise. Thus the homomorphism number is equal to n(n − 1)(n − 2). On the other hand if the node weight of the i-th node of graph G is α i (G), and F is a triangle then the homomorphism number is equal to
Example 4.3 (Node-level covariates). Suppose F is just a single vertex with no loop and weight 1 and G is a graph on n vertices with node weights α i (G), then with the convention that empty product is one, we will have
Now we can generalize the above definitions to a kernel k ∈ K as follows. Assume that α : [0, 1] → [0, ∞) is the "node-weight" function of a kernel k. Fix (an edge and node) weighted graph,
Recall that a fixed weighted graph G can be mapped to a kernel k G by (2.1) and recall the partition of the unit interval {J n i : 1 ≤ i ≤ n} where J n 1 = [0,
n ] for i = 2, . . . , n. Now for a general node and edge weighted graph G on n vertices:
Then it is easy to check that, t(F,ᾱ, G) = t(F, α G , k G ). By [2, Theorem 3.7(a)] it follows that 4.5 is continuous in cut-metric as long as F is an un-weighted graph. We next generalize this result in the case when F has bounded node-weights. . Let {k n } n≥1 be a sequence of kernels absolutely bounded by a constant M and converging to k in the cut-metric. For each n assume that kernel k n has node-weight function α n and let α be the node weight function of k. Assume that α n → α uniformly on [0, 1] as n → ∞. Then,
Remark 4.5. It is natural to ask what happens if F is an edge-weighted graph. We show by an example that continuity breaks down if one is not careful and thus this topic needs further investigation. Consider a sequence of simple graph {G n } with node-weights equal to one, such that k Gn → k G in cut-metric, where k G (x, y) = p for all (x, y) ∈ D for some 0 < p < 1. Now let F be a single edge(no-node-weight) with edge-weight 2 and F ′ be a single edge (no-node weight) with edge weight 1. By [2, Theorem 3.7(a)] or Theorem 4.4, we have t(
Again, since G n has no edge weight we have t(F,
This shows that if F is an edge-weighted graph the continuity fails to hold. Note that in this paper we do not distinguish between an edge with weight zero and a missing edge. As kindly pointed out by one of the anonymous referee that this results in the lack of continuity in the aforementioned example. It would be interesting to consider the edge-weights and adjacency matrix as different structures and we defer this study to our future work.
Remark 4.6. In applications (see [13] , also see [11] for mixing time analysis of vertex weighted exponential random graphs) of GERGM one often constructs edge level statistics from the values associated with a node level covariate. The simplest example would be to consider the sum of the values of two nodes, i.e. for a graph G with vertex set [n] associate α i (G) + α j (G) to the pair (i, j) for i, j ∈ [n]. Then the statistics becomes
If we associate α i (G)α j (G) to the pair (i, j) for i, j ∈ [n], then the statistics becomes 1 n 2 n i =j=1 α i (G)α j (G) and this is homomorphism density of an edge in a node-weighted simple graph G. One can construct such statistics involving any number of nodes (for example triangle count involves sum of product of all possible triplets of nodes). Theorem 4.4 shows under suitable assumption on the node weights α i (G) and the graph sequence G the statistics discussed in the last section are continuous in cutmetric.
Discussion
In this Section we discuss related work as well as suggest some open problems that would have impact in applications.
Related work:
Weighted exponential random graph models were theoretically analyzed in [31] when the base measure is supported on a bounded interval and in [12] the authors analyzed the phase transition phenomenon for a class of base measures supported on [0, 1]. In [31] the "nophase transition" result for standard normal base measure was proved for directed edge-two-star model. Motivated by applications [19] we extend this work when the base measure is supported on the whole real line. We showed for general base measure the model does not suffer degeneracy in "high-temperature" regime. Also, via an explicit calculation we have showed for standard normal distribution the undirected edge-two-star model does not admit a phase transition. Finally under certain assumptions we established continuity of homomorphism densities of node-weighted graphs in cut-metric. We have only begun an analysis of this model and for the sake of concreteness, after the general setting of the main result, explore the ramifications for a few base measures. Other examples of bases measures of relevance from applications including count data can be found in [19] . It would be interesting to explore these specific models and rigorously understand degeneracy (or lack thereof) for various specifications motivated by domain applications.
Relevance of this work and open problems:
The GERGM model has stimulated a number of research directions, both in the context of rigorous theory as described above and methodological aimed at efficient simulation under a host of model specifications [30] . We will now propose a number of open directions motivated by some of the results in this paper. We will occasionally eschew rigor in order to give an understandable overview of the proposed open direction. We start by briefly describing how these models are used in practice defering a full description to [14, 30] . Given data X n assumed from some distribution R n (·, β 0 ) as in (3.1) with specification T (·) of the form,
where s is fixed, T i (x) are domain specific continuous functions (see e.g. (3.10)) and β 0 := (β 0 1 , . . . , β 0 s ) are the driving parameters of the models. Here we assume unknown parameter β 0 and the superscript "0" is to indicate the "true" parameter. The aim then is to estimate β 0 from the single observation X n ∼ R n (·, β 0 ). One of the main techniques used is maximum likelihood which in the context of the model in (3.1) is to use the estimator,
This explains the importance or goal of deriving results such as Theorem 3.4. In the context of applications, for fixed n ≥ 1, the starting point in the above optimization problem is getting a handle on ψ n (β) numerically, via MCMC techniques such as Gibbs sampling or Metropolis-Hasting. This suggests the first set of problems. We direct the interested reader to [20, 23, 24] for more details on convergence methodology and [1] for related results in the context of ERGMs. In the context of the unweighted setting, [8] derived a number of fundamental results for the model, in particular showing a number of deficiencies of this model under various model specifications, in particular showing that in various regimes, the model is close to a standard Erdos-Renyi random graph with independent edge probability (especially in the ferro-magnetic regime where the parameters β are assumed positive) in the large network n → ∞ limit. Despite this, for finite n, practitioners have found that the limits for the normalizing constants derived in [8] perform surprisingly well for estimation of these models even for small n (e.g. n = 20). Further, in order to fix issues with the standard ERGM, a number of practitioners have proposed fixes such as the "alternating signs" model in [28] . Mathematical theory for the improved performance of this model is still lacking (albeit a specific case was studied in [8] ). It would be interesting to see if (a) the results in this paper allow similar simplifications of the normalizing constant for estimation in the weighted context and (b) if the models suffer similar issues as in the unweighted case, if fixes such as the "alternating signs" approach work in this context.
Open Problem 5.1 (Mixing time of MCMC algorithms). Fix β and a collection of statistics as in (5.1). Consider either the Gibbs sampler or the Metropolis-Hastings algorithm for simulating
The above discussion suggests the following question. Interested readers can find more examples of base measures especially in the unbounded regime in [19] . Continuing with the description of the estimation problem (5.2), there are two main steps:
(a) Initialization: Find an initial candidate vertexβ 0 . Techniques include objects such as maximizing pseudo-likelihood. (b) Maximization and MCMC: First note that, writing E β for expectation with respect to R n (·, β) for any arbitrary β, β ′ ∈ R s ,
Thus if we are able to simulate from the distribution with parameter β, an estimate of the functional ψ n (β) can be obtained via M samples (X
n ) from R n (·, β) via the proxy estimate,
This suggests the following iterative scheme: Let β r be the current estimator. Obtain β r+1 via
Various stopping mechanisms for the above iterative scheme are then implemented in practice. Methodology and numerical techniques to carry out the above scheme specific to GERGM specifications were formulated in [30] . The math results in this paper suggest the following. (3.11) ψ n (β) and uses these in place of ψ n (β; β r ) in (5.
Open Problem 5.3 (Insight for MLE). Using the results in this paper, obtain insight into the consistency (or lack thereof ) of the above MLE. In particular: (a) Initialization of the above algorithm is a major issue and has an enormous impact on the running time of the algorithm (even on networks of size n = 50 say). In light of Theorem 3.9, explore conditions under which the pseudo-maximum likelihood estimator a "good" starting point in practice. (b) Are there regimes under which, one can numerically solve the optimization problem in

3)? How do these techniques work in practice?
The next problem we believe is hard but important and we were reminded by a referee. [4, 2, 3] Finally Section 4 suggests the following vein of research. [14, 19] . Explore and develop general conditions for continuity of these functionals in the context of the space (K, δ) defined in Section 2 and apply Theorem 3.4 to get precise evaluation of the limiting normalizing constants.
Open Problem 5.4 (Extensions of these models to the sparse regime). All the theory in this paper is built up using (extensions) of the theory of dense graph limits
Open Problem 5.5 (Continuity of functionals). A wide array of specifications including nodespecific covariates as well as base measures have been proposed in practice
Proofs
This section contains proofs of all our results.
Proof of Theorem 3.4:
We start with the following elementary Lemma on the role of truncation on the rate functions on our setup.
Lemma 6.1. Fix probability measure µ on (R, B(R)) and assume that e θu dµ(u) < ∞ for all θ ∈ R. For fixed l > 0, define,
Then given any ε, ∃ L(ǫ) < ∞ such that for l > L(ǫ) and all x ∈ R, we have,
Proof:
First note that
Further we have for each fixed θ,
3)
The proof consists of the following:
Step 1 For any given ǫ > 0 we will show there exists L + (ǫ) > 0 such that for all l > L + (ǫ) and all x ∈ R, sup θ>0 θx − ln e θu dµ(u) ≤ h l (x) + ǫ.
Step 2 For any given ǫ > 0 we show there exists L − (ǫ) > 0 such that for all l > L − (ǫ) and x ∈ R, sup θ<0 θx − ln e θu dµ(u) ≤ h l (x) + ǫ.
Note that
Step 1, Step 2 and (6.2) immediately imply (6.1) with L = max(L + (ǫ), L − (ǫ)). We will now prove Step 1 only as the proof of Step 2 is identical.
Proof of step 1
We use definition of f l and use θ > 0 to write the following,
At this end we observe that the quantity inside logarithm in the last display converges uniformly on θ > 0 as l → ∞, to see this,
Now using the fact that the quantity inside logarithm in (6.4) converges uniformly on {θ > 0} to e θu dµ(u) and the limit is strictly positive (hence log is continuous), we can have a positive number L + (ǫ) such that for all l > L + (ǫ),
for all θ > 0, yielding,
The proof is complete.
Proof of Theorem 3.4:
Upper bound: We will first show lim sup
Using (3.2), for any l > 0 and ǫ > 0, we decompose as follows:
For the first term in (6.6), using (3.5) we have,
for some ǫ ′ > 0, alternatively using (3.6) we have,
For the second term in (6.6) by change of variable formula we get the following,
Now note that T :K l → R is a bounded continuous function. This implies for fixed ǫ > 0, we can obtain a finite set r l ⊆ R such that the intervals {(a, a + ǫ) : a ∈ r l } covers the range of T restricted toK l . Further for a ∈ r l , the setC l a := (T ) −1 [a, a + ǫ] ∩K l is a closed set inK l . Since ∪ a∈r lC l a coversK l by construction, we have the following from (6.9),
Now in the right hand side of the last display, ifk ∈C l a then T (k) ≤ a + ǫ, yielding,
Since the support ofQ n f −1 l is bounded, using the upper bound (2.8) in Theorem 2.1 results in the following estimate,
Here,
where
and M l (θ) = e θf l (x) µ(dx). Now for eachk ∈C l a we have T (k) ≥ a, hence we have sup
Thus we have,
From Lemma 6.1, given ǫ as above, we may choose L(ǫ) such that for l > L(ǫ),
From Lemma 6.1 it follows that the last display holds for any given ǫ as long as l is large. Thus we have for l > L(ǫ),
To complete the proof of the upper bound, we use estimates on (6.7) (under (C2)) or (6.8) (under C2 ′ ) to show that the second term in (6.6) does not contribute at n 2 scale. To show this we will use the fact lim sup 1 n 2 ln(a n + b n ) = max(lim sup 1 n 2 ln(a n ), lim sup Alternatively using (6.13) and (6.8) we have,
Letting l → ∞ implies the second term goes to −∞ and will again yield (6.14). Since ǫ was arbitrary, this completes the proof of the upper bound (6.5). Lower bound: We will now show:
for each l > 0. By Continuity of T onK l ,Ũ l a := (T ) −1 (a, a + ǫ) ∩K l is an open set and by construction ∪ a∈r lŨ l a coversK l . Thus we have, Now for eachk ∈Ũ l a we have T (k) < a + ǫ. Thus sup
This results in,
Now we take l → ∞ to get,
Since ǫ is arbitrary, combining (6.14) and (6.16) we have our theorem.
6.2. Proof of Theorem 3.6.
By our assumption the maximizers of the function T (k) − I(k) are inK l 0 and we also haveK l 0 is compact and T (k) − I(k) is upper semi-continuous inK l 0 (since T is continuous inK l 0 ). Thus the set of maximizers F * is closed set and this impliesÃ is also a closed set. Next we introduce the following quantity,
The last display follows from the fact thatÃ is a closed set disjoint from the set of maximizers(which is also a closed set). Fixed l ≥ 1 and ε > 0 and from the proof of Theorem 3.4, recall the finite set r l and the cover ∪ a∈r lC l a ofK l . Now we estimate the probability R n (k ∈Ã) by,
We will assume thatC l a ∩Ã is non empty for each a, if not, we will just drop the sets. Now noting thatC l a ∩Ã are closed sets, using (2.8) and Theorem 3.4 we have,
Now eachk ∈C l a ∩Ã satisfies T (k) ≥ a and by Lemma 6.1 gives
Now combining the last two display and using the assumption 6.7 or 6.8 we have,
Since ǫ is arbitrary, we let ǫ go to zero and the proof is complete.
6.3. Proof of Theorem 3.9: By Holder's inequality (the holder inequality can be used as we are integrating w.r.t Lebesgue measure over [0, 1] ) and using the assumption that either k is nonnegative or e(H i )'s are positive even integers we have for each 2 ≤ i ≤ s,
Hence for non-negative β 2 , . . . , β s
At this end we have the following
Again note that equality in Holder's inequality holds if k is a constant function. Hence the inequality in the above display is in fact an equality Proving (3.11) . It can be shown that the the constant functions are the only maximizers by the same argument as in [8] , we omit the details. Now to prove the second part note that by (3.15) we have all maximizers of ( Proof. First fix a number C > 0. Denote the measure corresponding to q ij by µ. Then we have,
(since the measure is supported on real line). (6.17) Since in (6.17) C > 0 is arbitrary,
and similarly we also have,
Thus we have for each x ∈ R,
Combining the last two display,
Here we use the fact that ln M (θ) is convex and hence the supremum of (θx − ln M (θ)) is attained at some finite θ max = θ max (x). This in particular gives h(x) = sup θ∈R (θx − ln M (θ)) = (θ max x − ln M (θ max )) < ∞ for all x ∈ R. Lastly, Legendre transform of convex function (log of MGF) is convex and finite convex function on R is continuous. The proof is complete. 
Hence there is a compact set C(β 0 ) such that for any β ∈ O β 0 , 
Now by continuity of l in u we can choose two numbers r and s such that,
Now choose δ > 0 so that, the set of β such that ||β − β 0 || < δ will be inside O β 0 . Further l is uniformly continuous inŌ β 0 × R (by compactness ofŌ β 0 and Remark 3.12), thus,
Again continuity of l at (β 0 , u * (β 0 )) gives for some δ ′ < δ,
For β such that ||β − β 0 || < δ ′ , from (6.21) we get l max (β) is at least s and (6.20) gives maximum cannot be attained on |u − u * (β 0 )| ≥ ǫ, this maximum is attained on |u − u * (β 0 )| < ǫ. We can rephrase this as follows: given ǫ > 0 we can get δ ′ > 0 such that |u * (β) − u * (β 0 )| < ǫ whenever ||β − β 0 || < δ ′ . Continuity of u * (.) at β 0 follows.
6.6. Proof of Theorem 3.14: First note that t(H j , k) can be written as the following,
and equality holds iff k(x, y) is a constant function of almost (Lebesgue) all y. If we write,
thus we have,
by the discussion above the equality in the last display holds when k(x, y) is a constant function of y for almost all x and M (x) equals a constant that maximizes P (u) − I(u). Since k is symmetric we must have k a constant function by the first condition. The rest of the proof is similar to Theorem 3.9, we omit the details.
Proof of Theorem 3.15:
Proof. Note that the normalizing constant is the expectation
, where x ij 's are i.i.d. normal distributed with mean zero and variance one for i < j and x ij = x ji with x ii = 0. We can write the expectation as, 22) where y ′ = (y 1 , . . . , y n ) have a multivariate distribution with mean zero and variance matrix Σ = (σ ij ) 1≤i,j≤n with σ ii = n − 1 and σ ij = 1 if i = j. Now define z = Σ − 1 2 y, clearly z is n-variate standard normal distribution (i.e. with independent components). Now the exponent in the (6.22) L(y) := β 1 1 ′ y + β 2 n y ′ y can be re-written as
Using the spectral decomposition of Σ = P ′ ΛP we have,
Since P is orthogonal u = P z also has an n-variate standard normal distribution. Further the term in the exponent expressed in terms of u can be written as,
At this end we note that the largest Eigen value of Σ is λ 1 = 2(n−1) with Eigen vector 1 ′ = (1, . . . , 1) and all other Eigen values equal to λ i = n − 2 for i = 2, . . . , n. This further implies the first row of P is (
) and the orthogonality of P gives
Using the last calculation finally we can write (6.22) as weighted sum of i.i.d normal random variable,
The integral in (6.23) does not exist when β 2 ≥ n 4(n−1) . This completes the proof. 6.8. Proof of Theorem 3.18: Recall the expression of T (·) from (3.21). Now we have
Simple algebraic manipulations then results in, Since (6.29) is true for all M > 0, we let M go to infinity and we have the result.
6.9. Proof of Theorem 4.4: Fix ǫ > 0. We can approximate t(F, α n , k n ) − t(F, α, k) as follows: using uniform convergence of α n → α, ∃N (ε) > 0 such that uniformly on [0, 1] V (F ) , for all n > N (ε), we have | i∈V (F ) α n (x i ) α i (F ) − i∈V (F ) α(x i ) α i (F ) | < ǫ. Now t(F, α n , k n ) − t(F, α, k) =
The first term in (6.30) goes to zero by uniform convergence of α n to α. Next we show that the second term also goes to zero by the convergence of k n to k in cut-metric. Suppose E(F ) = {e 1 , e 2 , . . . , e m }. For convenience suppose that i t , j t be the endpoints of the edge e t . Using the "Lindeberg" trick we get,
k(x is , x js ) (k n (x it , x jt ) − k(x it , x jt )) i∈V (F ) dx i .
Now consider a term from the above sum. To simplify notation assume that i t = 1 and j t = 2. Now let X (x 1 , x 3 , ..., x k ) be the terms in s<t k n (x is , x js ) s>t k(x is , x js ) i∈V (F ) α(x i ) α i (F ) that contain x 1 and Y (x 2 , x 3 , ..., x k ) denote the rest of the terms in that product. Thus we now have the following,
X(x 1 , x 3 , ..., x k )Y (x 2 , x 3 , ..., x k ) (k n (x 1 , x 2 ) − k(x 1 , x 2 ) dx 1 dx 2 ) dx 3 ...dx k |.
(6.31)
Finally we have k n 's are uniformly bounded and k n converges to k in cut-metric, hence combining (6.30), (6.31) the theorem is proved.
