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The parametrization of coarse-grained (CG) simulation models for molecular systems often aims
at reproducing static properties alone. The reduced molecular friction of the CG representation
usually results in faster, albeit inconsistent, dynamics. In this work, we rely on Markov state
models to simultaneously characterize the static and kinetic properties of two CG peptide force
fields—one top-down and one bottom-up. Instead of a rigorous evolution of CG dynamics (e.g.,
using a generalized Langevin equation), we attempt to improve the description of kinetics by simply
altering the existing CG models, which employ standard Langevin dynamics. By varying masses and
relevant force-field parameters, we can improve the timescale separation of the slow kinetic processes,
achieve a more consistent ratio of mean-first-passage times between metastable states, and refine
the relative free-energies between these states. Importantly, we show that the incorporation of
kinetic information into a structure-based parametrization improves the description of the helix-
coil transition sampled by a minimal CG model. While structure-based models understabilize the
helical state, kinetic constraints help identify CG models that improve the ratio of forward/backward
timescales by effectively hindering the sampling of spurious conformational intermediate states.
I. INTRODUCTION
The last few decades have witnessed the onset and de-
velopment of computer simulations of (macro)molecular
systems, providing increasingly accurate and reliable
atomic-level detail into their structure and dynamics [1–
3]. For all but the smallest of systems, sufficient con-
formational sampling remains a significant bottleneck—
notable examples include conformational transitions in
proteins [3] and the insertion of small molecules in lipid
membranes [4]. Concurrent to all-atom (AA) models,
coarse-grained (CG) models, which reduce the number of
degrees of freedom by lumping several atoms into larger
beads, provide the means to probe essential aspects of
these systems and push toward length- and timescales
currently unattainable with AA models [5–10].
Most strategies that aim at parametrizing CG mod-
els target static properties—whether phenomenological
or emergent properties in top-down models, or structural
aspects of a reference higher-level simulation in bottom-
up models—while kinetic information is rarely included.
Thus, the resulting CG simulations display largely uncon-
trolled dynamics, making any kinetic-based conclusion
difficult to interpret. More specifically, CG dynamics
commonly exert faster behavior compared to AA sim-
ulations or experiments, which can be rationalized by
the model’s reduced molecular friction [11]. While faster
dynamics works to the simulator’s advantage—providing
more efficient conformational sampling and transitions—
meaningful dynamical information about the system can
only be extracted if all kinetic processes are sped up uni-
formly or in a predictable fashion. While rescaling CG
dynamics by a single speed-up factor has proven useful for
individual kinetic observables, e.g., collapse of the mean-
squared displacement of various polymer melts across
chain lengths [12, 13], correcting a variety of coupled ki-
netic processes remains problematic.
More rigorous approaches to describing accurate dy-
namics in CG models require additional parametrization
effort. The Mori-Zwanzig formalism describes the dy-
namical evolution of a CG system by means of a gener-
alized Langevin equation, in which the noise and friction
need careful attention to accurately model local dynamics
[14, 15]. Practically, this entails the parametrization of a
friction tensor for each CG bead [16–20]. Other efforts
have focused on emulating friction tensors via fictitious
particles [21], the estimation of entropy and friction cor-
rections due to coarse-graining [22], or choosing the CG
mapping to minimize memory [23]. Clearly, while the
static properties of a simulation model only depend on its
force field, its kinetics depend additionally on the applied
thermostat—making the latter’s choice and parametriza-
tion essential.
Building upon these efforts, we seek a simple and sys-
tematic method capable of both analyzing and improving
kinetic properties in CG models. Specifically, we take two
main considerations into account:
1. Many molecular systems display a variety of ki-
netic processes at various timescales. Identifying a
representative set of kinetic processes and selecting
relevant observables to probe them requires signifi-
cant insight into the system. Ideally, manual selec-
tion of kinetic observables and processes should be
avoided.
2. Rigorous approaches to building consistent dynam-
ics in CG models have three main disadvantages:
(i) They are often tedious to parametrize and im-
plement (e.g., optimization and numerical integra-
tion of friction tensors); (ii) They scale down the
accelerated dynamics of CG models to the level of
the real system—reducing the sampling efficiency
closer to AA models. From a practical perspec-
tive, CG models should ideally exhibit both faster
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2and consistent dynamics; and lastly (iii) The long-
timescale effects from assumptions and errors asso-
ciated with the local kinetic parameters (e.g., fric-
tion tensor) can be difficult to control.
Markov state models (MSMs) [24–26], which are coarse-
grained kinetic models of a simulation trajectory, specifi-
cally address the first point. In particular, by estimating
transition probabilities between predefined microstates,
a diagonalization of the resulting transition probability
matrix provides an immediate characterization of the hi-
erarchy of slowest timescales (i.e., eigenvalues) and asso-
ciated processes (i.e., eigenvectors). For systems at equi-
librium, the largest eigenvalue (i.e., λ0 = 1) corresponds
to an infinite timescale with an associated eigenvector
describing the stationary distribution projected onto the
chosen microstates. Consequently, MSMs simultaneously
characterize the static and kinetic properties of the sys-
tem, making them a useful methodology to analyze sim-
ulation models [27–33].
(a) (b)
(c) (d)
EH
FIG. 1. (a) Cartoon representation of an Ala3 peptide. Atoms
are shown using a licorice representation (without terminals),
while CG beads of the PLUM model are displayed as spheres.
The different beads consist of: N for the amide group, Cα for
the central carbon, Cβ for the side chain, and C for the car-
bonyl group. The backbone dihedrals φ, ψ, and ω are depicted
as well. (b) Illustration of the three relevant metastable states
for Ala3 sampled by PLUM, projected on a Ramachandran
map: helical (α), extended (β), and left-handed helix (αL)
regions. (c) Cartoon representation of an Ala4 peptide. Rep-
resentations of the helical (H) and extended (E) metastable
states are shown, as well as the dihedral, Ψ, and 1–4 residue
distance, R1–4, order parameters. (d) Illustration of the two
relevant metastable states for Ala4 sampled by CG-sb, pro-
jected onto the two order parameters. Cartoons rendered with
VMD [34].
We recently reported the use of MSMs to analyze two
CG peptide models—one top-down and one bottom-up
(Figure 1) [35]. Peptides offer a useful test for CG models
as they display a variety of kinetic processes at overlap-
ping timescales—even for the smallest of systems. We
probed to what extent the simulation trajectories were
compatible with more consistent kinetics by building bi-
ased MSMs, which attempt to balance the microstate
transitions observed in CG simulation trajectories and
reference kinetic information by reweighting the transi-
tion probability matrix. In this work, we propose refine-
ments to the two peptide models by altering their force
field based on this reweighting. By focusing on improv-
ing not only the stationary distribution but also ratios of
timescales (i.e., up to an arbitrary speed-up factor) and a
qualitative description of the associated eigenvectors, we
use the MSM framework to refine both the static and ki-
netic properties of the CG models. Rather than reference
AA simulations, the present reparametrization relies on
biased MSMs for two reasons: (i) this strategy is helpful
when no AA simulations are available (e.g., but only CG
simulations and experimental information) and (ii) bi-
ased MSMs can help guide how to reparametrize the CG
model. To keep the parametrization and implementation
procedure simple, we limit changes to the CG models
to the beads’ masses (i.e., effectively scaling individual
isotropic friction coefficients) and a small number of rel-
evant force-field parameters. Though these adjustments
are not enough to recover a rigorous dynamical evolution
of the systems, we show that they help enhance the qual-
ity of the CG models—not only kinetic, but also static
properties.
The present work demonstrates that relying on a com-
bination of static and kinetic information can help con-
struct more robust CG force fields. We find that a simple
rescaling of the masses can shift the relative timescales
of the slow kinetic processes, without affecting their
nature (i.e., corresponding eigenvector) or ratio of for-
ward/backward timescales. As a result, mass rescaling
does not necessarily help correct the ordering of the pro-
cesses. Larger alterations of the kinetics require force-
field adjustments. For example, we consider the helix-
coil transition sampled by a minimal CG model for a
small peptide. It was previously demonstrated that a
structure-based parametrization—aimed at reproducing
low-order correlation functions—understabilized the he-
lical state and sampled a large basin of spurious con-
formational intermediate states [36]. We demonstrate
here that the inclusion of kinetic constraints into the
parametrization procedure helps identify an alternative
CG model that retains the essential static properties of
the original CG model, while improving the ratio of for-
ward/backward timescales by effectively hindering the
sampling of these spurious intermediates.
II. MODELS AND METHODOLOGY
In this work, we investigate the impact of incorporating
kinetic information into the parametrization of CG mod-
3els. We consider two small peptide systems along with
two distinct CG approaches: (i) a transferable model
that retains resolution of the peptide backbone dihedrals
and (ii) a highly-specific, structure-based, 1-bead per
amino acid model. For reference, we use explicitly sol-
vated AA simulations of the corresponding capped pep-
tides, which employ the OPLS-AA [37] and SPC/E [38]
force fields to model the peptide and solvent interac-
tions, respectively. These simulations consisted of a total
of 1 µs from five independent simulations and were de-
scribed previously [35, 36].
A. Transferable CG PLUM model applied to Ala3
a. Model PLUM describes an amino acid using four
beads—three for the backbone and one for the side
chain—in an implicit water environment [39]. The
almost-atomistic resolution of the backbone allows an
explicit modeling of the backbone dihedrals, φ, ψ, and
ω (Figure 1). While ω—centered around the peptide
bond—is largely frozen, φ and ψ display significant vari-
ability and directly map to larger-scale peptide secondary
structures. As such, φ and ψ are commonly employed in
Ramachandran maps [40] to analyze the conformational
variability of small peptides.
PLUM was parametrized using a top-down strategy
[10], which consists of incorporating interactions that
are deemed relevant, and whose parameters are opti-
mized to reproduce emerging properties of the system.
In PLUM, the parametrization of local interactions (e.g.,
sterics) aimed at a qualitative description of Ramachan-
dran maps, while longer-range interactions—hydrogen
bond and hydrophobicitiy—aimed at reproducing the
folding of a three-helix bundle, without explicit bias to-
ward the native structure [39]. The model is generic in
that it aims at describing the essential features of a vari-
ety of amino-acid sequences, rather than an accurate re-
production of any specific one. After parametrization, it
was shown capable to fold several helical peptides [39, 41–
44], stabilize β-sheet structures [39, 45–48], and used to
probe the conformational variability of intrinsically dis-
ordered proteins [49].
The kinetics of the PLUM peptide model were probed
by means of a Markov state model analysis of a tri-
peptide of alanine residues (Ala3) [35]. Compared with
reference AA simulations, the results pointed at sig-
nificant issues with the reproduction of the relative
timescales of the slowest processes. Worse, the CG model
switches the order of the two slowest processes: the tran-
sition in and out of the left-handed helical region, αL, and
the α − β transitions (see Figure 1 (b) for a projection
of these metastable states on the Ramachandran map).
The incorporation of reference mean-first-passage times
between the α, β, and αL regions of the Ramachandran
map led to a biased Markov state model that captured
the essential features of the CG simulations, while yield-
ing a realistic hierarchy of kinetic processes and correct
timescale separation [35].
b. Simulations CG simulations of Ala3 with the
PLUM force field [39, 50, 51] were run using the
ESPResSo simulation package [52]. Details of the force
field, implementation, and simulation parameters can be
found in Bereau and Deserno [39]. CG units of the
model are built from a length, LP = 1 Å, an energy
EP = kBTroom ≈ 0.6 kcal/mol as the thermal energy at
room temperature, and a mass MP ≈ 4.6 × 10−26 kg
[39]. The CG unit of time can be constructed from the
combination T = L√M/E . Using the values above, we
find T P ∼ 0.1 ps, which does not realistically represent
the conformational changes of the protein [35, 39]. A
single canonical simulation at temperature kBT = 1.0 E
was performed for 100, 000 T P, recording the system
every 0.1 T P. Temperature control was ensured by
means of a Langevin thermostat with friction coefficient
γ = (1.0 T P)−1.
c. Reparametrization For the purpose of the present
reparametrization, we first varied the masses, m, of the
beads. While all set to m = M in the original model
[39], we considered alternative assignments for the Cα,
Cβ , and C beads, while retaining mN = M (Figure 1).
Fixing the mass of one of the beads allows us to focus
on altering the relative kinetics, since a uniform shift of
all masses merely scales each dynamical process by the
same amount. We considered alternative massesm/M =
{0.1, 0.5, 1.0, 2.0, 5.0, 10.0}, for a total of 63 = 216 trial
models.
The PLUM force field is made up of a small number of
interactions. Excluding the bonded interactions, there
are steric interactions between beads, the backbone-
backbone hydrogen-bond interaction, and side-chain hy-
drophobicity. The last two have little effect on the static
and kinetic properties of Ala3, given the small size of the
system. Thus, we focus on the sterics, varying the Weeks-
Chandler-Anderson parameters associated with the bead
sizes, σ, within 10% of their original values (the func-
tional form makes the interactions insensitive to the
strength, ). For each reparametrization, we ran a canon-
ical simulation and analyzed both the static and kinetic
properties using a Markov state model analysis.
B. Structure-based CG model for Ala4
d. Model We also considered a system-specific,
structure-based implicit solvent CG model [36] for a
tetra-peptide of alanine residues (Ala4), effectively prob-
ing a minimal helix-coil transition. This model, denoted
CG-sb, represents each amino acid with a single CG
bead, placed at the α-carbon position. The potential
energy function employs four distinct interactions be-
tween the four CG beads: bond, angle, dihedral and
1–4 (i.e., end-to-end). These potentials were determined
using a self-consistent generalized Yvon-Born-Green re-
lation [53, 54] aimed at reproducing a set of force cor-
relation functions—related to one-dimensional structural
4distributions—along each order parameter corresponding
to a term in the CG potential. The CG-sb model qualita-
tively reproduces the free-energy surface along the dihe-
dral angle, Ψ, defined between the four α-carbons of the
peptide backbone and the end-to-end distance, R1–4, be-
tween the first and last α-carbons (Figure 1c). Although
CG-sb better stabilizes helices compared to a correspond-
ing force-matching-based model, the minimal representa-
tion and simple interactions lead both models to sample
a large basin of spurious conformational intermediates,
forbidden at the AA level [36].
The kinetics of the CG-sb model were also recently as-
sessed via Markov state model analysis [35]. Compared
to reference AA simulations, the CG-sb model correctly
assigns the transition between helical (H) and extended
(E) metastable states as the slowest dynamical process,
and with an accurate representation of the associated
eigenvector (i.e., which microstates are primarily involved
in the kinetic process). However, the CG-sb model ex-
hibits transitions from H to E that are too fast compared
to the backward process, in line with the understabilized
helical state [36]. The model also lacks any significant
timescale separation between the two slowest dynamical
processes [35]. The incorporation of reference mean-first-
passage times between the H and E metastable states led
to a biased Markov state model that retained the essen-
tial features of the original model, while improving the
timescale separation and the ratio of forward/backward
timescales of the H−E transition. This improvement was
achieved by concentrating the flux of probabilities in a
narrow subset of the helical region, as compared to the
reference AA trajectory.
e. Simulations CG simulations of Ala4 were per-
formed with the Gromacs 4.5.3 simulation suite in the
constant NVT ensemble with T = 298 K, while employ-
ing the stochastic dynamics algorithm with a friction co-
efficient γ = (2.0 T S)−1 and a time step of 1e − 3 T S,
where T S = 1 ps. A single simulation was performed for
50, 000 T S, recording the system every 0.05 T S. The CG
unit of time, T S, can be determined from estimates of
the fundamental units of length, mass, and energy of the
simulation model, but does not provide any meaningful
description of the dynamical processes generated by the
model.
f. Reparametrization We considered several
reparametrizations of the CG-sb model, which em-
ploy the same representation and set of interaction types
as the original model. The bond potential remained
identical for all models. Our reparametrization strategy
follows the insight gained from the biased Markov state
model: vary parts of the CG potentials to better stabilize
the helical state [35]. As a proxy, we take the difference
between the CG-sb and force-matching potentials,
δUi, given the models’ differing abilities in stabilizing
the helix [36]. Trial CG potentials were then defined
as UCGi (α) = UCG-sbi + αiδUi, where i = {ang, dih,
1–4} adjusts separately each angle, dihedral, and 1–4
interaction, respectively. For each reparametrization,
we ran a canonical simulation and analyzed both the
static and kinetic properties using a Markov state model
analysis.
C. Markov state models
Given a trajectory generated from molecular dynam-
ics simulations, Markov state models attempt to approxi-
mate the exact dynamical propagator with a finite transi-
tion probability matrix, T(τ) [24–26]. This requires a dis-
cretization of configuration space, which groups all pos-
sible configurations into a manageable set of microstates.
Once the microstates are chosen, the number of observed
transitions from microstate i to j at a time separation
τ , Cobsij (τ), is determined. The matrix of transition
counts, Cobs(τ), embodies the dynamics of the simula-
tion trajectory. An estimator for the transition prob-
ability matrix is then constructed such that the simu-
lation data is optimally described, while ensuring nor-
malization and detailed balance constraints. The latter
constraint applies to any system at equilibrium and al-
leviates finite-sampling issues. The transition probabil-
ity matrix is constructed by maximizing the posterior
p(T | C) ∝ p(C | T) = ∏i,j TCijij , where we applied
Bayes’ theorem and a uniform prior distribution [55].
We recently proposed a method to construct an MSM
informed by additional external information [35]. By
combining the aforementioned optimization procedure
with a set of coarse reference kinetic constraints, we de-
termined a new transition probability matrix that best
reproduces the constraints while minimally biasing the
simulation data. We refer to such models as biased
MSMs.
In the present work, standard MSMs are built for each
of the reparameterized CG models, as well as the ref-
erence AA models. Following the projection and dis-
cretization of peptide trajectories along the order pa-
rameters presented in Figure 1, MSMs were generated
via a maximum-likelihood technique [56]. MSM con-
struction and analysis (e.g., calculation of the eigenspec-
trum, metastable states, and mean-first-passage times)
were performed using the pyEmma package [57–59]. Lag
times of τ = 250 ps and τ = 1.25 T S were employed
for the AA and CG models, respectively, for Ala4 and
τ = 40 ps and τ = 1.5 T P were employed for the AA and
CG models, respectively, for Ala3.1 See the Supporting
Information section of [35] for more details.
D. Model assessment
For all reparametrizations considered, we systemati-
cally compared the results to the biased Markov state
1 Rudzinski et al. [35] mistakenly reported AA lag times in ns
instead of ps.
5models constructed by Rudzinski et al. [35]. We quan-
tify the similarity between eigenvectors or stationary dis-
tributions of different models using the Jensen-Shannon
divergence
JSD(p||q) = 1
2
∑
i
pi (ln pi − lnmi)+1
2
∑
j
qj (ln qj − lnmj) ,
(1)
where p and q are two (discretized) distributions, i and j
run over all bins, and m = (p+ q)/2. The JSD provides
a symmetrized and smoothed version of the Kullback-
Leibler divergence, D(p||q) =∑i pi ln pi/qi [60].
III. RESULTS
A. Transferable PLUM model applied to Ala3
The following describes the refinement of the PLUM
model to better describe the statics and kinetics of Ala3.
As a first step, we monitor to what extent varying the
beads’ masses can help improve the kinetic properties of
the model. Given that masses only couple to the Hamil-
tonian via the kinetic energy, they do not alter any static
equilibrium property [61]. Thus, we only monitor the im-
pact on the dominant eigenvalues and eigenvectors of the
transition probability matrix. Subsequently, we consider
larger changes to PLUM by varying force-field compo-
nents and assess both static and kinetic properties of the
resulting models.
We begin with a brief summary of the kinetic analy-
sis of PLUM applied to Ala3, reported by Rudzinski et
al. [35]. Reference AA simulations indicated a strong
timescale separation between the second eigenvalue and
the next—singling out the first two kinetic processes as
the most relevant. These correspond to transitions be-
tween the metastable states depicted in Figure 1 (b)—in
and out of αL and between α and β, respectively—while
all other kinetic processes occur within the metastable
states. Although the AAMSM yielded very similar eigen-
values, λ2/λ1 ≈ 0.9, the PLUM MSM displayed a first
eigenvalue that is too high compared to the second, i.e.,
λ2/λ1 ≈ 0.4 (Figure 2). Worse, the order of the first two
eigenvectors in PLUM is switched, such that the ratio
between λ1 and λ2 is qualitatively wrong.
g. Refinement I: masses To probe the dependence
of the kinetic properties of PLUM’s Ala3 on the masses,
we considered a variety of bead-mass combinations as de-
scribed in the Methods section. Importantly, all models
keep mN =M fixed, such that the effect stems from the
difference between masses. For each model, we monitor
the accuracy of the relative timescales of the first two
kinetic processes, λ2/λ1, as shown in Figure 3 (a).
Among all beads, we find the strongest variations
against mC. Increasing mC/mN is expected to slow
processes along φ, since this dihedral directly connects
the C beads of consecutive residues. Kinetically, mo-
tion along φ correlates most strongly with transitions
0 1 2 3
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FIG. 2. Ala3: Eigenvalue spectrum of the three slowest
processes of the reference AA model, the original PLUM
model, PLUM with rescaled masses (PLUM-m∗C), and PLUM
with altered force field and rescaled masses (PLUM-σ∗Cβ -m
∗
C).
Starting with λ3, the corresponding kinetic processes probe
transitions within metastable states.
between the αL and β regions (Figure 1). Indeed, we
find that increasing mC/mN slows down the second ki-
netic process in PLUM (i.e., transitions involving αL)
with respect to the first (i.e., α − β transitions), such
that λ2/λ1 improves (Figure 3 (a)). However, even a
ratio mC/mN approaching 102—arguably an unreason-
ably large difference—does not suffice to reach λ2 = λ1,
at which point the two eigenvalues switch to correct the
order of the kinetic processes.
To further probe the ordering of kinetic processes, Fig-
ure 3 (b) reports the Jensen-Shannon divergence (JSD;
equation 1) between eigenvectors of identical index, as
well as between eigenvectors of different indices. Overall,
the trial simulation models with altered masses yielded
similar eigenvectors and none of them corrected the hier-
archy of kinetic processes. The eigenvalue spectrum of an
improved mass-rescaling is presented in Figure 2 (PLUM-
m∗C), for whichmC = 10M whilemCα = mN =M. The
eigenvalue ratio of PLUM-m∗C, λ2/λ1 = 0.8, is signifi-
cantly improved compared to the original PLUM model.
However, mass rescaling does not significantly change the
ratio of forward/backward mean-first-passage times be-
tween pairs of metastable states (data not shown). Al-
tering masses likely scales the dynamics homogeneously
across a particular kinetic process, whether forward or
backward.
All in all, these findings suggest that mass rescaling
can improve the relative timescale of different kinetic
processes, but cannot improve relative mean-first-passage
times, and is not necessarily sufficient to correct qualita-
tive discrepancies in the model’s kinetic properties.
h. Refinement II: force field Though we attempted
to vary all bead sizes around their equilibrium values, the
side chain yielded the largest effects on both the static
and kinetic properties. Specifically, reducing the side-
chain bead radius, σCβ , by 10% (i.e., from 2.50 Å to
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FIG. 3. Ala3: (a) Ratio of the first two eigenvalues λ2/λ1,
indicating the relative timescale of the associated kinetic pro-
cesses. The bold red and black dashed lines indicate val-
ues for the original PLUM and reference AA models, respec-
tively. Note that the AA ratio is located above 1.0 because of
PLUM’s unphysical switching of the kinetic processes. Blue
dots correspond to trial CG models with rescaled masses, pro-
jected along mC while mN =M. (b) Jensen-Shannon diver-
gence (equation 1) between eigenvectors of the trial models
and the original PLUM model: red and blue dots are between
eigenvectors of identical index (i.e., 1 − 1, 2 − 2), while the
purple and green squares are between eigenvectors of different
indices (i.e., 1− 2, 2− 1).
2.25 Å) significantly altered several properties of the force
field. Figure 4 (a–c) compares the free-energy surfaces of
the AA, PLUM, and the altered PLUM force field with
reduced side-chain bead size (PLUM-σ∗Cβ ). We find a
significant stabilization of the sterically-hindered region
with φ ≈ 120 deg and ψ ≈ −120 deg. Though too stable
compared to the AA model, the free-energy of this region
remains in the range≈ 2−6 kBT , such that the conforma-
tional ensemble at room/body temperature is marginally
affected. Further, this leads to an improved description
of the αL metastable state: the free-energy of αL relative
to β was previously reported as 4.18 and 5.75 kBT for
the AA and original PLUM models [35], while PLUM-
σ∗Cβ yields 4.10 kBT , in excellent agreement with AA.
Similarly, the free-energy of α relative to β is improved:
values of 0.42, 0.95, and 0.65 kBT are found for the AA,
PLUM, and PLUM-σ∗Cβ force fields, respectively. Fig-
ure 4 (d–f) also displays projections of the AA metastable
states, sampled in the CG trajectories. We find that the
PLUM-σ∗Cβ model displays a broader αL region as com-
pared to PLUM, in better agreement with AA. Kinetic
properties are improved slightly, as evidenced by a larger
eigenvalue ratio, λ2/λ1 = 0.75, though we obtain eigen-
vectors similar to PLUM’s.
Evidently, the altered force field should not only im-
prove the description of the Ramachandran map, it ought
to retain the features of the original model. Given that
PLUM was parametrized to also reproduce the folding
of the de novo α3D three-helix bundle, we verified that
PLUM-σ∗Cβ could do the same using the original simula-
tion protocol [39]. We indeed find spontaneous folding, as
monitored by the amount of helicity and topology of the
three helices against the NMR structure [62], and a vir-
tually unaltered folding temperature, i.e., kBTf ≈ 1.2 E
(data not shown).
Finally, applying the mass rescaling proposed above,
we obtain a model (PLUM-σ∗Cβ -m
∗
C) that further in-
creases the eigenvalue ratio, λ2/λ1 = 0.87, only 20% off
from the AA ratio, while the original PLUM model was
more than 50% too low (Figure 2). In terms of mean-
first-passage times, PLUM-σ∗Cβ -m
∗
C slightly improves the
forward/backward timescale ratio for transitions between
the metastable states (data not shown).
B. Structure-based model for Ala4
We also assessed refinements of the CG-sb model to
better reproduce features of the helix-coil transition for
Ala4. We consider variations in the angle, dihedral, and
1–4 potentials of the CG-sb model according to individ-
ual scaling parameters, αi, for each interaction i. Fig-
ure 5 illustrates characteristics of the resulting interac-
tion potentials for the dihedral and 1–4 degrees of free-
dom. Panel (a) demonstrates that the minima in the di-
hedral interaction corresponding to the helix (H, Ψ ≈ 60
deg) and extended (E, Ψ ≈ −120 deg) regions become
increasingly narrow as αdih shifts from −1 (red curve) to
2.5 (blue curve). The E minimum also shifts significantly
to the right—a limitation of our parameter search. In ad-
dition to the narrowing, the H region is stabilized relative
to E. Similarly, panel (b) demonstrates that the H min-
imum (R1–4 ≈ 0.5 nm) in the 1–4 interaction is both
narrowed and destabilized as α1–4 shifts from −0.25 (red
curve) to 1.25 (blue curve). The black curve in each
panel of Figure 5 denotes the interaction in the CG-
sb model. Finally, adjustments of the angle parameter
(0 < αang < 1.5) tilted the potential to stabilize the H
region relative to E.
When considering trial reparametrizations, we monitor
both the reproduction of the kinetic properties against
the biased MSM [35] and structural properties compared
to the original parametrization [36]. In particular, im-
provements in the kinetics were assessed from the Jensen-
Shannon divergence (JSD; equation 1) of the first dynam-
ical eigenvector, eˆ1, with respect to the biased MSM,
while divergence from the structural properties of the
CG-sb model was quantified with the JSD of the station-
ary distribution, pi.
Columns 1 through 4 of Figure 6 characterize these two
metrics for increasing values of the angle reparametriza-
tion parameter, αang, as a function of αdih and α1–4 (see
Figure 5). Figure 6 (a) demonstrates that the CG-sb
model (α = {0, 0, 0}) lies away from any local minimum
of JSD(eˆ1 || eˆBMSM1 ). Increased values of α tend to im-
prove the kinetics relative to the CG-sb model. Figure 6
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FIG. 4. Ala3: Free-energy surfaces of AA (a), original PLUM (b), and PLUM with smaller side-chain radius, PLUM-σ∗Cβ
(c). PLUM-σ∗Cβ almost quantitatively reproduces the α − β as well as αL − β free-energy differences, with respect to the AA
model. Metastable states of the AA model (d) and the corresponding states sampled in the two CG models: (e) PLUM and
(f) PLUM-σ∗Cβ .
(a) (b)
FIG. 5. Ala4: Reparametrizations of the dihedral (a) and 1–4 (b) potentials for the CG-sb model of Ala4 as a function of
the parameter α = {αang, αdih, α1–4}. The black curves correspond to the CG-sb model (α = {0, 0, 0}), while the cyan curves
correspond to the reparametrized CG* model (α = {1.0, 1.0, 0.5}). The H and E labels refer to the helical and extended
metastable states, respectively (see Figure 1 (d)).
(b) demonstrates that, while changing α necessarily in-
creases JSD(pi || piCG-sb), there exists a slow direction
of divergence (i.e., approximately along δα = {c, c, c/2},
for c > 0). Using these metrics, we identify a set of pa-
rameters that yields a compromise between kinetics and
statics. We select α = {1.0, 1.0, 0.5} (denoted CG*) for
further analysis below.
In the following, we analyze the structural and ki-
netic properties of the CG* model with respect to the
CG-sb and reference AA models. Figure 7 (a) presents
the free-energy surface of each model along Ψ and R1–4.
CG* demonstrates a stabilized H region, p(H) = 0.39,
compared with the CG-sb model, p(H) = 0.25, in bet-
ter agreement with the AA model, p(H) = 0.36. Both
CG models sample the E region with comparable ac-
curacy. The minimal CG representation (i.e., mapping
and interaction set) prevents a quantitative reproduction
of the AA cross-correlations, such that both CG-sb and
a corresponding force-matching model demonstrate dif-
ficulties in stabilizing helices [36]. This deficiency was
linked to the stabilization of spurious intermediates in
both models. Critically, the CG* model samples fewer
of these intermediates (Ψ ≈ 70 deg, R1–4 ≈ 0.95 nm),
compared with CG-sb. We find that models with lower
JSD(eˆ1 || eˆBMSM1 ) more significantly prohibit this region.
Figure 7 (b) presents the one-dimensional distribution
functions along Ψ and R1–4. The CG-sb model provides
an improved description of the one-dimensional distri-
butions, in comparison to the force-matching model, by
sharpening the minima of the CG potentials [36]. Over-
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FIG. 6. Ala4: Assessment of the reparametrized models, each characterized by the scaling parameter α = {αang, αdih, α1–4} (See
Figure 5). (a) Kinetic discrepancies are characterized with respect to the biased MSM (BMSM)—representing the minimal
adjustments to the CG-sb model that will yield consistent kinetics—by the Jensen-Shannon divergence (JSD) of the first
dynamical eigenvector: JSD(eˆ1 || eˆBMSM1 ). (b) Structural discrepancies are characterized with respect to the original CG-sb
model—parametrized with a structure-based scheme—by the JSD of the stationary distribution, pi: JSD(pi || piCG-sb)). Note
that the global minimum of JSD(pi || piCG-sb), α = {0, 0, 0}, falls below the plotted scale (≈ 10−4) and is not exactly equal to
zero due to small uncertainties in the construction of the MSM.
(a)
(b)
AA CG-sb CG*
p(E) = 0.60
p(H) = 0.36
p(E) = 0.65
p(H) = 0.25
p(E) = 0.53
p(H) = 0.39
FIG. 7. Ala4: Structural characterization of the CG* model with respect to the original CG-sb model as well as the reference
AA model. (a) Free-energy surfaces along Ψ and R1–4. Probability of sampling the H and E metastable states (see Figure 1)
is quantified in each panel. (b) One-dimensional distribution functions along Ψ and R1–4.
all, the CG* model emphasizes the helical region, but
retains a qualitative description of the distributions, as
compared to CG-sb.
To better monitor the impact of the intermediate
region on the nature of the helix-coil transition, we
project the free-energy surface along a single parameter,
Q, defined orthogonal to the dividing surface between
metastable states (Figure 8). The black curve demon-
strates that the H to E transition in the AA model occurs
via a wide and shallow landscape in the H region, with
a narrow but steep dividing surface (Q ≈ 0.3). Interest-
ingly, the force-matching model constructed by Rudzin-
ski and Noid [36] (CG-fm, cyan curve) reproduces the
free-energy along Q rather well, although the lack of a
clear minimum in the H region causes serious discrepan-
cies in the one-dimensional distributions and free-energy
surface along Ψ and R1–4. In contrast, the CG-sb model
(red curve) stabilizes helices via a shallow but narrow
minimum in a sub-region of H (Q ≈ −1.0). Clearly,
this shallow minimum along with the lack of a significant
barrier between the states causes exceedingly fast H to E
transitions, compared with the reverse process [35]. Rel-
ative to the CG-sb model, the CG* model (blue curve)
significantly stabilizes the narrow helical minimum, while
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FIG. 8. Ala4: Projection of the helix-coil transition in Ala4 onto a single order parameter, Q. (a) Schematic of the projection
of the metastable states onto Q. (b) Free-energy profile along Q for the AA model (black curve) and various CG models.
leaving the remainder of the free-energy profile largely
unchanged. Consequently, the effective barrier between
H and E regions is much higher. Models that empha-
size kinetic over structural accuracy exaggerate this sta-
bilization, e.g., CG-kin, α = {1.5, 1.0, 1.0}, green curve
of Figure 8. In agreement with the biased MSM results,
improved kinetics of the CG model require a sharp and
deep minimum in the helical region.
Finally, Figure 9 characterizes the kinetic properties of
the CG-sb and CG* models with respect to the biased
MSM and reference AA models. Figure 9 (a) presents
an intensity plot of the eigenvector corresponding to λ1,
which characterizes the probability flux at the corre-
sponding timescale. The CG-sb model describes the pro-
cess quite well, albeit with a slight narrowing of the flux
in a small region of the H state [35]. The CG* model
demonstrates a similar, but slightly exaggerated, behav-
ior in its eigenvector—a predicted characteristic for con-
sistent kinetics [35]. Figure 9 (b) shows an improved
timescale separation between the first and second kinetic
processes in the CG* model compared with the CG-sb
model. To further assess the description of the slow-
est process, Figure 9 (c) presents the ratio of mean-first-
passage times between the two metastable states. The
biased MSM reproduces the AA ratio by construction,
while the CG-sb yields an H to E transition which is too
fast by about 35%, compared with the reverse process.
The CG* model displays significant improvement, nearly
quantitatively reproducing this ratio.
IV. CONCLUSIONS
The vast majority of coarse-grained (CG) models dis-
play grossly inaccurate kinetic properties—not only is the
dynamics overall faster, the slow kinetic processes dis-
play inconsistent speedups. Systems as simple as small
polypeptides serve as excellent examples: from incompat-
ible forward- and backward-rates (e.g., Ala4 above) to a
swapped hierarchy of the slowest kinetic processes (e.g.,
Ala3 above). Rather than a rigorous evolution of CG
dynamics, we explore to what extent adjustments of the
force field, coupled to a simple Langevin thermostat, can
alleviate the issues brought forward by a Markov state
model analysis of the statics and kinetics. In particu-
lar, the use of biased Markov state models, a simulation
trajectory augmented with coarse reference information,
provides us with two key advantages: (i) the use of exper-
imental kinetic information can bypass the requirement
to rely on expensive and potentially inaccurate AA sim-
ulations; and (ii) biased Markov state models can hint
at a reparametrization strategy by highlighting the CG
potentials’ deficiencies.
We find that tuning the difference between CG bead
masses can improve the relative timescales of the slow ki-
netic processes, but does not improve the description of
the associated eigenvectors and fails to correct the order
of kinetic processes. Adjusting the side-chain’s bead size
of the transferable CG PLUM model can significantly
improve the description of the low-populated left-handed
helix region in Ala3, as seen from the relative stability
of the different metastable states (i.e., α, β, and αL).
Importantly, we find that the force-field parametriza-
tion is still capable of folding the three-helix bundle α3D
at a folding temperature in agreement with the original
parametrization [39]. The system was too small to probe
and possibly refine the interactions modeling hydrogen
bonds and hydrophobicity.
Force-field refinement of the structure-based Ala4 CG
model proved most insightful. The original parametriza-
tion, aimed to reproduce one-dimensional correlation
functions [36], lacked stabilization of the helical state,
partially due to spurious intermediates forbidden at the
AA level. Here, we find that alternative force-field pa-
rameters targeting both static and kinetic properties can
retain the overall quality of the one-dimensional distribu-
tion functions, while improving the consistency of tran-
sitions between metastable states. More specifically, ki-
netic constraints can restrict the stability of the connect-
ing intermediates, yielding an improved description of
transitions.
Although CG potentials that generate a particular set
of one-dimensional distributions are unique in theory [63–
65], the force field parameters are often highly degener-
ate in practice [66–68] (i.e., many distinct potentials may
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FIG. 9. Ala4: Kinetic characterization of the CG* model, compared with the CG-sb model, with respect to the biased MSM
(BMSM) and reference AA models. (a) Intensity plots of the first dynamical eigenvectors, characterizing the probability
flux of each microstate at the corresponding timescale. (b) Eigenvalue spectrum of the three slowest processes. (c) Ratio of
mean-first-passage times between the H and E metastable states.
give rise to nearly identical distributions). Thus, sim-
ilar to previous approaches that couple structure-based
schemes with additional (e.g., thermodynamic [69, 70])
constraints, consideration of kinetic information can as-
sist in building more robust CG models. Additionally,
matching low order distribution functions alone often ex-
plicitly deteriorates the description of cross-correlations
[54], which may be generally important for accurately
modeling the hierarchical structures stabilized by many
biological molecules (e.g., proteins). Consequently, we
expect force-field parametrization strategies that com-
bine static and kinetic properties to be of use to sim-
ulators, even when probing static properties alone.
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