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Zusammenfassung
Hadoop ist ein beliebtes Framework fu¨r verteilte Berechnungen u¨ber große Datenmen-
gen (Big Data) mittels MapReduce. Hadoop zu verwenden ist einfach: Der Entwickler de-
finiert die Eingabedatenquelle und implementiert die beiden Methoden Map und Reduce.
U¨ber die verteilte Berechnung und Fehlerbehandlung muss er sich dabei keine Gedanken
machen, das erledigt das Hadoop-Framework.
Allerdings kann die Analyse von Big Data sehr lange dauern und da sich die Eingabe-
daten jede Sekunde a¨ndern, ist es vielleicht nicht immer die beste Idee, die vollsta¨ndige
Berechnung jedes Mal aufs Neue auf die kompletten Eingabedaten anzuwenden. Es wa¨re
doch geschickter, sich das Ergebnis der vorherigen Berechnung zu betrachten und nur
die Deltas zu analysieren, also Daten, die seit der letzten Berechnung hinzugefu¨gt oder
gelo¨scht wu¨rden. In dem Gebiet der selbstwartbaren materialisierten Sichten in relatio-
nalen Datenbanksystemen gibt es bereits mehrere Ansa¨tze, die sich mit der Lo¨sung die-
ses Problems bescha¨ftigen. Eine Strategie liest nur die Deltas und inkrementiert oder de-
krementiert die Ergebnisse der vorherigen Berechnung. Allerdings ist diese Inkrement-
Operation sehr teuer, deshalb ist es manchmal besser, das komplette alte Ergebnis zu lesen
und es mit den Deltas der Eingabedaten zu kombinieren.
In dieser Masterarbeit wird ein neues Framework namens Marimba vorgestellt, welches
sich genau um diese Probleme der inkrementellen Berechnung ku¨mmert. Einen MapRe-
duce-Job in Marimba zu schreiben ist genau so einfach wie einen Hadoop-Job. Allerdings
werden hier keine Mapper- und Reducer-Klasse implementiert, sondern eine Translator-
und Serializer-Klasse. Der Translator a¨hnelt dem Mapper: Er bestimmt, wie die Eingabe-
daten gelesen und daraus Zwischenwerte berechnet werden. Der Serializer erzeugt die
Ausgabe des Jobs. Wie diese Ausgabe berechnet wird, gibt der Benutzer durch Implemen-
tierung einiger Methoden an, um Werte zu aggregieren und invertieren.
Vier MapReduce-Jobs, darunter auch das Paradebeispiel fu¨r MapReduce WordCount,
wurden im Marimba-Framework implementiert. Das Entwickeln von inkrementellen Map-
Reduce-Jobs ist mit dem Framework extrem einfach geworden. Außerdem konnte mit Per-
formanztests gezeigt werden, dass die inkrementelle Berechnung deutlich schneller ist als
eine vollsta¨ndige Neuberechnung.
Ein weiterer unter den vier implementierten Jobs berechnet Wortauftrittswahrschein-
lichkeiten in geschriebenen Sa¨tzen. Dies kann beispielsweise fu¨r Spracherkennung ver-
wendet werden. Wenn ein Wort in einer gesprochenen SMS nicht richtig verstanden wur-
de, hilft der Algorithmus zu raten, welches Wort am wahrscheinlichsten an einer bestimm-
ten Stelle stehen ko¨nnte, abha¨ngig von den vorherigen Wo¨rtern im Satz. Damit dieser Al-
gorithmus auch brauchbare Ergebnisse liefert, ist die Menge und die Qualita¨t der Eingabe-
daten wichtig. Durchaus brauchbare Ergebnisse wurden durch die Verarbeitung von Mil-
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lionen von Twitter-Feeds, die deutsche Twitter-Nutzer in den letzten Monaten geschrieben
haben, erreicht.
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Abstract
The Hadoop framework for MapReduce jobs is a very popular tool for distributed calcu-
lations over big data. Working with Hadoop is simple: Define your input data source and
implement the two methods Map and Reduce. You don’t need to care about scheduling or
fault tolerance. That’s what the Hadoop framework does.
But analyzing big data can be very time-consuming and as data changes every second,
it’s not the best idea to do the calculation over the whole input data again and again. Why
couldn’t we just use the old result and simply analyze the delta, so the inserted and deleted
data since the last computation? There are many approaches for solving this problem in the
area of self-maintaining materialized views in relational databases. There’s one strategy
which just reads the delta and increments or decrements the values in the previous result.
As such increments can be very expensive, it’s sometimes better to use another strategy,
which reads the complete old result and combines it with the delta.
In this thesis a new framework called Marimba is presented, which cares about all these
problems and how to achieve self-maintenance. Writing a MapReduce job in Marimba is
as simple as writing a Hadoop job. Instead of implementing a Mapper and Reducer class, a
Marimba developer writes a Translator and Serializer class. The Translator is very similar
to the Mapper, it defines how to read the input data and how to generate intermediate
values. The Serializer produces the output of the job. And how this output is calculated,
the user of the framework can tell in some methods to aggregate and invert values.
Four MapReduce-Jobs, including WordCount - the textbook example for MapReduce -
were implemented in the Marimba framework. Incremental MapReduce jobs can be im-
plemented easily now, but that’s not all. Performance tests show that it’s much faster to do
an incremental instead of a full recomputation.
Another of the four implemented jobs calculate probabilities for words in a written sen-
tence. This can be used in voice recognition. If you dictate the text of an SMS and a word
could not be understood correctly, the algorithm helps guessing the word depending on
the previous words in the sentence. For getting good results the amount and quality of
input data is important, so we analyzed millions of Twitter feeds which people wrote in
the last months.
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1 Einleitung
Suchmaschinen, Internetkaufha¨user und soziale Netzwerke. Dies sind drei Beispielanwen-
dungen, bei denen enorme Mengen von Daten entstehen und analysiert werden. Die Such-
maschine durchforstet das Internet und erstellt eine Art Inhaltsverzeichnis, um Suchan-
fragen von Benutzern schnell und sinnvoll beantworten zu ko¨nnen. Im Internetkaufhaus
gehen ta¨glich Tausende von Bestellungen ein. Eine Analyse u¨ber die Bestellungen hilft,
Trends herauszufinden und das Ka¨uferverhalten zu erkla¨ren. Und auch im sozialen Netz-
werk werden die Nutzer analysiert, um ihnen mo¨glichst relevante Werbung zu zeigen oder
ihnen Freunde und Seiten vorzuschlagen.
Die soeben genannten Analysen von Webseiten, Bestellungen und Personen sind sehr
zeit- und rechenintensiv. U¨blicherweise werden sie nur in bestimmten Intervallen aus-
gefu¨hrt, beispielsweise einmal nachts, wenn der Ansturm auf einer Webseite am gerings-
ten ist. Dies sorgt natu¨rlich dafu¨r, dass die Berechnung eventuell ein paar Stunden alt
ist und nicht mehr hundertprozentig korrekt ist. In den genannten und vielen weiteren
Anwendungsfa¨llen ist eine absolute Korrektheit der Daten jedoch gar nicht notwendig,
es werden auch leicht veraltete Ergebnisse toleriert. Bei der Suchmaschine sorgt das dafu¨r,
dass eine brandneue Webseite erst Stunden oder Tage nach der Vero¨ffentlichung gefunden
werden kann. Benutzer von Suchmaschinen erwarten dies gar nicht anders. Das Internet-
kaufhaus liefert bei einer Analyse der Daten statistische Informationen u¨ber die aktuelle
Situation, also etwa u¨ber Bestellungen bis zum Zeitpunkt, an dem die Analyse gestartet
hat. Da sich das Ka¨uferverhalten fu¨r gewo¨hnlich nicht stu¨ndlich a¨ndert, ist auch hier kei-
ne absolute Aktualita¨t erforderlich. Und im Falle des sozialen Netzwerks kann es bei leicht
veralteten Statistiken passieren, dass die Anzahl der Freunde dritten Grades vielleicht um
ein Prozent daneben liegt. Auch dies ist nicht tragisch.
Aufgrund der hohen Datenmengen dauern die Analysen oft sehr lange. Bei einer ver-
teilten Berechnung auf mehreren leistungsstarken Rechnern la¨sst sich die Ausfu¨hrungszeit
jedoch immer weiter senken. Die Idee vom verteilten Rechnen ist fast so alt wie die Idee
vom Computer selbst. Ansa¨tze dafu¨r gibt es viele, einige erfordern spezielle Hardware,
andere erzwingen homogene Rechnertypen, wieder andere eine enorm aufwendige Pro-
grammierung der Software, welche sich um die Verteiltheit ku¨mmert.
MapReduce ist ein von Google eingefu¨hrtes Framework fu¨r nebenla¨ufige Berechnungen
u¨ber große Datenmengen. Es existieren mehrere Implementierungen, eine davon das von
der Apache Software Foundation entwickelte Hadoop, welches im Rahmen dieser Arbeit
verwendet wurde.
MapReduce macht die Entwicklung von nebenla¨ufigen Berechnungen fu¨r den Entwick-
ler sehr einfach. Es wird vielfach eingesetzt und es gibt viele Beispielanwendungen. Je-
doch fa¨llt auf, dass viele der Anwendungen nicht fu¨r inkrementelle Berechnungen ge-
eignet sind, sondern in jedem Anlauf alles komplett neu berechnen. Die Suchmaschine
wu¨rde also bei ihrem ta¨glichen Indizieren das alte Ergebnis verwerfen und alle Websei-
ten neu einlesen, das Internetkaufhaus kann nicht einfach nur die Bestellungen seit dem
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letzten Analysevorgang betrachten, sondern muss alle Bestellungen neu analysieren. Und
das soziale Netzwerk durchla¨uft alle Freundschaftsbeziehungen erneut, obwohl sich doch
eventuell seit dem letzten Durchlauf gar nicht so viel gea¨ndert hat.
Damit eine Berechnung inkrementell ausgefu¨hrt werden kann, mu¨ssen viele Dinge be-
achtet werden. Die Entwicklung eines MapReduce-Jobs, welcher inkrementell arbeitet ist
deutlich aufwendiger als die Entwicklung eines simplen Jobs, welcher eine komplette
Neuberechnung durchfu¨hrt. Dieses Problem wurde im Rahmen dieser Arbeit behandelt
und ein Framework namens Marimba entwickelt, welches das einfache Erstellen von in-
krementellen MapReduce-Jobs ermo¨glicht.
In dieser Arbeit wird zuna¨chst in Kapitel 2 das Funktionsprinzip von MapReduce und
Hadoop erkla¨rt. Kapitel 3 stellt eine Idee vor, wie MapReduce-Jobs inkrementell arbeiten
ko¨nnen. Die Ziele und Anforderungen an das Framework werden in Kapitel 4 genannt
und auf die Implementierung wird in Kapitel 5 eingegangen. Einige typische Beispiele fu¨r
MapReduce werden in Kapitel 6 vorgestellt und es wird erla¨utert, wie diese im Marimba-
Framework implementiert werden. Nach einer Evaluation in Kapitel 7 folgt eine Zusam-
menfassung in Kapitel 8.
2
2 Grundlagen
Das im Rahmen dieser Arbeit entwickelte Framework basiert auf MapReduce und benutzt
dazu das in Java geschriebene freie Framework Hadoop.
2.1 MapReduce
Der MapReduce-Algorithmus von Google fu¨r nebenla¨ufige Berechnungen u¨ber große Da-
tenmengen wurde inspiriert durch die in der funktionalen Programmierung oft verwen-
deten Funktionen map und reduce (siehe Abbildung 2.1).
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Abbildung 2.1: MapReduce
3
2 Grundlagen
2.1.1 Map-Phase
Die Funktion Map ku¨mmert sich um einen Teil der Eingabedaten (ein sogenannter Split).
Die Eingabedaten sind Schlu¨ssel-Wert-Paare und mu¨ssen unabha¨ngig voneinander verar-
beitbar sein. Die erste Phase des Map-Reduce-Algorithmus ist die Map-Phase, in welcher
die Rechner im Cluster (sog. Worker) parallel die Map-Funktion auf die Schlu¨ssel-Wert-
Paare eines Splits der Eingabedaten anwenden. Auch die Ausgabe der Map-Funktion ist
eine Menge von Schlu¨ssel-Wert-Paaren, welche auch Intermediate-Key und Intermediate-
Value genannt werden. Beendet der Worker die Durchfu¨hrung der Map-Funktion, kann
er sie erneut auf einen weiteren Split anwenden, bis schließlich alle verarbeitet wurden.
Nun halten die Worker ihre berechneten Schlu¨ssel-Wert-Paare bereit, welche in der zwei-
ten Phase, der Reduce-Phase verwendet werden.
2.1.2 Reduce-Phase
Die Reduce-Funktion wird angewandt auf einen speziellen Schlu¨ssel und die Menge der
dazugeho¨rigen Werte. Auch diese Funktion kann wieder parallel auf allen Workern aus-
gefu¨hrt werden. Dazu besorgt sich ein Worker, der sich um dem Schlu¨ssel ki ku¨mmert,
zuna¨chst von allen anderen Workern die Intermediate-Values, die diese zu ki bereit liegen
haben. Auf diese Werte wird nun die Reduce-Funktion angewendet, welche u¨berlichweise
eine Ausgabe pro Schlu¨ssel erzeugt. Diese Ausgabe kann beispielsweise ein Zeile sein,
welche in eine Textdatei geschrieben wird oder eine Einfu¨gung in eine Tabelle.
2.1.3 Beispiel: WordCount
Das Paradebeispiel fu¨r MapReduce ist der Algorithus WordCount, welcher die Anzahl der
Vorkommnisse aller Wo¨rter eines Textes za¨hlt (siehe Algorithmus 1, aus [20]).
Algorithmus 1 WordCount
1: function MAP(String id, String line)
2: for all word ∈ line do
3: emit(word, 1)
4: end for
5: end function
6:
7: function REDUCE(String word, List〈int〉 counts)
8: sum← 0
9: for all n ∈ counts do
10: sum← sum+ n
11: end for
12: emit(word, sum)
13: end function
Die Eingabe ist hier ein beliebig langer Text, welcher Zeile fu¨r Zeile gelesen wird. Die
Map-Funktion erzeugt fu¨r jedes Wortword in einer Zeile das Schlu¨ssel-Wert Paar (word, 1).
Die Reduce-Funktion addiert nun fu¨r ein spezielles Wort alle Werte (alles Einsen) auf und
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liefert als Ausgabe die Gesamtanzahl der Vorkommnisse dieses Wortes im gesamten Do-
kument. Mehr zum WordCount-Algorithmus folgt in Kapitel 6.1.
2.1.4 Combiner
Um einen MapReduce-Job zu schreiben, mu¨ssen also nur die Funktionen Map und Reduce
implementiert werden. Optional kann jedoch zusa¨tzlich noch eine Combine-Funktion ein-
gesetzt werden, welche der Reduce-Funktion a¨hnelt, also die Werte fu¨r einem bestimmten
Schlu¨ssel aufaggregiert. Allerdings fu¨hrt diese der Mapper, also der Rechner, welcher die
Map-Funktion ausfu¨hrt, selbst aus. Die Menge der zu einem Schlu¨ssel geho¨rigen Werte
ist an dieser Stelle jedoch noch unvollsta¨ndig, das endgu¨ltige Aufaggregieren erledigt wie
gehabt der Reducer. Ziel des Combiners ist es, eine Art lokales Reduce auszufu¨hren, um
die Zwischenergebnisse, welche auf andere Rechner transportiert werden mu¨ssen, klein
zu halten. Die Combine-Funktion fu¨r das WordCount-Beispiel sieht wie folgt aus:
Algorithmus 2 WordCount: Combiner
1: function COMBINE(String word, List〈int〉 counts)
2: s← 0
3: for all n ∈ counts do
4: s← s+ n
5: end for
6: emit(word, s)
7: end function
Wa¨hrend beim Fall ohne Combiner fu¨r die Reducer viele gleiche Worte bereitliegen,
etwa (“der”, 1), (“der”, 1), (“der”, 1), produziert der Combiner nun lokal einen zusam-
mengefassten Eintrag, also (“der”, 3). Weder der Mapper noch der Reducer mu¨ssen dafu¨r
vera¨ndert werden. Der Reducer erha¨lt nun weniger Einsen, die er aufaddieren muss, statt-
dessen den zusammengefassten Eintrag.
Weitere Informationen u¨ber Combiner sind in [3], [14] und [27] zu finden. Dort wird
empfohlen, immer einen Combiner zu verwenden, sofern es der Algorithmus erlaubt.
2.1.5 Anzahl der Mapper und Reducer
Die Anzahl der Mapper und Reducer ist entscheidend fu¨r die Performanz eines Map-
Reduce-Jobs. Wird die Anzahl ungeschickt gewa¨hlt, kann es beispielsweise passieren, dass
ein Rechner auf einen anderen lange warten muss. Mapper gibt es immer so viele, wie
Splits vorhanden sind. Zum Beispiel la¨sst sich beim Texteingabeformat konfigurieren, aus
wie vielen Megabytes ein Split beim Lesen einer Textdatei bestehen soll. Dies ist bei HDFS
(siehe na¨chster Abschnitt) standardma¨ßig 64 MB, sodass bei einer ein Gigabyte großen
Eingabedatei sechzehn Mapper gestartet werden. Besteht nun der Rechencluster aus fu¨nf
Rechnern, welche jeweils zwei Map-Aufgaben gleichzeitig ausfu¨hren, werden zuna¨chst
zehn Aufgaben parallel abgearbeitet und sechs mu¨ssen warten. Bei Beendigung einer Auf-
gabe kann sich der betreffende Rechner um den na¨chsten noch offenen Split ku¨mmern.
5
2 Grundlagen
Die Anzahl der Reducer ha¨ngt von der Anzahl sogenannter Partitionen ab. Eine Partiti-
on ist eine Menge von Schlu¨sseln (Intermediate-Keys), um die sich ein Reducer ku¨mmert.
Bei Hadoop wird standardma¨ßig ein Hash-Partitioner verwendet, welcher die Schlu¨ssel
u¨ber eine Hash-Funktion in eine vom Benutzer festgelegte Anzahl von Partitionen ver-
teilt. So ist die Anzahl der Reducer also frei wa¨hlbar, wa¨hrend die Anzahl der Mapper von
der Gro¨ße der Eingabedaten abha¨ngt. In [19] wird empfohlen, die Anzahl der Reducer auf
(0,95 oder 1,75 * Anzahl der Knoten * Aufgaben pro Knoten) zu setzen. Im ersten Fall (0,95)
starten alle Reducer gleichzeitig, im zweiten Fall nur knapp die Ha¨lfte, sodass sich diejeni-
gen Rechner, welche als erstes mit ihrer Aufgabe fertig werden, um eine weitere Aufgaben
ku¨mmern ko¨nnen. Dies verhindert, dass eine Reducer-Aufgabe, welche um einiges la¨nger
dauert als andere, die gesamte Berechnung aufha¨lt. Der Rechner, welche sich um diese
lang dauernde Aufgabe ku¨mmert, erledigt nur diese, die anderen Rechner erledigen in
der Zeit jeweils zwei Aufgaben.
Auch in [14] wird empfohlen, nur eine kleine Anzahl von Reducern zu verwenden. Der
Vorschlag ist hier, die Zahl knapp unter die Anzahl von Reduce-Slots zu setzen, was der
oben genannten Formel mit dem Faktor 0,95 entspricht. Dies sind Erfahrungen aus Bench-
marks, mehr dazu auch in Kapitel 7.
2.2 Hadoop
Hadoop [1] [25] ist ein in Java geschriebenes freies Framework welches auf dem Map-
Reduce-Algorithmus basiert. Es wird von Yahoo, Facebook und vielen anderen prominen-
ten Webseiten eingesetzt. Hadoop ist der De-Facto-Standard fu¨r die Verarbeitung von Big
Data [22] und soll laut einer Studie [18] a¨hnlich erfolgreich werden wie Linux.
Um Hadoop zu verwenden, muss der Benutzer die aktuelle Hadoop-Version als JAR-
Datei herunterladen und in seinem Java-Projekt einbinden. Nun ko¨nnen MapReduce-Jobs
durch Implementierung der Schnittstelle Tool und u¨berschreiben der Methoden map und
reduce in den Klassen Mapper und Reducer erstellt werden. Zusa¨tzlich wird der Job
konfiguriert, indem Eingabeformat, Ausgabeformat und Dateitypen fu¨r Intermediate-Key
und -Value gesetzt werden. Als Ein- und Ausgabe eignen sich sowohl Textdateien, welche
im HDFS, als auch Tabellen, welche in HBase vorliegen.
2.2.1 HDFS
Das Hadoop Distributed File System [16] ist ein verteiltes Dateisystem, welches Dateien in
mehreren Datenblo¨cken zu u¨blicherweise je 64 MB ablegt. Durch die Kopie dieser Blo¨cke
auf mehrere (standardma¨ßig drei) Rechner im Cluster werden Zuverla¨ssigkeit und Ge-
schwindigkeit gesteigert, ohne dass sich das Programm, welches auf Daten lesend oder
schreibend zugreifen mo¨chte, um die Verteilung ku¨mmern muss. Ein Ausfall eines Rech-
nerknotens kann also durch diese Redundanz verlustfrei kompensiert werden. Des wei-
teren entfa¨llt der Transport von Eingabedaten zum Mapper, da dieser bevorzugt Splits
verarbeitet, welche er lokal gespeichert hat.
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2.2.2 HBase
HBase [7] ist die zu Hadoop geho¨rige spaltenorientierte Datenbank, welche Googles Big
Table implemeniert. Anders als bei relationalen Datenbanken besteht eine HBase-Tabelle
nicht aus festgelegten Spalten, sondern viel mehr aus sogenannten Spalten-Familien (Co-
lumn Families), welche beliebige Spalten beinhalten ko¨nnen. Beim Einfu¨gen einer Zeile in
eine HBase-Tabelle, wird ein eindeutiger Schlu¨ssel (Row Key) angegeben sowie die Na-
men (Column Qualifier) und Werte beliebiger Spalten. Das folgende Beispiel zeigt, wie
u¨ber die HBase-Konsole eine Tabelle person mit einer Spalten-Familie default angelegt,
und wie eine Zeile eingefu¨gt und abgerufen wird.
> create ’person’, ’default’
> put ’person’, ’p27’, ’default:vorname’, ’Anton’
> put ’person’, ’p27’, ’default:nachname’, ’Schmidt’
> get ’person’, ’p27’
COLUMN CELL
default:nachname timestamp=1338991497408, value=Schmidt
default:vorname timestamp=1338991436688, value=Anton
2 row(s) in 0.0640 seconds
Die eingefu¨gte Zeile mit dem Schlu¨ssel p27 besitzt also zwei Spalten, vorname und
nachname. Andere Zeilen ko¨nnen durchaus andere Spalten besitzen. Bei HBase ist es
u¨blich, dass eine Zeile aus meheren Hundert oder Tausend Spalten besteht. Eine Suche
ist jedoch nur u¨ber den Row Key mo¨glich. Sekunda¨re Zugriffspfade werden von HBase
eben so wenig unterstu¨zt wie zeilenu¨bergreifende Transaktionen.
Jede Spalte hat neben einem Wert auch einen Zeitstempel. Dies ermo¨glicht die Versio-
nierung der Daten. Bei einem U¨berschreiben einer Spalte wird also der alte Wert nicht
gelo¨scht, sondern ein neuer Wert mit dem aktuellen Zeitstempel eingefu¨gt. Eine Leseope-
ration liefert standardma¨ßig den neusten Wert, es ist jedoch auch mo¨glich die Werte zu
einem beliebigen Zeitpunkt in der Vergangenheit abzurufen.
HBase baut auf HDFS auf und braucht sich nicht um Lastverteilung und Replikation
zu ku¨mmern, da HDFS dies erledigt. Dass also z.B. jeder Datenblock von HDFS dreimal
repliziert wird, ist aus der Sicht von HBase unsichtbar.
Datenbanken wie HBase, die einen nicht-relationalen Ansatz verfolgen, za¨hlen zu den
sogenannten NoSQL-Datenbanken (”Not Only SQL“). Sie sind optimiert fu¨r große Da-
tenmengen sowie schnellen und simplen Datenzugriff, etwa durch die Vermeidung von
Joins. Oft werden NoSQL-Datenbanken nicht als Alternative sondern als Erga¨nzung zu
relationalen Datenbanken angesehen [26]. Beispielsweise kann bei einem Internetkauf-
haus prima¨r eine relationale Datenbank verwendet werden, zur Analyse werden die Da-
ten jedoch in eine NoSQL-Datenbank u¨bertragen und mittels MapReduce verarbeitet. Falls
gewu¨nscht, kann das Ergebnis wieder in die urspru¨ngliche Datenbank geschrieben wer-
den.
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2.3 Materialisierte Sichten
Eine Sicht bezeichnet in einer relationalen Datenbank eine virtuelle Relation, welche u¨ber
eine gepeicherte Abfrage definiert wird. Bei jeder Abfrage auf einer Sicht, wird ihr Inhalt
neu berechnet. Anders ist dies bei materialisierten Sichten, welche vor allem bei aufwa¨ndi-
gen Berechnungen Sinn machen. Hier wird das Ergebnis der Sicht vorberechnet und kann
somit schnell abgerufen werden. Jedoch muss bei einem Einfu¨gen, A¨ndern und Lo¨schen
auf Sa¨tzen der Basistabellen die materialisierte Sicht aktualisiert werden. Man unterschei-
det dabei zwischen direktem Aktualisieren, sodass die Sicht stets aktuell ist, sowie verzo¨ger-
tem Aktualisieren, beispielsweise einmal nachts. Fu¨r gewo¨hnlich wird man sich bei lang
andauernden Berechnungen fu¨r letzteres entscheiden (vergleiche mit Kapitel 1).
Eine materialisierte Sicht wird selbstwartbar genannt, wenn sie bei A¨nderungen in der
Lage ist, diese einzubringen, ohne eine vollsta¨ndige Neuberechnung durchzufu¨hren. Die
Sicht generiert ihren neuen Stand also nur durch Betrachtung der A¨nderungen und ihres
alten Standes.
In [12] und [11] werden die A¨hnlichkeiten von MapReduce-Jobs zu materialisierten Sich-
ten genannt und u¨berpru¨ft, in wie fern sich bekannte Techniken zur Selbstwartbarkeit auf
MapReduce u¨bertragen lassen. Mehr dazu in Kapitel 3.
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Im Rahmen des Virga Projekts [2] untersucht die AG Heterogene Informationssysteme
die inkrementelle Neuberechnung von MapReduce-Ergebnissen. Dabei werden Verfah-
ren zur Selbstwartkeit von materialisierten Sichten, welche bereits im Kontext relationaler
Datenbanken erforscht wurden, in die MapReduce-Umgebung u¨bertragen und entspre-
chend angepasst. Diese Arbeit baut auf den Ergebnissen der folgenden Bachelorarbeiten
und wissenschaftlichen Publikationen auf.
3.1 Inkrementelle Neuberechnungen in MapReduce
In der Bachelorarbeit von Roya Parvizi [20] wurden einige typische Anwendungsfa¨lle,
die in Googles urspru¨nglichem MapReduce-Papier [6] beschrieben wurden, untersucht.
Dazu za¨hlen WordCount, Reverse Web-Link Graphs, URL-Zugriffsha¨ufigeiten, Wort-His-
togramme pro Host und invertierte Wortlisten. Einige dieser Anwendungen sind auch in
dieser Arbeit in Kapitel 6 wiederzufinden. In der genannten Bachelorarbeit wurden fu¨r je-
den Anwendungsfall MapReduce-Jobs zur inkrementellen Wartung entwickelt. Es konn-
te gezeigt werden, dass die inkrementelle Berechnung deutlich performanter ist als eine
vollsta¨ndige Neuberechnung. Je weniger A¨nderungen an den Basisdaten vorgenommen
wurden, desto mehr machte sich dies in der Ausfu¨hrungszeit positiv bemerkbar.
3.2 Inkrementelle Wartung von Data Cubes
Im Rahmen der Bachelorarbeit von Marc Scha¨fer [23] wurde ein weiterer Anwendungs-
fall untersucht: Die Berechnung von Data Cubes. Dies sind die Menge aller mo¨glichen
Gruppierungen in einer Tabelle, z.B. die Anzahl der Besucher einer Webseite pro unter-
schiedlichem Browser, pro Land, pro Browser und Betriebssystem, usw. In [17] wurde vor-
geschlagen, Data Cubes mit MapReduce zu berechnen, allerdings wurde die inkrementelle
Neuberechnung nicht betrachtet. Dieser Anwendungsfall ist komplexer als die bereits un-
tersuchten, da die Aufgabe in mehrere Teilaufgaben zerlegt werden musste und Sequen-
zen von MapReduce-Jobs zur Berechnung verwendet wurden. Dennoch konnte auch hier
im inkrementellen Fall eine Effizienzsteigerung erreicht werden.
3.3 Techniken zur Selbstwartbarkeit in MapReduce
In der Publikation ”Incremental Recomputations in MapReduce“ [12] wurden die Tech-
niken zur Selbstwartbarkeit von materialisierten Sichten auf MapReduce u¨bertragen. Ein
MapReduce-Job, der nur die A¨nderungen seit der letzten Ausfu¨hrung sowie das alte Er-
gebnis betrachtet, kann in vielen Fa¨llen schneller sein als eine vollsta¨ndige Neuberech-
nung.
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3.3.1 Overwrite-Strategie
Die inkrementelle Variante des in Kapitel 2 vorgestellten WordCount-Algorithmus sieht
wie folgt aus (aus [12]):
Algorithmus 3 Inkrementeller WordCount - Overwrite Installation
1: function MAP(String key, String value)
2: if key is inserted then
3: for all word ∈ value do
4: emit(word, 1)
5: end for
6: else if key is deleted then
7: for all word ∈ value do
8: emit(word, -1)
9: end for
10: else
emit(key, value)
11: end if
12: end function
Die Eingabe dieser neuen Map-Funktion sind drei Arten von Schlu¨ssel-Wert-Paaren: ein-
gefu¨gte und gelo¨schte Daten sowie Ergebnisse der vormaligen Berechnung. Es muss also
gekennzeichnet werden, zu welchen der drei Arten ein Eingabetupel geho¨rt, damit in der
Map-Funktion unterschieden werden kann, wie mit der Eingabe umgegangen wird. Sind
es eingefu¨gte Daten, passiert das gleiche wie beim normalen WordCount-Algorithmus: Je-
des Wort in der vorliegenden Zeile wird mit dem Wert 1 weitergegeben. Gelo¨schte Daten,
also Zeilen, die in der vorherigen Berechnung noch enthalten waren und nun nicht mehr
vorhanden sind, werden negativ geza¨hlt, also durch die Ausgabe einer −1. Die dritte Art
von Daten ist eine Zeile der vorherigen Berechnung. Der Schlu¨ssel ist hier ein bestimm-
tes Wort und der Wert die Anzahl der Vorkommnisse dieses Wortes bei der vorherigen
Berechnung.
Die alten Ergebnisse werden also einfach weitergeschleift, hinzugefu¨gte Wo¨rter dazu-
geza¨hlt und gelo¨schte Wo¨rter abgezogen. Der Reducer bleibt bei diesem MapReduce-Job
unvera¨ndert. Er addiert zur alten Za¨hlung die Anzahl der neuen Wo¨rter hinzu und zieht
durch Addieren von−1-Werten die gelo¨schten Wo¨rter ab. Die Ausgabe dieses MapReduce-
Jobs ist eine vollsta¨ndige Tabelle mit allen Anzahlen aller Wo¨rter. Es ist also mo¨glich, das
Ergebnis in eine andere Tabelle zu schreiben als bei der vorherigen Berechnung. U¨blich-
erweise wird jedoch die gleiche Tabelle, von der gelesen wird, wieder u¨berschrieben. Aus
diesem Grund nennt man diese Variante der inkrementellen Neuberechnung Overwrite
Installation.
3.3.2 IncDec-Strategie
Die Alternative zur Overwrite Installation ist die Increment Installation (auch IncDec ge-
nannt), bei der das alte Ergebnis nicht gelesen werden muss. Stattdessen werden nur die
eingefu¨gten und gelo¨schten Daten verarbeitet und die A¨nderungen auf die bereits existie-
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rende Tabelle angewendet, siehe Algorithmus 4.
Algorithmus 4 Inkrementeller WordCount - Increment Installation
1: function MAP(String key, String value)
2: if key is inserted then
3: for all word ∈ value do
4: emit(word, 1)
5: end for
6: else if key is deleted then
7: for all word ∈ value do
8: emit(word, -1)
9: end for
10: end if
11: end function
12:
13: function REDUCE(String word, List〈int〉 values)
14: sum← 0
15: for all n ∈ values do
16: sum← sum+ n
17: end for
18: inc(word, ’myColFamily’, ’myColQualifier’, sum)
19: end function
Da anders als bei der Overwrite Installation die Map-Funktion nicht die Ergebnisse der
vorherigen Berechnung liest, wird hier nur zwischen eingefu¨gten und gelo¨schten Daten
unterschieden. Weiterhin fa¨llt auf, dass die Ausgabe der Reduce-Funktion ein Inkrement
ist. Das heißt, das die berechnete Summe nicht in eine Spalte geschrieben wird, sondern auf
den bereits in einer Spalte stehenden Wert aufaddiert wird. Diese Operation ist deutlich
teuerer als das schlichte U¨berschreiben. Ist ein Wort noch nicht in der Tabelle vorhanden,
wird es neu in die Tabelle eingefu¨gt. Vorteil der IncDec-Strategie ist, dass bei nur weni-
gen A¨nderungen ein Großteil der bereits berechneten Ergebnisse unberu¨hrt bleiben. Es
werden lediglich die Zeilen gelesen, welche auch geschrieben werden. Eine Optimierung
der Reduce-Funktion ist eine U¨berpru¨fung, ob sum ungleich 0 ist. Denn ein Wort, welches
genau so oft hinzugefu¨gt wie gelo¨scht wird, vera¨ndert das Ergebnis nicht.
3.3.3 Formalisierung
In diesem Abschnitt wird die Klasse der selbstwartbaren MapReduce-Jobs definiert. Was
im Beispiel des WordCount-Algorithmus die Addition von natu¨rlichen Zahlen war - also
die Addition von bereits berechneten Wortanzahlen sowie positiven und negativen Einsen
-, ist im allgemeinen Fall eine Aggregationsfunktion ◦ auf Werten eines beliebigen Werte-
typs Dv.
Vorher mu¨ssen jedoch die Eingabedaten in Schlu¨ssel-Wert-Paare u¨bersetzt werden. Dies
geschieht mit einer Funktion translate. Die Eingabedaten sind vom Typ Dsk × Dsv, die
Intermediate-Key-Values vom Typ Dk × Dv. Die Intermediate-Values bilden zusammen
mit der Aggregatsfunktion ◦ eine abelsche Gruppe (Dv, ◦). Die fu¨r eine abelsche Grup-
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pe notwendigen inversen und neutralen Elemente werden im folgenden u¨ber die beiden
Funktionen ∗ und e definiert:
• Eine Funktion translate : Dsk ×Dsv → P(Dk ×Dv)
• Eine Funktion ◦ : Dv ×Dv → Dv
• Eine Funktion ∗ : Dv → Dv, welche jedes Element der abelschen Gruppe (Dv, ◦) auf
sein inverses Element abbildet.
• Eine Funktion e :∅→ Dv, welche das neutrale Element der abelschen Gruppe (Dv, ◦)
ausgibt.
Fu¨r das Beispiel WordCount sind die Eingabedaten vom Typ Z× Text, also Zeilennum-
mer und der Text der Zeile. Die translate-Funktion zerlegt die Zeile in ihre Wo¨rter und
liefert eine Menge von (Text × Z)-Paaren, sprich das Wort und dessen Anzahl (= 1). Die
Funktion ◦ ist die +-Operation auf den ganzen Zahlen Z, das inverse Element v∗ zu v ist
−1 · v, das neutrale Element e ist 0.
Das allgemeine MapReduce-Programm besteht nun aus einer Map-Funktion, die die
Werte fu¨r eingefu¨gte Daten mit der translate-Funktion in Schlu¨ssel-Wert-Paare u¨bersetzt.
Gelo¨schte Daten werden ebenfalls u¨bersetzt, jedoch danach invertiert. Alte Ergebnisse
werden bei der Overwrite-Strategie einfach weitergeben. Die Reduce-Funktion nimmt nun
das alte Ergebnis und die Werte von den eingefu¨gten Daten sowie die invertierten Werte
von gelo¨schten Daten und aggregiert mittels der ◦-Funktion das Ergebnis, welches darauf-
hin geschrieben werden kann.
Wird statt der Overwrite-Strategie IncDec verwendet, gibt es keine alten Daten als Ein-
gabe. Der Reducer aggregiert die Werte (normale und invertierte) auf und schreibt sie
als Inkrement in die Datenbank. Im WordCount-Beispiel kann dies eine positive oder
auch negative Zahl sein. Mit den vorliegenden Funktionen la¨sst sich auch die Strategie
Vollsta¨ndige Neuberechnung formalisieren. Die Map-Funktion u¨bersetzt dabei alle Eingaben
mit der translate-Funktion, die Reduce-Funktion aggregiert die Werte eines Schlu¨ssels auf
und schreibt sie.
Ein Combiner arbeitet a¨hnlich wie der Reducer: Er aggregiert also die bereits vorliegen-
den Werte zu einem Schlu¨ssel, siehe Algorithmus 5.
Algorithmus 5 Combiner
1: function COMBINE(key, value)
2: temp← e
3: for all v ∈ values do
4: temp← temp ◦ v
5: end for
6: emit(key, temp)
7: end function
Weitere Details, Algorithmen und Funktionen sind in [12] beschrieben.
12
4 Entwurf eines Frameworks
4.1 Frameworks
Ein Framework oder auch Programmiermodell oder Programmgeru¨st wird in [21] wie
folgt definiert: ”Ein Programmgeru¨st ist ein erweiterbares und anpassbares System von
Klassen, das fu¨r einen allgemeinen, u¨bergeordneten Aufgabenbereich eine Kernfunktiona-
lita¨t mit entsprechenden Bausteinen bereitstellt. Die Kernfunktionalita¨t und die Bausteine
mu¨ssen eine geeignete Grundlage bieten, um die Bewa¨ltigung unterschiedlicher konkreter
Auspra¨gungen der allgemeinen Aufgabenstellung erheblich zu vereinfachen. Programm-
geru¨ste sind also Systeme von Klassen, die speziell fu¨r die Wiederverwendung bzw. Mehr-
fachverwendung entwickelt werden.“
4.2 Das Hadoop MapReduce Framework
Ein Beispiel fu¨r ein Programmgeru¨st ist das Hadoop-Framework. Die Kernfunktionalita¨t
ist die verteilte Ausfu¨hrung von Jobs auf mehreren Rechnern. Hadoop ist ein in Java
geschriebenes Programmgeru¨st. Der Benutzer verwendet es, indem er Klassen wie Tool,
Mapper oder Reducer vererbt und Methoden wie map und reduce implementiert. Fu¨r den
WordCount-Job sieht die Mapper-Klasse wie folgt aus:
public s t a t i c c l a s s WordCountMapper extends
Mapper<LongWritable , Text , ImmutableBytesWritable , LongWritable> {
private Text word = new Text ( ) ;
@Override
public void map( LongWritable key , Text value , Context contex t )
throws IOException , InterruptedExcept ion {
Str ingTokenizer token izer = new Str ingTokenizer ( l i n e ) ;
while ( token izer . hasMoreTokens ( ) ) {
word . s e t ( token izer . nextToken ( ) ) ;
contex t . wri te (new ImmutableBytesWritable (
th i s . word . getBytes ( ) , 0 , th i s . word . getLength ( ) ) ,
new LongWritable ( 1 ) ;
}
}
}
Durch Vererbung der Klasse Mapper unter Angabe der Parametertypen fu¨r die Ein- und
Ausgabetypen sowie Implementierung der Methode map gibt der Benutzer das Verhalten
der Mapper an. Auf gleiche Weise wird der Reducer definiert:
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public s t a t i c c l a s s WordCountReducer extends
TableReducer<ImmutableBytesWritable , LongWritable , Writable> {
@Override
public void reduce ( ImmutableBytesWritable key ,
I t e r a b l e<LongWritable> values , Context contex t )
throws IOException , InterruptedExcept ion {
long sum = 0 ;
for ( LongWritable value : values ) {
sum += value . get ( ) ;
}
Put put = new Put ( key . get ( ) ) ;
put . add ( Bytes . toBytes ( ” d e f a u l t ” ) , Bytes . toBytes ( ” d e t a i l s ” ) ,
Bytes . toBytes (sum ) ) ;
contex t . wri te ( key , put ) ;
}
}
In der Methode reduce liegen die einzelnen Werte als Iterable-Objekt vor, u¨ber die in
einer Schleife iteriert werden kann. In dem Beispiel sind diese Werte vom Typ LongWrita-
ble und werden aufaddiert, um schließlich in ein Put-Objekt gepackt werden zu ko¨nnen.
Dieses Put-Objekt sorgt fu¨r ein Einfu¨gen in eine HBase-Tabelle.
Der eigentliche lauffa¨hige Hadoop-Job ist eine Implementierung der Schnittstelle Tool.
In dieser Klasse wird der Job konfiguriert. Er erha¨lt einen Namen (”wordcount“), die An-
zahl der Reducer wird festgelegt, Formate fu¨r Ein- und Ausgabe werden gesetzt und auf
die soeben erstellten Mapper- und Reducer-Implementierungen verwiesen. Obwohl be-
reits bei der Implementierung des Mappers und Reducers angegeben wurde, welche Ty-
pen die Intermediate-Key und -Value haben, ist dies bei der Konfiguration eines Hadoop-
Jobs nochmals erforderlich. Die Ein- und Ausgabeformate mu¨ssen ebenfalls konfiguriert
werden, also in diesem Fall der Pfad zu den Eingabedateien und der Name der Ausgabe-
Tabelle:
public c l a s s WordCount implements Tool {
@Override
public in t run ( S t r i n g [ ] args ) throws Exception {
Configurat ion conf = getConf ( ) ;
Job job = new Job ( conf , ”wordcount” ) ;
job . setNumReduceTasks ( 1 8 ) ;
job . set InputFormatClass ( TextInputFormat . c l a s s ) ;
job . setOutputFormatClass ( TableOutputFormat . c l a s s ) ;
job . setMapperClass ( WordCountMapper . c l a s s ) ;
job . setReducerClass ( WordCountReducer . c l a s s ) ;
job . setMapOutputKeyClass ( ImmutableBytesWritable . c l a s s ) ;
job . setMapOutputValueClass ( LongWritable . c l a s s ) ;
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TableMapReduceUtil . in i tTableReducer Job ( ” outputTable ” ,
WordCountReducer . c lass , job , HashPar t i t ioner . c l a s s ) ;
job . s e t J a r B y C l a s s ( WordCount . c l a s s ) ;
TextInputFormat . se t InputPaths ( job , ”/inputdata ” ) ;
return ( job . waitForCompletion ( t rue ) == t rue ) ? 0 : −1;
}
}
Lediglich durch die Implementierung der Klassen Mapper und Reducer sowie die
Konfiguration mit der Klasse Tool wird festgelegt, wie das MapReduce-Programm ar-
beitet. Der Benutzer gibt dabei an, wie die Eingabe interpretiert, die Berechnung durch-
gefu¨hrt und die Ausgabe geschrieben wird. Um alles weitere ku¨mmert sich das Hadoop-
Framework, also um die Koordination u¨ber die Rechner im Cluster, die U¨bertragung von
Daten von einem Rechner zum anderen und die Fehlerbehandlung.
Das praktische am MapReduce-Framework - in diesem Fall Hadoop - ist also, dass der
Benutzer nur die Methoden map und reduce fu¨r seinen Anwendungsfall implementiert und
sich um den Rest keine Gedanken machen muss.
4.3 Das Marimba-Framework
4.3.1 Anforderungen
Soll der MapReduce-Job selbstwartbar sein und inkrementelle Neuberechnungen unter-
stu¨tzen, muss dies manuell entwickelt werden. Das heißt im Mapper muss unterschieden
werden, um welche Art von Daten es sich handelt: Sind sie neu, gelo¨scht oder bereits in die
vorherige Berechnung eingeflossen. Wird die Overwrite-Strategie benutzt, dient die Tabel-
le mit den alten Ergebnissen als zusa¨tzliche Eingabe. Dazu muss der Benutzer zuerst ein
neues Eingabeformat entwickeln, welches aus dieser Tabelle die alten Ergebnisse liest und
aus einer anderen Tabelle oder Textdatei die neuen und gelo¨schten Daten. Bei der Strate-
gie IncDec beno¨tigt der Reducer einige Vera¨nderungen, da Increment- statt Put-Objekte
erzeugt werden.
Alle diese Punkte sind im wesentlichen nicht anwendungsspezifisch, also fu¨r jeden
selbstwartbaren Job auf gleiche Weise zu entwickeln. Um dem Benutzer diese Arbeit abzu-
nehmen, wurde basierend auf den in Kapitel 3 vorgestellten Ansa¨tzen zur inkrementellen
Neubrechnung im Rahmen dieser Masterarbeit das Framework Marimba entwickelt. Es
baut auf Hadoop auf und stellt die Kernfunktionalita¨t jedes selbstwartbaren MapReduce-
Jobs zur Verfu¨gung. Der Benutzer braucht sich nur noch um folgende anwendungsspezi-
fische Dinge zu ku¨mmern:
• Lesen der neu eingefu¨gten Eingabedaten
• Aggregation und Invertierung
• Schreiben der Ausgabedaten
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Durch die Angabe, wie neu eingefu¨gte Eingabedaten interpretiert werden und wie sich
Objekte invertieren lassen, ist das Framework in der Lage, auch gelo¨schte Eingabedaten zu
behandeln. Des weiteren ku¨mmert sich das Framework um folgende nicht anwendungs-
spezifische Punkte:
• Implementierung der IncDec- und Overwrite-Strategie
• Lesen der alten Ergebnisse bei Verwendung der Overwrite-Strategie
• Erstellung von Increment-Objekten bei Verwendung der IncDec-Strategie
4.3.2 Entwurf
Eine mit dem Marimba-Framework programmierte Software ist genau wie bei Hadoop
ein MapReduce-Job. Dieser soll auf einem Hadoop-Rechencluster genau so ausfu¨hrbar
sein wie ein direkt in Hadoop entwickelter Job. Allerdings implementiert der Benutzer
hier nicht die Methoden map und reduce, sondern die Methoden translate, invert usw. (siehe
Kapitel 3.3.3). Ein Entwickler, der bereits mit dem Hadoop-Framework vertraut ist, sollte
ohne eine lange Einarbeitungszeit in der Lage sein, einen Marimba-Job zu erstellen. Aus
diesem Grund wurde bei der Entwicklung des Frameworks darauf geachtet, dass es auf
a¨hnliche Weise zu benutzen ist wie Hadoop. Ein Paar Beispiele:
• class MyTranslator extends Translator<LongWritable, Text>
Durch Vererbung der Klasse Translator mit den Parametertypen der Eingabeschlu¨s-
sel und -werte erstellt der Benutzer den Translator, welcher die Eingabedaten u¨ber-
setzt. Auf gleiche Weise wird auch in Hadoop der Mapper erstellt:
class MyMapper extends Mapper<LongWritable, Text, Text, Text>
Die beiden hinteren Parametertypen sind die Typen der Intermediate-Keys und In-
termediate-Values. Da diese jedoch zusa¨tzlich noch an einer anderen Stelle definiert
werden, la¨sst man sie im Marimba-Framework einfach weg.
• IncJob job = new IncJobOverwrite(conf);
Dies legt einen neuen Job an, und zwar in diesem Fall einen Job, welcher die die
inkrementelle Neuberechnung mit der Strategie Overwrite durchfu¨hrt. Genau wie
bei Hadoop
Job job = new Job(conf);
nimmt der Konstruktor des Jobs ein Konfigurationsobjekt.
• job.setTranslatorClass(MyTranslator.class);
Hier wird dem Job mitgeteilt, welche Translator-Klasse verwendet werden soll. Da-
durch ist es mo¨glich, einen Translator fu¨r mehrere Jobs zu verwenden. Hadoop-
Programmierer sind mit der Konfiguration mittels Class-Objekten bereits vertraut:
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job.setMapperClass(MyMapper.class);
job.setInputFormatClass(TextInputFormat.class);
Das zweite Statement setzt das Eingabeformat, hier Textdateien in HDFS. Dies funk-
tioniert im Marimba-Framework auf gleiche Weise.
Das Erstellen eines Marimba-Jobs ist also so einfach wie das Erstellen eines Hadoop-
Jobs: Einige Klassen mu¨ssen vererbt werden, Methoden werden implementiert und die
Konfiguration des Jobs gro¨ßtenteils u¨ber Class-Objekte vorgenommen. Neu im Marimba-
Framework ist der Typ Abelian:
job.setAbelianClass(WordAbelian.class);
Dieser Typ beschreibt die Objekte, die der geschriebene Job erzeugen, invertieren, aggre-
gieren und schreiben wird. Das Erzeugen eines Abelian-Objekts findet im Translator statt,
welcher die Eingabedaten in abelsche Objekte u¨bersetzt. Invertieren und Aggregieren sind
Methoden in der Schnittstelle Abelian, die der Entwickler selbst implementiert:
public class WordAbelian implements Abelian<WordAbelian> {
...
public WordAbelian invert() {
return new WordAbelian(this.word, this.count*-1);
}
public WordAbelian aggregate(WordAbelian other) {
return new WordAbelian(this.word, this.count+other.count);
}
public WordAbelian neutral() {
return new WordAbelian(this.word, 0);
}
public boolean isNeutral() {
return this.word.count == 0;
}
public ImmutableBytesWritable extractKey() {
return new ImmutableBytesWritable(...);
}
}
Die letzte Methode extractKey liefert den Teil des Objekts, welcher als Intermediate-Key
verwendet wird. Das heißt, alle Objekte, welche dort den selben Schlu¨ssel erhalten, werden
in einem Reduce-Schritt verarbeitet, genauer: aggregiert.
Nun fehlt nur noch die Information, wie ein abelsches Objekt geschrieben werden kann.
Da dies bei ein und der selben Abelian-Klasse auf unterschiedliche Weise passieren kann,
legt der Benutzer eine oder mehrere Serializer-Klassen an:
public class WordSerializer implements Serializer<WordAbelian> {
public Writable serialize(Writable key, Abelian<?> obj) { ... }
}
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Die Methode serialize erzeugt ein schreibbares Objekt, also z.B. einen Text, welcher an eine
HDFS-Textdatei angehangen werden kann oder ein Put-Objekt, welches eine Zeile in eine
HBase-Tabelle einfu¨gt.
Genau wie das Setzen der Abelian- und Translator-Klasse wird dies auch mit der Seri-
alizer-Klasse gemacht:
job.setSerializerClass(WordSerializer.class);
Mo¨chte man beispielsweise den inkrementellen WordCount-Algorithmus mit dem Ma-
rimba-Framework implementieren, geht man dabei wie folgt vor:
• Implementierung einer Klasse WordAbelian mit Methoden zum Aggregieren und
Invertieren
• Erstellen eines WordTranslators, welcher aus den Eingabedaten WordAbelian-
Objekte erzeugt
• Erstellen eines WordSerializers, der ein WordAbelian-Objekt schreibbar macht,
also z.B. in ein Put-Objekt wandelt, und in der Lage ist, Ergebnisse der vormaligen
Berechnung als WordAbelian-Objekte einzulesen (fu¨r die Overwrite-Strategie)
• Implementierung eines Hadoop-Jobs, allerdings unter Verwendung der Marimba-
Klasse IncJob mit Angabe der Strategie (Overwrite, . . . ) und durch Verweis auf die
erstellten Klassen WordAbelian, WordTranslator und WordSerializer.
Der Marimba-Job fu¨r das Beispiel WordCount wird detailliert in Kapitel 6.1 vorgestellt
und ist als Java-Code im Anhang zu finden.
Als Eingabeformat ko¨nnen im Marimba-Framework die klassischen Hadoop-Eingabe-
formate verwendet werden, wie TableInputFormat oder TextInputFormat, die aus HBase
bzw. HDFS Daten lesen. Diese Formate geben jedoch keine Information daru¨ber preis, ob
ein Datum seit der letzten Berechnung gelo¨scht, eingefu¨gt oder nicht vera¨ndert wurde, al-
so geht das Framework davon aus, dass alle Daten neu sind. Fu¨r viele Jobs ist dies ausrei-
chend, wenn die Berechnung auf Eingabedaten angewendet wird, die seit der letzten Be-
rechnung dazugekommen sind. Sollen jedoch auch Lo¨schungen unterstu¨tzt werden, muss
der Benutzer ein Eingabeformat entwickeln, welches nicht einfache Value-Objekte aus-
gibt, sondern InsertedValue, PreservedValue und DeletedValue. Anhand dieser
Typen kann das Framework entscheiden, wie mit den Eingabedaten umgegangen wird.
Ein Beispiel fu¨r ein solches Eingabeformat ist das TextWindowInputFormat, welches in
Kapitel 5.5 vorgestellt wird.
Abbildung 4.1 zeigt die wichtigsten Elemente des Marimba-Frameworks und wie sie
miteinander zusammenha¨ngen. Auf die Implementierungsdetails wird in Kapitel 5 einge-
gangen.
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WordAbelian
- word : Text
- count : LongWritable
IncJobIncDec
«interface»
Abelian<T>
+ invert() : T
+ aggregate(other : T) : Abelian<T>
+ isNeutral() : boolean
+ neutral() : Abelian<T>
+ extractKey() : Writable
IncJob
+ setTranslatorClass(class : Class<? extends Translator>)
+ setSerializerClass(class : Class<? extends Serializer>)
+ setAbelianClass(class : Class<? extends Abelian>)
+ init()
WordCount.WordCountTranslator
TranslatorClass
*
1
Translator<KEYIN, VALUEIN, OUT>
+ translate(key : KEYIN, value : VALUEIN)
Job
+ waitForCompletion(verbose : boolean) : boolean
Tool
IncJobOverwrite
+ setNeutralOutoutStrategy(strategy : ...)
+ setResultInputTable(table : String)
«interface»
Serializer<T extends Abelian>
+ deserializeHBase(rowId : byte[], ... : ...) : T
+ serialize(key : Writable, obj : Abelian<?>)
NgramAbelian
- a : Text
- b : Text
- count : LongWritable
«interface»
WritableComparable<BinaryComparable>
+ write(out : DataOutput)
+ readFields(in : DataInput)
WordCount
+ run(args : String[]) : int
IncJobFullRecomputation
Abbildung 4.1: UML-Diagramm zum Marimba-Framework
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Im vorherigen Kapitel wurde ein grober U¨berblick u¨ber das Marimba-Framework gege-
ben und es wurde erkla¨rt, wie es zu benutzen ist. Weitere Details zur Benutzung sind in
Kapitel 6 zu finden, in welchem einige Beispielanwendungen und deren Entwicklung vor-
gestellt werden. Dieses Kapitel bescha¨ftigt sich mit den Details der Implementierung des
Frameworks. Dazu geho¨rt auf der einen Seite die Bereitstellung der Klassen und Metho-
den, welche der Benutzer erweitert und verwendet, um seinen Marimba-Job zu erstellen.
Auf der anderen Seite bescha¨ftigt sich dieses Kapitel mit der Abbildung des Marimba-Jobs
auf einen Hadoop-Job, also beispielsweise die generelle Implementierung eines Mappers,
welcher die vom Benutzer erstellte translate-Funktion aufrufen wird.
5.1 IncJob - Die abstrakte Klasse fu¨r inkrementelle
MapReduce-Jobs
In Kapitel 4 wurde erkla¨rt, wie ein inkrementeller Job initialisiert wird. Wie bei jedem
Hadoop-Job ist auch die Hauptkomponente eines inkrementellen Jobs eine Klasse, welche
die Schnittstelle Tool und damit auch Configurable implementiert. Dadurch wird der Job
lauffa¨hig gemacht und innerhalb der Methode run hat der Benutzer Zugriff auf das Konfi-
gurationssobjekt (this.getConf()). Dies beinhaltet zu Beginn die Standardkonfigurati-
on eines MapReduce-Jobs sowie u¨ber Kommandozeilenparameter gesetzte Eigenschaften.
Dieses Konfigurationsobjekt wird bei der Erzeugung eines Jobs in Hadoop und auch eines
IncJobs in Marimba u¨bergeben.
Die Klasse IncJob ist jedoch abstrakt. Die drei Subklassen IncJobFullRecomputation, Inc-
JobIncDec und IncJobOverwrite ko¨nnen instanziiert werden, je nachdem welche Strategie
der Benutzer wu¨nscht. Der folgende Befehl erzeugt einen neuen Overwrite-Job:
IncJob job = new IncJobOverwrite(conf);
Wichtige Methoden, welche IncJob bereitstellt, sind Setter zum Setzen der Translator-,
Abelian- und Serializer-Klassen. In jedem Marimba-Job mu¨ssen diese drei Klassen festge-
legt werden. Zusa¨tzliche werden die Namen der Eingabe- und Ausgabetabelle u¨ber die
Methoden setInputTable und setOutputTable gesetzt, vorausgesetzt HBase ist Eingabe- bzw.
Ausgabeformat. Andernfalls bleibt der Name der Tabelle null.
Die eigentliche Arbeit passiert in der Methode waitForCompletion, welche aufgerufen
wird, sobald der Job starten soll. Diese Methode u¨berpru¨ft, ob alle notwendigen Klassen
erfolgreich gesetzt wurden. Ist dies nicht der Fall, wird ein Fehler ausgegeben, ansonsten
ko¨nnen die Klassen der Intermediate-Keys und -Values gesetzt werden. Die Klasse des
Schlu¨ssels ist dabei der Ausgabetyp der Methode extractKey in der vom Benutzer imple-
mentierten Abelian-Klasse. Dieser kann mittels Introspection ermittelt werden. Die Klasse
des Wertes ist die Abelian-Klasse selbst.
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Abha¨ngig von der Wahl der Strategie, also volle Neuberechnung, IncDec oder Overwri-
te, mu¨ssen noch weitere Schritte ausgefu¨hrt werden. Dies passiert in der init-Methode der
von IncJob erbenden Subklassen:
5.1.1 IncJobFullRecomputation
Ein inkrementeller Job von dieser Klasse berechnet das Ergebnis jedes mal komplett neu.
Er liest weder das alte Ergebnis noch erzeugt er Inkremente. Vor allem zum Performanz-
vergleich wird diese Klasse ha¨ufig gebraucht, da es interessant ist zu wissen, ob ein nativ
in Hadoop geschriebener MapReduce-Job, welcher keine inkrementelle Neuberechnung
durchfu¨hrt genau so lange dauert wie ein Job der Klasse IncJobFullRecomputation. Ist dies
der Fall, kann verglichen werden, um wie viel schneller ein Job ausgefu¨hrt wird, wenn er
die Strategie Overwrite oder IncDec verwendet. Ergebnisse dazu sind in Kapitel 7 zu fin-
den.
Die Klasse IncJobFullRecomputation initialisiert lediglich das Ausgabeformat. Abha¨n-
gig davon, ob ein Ausgabetabellenname gesetzt wurde oder nicht, ist das Ausgabeformat
TableOutputFormat bzw. TextOutputFormat. Ersteres schreibt in HBase zweiteres in HDFS.
Dies sind die ga¨ngisten Ausgabeformate. Andere als diese beiden werden von Marimba
momentan nicht unterstu¨tzt.
5.1.2 IncJobIncDec
Ein Job mit der Strategie IncDec erzeugt Inkremente, welche in HBase geschrieben wer-
den. Dies sind Werte, die auf bereits in der Ausgabetabelle existierende Werte aufaddiert
werden. Mo¨glich wird dies durch das Setzen des Ausgabeformats auf TableOutputFormat-
WithIncrementSupport aus [12]. Wichtig ist, dass ein Tabellenname gesetzt wurde, denn die
Strategie IncDec funktioniert nicht bei Textdateien als Ausgabeformat.
5.1.3 IncJobOverwrite
Die komplexeste Strategie ist Overwrite. Denn hier wird noch eine zusa¨tzliche Eingabe-
tabelle beno¨tigt: Die Tabelle mit den alten Ergebnissen. Dazu wurde das Eingabeformat
OverwriteInputFormat entwickelt, welches zwei Eingabeformate kombiniert: Das vom Be-
nutzer gesetzte Format sowie ein zusa¨tzliches TableInputFormat, um die alten Ergebnisse
zu lesen.
Zuerst legt der Benutzer die Tabelle fest, in welcher die alten Ergebnisse zu finden sind
(IncJobOverwrite.setResultInputTable). Außerdem wa¨hlt er auf gewohnte Art
und Weise das Eingabeformat (Job.setInputFormatClass). Dieses Format wird sich
in der Konfiguration unter OtherInputFormat gemerkt und schließlich u¨berschrieben durch
das OverwriteInputFormat.
Die Funktionsweise des OverwriteInputFormat ist angelehnt an das in [12] implemen-
tierte Format MultipleTableInputFormat, das es erlaubt aus mehreren HBase-Tabellen Da-
ten zu lesen, sowie TextTableInputFormat, welches Daten aus einer Textdatei und einer
Tabelle liest. Das Prinzip dahinter ist, dass das neue Eingabeformat die anderen Einga-
beformate beinhaltet und die Splits, die diese erzeugen, zusammenlegt und als gesamtes
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ausgibt. Beim OverwriteInputFormat wird also eine Instanz eines TableInputFormats er-
zeugt sowie eine Instanz einer erst zur Laufzeit bekannten Klasse, das OtherInputFormat.
Diese beiden Eingabeformate erzeugen jeweils eine Liste mit Splits, welche als Eingabe fu¨r
einen Mapper bestimmt sind. Diese Listen werden konkateniert, sodass die Mapper nun
Splits von zwei unterschiedlichen Eingabeformaten erhalten: TableSplits mit Ergebnissen
der letzten Berechnung sowie irgendwelche andere Splits aus dem OtherInputFormat, also
z.B. ebenfalls TableSplits oder Ausschnitte aus einer Textdatei.
Dass der Mapper Splits von unterschiedlichen Eingabeformaten erha¨lt, stellt zuna¨chst
kein Problem dar. Dass es fu¨r ihn jedoch nicht mo¨glich ist, herauszufinden, um welche Art
von Split es sich handelt, ist in der Tat ein Problem. Vor allem wenn sowohl die Eingabe als
auch die alten Ergebnisse aus einer HBase-Tabelle gelesen werden, erha¨lt der Mapper in
beiden Fa¨llen Result-Objekte. Die Marimba-Klasse OverwriteResult lo¨st dieses Problem. Da
sie eine Subklasse von Result ist, kann sie u¨berall dort verwendet werden, wo ein Result-
Objekt erwartet wird. Mittels Delegation ist es im OverwriteTableRecordReader mo¨glich, ein
Result-Objekt in einem OverwriteResult-Objekt zu verpacken. Im Mapper kann dann mit-
tels instanceof-U¨berpru¨fung ermittelt werden, ob es sich bei dem vorliegenden Result
um eine Zeile in der Ergebnistabelle handelt oder um neue Daten (siehe Kapitel 5.4.1).
Das OverwriteInputFormat bietet Marimba-Benutzern einen großen Vorteil, da sie kein
eigenes Eingabeformat entwickeln mu¨ssen, wenn die Strategie Overwrite benutzt werden
soll. Unabha¨ngig von der gewa¨hlten Strategie gibt der Benutzer lediglich das Eingabe-
format der Datenquelle an, der Rest passiert - versteckt fu¨r den Benutzer - innerhalb des
Frameworks.
Bei der Strategie Overwrite macht es Sinn, ein Ergebnis nicht zu schreiben, wenn es
neutral ist. Steht etwa beim WordCount-Algorithmus in den alten Ergebnissen, dass ein
Wort 100 mal geza¨hlt wurde und nun wurde es (−100) mal dazuaddiert (durch Invertie-
ren bei gelo¨schten Eingabetupeln), ist die neue Anzahl 0. Wird das Ergebnis in eine noch
leere Tabelle geschrieben, ist es unno¨tig, diese Null zu schreiben, das Wort kann einfach
weggelassen werden. Wird jedoch in die gleiche Tabelle geschrieben, in der die alten Er-
gebnisse bereits stehen, mo¨chte man vielleicht doch die 0 hinschreiben, da andernfalls
der alte Wert stehen bleibt. Dies ist jedoch nicht tragisch, da er einen alten Zeitstempel
besitzt, wa¨hrend alle Werte der neuen Berechnung einen ho¨heren Zeitstempel besitzen.
Eine wieder andere Alternative ist, dass die Zeile aus der Tabelle sogar gelo¨scht wird.
Zusammengefasst gibt es folgende drei Strategien, welche der Benutzer mit der Methode
IncJobOverwrite.setNeutralOutputStrategy setzen kann:
• PUT: Obwohl die Ausgabe neutral ist, wird sie geschrieben. Im WordCount-Beispiel
bedeutet dies, dass Wo¨rter mit der Anzahl 0 in der Tabelle stehen werden.
• DELETE: Bei einer neutralen Ausgabe wird ein Delete-Objekte erzeugt, welches dafu¨r
sorgt, dass die Zeile aus der HBase-Tabelle gelo¨scht wird.
• IGNORE: Neutrale Ausgaben werden nicht geschrieben. Alte Werte bleiben mit ei-
nem alten Zeitstempel in der Tabelle erhalten.
Die Standardstrategie ist PUT, da dies auch das Verhalten bei IncDec ist: Steht in der Ta-
belle mit den alten Ergebnissen, dass ein Wort 100 mal geza¨hlt wurde und es wird nun 100
mal gelo¨scht, schreibt der Reducer ein Increment-Objekt mit dem Wert −100. In der Ta-
belle steht nun der Wert 0. Bei der IncDec-Strategie, ist leider nur dieses Verhalten (PUT)
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mo¨glich. Sollen neutrale Zeilen gelo¨scht werden, muss der Benutzer entweder einen se-
paraten MapReduce-Job schreiben, der dies tut oder einen Trigger in HBase einrichten,
welcher Zeilen lo¨scht, sobald sie neutral werden.
5.2 Die Klasse Abelian
In [12] wurde ein selbstwartbarer MapReduce-Job u¨ber die Funktionen translate, ◦, ∗ und
e definiert (siehe Kapitel 3.3.3). Bis auf die Funktion translate sind diese Operationen im
Marimba-Framework als Methoden im Interface Abelian implementiert:
public interface Abelian<T extends Abelian<?>>
extends WritableComparable<BinaryComparable>
Durch die Parametrisierung wird es mo¨glich, dass die Methoden den implementierten
Abelian-Typ selbst ausgeben. Somit erfolgt die Implementierung eines solchen Typs wie
folgt:
public class WordAbelian implements Abelian<WordAbelian>
Das Erzeugen von Abelian-Objekten passiert im vom Benutzer erstellten Translator.
Dafu¨r kann er in seiner Abelian-Klasse beliebige Konstruktoren erstellen und diese im
Translator verwenden. Durch die Schnittstelle Abelian mu¨ssen zudem folgende Metho-
den implementiert werden:
• T invert() - Ein Aufruf dieser Methode erzeugt das inverse Element v∗ zum gege-
ben Objekt v. Dabei wird das Objekt selbst nicht modifiziert, lediglich eine invertierte
Kopie ausgegeben.
• Abelian<T> aggregate(final T other) - Auch hier wird eine Kopie des A-
belian-Objekts erzeugt. Das neue Objekt v1 ◦ v2 ist die Aggregation der Objekte v1
(this) und v2 (other).
• boolean isNeutral() u¨berpru¨ft, ob ein Abelian-Objekt neutral ist.
• Abelian<T> neutral() erzeugt ein neutrales Abelian-Objekt e.
• Writable extractKey() gibt den Teil des Abelian-Objekts aus, welcher als In-
termediate-Key benutzt wird. Dadurch wird festgelegt, wonach die Abelian-Objekte
gruppiert werden. Elemente, die hier das Gleiche liefern, werden im Reduce-Schritt
aggregiert.
• void write(DataOutput out) und void readFields(DataInput in)
werden von der Oberschnittstelle WritableComparable<BinaryComparable>
vererbt. Sie erzeugen und lesen einen Datenstrom, um das Abelian-Objekt von ei-
nem Rechner zu einem anderen zu u¨bertragen. Der Benutzer kann dabei den Teil
weglassen, der bei extractKey ausgegeben wurde, da dieser im Reducer schon als
Schlu¨ssel vorliegt. Der Wert ist das Abelian-Obejekt selbst.
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Wird eine Abelian-Klasse innerhalb einer Kette von MapReduce-Jobs mehrfach ver-
wendet, kann es vorkommen, dass im ersten Job ein anderer Schlu¨ssel extrahiert wer-
den soll als im zweiten Job. Aus diesem Grund ha¨tte man die Methode extractKey
in eine Klasse KeyExtractor auslagern ko¨nnen. Der Benutzer entwickelt also fu¨r seinen
Abelian-Typ eine oder mehrere KeyExtractor-Klassen, a¨hnlich wie beim Serializer (siehe
Abschnitt 5.3.2). Stattdessen wurde jedoch zugunsten des Bedienkomforts dafu¨r entschie-
den, die extractKey-Methode in der Schnittstelle Abelian zu belassen und bei mehrfa-
cher Verwendung einer Abelian-Klasse diese zu vererben und die Methode extractKey
zu u¨berschreiben.
5.3 Translator und Serializer
Die beiden Klassen Translator und Serializer spielen im Marimba-Framework eine a¨hnlich
wichtige Rolle wie der Mapper und Reducer bei Hadoop. Dabei kann man den Translator
mit dem Mapper vergleichen: Er verarbeitet die Eingabedaten und erzeugt Objekte, mit
denen in den Folgeschritten weitergerechnet wird. Der Serializer entspricht dem letzten
Schritt des Reducers, er erzeugt aus dem berechneten Endwert ein schreibbares Objekt,
also z.B. eine Zeile, die an eine Textdatei angeha¨ngt wird.
5.3.1 Translator
Die abstrakte Klasse Translator<KEYIN, VALUEIN> nimmt Eingabedaten mit Schlu¨s-
sel und Wert vom Typ KEYIN bzw. VALUEIN entgegen. A¨hnlich wie bei der Hadoop-Klasse
Mapper sieht die Signatur der Methode translate aus:
public abstract void translate(KEYIN key, VALUEIN value,
Context context) throws IOException, InterruptedException;
In dieser Methode steht das Context-Objekt zur Verfu¨gung. Dies ist jedoch nicht der aus
Hadoop bekannte MapContext, sondern eine modifizierte Variante, die alle Methodenauf-
rufe an ein MapContext-Objekt delegiert. Der einzige Unterschied besteht in der Methode
write. Implementiert der Benutzer einen Translator, kann er ein Abelian-Objekt v mit dem
Befehl context.write(v)weitergeben (vergleiche im Mapper: context.write(key,
value)). Im Translator wird der Schlu¨ssel weggelassen, da das Abelian-Objekt diesen
beinhaltet. Die Delegation der write-Methode erfolgt wie folgt:
this.mapContext.write(abelianValue.extractKey(),
this.invertValue ? abelianValue.invert() : abelianValue);
Der Schlu¨ssel wird also mit der extractKey-Methode ermittelt und der Wert vor der Wei-
tergabe eventuell invertiert. Das Flag invertValue wird dem Translator vom Mapper mitge-
teilt. Dieser entscheidet anhand des Typs (eingefu¨gt oder gelo¨scht) der Eingabedaten, ob
Werte normal oder invertiert geschrieben werden sollen.
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5.3.2 Serializer
Die Hauptaufgabe des Serializers ist, ein abelsches Objekt in ein Writable-Objekt zu seriali-
sieren, also z.B. in ein Put oder Text. Diese Methode wird vom Reducer aufgerufen, wenn
die Aggregation abgeschlossen ist und das Resultat geschrieben werden soll. Ein Serializer
wird wie folgt erstellt:
public class WordSerializer implements Serializer<WordAbelian>
Die Methode public Writable serialize(Writable key, Abelian<?> obj)
der Schnittstelle Serializer<T> beno¨tigt neben dem abelschen Wert zusa¨tzlich noch
den Schlu¨ssel, da dieser, um unno¨tigen Datenverkehr zu vermeiden, nicht erneut mitu¨ber-
tragen werden sollte. Im Beispiel WordCount besteht das WordAbelian-Objekt dann nur
noch aus dem Count-Wert und nicht mehr aus dem Wort selbst, da dieses als Schlu¨ssel
dient.
Eine zweite Methode des Serializers ist das Deserialisieren. Dies wird bei der Strategie
Overwrite beno¨tigt, bei der alte Ergebnisse gelesen und auf die neuen aggregiert werden.
Folgende Methode muss dazu implementiert werden:
public T deserializeHBase(byte[] rowId, byte[] colFamily,
byte[] qualifier, byte[] value) throws NotSupportedException
Ein altes Ergebnis liegt in der HBase-Tabelle als Kombination aus Row-ID, Spaltenfamilie,
Spalten-Qualifier und Spalten-Wert vor. Die deserialize-Methode erzeugt daraus ein
abelsches Objekt. Wird Overwrite nicht unterstu¨tzt, kann eine NotSupportedException ge-
worfen werden.
5.4 Der allgemeine Mapper, Reducer und Combiner
Die bis hierhin erla¨uterten Klassen und Methoden haben eine große Bedeutung fu¨r den
Verwender des Marimba-Framework, da sie vererbt bzw. implementiert werden mu¨ssen.
Die in diesem Abschnitt vorgestellten Klassen sind intern. Sie verwenden die vom Be-
nutzer implementierten Translator-, Abelian- und Serializer-Klassen und u¨bernehmen im
Hadoop-Framework die Rolle des Mappers, Reducers und Combiners. Die folgenden Klas-
sen bilden also eine Marimba-Implementierung auf eine Hadoop-Implementierung ab.
5.4.1 GenericMapper
Der GenericMapper ist der Mapper jedes Marimba-Jobs und funktioniert wie folgt:
Ist die Eingabe ein . . .
• . . . OverwriteResult (siehe Abschnitt 5.1.3), das aus Row-ID, Spalten-Familie, -Qualifi-
er und -Wert besteht, wird dieses mittels des vom Benutzer konfigurierten Serializers
deserialisiert. Das deserialisierte abelsche Objekt wird weitergeben.
• . . . PreservedValue, also eine Eingabe, die bereits in die vormalige Berechnung einge-
gangen ist, kann sie ignoriert werden.
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• . . . DeletedValue, wird dies an den Translator weitergegeben und zusa¨tzlich das Flag
invertValue gesetzt, damit die Methode Context.write weiß, dass das erzeug-
te abelsche Objekt invertiert geschrieben werden muss.
• . . . InsertedValue, wird es einfach nur an den Translator weitergegeben.
Der Aufruf der Methode Translator.translate ist die letzte Aktion des GenericMap-
pers. In dieser Methode werden mit context.write abelsche Objekte geschrieben. Dar-
um ku¨mmert sich die Klasse Context im Translator (siehe Abschnitt 5.3.1).
5.4.2 GenericReducer
Der GenericReducer u¨bernimmt im Hadoop-Framework die Rolle des Reducers fu¨r alle
Marimba-Jobs. Er erha¨lt als Eingabe einen bestimmten Schlu¨ssel, also das Ergebnis der
Methode extractKey, sowie eine Liste mit Abelian-Objekten zu diesem Schlu¨ssel. Der
GenericReducer arbeitet wie folgt:
1. Die Abelian-Werte werden aggregiert.
2. Der Endwert wird serialisiert.
3. Das serialisierte Objekt wird geschrieben.
Zu 1: In einer Schleife werden alle vorliegenden abelschen Objekte auf ein zu Beginn
neutrales Element, welches mit value.neutral() erzeugt werden kann, aggregiert.
Zu 2: Das Serialisieren funktioniert u¨ber den Aufruf der serialize-Methode des Seria-
lizers. Dieser Methode wird nicht nur das Aggregat, sondern auch der Schlu¨ssel u¨bergeben.
Als Ergebnis liegt ein schreibbares Objekt vor, z.B. ein Text oder Put.
Zu 3: Abha¨ngig von der gewa¨hlten Strategie passieren beim Schreiben des serialisierten
Objekts unterschiedliche Dinge. Bei der Vollsta¨ndigen Neuberechnung wird das serialisierte
Objekt einfach weitergegeben. Beim IncDec-Ansatz, muss ein Increment-Objekt ausgege-
ben werden. Da der Benutzer im Serializer jedoch ein Put erzeugt hat, muss dies mit der
Funktion putToIncrement in ein Increment umgewandelt werden. Das Schreiben des
Increment-Objektes sorgt dann in HBase dafu¨r, dass die betreffenden Spaltenwerte nicht
u¨berschrieben sondern inkrementiert werden.
Bei der Strategie Overwrite funktioniert das Schreiben im wesentlichen wie bei der voll-
sta¨ndigen Neuberechnung. Einziger Sonderfall ist die Behandlung von neutralen Elemen-
ten. Abha¨ngig von der in Abschnitt 5.1.3 vorgestellten NeutralOutputStrategy wird das
Ausgabeobjekt, falls es neutral ist, entweder gar nicht geschrieben (IGNORE), trotzdem
geschrieben (PUT) oder in ein Delete-Objekt umgewandelt, um die Zeile aus der HBase-
Tabelle zu lo¨schen (DELETE). Letzteres passiert in der Methode putToDelete auf a¨hn-
liche Weise wie bei der Umwandlung in ein Increment-Objekt.
5.4.3 GenericCombiner
In den ”7 Tips for Improving MapReduce Performance”[14] lautet Tipp Nummer vier:
”Write a Combiner“. Der Combiner verringert die Datenmengen, die von einem Rechner
zum anderen u¨bertragen werden und verringert die Laufzeit der Reduce-Jobs. Auch in
[27] wird empfohlen, einen Combiner zu verwenden, wenn es der Algorithmus erlaubt.
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Bei einem Marimba-Job ist es immer mo¨glich einen Combiner zu verwenden. Er be-
schleunigt die Ausfu¨hrung des Jobs enorm (siehe Kapitel 7) und funktioniert nach ei-
nem ganz simplen Prinzip: Die Eingabe der combine-Funktion ist ein Schlu¨ssel und eine
Liste von Abelian-Werten. Der Combiner aggregiert nun diese Werte mit der Funktion
aggregate und gibt den Schlu¨ssel sowie das berechnete Aggregat aus. Siehe auch Algo-
rithmus 5 in Kapitel 3.3.3.
5.5 TextWindowInputFormat
In Hadoop ha¨ufig verwendete Eingabeformate sind das TableInputFormat und das TextIn-
putFormat. Ersteres liest eine HBase-Tabelle und gibt Zeile fu¨r Zeile an den Mapper wei-
ter. Das TextInputFormat liest alle Textdateien, die sich in einem Ordner auf dem HDFS-
Dateisystem befinden und unterteilt sie in mehrere Splits (Standard-Split-Gro¨ße 64 MB).
Ein Split ist die Eingabemenge, um die sich ein Mapper ku¨mmert.
Ein Eingeformat besteht aus einer InputFormat<K, V>-Klasse, wobei K fu¨r den Typ
des Eingabeschlu¨ssels und V fu¨r den Typ des Wertes steht, sowie einem RecordReader.
U¨ber den RecordReader kann mit der Methode nextKeyValue() u¨ber die einzelnen
Eingabetupel iteriert werden.
Beim TextInputFormat lierfert diese Methode die einzelnen Zeilen einer Textdatei. Dabei
ist der Schlu¨ssel die Zeilennummer (innerhalb der Textdatei) vom Typ LongWritable und
der Wert der Text der Zeile, Typ Text.
Im Marimba-Framework, genauer im GenericMapper (siehe Abschnitt 5.4.1), reicht je-
doch ein Text-Objekt nicht als Eingabe aus. Es muss unterschieden werden, ob es ein ein-
gefu¨gter, gelo¨schter oder beibehaltener Text ist, also etwas was seit der letzten Berechnung
dazugekommen oder entfernt wurde oder bereits in die letzte Berechnung eingeflossen ist.
Dazu wurden die Schnittstellen InsertedValue, DeletedValue und PreservedValue erstellt. Die-
se Schnittstellen stellen keine Methoden bereit, sondern dienen nur zur Kennzeichnung
von Klassen. Verwendet wird dies wie folgt:
public class InsertedText extends Text implements InsertedValue
Durch die Vererbung der Klasse Text besitzt ein InsertedText also die gleiche Funktio-
nalita¨t und durch die Implementierung der Schnittstelle InsertedValue wird gekenn-
zeichnet, das diese Klasse eingefu¨gte Texte behandelt. Auf gleiche Weise werden auch die
Klassen DeletedText und PreservedText definiert.
Bei einem Eingabeformat, welches zwischen eingefu¨gten, gelo¨schten und beibehaltenen
Eingaben unterscheidet, stellt sich die Frage, nach welchen Kriterien er dies tut. Im Pro-
duktiveinsatz sind die folgenden zwei Szenarios sinnvoll: Erste Mo¨glichkeit: Der Benutzer,
der den MapReduce-Job ausfu¨hrt, gibt zu Beginn an, welche Daten hinzugefu¨gt, gelo¨scht
und beibehalten werden, z.B. durch Angabe von drei HDFS-Verzeichnissen. Zweite Mo¨g-
lichkeit: Das System erkennt an den Eingabedaten, welche Daten seit der letzten Berech-
nung dazugekommen bzw. weggefallen sind. Dieses Verfahren wird Change Data Capture
genannt und ist vor allem bei HBase gebra¨uchlich. Dabei kann entweder auf den Zeit-
stempel der Spaltenwerte geschaut werden, um zu sehen, welche Daten hinzugefu¨gt oder
gelo¨scht wurden. Alternativ kann auch die Log des Datenbanksystems betrachtet werden.
Weitere Details dazu sind in [10] zu finden.
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Um die in Kapitel 6 vorgestellten Marimba-Jobs auf Performanz zu testen, wurde das
Eingabeformat TextWindowInputFormat entwickelt. Das Format basiert auf dem TextInput-
Format und liest Textdateien, welche in HDFS gespeichert sind. Der Benutzer gibt vor der
Ausfu¨hrung des Marimba-Jobs an, welche Teile der Textdatei als gelo¨schte und welche
Teile als eingefu¨gte Daten behandelt werden sollen. Dies erfolgt u¨ber die Angabe zweier
Fenster (siehe Abbildung 5.1).
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Abbildung 5.1: TextWindowInputFormat
Die Methode nextKeyValue() liest genau wie beim TextInputFormat eine Zeile. An-
hand der Zeilennummer kann berechnet werden, in welchem der beiden Fenster sich die-
se Zeile befindet. Ist die Zeile im alten Fenster, aber nicht im neuen, wird ein Inserted-
Text-Objekt ausgegeben, im umgekehrten Fall ein DeletedText-Objekt. Zeilen in der Schnitt-
menge sowie außerhalb beider Fenster sind irrelevant und werden u¨bersprungen. Splits,
die ausschließlich aus solchen uninteressanten Zeilen bestehen, werden in der Methode
getSplits im TextWindowInputFormat direkt entfernt.
Ein Beispiel zur Verwendung des TextWindowInputFormats: Gegeben sei eine ein Giga-
byte große Textdatei, welche in sechzehn Splits zu je 64 MB aufgeteilt wird. Der Benutzer
startet einen Marimba-Job zum Za¨hlen von Wo¨rtern mit den folgenden Parametern (ange-
gebene Gro¨ßen in Megabyte):
-D oldwin.begin=100 -D oldwin.length=400
-D newwin.begin=300 -D newwin.length=500
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Der erste Split (0-63 MB) sowie die letzten drei Splits (768-831 MB) liegen in keinem
der beiden angegeben Fenster, mu¨ssen also nicht gelesen werden. Das Gleiche gilt fu¨r
die beiden Splits, die vollsta¨ndig in der Schnittmenge liegen (320-448 MB). Die u¨brig ge-
bliebenen Splits werden gelesen und fu¨r die Zeilen zwischen 100 und 300 MB werden
DeletedText-Objekte erzeugt sowie InsertedText-Objekte fu¨r die Zeilen zwischen 500 und
800 MB. Erstere liegen im alten, aber nicht im neuen Fenster, letztere genau umgekehrt.
Die A¨nderungsrate betra¨gt in diesem Beispiel 60%:
A¨nderungsrate = gea¨ndertneue Fenstergro¨ße =
neue Fenstergro¨ße−beibehalten
neue Fenstergro¨ße =
500 MB−200 MB
500 MB = 60%
Ein a¨hnliches Eingabeformat ChangeLogInputFormat wurde in [23] vorgestellt. Dieses liest
die Datei jedoch immer von vorne. Der Benutzer gibt lediglich an, wie viel Prozent der
Datei als gea¨ndert behandelt werden soll.
30
6 Beispielanwendungen
Um das Marimba-Framework auf Korrektheit und Performanz zu testen, wurden vier Bei-
spielanwendungen mit dem Framework erstellt. Zusa¨tzlich wurde jede dieser Anwendun-
gen auch im reinen Hadoop ohne die Verwendung des Frameworks entwickelt, damit ein
Vergleich mo¨glich ist. Es empfiehlt sich, den Java-Code der Beispielanwendungen zu be-
trachten, um einen Einblick zu bekommen, wie eigene Marimba-Jobs entwickelt werden.
Die wichtigsten Elemente, welche fu¨r jeden Job entwickelt werden mu¨ssen, sind ein Trans-
lator, ein Serializer und eine Abelian-Klasse.
6.1 WordCount
Das MapReduce-Paradebeispiel WordCount wurde in den vergangenen Kapiteln bereits
mehrfach vorgestellt. Der klassische - nicht inkrementelle - Job teilt im Mapper den Ein-
gabetext in seine einzelnen Wo¨rter auf und liefert Schlu¨ssel-Wert-Paare (wort, 1) aus.
Der Reducer summiert die Einsen zu einem Wort auf und liefert somit die Gesamtanzahl
des Wortes im gesamten Eingabetext.
Die inkrementelle Variante von WordCount (vergl. Kapitel 3.3) erzeugt Einsen fu¨r ein-
gefu¨gte Wo¨rter, negative Einsen fu¨r gelo¨schte Wo¨rter und addiert diese auf den bereits
berechneten Wert. Dieser wird entweder als zusa¨tzliche Eingabequelle (Overwrite) gele-
sen oder die Addition wird als Inkrement direkt in HBase ausgefu¨hrt (IncDec).
Um WordCount in Marimba zu implementieren (kompletter Java-Code im Anhang),
muss ein Translator (Algorithmus 6), ein Serializer und eine Abelian-Klasse implementiert
werden:
Algorithmus 6 WordCount: Translator
1: function TRANSLATE(String key, String value, Context context)
2: for all word ∈ value do
3: context.write(new WordAbelian(word, 1))
4: end for
5: end function
In der Klasse WordAbelian arbeiten die Methoden wie folgt:
• Der Konstruktor WordAbelian(String s, long l) schreibt ein Wort und seine
Anzahl in die Attribute word (Text) und count (LongWritable)
• invert() erzeugt ein neues WordAbelian-Objekt new mit der invertierten Anzahl:
new.count = this.count*-1
• aggregate(WordAbelian other) erzeugt ein neues WordAbelian-Objekt new
mit der Summe der Anzahlen: new.count = this.count + other.count
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• isNeutral() ist wahr, wenn this.count == 0
• neutral() erzeugt ein WordAbelian-Objekt new mit der Anzahl new.count = 0
• extractKey() liefert das Wort (word)
• write / readFields schreibt bzw. liest nur den count-Wert.
Der WordSerializer wurde als abstrakte Klasse implemeniert, um zwei Ausgabeformate
zu unterstu¨tzen. Seine Subklassen WordHBaseSerializer und WordHDFSSerializer erzeugen
Put-Objekte (mit dem Wort als Row-ID, konstanten Werten fu¨r Spaltenfamilie und Spal-
tenname, sowie der Anzahl als Wert) bzw. LongWritable-Objekte (welche in eine Textdatei
geschrieben werden ko¨nnen). Somit werden die Ausgabeformate TableOutputFormat und
TextOutputFormat unterstu¨tzt. Das Eingabeformat fu¨r diesem Job ist das TextWindowInput-
Format (siehe Kapitel 5.5). Die Methode deserializeHBase im WordSerializer wird fu¨r
die Overwrite-Strategie beno¨tigt und erzeugt aus einer HBase-Spalte, in welcher die An-
zahl eines Wortes zu finden ist, ein neues WordAbelian-Objekt.
Zur Ausfu¨hrung des Jobs sind nur die Parameter input.dir (der HDFS-Ordner mit
den Eingabedaten) und output.table bzw. output.dir (Name der HBase-Tabelle /
des HDFS-Ordners fu¨r die Ausgabedaten) anzugeben.
6.2 Friend-Of-Friends
Der Friend-Of-Friends-Algorithmus wird im Bereich Social-Network-Analysis verwendet,
um zu einer Person die Freunde zweiten Grades zu ermitteln, also Personen, die man u¨ber
eine weitere Person kennt. Die Anzahl dieser Personen verha¨lt sich in etwa quadratisch
zur Anzahl der eigenen Freunde. Im Xing-Profil des Autors stehen bei einer Anzahl von 70
direkten Kontakten knapp 12.000 Kontakte von Kontakten und fast eine Million Kontakte
dritten Grades.
Vor allem Personen mit einer hohen Anzahl an gemeinsamen Freunden ko¨nnen in einem
sozialen Netzwerk wie Facebook in einer Rubrik ”Kennst du vielleicht. . . ?“ vorgeschlagen
werden.
Eine weitere Verwendung der Friends-Of-Friends ist bei einigen sozialen Netzwerken
die Funktion, Beitra¨ge nur direkten Freunden sowie Freunden zweiten Grades sichtbar
zu machen. Dies bietet einen Kompromiss zwischen o¨ffentlichen Beitra¨gen und nur mit
Freunden geteilten Beitra¨gen. Kommentiert bei einem Beitrag, der nur fu¨r direkte Freunde
sichtbar ist, ein solcher, erscheint auf dessen Profil die Nachricht ”B hat As Beitrag kom-
mentiert“, welche jedoch nur fu¨r Personen sichtbar ist, die die Personen A und B kennen.
Soll dies fu¨r alle Freunde von B sichtbar sein, kann A seine Beitra¨ge fu¨r die Freunde der
Freunde sichtbar machen.
Zusa¨tzlich kann die Liste der Friends-Of-Friends zur Sortierung beim Suchen nach Per-
sonen genutzt werden. Dabei erscheinen gefundene Personen, mit welchen man befreun-
det ist, ganz oben in der Ergebnisliste, direkt darunter diejenigen, die mit den eigenen
Freunden befreundet ist (sortiert nach Anzahl der gemeinsamen Freunde) und danach
erst die u¨brigen Ergebnisse.
Die n:m-Beziehung ”ist Freund von“ wird in relationalen Datenbanken u¨blicherweise
u¨ber eine Tabelle abgebildet, welche zwei Spalten hat. Die erste Spalte beinhaltet die ID
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der Person, welche die Freundschaftsanfrage versendet hat, die zweite Spalte die ID des
Freundes. Sollen Freundschaftsanfragen erst vom gegenu¨ber besta¨tigt werden, ist dafu¨r
eine dritte boolsche Spalte notwendig. Eine Person mit fu¨nfzig Freunden wu¨rde in dieser
Tabelle in fu¨nzig Zeilen vorkommen.
In Spaltenorientierten Datenbanken, speziell in HBase, ist es u¨blich, die ”ist Freund
von“-Beziehung etwas anders abzubilden. Als Row-ID wird die ID einer Person verwen-
det. Da HBase jedoch in der Anzahl und Benennung der Spalten flexibel ist, entha¨lt eine
Zeile so viele Spalten wie es Freunde gibt. Die HBase-Tabelle friends hat in der Spal-
tenfamilie default fu¨r jeden Freund eine Spalte mit dessen ID (siehe Abbildung 6.1b).
Der Wert dieser Spalte ist egal, denn die Freunde sind in den Spaltennamen angegeben. Es
kann also einfach ein Platzhalter-Wert wie 1 verwendet werden oder ein Datum, seit wann
die Personen Freunde sind. Sollen Freundschaftsbeziehungen symmetrisch sein, ist dar-
auf zu achten, dass eine Person immer auch Freund aller seiner Freunde ist. Im folgenden
wird jedoch der Einfachheit halber auf die Symmetrie verzichtet. Bei dem weiter unten
beschriebenen Algorithmus geht jedoch die Asymmetrie verloren, was das Ergebnis, also
die Menge der Friends-Of-Friends, wenig aussagekra¨ftig macht. Bei symmetrischen Ein-
gabedaten wu¨rde der Algorithmus jedoch zum korrekten Ergebnis fu¨hren.
Die gerade definierte Tabelle friends dient als Eingabe des Friend-Of-Friend-Algorith-
mus. Die Ausgabe ist eine a¨hnlich aussehende Tabelle, welche zu einer Person, dessen ID
auch hier als Row-ID verwendet wird, fu¨r jeden Freund zweiten Grades eine Spalte hat
(siehe Abbildung 6.1c). Eine sinnvolle Verwendung des Spaltenwertes ist hier die Anzahl
der gemeinsamen Freunde.
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Abbildung 6.1: Friends Of Friends (asymmetrisch)
In [9] und [13] werden zwei Mo¨glichkeiten vorgestellt, den Friends-Of-Friends-Algorith-
mus mit MapReduce zu implemenieren. Der in diesem Kapitel vorgestellte Algorithmus
orientiert sich am ehesten an [9].
Der MapReduce-Job ohne Verwendung des Marimba-Frameworks (siehe Abbildung
6.2) berechnet fu¨r jede Zeile in der HBase-Tabelle, also fu¨r jede Person, das Kreuzprodukt
der Freunde mit sich selbst. Hat die Person A also die Freunde B, C und D, ist die Ausgabe
folgende:
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{B,C,D}2 = {(B,B), (B,C), (B,D), (C,B), (C,C), (C,D), (D,B), (D,C), (D,D)}
Entfernt man die reflexiven Beziehungen (B,B), (C,C) und (D,D), bleiben die Beziehun-
gen u¨brig, wer wen u¨ber A kennt. Diese Beziehnungen werden im Mapper fu¨r jede Person
erzeugt. Der Intermediate-Key und der Intermediate-Value sind also zwei unterschiedli-
che Freunde von der betreffenden Person. Der Reducer gruppiert alle zu einem Freund
geho¨renden indirekten Freunde zusammen und schreibt das Ergebnis in HBase.
A -> B, C, D
B -> A, C, D, E
(B,C)
(B,D)
(C,B)
(C,D)
(D,B)
(D,C)
(A,C)
(A,D)
(A,E)
(C,A)
(C,D)
(C,E)
(D,A)
(D,C)
(D,E)
(E,A)
(E,C)
(E,D)
ma
p()
m
ap()
m
ap()
m
ap()
map()
map()
map()
map()
map()
map()
map()
map
()
ma
p()
map()
map()
map()
map()
map
()
re
du
ce
()
reduce(
)
redu
ce()
red
uc
e()
reduce()
A -> C, D, E
E -> A, C, D
C -> A, B, D², E
B -> C, D
D -> A, B, C², E
Abbildung 6.2: Friends Of Friends als MapReduce-Job1
Im Marimba-Framework wurden fu¨r den Friends-Of-Friends-Algorithmus die Klassen
FoFTranslator (siehe Algorithmus 7), FoFSerializer und FoFAbelian entwickelt. Das Eingabe-
format ist das TableInputFormat, um Freundesbeziehungen wie oben beschrieben aus einer
HBase-Tabelle zu lesen. Das TableOutputFormat dient als Ausgabeformat, um eine a¨hnliche
Struktur der Freundesfreunde zu generieren. Die Parameter fu¨r diesen Job sind lediglich
die Namen der Eingabe- und Ausgabetabelle.
Die Methoden der Klasse FriendAbelian:
• Der Konstruktor FriendAbelian(Text person) initialisiert die Menge der Freun-
de zweiten Grades einer Person
• addFriend(Text friend, long count) fu¨gt einen Freund zweiten Grades zu
der Person hinzu, der count-Wert ist die Anzahl der gemeinsamen Freunde
1Die SchreibweiseD2 gibt an, dass die Person mitD zwei gemeinsame Freunde hat.
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Algorithmus 7 Friends Of Friends: Translator
1: function TRANSLATE(String key, Result friends, Context context)
2: for all friend1 ∈ friends do
3: friendAbelian← new FriendAbelian(friend1)
4: for all friend2 != friend1 ∈ friends do
5: friendAbelian.addFriend(friend2, 1)
6: end for
7: context.write(friendAbelian)
8: end for
9: end function
• invert() erzeugt ein neues FriendAbelian-Objekt mit invertierten count-Werten
bei jedem Element der Friends-Of-Friends-Menge
• aggregate(FriendAbelian other) verbindet die Mengen zweier FriendAbeli-
an-Objekte. Bei U¨bereinstimmungen werden die count-Werte addiert
• isNeutral() ist wahr, wenn ∀friend friend.count == 0
• neutral() erzeugt ein FriendAbelian-Objekt mit einer leeren Menge von Freun-
desfreunden
• extractKey() liefert die ID der Person
• write / readFields schreibt bzw. liest die Menge der Freundesfreunde
Die Menge der Freunde zweiten Grades wurde realisiert u¨ber eine Map mit dem Schlu¨s-
seltyp Text (Freundes-ID) und dem Wertetyp LongWritable (count-Wert). Da diese Da-
tenstruktur des O¨fteren beno¨tigt wird (u.a. beim Reverse Web-Link Graph, siehe Kapitel
6.3), wurde die Klasse TextLongMapWritable implementiert. Diese beinhaltet die Methoden
aggregate, isNeutral sowie write und readFields, damit sie in den betreffenden
Abelian-Klassen nicht jedesmal erneut entwickelt werden mu¨ssen.
Der Serializer FoFSerializer erzeugt aus einem FriendAbelian-Objekt ein Put-Objekt. Da-
bei wird die ID der Person als Row-ID verwendet und in einer Spaltenfamilie mit dem
festen Wert ”default“ fu¨r jeden Freundesfreund eine Spalte erstellt. Der Name der Spalte
ist die ID des Freundesfreundes, der Wert ist die Anzahl der gemeinsamen Freunde (aufad-
dierte count-Werte). Um bei der Overwrite-Strategie alte Ergebnisse einlesen zu ko¨nnen,
erzeugt die Methode deserializeHBase aus diesen neue FriendAbelian-Objekte.
6.3 Reverse Web-Link Graph
Der Algorithmus ”Reverse Web-Link Graph”wird dazu verwendet, einen invertierten Web-
Index zu erstellen, der zu einer Webseite alle URLs auflistet, die auf sie verweisen. Mit
MapReduce arbeitet der Algorithmus [12] so, dass der Mapper den Quellcode einer Seite
nach Links durchsucht und fu¨r jeden Link ein Ausgabetupel mit dem Ziel als Schlu¨ssel
ausgibt. Der Wert ist die URL des Dokuments, in dem der Link auftaucht, sodass die
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Sammlung aller URLs von Seiten, die auf ein gemeinsames Zieldokument verlinken, im
Reducer geschrieben werden ko¨nnen (siehe Algorithmus 8).
Algorithmus 8 Reverse Web-Link Graph
1: function MAP(url, document)
2: for all link in document do
3: emit(link.target, url)
4: end for
5: end function
6:
7: function REDUCE(target, list of sources)
8: for all distinct s in sources do
9: put(target, ’linkFamily’, s, ”)
10: end for
11: end function
Eine Zeile in der Ausgabetabelle steht also fu¨r ein Dokument (siehe Abbildung 6.3b).
Die Spalten haben als Namen die URLs der auf dieses Dokument verweisenden Seiten.
Der Wert kann hier weggelassen werden. Bei der inkrementellen Variante ist jedoch der
Wert von Bedeutung. Dieser gibt dort an, wie oft diese Verlinkung vorkommt. Wu¨rde man
sich diese Zahl nicht merken, ist beim Lo¨schen eines Links nicht klar, ob noch weitere
Links auf das Dokument zeigen oder nicht.
Google
Ungefähr 808.500.375 Ergebnisse
eBay
http://www.ebay.de
Auf eBay.de finden Sie neue, 
gebrauchte und ...
Mensa-KL
http://www.mensa-kl.de
Der Mensaplan 2.0 für 
Studenten der TU ...
Facebook
http://www.facebook.de
Facebook ist ein soziales 
Netzwerk, das Menschen ...
Wikipedia
http://de.wikipedia.org
Eine freie Enzyklopädie, 
welche in Gemeinschaftsarbeit
TU Kaiserslautern
http://www.uni-kl.de
Die Universität, die 
ebay
Das Handy X5000
Ich denke, jeder kennt das 
Handy. 
Falls nicht, bei Google suchen.
Mensa-KL
Werde Fan auf Facebook
Ausg 1 Ausg 2 Grill
facebook
          Katha Rina  
          Heute ist ein schöner Tag
Wikipedia
Die freie Enzyklopädie
Lesenswerte Artikel: 
TU Kaiserslautern, Google, 
Facebook, eBay, ...
REVERSE WEB LINK GRAPH 
(Row-ID -> Columns)
Google -> {eBay, Wikipedia}
eBay -> {Google, Wikipedia}
Mensa-KL -> {Google}
Facebook -> {Google, Mensa-
KL, Uni-KL}
Wikipedia -> {Google}
Uni-KL -> {Google, Wikipedia}
a) Eingabe: Webseiten                                                      b) Ausgabe: Reverse Web Link Graph
Neu: Die TU hat nun eine 
Facebook-Fanpage
Abbildung 6.3: Reverse Web-Link Graph
Erstellt man den Reverse Web-Link Graph mit dem Marimba-Framework fa¨llt eine enor-
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me A¨hnlichkeit zum Firends-Of-Friends-Algorithmus auf. Auch dort muss sich die Anzahl
der Pfade zwischen zwei Personen (hier: Dokumenten) gemerkt werden. Erst wenn die-
se Anzahl null ist, kann die Verbindung gelo¨scht werden. Am LinkTranslator (siehe Algo-
rithmus 9), LinkSerializer und LinkAbelian sind die A¨hnlichkeiten zum Friend-Of-Friends-
Algorithmus deutlich erkennbar:
Algorithmus 9 Reverse Web-Link Graph: Translator
1: function TRANSLATE(String url, String document, Context context)
2: for all link in document do
3: linkAbelian← new LinkAbelian(link)
4: linkAbelian.addLink(url, 1)
5: context.write(linkAbelian)
6: end for
7: end function
Bis auf den Fakt, dass kein Kreuzprodukt zwischen den Links erstellt wurde, funktio-
niert der Translator genau wie der FoFTranslator. Die Klasse LinkAbelian wurde wie folgt
implementiert:
• Der Konstruktor LinkAbelian(Text url) initialisiert die Menge der eingehen-
den Links zur angegebenen URL
• addLink(Text link, long count) fu¨gt einen Link zum Dokument hinzu, der
count-Wert ist die Anzahl der Links vom Dokument link zum Dokument this.url
• invert() erzeugt ein neues LinkAbelian-Objekt mit invertierten count-Werten bei
jedem Link
• aggregate(LinkAbelian other) verbindet die Mengen zweier LinkAbelian-
Objekte. Bei U¨bereinstimmungen werden die count-Werte addiert
• isNeutral() ist wahr, wenn ∀link link.count == 0
• neutral erzeugt ein LinkAbelian-Objekt mit einer leeren Menge von Links
• extractKey liefert die URL
• write / readFields schreibt bzw. liest die Menge der Links
Als interne Datenstruktur fu¨r die Menge der Links wurde wieder die TextLongMap-
Writable (siehe Kapitel 6.2) verwendet. Diese erspart die Implementierung der Methoden
aggregate, isNeutral, write / und readFields. Auch der LinkSerializer arbeitet
a¨hnlich zum FoFSerializer. Er erzeugt ein Put-Objekt mit der Ziel-URL als Row-ID und
fu¨r jeden eingehenden Link eine Spalte, die die Quell-URL als Namen und die Anzahl
der Verlinkungen als Wert hat. Das Augabeformat ist also auch hier das TableOutputFor-
mat. Da die Eingabe in Form von Textdateien in HDFS vorliegt, arbeitet der Job mit dem
TextInputFormat.
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6.4 Bigrams
Die vierte Beispielanwendung ist ein Schwerpunkt dieser Masterarbeit. Ein Vertreter eines
japanischen Telekommunikationsunternehmens berichtete u¨ber diesen Anwendungsfall.
Das Unternehmen nutzt MapReduce, um aus Texten Wahrscheinlichkeiten dafu¨r abzulei-
ten, dass nach einem Wort ein bestimmtes anderes Wort folgt. Dies wird verwendet, um die
Qualita¨t von Spracheingaben zu verbessern. Wurde ein Wort in einem gesprochenen Satz
nicht verstanden, kann abha¨ngig von den vorherigen Wo¨rtern das Wort ermittelt werden,
welches am wahrscheinlichsten an der Stelle steht. Beginnt beispielsweise eine gespro-
chene SMS mit ”Alles Gute zum“ und das letzte Wort muss aufgrund eines Sto¨rgera¨uchs
geraten werden, schla¨gt die Software das Wort ”Geburtstag“ vor. Nach einem a¨hnlichen
Prinzip arbeitet die alternative Smartphone-Tastatur-Software Swiftkey [15], die bereits
beim Tippen das na¨chste Wort vorschla¨gt.
Zwei Fragen sind noch offen: Wie funktioniert der Algorithmus und woher bekommt
man sinnvolle Testdaten. Die letzte Frage ko¨nnte man spontan mit ”Wikipedia“ beant-
worten. Man ko¨nnte die komplette deutsche Wikipedia, welche frei verfu¨gbar und herun-
terladbar ist, analysieren und so die Wortha¨ufigkeiten ermitteln. Allerdings wird bereits
bei Betrachten des oben beschriebenen Beispielsatzes klar, dass Wikipedia-Artikel anders
geschrieben sind als typische SMS-Texte. Deshalb verwendet das japanische Telekommu-
nikationsunternehmen als Eingabedaten Twitter-Feeds (”Tweets“). Solche Tweets sind der
gesprochenen Sprache sehr a¨hnlich und addressieren ha¨ufig auch andere Personen [5].
Sie werden sogar dazu verwendet, um herauszufinden, wo es gerade schneit, abha¨ngig
davon, wo Leute wohnen, die ”Schnee“ oder ”schneit“ twittern. In [4] werden aus Twitter-
Feeds Aussagen zum Gesundheitszustand der Bevo¨lkerung abgeleitet.
Nicht-inkrementeller MapReduce-Job
Der Bigrams-Algorithmus, um Twitter-Feeds zu analysieren, ist in zwei Schritte unterteilt,
die als einzelne MapReduce-Jobs implementiert werden:
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geburtstag“
(„alles gute“, 1)
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Abbildung 6.4: Bigrams
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Der erste Schritt a¨hnelt dem WordCount-Algorithmus (siehe Kapitel 6.1). Allerdings
werden hier nicht einzelne Wo¨rter geza¨hlt, sondern Wortpaare:
Algorithmus 10 Bigrams: Schritt 1
1: function MAP(linenumber, line)
2: for all wordi ∈ line do
3: if wordi is not the last word in the line then
4: emit(wordi+” ”+wordi+1, 1)
5: end if
6: end for
7: end function
8:
9: function REDUCE(wordpair, counts)
10: sum← 0
11: for all n ∈ counts do
12: sum← sum+ n
13: end for
14: emit(wordpair, sum)
15: end function
Das Ergebnis sind die Ha¨ufigkeiten der Vorkommnisse bestimmter Wordpaare. Es kann
entweder in HBase oder HDFS geschrieben werden. Da sowohl das Schreiben dieser Zwi-
schenergebnisse als auch das Lesen im zweiten Schritt sequentiell erfolgt, ist HDFS hier
die sinnvollere Wahl. Im zweiten Schritt werden die Wortpaare wieder aufgeteilt und nach
dem ersten Wort gruppiert:
Algorithmus 11 Bigrams: Schritt 2
1: function MAP(wordpair, count)
2: split wordpair into (word1, word2)
3: emit(word1, (word2, count))
4: end function
5:
6: function REDUCE(word1, pairs)
7: sum← 0
8: for all (word2, count) ∈ pairs do
9: put(word1, ’columnFamily’, word2, count)
10: end for
11: end function
Die Reduce-Funktion liefert HBase-Zeilen, die als Row-ID ein bestimmtes Wort haben.
Die Spalten dieser Zeile tragen als Namen ein Wort, welches auf das erste Wort folgt und
als Wert die Anzahl der Vorkommnisse. Beispiel: Die Row-ID lautet ”zum“, die beiden
Spalten ”Geburtstag“ und ”Beispiel“ haben die Werte ”2“ und ”1“. Am wahrscheinlichsten
ist also, dass auf das Wort ”zum“ das Wort ”Geburtstag“ folgt.
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Inkrementeller MapReduce-Job: IncDec
Die inkrementelle Variante des Bigrams-Algorithmus ist fu¨r die Strategie IncDec sehr a¨hn-
lich zu der gerade vorgestellten nicht-inkrementellen Variante. Der Mapper des ersten
Schrittes muss lediglich unterscheiden, ob ein Text hinzugefu¨gt oder entfernt wurde und
dann das Wortpaar plus die 1 bzw. (−1) weitergeben. Der Reducer bleibt unvera¨ndert.
Die Zwischenergebnisse sind nun also die positive oder negative Differenz, wie oft ein
Wortpaar dazugekommen oder weggefallen ist. Auch der Mapper des zweiten Schrittes
bleibt unvera¨ndert. Nur der Reducer muss modifiert werden, damit er statt Put-Objekten
Inkremente ausgibt.
Inkrementeller MapReduce-Job: Overwrite
Komplizierter ist der Bigrams-Algorithmus mit Verwendung der Overwrite-Strategie. Man
muss sich u¨berlegen in welchem der beiden Schritte die Overwrite-Strategie verwendet
wird. Wu¨rde man den ersten Schritt auf gleiche Weise wie beim IncDec durchfu¨hren und
die Overwrite-Strategie erst auf den zweiten Schritt anwenden, tritt das folgende Problem
auf: Die Map-Funktion erzeugt (word1, (word2, count))-Paare fu¨r die Zwischenergebnisse
aus dem ersten Schritt und aus Ergebnissen der letzten Berechnung. Der Reducer erha¨lt
zu einem wort1 eine Liste mit (wort2, count)-Paaren. Folgewo¨rter, die sowohl in den al-
ten Ergebnissen vorhanden waren als auch hinzugekommen oder gelo¨scht wurden, er-
scheinen in dieser Liste doppelt. Fu¨r den Reducer ist es nicht mo¨glich, dies zu erkennen
und die Werte aufzuaddieren. Als Lo¨sung ko¨nnte man alle bereits verarbeiteten Wo¨rter
in einer Map merken, aber es ist anzumerken, das dies enorme Datenmengen sind. Ein
Beispiel: Der Mapper liest ein Zwischenergebnisse aus dem ersten Schritt (”der Hund”, 5)
und erzeugt daraus (”der”, (Hund”, 5)). Außerdem liest er aus der Tabelle mit den al-
ten Ergebnissen die Zeile mit der Row-ID ”der“. Fu¨r jede Spalte, also auch die Spalte
”Hund“ wird ein Schlu¨ssel-Wert-Paar erzeugt: (”der”, (Hund”, 100)). Der Reducer, wel-
cher sich um den Schlu¨ssel ”der“ ku¨mmert, erha¨lt eine Liste mit Millionen Wo¨rtern, u.a.
zwei mal das Wort ”Hund“. Er mu¨sste sich alle bereits verarbeiteten Wo¨rter merken,
um zu erkennen, dass das Wort bereits einmal vorkam. Aus diesem Grund, wurde ent-
schieden, die Overwrite-Strategie bei der Bigrams-Anwendung im ersten Schritt durch-
zufu¨hren. Der Mapper liest neue und gelo¨schte Texte sowie alte Ergebnisse und erzeugt
die (word1+" "+word2, count)-Paare. Im Reducer werden die Anzahlen aufaddiert. Der
zweite Schritt kann nun unvera¨ndert durchgefu¨hrt werden. Einziger Nachteil an dieser
Lo¨sung ist, dass das Zwischenergebnis sehr groß ist, da es alle Daten beinhaltet, sowohl
die A¨nderungen als auch die alten Ergebnisse.
Marimba-Job
Da die Bigrams-Anwendung aus zwei Schritten besteht, mu¨ssen zwei Marimab-Jobs ge-
schrieben werden. Die Abelian-Klasse ist dabei in beiden Fa¨llen das NGramAbelian, die wie
folgt implementiert wurde:
• Konstruktor NGramAbelian(Text a, Text b, long count) schreibt zwei Wo¨r-
ter und die Anzahl in die Attribute a, b und count
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• invert() erzeugt ein neues NGramAbelian-Objekt new mit der invertierten An-
zahl: new.count = this.count*-1
• aggregate(NGramAbelian other) erzeugt ein neues NGramAbelian-Objekt new
mit der Summe der Anzahlen: new.count = this.count + other.count
• isNeutral() ist wahr, wenn this.count == 0
• neutral erzeugt ein NGramAbelian-Objekt new mit der Anzahl new.count = 0
• extractKey liefert beide Wo¨rter (a+" "+b)
• write / readFields schreibt bzw. liest nur den count-Wert.
Die Translator-Klasse fu¨r den ersten Schritt arbeitet wie der Mapper beim nicht-inkre-
mentellen Bigrams-Job (siehe Algorithmus 10). Er liest eine Textzeile und erzeugt NGram-
Abelian-Objekte mit einem Wortpaar und der Anzahl 1 (bzw. (−1) bei gelo¨schten Zei-
len). Der BigramsHDFSSerializer schreibt lediglich den Count-Wert. Zusammen mit dem
Schlu¨ssel, also dem Wortpaar, ergibt sich dann die Ausgabe, die in die HDFS-Textdatei
geschrieben wird: wordpair<TAB>count.
Um die Klasse NGramAbelian auch fu¨r den zweiten Schritt verwenden zu ko¨nnen, wur-
de eine Subklasse von dieser namens NGramStep2Abelian erstellt, welche die Methoden
extractKey, write und readFields u¨berschreibt, da im zweiten Schritt der Intermedi-
ate-Key nur aus dem ersten Wort besteht. Der Translator fu¨r den zweiten Schritt erzeugt
aus einer Zeile lediglich ein NGramStep2Abelian-Objekt, der BigramsStep2Serializer wan-
delt ein solches Objekt in ein Put-Objekt, um es in eine HBase-Tabelle zu schreiben. Dabei
ist das erste Wort des Wortpaares die Row-ID. Das zweite Wort ist der Name der Spalte,
die als Wert die Anzahl hat.
Die Klasse NGramAbelian benutzt anders als FriendAbelian und LinkAbelian keine Map,
um die Menge der Folgewo¨rter zu speichern. Das resultiert darin, dass die Map-Funktion
statt einem Objekt sehr viele ausgibt und die Aggregation der Objekte lediglich eine Ad-
dition zweier count-Werte ist. Auch die Reduce-Funktion arbeitet mit einer viel gro¨ßeren
Zahl von Objekten und gibt fu¨r jedes ein eigenes Put-Obejekt mit nur einer Spalte aus,
wa¨hrend bei FriendAbelian und LinkAbelian die Put-Objekte tausende Spalten besitzen ko¨n-
nen. Das Resultat sieht in den Tabellen gleich aus. Man kann fu¨r jeden Marimba-Job selbst
entscheiden, ob man als interne Datenstruktur eine Map benutzen mo¨chte oder lieber viele
einzelne Abelian-Objekte ausgibt.
Bemerkungen
Die Anwendung wurde ”Bigrams“ genannt, da mit Wortpaaren (Bigrammen) gearbeitet
wurde. In der Ergebnistabelle kann also nachgeschlagen werden, welches Wort am wahr-
scheinlichsten auf ein gegebenes Wort folgt. Um die Qualita¨t zu verbessern, ist es sinnvoll,
nicht Bigramme, sondern Trigramme oder allgemein N-Gramme beliebiger Gro¨ße zu be-
trachten. Beinhaltet eine gesprochene SMS den abgebrochenen Satz ”Viele liebe“, liefert
die Bigrams-Ergebnistabelle den Vorschlag ”dich“, da dies auf das Wort ”liebe“ am wahr-
scheinlichsten folgt. Betrachtet der Algorithmus jedoch mehrere Wo¨rter in Folge, wu¨rde
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dies zu einem deutlich sinnvollerem Ergebnis (”Gru¨ße“) fu¨hren. Aus diesem Grund wur-
de der Bigrams-Algrorithmus u¨ber einen Parameter numberOfParts erweitert. In diesem
kann angegeben werden, wie viele Wo¨rter maximal in ein NGram gepackt werden. Die
Eingabe ”alles gute zum geburtstag“ liefert dann also bei numberOfParts = 4 nicht nur Bi-
gramme wie ”zum geburtstag“, sondern auch Trigramme wie ”alles gute zum“ und ein
4-Gramm (der komplette Satz). Um die Qualita¨t noch mehr zu verbessern, ko¨nnte man
zusa¨tzlich zu den vorherigen auch die folgenden Wo¨rter betrachten. Dann wu¨rde ”ich ha-
be <?> Geld“ zu einem anderen Ergebnis fu¨hren als ”ich habe <?> Lust“: Im ersten Fall
”kein“, im zweiten Fall ”keine“.
Bei der Implementierung des Bigrams-Algorithmus wurden Zahlen in den Eingabeda-
ten durch einen Platzhalter <num> ersetzt, da es in den meisten Fa¨llen keinen Unterschied
macht, um welche Zahl es sich genau handelt. Der Satz ”kannst du mich in etwa 10 <?>
abholen“ wird dann zuerst umgewandelt in ”kannst du mich in etwa <num> <?> abho-
len“. Die Ergebnistabelle schla¨gt bei ”in etwa <num>“ das Wort ”Minuten“ vor. Dieses
4-Gramm kam 24 mal in den eingelesenen Twitter-Feeds vor. Selbst ”etwa <num>“ fu¨hrt
zum richtigen Ergebnis (”Minuten“). Das Trigramm kam 382 mal vor. Nur nach <num> zu
suchen macht jedoch keinen Sinn, da nach Zahlen oft weitere Zahlen folgen, hier 109.825
mal. Es ist also geschickt, mo¨glichst viele vorangehende Wo¨rter zu betrachten. Erst wenn
eine Wortfolge gar nicht gefunden wurde, kann ein Wort weggelassen werden und mit
der na¨chst ku¨rzeren Folge fortgefahren werden. Um die geraden vorgestellten Ergebnisse
zu ermitteln, wurde das Programm HBaseMax erstellt. Es nimmt als Konsolenparameter
der Name einer Tabelle, eine Row-ID (eine oder mehrere Wo¨rter) und der Name der Spal-
tenfamilie. Als Ergebnis liefert sie den Spaltennamen und Spaltenwert der Spalte mit dem
gro¨ßten Wert:
> java -jar HBaseMax.jar bigrams "viel" default
Qualifier: spaß
Value: 17894
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Die im vorherigen Kapitel vorgestellten Beispielanwendungen wurden auf einem Cluster,
welcher aus sechs Knoten besteht, ausgefu¨hrt. Jeder der Knoten besitzt einen Quadcore-
Prozessor mit 2,53 GHz, 4 GB RAM, eine 1 TB SATA-II-Festplatte sowie Gigabit-Ethernet.
Die Jobs werden mit Hadoop ausgefu¨hrt und lesen und schreiben in HDFS bzw. HBase.
7.1 Nicht-inkrementelle Jobs
Fu¨r jede der Beispielanwendungen wurde sowohl eine nicht-inkrementelle, eine inkre-
mentelle und eine Variante im Marimba-Framework erstellt. Zuna¨chst soll u¨berpru¨ft wer-
den, ob die nicht-inkrementelle Variante, welche direkt in Hadoop geschrieben wurde,
gleich schnell ist zu dem im Marimba-Framework implementierten Job, welcher die Stra-
tegie ”Full Recomputation“ verwendet. In beiden Fa¨llen werden also keine inkrementellen
Berechnungen durchgefu¨hrt.
Fu¨r diese Tests wurden die Laufzeiten der Jobs ”WordCount“ und ”Friends Of Fri-
ends”(FoF) sowohl mit als auch ohne dem Marimba-Framework gemessen. Die Einga-
bedaten vom WordCount-Job sind eine 1,4 GB große Textdatei mit Twitter-Feeds, die Ein-
gabe fu¨r den Friend-Of-Friend-Algorithmus ein zufa¨llig generiertes Netzwerk aus 5000
Personen. Dazu wurde ein Programm SocialNetGenerator geschrieben, welches zufa¨llige
Freundesbeziehungen in eine HBase-Tabelle einfu¨gt.
Abbildung 7.1: Vergleich: Vollsta¨ndige Neuberechnung, Standalone vs. Marimba
Abbildung 7.1 zeigt, dass ein Marimba-Job in den meisten Fa¨llen etwa fu¨nf bis zwanzig
Prozent langsamer ist, als ein nativ in Hadoop geschriebener Job. Die Marimba-Variante
des Friend-Of-Friend-Algorithmus’ la¨uft sogar etwas schneller als die native Version. Wei-
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tere Tests zeigten, dass die Unterschiede minimal sind und vor allem davon abha¨ngen, ob
ein Mapper oder Reducer wegen eines Fehlers neustarten muss. Die Daten, welche in dem
Standalone und im Marimba-Job transportiert werden, sind im wesentlichen die gleichen,
auch die Berechnungen sind a¨hnlich. Lediglich die Verwendung eines Abelian-Typs statt
der direkten Verwendung von primitiven Typen wie Text oder LongWritable ko¨nnen zu
einem Mehraufwand fu¨hren. Da die Unterschiede jedoch sehr gering sind, wird im fol-
genden davon ausgegangen, dass Marimba-Jobs, welche die Strategie FULL (vollsta¨ndige
Neuberechnung) verwenden, eine a¨hnliche Laufzeit haben, wie nativ erstellte Hadoop-
Jobs, welche ebenfalls keine inkrementelle Neuberechnung unterstu¨tzen.
7.2 Inkrementelle Marimba-Jobs
Die Marimba-Jobs WordCount, Reverse Web-Link Graph und ”Bigrams“ wurden auf dem
Cluster mit einer großen Eingabedatenmenge ausgefu¨hrt. Diese sind bei WordCount und
dem Reverse Web-Link Graph eine Sammlung von mit [8] generierten HTML-Dokumenten
mit einer Gesamtgro¨ße von 30 GB. Der Bigrams-Algorithmus wurde auf 900 MB deut-
schen Twitter-Feeds ausgefu¨hrt. Dabei erfolgte zuerst eine vollsta¨ndige Neuberechnung
und danach eine inkrementelle Ausfu¨hrung unter Verwendung des TextWindowInputFor-
mat (siehe Kapitel 5.5). Dieses nutzt ein gleitendes Fenster, welches angibt, welche Daten
als gelo¨scht, beibehalten und hinzugefu¨gt angesehen werden. Abha¨ngig von der A¨nde-
rungsrate wurden die Zeiten gemessen, die die inkrementellen Marimba-Jobs unter Ver-
wendung der Strategie IncDec bzw. Overwrite gebraucht haben:
Abbildung 7.2: WordCount - Laufzeitvergleich
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Abbildung 7.3: Reverse Web-Link Graph - Laufzeitvergleich
Die Abbildungen 7.2 und 7.3 zeigen, dass bei einer geringen A¨nderungsrate der IncDec-
Ansatz eine bessere Wahl ist als die Overwrite-Strategie, da die alten Ergebnisse nicht
erst komplett eingelesen werden mu¨ssen. Da die Inkrement-Operation in HBase jedoch
sehr teuer ist, lohnt sich die IncDec-Strategie ab einer gewissen Anzahl von A¨nderungen
nicht mehr, ein Einlesen der alten Ergebnisse macht sich dann also bezahlt. Bei großen
A¨nderungsraten (WordCount: 40%, Reverse Web-Link Graph: 20%) lohnen sich beide An-
sa¨tze nicht mehr. Hier ist eine vollsta¨ndige Neuberechnung gu¨nstiger.
Der Bigrams-Algorithmus ist aufgeteilt in zwei Schritte, welche jeweils einen eigenen
MapReduce-Job bilden. In der folgenden Abbildung 7.4 sind fu¨r die Strategien FULL, IN-
CDEC und OVERWRITE drei Bereiche eingezeichnet. Die obere Kante eines solchen Be-
reichs gibt die Gesamtlaufzeit beider Schritte an, die Unterkante die Laufzeit des zwei-
ten Schritts und die Bereichsbreite die Laufzeit des ersten Schritts. Es fa¨llt auf, dass bei
der IncDec-Strategie die Laufzeit des ersten Schrittes sehr gering ist und der Job ledig-
lich lange beno¨tigt um im zweiten Schritt die Inkremente in HBase zu schreiben. Ab einer
A¨nderungsrate von 10% ist eine vollsta¨ndige Neuberechnung gu¨nstiger. Das vollsta¨ndige
Einlesen der alten Ergebnisse dauert bei der Overwrite-Strategie so lange, dass sich diese
Strategie bei der Bigrams-Anwendung in keinem Fall lohnt.
Bei der Ausfu¨hrung des Bigrams-Algorithmus fiel auf, dass die Ausfu¨hrungszeit der
einzelnen Reduce-Aufgaben sehr unterschiedlich ist. Das liegt daran, dass Reducer zwar
in etwa die gleiche Anzahl von Schlu¨sseln verarbeiten, jedoch die Menge der Werte zu
einem Schlu¨ssel unterschiedlich groß sein kann. So muss der Reducer, welcher sich um
das Wort ”der“ ku¨mmert eine riesige Menge von Werten aggregieren und daraus viele
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Abbildung 7.4: Bigrams - Laufzeitvergleich
Put-Objekte erzeugen und schreiben.
Zusammengefasst konnte mit den durchgefu¨hrten Tests gezeigt werden, dass inkremen-
telle Marimba-Jobs bei geringen A¨nderungsraten deutlich schneller laufen als Jobs, wel-
che eine vollsta¨ndige Neuberechnung durchfu¨hren. Der Vorteil an einem Marimba-Job ist
zudem, dass er leicht zu entwickeln ist und bei der Entwicklung nicht darauf geachtet
werden muss, ob als Strategie IncDec oder Overwrite verwendet wird. Die Tests zeigten
außerdem, dass es keinen klaren Gewinner unter diesen beiden Strategien gibt. Durch ein-
fache Konfiguration kann nach der Entwicklung eines Jobs die Strategie festgelegt werden
und so ausprobiert werden, welche die sinnvollste fu¨r die eigene Anwendung ist.
Marimba-Jobs werden als normale Hadoop-Jobs ausgefu¨hrt. Das heißt, dass sie auf glei-
che Weise u¨ber die Konsole gestartet und u¨ber das Webinterface von Hadoop u¨berwacht
werden ko¨nnen. Zudem kann die Konfiguration des Jobs nach belieben gesetzt werden.
Eine entscheidende Konfiguration ist die Anzahl der Reducer. In Kapitel 2.1.5 wurde be-
reits erkla¨rt, dass man die Zahl auf (0,95 oder 1,75 * Anzahl der Knoten * Aufgaben pro
Knoten) setzen soll [19].Tests im Cluster mit sechs Knoten (davon ein Head-Node und fu¨nf
Worker) ergaben, dass 18 Reducer die optimale Anzahl ist (1,75 * 5 Knoten * 2 gleichzei-
ge Aufgaben pro Knoten = 17,5). So konnten zehn Reduce-Aufgaben gleichzeitig auf den
fu¨nf Rechnern abgearbeitet werden. Sind die ersten Aufgaben abgeschlossen, ku¨mmern
sich die Rechner um die restlichen acht.
Weitere Empfehlungen u¨ber die Konfiguration von Hadoop-Jobs werden in [24] gege-
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ben. Sie fu¨hrten in den getesteten Marimba-Jobs zu einer deutlichen Performanzsteige-
rung. Beispielsweise bewirkt der Parameter mapred.compress.map.output eine Kom-
pression der Intermediate-Keys und -Values, also der Abelian-Objekte. Vor allem bei den
Beispielen FriendAbelian und LinkAbelian, bei denen eine TextLongMapWritable ver-
wendet wurde, sorgt eine Kompression fu¨r eine enorme Verringerung des Datenvolu-
mens. Die Parameter mapred.tasttracker.map/reduce.tasks.maximum wurden
auf dem Standardwert 2 belassen. Es wird empfohlen, diesen Wert auf mindestens (An-
zahl der Kerne / 2) zu setzen (was in unserem Fall 4/2 = 2 ist) und maximal auf (Anzahl
der Kerne * 2). Allerdings empfiehlt sich diese Konfiguration erst bei einem sehr großen
Cluster.
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8 Zusammenfassung
Die Ergebnisse im vorherigen Kapitel besta¨tigten die Beobachtungen aus den vorangegan-
genen Arbeiten. Es konnte gezeigt werden, dass inkrementelle MapReduce-Jobs schneller
ausgefu¨hrt werden als Jobs, die eine vollsta¨ndige Neuberechnung durchfu¨hren. Diese Per-
formanzsteigerung ist umso deutlicher, je geriger die A¨nderungsrate an den Basisdaten
ist.
Da inkrementelle MapReduce-Jobs vieles gemeinsam haben und es diverse Ansa¨tze
gibt, die vom Benutzer selbst entwickelt werden mu¨ssen, wurden diese Gemeinsamkei-
ten extrahiert und ein Framework namens Marimba erstellt. Vor allem Entwickler, welche
mit dem Hadoop-Framework vertraut sind, ko¨nnen mit dem Marimba-Framework schnell
eigene Jobs schreiben. Dabei muss der Anwender nur einige anwendungsspezifische Me-
thoden implementieren, die sich um das Lesen, Aggregieren, Invertieren und Schreiben
von Daten ku¨mmern. Um die Selbstwartbarkeit ku¨mmert sich das Framework. Da Ma-
rimba auf Hadoop aufbaut, hat der Entwickler auch gleichzeitig alle Vorteile von Hadoop.
Dazu za¨hlen die Fehlerbehandlung und das Scheduling.
Die beiden Strategien IncDec und Overwrite stellen zwei Alternativen dar, wie die inkre-
mentelle Neuberechnung durchgefu¨hrt wird. Das Marimba-Framework unterstu¨tzt beide
Strategien, welche der Benutzer einfach u¨ber eine Konfiguration einstellen kann. Nutzt
ein Marimba-Job die IncDec-Strategie, liest er nur die A¨nderungen und erzeugt daraus
positive oder negative Inkremente, welche direkt auf die HBase-Tabelle, in der das Ergeb-
nis der letzten Berechnung zu finden ist, angewendet werden ko¨nnen. Bei der Overwrite-
Strategie werden die Ergebnisse der vorherigen Berechnung komplett eingelesen. Das be-
deutet, dass der MapReduce-Job aus zwei Quellen Eingaben lesen muss: Die Tabelle mit
den alten Ergebnissen sowie die eigentlichen gea¨nderten Daten. Auch darum ku¨mmert
sich das Framework, sodass der Benutzer kein eigenes Eingabeformat dafu¨r entwickeln
muss.
Mit dem Marimba-Framework wurden vier Beispielanwendungen entwickelt: Word-
Count, Reverse Web-Link Graph, Friends-Of-Friends sowie Bigrams. Die Entwicklung al-
ler vier Jobs ist in Marimba auf eine sehr einfache Art mo¨glich. Statt der aus Hadoop ver-
wendeten Klassen Mapper und Reducer implementieren Marimba-Entwickler Translator,
Serializer und eine Abelian-Klasse. Ein vollsta¨ndiges Code-Beispiel fu¨r den Marimba-Job
WordCount befindet sich im Anhang.
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Anhang
8.1 WordCount (Marimba-Job)
WordCount und WordCountTranslator
public c l a s s WordCount extends MarimbaJobBase implements Tool {
private s t a t i c f ina l S t r i n g INPUT DIR = ” input . d i r ” ;
private s t a t i c f ina l S t r i n g OUTPUT TABLE = ” output . t a b l e ” ;
private s t a t i c f ina l S t r i n g USE WINDOW = ”use . window” ;
public s t a t i c c l a s s WordCountTranslator
extends Trans la tor<LongWritable , Text> {
@Override
public void t r a n s l a t e ( LongWritable key , Text value ,
Context contex t ) throws IOException , InterruptedExcept ion {
S t r i n g l i n e = value . t o S t r i n g ( ) . toLowerCase ( ) ;
S t r ingTokenizer token izer = new Str ingTokenizer ( l i n e ) ;
while ( token izer . hasMoreTokens ( ) ) {
S t r i n g word = tokenizer . nextToken ( ) ;
contex t . wri te (new WordAbelian ( word , 1L ) ) ;
}
}
}
@Override
public in t run ( S t r i n g [ ] args ) throws Exception {
IncJob job = c r e a t e I n c J o b ( ) ;
i f ( getConf ( ) . getBoolean (USE WINDOW, t rue ) ) {
job . set InputFormatClass ( TextWindowInputFormat . c l a s s ) ;
} e lse {
job . set InputFormatClass ( TextInputFormat . c l a s s ) ;
}
job . setOutputTable ( th i s . getConf ( ) . get (OUTPUT TABLE ) ) ;
job . se tAbel ianClass ( WordAbelian . c l a s s ) ;
job . s e t T r a n s l a t o r C l a s s ( WordCountTranslator . c l a s s ) ;
job . s e t S e r i a l i z e r C l a s s ( WordHBaseSerializer . c l a s s ) ;
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S t r i n g in = th i s . getConf ( ) . get ( INPUT DIR ) ;
TextInputFormat . se t InputPaths ( job , in ) ;
job . s e t J a r B y C l a s s ( WordCount . c l a s s ) ;
return job . waitForCompletion ( t rue ) ? 0 : −1;
}
public s t a t i c void main ( S t r i n g [ ] args ) throws Exception {
in t r es = ToolRunner . run ( HBaseConfiguration . c r e a t e ( ) ,
new WordCount ( ) , args ) ;
System . e x i t ( r es ) ;
}
}
WordHBaseSerializer
public c l a s s WordHBaseSerializer extends WordSer ia l izer {
@Override
public Put s e r i a l i z e ( Writable key , Abelian<?> obj )
throws WrongClassException {
i f ( ! ( ob j instanceof WordAbelian ) ) {
throw new WrongClassException ( ) ;
}
WordAbelian word = ( WordAbelian ) ob j ;
byte [ ] rowId ;
i f ( key instanceof ImmutableBytesWritable ) {
rowId = ( ( ImmutableBytesWritable ) key ) . get ( ) ;
} e lse i f ( key instanceof Text ) {
rowId = Bytes . head ( ( ( Text ) key ) . getBytes ( ) ,
( ( Text ) key ) . getLength ( ) ) ;
} e lse {
throw new WrongClassException ( ) ;
}
byte [ ] colFamily = Bytes . toBytes ( ” d e f a u l t ” ) ;
byte [ ] q u a l i f i e r = Bytes . toBytes ( ” d e t a i l s ” ) ;
byte [ ] value = Bytes . toBytes ( word . getCount ( ) . get ( ) ) ;
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Put put = new Put ( rowId ) ;
put . add ( colFamily , q u a l i f i e r , value ) ;
return put ;
}
}
WordAbelian
public c l a s s WordAbelian implements Abelian<WordAbelian> {
private Text word ;
private LongWritable count ;
public WordAbelian ( ) {
th i s . word = new Text ( ) ;
th i s . count = new LongWritable (0L ) ;
}
public WordAbelian ( S t r i n g s ) {
th i s . word = new Text ( s ) ;
th i s . count = new LongWritable (0L ) ;
}
public WordAbelian ( Text t ) {
th i s . word = t ;
th i s . count = new LongWritable (0L ) ;
}
public WordAbelian ( S t r i n g s , long l ) {
th i s . word = new Text ( s ) ;
th i s . count = new LongWritable ( l ) ;
}
public WordAbelian ( Text t , LongWritable l ) {
th i s . word = t ;
th i s . count = l ;
}
public void setWord ( S t r i n g s ) {
th i s . word . s e t ( s ) ;
}
public void setWord ( Text t ) {
th i s . word = t ;
}
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public Text getWord ( ) {
return th i s . word ;
}
public void setCount ( LongWritable count ) {
th i s . count = count ;
}
public LongWritable getCount ( ) {
return th i s . count ;
}
@Override
public void write ( DataOutput out ) throws IOException {
/ / t h i s . word . w r i t e ( out ) ;
th i s . count . wri te ( out ) ;
}
@Override
public void readFie lds ( DataInput in ) throws IOException {
/ / t h i s . word . r e a d F i e l d s ( in ) ;
th i s . count . readFie lds ( in ) ;
}
@Override
public in t compareTo ( BinaryComparable o ) {
in t compare = th i s . word . compareTo ( o ) ;
i f ( compare == 0) {
return th i s . count . compareTo ( o ) ;
}
return compare ;
}
@Override
public WordAbelian i n v e r t ( ) {
return new WordAbelian ( th i s . word ,
new LongWritable (−1 * th i s . count . get ( ) ) ) ;
}
@Override
public WordAbelian aggregate ( WordAbelian other ) {
return new WordAbelian ( th i s . word ,
new LongWritable ( th i s . count . get ( ) + other . getCount ( ) . get ( ) ) ) ;
}
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@Override
public boolean i s N e u t r a l ( ) {
return ( th i s . count . get ( ) == 0L ) ;
}
@Override
public S t r i n g t o S t r i n g ( ) {
return ” ( ”+ th i s . word . t o S t r i n g ( ) + ” , ”+ th i s . count . get ( ) + ” ) ” ;
}
@Override
public Abelian<WordAbelian> n e u t r a l ( ) {
return new WordAbelian ( th i s . word , new LongWritable (0L ) ) ;
}
@Override
public ImmutableBytesWritable extractKey ( ) {
return new ImmutableBytesWritable ( th i s . getWord ( ) . getBytes ( ) ,
0 , th i s . getWord ( ) . getLength ( ) ) ;
}
}
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