Abstract-We evaluate the interference limited spectral efficiency of a small cellular network using measurements with 3 sites at an ISD of 750 m. Each 3-sector site is equipped with cross-polarized panel antennas. We provide an efficient method to estimate the MIMO capacity from the measured data. We then compare the capacities of SISO and 2x2 MIMO with and without interference. At a fixed SNR of 10 dB, our cross-polarized interference free 2x2 setup achieves 5.7 bps/Hz which compares well to findings from Manhattan. For the best serving BS, the median 2x2 capacity including the received power and a reuse factor of 9 is 1.7 bps/Hz. This value increases to 3 bps/Hz when using frequency reuse 3 and 4.7 bps/Hz with full reuse.
I. INTRODUCTION
Recently, there are many discussions on how the efficiency of cellular networks can be increased in order to fulfill the rising demands of higher transmission rates. Current technologies reuse the scare resources (e.g. the wireless spectrum) in each cell which leads to a significant amount of intercell interference. At the same time, several approaches for handling this interference are discussed [1] . One open question is: What can be gained in a realistic deployment scenario using real base stations (BSs) and measured channels?
It is a common approach to evaluate different transmission and reception schemes by utilizing system level simulations (e.g. to characterize the throughput of a multiuser multipleinput multiple-output (MIMO) system [2] ). The calibration of those simulation environments often relies on channel measurements to estimate the model parameters. However, extensions to the multicell case are often with limited experimental validation. A few measurement results addressing the shadow fading and the angular spread are provided by Jalden et. al. [3] while multicell delay spreads, fading correlations and the cell geometry are evaluated in our earlier paper [4] .
One parameter, the spectral efficiency (also called capacity), characterizes the achievable throughput of a channel realization. To benchmark a certain transmission scheme (e.g. Interference Aware Scheduling [5] ), knowledge about the channel capacity is of particular importance. However, evaluating the spectral efficiency from measured data is difficult because of the noise. To increase the signal to noise ratio (SNR) one can parameterize the measurement setup to e.g. perform narrowband soundings at a high transmission power [6] or to average several successive snapshots of a wideband sounding [7] . Both methods have their disadvantage because they either limit the frequency-or the doppler resolution. Another approach is to preprocess the data. This can be done by techniques such as ESPRIT or Rimax [8] . While both methods have a high computational complexity, our approach utilizes a much simpler method [9] which is based on adaptive thresholding and weighted averaging over the measurement antennas. The key components if this method are sketched in the appendix.
The preprocessing enables us to evaluate the interference limited spectral efficiency of a virtual 2x2 MIMO setup in a network consisting of 9 BSs. The results will help to understand the scaling of the capacity when switching from a cell based single-input single-output (SISO) network with interference avoidance due to a frequency reuse scheme to a MIMO setup with full reuse in each cell. The preprocessing will also allow a direct comparison with linear transmission schemes in simulations (by e.g. replacing the simulated with the processed channels) or the test of prototype hardware using a channel emulator. The set of possible scenarios is, nevertheless, limited to the measurement setup. In the remainder of this paper we describes the experimental setup and the preprocessing method. The results then focus on the capacity of the 2x2 MIMO link including the interference from neighboring sectors.
II. EXPERIMENTAL SETUP
The measurement area is situated in the center of the city of Dresden. Fig. 1 shows the measurement track, the locations of the three BSs with an inter-site distance (ISD) of 750 m and the • downtilt during our measurement. A high precision odometer and a GPS receiver record the position of each snapshot. We cluster the snapshots along the 8.8 km measurement track in 2240 points with a diameter of 33 λ to increase the precision of the results.
A HyEff channel sounder [10] records the radio channel with a bandwidth of 21.25 MHz at around 2.53 GHz by applying a multi-tone test signal with a duration of 12.8 μs. We thus estimate the frequency response (FR) of the channel on 273 equidistantly spaced carriers. The single measurement chain of the sounder is consecutively switched to all transmit (Tx) and receive (Rx) antenna elements with the radio channel in between. Snapshot rates and recording times fulfill the channel sampling theorem. At the BS, we use pre-commercial +18 dBi antennas (Kathrein 80010541) with two cross-polarized ports ±45
• (see Fig. 2 ). All sector antennas at one site are fed like a single cross-polarized array with six input ports in the same switching sequence. At the receiver, we use a polarized uniform circular array (PUCA) with 8 patch elements [10] . Measurements with the same sounder but at other frequencies and with other antennas are also reported in [4, 7, 8, 10] . Further details for this measurement campaign and additional results can be found in our earlier paper [4] .
III. DATA PROCESSING
The data processing contains 3 steps: The antenna pattern approximation, denoising and the calculation of the capacity. In the first step, we measure the beam patterns of the 16-port receive antenna and calculate two sets of weights, one for the vertical and one for the horizontal polarization. Those weights enable us to combine the measured channel coefficients tô
The virtual 2-port antenna separates both polarizations with more than 20 dB decoupling and the shape of its pattern is similar to the pattern of a dipole antenna (see Fig. 3 ). The effective channelĤ has two rows representing both polarization directions. A detailed description of the antenna pattern shaping can be fount in appendix A.
In the second step, we denoise the data by first extracting the taps with an adaptive thresholding approach and then we reassemble a noise reduced version of the channel. Donoho and Johnstone [11, 12] discovered that an ideal reconstruction of the channel is achieved when there are less taps than carriers in the data (sparse channel) and when we use only taps above a certain threshold for the reconstruction. A detailed test with a simulated Keyhole channel based on Rayleigh fading shows that the estimation and reconstruction gains approx. 10 dB of SNR in our scenario. The tap estimation and denoising procedure is described in detail in appendix B.
After the preprocessing is done, we calculate the spectral efficiency C measured in units of bps/Hz according to the quasistatic block flat-fading MIMO model [13] with
where y n is the received signal on subcarrier n. x is the transmit data vector, H n,i is the channel matrix for the serving BS i and v ∼ CN (0, σ 2 I) is additive white Gaussian noise (AWGN). Without channel knowledge at the transmitter, the power is equally spread over the n t transmit antennas. The capacity notes
where η is the average path gain, Z is the interference covariance matrix and P n is the average noise power.
Effective Antenna Patterns 
IV. RESULTS

A. Capacity of the isolated link
The 2x2 MIMO capacity is calculated for a fixed SNR of 10 dB. Thus, the results depend only on the structure of the channel matrix and the received power has no influence. All 9575 locations with a raw SNR of above 5 dB are included in this study and we thus make sure that the potential capacity increase from noise is less than 10%. Results are depicted in Fig. 4 . The median capacity is 5.7 bps/Hz. This result is very close to findings from Chizhik et al. [6] where capacities of 5.5 bps/Hz are estimated from a narrowband measurement. The capacity distribution (see Fig. 4 ) indicates that the measured channel matrix is better conditioned than the 2x2 Rayleigh i.i.d. channel. This can be attributed to the use of cross-polarized antennas. All areas having high capacities above 6.5 bps/Hz are served by line of sight (LOS). LOS coverage thus provides the highest multiplexing gains for polarized arrays. The maximum throughput is achieved when including both, the effect of the structure of the channel matrix and the received power. For the best server, i.e. the strongest received BS at the terminal positions, the median 2x2 capacity is 15 bps/Hz and the median SNR is 28.4 dB. Best server capacities are about twice as high as the corresponding SISO capacities (median 7.6 bps/Hz, 25.3 dB SNR). The difference in received power can be attributed to the second Rx antenna for MIMO. Since the Tx array is linearly polarized with ±45
• and the receiver is V-H, any antenna pair for SISO will have an expected 3 dB power loss. The measured median difference is 3.1 dB (see Fig. 6, left) . In order to make the results more comparable, we added the signals from both ports of the virtual antenna before calculating the SISO capacity (referred to as Rx combining in Fig. 6 and Tab. I). This removes the polarization dependency and the power gap.
B. Capacity with Interference
For the interference limited case, we use the strongest received BS for our serving link. Channels from other BSs cause frequency selective interference. In a first scenario, we apply frequency reuse 3 in a way that all sectors facing the same direction (i.e. all sectors facing south) use the same resources. Here, we achieve a median 2x2 capacity of 9 bps/Hz, while SISO achieves only 3.8 bps/Hz. In the second scenario, we reuse the same resources at each BS. In this case, the median 2x2 spectral efficiency is 4.7 bps/Hz while SISO only achieves 1.75 bps/Hz (see Fig. 7 , black solid line). This does not compare to the interference free link since we have to apply the reuse factor. If we apply reuse 9 in our network (and thus achieve only 14.98 9 ≈ 1.66 bps/Hz for MIMO), then we can achieve a roughly three times higher capacity by applying frequency reuse 1 (see column C eff in Tab. I). An interesting observation is that with increasing interference, the capacity gap of SISO and MIMO also increases. This can be seen in the last column of Tab. I where the relative gains compared the Rx combining case are calculated. In other words -when switching from frequency reuse 9 to reuse 1, the effective capacity for SISO increases roughly by a factor of 2 while for MIMO, the factor is 3. The distribution of the relative gains is depicted in Fig. 6 , right.
V. SUMMARY AND DISCUSSION
We show that data processing can provide more detailed insights into the performance of cellular MIMO systems. We can remove a significant part of the noise and thus evaluate the broadband MIMO channel capacity for a mobile network. Our results confirm prior findings from narrowband measurements in an isolated cell in Manhattan and we can provide reliable estimates also when the measurement SNR is low.
Compared to frequency reuse 9, 2x2 MIMO capacities are three times higher when all base stations operate on the same resources. Our results also show an advantage of MIMO over conventional SISO systems. First, cross-polarized 2x2 MIMO does not lose power when the polarization directions of transmitter and receiver are not aligned at each other. Second, intelligent signal processing in space and frequency domain can handle interference much more efficient when using multiple antennas. For SISO, interference can be seen as a simple additional power distorting the serving signal. For MIMO, nevertheless, the interference covariance is normally non-white and has different values for each link and frequency bin. The combination of those effects -polarization and interference -leads to a 2.5 times higher capacity of MIMO compared to SISO. This can not be observed in the interference free link where the factor is 1.97. But note that in our setup the polarization was kept constant during all the drive tests. Also note that our findings are only valid for a limited network where there is no outer interference. Future work will focus on both, the comparison of our findings with system level simulations and the gains of BS cooperation in a statistical scenario.
APPENDIX
A. Antenna pattern shaping
The beam patterns of the receive array are measured in an anechoic chamber with one degree precision in azimuth and We first assemble a matrix P containing all measured patterns of the same polarization at 0 degree elevation. E.g. we get P (V) with 8 rows, one for each patch element, and 360 columns representing the measured beam patterns where the Tx and the Rx are aligned at vertical polarization. Likewise, we get P (H) by using the patterns with horizontal alignment. In the second step, we calculate the Moore-Penrose pseudoinverse of P (V) and P (H)
Now, we provide a new beam pattern with our desired shape. We want to emulate an omnidirectional 1x360 pattern given as a vector of ones. Note here, that theoretically any pattern can be approximated in this way. The approximation accuracy solely depends on the number of elements at the measurement antenna. The weights are now calculated by multiplying our desired pattern with P
This calculation is done separately for both polarizations resulting in two weight vectors w (V) and w (H) for the vertical and horizontal alignment, respectively. In a last step, we apply the two weight vectors to the measured pattern at all azimuth and elevation angles to calculate the effective beam pattern of the virtual antenna. The result is depicted in Fig. 3 .
B. Denoising by tap estimation
Both, the measured and the effective channel coefficients can be seen as
where y is the observation of the broadband radio channel h in frequency domain at N fixed pilot positions ν n with ν n ∈ R and 0 ≤ ν n < 1. Note that the pilot positions do not need to be equidistant. v is assumed to be AWGN. We further assume that the FR of the channel can be modelled as a sum of discrete reflections (channel filter taps) of the transmitted waveform at obstacles in the physical environment [14] . We want to estimate the taps from the observation y in an iterative fashion in order to find a representationĥ of the channel where most of the noise has been removed. In each iteration step, we estimate the normalized delay m l = τ l · B of the l th tap by
) no Increase Precision of tap k by using (12) Remove all L taps from y by using (11) Return L taps
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Find delay, phase and amplitude of the strongest tap in g by solving (9) and (10) yes yes yes no no Figure 9 . Flow chart of the iterative tap detection with adaptive thresholding. The inner iteration loop can be repeated more then once for each new detected tap -resulting in further precision improvements.
For the first step we use g n = y n from (8) . m l ∈ R can have values 0 ≤ m l < τ m · B with τ m as the maximum delay in the measurement. For the amplitude α l and phase φ l follows
In further iteration steps we can set g n in two ways: 1) We want to estimate a new tap and we know L taps already. Therefore we remove all previously detected taps from the observation y.
2) The values α, φ and τ of each tap are distorted by interference from the following (undetected) taps and also by approximation errors of already estimated ones. After we estimated a new tap, we can increase the precision of a previously detected tap k by setting g to
−2πj·m l ·νn (12) and repeating the calculation for this tap. Candes and Tao [15] state that for a sparse h, which is satisfied when there are less taps L then observations N , we can find aĥ such that the mean square error (MSE) is within a factor of log N of the ideal MSE
Donoho and Johnstone [11, 12] further state that thresholding achieves the ideal MSE with a threshold level at √ 2 · log N ·σ. In general, the exact number of taps is unknown. We can gain knowledge about the noise power P N , and thus the threshold from the link budget in the measurement setup. Nevertheless, if the exact value P N is also unknown and we can certify that L N , then we can set the threshold in an adaptive fashion. In this case, when a new tap is found, we calculate the power that is left after removing all detected taps according to
When there are L taps above and the (L + 1) st tap falls below threshold and it is provided that |v| 2 ∼ χ 2 2 , then we can set σ = 2 · P L+1 and stop the iterative estimation when
S is the threshold level and the additional factor 1/N comes from the time domain representation (10) while (14) is in frequency domain. Note that when (15) is fulfilled, the (L+1) st tap is not part ofĥ. A flow chart of the iterative estimation algorithm is depicted in Fig. 9 .
