Abstract:We consider a boundary value problem (BVP) for systems of second-order dynamic equations on time scales. Using methods involving dynamic inequalities, we formulate conditions under which all solutions to a certain family of systems of dynamic equations satisfy certain a priori bounds. These results are then applied to guarantee the existence of solutions to BVPs for systems of dynamic equations on time scales.
Introduction
We are concerned here with the existence of solutions to the second-order vector dynamic equation . Equation (1.1) subject to (1.2) is called a boundary value problem (BVP) where t comes from a so-called "time scale" T.
In a recent paper by Henderson, Peterson and Tisdell [5] , a priori bound results and existence theorems for solutions to the BVP (1.1), (1.2) were given. The methods used in [5] , [6] for guaranteeing a priori bounds and existence of solutions to the BVP (1.1), (1.2) both involved maximum principles. The existence theorems in [5] , [6] relied on the nonlinear alternative and topological trnsversality methods, respectively. In this paper we use alternative methods to those used in [5] , [6] , namely our conditions do not use maximum principles. Instead we formulate conditions on A , B , [a, σ 2 (b)], and f such that a priori bounds on solutions to a certain family of systems of second-order BVPs will follow. These results are then applied to give existence theorems for solutions to (1.1), (1.2) by using Schaefer's fixed-point theorem (Theorem 1.2). We remark that, although we are considering systems of equations, our results are new even in the scalar case d = 1. For more on dynamic equations on time scales we refer to the books by Bohner and Peterson [2] , [3] .
To understand the concept of time scales and the above notation, some definitions are useful. Definition 1.1. Define the forward (backward) jump operator σ(t) at t for t < sup T (respectively ρ(t) at t for t > inf T) by
Also define σ(sup T) = sup T, if sup T < ∞, and ρ(inf T) = inf T, if inf T > −∞. For simplicity and clarity denote σ
Throughout this work the assumption is made that T has the topology that it inherits from the standard topology on the real numbers R. Also assume throughout that a < b are points in T and define the time scale interval [a, b] = {t ∈ T : a ≤ t ≤ b}. The jump operators σ and ρ allow the classification of points in a time scale in the following way: If σ(t) > t then call the point t right-scattered; while if ρ(t) < t then we say t is leftscattered. If t < sup T and σ(t) = t then call the point t right-dense; while if t > inf T and ρ(t) = t then we say t is left-dense. If T has a left-scattered maximum at m then define T 
The following theorem is due to Hilger [7] .
Definition 1.4. We say that f : T → R is right-dense continuous (and
provided f is continuous at every right-dense point t ∈ T, and lim s→t − f (s) exists and is finite at every left-dense point t ∈ T.
In this paper we will be interested in so-called "regular" time scales which we define as follows: Definition 1.5. We say a time scale T is regular provided either T = R or T is an isolated time scale (i.e., all points in T are isolated).
In addition to R and hZ := {0, ±h, ±2h, ±3h, · · · }, h > 0, there are many other regular time scales, e.g.
which is important in the theory of orthogonal polynomials and q-difference equations, and the harmonic numbers [2] . If T is an isolated time scale and f : T → R, then one can easily show that
This formula will be useful in the proof of Lemma 2.1. We next define S to be the set of all functions y :
A solution to (1.1) is a function y ∈ S which satisfies (1.1) for each t ∈ [a, b]. In order to prove the existence of a solution to the BVP (1.1), (1.2) the following fixed point theorem will be used. 
where
is the Green's function (see [2] , page 171) for the BVP
and
Main Results
We will be concerned with the family of BVPs
where λ ∈ [0, 1]. The following result gives a priori bounds on possible solutions of the family of BVPs (2.1), (2.2). In the following we will let ·, · denote the Euclidean inner product on R d .
Lemma 2.1. Assume that T is a regular time scale and f satisfies
, where α ≥ 0, and K ≥ 0 are constants. If we choose R so that
|G(t, s|∆s, (2.4)
where G is the Green's function given above and β = max{ A , B }, then all solutions y of (2.1), (2.2) satisfy
Proof. Assume y is a solution of (2.1) 
where φ λ (t) = λφ(t) and φ(t) and the Green's function G(t, s) are given above. It follows that
Using (2.3), we obtain
, and so, using the product rule, we have
, T is isolated.
Therefore we obtain
Using this in (2.6), we get
|G(t, s)|r

∆∆
(s)∆s.
Then
Similarly,
, and so we finally get that
Remark 2.1. If T = R, it is well known (see e.g. [9] , Theorem 5.108) that
, and if T = Z (see e.g. [8] , Exercise 6.20) 
Proof. Let X be the Banach space defined by
with norm · X defined by
. Then the BVP (1.1), (1.2) has a solution iff T has a fixed point. Using the Ascoli-Arzela theorem (Theorem 8.26, [9] ) it can be shown that T : X → X is compact. Let
Since x = λT x iff the BVP (2.1), (2.2) has a solution x, we have by Lemma 2.1 that if R is chosen so that (2.4) holds then S is bounded by R. But then by Schaefer's Fixed-Point theorem (Theorem 1.2), T has a fixed point y ∈ X with y X < R, which implies that y is a solution of the BVP (1.1), (1. 
