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Abstract 
In this paper we present analysis and solutions to problems related to initial positioning of neurons in a classic self-organizing 
map (SOM) neural network. This means that we are not concerned with the multitude of growing variants, where new neurons 
are placed where needed. For our work, we consider placing the neurons on a Hilbert curve, as SOM have the tendency to 
converge similarly to self-similar curves. Another point of adjustment in SOM is the initial number of neurons, which depends on 
the data set. Our investigations show that initializing the neurons on a self-similar curve such as Hilbert provides a quality 
coverage of the input topology in much less number of epochs as compared to the usual random neuron placement. The meaning 
of quality is measured by absence of tangles in the network, which is one-dimensional SOM utilizing the traditional Kohonen 
training algorithm. The tangling of SOM presents the problem of topologically close neighbors that are actually far apart in the 
neuron chain of the 1D network. This is related to issues of proper clustering and analysis of cluster labels and classification. We 
also experiment and provide analysis where the number of neurons is concerned. 
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1. Introduction 
Self-organization is one of the closest artificial neuron architectures to the human brain. In this work, we are 
presenting the self-organizing map (SOM) neural network as introduced first by Kohonen [1] in the form of a one-
dimensional chain. This means that every neuron has at the most two neighbors (one to the left and one to the right). 
While Kohonen presented a proof that the chain will converge and detangle eventually, the problem is how many 
epochs, or showings of the data set this will take. Our work presents a possible solution to this problem as well as a 
detailed analysis of it and concerns typical for the SOM architecture. 
A classic SOM may have two typical configurations  one-dimensional or two-dimensional with various 
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neighborhood formats (hexagonal, square, etc.). In his presentation of SOM, Kohonen theoretically proved that the 
one-dimensional configuration will converge in a detangled state after a number of epochs, where one epoch 
constitutes presenting the entire data set to the network in a random order. No such proof has been offered for the 
two-dimensional SOM configurations. The SOM operates on finding the closest neuron to a data point via a distance 
function and then moving that neuron, and potentially its neighbors, towards that data point. Thus, SOM creates a 
map of the input data space, effectively translating a multidimensional input to a cluster map where the inherent 
groupings/clusters of the data set become obvious. SOM typically handles topological mapping [2, 3], density 
distribution and clustering problems [4, 5]. It requires some form of cluster analysis tool in order to handle 
classification tasks [6, 7]. 
For the sake of comprehensive presentation, it must be mentioned that there are growing architectures of SOM [8, 
9, 10] which do not experience the same initialization/tangling problems. However, the main aim of our work is the 
improvement of the classic one-dimensional SOM as being the one that is most widely used in industry [11, 12]. 
2. Initialization of SOM 
2.1. Classic SOM operation 
The SOM algorithm can be briefly described as follows. We are working with a one-dimensional chain of 
neurons as shown in Fig. 1. Initially, the neurons are placed either randomly around the input space, or start from 
one point, or be placed along the turns of a Hilbert curve as shown in Fig. 2. The number of neurons must be 
decided before the network can begin processing the input data. Since SOM are learning without a teaching signal, 
no apriori knowledge of the data set is assumed. This means that we have no information on how many data points 
there are or how these data points may be distributed. This, in turn, means, that no information on how many 
neurons might be optimal is available. This is one of the problems we analyze in our work.  
 
 
Fig. 1. Example of one-dimensional neighborhood 
 
 
 
 
 
 
 
 
Fig. 2. Hilbert and random  initializations of one-dimensional SOM 
The SOM algorithm calls for weights, which have the same vector dimensionality as the input data. For the 
purposes of visualization, we are using two-dimensional toy data sets. Therefore, the weight vectors for the neurons 
are two-dimensional. The selection of a winning neuron is accomplished by measuring the Euclidean distance 
between the data point vector and the neuron weight vector. Once a winning neuron is selected, its weight is updated 
based on:                                                               , while the neighbors are updated based on:  
 
 
 
The learning rate is also an adjustable parameter as is the neighborhood size. The learning rate can be treated 
either as a rigid parameter or can be decaying with the epochs. 
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2.2. Tangling and number of neurons for initialization 
The issue of tangling presents a problem when it comes to topological mapping of the input data and 
classification. Tangling is defined as two neurons converging as topological neighbors but starting as map 
neighbors. This is best illustrated in Fig. 3. The problem is in the fact that the two neurons which should be far apart 
have ended up representing the same grouping or cluster of input data. This is diminishing the quality of topological 
mapping as measured by benchmarks [13], as well as preventing further utilization of SOM as input to classification 
neural networks. We will be demonstrating both issues in the Results section. 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Tangling in a 100-neuron SOM 
 
Assume, for example, that we eliminate the useless neurons (shown in green in Fig. 3), i.e. the ones not covering 
the input space (shown in black in Fig. 3). Then, we will have sections of SOMs, which can be reconfigured to 
represent contiguous input. In such case the tangling becomes a problem, as the reconfiguration will be 
unmanageable (we cannot assume topological neighbors to be actual map neighbors). Aside from this, topologically 
speaking, we could liken the problem as calling somebody from the other side of town to come and represent our 
neighborhood which is far away. Obviously, this will skew the statistical representation/coverage of the 
neighborhood. 
3. Results and discussion 
3.1. Hilbert curves 
The main reason for utilizing this particular type of neuron order is due to the fact that Hilbert curves represent 
the type of space filling curves towards which SOM naturally converges [1]. Since recursion is a phenomenon 
observed in nature and space filling curves are very similar to fractals, utilizing Hilbert is an intuitive choice. Space 
filling curves, unlike fractals, however, have integer dimension and are called that because the limit curve defined 
by them is one that fills higher dimension space.  
Another aspect of this choice is the ability to increase and decrease the number of neurons simply by increasing 
or decreasing the order or iteration of the curve as shown in Fig. 4. The Hilbert curve represents the limit curve 
reached when a space is subdivided into infinite number of subdivisions. For the purposes of our experiments we 
have introduced two-dimensional Hilbert curves with a recursive production rule.  
 
 
 
 
 
 
 
Fig. 4 Hilbert curves accommodating 50 and 100 neurons respectively 
 
The neuron colors in Fig. 4 do not have significance at this stage of the network operation. When the network has 
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converged, the green neurons are the ones that do not cover input space and could be considered redundant. 
Lastly, we should mention that with Hilbert curves being space filling, we must establish the boundaries of the 
input space ahead of time. We basically construct a rectangular window taking into account the furthest points from 
the data set. 
3.2. Experimental results 
For each experiment we present a table outlining the parameters of the utilized SOM. This is followed by random 
initialization and its result after 200 epochs, followed by Hilbert initialization and its result after 200 epochs. 
 
 
 
 
 
 
 
 
Fig. 5 SOM with 50 neurons. Both random and Hilbert initialization do not show tangling 
 
Fig. 5 demonstrates the mapping outcome for a SOM with 50 neurons (64 in the case of Hilbert as necessitated 
by the nature of the curve). While both initialization methods do not show any tangling, the coverage of the input 
space (two interlocked spirals featuring 3900 input points) is sparse and can be considered as an outline at best. This 
demonstrates that with a small and insufficient number of neurons the network will perform well, but can hardly be 
considered useful. 
Fig. 6 demonstrates the opposite  200 neurons leading to extreme tangling in the case of random initialization. 
The Hilbert curve leads to a considerably better result with minimal tangling. It should be noted that an initial 
neighborhood size of zero, i.e. only the winning neuron updating its weights, the neurons are evenly distributed 
through the input space, but the tangling is extreme with random initialization. The Hilbert initialization, while 
featuring very few tangles, illustrates the large number of superfluous neurons. With this experiment, we show not 
only the tangling perspective of initialization, but also the need to utilize the optimum number of neurons for the 
data set. We should mention that this is the next step of our research  optimization of the classic SOM parameters 
without introducing bottlenecks in complexity and running time of the algorithm. 
Finally, Fig. 7 demonstrates a SOM with 100 neurons, decaying learning rate and neighborhood range of 2 as 
specified in the table of Fig. 7. No tangling is evident in the Hilbert initialized SOM, while the randomly initialized 
network does show topological closeness for neurons that are not physical neighbors. The input space has sufficient 
coverage for the random and very nicely distributed solid coverage with Hilbert initialization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 SOM in extreme  200 neurons, no neighborhood, random and Hilbert initialization 
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Fig. 7 SOM with 100 neurons, random initialization has tangling, while Hilbert provides nicely distributed coverage with no tangles 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8 SOM with 200 neurons, large neighborhood of 4 and decaying learning rate 
 
The neighborhood size influence is evident in Fig. 8 where we demonstrate that with the increase of 
neighborhood size, the tangling decreases even for random initialization, but the distribution of neurons through the 
input space become more uneven. The neurons are staying closer together, which is to be expected. However, while 
it is expected, the parameter   the quality of the coverage is somewhat 
sacrificed for reduced tangling. Further increasing the neighborhood size from 4 to 6, the result is worsening of the 
input space coverage, but no tangling at all. Fig. 9 shows only the results of both random and Hilbert initialization. 
 
 
 
 
 
 
 
 
 
 
Fig. 9 SOM with 200 neurons and neighborhood size of 6, decaying learning rate 
The next experiment features 200 neurons and neighborhood size of 2 where all neurons start from the same one 
point. With this initialization, the coverage is denser around the starting point and random performs without tangles 
for the first n neurons (Fig.10). For the remainder of the chain, however, the quality of coverage decays for random 
initialization. Hilbert initialization does not provide the opportunity to start off the neurons from one point. 
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Fig.10 SOM with 200 
neurons 
Fig. 11 SOM result serving as MLP input and 
resulting classification of normally distributed 
data points within the data space box. 
3.3. Discussion 
So far, in our experiments we have shown that Hilbert initialization performs 
considerably better than random taking into account neuron distribution across input space, 
positioning neighboring neurons topologically close on the map and relative independence 
from neighborhood size and number of neurons in the network. 
Before we conclude, one more experiment will be featured. Suppose that the results 
from SOM were to be used as input to a classifier, e.g. multilayer perceptron (MLP). The 
SOM chain is broken down for the two separate clusters it covers (each of the spirals) and 
the MLP is trained on the chains. Further, a testing space of random points 
within the whole square is fed into the MLP, which is able to classify the 
space into two separate regions as shown in Fig.11. The SOM features 
Hilbert initialization with 256 neurons, decaying learning rate and 
neighborhood size of 2. The network is run for 200 epochs before breaking 
the chains and feeding the neuron coordinates as training data to the three-
layer MLP. The purpose of this experiment is to demonstrate the need for an 
evenly distributed quality coverage with sufficient number of neurons and 
the need to have as few tangles in the resulting SOM as possible to ensure 
the proper analysis of the topological map of the input space. 
4. Conclusion 
In our experiments we intentionally utilized a two-dimensional toy data set to visualize the issues of coverage, 
tangling and quality of resulting maps when SOM converges. Given the experiments, the neighborhood size as well 
as the mode of initialization proved to be the most important when it comes to quality coverage with evenly 
distributed neurons. We have clarified why tangling is an issue and we have demonstrated that Hilbert curve 
initialization is ultimately the best tool for the initial placement of neurons. The optimization of the neighborhood 
size and the learning rate decay are points of future research for us. 
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