Classification is an important supervised learning technique that is used by many applications. An important factor on which the performance of a classifier depends is the size of the dataset using which the classifier is going to be trained. In this manuscript the authors have analyzed five different classification techniques (namely decision trees, KNN, SVM, linear discriminant and Ensemble method) in terms of AUC and predictive accuracy when trained using small datasets with different dimensionalities. The study has been carried out using a dataset with 24 features and 400 instances (samples). The results show that, in general ensemble method (using boosted trees) performed better than others but its performance degraded a bit with reduced dimensionality.
INTRODUCTION
Machine learning is an off-shoot of artificial intelligence and is focussed on making intelligent decisions and recognition of complex patterns by making use of past experience and historical data. It can be formally defined as "Machine learning is programming computers to optimize a performance criterion using example data or past experience. We have a model defined up to some parameters, and learning is the execution of a computer program to optimize the parameters of the model using the training data or past experience. The model may be predictive to make predictions in the future; or descriptive to gain knowledge from data, or both" [1] . Machine learning algorithms can be broadly classified under following categories: 1) Supervised learning: This type of learning is also called learning with a teacher; in this a function is generated that maps the inputs to the desired outputs which are pre-classified into different classes.
2) Unsupervised learning: This type of learning is also called learning without a teacher, in this the classification of the output into different classes is not already done and the learning algorithm does this classification.
3) Reinforcement leaning: This type of learning is also called learning with a critic, in this involve learning how to act in a given situation when some observations are given as an input.
One common category of machine learning algorithms are classifiers which come under supervised learning. Classifiers can be defined as the machine learning algorithms which carry out the assigning of objects into related classes. A classification algorithm includes two main stages:
1) In the first stage the algorithm tries to find a model for class-label (attribute) as function of other variables of the dataset.
2) In the second stage a previously designed model is applied on the unseen data or datasets in order to determine the related class-label of the new unseen data
There are number of classifiers and the performance of each classifier differs from other depending upon various factors like type of data (text ,numerical or multimedia), number of instances in a data set (dataset size), number of features or parameters (feature-set) etc. In this study the authors analyzed the performance of various classifiers on small datasets and the effect of number of varying feature set size.
The rest of the paper is organized as follows: In section 2 previous works related to this area has been presented. Section 3 provides an explanation about dataset used & classification techniques analyzed. Implementation of the methodology and Results have been analyzed and discussed in section 4. Finally, section 6 concludes the paper and describes future works. Most of the studies which have been done in this field have ignored parameters like; size of the datasets, number of the attributes which affect on efficacy of the classifier's prediction.
RELATED WORK

METHODS AND MATERIALS 3.1 Dataset used
In order to carry out this study a small dataset has been used that consists of twenty four attributes and 400 instances. Out of twenty four attributes seven have discrete integer values, four have numeric values and the rest have nominal values. The dataset was obtained from the UCI data repository [9] . Table I summarizes the allowed values of all features in the dataset. In the preprocessing of data any normalization was't performed data, the numeric and discrete integer missing values in the dataset were replaced by attribute mean while the nominal values were replaced using attribute mode.
Candidate classifiers
Five different classifiers namely decision-tree, support vector machine (SVM), discriminant analysis, k-nearest neighbor (KNN) and artificial neural networks (ANN) have been analyzed in the course of this study. A brief description about these classifiers is given below:
Decision Tree
A decision tree is a flowchart-like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and each leaf node (or terminal node) holds a class label [10] . A decision tree classifier identifies the class label of an unknown sample by following path root to the leaves, which represent the class label for that sample. The feature (attribute) i.e. selected as the root node is the one that best divides the training data. There are number of ways for finding the feature that best divides the training data, some of them are namely Information gain, myopic measures, G-statistics, chi-square, MDL etc. One cannot generalize any measure to be better than others. Any measure that results in a multiway tree (hence reduced complexity) and more balanced splits may be used depending on the dataset. Some of the commonly used decision tree algorithms are ID3, CART and C4.5. 
K Nearest Neighbor
The k-nearest neighbor's classifier is amongst the simplest of all machine learning algorithms. It is based on the principal that the samples that are similar lie in close proximity [11] . It is also termed as a lazy-learning algorithm. It classifies the test objects on the basis of number of closest training examples. "Closeness" is defined in terms of a distance metric, such as Euclidean distance. The basic steps of the k-NN algorithm are:
i.
To compute the distances between the new sample and all previous samples, have already been classified into clusters.
ii.
To sort the distances in increasing order and select the k samples with the smallest distance values.
iii.
To apply the voting principle. A new sample will be added (classified) to the largest cluster out of k samples [12] .
Support Vector Machine
These classifiers are based on structural risk minimization principal and statistical learning theory with an aim of determining the hyperplanes (decision boundaries) that produce the efficient separation of classes. The basic idea of support vector machine is illustrated with the example shown in Figure 1 . In this example the data is assumed to be linearly separable. Therefore, there is a linear hyperplane that separates the points into two different classes. Although the training time of even the fastest SVMs can be extremely slow, they are highly accurate, owing to their ability to model complex nonlinear decision boundaries. They are much less prone to over fitting than other methods [13] . 
Discriminant Analysis
Discriminant analysis classifiers work under the assumption that different classes generate data based on different Gaussian distributions. In the training phase the Gaussian distribution parameters for each class are estimated by the fitting function and in order to predict the classes (classlabels) of new data, the trained classifier finds the class with the smallest misclassification cost. There are mainly two types of discriminant analysis classifiers namely -Linear discriminant analysis classifier (LDA) and quadratic discriminant analysis classifier. The quadratic discriminant analysis classifier can be considered as the generalization of LDA. [3] 
Ensemble Classifier
Ensemble classifiers are based on the principle of using individual classifiers collectively and producing the class as the overall output i.e. the mode of the outputs of individual classifiers. Using ensemble method increases the performance by combining the classifying ability of individual classifiers and the chances of misclassifying a particular instance are reduced significantly, this provides a greater accuracy to the overall classification process. They can work in parallel on all of the inputs, and their outputs can be combined in some way. If an instance gets wrongly classified by an individual classifier, the error is corrected by the right classification done by other individual classifiers. Alternatively, a multistage combination will train the base learners on different subsets of the input data. For example, the AdaBoost algorithm first trains an initial learner, and then trains subsequent learners on data that the first learner misclassifies. The general working of an ensemble method in which all individual classifiers work in parallel has been illustrated in Figure 2 . 
Methodology
Initially all the instances of the dataset were randomly shuffled using rand () function in Microsoft excel, next in the process 3 subsets were extracted out of the complete subset. These subsets consist of 100, 200 and 300 instances and are denoted by D 100, D 200 & D 300 respectively; similarly D 400 represents the complete dataset with 400 instances. In each subset the uniformity between different types of data namely nominal, integer and numerical has been maintained. Once all the subsets were extracted, the candidate classifiers were applied to each of the dataset while varying the number of feature in each dataset. Each classifier was applied to all the datasets in four different phases with 6, 12, 18 and 24 features in each phase respectively using 5 fold cross-validation. Cross-Validation gives a good estimate of the accuracy of the final classifier trained with all the data. In cross-validation data was shuffled and then divided into 5 sections, each of the classifier was trained on 4 sections and tested on the 5th. The test section was rotated such that this process occurred 5 times. The methodology is graphically illustrated in figure 3 ; the process illustrated is repeated for each phase having different feature set-size.
IMPLEMENTATION AND RESULTS
In this section, the AUC and predictive accuracy of all candidate classifiers based on the results obtained have been analyzed. All the five candidate classifiers were implemented using MATLAB 2016a. In decision tree, gini's diversity index was used as split criterion, KNN was implemented using number of neighbors as 1 and Euclidian distance as distance metric, Ensemble method was implemented using AdaBoost using decision tee as learner with 30 learners, the learning rate was set to 0.1. with different feature set sizes whereas figure 4 and figure 5 depict graphically the AUC values and predictive accuracy respectively. It can be seen from the results that when the feature set size is large the ensemble method performs better both in terms of AUC and predictive accuracy than other candidate classifiers. Ensemble, linear discriminant and SVM performed better in terms of AUC than decision tree and KNN for large feature set but in terms of predictive accuracy ensemble and decision tree performed better than other classifiers. The performance of decision tree in terms of AUC remains nearly constant as the dimensionality of the dataset reduces but deteriorates in terms of predictive accuracy when the feature set is small. Ensemble classifier's performance decreases in terms of both in terms of AUC and predictive accuracy with small feature set but the decline is not very steep. KNN shows increase in both AUC & predictive accuracy with dimensionality reduction, similar trend was shown by SVM.
Figure 3 Methodology
CONCLUSION AND FUTURE SCOPE
Machine learning algorithms can recognize complex patterns and make intelligent decisions when fed with huge amount of relevant data. When sufficient amount of data is present their performance is expected to be satisfactory enough but in various cases the data is not enough and it is important to analyze the performance of these algorithms with less amount of data. In this study, the performance of decision tree, KNN, SVM, linear discriminant and ensemble method using boosted trees has been investigated and the AUC and predictive accuracy of these five methods are compared to each other in case of small datasets (<400). The comparison has been done by varying the size of the dataset and its dimensionality (feature set size). From the results and observation from previous section, one can choose a classifier depending upon the dimensionality of the dataset. In general, we can say ensemble method showed better results than all other classifiers considered. In future, this study can be extended to include an increased pool of classifiers and wide range of datasets having different type of data and the effect of type of data on performance of these classifiers could be studied. D300 (24) D200 (24) D400 (18) D300 (18) D200 (18) D400 (12) D300 (12) D200 (12) D400 (6) D300 (6) D200 ( D300 (24) D200 (24) D400 (18) D300 (18) D200 (18) D400 (12) D300 (12) D200 (12) D400 ( 
