A crucial challenge in future smart energy grids is the largescale coordination of distributed energy demand and generation. The well-known PowerMatcher is a promising approach that integrates demand and supply flexibility in the operation of the electricity system through dynamic pricing and a hierarchical bidding coordination scheme. However, as the PowerMatcher focuses on short-term coordination of demand and supply, it cannot fully exploit the flexibility of e.g. electric vehicles over longer periods of time. In this paper, we propose an extension of the PowerMatcher comprising a planning module, which provides coordinated predictions of demand/price over longer times as input to the users for determining their short-term bids. The optimal short-term bidding strategy minimizing a user's costs is then formulated as a Stochastic Dynamic Programming (SDP) problem. We derive an analytic solution for this SDP problem leading to a simple short-term bidding strategy. Numerical results using real-world data show a substantial performance improvement compared to the standard PowerMatcher, without significant additional complexity.
INTRODUCTION
The large scale coordination of demand response (see e.g. [9] ), distributed generation and electricity storage will be crucial for power systems management in future smart energy grids. The PowerMatcher, a recognized technology, integrates demand and supply flexibility in the operation of the electricity system through the use of dynamic pricing and a hierarchical bidding coordination scheme, see e.g. [4, 7, 1, 11, 6] . This coordination scheme provides the PowerMatcher with attractive properties regarding scalability, stability and privacy [4, 3] , which are prerequisites for practical usefulness. Recent field experiences and simulation studies (see [5, 14] ) show the potential of the technology for network operations (e.g. congestion management and black-start support) and for market operations (e.g. virtual power plant operations).
As the PowerMatcher focuses on coordination of demand and supply on the short-term, it has limited means to fully exploit the flexibility of shiftable demands of electric power over longer periods of time (e.g. from electric vehicles) and to achieve the efficiency potentially attainable due to this flexibility. Therefore, as a next step, an extension of the PowerMatcher including forecasting and planning is investigated in this paper. The proposed extension comprises a planning module, which provides coordinated predictions of the demand/price over longer times e.g. a day ahead. This planning module uses a similar scheme as employed by the PowerMatcher for short-term coordination of demand and supply, thus preserving the important scalability, stability and privacy features. The output of the planning module then serves as additional input to the users for optimizing their short-term bids so as to meet their targets (e.g. charging their electric vehicle within a given time period) while keeping the charging costs the lowest possible.
Accordingly, the contribution of this paper is three-fold. In the first place, it describes the above mentioned 'twotime-scale' extension of the PowerMatcher in detail and discusses its main features.
Secondly, it addresses the question how the output of the planning module (an estimate of the long-term average price) can be optimally exploited for establishing a shortterm bidding strategy for a user with a certain amount of shiftable demand over the longer term (e.g. one night). Dealing with the lack of any additional information, we make the assumption that prices for the short-term intervals covered by the planning period are independent and identically distributed according to a normal distribution with mean value equal to the long-term average. We then show that finding the optimal short-term bidding strategy can be formulated as a Stochastic Dynamic Programming (SDP) problem. For this SDP problem, which can anyway be solved numerically, an explicit analytic solution is derived which in turn leads to a simple short-term bidding strategy. It is also explained how the SDP approach can be extended further for situations where more detailed information about (the fluctuations of) the prices during the planning period is available to the users for deciding about their short-term bids.
In the third place, a validation of the proposed PowerMatcher extension is provided. Numerical results show its performance compared to the 'standard' PowerMatcher and various other charging strategies. In particular, using simulations with detailed real-world data for wind production and household demands over a six months period, it is shown that the PowerMatcher extension with the simple bidding strategy works very well and in many cases provides a considerable improvement over the standard PowerMatcher.
Moreover, it appears that for the considered scenarios the outcomes of the PowerMatcher extension (even with the quite crude modeling assumptions mentioned above) are surprisingly close to the (theoretical) optimum achievable when all realized prices would have been known in advance. The latter result implies, at least within the present framework, that more precise estimations of the prices for successive short-term time intervals are not imperative since the algorithm is sufficiently robust w.r.t. the modeling assumptions.
The remainder of this paper is structured as follows. In Section 2, the PowerMatcher and its planning module extension (the two-time-scale PowerMatcher) are presented and discussed. Next, in Section 3, we provide the SDP formulation and its analytic solution leading to an explicit short-term bidding strategy for the extended PowerMatcher. Section 4 provides the numerical evaluation and validation, and Section 5 contains conclusions and topics for further research.
TWO-TIME-SCALE POWERMATCHER
The PowerMatcher ( [4, 7, 5] ) provides a very efficient and scalable market-based coordination scheme for short-term demand response in smart grids. Many devices, however, offer demand flexibility over longer time horizons, and the optimal utilization of this flexibility requires coordinated predictions over longer periods of time (e.g. day-ahead or week-ahead horizons): Electric vehicles (EVs) for example, can shift their demand within the time window between being plugged in and leaving again.
In the following, we introduce a coordinated planning extension to the PowerMatcher. The planning module uses information from the household devices along with forecasts of e.g. the wind power to predict the average price over the following long-term period, and then make this prediction available to all agents for use in their short-term strategies. This is achieved by combining two instances of the PowerMatcher algorithm, using different time scales:
Long-term scale (planning module): Each agent sends a demand profile for the long-term horizon (total expected demand vs. average price). The planning agent then predicts the average price over this time horizon.
Short-term scale (matching module): Each agent sends its current demand capabilities for the short-term horizon. Shiftable devices (e.g. electric vehicles) can make their short-term demand flexibility dependent on the long-term average price. The matching agent then determines the market-clearing price for the next shortterm interval.
The idea behind the two time scales is that many devices, e.g. electric vehicles, have a demand which is shiftable over the short term, but inflexible over the long term, e.g. because the vehicle must be fully charged by the end of the night. The bidding profiles for the matching horizon t are illustrated in Figure 2 . The main difference in the bidding profiles for the planning horizon T , compared to t, is that shiftable devices (such as EVs) have a constant profile over T . The location of the threshold in Figure 2 depends on the outcome of the planning stage. For implementing the long-term scale, we apply a movinghorizon approach, recomputing the expected average price for the updated time window on a regular basis. In the later sections, where we focus on charging electric vehicles, we use a night-ahead time horizon with a fixed end time, since in the scenarios we consider, the EV has to be charged until the next morning. For other shiftable devices other long-term horizons might be preferable, e.g. a 24-hour-ahead moving horizon for battery storage.
As in [4] , the agents are organized in a tree structure, with the planning/matching agent at the root. The combined planning and matching algorithm is as follows:
1. Each agent (illustrated as agent k in Figure 1 ) estimates its total energy demand profile for the next 24 hours, and sends this information to the next-higher agent in the tree. 5. Each agent can use the long-term average price and its long-term target demand as inputs for their bid on the short-term scale.
6. The short-term demand profiles of all agents are again aggregated and passed on, until the root receives the aggregated profile of all agents.
7. The root finds the short-term market-clearing price, and sends this values to all agents in the tree.
8. Each agent uses the market-clearing price to find its short-term target demand, and regulates its energy consumption/production accordingly.
9. One time step later, the time horizon shifts one time step ahead, and the entire process is repeated.
Since the combined planning and matching algorithm consists of a nested application of two instances of the PowerMatcher, its computation and communication requirements are twice that of the PowerMatcher. This means that the computational feasibility and high scalability of the PowerMatcher (see [4] ) are retained. This sets the algorithm apart from iterative scheduling methods such as [8, 13] , which may need several communication rounds to converge.
As is the case for any market-based coordination scheme, both the PowerMatcher algorithm and its two-time-scale extension are strategy-proof (i.e. robust to individual agents giving false information) if the network is so large that no individual agent can influence the price (i.e. all agents are price takers).
Since the individual demand profiles are aggregated to one combined profile before being passed on at each step in the communication process, a centralized collection of individual demand profiles is not possible. This ensures that the algorithm is in line with privacy concerns.
If predictions about the fluctuation of the demands within the time window are available, the same architecture can be used to estimate the standard deviation of the price over T . This is the case in the numerical example in Section 4: Detailed wind power predictions can be derived from the weather forecast, and the aggregate fixed household demands follow a predictable daily pattern, from which a standard deviation is easily derived.
In the following sections we study the potential of the two-time-scale PowerMatcher, and discuss how to optimally use the extra information provided by the coordinated planning mechanism implemented in the two-time-scale PowerMatcher. We do this for the example of an electric vehicle in a network powered by wind turbines and a diesel generator (see Figure 3 below).
OPTIMAL CHARGING STRATEGIES
For the two-time-scale PowerMatcher with the long-term bidding strategy, we are confronted with the following question: Given the predictions of the long-term average price and its standard deviation, as provided by the planning module of the two-time-scale PowerMatcher, how can this knowledge be used in the creation of short-term demand profiles of shiftable devices?
Since different types of shiftable devices have different objectives and constraints, we focus on the particular case of an electric vehicle (EV) which needs to charge a certain amount overnight. Our objective is:
Objective How to charge an electric vehicle overnight if the prices for the different time periods during the night are uncertain.
Note that we no longer speak of a 'demand profile', but rather about 'charging': Finding an appropriate demand profile for a specific time period means that we need to find an appropriate amount of energy to be charged during that period for each possible value of the price. Thus, even though we do not know the value of the price beforehand, we can treat it as given, and then concentrate on the objective above, where future prices are uncertain, but the current price is known.
This section will approach this objective in a number of conceptual steps in order to determine an optimal charging strategy. In Section 3.1 the problem will be formulated as a general Stochastic Dynamic Programming (SDP) problem, using the modeling assumption that prices for different periods are independent. This assumption is needed to get a computationally attractive form. Next in Section 3.2, we focus on i.i.d. prices, i.e., we now also assume that different periods have the same price distribution, as is in principle the case in the context of the two-time-scale PowerMatcher, where we only know the long run average price. For this special case the SDP is shown to have an analytic solution.
Finally, since the explicit solution is based on order statistics, which are in general not easy to compute, we present in Section 3.3 a simple heuristic which is more practical to implement within the two-time-scale PowerMatcher. Both the modeling assumptions and the heuristic are justified in simulations presented in Section 4. For illustrative purposes, we consider the concrete setting of an EV which has to be charged with 8kWh of energy overnight (8pm -8am), and which is connected to a network including wind and fossil fuel power (see Figure 3 ).
SDP problem formulation
If the energy prices were known for each period, then the charging problem could be regarded as a deterministic Knapsack Problem (see any introductory OR book for standard Knapsack formulations). However, from a single user's point of view, these prices are not known in advance: They depend on external factors, such as weather conditions, and on other users' demand profiles.
A stochastic modeling approach is therefore proposed to incorporate the complex bidding and price setting process. Accordingly, we introduce random variables Pt for the price per unit of energy in period t, where t = 1, . . . , T . Later on, in the numerical experiments of the two-time-scale PowerMatcher in Section 4, we will choose suitable distributions for these, with its expectation matching the long run expected average price from the planning module. For presentational convenience from now on we consider these prices to be given in discrete units (i.e., they will be represented by discrete random variables).
More precisely, our objective now is to minimize the total cost to charge an EV within T time intervals (e.g. for a onenight period, T = 24 periods of half an hour). At times t = 1, 2, ..., T a decision has to be made how much is to be charged during period t (i.e., within time interval [t, t + 1)), with a charging constraint. Let
Pt be the stochastic price variable for period t, L be the total amount of energy to be charged by the end of period T (i.e. during periods 1, 2, ..., T )
xt be the amount still to be charged at time t, (i.e. during periods t, . . . , T ), ut be the amount of energy to be charged during period t (decision variable), and umax be the maximum amount of energy that can be charged during any period.
As visualized in Figure 4 for a simple example the charging problem inherently has the structure of a Decision Tree, or more precisely of a Markov Decision Problem (MDP) (see [10] for an extensive treatment of MDPs) with the following repetitive decision structure: Given the state at a particular time t, a decision is to be taken, due to which:
• There are immediate expected costs for period t
• The resulting state at time t + 1 is determined stochastically
Our goal is to determine optimal decisions ut which will depend on the actual state at time t. This state description should contain sufficient information to determine the next state by a stochastic description. For our application, as opposed to standard knapsack formulations, this means that the state description should not only contain the amount xt to be charged, but also the ('known') current price pt. Hence, the state at time t is given by (xt; pt). Next let Vt(x; p) be the minimal expected cost during time intervals t, . . . , T , given the state at time t is (x; p) (i.e., given that we need to charge x during {t, ..., T } and that the current price is Pt = p).
The optimal decisions for all states can be determined by iteratively solving the Stochastic Dynamic Programming equations: First, for t = T + 1 we have
Next, for t = T, T − 1, ..., 1 and any (x; p) we have
Here the sum is taken over all p in the support of Pt+1, and the minimum over all u in [0, umax]. Finally, the charging problem with an amount of L to be charged over [1, T + 1] and with price p at t = 1 is denoted by V (L; p). The decision variable (or 'action', or 'control') u which minimizes (2) will be given by ut(x; p) and can be said to provide an optimal strategy. Thus, formally we define ut(x; p) as the amount we need to charge at time t to minimize the total expected cost, when we need to charge x during {t, ..., T } and Pt = p. Returning to Figure 4 , this figure also illustrates the example given earlier with T = 24, L = 8, umax = 2, and P1, . . . , P24 i.i.d. with price distribution P(Pt = p) = 1/3 for p = 4, 5, 6. Using (2) it is straightforward to compute the optimal value of V0(8) = 30.2. (History-dependent prices) The formulation of our SDP can easily be adapted for the case of historydependent prices. In that case the state of the system should include, apart from xt and pt, also the price history ht = (p1, ..., pt−1). Furthermore, the probabilities in (2) need to be replaced by history-dependent conditional probabilities, so that (2) becomes Vt(xt; pt, ht) = minu upt
However, the joint distribution of P1, P2, ..., PT will generally not be available (since this would require much more communication than provided in the two-time-scale PowerMatcher) and even if it is, the computation will be computationally prohibitive or will require a special approximate procedure.
By the independence assumption and the SDP approach, optimal strategies and corresponding values can now be computed directly and be numerically implemented in the twotime-scale PowerMatcher. Since we only have information available about the long-run average price, we assume that all prices will be i.i.d. with this expectation. In the next section we will see that in this case an explicit analytic optimal decision rule can be given, with its corresponding minimal cost. Note that real-world energy prices are in general not i.i.d., but follow daily and seasonal patterns. However, due to the robustness of the PowerMatcher algorithm, possible performance improvements due to more accurate models are limited (see Section 4).
Analytic solution for i.i.d. prices
In this section, we assume that the prices P1, . . . , PT are independent and identically distributed (i.i.d.) random variables. The particular choice of the underlying distribution is not of interest in this context, but for the two-time-scale PowerMatcher its expectation should match the long-run expected average cost resulting from the long-term bidding process.
Recall the definition of Vt(x; p), and ut(x; p), and the SDP formulation in (2) . To find explicit expressions for Vt and ut for t = 1, . . . , T we use the concept of order statistics, defined as follows. Considering the prices Pt, . . . , PT , we denote the k-th smallest value of these by P t (k) for k = 1, ..., T − t + 1, so that we have
Thus, in particular P t (1) and P t (T −t+1) are respectively the minimum and maximum prices during {t, . . . , T }. For notational convenience we also define P t (0) = 0 and P t (T −t+2) = ∞. When some prices coincide, the ordering is not unique, but this is not important since we only need their values in the sequel. In fact we only need the expected values of the order statistics, but note that these depend on the whole price distribution.
An optimal control law and a corresponding value function are given in the following theorem.
. An optimal control law for (2), in the case of i.i.d. prices, is given by
and its corresponding value function (minimal cost) is
Intuitive explanation. Suppose we had perfect knowledge of all future prices within the time horizon under consideration: Then we would pick the k = x umax cheapest intervals out of the time horizon of T − t + 1 intervals, and charge umax during each of these intervals. If x is not a multiple of umax then we would charge the remainder x − kumax in the next-cheapest interval available.
However, in the setting of this paper we do not have perfect knowledge of all future prices: At each time step, we only know the current price (or a set of possibilities for the bidding function) and (an estimate of) the probability distribution of the future prices. This means we have to work with expectations instead: At time t we decide to charge umax if we expect the current given price to be among the k cheapest prices within the next T − t + 1 time intervals.
Proof. W.l.o.g. we let umax = 1 by an appropriate choice of units. We will prove optimality of the control law given in (3) by showing that this control law and the corresponding expression (4) for V satisfy the Dynamic Programming equation in (2) . We proceed by induction, as follows. Base step (t = T ). The constraint that a total of x needs to be charged by time T + 1 translates to
for all p. Using this, the minimizing argument from (2) shows that the control law for t = T satisfies uT (x; p) = x for x ≤ 1, which is in accordance with (3) since EP
= ∞ (minimum of an empty set). Also, for x > 1 we can choose any u as the minimizing argument in (2), so the control law given in (3) is indeed a valid optimal control law. Furthermore, from (2) we also find that
which satisfies statement (4) for t = T . Induction step. Supposing that statements (3) and (4) hold for t + 1 and umax = 1, we need to prove that (3) and (4) also hold for t. We define the auxiliary function v(u) as the function to be minimized in (2) and rewrite it as
where the expectation EP t+1 is w.r.t. Pt+1, the other expectations in the first line are w.r.t. Pt+2, . . . , PT , and the expectations in the last line are w.r.t. Pt+1, Pt+2, . . . , PT . To minimize v(u), note that
and hence
.
and hence the minimum is attained at u = 0.
•
∂v ∂u > 0 for u ∈ (x − x , 1], and hence the minimum is attained at u = x − x .
• If p ≤ EP This proves the optimality of (3). Now we can prove (4):
To find the formulas for umax = 1 we replace x and u by x umax and u umax respectively, and multiply all prices with umax.
The control law given here is almost a bang-bang type strategy, in the sense that once xt is a multiple of umax, the optimal law u ∈ [0, umax] is either 0 or umax.
Heuristic
The implementation of the control law in (3) requires us to compute expectations of order statistics. This is a difficult task in terms of computational complexity. Therefore we propose an appealing heuristic which may replace the optimal rule, as follows. With k = x umax , let the heuristic control law be given by
where F is the common price distribution function. At first sight this may seem equivalent to the optimal rule in (3): For strictly monotone F we have
is a random variable which is distributed as the (k)-th order statistic of T − t i.i.d. uniform random variables
. Hence the heuristic control law (7) would be equivalent to the optimal control law (3)
. This is unfortunately not true in general. Even though the difference between the two rules may not be negligible, we still use it in the next section with good results, thus strengthening our belief that the two-time-scale PowerMatcher is a strong concept which seems to be robust w.r.t. the control law that is used.
The heuristic bidding strategy is illustrated in Figure 5 . The distance between the thresholds 
NUMERICAL RESULTS
In this section, we compare the performance of different short-term charging strategies in simulations using real-world data for wind production and fixed household demands.
The data we use is available at [2] , and consists of 15-minute averages for the network of Belgium over the first 180 days of 2015, of:
• the measured load, aggregated over all households and industries (we will consider this the fixed demand),
• the wind production, measured in some locations and upscaled to fit the network's nominal capacity,
• long-term predictions of the aggregated load and of the wind production, updated once a day at 11am for all 15-minute intervals in the next 24 hours.
The Belgian network includes 4.8% wind production and 3.3% solar production: We exclude solar production here since the only shiftable devices considered in the simulation are electric vehicles, and they charge overnight when the solar production is zero. In order to compensate for this, and in order to incorporate the sharp increase in wind production over the recent and coming years, we scale the overall loads by a factor of 1 5 , while keeping the wind power as is. For the purposes of this simulation, electric vehicles can charge from 8pm till 8am, and their demand is fixed at 8kWh/night. An extensive study of realistic driving behaviors can be found in [12] .
In our example network, power is produced by wind turbines (generating cheap electricity whenever there is wind) and a diesel generator (which has virtually unlimited capacity but high unit prices). We add one EV to the network, in addition to the fixed loads provided in the data. Since the demand of the EV is very small compared to the fixed load, the EV is a price taker : while the current energy price influences the EV's decisions, the EV's actions have no significant influence on the prices. This would change if we added many EVs with similar demand patterns (e.g. one for every household), a possible topic for further research.
We compare the following strategies for charging the EV:
1. Charge as fast as possible, starting when plugged in, 2. Charge evenly over the whole night, 3. Strategy (7), using last night's average and standard deviation as Pavg and P dev (this corresponds to the standard PowerMatcher architecture), 4. Strategy (7), using coordinated night-ahead estimates of Pavg and P dev , estimated once at the beginning of the night (this corresponds to the two-time-scale PowerMatcher approach with only one prediction round per night), 5. Strategy (7), using coordinated night-ahead estimates of Pavg and P dev , updated every 15 minutes (this corresponds to the two-time-scale PowerMatcher approach)
6. For a lower bound on the cost, we pick the cheapest time slots in retrospect, using perfect knowledge or individual estimates of all prices.
With unit prices p wind = 1 and p diesel = 10, we find the average unit price at time t by calculating p(t) = p wind * wind used + p diesel * diesel used wind used + diesel used .
In Figure 6 , the outcomes of the different strategies are illustrated for night 124 of 2015. All strategies lead to different charging times, as indicated by in the figure. Some nights show no difference in costs (e.g. because there is no wind, and hence the unit prices are constant), while in other nights the difference is large (as in night 124). In total, over the first half of 2015 and using imperfect price predictions, the standard PowerMatcher (strategy 3) performs 2.2% better than strategy 1. Another improvement of 4% can be realized by running the two-time-scale PowerMatcher once at 8pm (strategy 4). Using the two-time-scale PowerMatcher every 15 minutes instead of once at 8pm (strategy 5) reduces the costs by another 2%, with only 0.6% difference compared to the lower bound of 9909.
Note that in Section 3.4 we assumed that the distribution F (p) is known: In the simulations we modeled the prices as i.d.d. and normally distributed for the EV strategy. Even though the realizations of the prices resulting from the Belgian data are neither i.i.d. nor normally distributed, the algorithm still leads to large cost reductions, with little room for further improvement. This illustrates the robustness of the PowerMatcher algorithm w.r.t. modeling simplifications, and justifies the modeling assumption of i.i.d. prices.
CONCLUSION / FUTURE RESEARCH
In this paper we have developed a powerful extension of the well-known PowerMatcher for coordination of distributed demand and supply in smart energy grids. It achieves a better exploitation of the flexibility of shiftable demands from Figure 6 : Comparison of different bidding strategies, prices and demand/production for one night e.g. electric vehicles (EVs), and comprises a planning module together with a strategy for optimal utilization of the information provided by this planning module. The effectiveness of the novel combination of the planning/matching framework and the simple-to-use strategy for charging EVs was verified numerically, using real-world data.
An interesting next step is to run similar simulations with so many EVs that their combined decisions have a significant influence on the price. Another straightforward topic for further research is the extension of the methods used for finding the charging strategies in Section 3 to other shiftable devices (e.g. battery storage), or other types of controllable devices. A further interesting topic is the inherent tradeoff between the amount and type of information provided by a planning module and the additional computation and communication required for this.
