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Biological macromolecular complexes often perform sophisticated tasks in
the cell, for which both efficient throughput and high accuracy are crucial.
The spliceosome and the ribosome, both huge RNA-protein complexes of ∼3
and ∼2.6 MDa in size, as well as the nuclear pore complex (40–60 MDa)
are responsible for key functions of transcriptional and translational pro-
cesses [1–4]. The SNAP Receptor (SNARE) protein complex (∼70 kDa)
controls fast membrane fusion [5], e.g., facilitating neurotransmitter release
from neurons. The membrane embedded F-ATPase, a protein complex (370–
400 kDa), converts proton gradients across membranes into chemical energy
stored in form of adenosine tri-phosphate (ATP) [6], providing energy for
nearly all processes in the cell.
To elucidate the functional mechanisms of these machines, their motions
and energetics need to be understood at an atomic level and at all relevant
time scales. This is especially challenging for large complexes, due to the
increased complexity. To meet this challenge, an interdisciplinary approach
is necessary.
Nuclear magnetic resonance (NMR) spectroscopy allows to determine the
atomistic structure of biomolecules in different states in solution [7], but it is
currently not applicable to macromolecular complexes larger than 35 kDa.
X-ray crystallography allows to determine the spatial arrangement of atoms
within biomolecules at resolutions on the order of Å. To obtain such high
resolutions, the molecules need to form rigid crystals, which is achieved un-
der unphysiological conditions and at low temperatures. These conditions
might affect the conformations of the molecules. Typically, for macromolec-
ular complexes, only isolated components of the complex can be crystallized
(e.g., spliceosome [8], F1-ATPase [9], nuclear pore complex [10, 11]). At best,
if the complete structure is known, only few conformational states are cap-
tured by X-ray crystallography (e.g., ribosome [2, 12–15], SNARE complex
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[16, 17]). Complete structures of macromolecular complexes, at resolutions
between 6 and 30 Å were obtained by three dimensional reconstructions
of cryo-electron microscopy (cryo-EM) images [18, 19] for the spliceosome
[20, 21], the nuclear pore complex [22, 23], and the ribosome [24, 25]. Recent
cryo-EM experiments resolved 50 different states of the ribosome with bound
tRNAs undergoing spontaneous retro-translocation [26, 27]. Up to now, the
resolution of cryo-EM reconstructions is low compared to resolutions that
can be achieved with NMR and X-ray crystallography and is insufficient to
construct atomistic models based on the reconstructions alone. To combine
the information from partial or complete atomistic structures of a limited
number of states with that provided by low resolution structures of mul-
tiple states, several methods to flexibly fit atomic structures into cryo-EM
reconstructions have been developed [28–33].
In this thesis, to make use of the high spatial resolution achieved by X-
ray crystallography and the temporal resolution achieved by cryo-EM, data
obtained with both techniques were combined with molecular dynamics (MD)
simulations. MD simulations allow to investigate the forces and dynamics
of molecular systems at atomic resolution, employing the underlying basic
laws of physics. To verify the validity of the results, they were checked
against structural, biochemical, and mutagenesis data. Two macromolecular
complexes were studied in detail, the SNARE complex and the ribosome.
Here, a brief sketch of the two systems is given, a more detailed description
is presented in the respective chapters.
The SNARE complex, in neurons, controls fusion between neurotransmit-
ter containing vesicles and the cell membrane, inducing fast exocytosis and
subsequent release of neurotransmitters into the synaptic cleft. The SNARE
complex consists of three SNARE proteins, Synaptobrevin, Syntaxin 1A and
SNAP-25B. Initially, Synaptobrevin is attached to the vesicle while Syntaxin
1A and SNAP-25B are attached to the cell membrane. Synaptobrevin and
Syntaxin 1A each contain one and SNAP-25B contains two SNARE domains
which, by forming a coiled-coil complex, pull the vesicle towards the mem-
brane, thereby inducing fusion. The two SNARE domains of SNAP-25B are
connected by a linker which has to be stretched out to allow formation of the
SNARE complex.
Oxidative stress in the pre-synapse cell decreases neurotransmitter re-
lease [34] and has been linked to mitochondrial dysfunction in early stages of
many neurodegenerative diseases [35]. Individual pre-treatment with a reac-
tive oxygen species, such as H2O2, of the three SNARE proteins mentioned
above showed that the oxidation of SNAP-25B had the largest influence on
neurotransmitter release [34]. Since the SNAP-25B linker contains a cysteine-
rich region, oxidation of cysteines forming one or two disulfide bonds might
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lead to a shortening of the linker which in turn would not allow the SNAP-
25B SNARE domains to form the full coiled-coil SNARE complex. As a
consequence, the vesicle might not be pulled close enough to the cell mem-
brane to induce fusion, impairing neurotransmitter release. This would lead
to reduced synaptic transmission and possibly cognitive decline.
To test this hypothesis, first, a model of the SNARE complex based on
a crystal structure [16] was built, including the SNAP-25B linker which was
not resolved in the structure. Second, the disulfide bond resulting in the
largest shortening of the linker was identified. Next, the time evolution
of the SNARE complex in the presence and absence of this disulfide bond
was calculated using molecular dynamics (MD) simulations. Finally, the
simulations of the SNARE complex with and without disulfide bond were
compared to see if the strain of the shortened linker leads to a destabilization
of the complex itself.
The second macromolecular complex studied in this work is the ribosome,
a protein-RNA complex consisting of two subunits. The ribosome synthesizes
proteins in the cell. Protein synthesis needs to be sufficiently fast to ensure
cell function and growth and at the same time highly accurate to avoid
miscoded proteins that can be dysfunctional or even toxic. The tRNAs which
deliver the amino acids to the growing peptide chain bind to the ribosome
via three distinct binding sites A, P, and E. After peptide bond formation,
the tRNA bound to the peptide chain occupies the A site and the empty
(deacylated) tRNA is in the P site. Clearing the A site for the next tRNA
to enter the ribosome, the two tRNAs translocate from A and P to P and
E sites, respectively [36]. Translocation of tRNAs is accompanied by large-
scale rotations of the small ribosomal subunit relative to the large subunit
[27, 37]. Subsequently, the E-site tRNA dissociates from the ribosome.
Crystal structures of the ribosome bound to two tRNAs [12, 38–43] only
describe states in which the tRNAs reside in the A, P, or E sites.
The cryo-EM reconstructions of spontaneous translocation were grouped
into nine major intermediate states, representing the pathway of the tRNAs
through the ribosome at resolutions between 9 and 30 Å [27]. However, an
atomic description of translocation including the dynamics within and the
barriers between these intermediate states has not been achieved yet. Aiming
at such a description, crystal structures were refined against these cryo-EM
reconstructions obtaining near-atomic structures for translocation intermedi-
ates and subsequently applied MD simulations to capture the dynamics and
energetics of the tRNAs and the ribosome.
In particular, this thesis addresses the question of which motions of ribo-
somal components limit the transition rates between intermediate states and
what mechanisms help to overcome these barriers, a necessary condition for
9
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efficient translocation. A second prerequisite for translocation is the main-
taining of subunit association during tranlocation. Here the question of how
the affinity between the subunits is balanced despite the large-scale rotations




Molecular dynamics (MD) simulations is the main method which was ap-
plied in the course of this thesis. This chapter outlines the principles and
approximations of this simulation methodology as well as principal compo-
nent analysis (PCA), a method that was used to extract main modes of
motion from the simulations.
2.1 Principles of MD simulations
MD simulations is a computational method to calculate the motion of a many
particle molecular systems by numerically integrating Newton’s equation of
motion of N interacting atoms.
2.1.1 Approximations of MD simulations
The conventional MD algorithm used in this work rests on three main ap-
proximations which reduce the computational effort for evaluating the time
evolution of a macromolecular system: (1) the separation of nuclear and
electronic degrees of freedom (Born-Oppenheimer approximation), (2) the
application of a simplified potential energy function (force field), and (3) the
classical description of nuclear motions.
(1) Born-Oppenheimer





Ψ(r,R) = ĤΨ(r,R), (2.1)
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where Ĥ is the Hamiltonian operator, i.e., the sum of the kinetic and potential
energy operators, Ψ is the wave function of the system, and ~ is the reduced
Planck constant. The wave function Ψ = Ψ(R, r) is a function of the posi-
tions of the m nuclei R = {R1, ...,Rm} and the n electrons r = {r1, ..., rn}
composing the system. The Born-Oppenheimer approximation [44] allows to
separate the dynamics of the electrons from the dynamics of the nuclei. Due
to the much lower mass of the electrons compared to the mass of the nuclei
(mass ratio 104), the electronic wave function is assumed to follow the slow
nuclei motion instantaneously. This assumption allows to separate the wave
function into an electronic part Ψe and a nuclear part Ψn,
Ψ(r,R) = Ψn(R)Ψe(r; R), (2.2)
where Ψe depends on the positions R of the nuclei only parametrically. As-
suming fixed positions of the nuclei, the electronic wave function can be
determined from the time-independent Schrödinger equation,
ĤeΨe(r; R) = Ee(R)Ψe(r; R), (2.3)
where the electronic Hamiltonian is Ĥe = Ĥ − T̂n with the kinetic energy of
the nuclei T̂n being subtracted from the Hamiltonian of the complete system
Ĥ. Varying the positions R, one obtains the ground state energy Ee(R) as
a function of R, which is used as the potential energy surface (PES) of the
system. As a result of the Born-Oppenheimer approximation, the dynamics
of the nuclei on the PES is described by the time-dependent Schrödinger
equation:




The Born-Oppenheimer approximation holds as long as the PES of the
ground state and of the first excited states do not approach each other too
closely.
(2) Force field
Calculating the PES from the time-independent Schrödinger equation for the
electronic wave function is still too expensive for macromolecular systems
comprising several hundred thousands of atoms, as required in this thesis.
Therefore, one further approximation is necessary to reduce the computa-
tional effort to a feasible amount. Accordingly, the PES Ee(R) is approxi-
mated by the force field V (R), a function which is set up to be computation-
12
2.1. Principles of MD simulations
ally relatively easy to calculate,
















































Here, the bond stretching potential Vb, the bond angle potential Va, and
the improper dihedral potential Vid are described by harmonic potentials.
Improper dihedral potentials restrict out-of-plane motions, e.g., to keep aro-
matic rings planar. Dihedral potentials are described by a cosine function
with a periodicity n and the barrier height between different conformers is
Vi. Non-bonded interactions, van-der-Waals VvdW and coulombic Vcoul in-
teractions, are calculated pairwise using the atom-atom distance rij, thus
neglecting many-particle effects. The van-der-Waals interactions are mod-
eled by a Lennard-Jones potential with the parameters εij and σij. In the
Coulomb potential, qi is the partial charge of the respective atom.
The parameters for force fields are typically either derived from ab inito
quantum chemical calculations or fitted to experimental data such as solva-
tion free energies, NMR, or X-ray crystallography data. In this thesis, two
force fields were used, OPLS/AA [45] for protein systems, and amber99sb
[46] for systems comprising proteins and RNA.
(3) Classical description of nuclear motion
Even when using the Born-Oppenheimer approximation and a simplified po-
tential function, solving the time-dependent Schrödinger equation for the
nuclei is still rendered impossible by the large number of atoms in macro-
molecular systems. To reduce the computational effort even further, the




= miai = Fi, i = 1...N, (2.6)
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where mi is the mass, Ri the position, and ai is the acceleration of the i
th
atom. Fi denotes the force acting on atom i. These forces are obtained
from the negative gradient of the force field V (r1, ..., rN) which describes the
interactions between all atoms,
Fi = −∇iV (R1, ...,Rm). (2.7)
The force Fi acting on atom i determines the velocity change of this atom
leading to an updated position after a discrete time step ∆t. All the afore-
mentioned approximations enabled us to describe macromolecular systems
at atomic detail in a computationally feasible manner. However, for any
application the validity of these approximations should be checked, e.g., by
comparing the obtained observables to experimental data. Further, chemical
reactions, charge transfers and excited electronic states cannot be described
by conventional MD simulations.
2.1.2 Integrating Newton’s equation of motion
In MD simulations, Newton’s equation of motion is numerically integrated to
obtain the time evolution of the system. In this work, a Verlet-type algorithm
[47], the leap-frog algorithm [48], was applied,





















The integration time step ∆t needed for stable integration depends on the
chosen propagation algorithm and on the fastest motions explicitly described.
In biomolecular systems, these are the bond stretch vibrations of hydrogen
atoms. To trade off avoiding numerical instabilities against sufficient phase
space sampling, the time step should be five times smaller than the shortest
period of motion when using the leap-frog algorithm [49]. Explicit simulation
of bond vibrations requires an integration time step of 1 fs.
Bond constraints
Since bond vibrations hardly couple to the other degrees of freedom of macro-
molecules, bond lengths were restrained, which allowed us to increase the in-
tegration time step to 2 fs. Furthermore, it has been argued that constrained
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vibrations are a better representation of the quantum-mechanical nature of
bond vibrations than the classical harmonic oscillator [50]. In this work, the
LINCS algorithm [51] was used to constrain protein and RNA bond lengths
and the SETTLE algorithm [52] was used for water molecules.
Virtual interaction sites
After constraining bond vibrations, the next shortest period is that of the
bond-angle vibration of hydrogens with a period of 13 fs [53]. To increase
the applicable time step to 4 fs, hydrogen atoms were defined as virtual
interaction sites [53]. Using virtual interaction sites, the position of hydrogen
is generated at every MD step based on the positions of three nearby heavy
atoms, thus removing its high-frequency degrees of freedom. All the forces
acting on the hydrogen are redistributed to these heavy atoms for the next
integration step.
2.1.3 Thermodynamic ensembles
Integrating Newton’s equation of motion in an isolated system generates a
microcanonical ensemble (NVE) of conformations. Since the biomolecular
systems studied in this thesis are usually in thermal and mechanical equilib-
rium with their environment, canonical (NVT) and isothermalisobaric (NPT)
ensembles are the more natural choice.
In order to generate these ensembles, the temperature (NVT) or addition-
ally the pressure (NPT) have to be coupled to given reservoirs. To account
for short term temperature and pressure fluctuations in the simulated sys-
tem, the coupling is not instantaneous, but rather, a coupling time constant
is introduced. Several algorithms for temperature coupling, thermostats, and
for pressure coupling, barostats have been developed. The Berendsen ther-
mostat controls the temperature by rescaling the velocities of the particles
and in this way approaches the desired temperature [54]. However, this weak
coupling to an external bath was shown to not generate the correct canonical
ensemble [55]. The velocity-rescaling thermostat which extended the Berend-
sen thermostat by a properly constructed random force, instead, generates a
correct ensemble [56]. Therefore the velocity-rescaling thermostat was used
for equlibrium simulations.
In addition, the Berendsen barostat has been used which couples the
pressure of the system to the reference value by rescaling the simulation box
and thus changes the volume of the simulation system [54].
15
Chapter 2. Established Methods
2.2 Principal Component Analysis
MD trajectories represent a huge amount of high-dimensional data, i.e., the
positions of all atoms of the system in phase space for each time frame.
Principal component analysis (PCA) [57] is an orthogonal transformation
that converts a set of coordinates, in which motions along different axes are
possibly correlated, e.g., the Cartesian coordinates of the atoms, into a new
coordinate system, the principal components. In the principal component
system the motions along axes are uncorrelated. When sorted by descend-
ing fluctuations of the projection onto this component, the first components
describe large correlated motions of the system. Since such motions are of-
ten related to the function of the macromolecular system and few principal
components suffice to describe most of the structural fluctuations, PCA al-
lows to reduce the dimensionality of the system to a much smaller number
of essential coordinates.
The principal components are the eigenvectors of the covariance matrix
C of the atomic coordinates xi,
C =〈(x− 〈x〉)(x− 〈x〉)T 〉
⇒ Cij = 〈(xi − 〈xi〉) (xj − 〈xj〉)〉 ,
(2.9)
where i, j ∈ [1, 3N ], and N is the number of considered atoms. As C is
a symmetric matrix, it can be diagonalized by an orthogonal coordinate
transformation T ,
x− 〈x〉 = Tq⇒ q = T T (x− 〈x〉)
⇒ (Tq)T = qTT T = (x− 〈x〉)T .
T transforms C into the diagonal matrix Λ = 〈qqT 〉 of eigenvalues λi,
C = TT TCTT T = TT T 〈(x− 〈x〉)(x− 〈x〉)T 〉TT T
= T 〈T T (x− 〈x〉)(x− 〈x〉)TT 〉T T
= T 〈qqT 〉T T .
The columns of T are the eigenvectors of the covariance matrix C, also called
principal or essential modes. The total positional fluctuation can be ex-
pressed by the eigenvalues λi,∑
i
〈(xi − 〈xi〉)2〉 = 〈(x− 〈x〉)T (x− 〈x〉)〉








2.2. Principal Component Analysis
The eigenvalues describe the variance of the position along the eigenvectors.
By projecting the trajectory on the principal modes the principal components
qi(t) are obtained:
q(t) = T T (x(t)− 〈x(t)〉).
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This chapter introduces the methods that have been developed in the course
of this work. The method to obtain rates for transitions between different
states of a macromolecular system from multiple simulations has been devel-
oped together with Christian Blau and Andrea Vaiana.
3.1 Transition rate estimates
Macromolecular complexes can adopt several meta-stable conformations (states)
which are often linked to their function. Here, we develop a method to esti-
mate barrier heights and transition rates for collective motions between these
states. Transition rate estimates can be obtained for motions involving the
whole complex or for motions involving components of the complex as done
in this work. The rates were estimated in two steps. First, the heights of
the free energy barriers ∆G‡est were obtained from a fluctuation analysis of
the trajectories of all different states. Second, these barrier estimates were
gauged by comparing passage frequencies obtained from the initial barrier
estimates to passage frequencies actually observed in the simulations to yield
the free energy barriers ∆G‡.
3.1.1 Free energy barrier estimates
Initial free energy barrier estimates for the collective motions of components
of the complex were obtained as follows. Each trajectory (state) was pro-
jected onto d-dimensions spanned by d reaction coordinates, e.g., dominant
PCA eigenvectors or rotation angles, describing the motion of the component
(Fig 3.1A). The mean µ and d×d covariance matrix Σ of each projected tra-
jectory define a d-dimensional multivariate Gaussian probability distribution
19
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Figure 3.1: Scheme of barrier height estimation for the transition
between state A and B along an 1-dimensional reaction coordinate.
(A) Histogram of the trajectories projected onto the reaction coordinate
(state A and state B). (B) Gaussian probability distribution functions for
states A and B. (C) Free energy landscapes described by quasi-harmonic









for the corresponding state (Fig 3.1B). The free energy landscape
G(x) = −kbT ln p(x) (3.2)
arising from such a distribution p(x) is a d-dimensional quasi-harmonic ap-
proximation to the underlying free energy landscape (Fig 3.1C). For each
pair of states, the intersection of the two quasi-harmonic approximations ob-
tained for a given motion defines a hypersurface, the free energy minimum of
which was used as an estimate for the barrier height ∆G‡est between the two
states (Fig 3.1C). To test whether barrier estimates change with the number
of dimensions used for the analysis, barrier heights were estimated using an
increasing number of reaction coordinates. Even though the absolute values
for the free energy barrier estimates increased with the number of dimensions,
as expected, their values normalized by the mean value of all estimates did
not change markedly in this work. Therefore, we assumed ∆G‡ = c∆G‡est
with a constant gauge factor c. In this work, we assumed that each barrier
is scaled by the same gauge factor c for each transition by using the same
factor for all motions and all transitions between states. Several transitions
for low barriers are seen during the simulations, which specifies the gauge
factor c. The same gauge factor can then be used for high barriers for which
no transtions are found.
20
3.1. Transition rate estimates
3.1.2 Attempt rate and gauge factor from passage fre-
quencies in PCA and angle space
From the transitions between states actually observed in simulations with
low free energy barriers, we estimated the gauge factor c for the free energy
barrier estimates and determined the attempt rate of barrier crossing. To
that aim, passage frequencies that describe how many transitions between
states are seen in a given free energy barrier estimate interval were determined
as follows. The trajectories were projected onto the reaction coordinates for
each collective motion. The distance dA,B between two state ensembles A and
B was defined as the minimum distance of all projections onto the reaction
coordinates. A barrier between A and B states was considered to be crossed
if the average distance within an ensemble was found to be larger than the
distance dA,B. For each motion, the frequency of barrier crossing p
sim
A→B in an
energy interval I = [∆G‡est −∆G,∆G
‡









where nA→B is the number of observed barrier crossings from ensemble A to B
with estimated free energy barriers in I, and n is the total number of barriers
in the same energy interval. The probability of observing a transition from
a state A to a state B in a time interval [0, t] is also known from reaction
kinetics to be
pA→B = 1− exp (−kt), (3.4)
where k is the transition rate from A to B. Transition rates k are estimated
by Arrhenius’ law





where kb is the Boltzmann constant, and T is the temperature. The combi-
nation of the latter,














Transition time estimates obtained from Arrhenius’ law
Refined transition times τ = 1/k between states determined from the half-
times given by Arrhenius’ law using the obtained estimated attempt rate A
and the corrected free energy barrier estimate ∆G‡.
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3.2 Kinetic sequence of states
In this work, atomic structures were refined against several cryo-EM recon-
structions representing different states [27]. These reconstructions have been
grouped and put into sequence based on structual similarity. To address
the question wether this sequence of states matches the kinetic sequence of
states for the macromolecular complex, we determined the one which best
matches the observed set of transition rates as follows. From all reaction
sequences, the one which best matches the observed set of transition rates
was determined: The best matching reaction sequence (i.e., one permutation
of all states, {state A, state B, . . .}) was assumed to be the one that yields
the shortest overall half-time τ . This overall half-time is proportional to the





the barriers of the motions of the individual components, the highest tran-
sition barrier estimate dominates the overall half-time, so only this barrier
which governs the transition for a given pair of states was taken into account.
If we require all states to be visited, the sequence with the shortest overall






, where ∆G‡maxi is the
highest barrier of all the barriers estimated for the individual component for
transition i. To avoid that only very high barrier estimates with large errors
dominate the calculation, in this work, barrier estimates higher than 80 kT
were set to 80 kT.
3.3 Clustering of dynamic contacts between
components of macromolecular complexes
The components of macromolecular complexes interact via contact inter-
faces. The interactions across these interfaces are crucial for the function of
the complex, as they serve to balance the affinity between the components.
The affinity needs to be high enough such that the components remain as-
sociated as long as necessary for accomplishing the function and low enough
to allow the components to dissociate after accomplishment. In the case
of large conformational changes of the components, this task is particularly
challenging. Further, if information is exchanged between the components,
e.g., during allosteric regulation, it has to be transmitted by the interactions
between the components when passing the interface.
In this work, we studied the balancing of affinity for the 6000 Å2 inter-
face between the two subunits (50S and 30S) of the ribosome [58], which
comprise hundreds of residue-residue contacts. To describe the dynamics
22
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Figure 3.2: Scheme of the clustering protocol applied to intersubunit
contacts obtained from the simulations. (A) Clusters of contacts are
represented by colored circles (from simulation 1: blue, orange, cyan; from
simulation 2: red, magenta, green). (B) Clusters of different simulations
were combined and sorted by size (small to large). (C) The smallest cluster
was labeled “unified“ cluster A, and excluded from subsequent clustering.
(D) With the remaining sorted clusters, this procedure was repeated until
all clusters were assigned (clusters B, C, D). (E) Contacts from the remaining
clusters were distributed to the closest ”unified” cluster, where distance was
defined as the number of contacts which connect the residue to the cluster.
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and energetics of the interactions between subunits, residue-residue contacts
were extracted and then clustered into groups of contacts. From the trajec-
tory of each state, all pairs of atoms, one from the 50S and the other from
the 30S subunit, whose distance was smaller than 3 Å for at least 1 % of
time, were considered atom-atom contacts. An efficient method to extract
these pairs of atoms, developed by Christian Blau, was used to cope with
the huge amount of data in a reasonable time. These atom-atom contacts
were assigned to residue-residue contacts. In the simulations of the different
states, a different set of residues was involved in intersubunit contacts. To
define localized groups of residue-residue contacts present in more than one
state and to keep groups separate, which are not connected in at least one
state, the contacts were clustered in the following four steps (see Fig. 3.2):
• For each state all residues connected by intersubunit contacts were put
into one cluster (Fig. 3.2A).
• All clusters of all states were sorted by size (Fig. 3.2B). A new set of
“unified“ clusters was defined and the smallest cluster was added to it
(Fig. 3.2C). Iteratively, the next (larger) clusters which did not have
overlaps with any of the ”unified” clusters were added to the set of
“unified“ clusters (Fig. 3.2D).
• To each of the new clusters, residues from all remaining clusters, over-
lapping only with this ”unified” cluster, were added (Fig. 3.2E).
• The residues of remaining clusters were distributed to the closest over-
lapping “unified“ cluster, where distance was defined as the number of






Biological membranes consisting of lipid bilayers enclose cells and separate
compartments inside cells. Membrane fusion, the merging of two initially sep-
arated membranes into one membrane, is essential for communication across
cell compartments and for communication of the cell with the surrounding
[60]. Communication across membranes can be performed via the exchange
of signaling agents, e.g., neurotransmitters and hormones. Signaling agents
are released from cells via exocytosis, where a vesicle which contains signaling
agents and is initially inside the cell, fuses with the limiting membrane of the
cell. In this way, the content of the vesicle is expelled into the extracellular
space (Fig. 4.1).
The exocytosis of synaptic vesicles, releasing neurotransmitters into the
synaptic cleft, is mediated by three SNARE proteins [16], SNAP-25B, synap-
tobrevin, and syntaxin 1A, which form a macromolecular complex. Initially,
synaptobrevin is anchored by its transmembrane helix to the synaptic vesicle,
whereas the transmembrane helix of syntaxin 1A spans the plasma mem-
brane and SNAP-25B is targeted to the plasma membrane by palmitoyla-
tion (Fig. 4.1A). The nearly identical isoform of SNAP-25B, SNAP-25A, is
expressed early in development [61]. The key role of SNAP-25B is the for-
mation of a protein complex leading to fusion of synaptic vesicles with the
plasma membrane. The complex forms sequentially, with SNAP-25B first in-
1Lars V Bock, Brian Hutchings, Helmut Grubmüller, and Dixon J Woodbury. Chemo-
mechanical regulation of snare proteins studied with molecular dynamics simulations. Bio-
phys J, 99(4):12211230, 2010. [59]
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Figure 4.1: Scheme of exocytosis mediated by SNARE proteins. (A)
Shown is the vesicle membrane (top) filled with neurotransmitters (magenta
circles), the plasma membrane (bottom) and SNARE proteins (colored lines),
before exocytosis. Synaptobrevin is anchored in the vesicle membrane and
syntaxin 1A in the plasma membrane. SNAP-25B is targeted to the plasma
membrane. (B,C) Upon formation of the SNARE complex by interwinding
of the 4 helices, where synaptobrevin and syntaxin 1A each contribute one
helix and SNAP-25B contributes two helices, the membranes are brought into
close proximity. (D) Finally, the complete SNARE complex induces fusion,
thereby releasing neurotransmitters.
teracting with syntaxin 1A and then with synaptobrevin within the synaptic
vesicle membrane. The three proteins form a four helix bundle with SNAP-
25B contributing two of the four alpha helices (helix 1 and helix 2). Each
helix, known as a SNARE domain, is composed of ∼63 amino acids. The
helices form a coiled-coil complex, with layers of highly conserved interacting
residues in the center [62], such that the two SNARE domains of SNAP-25B
have to stretch out a central linker region of 58 amino acids to the full length
of the complex in order to align. The current model of SNARE protein func-
tion is that the two membranes are brought into close proximity during the
formation of this SNARE complex (Fig. 4.1B,C), thereby inducing the fusion
(Fig. 4.1D).
The SNARE complex has been crystallized showing the coiled-coil nature
of the three protein complex [16, 17], but no structure has been determined
so far for the SNAP-25B linker.
The two SNARE domains of SNAP-25B are connected by a linker region
which has several unique features (Fig. 4.1). Firstly, removal of the linker
slows down SNARE assembly [63] and decreases secretion from intact chro-
maffin cells [64]. Additionally, the linker contains a conserved region of amino
acids that aids in targeting SNAP-25B to the membrane [65]. As shown in
Fig. 4.2 A, this membrane binding domain (MBD) is close to the N-terminal
of the linker and includes a cysteine-rich domain that contains four cysteines
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Figure 4.2: Putative SNAP-25B response to oxidative stress. (A)
“naked” SNAP-25B with its two SNARE domains and four cysteines (C85,
C88, C90, C92). (B) In vivo, SNAP-25B is posttranslationally modified
by palmitoylation, which adds 1-4 palmitic acids to cysteines within the
weak membrane-binding domain (MBD); palmitoylation of the middle two
cysteines is shown. (C) Oxidation of SNAP-25B could result in disulfide
bond formation between any of the free cysteines (one of six possibilities is
shown). (D) One specific example of a SNAP-25B that has the inner two
cysteines palmitoylated and the outer cysteines disulfide linked.
within an eight amino acid section. One or more palmitoylated cysteines
contribute to the targeting SNAP-25B to the membrane [66, 67]. Binding
to syntaxin may also help target SNAP-25B to membranes [68], but this is
controversial [69].
It has generally been assumed that all four cysteines of SNAP-25B are
palmitoylated and thus function solely in membrane targeting, but several
other functions for these cysteines have been implied. Huang et al. [70]
showed that the four cysteines of SNAP-25A can form an iron-sulfur clus-
ter, although there is no data that such a cluster actually forms in vivo.
Pallavi and Nagaraj [71] reported that peptides from the linkers of SNAP-
25/23 can enhance membrane fusion depending on the extent of palmitoy-
lation. Giniatullin et al. [34] showed that oxidation of SNAP-25B was the
likely cause of the reduced secretion observed in neurons exposed to oxida-
tive stress. Such stress is known to play a role in many neurodegenerative
disorders (e.g. Alzheimer’s and Parkinson’s) [72, 73]. Although the site of
oxidative modification was not identified, cysteines are the most susceptible
residues and frequently are involved in redox control within cells through the
formation of disulfide bonds [74].
Thus, the four cysteines of SNAP-25B may function as sites of palmi-
toylation, in membrane fusion, in heavy metal coordination, or in disulfide
bond formation. These potential modifications need not be exclusive, since
all three are reversible and one modification might have a physiological effect
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simply by preventing a different modification. Additionally, cysteine oxi-
dation and partial palmitoylation could occur simultaneously (Fig. 4.2 D).
Only two cysteines are required to form a single disulfide bond and palmitoy-
lation of two cysteines would still provide a strong membrane anchor for the
protein. The extent of palmitoylation appears to depend on cell type and
environment. In HIT (insulin-secreting) cells palmitoylation is not critical
for function as the replacement of all four cysteines still allowed significant
secretion [67], but in PC12 cells the same modification prevented exocytosis
[75].
The possibility that cysteine oxidation in SNAP-25B may have functional
significance is intriguing, but raises two questions. First, under which condi-
tions might SNAP-25B be oxidized and how might oxidation appropriately
alter the function of SNAP-25? The location of SNAP-25B at the synapse
places it at a good location to sense oxidative stress from internal sources
(mitochondria) and from the extracellular environment. Under such stresses,
neuron survival would likely be enhanced if the energy-requiring steps of
neurosecretion were temporarily reduced. Although the redox state of the
intracellular environment is generally reduced, reactive oxygen species pro-
duced after intense neuronal activity [74, 76, 77] could oxidize the cysteines
of SNAP-25. As previously noted by Giniatullin et al. [34], oxidation of
SNAP-25B decreases formation of the SNARE complex and thus could be
the direct cause of decreased secretion.
The second question is the focus of this chapter: How might oxidation
of SNAP-25B prevent complex formation? We hypothesizes that since the
linker is not much longer than the SNARE domain, formation of a disulfide
bond between two cysteines could shorten the loop sufficiently to hinder or
even block the proper alignment of the two SNARE domains in SNAP-25B
and thus also the formation of the complete coiled-coil complex. To test this
idea, we carried out multiple molecular dynamics (MD) simulations which
indeed showed several marked conformational changes of SNAP-25B induced
by formation of a single disulfide bond.
4.2 Methods
In this section, the methods for the estimation of linker shortening due to
disulfide bond formation, which was done by Brian Hutchings in the lab
of Dixon Woodbury and the methods for the extensive MD simulations of




4.2.1 Estimation of linker shortening caused by disul-
fide bonds
In a first step, the length decreases due to the 10 different possibilities for
disulfide bonds were estimated from short term simulations of an 18 amino
acid peptide from the SNAP-25B linker. From these, the one with the largest
effect was selected and studied in subsequent extended simulations of the
whole SNARE complex.
Ten different configurations of the peptide from the SNAP-25B linker (G
K F C(1) G L C(2) V C(3) P C(4) N K L K S S D) were constructed.
The configurations differed in number and position of disulfide bonds: none,
C1-C3, C2-C4, C2-C3, C1-C4, C1-C2, C3-C4, C1-C4 & C2-C3, C1-C3 &
C2-C4, and C1-C2 & C3-C4. Each of the 10 configuration was then relaxed
and stretched through 41 iterations using proportional atom translations
followed by geometry optimization through energy minimization with the
CHARMM22 force field [78]. After each iteration, the peptide was placed
in a water box of size 12.5 × 5 × 5 nm and K+Cl− at a concentration of
0.154 mol/l were added. In this way, a total of 410 configurations were
retained.
Molecular dynamics were run on each of these systems using CHARMM
version c35b1 [79] with the CHARMM22 force field and a time step of 2 fs.
Periodic boundaries were applied using an orthogonal unit cell of 12.5 × 5
× 5 nm. The N- and C-termini were restrained at their original separations
during the dynamics run with an energy penalty of 1000 kcal·mol−1nm−1.
Coordinates were stored every 2 ps. All bonds to hydrogen atoms were held
rigid using the ShakeH algorithm as implemented in CHARMM. Langevin
dynamics were used to maintain the pressure at 1 atm with a collision fre-
quency of 20 ps−1, a pressure piston mass of 400 amu, and a piston bath
temperature of 300 K. Each system was heated from 48 K to 298 K for 50 ps
and equilibrated for another 50 ps.
For each frame of the trajectories, the distances between the N-terminus
nitrogen and the C-terminus carbon and the energy of the system without
water and salt were computed and average values were obtained for each of
the 410 systems.
4.2.2 Molecular dynamics simulation of the SNARE
complex
To create the SNARE complex model used in this study, the structure re-
ported by Sutton et al. [16] (pdb code: 1SFC) was used. It contains four
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α-helix fragments, where the C-terminal of helix 1 and the N-terminal of
helix 2 do not extend as far as the other helices and the linker between them
and other parts of the proteins have been removed by proteolysis. A more
recent crystal structure of the SNARE complex that includes the membrane
spanning region of syntaxin and synaptobrevin, shows helices extending con-
tinuously through the SNARE domain and membrane spanning domain [80].
Therefore, the short ends of helices 1 and 2 were extended several coils such
that they ended approximately even with the ends of the other helices, thus
maximizing possible helix-helix interactions. The remaining residues between
helix 1 and 2 (Cys88-Met127) were also added as an unstructured linker be-
tween the two helices. The resulting structure was then energy minimized.
This model of the complete SNARE complex was then solvated in a do-
decahedron box with a minimum distance of 1.5 nm between the proteins
and the box boundary. Ions were added at a physiological concentration of
0.154 mol l−1 with the program genion from the GROMACS simulation suite
[81]. The total system size was ∼360,000 atoms. The simulation system was
energy minimized, and the solvent was subsequently equilibrated for 1 ns,
applying position restraints on the heavy atoms of the proteins using a force
constant of k = 1000 kJ mol−1 nm−2.
Five sets of simulations were carried out, termed “reduced” (without
disulfide bond), “oxidized” (with disulfide bond), “cut linker uncharged”,
“cut linker charged” (with the linker cut between residues N107 and N108,
using uncharged and charged termini for the linker, respectively), and “no
linker” (removed linker residues, N93–Q126; charged termini). For the “re-
duced” simulations, the energy minimized system was equilibrated without
any restraints. For the “oxidized” simulations, the sulfur atoms of the SNAP-
25B residues C85 and C92 were pulled towards each other applying a har-
monic potential with a linearly increasing force constant from zero to the
value of the disulfide bond force constant during 1 ns of simulation. Subse-
quently, the disulfide bond was established and the simulation was continued
without any restraints. For the “cut linker charged” simulations, the peptide
bond between N107 and N108 was removed, charged termini were added,
and the system was simulated for 1 ns with position restraints on the protein
heavy atoms. Subsequently, the system was equilibrated without restraints.
The same protocol was applied for “cut linker uncharged” simulations. Addi-
tionally, a simulation with removed linker (N93–Q126) was carried out (“no
linker”).
To create five independent trajectories for each of the five models, snap-
shots were taken at times 10, 20, 30, and 40 ns, respectively, new velocities
were assigned to the atoms, and new simulations were started from these
snapshots. After 100 ns of the “oxidized” simulations, snapshots from the
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trajectory were taken, the disulfide bond was removed, the system was en-
ergy minimized, and subsequently equilibrated with position restraints on
the backbone atom for 1 ns. Afterwords, new simulations without position
restraints were started (“removed disulfide”).
All simulations were carried out with the MD software package GRO-
MACS 4 [81]. The OPLS all-atom force field [45] and the TIP4P [82] water
model were used. The temperature was kept constant by velocity rescaling
[56] at T = 300 K with a coupling time constant of τT = 0.1 ps. The system
pressure was kept at p = 1 atm by coupling the system to a Parrinello-
Rahman barostat [83] with a coupling time constant of τp = 1 ps and an
isotropic compressibility of 4.5·10−5 bar−1. All bond lengths were constrained
with the LINCS algorithm [51]. Electrostatic interactions were calculated
pairwise for distances smaller than 0.9 nm. Long-range electrostatic inter-
actions were calculated by particle-mesh Ewald summation [84] with a grid
spacing of 0.12 nm. Lennard-Jones interactions were calculated for distances
smaller than 1.4 nm. Coordinates were recorded every 1 ps.
4.2.3 Analysis
Root mean square deviations (rmsd values) were calculated after fitting to
the backbone of the residues which are part of the helices in the crystal
structure.
To monitor the angles between different parts of the SNAP-25B helix,
directional vectors describing the orientation of each part were calculated for
each frame. To calculate these vectors, coordinates of the backbone atoms
of every four successive residues from one part were averaged, yielding posi-
tions close to the central axis of the helix. The eigenvector with the largest
eigenvalue of the covariance matrix of these averaged coordinates was then
used as the orientation vector of the respective part. For each frame, this
vector was calculated for both parts, and the angle between these vectors
was calculated.
Secondary structure content was determined with the program DSSP [85].
4.3 Results and Discussion
The motivation of this work was to test the hypothesis that the formation
of a disulfide bond upon oxidation of two cysteines shortens the SNAP-25B
linker, thus hindering SNARE complex formation, which would explain a
depression of neurotransmitter release.
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Figure 4.3: Shortening of SNAP-25B linker due to formation of disul-
fide bonds. N-terminal linker system energy as a function of end-to-end
distance for different combinations of disulfide bonds in SNAP-25B. Semi-
harmonic functions, 1
2
k(x −∆x)2, were used to fit the data with a common
spring coefficient k and adjustable offsets ∆x. Length decrease for the nine
disulfide linkages with respect to the reduced state is shown in brackets and
by black arrows.
To test this hypothesis, we proceeded in two steps. First, we screened
for the influence of all ten possible disulfide bonds on the linker length with
geometry optimizations of the relevant part of SNAP-25B. Second, to investi-
gate the effect of the most restrictive disulfide bond on the SNARE complex,
we modeled the complete complex with extended SNAP-25B helix ends and
the complete SNAP-25B linker, and compared simulations with (“oxidized”)
and without disulfide bond (“reduced”). Additionally, simulations with the
cut linker and with removed linker were carried out to investigate the effects
of the linker on the SNARE complex and to separate these effects from the
effect of the mechanical strain generated by the shortening of the linker.
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Name Disulfide bond(s) Length decrease [nm] Shortening [#bonds]
1-2 C85-C88 0.38 4
1-3 C85-C90 1.16 10
1-4 C85-C92 1.98 16
2-3 C88-C90 0.092 1
2-4 C88-C92 0.76 7
3-4 C90-C92 0.109 1
1-2, 3-4 C85-C88 & C90-C92 0.50 5
1-3, 2-4 C85-C90 & C88-C92 1.22 10∗
1-4, 2-3 C85-C92 & C88-C90 1.99 16
Table 4.1: Length decrease for the nine disulfide linkages with re-
spect to the reduced state. Length decrease was estimated from the
offset of the fitted semi-harmonic function for each data set. For each disul-
fide bond formed, the net number of bonds removed from the total segment
is shown. As expected, there is a fairly linear relationship between the end-
to-end distance and the number of bonds in the fully extended test segment.
On average, the atom-atom distance is 0.128 nm or 0.38 nm per amino acid,
which gives a simple way to estimate the maximum length of a peptide. *The
shorting is not clear for this system because the 2-4 disulfide interacts with
the loop of the 1-3 disulfide.
4.3.1 Influence of different disulfide bonds on linker
length
To estimate how much the linker shortens after formation of different disul-
fide bonds, we generated all six possible single-disulfide linkers and the three
double-disulfide linkers and compared the length of each to the linker with-
out disulfides. Using the N-terminal 18 amino acids of the linker for each of
the ten possibilities, molecular modeling was carried out for varying distance
between the N- and C-terminal amino acids. Figure 4.3 shows the energy of
each system as a function of end-to-end distance imposed by constraints on
the termini followed by energy minimization as described in Methods. As ex-
pected for elastic stretching, each curve can be fitted well by a semi-harmonic
function shifted by some offset. The offset change with respect to the offset
of the reduced state was used to estimate the amount of shortening produced
by the respective disulfide linkages (insert of Fig. 4.3 and Table 4.3.1). The
largest shortening (2.0 nm) was observed for the C85-C92 single-disulfide and
for the C85-C92 & C88-C90 double-disulfide.
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4.3.2 Effects of the disulfide bond on the complete
SNARE complex
We have chosen disulfide bond 1-4 (between cysteines C85 and C92), which
showed the largest shortening of the linker, for the subsequent extended
MD simulations of the whole complex. To this end, the sulfur atoms of
these cysteines were pulled towards each other using a constraint during
equilibration dynamics from an initial separation of 15 Å to 2.7 Å, then the
disulfide bond was established. To investigate the effects of the shortening of
the linker due to the disulfide bond between C85 and C92 on the structure
of the SNARE complex, five 140 ns simulations were started from the model
of the oxidized state. For comparison with the reduced state, five 180 ns
simulations without disulfide bond were carried out. Figures 4.4B, C show
a ribbon representation of the “oxidized” and “reduced” starting structures,
respectively. If our hypothesis is correct, one would expect that the SNARE
complex starts to unfold in the “oxidized“ simulations, while remaining stable
in the ”reduced“ simulations. To further check if conformational changes
seen during the first 100 ns of the ”reduced“ simulations are reversible on
short time scales, structures from each trajectory of the oxidized state at
100 ns were recorded, from which the disulfide bond was removed, and new
simulations (”removed disulfide“) of 100 ns were started.
Figure 4.5 shows the mean RMSD of each residue for each of the three
setups with respect to the modeled structure, calculated from the final 40 ns
of each trajectory. As can be seen, the residues which compose helices in the
crystal structure (”core“ helices; dark gray bars) show small RMSD values
for all three proteins and for all setups. In contrast, the residues close to the
termini exhibit larger RMSD values and also larger variances, reflecting their
increased flexibility. The largest RMSD values are observed for the modeled
SNAP-25B residues, including the newly established ends of the helices (light
gray bar) and the linker.
Comparing the ”oxidized“ and ”reduced“ states, it can be seen that in the
region of the two cysteines C85 and C92, the RMSD values are smaller for
the ”oxidized“ than for the ”reduced“ simulations. In contrast, the RMSD
values of the residues 106–124 and 126–132 are significantly larger for the
”oxidized“ compared to the ”reduced“ setup. Remarkably, these differences
occur quite distant (between 4.8 and 11.2 nm in the model) from the cysteines
C85 and C92. Comparing ”removed disulfide“ simulations with those of the
two other setups, it can be seen that the RMSD values for the residues in
the central part of the linker (residues 98–127) are more similar to those of
the ”oxidized“ than to those of the ”reduced“ simulations. In contrast, the
RMSD values for residues 127–140 fall between the values for the ”oxidized“
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Figure 4.4: Model of the SNARE complex including SNAP-25B
linker. Ribbon representation of the model of the SNARE complex. The
complete model (A), close up on cysteines for the model (B) and for the es-
tablished disulfide bond (C), respectively. The residues of SNAP-25B which
stem from the crystal structure are drawn in green, dark gray, orange, and
yellow, the modeled residues in cyan and light gray. Syntaxin 1A is drawn
in red, and Synaptobrevin in blue. Regions of the SNAP-25B helices which
define the angles α and β are colored in light and dark gray and in yellow
and orange, respectively. Location of the helix-helix interaction layers 0, +4,
+5, and +8 are shown in part A.
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Figure 4.5: Structural deviation for the different setups. Shown are
mean RMSD values (bold lines) and standard errors (shaded area) of each
residue , determined from all 5 simulations of each setup (colors) and averaged
over the final 40 ns. The helical part of the crystal structure and the modeled
helix ends are indicated with gray and light gray background, respectively.
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Figure 4.6: Structural comparison of SNARE complex conforma-
tions. Ribbon representation of the final frames of the simulations. For
each setup the conformations at the end of the five trajectories are overlaid.
Colors as in Fig. 4.4.
and ”reduced“ simulations.
Overall, the RMSD values reflect a marked influence of the disulfide bond
on the linker conformation and in particular on the conformation of the newly
established helix ends. In contrast, no influence on the ”core“ helices is seen.
Further, the RMSD values calculated for the ”removed disulfide“ simulations
show that parts of the structure start to approach the conformation of the
”reduced“ simulations.
Figures 4.6A, B, and C provide an overview of the structures which give
rise to the observed RMSD values. Shown are the five final SNARE complex
conformations obtained from the five trajectories of the ”reduced“, ”oxi-
dized“, and ”removed disulfide“ simulations, respectively. As can be seen,
the most pronounced difference between the conformations of the ”oxidized“
and ”reduced“ simulations is a kink of the partially unfolded extended helix
end of helix 2, residues I134–D140 (light gray), Fig. 4.6B, which is not seen in
Fig. 4.6A. Notably, the same part of helix 2 is straight in the final frames of
two of the ”removed disulfide“ simulations (Fig. 4.6C). Also the C-terminal
end of helix 1 becomes bent for three of five ”oxidized“ structures compared
to the conformations obtained for the ”reduced“ structures.
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Figure 4.7: Kinking of SNAP-25B helices. Angle α between parts of
helix 2, I134–D140 and E143–Q152, as a function of time (A), where gray
lines denote parts of the trajectories in which the fraction of residues from
I134–D140 in an α-helical secondary structure is below 0.5. Histogram of
the angle α from the final 40 ns of each simulation (B). Angle β between
parts of helix 1, L57–H66 and M71–L78, as a function of simulation time
(C) and a histogram of the angle β from the final 40 ns of each simulation.
The vertical black lines denote the points in time where the disulfide bond
was removed from snapshots of the ”oxidized“ simulations and the ”removed
disulfide“ simulations were started.
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To analyze these drastic structural changes in more detail, Fig. 4.7A shows
the angle α between two parts of helix 2, I134–D140 and E143–Q152 (colored
light and dark gray in Fig. 4.4), as a function of time. Figure 4.7B shows a
histogram of this angle α. As can be seen, the angle α fluctuates around a
mean value of 30◦ for all ”reduced“ simulations, whereas it increases to over
80◦ for the five ”oxidized“ simulations. Remarkably, in one of the ”removed
disulfide“ simulations α reverts to less than 30◦ within 60 ns. Additionally, in
the ”removed disulfide“ simulation which started with a low value of α, the
helix stays stretched during the simulation time. The three other trajectories
apparently did not yet revert to low α values within the 100–130 ns simulation
time, although one of them slightly approaches the stretched conformation.
This result shows that reverting pathways exist.
Closer structural inspection of the trajectories reveals that, overall, the
α-helical content of the helix extension decreases during the simulations com-
pared to α-helical content of the initial model. Those parts of the trajectories,
for which the fraction of the residues I134–D140 which are in an α-helical
secondary structure is below 0.5, are shown as gray lines. In the ”reduced“
simulations, the trajectories alternate between states where the fraction is
either smaller or larger than 0.5. In contrast, the fraction is lower than 0.5
at the end of 4 of 5 ”oxidized“ simulations. In two cases, the helix first
kinked and then unfolded, while in two other cases the helix first unfolded
and then α increased. This suggests that the equilibrium conformation of
these residues is much closer to random coil in the ”oxidized“ state than it
is for the ”reduced“ state.
In the ”removed disulfide“ simulation in which the helix was kinked but
not unfolded, the angle decreased. Further, in the simulation which started
with unkinked and helical residues I134–D140, these residues remained helical
and the angle stayed low. In contrast, only slightly decreasing angles are
observed for the simulations which started with a large angle and unfolded
residues I134–D140. A short refolding of the extended helix is only observed
in one of these cases.
The kinking observed in the C-terminal part of helix 1, which is at the
opposite side of the linker, was also investigated by calculating the angle β of
two parts of the helix, L57–H66 and M71–L78 (colored yellow and orange in
Fig. 4.4). Figure 4.7C shows β during the course of the simulation, Fig. 4.7D
shows a histogram of β. The angle β calculated from the ”reduced“ tra-
jectories fluctuates around a mean value of 15◦; however, in the ”oxidized“
simulations β increases to values fluctuating around 30◦ in two trajectories.
Further, in the ”removed disulfide“ simulations which start with a large value
of β, the angle does not decrease to the values of the ”reduced“ state.
To examine if these drastic structural differences between oxidized and
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Figure 4.8: Conformations of central hydrophobic layers. (A) Struc-
tural deviations of the residues which contribute to the hydrophobic layers
for the six simulations discussed in the text. Shown are the means and the
standard errors for the RMSD values calculated from the final 40 ns of each
simulation. The RMSD of each layer was calculated after fitting the posi-
tions of the Cα-atoms to those of the modeled structure. (B) For ”reduced“
and ”oxidized“ setups SNAP-25B, syntaxin 1A (sx1a), and synaptobrevin
(sb) residues contributing to layers +4, +5, and +8 are shown in sticks rep-
resentation. The solid sticks represent one conformation at the end of a
trajectory; the transparent region depicts an ensemble from the final 40 ns
of all trajectories.
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reduced SNAP-25B also influence the central hydrophobic layers which are
crucial for the association of the four SNARE helices [86], the RMSD for
the residues of each layer was calculated with respect to the model structure
after fitting the Cα atom coordinates to those of the model.
The 16 interacting layers are numbered −7 through +8. Figure 4.8A
shows the mean RMSD values for each layer and each setup, averaged over
the final 40 ns of the respective trajectories. The observed standard deviation
was used to estimate the error of the mean (bars). As can be seen, the RMSD
values of the layers are small compared, e.g., to the linker region, but also
compared to the modeled helices (see Fig. 4.5) which implies that the layers
are quite rigid. Further, the RMSD values for the different setups are similar
for most of the layers. However, marked differences in RMSD values between
the ”oxidized“ and ”reduced“ states are seen in layers +4, +5, and +8, where
the RMSD values for the ”oxidized“ state are larger.
In particular, the largest difference between RMSD values for these two
states is observed for layer +8, where the L81 of SNAP-25B, which con-
tributes to this layer, is only four residues away from the C85 for which
the disulfide bond was formed. Remarkably, the conformational differences
expand further into the SNARE complex (layer +4 and +5). The RMSD
values of the “removed disulfide” setup are very close to those of the setup
with disulfide bond, thus the conformations of the layers did not change
drastically after the removal of the disulfide bond during the relatively short
simulations.
Figure 4.8B shows the conformations of the residues contributing to layers
+4, +5, and +8 during the final 40 ns of each trajectory of the “reduced” and
“oxidized” state, respectively. As can be seen, the residues of layer +4 are
markedly more flexible in the oxidized state. In layer +5, the residues also
show more conformational diversity in the “oxidized” ensemble as compared
to the “reduced” ensemble. In particular, the methyl group of M71 also
occupies the center of the layer in the “oxidized” simulations. The residues
of layer +8 show drastic conformational differences between the “reduced”
and “oxidized” simulations. L81 of SNAP-25B moves out of the center of the
layer and looses contact to the residues L84 of synaptobrevin and A254 of
syntaxin 1A. M202 of SNAP-25B also moves out of the center, maintaining
contact with L81. In summary, oxidation of cysteines C85 and C92 induces
significant rearrangements of many residues within these layers.
4.3.3 Role of the SNAP-25B linker
To further investigate the role of the SNAP-25B linker, simulations with the
linker (N93–Q126) removed (“no linker”) and with the linker cut between
41
Chapter 4. Regulation of SNARE Proteins
residues N107 and N108 were performed. Comparison of these simulations
with the previous simulations including the complete reduced linker should in
particular enable us to distinguish between effects caused by the mechanical
strain of the linker and those effects caused by the non-bonded interactions
between the linker and the complex.
Cutting the linker of SNAP-25B between N107 and N108 removes the
mechanical stress exerted by the linker, while retaining most non-bonded
interactions between linker and helices. Two sets of simulations were per-
formed, one set of simulations where the termini of the linker were charged
(“cut linker charged”) and a second set where the termini were left uncharged
(“cut linker uncharged”). The first set mimics SNAP-25B cut chemically by
a protease, while the second set is intended to remove the mechanical strain
only, without further chemical or electrostatical modifications. Finally, com-
plete removal of the linker removes the strain as well as non-bonded interac-
tions to the complex.
To characterize the structural differences between the three setups, “no
linker”, “cut linker uncharged”, and “cut linker charged”, the RMSD of the
residues with respect to the initial model of the complex was calculated and
is shown in Fig. 4.5. The RMSD values of the residues in the two “cut
linker” setups show significant differences in the loop region, which suggests
that the charge of the termini strongly influences the conformation of the
loop. Similar to the setups with the complete linker, the RMSD values of the
“core” helices (dark gray bars) in the simulations with cut linker and without
linker are small. Furthermore, the RMSD values calculated for residues 25–
35 and 142–156 from the “no linker” trajectories are significantly larger than
the respective values of the “cut linker” trajectories.
The obtained “no linker” conformations (Fig. 4.6D) show that the mod-
eled helix end (I134–D140, light gray) is still α-helical and the helix is bent
to a lesser extent as compared to the “reduced” setup (see Fig. 4.6A). The
cut linker with uncharged termini, Fig. 4.6E, behaves very differently from
the cut linker with charged termini, Fig. 4.6F. Whereas, the part of the cut
linker carrying the N-terminal interacts with the helices when charged and
the modeled helix end (I134–D140) is kinked and unfolds in three out of five
simulations, it is very flexible when uncharged and interacting only weakly
with the helices. Further, the SNAP-25 helix remains unkinked. In contrast,
the C-terminal of the linker is less flexible in the simulations with the un-
charged termini. For the uncharged linker, helix 2 of SNAP-25 is bent to a
lesser extent as compared to the structures of the “reduced” setup, implying
that the mechanical stress caused by the linker suffices to bend the helix.
The kink angle α of helix 2 (Figs. 4.7A and B) calculated from the “cut
linker uncharged” and “no linker” simulations remains at values around 10◦
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during the simulation, whereas the five “cut linker charged” simulations show
very diverse behavior.
These results show how sensitively the SNARE complex reacts to small
changes despite its thermodynamic stability. In particular, as the “cut linker”
simulations show, the outcome of an experiment which includes cutting of
the linker must be expected to strongly depend on details of the chosen
experimental setup.
The bending angle of helix 1 β for the “no linker”, “cut linker uncharged”,
and “cut linker charged” simulations (Fig. 4.7C and D) is scattered around a
mean value of 15◦, similar to the distribution calculated from the “reduced”
trajectories, suggesting that the influence of the reduced linker on the bending
of helix 1 is small.
The RMSD values of the hydrophobic layers (Fig. 4.8A) from the three
setups without linker or with a cut linker are similar to the RMSD values
calculated for the “reduced” setup, except for layers −4, −3, and +6. In
layer −4 and −3 the “no linker” simulations show a larger RMSD value than
for the “reduced” simulations. Additionally, layer −3 for the “cut linker
charged” simulation and layer +6 for the “cut linker uncharged” simulations
shows slightly larger RMSD values as compared to the “reduced” simula-
tions. This suggests that the different states, cut and removed linker, lead
to conformational changes in some of the layers but the influence is not as
pronounced as it is in the oxidized state.
4.3.4 Helicity of SNAP-25B
For the residues of the SNAP-25B helix “cores”, (except for the first and last
two residues), the fraction of residues contributing to an α-helix was calcu-
lated for each time step of the trajectories. Figure 4.9A shows a histogram
of these fractions collected from the final 40 ns of each trajectory. As can be
seen, the helical content for the “oxidized” state is markedly smaller than for
the “reduced” state. The distribution for the “removed disulfide” simulations
is comparable to that for the “reduced” simulations. Further, the simulations
with a cut linker show large frequencies for large helical contents, whereas
the distribution is flatter for the simulations with the removed linker.
These results suggest that presence of the disulfide bond causes a partial
unfolding of the helices. After its removal the helices do not refold during
the relatively short simulation times. The fact that the distribution is shifted
to larger helical content for the cut linker simulations as compared to the
“reduced” setup suggests that it is the mechanical stress induced by the linker
and not interactions with the complex, which leads to the destabilization of
the secondary structure. However, the fact that complete removal of the
43
Chapter 4. Regulation of SNARE Proteins
Figure 4.9: Helicity of SNAP-25B. (A) Remaining helix content of the
SNAP-25B helix regions; from the residues which are helical in the crystal
structure (except for the first and the last two residues), the fraction of
residues which are in an α-helical secondary structure was calculated for
each frame of the final 40 ns of the respective set of simulations. Shown is
the histogram of these fractions for the six different setups, considered. (B)
The frequency of each SNAP-25B residue of being in an α-helical structure
calculated from the final 40 ns of each trajectory.
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linker further enhances the frequencies of states with lower helical content
suggests that the interactions of the cut linker with the helices stabilize the
secondary structure of the helices.
To locate the origin of the differences in the overall helicity of SNAP-25B,
Fig. 4.9B analyzes which SNAP-25B residues contribute to the loss of helical
content. Shown is the frequency of α-helical secondary structure, calculated
for each SNAP-25B residue from the final 40 ns of each trajectory. For the
“no linker” simulations helicity is lower in three out of five cases around
residues 53 and 155. None of the other data sets shows a loss of helicity
at these residues, suggesting that the linker interacts specifically at these
locations.
4.4 Conclusions
Protein Amino Acid Sequence
84 85 88 90 92
SNAP-25B D L G K F C G L C V C P C N K L K S
SNAP-25A D L G K C C G L F I C P C N K L K S
SNAP-23A E L N K C C G L C V C P C N R T K N
SNAP-23B E L N K C C G L C V C P C N S I T N
Table 4.2: Amino acid sequence of the cysteine-rich regions of several
SNAP-25B homologs. The numbering corresponds to both SNAP-25s, for
SNAP-23, the first cysteine is at 79.
Molecular dynamics (MD) simulations were used to examine how the
formation of a disulfide bond in the SNAP-25B linker region affects the con-
formation of the SNARE complex. The SNARE complex is a coiled-coil of
proteins critical for membrane fusion, and in neurons is composed of three
proteins, syntaxin 1A, synaptobrevin, and SNAP-25B. In SNAP-25B, there
are four cysteines within a region of eight amino acids of the linker. Forma-
tion of a single disulfide bond (oxidation) between C85 and C92 shortens the
linker by 2.0 nm (Fig. 4.3).
The linker was added to the crystal structure of the SNARE complex and
the complete SNARE complex with both reduced and oxidized SNAP-25B
linker was simulated. Indeed, alterations in conformational changes after ox-
idation were seen, as compared to both the “reduced” state as well as the
oxidized and subsequently reduced (“removed disulfide”) state. Not surpris-
ingly, formation of the disulfide bond was found to reduce the flexibility of the
linker in the region of the disulfide bond (residues 85-96), but unexpectedly
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it induces conformational changes at the far end of the linker (residues 126–
132) which is 10 nm apart. This shows that local chemical changes can lead
to large-scale effects in macromolecular complexes. Additionally, removal of
the linker was seen to destabilize the SNARE complex, testified by an RMSD
increase in several regions of helix 1 and 2 for the “no linker” setup (e.g.,
close to residue 155 of Fig. 4.5) and by a decrease in helix frequency in some
of these regions as compared to the “reduced” setup (Fig. S1B). However,
when the individual residues at each layer of the complex were examined,
as in Fig. 4.8A, there is no marked difference between “reduced” and “no
linker” at the corresponding layers −7 and −6, marked differences are found
nearby at layers −4 and −3. Since the data in Fig. 4.8A were obtained by
fitting the coordinates of each layer separately, the increase in RMSD seen in
Fig. 4.5 reflects a general bending or rotation of the whole complex after re-
moval of the linker. Although our simulations, taken alone, do not establish
functional significance of the observed bends of the SNARE complex upon
addition of the linker, it is known that removal of the linker has profound
effects in vivo [64, 87].
Closer examination of both ends of the linker showed a strong bend at the
end of helix 2 as well as, somewhat weaker, within helix 1. These two bends,
characterized by angles α and β respectively (Fig. 4.4A), show significantly
different angles after formation of the disulfide bond (Fig. 4.7). The β kink
is particularly interesting because it resides within helix 1 and forms part of
the SNARE complex.
With respect to oxidation of SNAP25B, it is interesting to note that a
key difference between the two SNAP-25 homologs is the relocation of the
third cysteine of SNAP-25B at C88 upstream to C84 (Table 4.2) in SNAP-
25A. The significance of this change in the two isoforms is not known, but
we would predict that such a change would make SNAP-25A more sensitive
than SNAP-25B to oxidative stress and iron exposure. This prediction is
based on three different possible molecular mechanisms any of which would
lower stability of the SNARE complex. (i) The formation of a C84-C92
disulfide bond (in SNAP-25A) would shorten the linker by one more amino
acid (∼2.4 nm instead of 2.0 nm) and thus would more strongly prevent
complete zippering of the SNARE complex. (ii) The formation of a disulfide
at C84 would more likely unwind the C-terminal of helix 1 leading to greater
disruption of layer +8 and/or larger changes in angle β. (iii) The new cysteine
configuration in SNAP-25A allows it to bind iron [70]; such binding would
also shorten the linker suppressing complex formation.
If the two isoforms have similar sensitivity to oxidative stress, a reason-
able alternate scenario might be that the alternate splicing endows SNAP-
25A with a sensitivity to iron. Thus, the SNAP-25A linker would make the
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complex sensitive to both oxidation and iron (or other heavy metal) expo-
sure allowing the synapse to shut down under either environmentally harsh
condition. Such a response could have developmental consequences, since
SNAP-25A is expressed early in development [61].
An additional possibility for the alternate splicing between SNAP-25A
and SNAP-25B is that the two different sequences may alter the effective-
ness of cellular enzymes to modify each protein. For example, the extent of
palmitoylation of each cysteine in each isoform will be a function of how effec-
tive of a target it is for the relevant palmitoylation (palmitoyl transferases).
The stability of palmitoylation will depend on how good of a substrate it is
for any de-palmitoylation (palmitoyl thioesterases) enzyme (for review, see
reference [88]). Thus, rearrangement of cysteines could change enzyme bind-
ing and thereby explain the apparent inconsistencies reported on the stability
of palmitoylation of SNAP-25. Specifically, Lane and Liu [87] reported that
in PC12 cells, palmitoylation of SNAP-25 (primarily SNAP-25A) rapidly
turned over with a half-life of 3 hours whereas Kang and associates [89, 90]
observed no turnover in primary neuronal cultures (primarily SNAP-25B).
A report on SNAP-23 [91] is consistent with the interpretation that cellu-
lar palmitoylation of SNAP-25 is cysteine dependent and not simply a non-
specific modification of all cysteines. SNAP-23 is a cellular homolog of the
neuronal SNAP-25, and has yet another arrangement of cysteines in its linker
(Table 4.2). Vogel and Roche [91] report that in transiently transfected HeLa
(Human cervical carcinoma) cells, the extent of SNAP-23 palmitoylation was
only 4% as much as SNAP-25. If the palmitoyl transferase non-specifically
palmitoylated every cysteine in each linker, one would expect SNAP-23 to
be palmitoylated by 25% more than SNAP-25, since it has five cysteines,
compared to SNAP-25s four cysteines. Instead, the change in sequence dras-
tically reduced palmitoylation of SNAP-23 (or enhanced de-palmitoylation).
These data support a model consistent with Fig. 4.2 in which only certain
cysteines are specifically palmitoylated/de-palmitoylated, potentially leaving
other cysteines as targets for oxidation.
Unpalmitoylated cysteines, although susceptible to oxidation, would nor-
mally not be oxidized due to the reducing environment maintained in healthy
cells, however, during times of high energy output, reactive oxygen species
(ROS) produced by the mitochondria could oxidize newly synthesized SNAP-
25 [74, 76, 77]. Another possibility for cellular oxidation of SNAP-25 is by
external ROS that cross the cell membrane. Since SNAP-25 binds mem-
branes (even without palmitoylation), it would be in position to be oxidized
by such entering ROS. This would also be true after partial palmitoylation
of SNAP-25 by a membrane-bound palmitoyl transferase, because the palmi-
toylation of even one cysteine would bury the nearby free cysteines deeper
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in the membrane where they become isolated from the reducing environment
of the cell and exposed to external oxidative stress. Finally, it is possible
that a disulfide bond-containing SNAP-25 is a better target for palmitoyla-
tion by the relevant palmitoyl transferase and that it is only after oxidation,
palmitoylation, and reduction that the SNAP-25 becomes available for its
normal role in exocytosis. All these scenarios are of course speculative, but
experimentally testable.
In our simulations, formation of the disulfide bond also altered helix-helix
interactions at layers +4, +5, and +8. This change was noted as an increase
in the RMSD of residues in these layers (Fig. 4.8A) and a shift in the av-
eraged location of the residues in helix 1 of SNAP-25 (Fig. 4.8B). Sørensen
et al. [86] investigated the effects which mutations in the hydrophobic lay-
ers have on exocytosis. Mutations in the layer closest to the cysteines (+8)
led to a slowdown of secretion. This effect was more severe with an addi-
tional mutation in layer +7. Further, mutations in layer +4 and +5 also led
to a drastically decreased secretion. Therefore, our observations of changes
in layers +4, +5, and +8 in the oxidized SNAP-25B are consistent with
the hypothesis that an oxidation-induced conformational change may be a
chemomechanical regulator of SNARE complex formation, leading to down
regulation of neurotransmitter release during oxidative stress.
The presented possible mechanism of neurotransmitter release regulation
represents a way of how small changes can lead to impairing the function
of a macromolecular complex. Detailed structural information along with
the time evolution calculated by MD simulations allow to investigate this
mechanism at atomic level. In this case, the introduction of a disulfide bond
was found to alter the conformation of one component, thereby changing
the conformation of the whole complex and possibly leads to a dissociation,






To assemble proteins according to messenger RNA (mRNA) blueprints, the
four-letter code of the mRNA nucleotides has to be translated to the 20-
letter code of amino acids. In 1956, Francis Crick first proposed “adaptor
molecules“ which specifically combine an amino acid with the nucleotide
template [92]. Transfer RNA (tRNA) molecules were found to act as this
”adaptor molecule“: For each amino acid, at least one tRNA species exists
which specifically binds the amino acid and which contains a specific nu-
cleotide triplet, the anticodon region. The anticodon nucleotides can form
base pairs with the three nucleotides of one codon on the mRNA molecule,
thus translating the sequence of mRNA nucleotides into a sequence of amino
acids, the primary structure of proteins. The first tRNA crystal structure
was solved by X-ray crystallography in 1973 [93].
In 1974, Christian de Duve, Albert Claude, and George Emil Palade re-
ceived the Nobel Prize in Physiology or Medicine for the discovery of the
ribosomes, large protein and RNA complexes responsible for protein synthe-
sis, which consist of two subunits. In prokaryotes, the large (50S) subunit
consists of a 23S and a 5S ribosomal RNA (rRNA) strand and 31 proteins,
whereas, the small (30S) subunit is composed of a 16S rRNA strand and of
21 proteins [12] (Fig. 5.1A). The ribosome catalyzes the peptide bond forma-
tion between subsequent amino acids by positioning the substrates [3] and it
1Lars V Bock, Christian Blau, Gunnar F Schröder, Niels Fischer, Holger Stark, Marina
Rodnina, Andrea C Vaiana, Helmut Grubmüller. Energy barriers and driving forces of
tRNA translocation through the ribosome. Submitted.
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Figure 5.1: Illustration of tRNA translocation. (A) Pre-translocation
state: tRNAs (green, magenta) occupy the A and P sites on the large (50S)
and small (30S) subunit of the ribosome. The L1-stalk, composed of the
L1 protein and helices 76-78 of the large subunit 23S ribosomal RNA, is
depicted in blue. (B) Post-translocation state: tRNAs occupy P and E sites.
(C) After exit of the E-site tRNA, only the tRNA in the P site remains.
ensures high fidelity of peptide chain elongation [94] which is crucial for cell
viability. During elongation, the tRNAs bind to three major binding sites in
the ribosome: the aminoacyl (A) site, the peptidyl (P) site, and the exit (E)
site (Fig. 5.1A). At the beginning of an elongation cycle, the tRNA bound
to the peptide chain (peptidyl-tRNA) occupies the P site, forming a base
pair to the corresponding mRNA codon. In prokaryotes, elongation factor
Tu (EF-Tu) mediates the entry of aminocacyl-tRNAs into the A site. EF-
Tu functions by binding an aminoacyl-tRNA and a guanosine triphosphate
(GTP) [95, 96]. This complex enters the ribosome and if the tRNA anticodon
matches the mRNA codon presented in the A site, EF-Tu hydrolyzes GTP
and dissociates from the ribosome, allowing the tRNA to fully accommodate
into the A site [97]. Then, in the peptidyl transferase reaction, the α-amino
group of the A-site tRNA attacks the carbonyl carbon of the peptidyl-tRNA
in the P site [3]. The products of this reaction are a new peptidyl-tRNA,
with a peptide that is one amino acid longer, in the A site and a deacylated
tRNA in the P site.
After peptide bond formation, the two tRNAs bound to the A and P
sites on the small (30S) and large (50S) ribosomal subunits translocate by
more than 7 nm to the P and E sites, respectively, while moving the next
mRNA codon into the A site (Fig. 5.1A,B). During translocation, tRNAs
move first on the 50S subunit into the hybrid A/P and P/E positions [36,
98] with a concomitant large-scale rotation of the 30S relative to the 50S
subunit, followed by the displacement of the codon-anticodon complexes on
the 30S subunit and the reversal of the subunit rotation, yielding the post-
translocation complex [27]. After the exit of the E-site tRNA, the elongation
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cycle can start anew (Fig. 5.1C). Translocation of tRNAs is catalyzed by
elongation factor G (EF-G) at the cost of hydrolyzing GTP [99, 100]. In the
absence of the factor, spontaneous, thermally driven tRNA translocation can
occur, and the directionality of uncatalyzed translocation is determined by
the chemical specificity of each tRNA to its binding sites on the ribosome
[26, 101].
Venkatraman Ramakrishnan, Thomas A. Steitz and Ada E. Yonath were
awarded with the Nobel Prize in Chemistry 2009 for resolving structures of
the ribosome at atomic resolution and the use of these structures for clari-
fication of ribosomal functions and of the principles of antibiotics attacking
ribosomes of bacterial pathogens. To date, now many structures of the ribo-
some with bound tRNAs and mRNA [12, 14, 38–43, 102] and different factors
bound [13, 15, 96, 97, 103–113] have been resolved by X-ray crystallography,
capturing the ribosome trapped in different states of translation. Previous
simulation studies of the ribosome [114] have addressed tRNA accommoda-
tion into the A site [115–117], interactions of the nascent polypeptide chain
with the ribosomal exit tunnel [118] and compared interactions of the L1-
stalk with different P-site tRNA in a single state [119]. These structures
and simulations do not completely describe the dynamics of the ribosome
with bound tRNAs. In fact, recent cryo electron microscopy (cryo-EM) work
by Fischer et al. [27] has demonstrated that, when tRNAs move through
the ribosome, tRNAs and the ribosome sample a large number of conforma-
tional states. Fischer et. al resolved 50 different cryo-EM reconstructions
representing 50 different states of translation. These states were grouped
into 5 pre-translocation states (pre1–pre5) and four post-translocation states
(post1–post4). However, precisely how the spontaneous thermal fluctuations
of tRNAs and the various interacting parts of the ribosome cooperatively
drive the tRNA movement remains unclear.
To aim at a near-atomic description of the mechanism of tRNA translo-
cation, in this work, crystallography and cryo-EM data were combined with
molecular dynamics (MD) simulations to analyze the interaction networks
between the tRNAs and the ribosome during the movement and to study
the dynamic fluctuations of the tRNAs and parts of the ribosome. Fur-
ther, we estimated the interaction energies between individual components,
and identified the forces that drive directed tRNA movements. In partic-
ular, two main questions regarding prerequisites for efficient translocation
are addressed: First, which components of the ribosome are rate-limiting
for transitions between different states and which mechanisms help overcome
free energy barriers along the translocation pathway? Second, how does the
network of interactions between the subunits adapt during the large-scale
intersubunit rotations which accompany translocation? The interaction net-
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work needs to balance the affinity between the subunits in the different states,
such that the two subunits remain associated and that, at the same time,
large free energy barriers for rotation are avoided.
5.2 Methods
In this section, all the methods used for the work presented in this chapter
are described. The refinement of ribosome models based on crystal structures
against cryo-EM reconstructions was done in close collaboration with Gunnar
Schröder. The cryo-EM of analysis of the global ribosome conformation was
entirely done by Niels Fischer in the group of Holger Stark.
5.2.1 General molecular dynamics setup
All molecular dynamics (MD) simulations were carried out with GROMACS 4
[81] using the amber99sb force field [46], and the SPC/E water model [120].
Each simulated model was first solvated in a dodecahedron box keeping a
minimum distance of 1.5 nm between the model atoms and the box bound-
aries. K+ and Cl− force field parameters were taken from Joung and Cheatham
[121]. Long-range electrostatic interactions beyond 0.9 nm were calculated by
particle-mesh Ewald summation [84] with a grid spacing of 0.12 nm. Lennard-
Jones interactions were calculated within a distance of 1.4 nm. Coordinates
were recorded for analysis every 2 ps. Unless stated otherwise, an integration
time step of 4 fs was used, applying virtual site constraints [53]. All bond
lengths were constrained with the LINCS algorithm [122]. The system tem-
perature was kept constant at T = 300 K using velocity rescaling [56] with
a coupling time constant of τT = 0.1 ps. Protonation states of amino acids
were determined with WHATIF [123].
5.2.2 Models of the ribosome including tRNAs
Three initial atomic models of the Escherichia coli (E.coli) ribosome were
built which were subsequently fitted into the cryo-EM maps provided by
Fischer et al. [27]: First, a model of the ribosome with a P-site fMetVal-
tRNAVal (P-model), second, a model with a P-site fMetVal-tRNAVal and an
E-site tRNAfMet (PE-model), and third, a model with an A-site fMetVal-
tRNAVal and a P-site tRNAfMet (AP-model).
All models were constructed from the crystal structure of the intact E.coli
ribosome by Zhang et al. (pdb ids: 3I1P, 3I1O) [14]. This was the best re-
solved (resolution: 3.19 Å) and most complete E.coli ribosome structure at
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the time of modeling. All structural information, including the crystallo-
graphic water molecules and ions, was used. In the following, I describe the
modeling of parts of the L1-stalk and helix 38 of the 23S rRNA which were
not resolved in this crystal structure.
Modeling of the L1-stalk
For the L1 protein and the parts of the L1-stalk rRNA which are not resolved
in the structure of Zhang et al., the Thermus thermophilus (T.thermophilus)
ribosome structure of Gao et al. [13] (pdb id: 2WRI) was used, where
all residues are resolved and the sequence identity is sufficient to build a
homology model.
First, a homology model of the L1 protein was built using the swiss-
model server (http://swissmodel.expasy.org/) with the E.coli sequence and
the T.thermophilus structure as a template (44% sequence identity).
Second, in the E.coli structure, 68 nucleotides (2111–2179) are not re-
solved in the L1-stalk rRNA. These were also modeled using the T.thermophilus
structure. The corresponding structurally aligned nucleotides [13] as well as
ten nucleotides upstream and downstream, which form ten base pairs at
the stem of the L1-stalk, were extracted from the T.thermophilus structure.
The extracted nucleotides were mutated to match the E.coli sequence using
WHATIF [123] (58% sequence identity).
The whole L1-stalk, comprising the mutated rRNA and the homology
model of the L1 protein, was energy minimized in vacuum with position
restraints on the P and Cα atoms (force constant: 1000 kJ mol−1 nm−2).
Next, water and K+Cl− ions at a concentration of 0.154 mol were added
to mimic physiological conditions. This system was energy minimized and
subsequently equilibrated for 1 ns, maintaining position restraints. After
that, the stem base pairs were superimposed to the matching nucleotides in
the E.coli structure. Finally, an MD simulation of the L1-stalk was carried
out, restraining the positions of heavy atoms of the stem to those of the
target E.coli structure. The force constant of the restraining potential was
linearly increased from 0 to 500 kJ mol−1 nm−2 within 5 ns. The resulting
L1-stalk structure was finally incorporated into the model.
Modeling of parts of helix 38
Helix 38 (H38) of the 23S rRNA of the large ribosomal subunit forms contacts
to the small subunit via intersubunit bridge B1a [12]. Nucleotides G879–C897
of this helix are not resolved in the E.coli structure. Secondary structure
prediction software S2S [124] predicted a pentaloop for the tip of the helix.
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The nucleotides of a pentaloop from an NMR structure [125] (pdb id: 1NA2)
were mutated to match H38 sequence using WHATIF. To fit this rRNA
structural motif into the model of the ribosome, the same protocol as for the
L1-stalk rRNA was used.
Modeling of tRNAVal and mRNA
The ribosomes used for the cryo-EM experiments contained an fMetVal-
tRNAVal. Since no high resolution structure was available, a solution struc-
ture of tRNAVal from a refinement of a homology model against residual
dipolar coupling and SAXS data (pdb id: 2K4C) [126] was used for the
models.
The T.thermophilus structure by Yusupova et al. [127] (pdb id: 2HGP)
contains a P-site tRNAPhe and a 50 nucleotide long mRNA. This structure
was rigid-body fitted to our model using structurally aligned nucleotides [127]
from 16S rRNA of the small subunit. The fitted coordinates of the tRNA
phosphates and of the mRNA were stored for later use. From this mRNA
structure, the A-, P-, and E-site codons as well as three upstream and down-
stream nucleotides were extracted. These nucleotides were mutated with
WHATIF to match the sequence of the mRNA used in the cryo-EM exper-
iments. Appropriate tRNA modifications and the dipeptide were added to
match experimental conditions [27]. Force field atom types for fMet were ob-
tained with ANTECHAMBER [128], partial charges were determined using
DFT-b3lyp with a 6-31/G* basis set. Side chain charges are the same as for
Met and on the backbone, only the charges of the formylamino cap changed
by more than 5 %. The modified fMetVal-tRNAVal structure was then fitted
as a rigid body to the P atoms obtained from the fitted Yusupova structure.
Next, a 1 ns simulation of the tRNA and the mRNA in solvent with position
restraints on the P and C1’ atoms was carried out. In the subsequent 5 ns
simulation, positions of P and C1’ atoms were restrained to those of the fitted
Yusupova structure, thereby linearly increasing the force constant from 0 to
1000 kJ mol−1 nm−2 during the simulation. The resulting tRNA structure
was then included into the ribosome model, yielding the P-model.
Modeling of tRNAfMet
The T.thermophilus structure by Gao et al. [13] (pdb id: 2WRI) contains
an E-site tRNAfMet. The 30S subunit structure was rigid-body fitted to our
model using structurally aligned nucleotides [13] from 16S rRNA. Nucleotide
modifications were added to the tRNA to match the modifications of the
tRNAs in the cryo-EM experiments and a 1 ns simulation of the tRNA in
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solvent with position restraints on the P and C1’ atoms was performed. The
resulting tRNA structure was then included into the P-model, yielding the
PE-model.
For the AP-model, the same tRNA structures were used as for the PE-
model, but the tRNAVal was fitted into the A and the tRNAfMet into the
P site. Almost the same protocol as for the addition of the P-site tRNAVal
was used, except that the tRNAVal has 77 nucleotides and the tRNAPhe from
the Yusupova structure which was used for fitting has 76 nucleotides. For
the rigid-body fitting and the position restraints in the simulation all the
nucleotides, except for 5 nucleotides upstream and 5 nucleotides downstream
of the insertion were taken into account.
5.2.3 Flexible fitting of the atomic models into cryo-
EM maps
High resolution structures of large macromolecular systems, such as the ri-
bosome, are only available for a small set of functional states, most often for
only one. Three-dimensional reconstructions obtained from a large number
of cryo-electron microscopy (cryo-EM) images allow to determine density
maps of many different conformational states [27]. The resolution of the
50 cryo-EM density maps used in this work range from higher than 9 Å to
30 Å [27]. In order to obtain near-atomic models of these conformational
states, we have refined an initial model based on an atomistically resolved
X-ray structure to fit into the map, using the real-space refinement program
DireX [30, 31]. DireX employs CONCOORD [129], a geometrical confor-
mational sampling method, to flexibly fit a model into a density map in an
iterative procedure, while maintaining local stereochemistry and preventing
steric clashes. A deformable elastic network (DEN) is used to incorporate
prior structural knowledge into the refinement process.
The three ribosome models (P-, PE-, and AP-model) described in the
previous paragraph were used as starting structures for subsequent structure
refinements against the 25 different cryo-EM density maps, to provide a
near-atomic interpretation of each individual conformational state. Initial
placement of a starting model into a density map was done using the rigid-
body fit module of the program Chimera [130]. DireX [30] was then used
for all refinements. DireX computes a density map from an atomic model
and refines the atomic coordinates to maximize the overlap between this
model map and the cryo-EM density map. The model density maps were
generated using a Gaussian kernel with a width adapted to the resolution of
the corresponding cryo-EM density map.
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pre1b AP-model post1 PE-model post4 P-
model
pre1a pre1b post1b post1
pre2 pre1b post1c post1
pre4 pre1b post1d post1
pre4b pre4 post1e post1
pre4c pre4 post2a post1
pre4d pre4 post2b post2a
pre4e pre4 post3b post2a







Table 5.1: Sequence of structure refinements against cryo-EM maps.
For each state the starting model which was used for refinement against the
corresponding map is shown.
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Harmonic distance restraints were applied between randomly chosen pairs
of atoms that are within 3 and 12 Å in the starting model using the DEN
feature of DireX. It should, however, be noted that due to the low resolution
of the density maps, the DEN restraints were chosen to be non-deformable,
i.e. the γ-parameter was set to zero. The number of these restraints was
chosen two times the number of atoms. Additional harmonic distance re-
straints (5562 in total) were used to preserve the hydrogen bonds between
paired bases in the RNA. For each refinement, 2000 optimization steps were
performed.
The initial AP-, PE-, and P-models were refined against the map which
most closely resembled the state of the model (respectively: the pre1b map,
the post1 map, and the post4 map). Subsequently, the refined structures
were used as starting models for refinement against the remaining 22 maps
in the sequence described in table 5.1.
5.2.4 Choice of models for MD simulations
For each of the major states of spontaneous retro-translocation (pre1 to
post4), the structures refined against the one or two cryo-EM maps with
the highest resolution were used as starting structures for MD simulations:
pre1a (12 Å), pre1b (12 Å), pre2 (15 Å), pre3 (17 Å), pre4 (13 Å), pre5a
(15 Å), post1 (12 Å), post2a (17 Å), post2b (17 Å), post3b (15 Å), and
post4 (9 Å). Two additional structures were chosen for simulations, because
of extreme intersubunit rotation angles (pre5b) and an extreme tRNAfMet
conformation (post3a), to capture a large range of conformations accessible
by the ribosome and the tRNAs.
5.2.5 MD simulations of the fitted models
Atomic models obtained from the flexible fitting to 13 cryo-EM maps were
solvated, and the system was neutralized with K+ ions before adding explicit
salt to mimic the buffer conditions in the experiments [27] (7 mM MgCl2 and
150 mM KCl) using the GENION program from the GROMACS suite [81].
The system was then equilibrated in four steps:
• 0–5 ns: Constant volume and position restraints on all ribosomal heavy
atoms with a force constant of 1000 kJ mol−1 nm−2, 2 fs time step.
• 5–10 ns: Constant volume and linearly decreasing the position re-
straints force constant to zero.
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• 10–20 ns: The pressure was coupled to a Berendsen barostat [54] with
coupling constant τp = 1 ps and an isotropic compressibility of 4.5 ·
10−5 bar−1.
• 20–120 ns: The pressure was coupled to a Parrinello-Rahman barostat
[83] with coupling constant τp = 1 ps and an isotropic compressibility
of 4.5 · 10−5 bar−1.
The same protocol was used for simulations of the initial PE-model and of
each tRNA in solution. For the simulations of the tRNAs in solution, the last
step was prolonged to 1020 ns. All the production runs used in this study
are summarized in Table 5.2.
5.2.6 Cryo-EM analysis of global ribosome conforma-
tion
Cryo-EM grids of vacant E.coli ribosomes were prepared at 18 ◦C under con-
trolled environmental conditions [131] and imaged under cryo conditions with
a Titan Krios electron microscope (FEI Company, the Netherlands) at 300 kV
and defoci ranging from 1 µm to 2.5 µm on an Eagle 4k x 4k CCD camera
(FEI Company, the Netherlands) using 2fold pixel binning, resulting in a
final pixel size of 3.2 Å. Ribosome particles were selected semi-automically
with Boxer [132], an interactive particle selection tool, and corrected locally
for the contrast transfer function [133]. The resulting 9814 ribosome particles
were coarsened twofold to a pixel size of 6.4 Å and classified according to 30S
body rotation in 2.5◦ steps as described earlier [27]. Pre-translocation state
ribosome particles (315108 in total) were obtained from an existing data set
of E.coli ribosome complexes prepared for cryo-EM at different time-points
of the retro-translocation reaction, using the same buffer and temperature
of 18 ◦C as for the vacant ribosomes [26, 27]. Hierarchical classification re-
sulted in 34 groups of ribosome particles representing structurally distinct
pre-translocation states [27]. For each population of pre-translocation ribo-
somes, the 30S body rotation of the corresponding cryo-EM reconstruction
was determined. In Fig. 5.14, the fraction of particles as a function of 30S
body rotation was plotted in 2.5◦ steps for all pre-translocation state ribo-
somes and vacant ribosomes, respectively. Image processing was generally







1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
PE-model 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre1a 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre1b 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre2 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre3 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre4 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre5a 100 ns
2 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
pre5b 100 ns
2 ribosome, mRNA, solvent pre5b 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
post1 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
post2a 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
post2b 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
post3a 100 ns
1 ribosome, mRNA, tRNAVal,
tRNAfMet, solvent
post3b 100 ns
1 ribosome, mRNA, tRNAVal,
solvent
post4 100 ns
1 tRNAVal, solvent - 1 µs
1 tRNAfMet, solvent - 1 µs
Table 5.2: Summary of production simulations. Trajectory length refers
to the length of the production run after 20 ns equilibration.
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5.3 Analysis
Here, the methods used for analysis of the conformations, motions, and ener-
getics observed in the simulations are presented. The definition of the axes of
for 30S head and body rotation and the transition rate estimates were done
in close collaboration with Christian Blau.
5.3.1 Comparison to recent crystal structures
To compare our models to existing crystal structures for each state, an av-
erage structure was calculated from the last 10 ns of each trajectory. The
root mean square deviations (RMSD) of these structures relative to three
E.coli crystal structures (pdb ids: 3R8S, 3R8T [15], and 3I1R [14]) were
calculated after rigid-body fitting using all resolved Cα and P atoms, except
L9 protein atoms. L9 atoms were excluded, because in the crystal structures
protein L9 forms a strong contact with the 30S subunit of the ribosome in
the neighboring cell.
5.3.2 Definition of reaction coordinates for collective
motions
Principal component analysis
To obtain reaction coordinates, principal component analyses (PCA) [136]
were carried out for tRNAVal, tRNAfMet, and the L1-stalk using all the simula-
tions. To define common sub-spaces, all trajectories were first superimposed
by least-squares fit, using Cα and P atoms of the 50S subunit excluding the
L1-stalk. Next, the Cα and P atoms of the tRNAs and the L1-stalk were
extracted from the trajectories. For each of the three ribosomal parts the
extracted trajectories of all states were concatenated, and the atomic dis-
placement covariance matrix was calculated. The trajectories for each state
were then projected on the first eigenvector of this matrix. The projections
divided by
√
N , where N is the number of atoms used to construct the co-
variance matrix, yielded the reaction coordinates (r.c.). The minimum and
maximum of this reaction coordinate for each state are shown in Fig. 5.5. The
projections on the first three eigenvectors were used to estimate transition
rates (see below).
In order to calculate the distance dependence of the binding enthalpies
between tRNAfMet and the L1 protein, a distance coordinate was obtained
from a PCA using their Cα and P atoms. The atomic displacement covariance
matrix was constructed from the trajectories of those states in which the
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tRNA and the L1 were in contact (pre3–pre2b). The projection on the first
eigenvector of this matrix, divided by
√
N , where N is the number of atoms
used to construct the covariance matrix, was used as the distance coordinate.
30S head and body rotation
Head and body rotations were quantified by comparing structures of each
state, extracted from the respective trajectories at 200 ps intervals, to the
post1a structure at 20 ns. The post1a structure was used to define zero
degree body and head rotations. To define the axes of rotation and pivot-
ing points, Christian Blau extended a non-linear least-squares fitting method
[137] to also include the axis of minimal and median rotation. Final mean
pivoting point and axes of rotation for head and body movement were deter-
mined by quaternion-based averaging [138] over all rotations obtained from
all structures of all states. Rotation angles were then calculated relative to
the mean axes of rotation and pivoting points.
5.3.3 Transition rate estimation
For the collective motions of the two tRNAs, the L1-stalk, 30S head and body
rotation, the individual transition rates for all pairs of states were estimated
as described in chapter 3.1. As reaction coordinates for the analysis the
projections onto the three dominant eigenvectors obtained from PCA were
used for the motions of tRNAs and L1-stalk, and the three rotation angles
were used for 30S head and body rotations. The projected trajectories were
analyzed in 200 ps intervals for rotations and in 10 ps intervals for projections
on eigenvectors.
5.3.4 tRNA contacts
For each simulation, the distances between all pairs of atoms, respectively
from the tRNAs and the ribosome, were calculated. A residue pair was
considered to be in contact with each other if the distance between two atoms
(one from each residue) was found to be below 3 Å in at least one frame of the
100 ns trajectory. Binding enthalpies between tRNA residues and contacting
residues of L1, L5, or L16 proteins were calculated from potential energy
function of the MD force field.
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5.3.5 Short time diffusion constants
Translational short time diffusion constants of the tRNAs within the ribo-
some were calculated for the trajectories for which the tRNAs were bound
to the A, P or E site (tRNAVal: pre1–post4, tRNAfMet: pre1–post2). For
each state the trajectory was superimposed by least-squares fitting to the
structure at 20 ns using Cα and P atoms of the 50S subunit except L1-stalk
atoms. From 10 ns intervals of these trajectories the mean square deviation
(MSD), 〈x2〉, of the center of mass of the tRNA atoms was calculated. For
each interval i, a diffusion constant Di was obtained from the slope of the
MSD using the Einstein relation, 〈x2〉 = 6Dit. To that aim, a linear function
was least-squares fitted to the MSD for 1 ns ≤ t ≤ 9 ns of the respective
interval. To estimate the uncertainty of the diffusion constant for each 10 ns
interval, the absolute value of the difference ∆Di between the diffusion con-
stants obtained for 1 ns ≤ t ≤5 ns and for 5 ns ≤ t ≤ 9 ns, respectively, was
calculated. The weighted mean D̄ of the diffusion constants Di and its error
















To determine the diffusion constant of the tRNAs in solution, the same pro-
tocol, without the initial superimposition, was applied to the respective sim-
ulations of solvated tRNAs.
5.3.6 Conformational free energy of bound tRNAs
The tRNAs bound to the ribosome adopt conformations different from those
in free solution. To estimate the conformational free energy stored in the
tRNAs during translocation, we compared the ensemble of conformations
adopted by each tRNA in solution, using the second half of the production
trajectory (520-1020 ns), with the ensemble of conformations of the same
tRNA bound to the ribosome in each state. From each trajectory, the posi-
tions of the tRNA backbone atoms, P, C4’ and C3’ were extracted. For each
simulation of the tRNA in solution (tRNAVal and tRNAfMet), each frame of
the trajectory was least-squares fitted to the first frame and then the average
structure was calculated. For each tRNA and each state (tRNAVal: pre1–
post4; tRNAfMet: pre1–post3), the trajectory was also fitted on the first frame
of the corresponding tRNA in solution trajectory, and subsequently the av-
erage structure was calculated. Next, for each tRNA and state, the fitted
trajectories of the bound tRNA and of the tRNA in solution were projected
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onto the difference vector between the two corresponding average structures.
For each of the two projections, the range of the resulting values was divided
into 100 equally spaced intervals and for each interval i , P (xi) the number of
values in the interval divided by the total number of values was calculated,
where xi is defined as the center of the interval. The conformational free
energy landscape for each tRNA in solution along this difference vector was
estimated as






where T is the temperature, P sol(xi) is P (xi) for the tRNA in solution and
P solmax is the maximum of P
sol(xi). Since the projections of the two trajectories
do not fully overlap, we assumed as the underlying probability distribution
p(x) for the tRNA in solution, a normalized sum of two Gaussian functions.
This probability distribution was used to estimate the free energy in regions
along the difference vector that are not visited by the trajectory of the tRNA
in solution.
The function F (x) = −kBT ln (p (x)) was then least-squares fitted to
∆Gsol(xi). Finally, the conformational free energy ∆Gconf of the bound
tRNA in comparison to the tRNA in solution was estimated by weighting




P bound(xi) · F (xi). (5.3)
This free energy difference estimates the conformational free energy necessary
to transfer the tRNA from solvent into the ribosome.
To investigate how many individual residues of the tRNAs contribute to
the overall conformational free energy, an analysis similar to the one for the
whole tRNA was applied. For each residue the center of geometry was calcu-
lated from the fitted trajectories. The trajectories of the center of geometry
from the bound and the solution simulations were projected onto the differ-
ence vector between the corresponding average centers of geometry. Using
these projections, we followed the same protocol as described above and de-
rived an estimate for the conformational free energy of each tRNA residue in
each state.
5.3.7 Clustering of intersubunit contacts
Residue-residue contacts between the two ribosomal subunits (50S and 30S)
were extracted from the simulations of all the states, and clustered (see chap-
ter 3.3). For all the resulting 52 clusters, force field binding enthalpies be-
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tween the 50S and the 30S part of the cluster were calculated in each frame
of the trajectory. For further analysis, only the 30 clusters were retained for
which, in at least one state, the average binding enthalpy was larger than
1 % of the sum of all the enthalpies of the clusters in the given state.
5.3.8 Level of intersubunit contact change
Intersubunit residue-residue contacts which are only present in 3 or less states
were defined as state-specific. The level of intersubunit contact change was
defined as the ratio of the number of state-specific residue-residue contacts
to the number of all residue-residue contacts for one cluster.
5.4 Results and Discussion
To obtain near-atomic structural models of translocation intermediates, crys-
tal structures of E.coli ribosomes [14] were fitted into 25 cryo-EM density
maps [27] which reflect the tRNA movement when ribosomes assembled in the
post-translocation state, with P-site fMet-tRNAVal (P/P state) and deacy-
lated E-site tRNAfMet, were allowed to convert spontaneously to their A/A
and P/P states, respectively [26] (Fig. 5.2). To study fast motions of the
ribosome and to understand the underlying forces that drive tRNA translo-
cation, I carried out all-atom explicit solvent MD simulations of the entire
ribosome for 13 major pre- and post-translocational models selected from the
25 structural models (Table 5.2).
5.4.1 Structural deviation during MD simulations
For all 13 simulations of translocation intermediates and for the simulation
starting from the PE-model, Fig. 5.3 shows the root mean square deviation
(RMSD) relative to the respective starting structure or to the structure at
20 ns. In all simulations an RMSD of less than 8 Å was obtained, which is
very low for a system of that size, indicating that the simulation systems are
sufficiently stable. Values reported by other authors are ∼10 Å [139]. The
PE-model simulation started from a crystal structure and thus can serve as
a benchmark for the quality of the cryo-EM-fitted structures [140]. Notably,
the RMSD values for the fitted structures are similar or only slightly larger,
thus underscoring the quality of these structures.
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Figure 5.2: Complete set of near-atomic models obtained from re-
finement against cryo-EM maps [27]. For the 25 structures, the fitted
structure and an isosurface of the cryo-EM map (gray surface) is shown.
The ribosomal subunits (50S and 30S) are shown in ribbon representation;
tRNAfMet and tRNAVal are depicted by magenta and green spheres, respec-
tively.
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Figure 5.3: Structural deviations during the simulations. For each
ribosome simulation, started from the model fitted to the cryo-EM map or
from the PE-model, the RMSD relative to the starting structure is shown for
the different steps of the simulation (red, green, blue, and magenta curves),
and relative to the structure at 20 ns (cyan curve).
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Figure 5.4: Comparison of models to known crystal structures. Back-
bone root mean square deviation (RMSD) between the MD structural mod-
els of the 13 translocation intermediates and three existing crystal structures
(red and green curve [15], blue curve [14]).
5.4.2 Comparison of translocation intermediate mod-
els to crystal structures
Structures obtained from averaging the last 10 ns of the 13 translocation in-
termediate simulations were compared with crystal structures of E.coli ribo-
somes [14, 15] that have not been used for modeling (Fig. 5.4). The crystal
structure of the ribosome trapped in the classical state [15] (green curve)
closely resembles the model of the pre1a state, with a root mean square de-
viation (RMSD) of ∼5 Å. Other pre-translocation states markedly deviate
from this classical state, showing RMSD values of up to 11 Å (pre5b). The
structure by Zhang et al. (blue curve), comprises the ribosome and anticodon
stem loops for A- and P-site tRNAs and shows 6◦ of 30S body rotation in
reference to the 50S subunit [14]. The model that is most similar to this struc-
ture is the model representing the pre1b state with an RMSD value of below
5 Å. Recently, Dunkle et al. resolved the ribosome bound to a tRNA and the
ribosome recycling factor [15] which is needed in the last step of transloca-
tion, dissociating the two subunits and rendering the mRNA available for the
next round of translation [141, 142]. In this structure, the tRNA is found in
a hybrid P/E conformation. The model for the late pre-translocation state
pre4, with the P-site tRNA in the hybrid P/E position and a high degree
of rotation between the ribosomal subunits, agrees well with this ribosome
structure [15], with an RMSD value below 5 Å (red curve). The good agree-
ment between the computational models of the pre1 and pre4 states and the
respective crystal structures provides an independent quality check for the
67
Chapter 5. tRNA Translocation
structural fits and suggests similarly high accuracy for the models of other
pre- and post-translocation states for which no crystal structures exist.
5.4.3 Choreography of ribosomal motions
To describe the complex motion of the ribosome during translocation, six
dominant large-scale movements of ribosomal components were monitored:
the motions of tRNAVal from A to P and of tRNAfMet from P to E site,
the L1-stalk (comprising L1 protein bound to nucleotides 2084–2206 of 23S
rRNA) from the open to the closed conformation, as well as swiveling and
tilting of the 30S head and rotation of the 30S body (see schematic represen-
tation in Fig. 5.5A). To quantify these motions, Fig. 5.5B summarizes the
choreography of motions for both tRNAs, and the L1-stalk. The reaction
coordinates (r. c.) are obtained by the projections onto the first eigenvector
of a PCA analysis (see chapter 5.3.2). When moving through the ribosome,
the two tRNAs switch between binding sites: tRNAVal moves between the A
(pre1–pre4), A/P (pre5), and P sites (post states), and tRNAfMet between
the P (pre1–pre2), PE (pre3–pre5) and E (post1–post2), and L1 site (post3).
Concomitantly, the position of the L1-stalk changes, moving from the open
conformation (pre1–pre2) to the closed conformation (pre3–pre4) and then
gradually into the open conformation (pre5–post4). The movements result
in large alterations of the binding enthalpy between the tRNA and riboso-
mal proteins L1, L5, and L16 located on the 50S subunit (Fig. 5.5B, colored
blocks). For each intermediate translocation state, black bars indicate the
boundaries of rapid ( 107/s) fluctuations accessible to the simulations. Ac-
cordingly, lack of an overlap between adjacent states (e.g., between pre4 &
pre5 or pre5 & post1 for tRNAVal) indicates transitions between states that
are much slower than 100 ns.
For the large-scale global 30S head and body rotations, pivot points,
rotation axes, and angles (Fig. 5.5C) were determined, which allowed to
disentangle swiveling and tilting motions of the 30S head [27, 58]. The pivot
point for 30S head rotation was found to be close to 16S RNA residues G242
and U562, and for 30S body rotation it was found to be close to A923, U1194,
G1386 (Fig. 5.6).
Upon transition from pre1 to pre5 states, 30S head tilting and body
rotation angles gradually increase, before returning to the pre1 values upon
translocation (pre5 to post1). In the post3 state, the rotation angles are even
lower than in the pre1 or post1, and finally recover their initial value in post4,
thus closing the conformational cycle of the 30S subunit after tRNA release
from the E site. In comparison to the 30S head tilting and body rotation, the
variations in the extent of the 30S head swiveling are much less pronounced,
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Figure 5.5: Choreography of ribosome motions and tRNA-protein
interactions during translocation. (A) Schematic of tRNAVal, tRNAfMet,
and L1-stalk motions (indicated by arrows, left), and of 30S head and body
rotations (right). (B) Motions of tRNAVal, tRNAfMet, and the L1-stalk quan-
tified by reaction coordinates (r.c.) for the 13 states. Arrows denote direc-
tions of motions as in (A); black bars indicate the fluctuation range covered
by each simulation; colored bands denote interaction enthalpies between the
respective tRNA and the 50S proteins L1, L5, and L16. (C) Changes in the
angles of the 30S head tilting, swiveling, and 30S body rotation.
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Figure 5.6: Position of body and head rotation pivot points. For 30S
body rotation the main rotation axis (black cylinder) and the pivot point
(circle) are shown (left). For head rotation, tilting and swiveling axes and
the pivot point are shown (right). The ribosome structure, which was used
as reference to determine the pivot points and axes of rotation, is shown in
ribbon representation (30S light yellow; 50S light gray).
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and consecutive states show larger overlaps, suggesting rapid head swiveling
motions.
5.4.4 Individual transition rates of ribosomal compo-
nents
To obtain rates for transitions between states for the above mentioned col-
lective motions, the probability distributions along reaction coordinates ex-
tracted from the simulations were analyzed. First, initial free energy bar-
rier heights ∆G‡est for the transitions between all states for the motions of
the L1-stalk, both tRNAs, and 30S head and body rotations were estimated
from fluctuations extracted from the trajectories, as described in chapter 3.1.
Next, the normalized distance between two ensembles representing two states
in the space spanned by the reaction coodinates was calculated. Figure 5.7
(upper panel) shows this distance as a function of the barrier height estimate
for each pair of state and for each motion considered. A distance smaller
than one means that the average distance within the ensemble is smaller
than the minimum distance between the ensembles. In this case the barrier
was considered to be crossed in the simulation. From these distances, the
transition frequency was calculated (Figure 5.7, lower panel).
To calculate transition rates using Arrhenius’ law, the probability of
barrier crossing pA→B was least-squares fitted to the transition frequency
psimA→B obtained from the simulations. The fitting yielded an attempt rate
of A = (22.4 ns)−1 and a correction factor c = 0.601 at t = 100 ns, which
allowed us to calculate the barrier height ∆G‡ = c∆G‡est and the respective
transition rates k (Fig. 5.8).
A cluster of high free energy barriers with transition rates slower than
1/µs is found at the transition from the pre to the post states, which provides
an independent support for the notion that the pre-to-post transition is the
rate-limiting step of spontaneous translocation [26, 27]. For the tRNA tran-
sitions (purple and green lines), low transition barriers for tRNAVal mostly
correlate with high barriers for tRNAfMet and vice versa. This implies that,
although intrinsically rapid, the excursions of tRNAfMet between the adja-
cent states (e.g., pre5b and post2a) are inhibited by the slow movement of
tRNAVal due to coupling of the two tRNAs by base pairing to the mRNA.
In comparison, most of the L1-stalk transitions are seen in the sub-µs range
(blue lines), except for the slower movement from pre to post and from pre2
to pre3.
Notably, the analysis of the simulations reveals a large number of alter-
native transitions of the tRNAs and the L1-stalk which would take place in
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Figure 5.7: Attempt rate and free energy gauge factor for free en-
ergy barrier estimation. The upper panel shows the normalized distance
between the ensembles for each pair of states versus the uncorrected free
energy estimate ∆G‡est. This is done for each of the ribosome parts (colored
circles). A barrier between two states is considered crossed if this distance
is smaller than one. The lower panel shows the frequency of barrier cross-
ings psimA→B = (nA→B)/n calculated for free energy intervals of 1 kbT (colored
lines). The probability of barrier crossing pA→B fitted to p
sim
A→B is shown as a
black line.
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Figure 5.8: Individual transition rates between states. Estimated tran-
sition rates (encoded by line thickness) between states (circles) for tRNA and
L1-stalk motions, and for 30S head and body rotations. Transition rate es-
timates slower than 1/µs are not shown.
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the µs and sub-µs range. However, due to coupling between the motions of
the individual components, it is the slowest transition that determines the
overall rates for transitions between states.
All individual transition barriers for 30S rotations turn out to be remark-
ably low (Fig. 5.8, orange and red lines), such that the intrinsic rotations of
the 30S subunit, despite its large size, are in the sub-µs range, similar to the
movements of the L1-stalk. The slowest 30S head transitions are found be-
tween pre2 and pre3, as well as between pre5 and post1 states, consistent with
barriers inferred from cryo-EM and biochemical experiments [26, 27]. These
slow barriers divide the states into two groups (group 1: pre3–pre5; group 2:
post1–pre2) which, if they were uncoupled from other motions, could inter-
convert on fast sub-µs time scales. The body rotation angles for each group
span a range of more than 10◦, suggesting that these large-scale rotations
are unexpectedly rapid. The abundance of low barriers for motions of indi-
vidual components seems to be a general feature of the ribosome dynamics,
which underscores the important role of the coupling between fluctuations of
tRNAs and the ribosome.
Using all transition rate estimates determined from the simulations, one
can predict which of the 479,001,600 possible linear kinetic sequences has the
fastest progression rate. Remarkably, the most likely trajectory is identical
to the one suggested by Fischer et al. [27], except for a swap of the two
states post1 and post2, which are structurally very similar, suggesting that
this sequence of states not only reflects the structural similarity, but also
captures the kinetically favored pathway of tRNA movements.
Overall, a hierarchy of barriers is seen. The largest barriers separate pre
from post states; smaller barriers and correspondingly faster transitions are
seen between groups of pre-translocation states (pre1-pre2 and pre3-pre4-
pre5). Sub-µs transitions dominate within these groups and between the
post states. Of all the motions described above, barriers for tRNA transitions
dominate, which suggests a possible explanation for the strong effect of tRNA
species on the rate of spontaneous translocation [26, 101].
5.4.5 Mechanisms to overcome rate-limiting barriers
Rapid short-timescale tRNA diffusion
Analysis of the rapid dynamics of each tRNA revealed fluctuations of up to
4 Å within a given state. These large fluctuations, together with the observed
attempt rate of one per 20 ns for barrier crossings, seem to be incompatible
with the typically low diffusion constant of a tightly bound ligand. Indeed,
averaged over all MD simulations, the short-timescale diffusion constant for
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Figure 5.9: Molecular driving forces between ribosomal protein L1
and tRNA. Two structures representing the range of distances from the
fully closed (top, left) to open (right) conformations. Distance dependence
of binding enthalpies for different states (middle, left) compared to a typical
interaction potential (right) and its mechanical analog (bottom).
tRNA motion is D̄ = (2.2±0.2)10−9cm2s−1, which is only two orders of mag-
nitude smaller than in solution (D̄ = (360 ± 60)10−9cm2s−1) and resembles
free diffusion within an environment comparable to olive oil. Without the
larger barriers which determine the ms dynamics and the overall transloca-
tion time, this diffusion constant would allow the tRNA to sample the full
10-nm pathway through the ribosome within only ∼175 µs. We suggest that
the high inherent mobility of tRNA within the ribosome is a prerequisite for
rapid tRNA translocation.
L1-stalk pulls tRNA from P to E site
The L1-stalk forms an important contact to the tRNA during translocation
[37, 119, 143–147]. In the pre1 and pre2 states, the L1-stalk is found in an
open conformation, and in the pre3 state it moves towards the E site where
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it interacts with tRNAfMet [27]. In the pre states the complex is stabilized
by strong enthalpic interactions (Fig. 5.5B). The contact with the tRNA is
gradually released in the post states, allowing the L1-stalk to rearrange into
the open conformation. Analysis of how the binding enthalpy changes with
distance between L1 and the tRNAfMet (Fig. 5.9) enabled us to identify the
driving agent of that process: Assuming a typical interaction potential (a me-
chanical analog is shown at the bottom), the agreement between the positive
slope of the binding enthalpy as a function of distance between tRNAfMet
and the L1-stalk with the attractive branch of this potential (light green)
suggests that it is the L1-stalk which pulls the tRNA upon transition from
the pre3 to pre4/5 and to the post states, thus lowering the barrier for tRNA
motion. A scenario (Fig. 5.9 light red) in which the tRNA pushes the L1-
stalk is incompatible with the observed distance dependence. This finding
explains both the lower translation rates [148] and the more stable classical
tRNA states [149] observed for L1-depleted ribosomes.
Proteins L5 and L16 facilitate tRNA motion
To identify further elements of the ribosome that facilitate tRNA transloca-
tion, the main tRNA-50S subunit interactions were tracked along the com-
plete tRNA pathway from the A to the E site. During translocation, the two
tRNAs are handed over from ribosomal protein L16 to protein L5 and then
to the L1-stalk (Fig. 5.10, right). These ribosome proteins remain tightly
bound to the tRNAs by strong enthalpic contacts (Fig. 5.5B) despite consid-
erable structural dynamics of all components. Closer analysis of the residue
contacts of both tRNAs with the ribosome in each state (Fig. 5.10) suggests
several different strategies for moving the tRNAs and maintaining the tight
binding at the same time. During the whole A/A to P/P transition, tRNAVal
remains in contact with L16 (Fig. 5.10, top left). Along this transition, two
adjacent interaction patches on L16 are utilized, each involving positively
charged arginines (R51/R55/R50/R59 and R10/R81/R6) interacting with
different parts of the negatively charged tRNA backbone. Upon hybrid state
formation (pre4 to pre5) — when the acceptor stem of tRNAVal moves into
the P site of the 50S subunit while the L16 conformation remains unchanged
— the contact region on tRNAVal switches from the first to the second patch.
Similar interactions with the second patch on L16 are seen for the tRNAfMet
in its P/P configuration (bottom left), suggesting that these contacts can
stabilize any tRNA in the P site. During the tRNA handover from L16 to
L5, the binding of tRNAVal to L16 becomes weaker (Fig. 5.5B), whereas that
of tRNAVal to L5 (cyan bars) remains strong in the pre5b and throughout the
post states. Strong contacts between the tRNA C56 and the P-site loop of L5
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Figure 5.10: Handover of tRNAs by ribosomal proteins during
translocation. Positions and key interacting residues (spheres) of the three
main interaction partners, the ribosomal proteins L16, L5, and the L1-stalk
(ribbons, colored according to the state), relative to tRNAVal (top row) and
tRNAfMet (bottom). Selected conformations relative to the 50S subunit are
shown for reference (right).
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(A74–I78) [150] are also seen in the pre5b state. This finding, together with
the large intersubunit rotation angle in the pre5b state, suggests a coupling
of the tRNA movement via L5 to the intersubunit rotational motion, since
L5 is involved in intersubunit contacts [12]. In the subsequent post states,
the contacts of the L5 P-site loop shift down the D-loop of the tRNAVal
(Fig. 5.10, top middle), now additionally involving nucleotide G19.
In contrast to the stepping motion of the rather rigid L16, the interac-
tions between tRNAfMet and L5 (Fig. 5.10, bottom middle panel) are much
less localized and more dynamic. In the pre1 and pre2 states, tRNAfMet-L5
contacts shift from the D loop to the T loop of the tRNA. Upon handover
to the L1-stalk in the pre3 state, the contact to L5 is lost, but new contacts
between L5 and the anticodon stem-loop are formed just before the tRNA
leaves the ribosome (in post4). Here, rather than stepping, the P-site loop
of L5 slides smoothly over the tRNA, quite flexibly adapting to the changing
tRNA position and orientation. Mutations of this loop in yeast ribosomes
affect tRNA affinity to the P site [150], underscoring the importance of L5
as a guide for the P-site tRNA. The L1-stalk provides the final contact for
tRNAfMet after its handover by L5 and L16. Interactions of L1 with tRNAfMet
are established in the pre3 state and remain unchanged from pre3 to post2.
The main interactions involve the tRNA backbone and positively charged
L1 residues (R53, K54, R60, and R164). The abundance of non-specific
contacts between charged residues and tRNA backbone suggests that this
type of sequence-independent interactions may provide a general means for
transport of different tRNA species through the ribosome.
The results of the above analysis suggest that tRNA binding and move-
ment through the ribosome is supported by three different mechanisms, each
adapted to the specific thermodynamic and functional requirements of the
respective tRNA binding sites. First, the precise positioning of the tRNAs
in the A and P sites is achieved by interactions with L16, which is rather
rigid. To accommodate tRNA motion, L16 steps via discontinuous contact
patches. Second, the flexible L5 P-site loop facilitates seamless tRNA sliding
across the P site. Finally, L1, which exerts force to pull the tRNA out of
the P site and hence requires internal stiffness, forms only one stable contact
patch with tRNA, and moves together with the tRNA as a rather rigid body.
In summary, interactions with L16, L5, and L1 accelerate tRNA transloca-
tion through the ribosome by reducing free energy barriers between adjacent
binding states.
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Figure 5.11: tRNA conformational flexibility and entropic energy
cost of binding. For both tRNAs (tRNAVa, top; tRNAfMet, bottom), struc-
tural ensembles were extracted from simulations in solution (gray ribbons)
and bound to the ribosome (states pre1–post4 colored; solution ensemble
shown in light gray as reference). Estimated conformational free energy
penalty (per residue) due to steric restrictions upon binding (color coded).
Due to correlations, per residue entropies are not additive. Note that the
solution ensembles cover larger time scales (1 µs each) than those bound to
the ribosome (100 ns each).
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Figure 5.12: Conformational free energy of the tRNAs bound to the
ribosome. (A) Histogram of the projections of the bound tRNA trajectory
(tRNAVal) in the pre1a state, green curve, top panel) and of the tRNA in
solution (blue curve) on the difference vector between the averaged structures
(in solution, blue box; bound, green box). Conformational free energy ∆G
(green curve) estimated from the histogram for the tRNA in solution and a
fit of the sum of two quadratic functions (red curve). The conformational
free energy was estimated by weighing the probability distribution from the
bound simulation with the fitted function. (B) Projection on the difference
vector of a tRNA simulation in solution, starting at the conformation when
bound to the tRNA. The colored areas denote the range along the difference
vector accessible to the bound and solution simulations as depicted in (A).
(C) Conformational free energy estimated for tRNAVal (upper panel) and
tRNAfMet (lower panel) for each state.
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5.4.6 Conformational free energy of the tRNAs
Due to steric restrictions generated by the ribosomal environment during
translocation, the tRNA dynamics inside the ribosome differ markedly from
tRNA dynamics in solution (Fig. 5.11). To investigate the amount of confor-
mational free energy needed to restrict tRNA dynamics to a certain region
of phase space, the conformational free energy difference ∆G between each
tRNA bound to the ribosome (pre1–post4) and each tRNA in solution was
estimated. For each state and each tRNA, the trajectories of the tRNA
bound to the ribosome and of the 1 µs simulation of the tRNA in solution
were projected onto the difference vector between the average structures of
the two trajectories (example for tRNAVal, pre1, in Fig. 5.12A). From these
projections, the conformational free energy ∆G was estimated (Fig. 5.12C).
To examine if the conformations of the bound tRNAs represent stable con-
formations in solution which is not visited by our free tRNA simulations, the
tRNA conformation was extracted from the ribosome simulation for each
state, and simulated in solution (example for tRNAVal, pre1, in Fig. 5.12B).
In all cases, the tRNAs moved within 100 ns of simulations to the region
explored by the 1 µs solution simulations, indicating that there are no large
barriers between the conformations of the bound tRNAs and the conforma-
tions of the tRNAs in solution. This would mean that the conformations
of the bound tRNAs do not represent additional minima of the free energy
landscape and thus supports the hypothesis that free energy is stored in the
tRNA conformations when bound to the ribosome.
The estimated conformational free energies of tRNAfMet are markedly
larger than those of tRNAVal. Note that tRNAVal in the post4 state and
tRNAfMet in the pre1 states are bound to the P site. Apart from the se-
quence, the only difference between the two scenarios is that tRNAfMet has a
neighboring A-site tRNA. The fact that, for each state, the conformational
free energy of tRNAVal is smaller than that of tRNAfMet suggests that the dif-
ference is due to the tRNA sequence. The conformational free energy would
then be an important contribution to the fine-tuning of tRNA affinity to the
ribosomal binding sites. The free energy of a base pair is about −8 kBT [151].
Therefore, the release of conformational free energy can be a significant con-
tribution to the energetics of translocation, since the acceptance of a new
tRNA by the ribosome depends on the presence of a single codon-anticodon
base pair.
Figure 5.11 shows to which extent the individual nucleotides of the two
tRNAs are affected by this binding free energy penalty. The tRNAs in the
different states show diverse patterns of conformational free energy distribu-
tions by individual nucleotides. The parts of the tRNA which contribute most
81
Chapter 5. tRNA Translocation
are the CCA-tail, the D-loop and the D-stem (Fig. 5.11). The pronounced
deformations of the CCA-tail required to place it at [115], maintain it at
(all states for tRNAVal, pre1–pre2 for tRNAfMet), and subsequently remove it
from the peptidyl-transferase center (PTC) during translocation, require the
charging of the tRNAs with free energy. In the post3 states the CCA-tail of
tRNAfMet strongly interacts with the L1 protein (Fig. 5.10), thus keeping a
high free energy level. This free energy can then be used for dissociation from
the ribosome compensating the loss of interaction energy between ribosome
and tRNA (see Fig. 5.5).
5.4.7 Intersubunit contacts during rotation
Translocation entails large-scale intersubunit rotations. Therefore, the ques-
tion arose of how the ribosome maintains and controls the affinity between
the 50S and 30S subunits despite these rearrangements. To characterize the
dynamics of bridges connecting the subunits, groups of residues of the 30S
and 50S subunit that are in contact with each other at any time in the
simulations (contact clusters) were identified (Fig. 5.13A; see Tab. 5.3 for
the correspondence to previously described intersubunit bridges [12]), and
their binding enthalpies during translocation (Fig. 5.13B) were calculated.
The total binding enthalpy remains rather constant throughout transloca-
tion; differences between states are on the order of fluctuations within the
100 ns simulations, thus stabilizing the complex. Moreover, larger changes
in binding enthalpy would imply free energy barriers which would slow down
intersubunit rotation and thereby translocation.
Strong interactions are found for contact clusters 1–4; these contacts have
already been suggested as key determinants for intersubunit binding free en-
ergy [152, 153]. Indeed, the contacts that form clusters 1, 3, and 4, which
are located close to the axis of rotation, are maintained through the whole
translocation process (Fig. 5.13C). In contrast, clusters 2 and 5–9 are situ-
ated at the periphery and change their interaction partners upon rotation
(Fig. 5.13C). These clusters exhibit weaker and more variable binding en-
thalpies during rotation, which suggests that they may take part in the net-
work of interactions that facilitate directed tRNA movement. One striking
example is provided by the analysis of the interactions of cluster 7. The
50S subunit part of cluster 7 on the L1-stalk pulls the tRNAfMet towards the
E site in the pre3–pre5 states. This motion correlates with that of the 30S
subunit part of cluster 7, which in turn is moved by 30S subunit rotation,
thereby connecting tRNA translocation to intersubunit rotation.
Notably, clusters 2 and 9 at the periphery of the intersubunit surface
together maintain strong interactions throughout all states, despite a large-
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Figure 5.13: Dynamics of intersubunit contacts. (A) Clusters of
residues contributing to intersubunit contacts (colored surfaces) between the
50S and 30S subunits (gray); key clusters are labeled by numbers and by the
conventional bridge names [12]. (B) Binding enthalpies between 50S and 30S
subunits (top) and contributions of individual clusters 1–9 during transloca-
tion. Note that due to entropic compensation and electrostatic shielding, the
interaction free energies that determine affinity are weaker typically by 2–3
orders of magnitude. (C) Changes in intersubunit contacts during tranloca-
tion; pivot points are indicated for head (yellow) and body rotation (green).
(D) Clusters 2 (green) and 9 (blue) form a ‘track glider‘. Residues forming
intersubunit contacts are marked as black circles. The outlines of the 50S and
30S subunits are shown in black, with post1 state as reference (red outline).
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cluster bridge 30S residue 50S residues
1 B2a, B2b 16S (1406-1411, 1491-1497, 1517), S12 (37-
38, 40, 43, 48)
23S (1911-1920, 1932)
2 B1b S13 (1-11, 22, 24, 46-49, 52-54, 56-67, 69-
71, 73-78)
L5 (107-110, 112-113, 115-116,
132-148, 177), 23S (882-884, 890,
2306), L1 (98)
3 B4 S15 (35, 39, 42-44, 46, 49, 52-53, 55-56, 59,
62-63, 85-88), 16S (762, 764)
23S (710-717)
4 B5, B3 16S (1418-1420, 1483-1485) 23S (1768, 1947-1950, 1958-1962),
L14 (44, 54)
5 16S (50, 52-53, 317, 337-340, 1481) L14 (13-14, 49-51, 97-98, 100, 114)
6 B8 16S (160, 341, 344-349) L14 (105, 108, 110, 113, 118-119,
121-123), L19 (33-36, 38, 40-41)
7 S7 (128-133, 135-136, 138, 141-142, 148) 23S (2113-2117, 2147-2148, 2167)
8 16S (1431-1433, 1463-1468) L19 (62, 64-65, 103-108, 110)
9 B1a S13 (72, 80-83, 88, 90-92), S19 (23, 27, 29,
45, 47, 58-60, 62-65, 68, 73, 78-81)
23S (885, 888-889, 891), L5 (111,
114, 178)
10 S6 (14, 24, 27, 77-83) L2 (119-123, 125, 129, 133-139,
166, 168-169, 191-192)
11 16S (1440-1444, 1461-1462) L19 (24, 43, 84-88, 111-114)
12 B7a 16S (702-703) 23S (1846-1849, 1894-1895, 2097,
2099-2100, 2191)
13 B6 16S (1426, 1474-1476) 23S (1688-1690, 1700-1702, 1766,
1987-1988)
14 S11 (11-12, 37, 74-75, 79), 16S (709) 23S (2139-2145, 2182-2185), L9
(75, 122-126, 128-129, 143)
15 16S (1470-1473) L14 (17-18), 23S (1989), L19 (66)
16 16S (711-714) L2 (162, 164-165, 174, 180, 270)
17 16S (679-681, 710, 777) L2 (172, 267-269, 271-272)
18 B2b 16S (783-784) 23S (1835-1837)
19 16S (775-776) L2 (176)
20 B6 16S (1428-1430) 23S (1703-1705)
21 B7b 16S (771-773) L2 (4, 14-16, 160, 201), 23S (1793)
22 16S (810, 899) 23S (1693, 1830-1831), L2 (10, 13)
23 S6 (72-73, 76) L2 (124)
24 B5 16S (1421-1423, 1480) L14 (45-48, 53)
25 16S (270-271, 1438-1439) 23S (1747-1751)
26 16S (342-343) L14 (116-117, 120)
27 16S (682-683) 23S (2192-2194), L9 (91)
28 16S (1516) 23S (1931)
29 B1a S13 (79, 93, 113), S19 (26, 55) 23S (887), L11 (91, 94)
30 16S (790-791) 23S (1921-1922)
Table 5.3: Clusters of intersubunit contacts. Intersubunit contact clus-
ters with the 30S and 50S residues, compared to the bridges previously de-
scribed by Yusupov et al.[12].
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scale rearrangement of the ribosome which would move the centers of these
bridges by more than 35 . This is achieved by a strategy different from both
the stepping and the sliding mechanisms discussed above for tRNA trans-
port. These clusters, mainly consisting of proteins L5 and S13, also differ
from the others in their shape, with the long stretch of residues located tan-
gentially on the periphery of the 30S subunit, and a compact contact area on
the 50S subunit. During the transition from the pre1 through post3 states
(Fig. 5.13D), the contacts of the 50S subunit shift along the residues of the
extended cluster on the 30S subunit synchronously to the 30S body rotation,
whereas on the 50S subunit these interactions remain local, involving the
same residues throughout the cycle, thereby resembling a glider (on the 50S
subunit) moving on a track (composed of the 30S subunit residues). By com-
bining the rather rigid components of the above stepping mechanism with
the continuity of the sliding mechanism, this track glider strategy not only
ensures the stability of the complex throughout the whole translocation cycle,
but also explains why removal of S13 results in defective subunit association
[154].
5.4.8 tRNA-50S-30S interactions stabilize high rota-
tion states
The maximum head tilting and body rotation angles at ∼20◦ and ∼15◦,
respectively (Fig. 5.5, substate pre5b) correlate with strong interactions in-
volving L1-stalk (cluster 7) and L5 (cluster 2, 9), both between the subunits
(Fig. 5.13B) and with the tRNAs (Fig. 5.5, blue and light blue bars). This
result suggests that removal of the tRNAs would weaken also these intersub-
unit interactions and therefore reduce the stability of highly rotated states.
This notion is further supported by MD simulations of ribosomes from which
the two tRNAs were removed, indicating that in the absence of tRNAs the
intersubunit interactions at clusters 2 and 9 are weakened and the 30S sub-
unit body rotation angles are decreased (Fig. 5.14A,B,C). In agreement with
the MD simulations, cryo-EM analysis of ribosome conformations in the ab-
sence of tRNAs indicates markedly reduced frequencies of high body rotation
angles (Fig. 5.14D). A similar effect should be observed upon weakening of
the intersubunit interactions, e.g., by mutation of charged L5 residues R109,
R111, D143, D146 to uncharged residues. Indeed, mutations of corresponding
residues in yeast affect translational fidelity [155].
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Figure 5.14: Effect of the tRNAs on the large-angle 30S body ro-
tations. (A, B) Histograms of intersubunit binding enthalpy for clusters 2
and 9 calculated from simulations of the pre5b structural model with (red
bars) and without tRNA (green bars). (C) Histogram of respective rotation
angles. The arrow marks the angle of the starting structure as reference. In-
set: Schematic of the tRNA-L5-S13 interaction network. In the presence of
the tRNA, proteins L5 and S13 are in contact via clusters 2 and 9, stabilizing
the rotated state; in absence of tRNAs the intersubunit interaction is weaker
leading to a destabilizing the rotated state. (D) Histogram of 30S body ro-
tation angles derived from cryo-EM analysis of ribosomes in the absence of
tRNAs (green bars) compared to those of states pre1 to pre5 (blue bars).
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5.5 Summary and Conclusions
By combining X-ray crystallography and cryo-EM data with the flexible fit-
ting protocol DireX and extensive MD simulations, 25 structures of translo-
cation intermediates at near-atomic resolution were determined and 100 ns
dynamics for 13 states were calculated using subsequent MD simulations.
This hybrid approach was validated by comparison to recent crystal struc-
tures. From an analysis of the fluctuations observed in the simulations, rates
for transitions between states were estimated for the large-scale motions of
the two tRNAs, the L1-stalk and rotations of 30S head and body in reference
to the 50S subunit (Figs. 5.5 and 5.8).
The estimated rates for 30S head and body rotations and for the L1-stalk
motion are faster than 1/µs, except for the pre2 to pre4 transition and the
pre5 to post1 transition which are known to be rate-limiting for translocation
[27]. This suggests that these large-scale motions are not rate-limiting for the
remaining transitions. In contrast, for the motions of the tRNAs, we found
an abundance of high barriers rendering the tRNAs as rate-limiting for these
transitions.
The observation of tRNA motions as rate-limiting for most transitions
during translocation, suggested that one way to accelerate this process would
be to specifically lower barriers for tRNA motions. The question addressed
here is: Does the ribosome employ mechanisms to lower these barriers? The
stable contacts between tRNAfMet and the L1 protein (Figs. 5.5 and 5.10)
when the tRNA moves first from the P/E hybrid state (pre3–pre5) to the
E site (post1–post2) and then out of the E site (post3) as well as the large-
scale L1-stalk motion, render the L1-stalk a promising candidate for actively
lowering tRNA motion barriers. Indeed, the dependence of the binding en-
thalpy between the L1-stalk and the tRNA on their mutual distance leads
to the conclusion that the L1-stalk actively pulls the tRNA instead of being
pushed by the tRNA (Fig. 5.9). Additionally, the tRNAs were found to have
a fast short-timescale diffusion constant compared to free diffusion in olive
oil, leading to a large barrier crossing attempt rate of 1/(20 ns) which is,
besides lowering barriers another prerequisite for rapid transitions between
states.
Further, two ribosomal proteins guide the movement of tRNAs through
the ribosome by different mechanisms. First, protein L16 presents two dis-
tinct binding patches to the tRNAs which allows for precise tRNA positioning
in the A and P sites (Fig. 5.10). Second, the P-site loop of protein L5 flexibly
adapts to the tRNA moving through the P site (Fig. 5.10), thereby keeping
the binding enthalpy to the tRNA rather constant and, as a consequence,
lowering the barriers for tRNA motion.
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Finally, the tRNAs adopt different conformations inside the ribosome as
compared to tRNAs in solution (Fig. 5.11). By this restriction to a cer-
tain region in phase space, free energy is stored in the tRNA conforma-
tions (Fig. 5.12), which might be used to overcome barriers between different
translocation states and to finally dissociate the tRNA from the ribosome.
Next, the question of how the observed fast transition rates for the large-
scale rotations of the 30S head and body are achieved was addressed. To
that aim, residue-residue contacts between subunits were extracted from the
simulations and subsequently clustered into groups. This clustering captured
the intersubunit interaction sites (bridges) known from previous structural
work [12] (Fig. 5.13A), and additionally allowed to describe the dynamics
of formation and disruption of contacts during the intersubunit rotations.
The overall binding enthalpy between the two subunits remains rather con-
stant (Fig. 5.13B). If we assume that, due to entropic compensation and
electrostatic shielding, the binding free energies that determine the affinity
are proportional to the binding enthalpy, this would mean that the binding
free energy is similar in different states of rotation.
The rather constant binding free energy allows the subunits to remain
associated despite large-scale rotations and implies low barriers between the
states, leading to the observed fast transition rates. The similarity of binding
enthalpy for different rotation angles, despite the large mutual displacement
of contact clusters which are located far away from the rotation axis, is
achieved by a change in contact partners (Fig. 5.13C). In particular, the
localized 50S part of clusters 2 and 9 consists of few residues involved in
contacts in all states of rotation which glide along the extended 30S part of
the clusters thereby switching contact partners (Fig. 5.13D).
The largest rotation angles for 30S head tilting and body rotation were
observed in the pre5b state (Fig 5.5). Further, clusters 2 and 9 both strongly
interact in this state, thereby stabilizing the large rotation angles (Fig 5.13B).
In the same state, tRNAVal is in contact with protein L5, whose residues form
the 50S part of clusters 2 and 9, suggesting that the tRNA-L5-30S interaction
network stabilizes large rotations. Indeed, after removal of the tRNAs in
additional MD simulations, the binding of the clusters weakened and the
angle values decreased. Subsequent cryo-EM experiments showed a lower
probability for large body rotation angles for empty ribosomes compared to
tRNA-ribosome complexes in the pre states, which is in agreement with the
simulations.
The presented approach which combines atomistic crystal structures of
the ribosome with cryo-EM data using MD simulations has contributed to the
understanding of ribosomal translocation at near-atomic resolution on vari-
ous timescales: The 100 ns dynamics of ribosome within the individual states,
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the estimated rates for transitions between the states in the sub-microsecond
time scales, and finally structures of translocation intermediates describing
the whole pathway of tRNA translocation through the ribosome. The simula-
tions allowed to characterize driving forces and mechanisms to lower barriers
for tRNA translocation and to fine tune the affinity between the two sub-
units during large-scale rotations. Besides having rationalized the effects of
several existing mutations affecting translation and translocation rates, the
detailed knowledge of residue-residue contacts will enable directed mutage-
nesis studies stabilizing and destabilizing interactions in specific states, thus
altering translocation kinetics, which will lead to a detailed understanding
of the process of tRNA translocation.
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In this thesis, data obtained by X-ray crystallography and cryo-EM were
combined with MD simulations to elucidate the dynamics and driving forces
of macromolecular complexes. The functions of two complexes, the downreg-
ulation of neurotransmitter release by the SNARE complex under oxidative
stress and the translocation of tRNAs through the ribosome, were investi-
gated.
In the first part of this thesis, I tested the hypothesis that the oxidation
of two cysteines on the SNAP-25B linker and consequent disulfide bond for-
mation shortens the linker sufficiently such that SNARE complex formation
is hindered. For this purpose, MD simulations of the SNARE complex with
and without the disulfide bond were compared.
In the simulations, the formation of the disulfide bond led to a reduced
flexibility of the linker and induced conformational changes at the end of the
linker, more than 10 nm away from the disulfide bond. The four SNARE
domains comprising the SNARE complex are associated by the formation
of central hydrophobic layers. In the simulations including the disulfide
bond, kinking of the two SNAP-25B SNARE domains and marked con-
formational changes in three specific layers were observed. Mutations of
residues contributing to these layers have been shown to reduce neurotrans-
mitter release [86], which suggests that the stability of these layers is crucial
for SNARE complex formation. These results support the hypothesis that
a small chemical change, the disulfide bond formation, leads to a destabi-
lization of the whole macromolecular SNARE complex and thus renders it
dysfunctional. The presented mechanism might be a chemomechanical regu-
lation to shut down neurotransmitter release under oxidative stress. Oxida-
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tive stress and reduced levels of synaptic transmission have been linked to
early stages of neurodegenerative diseases [35], rendering the understanding
of this mechanism important for the elucidation of the molecular basis of
neurodegenerative diseases.
The second focus of this thesis is the process of spontaneous tRNA translo-
cation through the ribosome which takes place on the order of minutes [26].
Here, initially, structures of the ribosome bound to tRNAs in translocation
intermediate states at near-atomic resolution were obtained from refinement
of a model based on crystal structures [13, 14] against 3d cryo-EM reconstruc-
tions representing pre- and post-translocation states [27]. MD simulations,
starting from the refined structures, capture the 100 ns time dynamics and
the energetics of the ribosome within the respective states. The small devia-
tion (RMSD< 5 Å) of our late pre-translocation model from a recent crystal
structure of a ribosome with highly rotated subunits [15] suggests a similarly
high accuracy for the other models of translocation intermediates.
Individual rates for transitions between the different states were estimated
from the fluctuations within the 100 ns simulations for the most prominent
motions of ribosomal components during translocation. Notably, the large-
scale intersubunit rotations and the movement of the L1-stalk were found to
be intrinsically rapid. Slow transition rates were only seen for two transitions
giving independent support for barriers identified earlier [27]. In contrast to
these rapid motions, the motion of the tRNAs was found to be rate-limiting
for most transitions between states, suggesting that efficient translocation
relies on mechanisms which lower barriers for tRNA motion.
The results suggested several novel mechanisms facilitating translocation
by lowering barriers affecting tRNA motion. The L1-stalk moves into the ri-
bosome and forms contacts with the P-site tRNA and subsequently pulls the
tRNA to the E site. The ribosomal proteins L5 and L16 of the large subunit
interact with the tRNAs according to specific thermodynamic and functional
requirements. To precisely position the tRNAs in the A and P site, which
is needed for the peptide transferase activity, L16 presents two charged con-
tact patches to the tRNAs. The P-site loop of protein L5 flexibly adapts to
the tRNA, allowing the tRNA to “slide” across the P site. These interac-
tions involve the charged backbone of the tRNA, rendering them sequence-
independent which allows the ribosome to similarly process different tRNA
species. Further, rapid short-timescale diffusion of the bound tRNAs leads
to a high attempt frequency increasing the tRNA transition rates. Finally,
free energy was found to be stored in the tRNA conformations by restrictions
of the phase space accessible to the tRNAs due to ribosomal environment.
The release of this conformational free energy could be used as a mechanism
to overcome barriers and facilitate tRNA dissociation from the ribosome.
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During translocation, the ribosome undergoes large-scale intersubunit ro-
tations. The affinity between the subunits needs to be finely balanced in order
to keep the subunits associated and to allow dissociation after termination.
Additionally, the affinity needs to be sufficiently constant for different rota-
tional states to avoid the imposition of large free energy barriers for rotation,
which would slow down translocation. To address the question of how the
affinity is balanced, clusters of residue–residue contacts between the subunits
were obtained from the simulation. These independently derived clusters in-
clude the previously described groups of contacts (intersubunit bridges) [12].
A complex interplay of the clusters, including formation and rupture of con-
tacts, ensures that the overall binding enthalpy shows only small fluctuations
across the different states. In particular, for clusters far away from the pivot
points, a high level of contact partner change was observed. The 50S part of
clusters 2 and 9 was found to move like a glider on a track, formed by the ex-
tended 30S part of these clusters. In this way, strong, balanced interactions
are maintained throughout translocation.
A network of interactions between the A-site tRNA, the 50S protein L5
and the 30S protein S13 was seen for the state with the highest 30S body
rotation. The hypothesis that this network stabilizes the highly rotated state
was supported by MD simulations of the same state after removal of the
tRNAs, where the interactions between L5 and S13 weakened and the body
rotation angles decreased. In agreement with this hypothesis, subsequent
cryo-EM analysis of the empty ribosome showed a decreased probability for
high rotation states.
The approach of combining data from X-ray crystallography and cryo-EM
with extensive MD simulations applied in this thesis has allowed to elucidate
an abundance of phenomena concerning the function of macromolecular com-
plexes.
It has been shown, that small changes, e.g., disulfide bond formation, can
affect the stability and consequently the function of macromolecular com-
plexes. This allows the regulation of the activity as a reaction to changes of
the (chemical) environment. This regulatory mechanism serves as an exam-
ple of the necessity to study these systems at atomic detail.
Going beyond simulations based on single structures, we have here for
the first time addressed a molecular machine of the size of the ribosome
by combining data from X-ray crystallography and cryo-EM with extensive
MD simulations. This combination enabled us to obtain a unified picture
of the functional dynamics of this molecular machine at very different time
scales: The time scale of the entire process described by different states
obtained from experiment, here, on the order of seconds and the time scale
of dynamics within states which are addressed by MD simulations. The
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combined information allows to describe dynamics in terms of Markov states
and rates even for large macromolecular complexes.
Using the obtained transition rates, it was shown that the sequence of
states purely derived by structural similarity, even when obtained from non-
atomic resolution structures, gives a good indication for the most probable
pathway during translocation. The good agreement between structural and
kinetic sequence can be investigated for other macromolecules applying the
presented techniques. This allows to directly conclude a probable kinetic
sequence of states from single cryo-EM experiments.
The motions of components of the complex which limit the rate for a
certain transition between states were identified on the basis of the obtained
individual transition rates. Driving forces and key interactions, which are
determinants for efficient function of the complex, were revealed, knowing
which motions limit the rates. The mechanisms for lowering free energy
barriers and for fine-tuning affinity across the intersubunit surface, identi-
fied in this thesis, might have developed similarly in other macromolecular
complexes.
Finally, our results suggest a number of experimental tests and, further,
suggest new experimental directions. The effects of the possible key inter-
actions between the tRNAs and the ribosome can be evaluated, e.g., with
mutagenesis experiments. Mutations of residues involved in contacts which
were found to be specific for certain states can be used to either stabilize or
destabilize the ribosome in these states. Finally, the obtained near-atomic
structures of translocation intermediates allow to (re)interpret FRET effi-
ciency measurements.
6.2 Outlook
Despite the wealth of information obtained in this thesis, the sheer size of the
complexes, combined with the slow time scales at which functional processes
occur, posed — and still poses — a number of challenges and raises several
caveats, the most pressing of which are summarized here.
The first caveat is the limited simulation times of ∼500 ns and 100 ns
for each state of the SNARE complex and the ribosome, respectively, is not
sufficient to capture the full dynamics within all of the states. Therefore,
extended simulations will help to improve the accuracy of the results pre-
sented in this thesis. This is especially true for the rough first estimates of
the transition rates and the conformational free energy.
Secondly, the 100 ns dynamics were obtained for 13 out of 50 transloca-
tion intermediate states resolved by cryo-EM [27]. These states were chosen
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according to high population (low free energy) and structural diversity to
capture as much of the translocation dynamics as feasible. However, in-
cluding the remaining states will improve the sampling of the free energy
landscape for translocation. Further, transition states cannot be resolved
by cryo-EM due to small number of images capturing the ribosome in these
states. Therefore, other methods are necessary to investigate complete tran-
sition pathways.
Further, electrostatic interactions were found to be crucial in the simula-
tions which is in line with the known sensitivity of ribosomal structure and
function to the ion concentration of the surrounding medium, most notably
of magnesium ions [156–159]. The magnesium ions resolved in the ribosome
crystal structure [14] were included in the simulations. The distribution of
the remaining ions is not fully equilibrated, due to the long residence time of
magnesium ions near RNA molecules which is on the order of µs [160]. Fur-
ther, their direct effects on the mechanisms identified in the thesis were not
analyzed. E.g., since most of the intersubunit contact clusters include nu-
cleotides, these clusters could be additionally stabilized by magnesium bind-
ing. Future work will address the role of ions, first, by identifying binding
sites near the ribosome structure and, second, by calculating their contribu-
tion to the binding enthalpy of tRNAs and ribosomal components as well as
of the two ribosomal subunits.
6.2.1 Free energy landscape of translocation
As a first step, the estimation of rates for transitions between translocation
intermediates was based on a quasi-harmonic analysis of the fluctuations
observed in the simulations. The next step to improve the estimations and
to sample transition pathways as well as the free energy landscape along
these pathways, two independent approaches are being developed together
with Andrea Vaiana and Carsten Kutzner: Gutter dynamics and a method to
carry out MD simulations targeting cryo-EM maps. Applying these methods
to all pairs of states would allow us to go one step further towards elucidating
the complete free energy landscape of spontaneous translocation.
In gutter dynamics, the system is driven from state A towards state B
by adding a harmonic potential to the force field, restraining the dynamics
of the system along the difference vector between the structures representing
states A and B. This allows the system to move freely in all other directions.
In the course of the simulation the minimum of the additional potential is
shifted along the difference vector from state A to state B. Since states A
and B are local free energy minima the trajectory is expected to end up close
to the structure representing state B.
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A second method to sample a transition pathway from state A to state
B with targeted MD would be to drive the system from the cryo-EM map
representing state A to the map representing state B. To that aim, a potential
which depends on the correlation coefficients of a map generated from the
coordinates of the system with the cryo-EM maps of states A and B would
be added to the force field.
Since the time scales that can be addressed with MD simulations for
large macromolecular complexes are short in comparison to typical transition
times, a careful check for convergence of the targeted simulations is necessary.
For both methods, the convergence can be checked by moving the system
from B towards A which should lead to a similar pathway. Another check
is to start an unbiased simulation from the final coordinates to see if they
represent a stable state or if the simulation quickly drifts away.
The potential of mean force can be estimated by combining the umbrella
sampling simulation method [161] along the obtained transition pathway with
weighted histogram analysis methods (WHAM) [162]. The potential of mean
force would further improve the estimations of the transition rates and the
structural pathways would lead to a more complete picture of translocation.
6.2.2 Conformational free energy of the complete tRNA
cycle
In this thesis, a first estimate of the conformational free energy of tRNAs
bound to the ribosome is presented. Since the ensembles of conformations
adopted inside the ribosome show little overlap with the ensembles of the
tRNAs in solution, the estimate based on the fluctuations in the simulations
is rough.
Umbrella sampling simulations along the difference vector between the
averaged conformation of the tRNA in solution and the bound conformation,
will markedly improve the estimate of the stored conformational free energy.
Further, the analysis of the conformational free energy of the tRNAs
during translocation will be extended to the complete cycle tRNAs undergo.
To this aim, the conformations of the tRNAs within the ternary complex, i.e.
bound to EF-Tu and GTP [95], and the conformations of the tRNAs within
the ternary complex bound to the ribosome [97] will be taken into account.
The increased accuracy and the extended set of bound conformations
will allow us to identify where in the tRNA cycle the tRNAs are loaded
with conformational free energy and where this energy is released. This will




The combination of approaches here exemplified for the E.coli ribosome
should of course be applicable to other molecular machines. Although sys-
tems that have been characterized both structurally and biochemically to
a comparable detail are rare, Marina Rodnina and Holger Stark have re-
cently succeeded in obtaining cryo-EM reconstructions of the ribosome-selB
complex.
SelB is a specific translational elongation factor that helps to incorporate
the non-standard amino acid selenocysteine which occurs in dozens of pro-
teins called selenoproteins [163]. Selenocysteine is not directly encoded by
an mRNA codon. It is encoded by a UGA codon and a characteristic down-
stream mRNA nucleotide sequence (SECIS element). The selenocysteine is
delivered to the ribosome by a specialized tRNA (Sec-tRNASec) [164], which
is bound selB and GTP, forming a ternary complex.
From MD simulations of the refined structure in different states, key in-
teractions, correlated motions and kinetics will be determined. In particular,
this study will allow us to investigate how the interactions of selB with the
ribosome differ from those of elongation factor EF-Tu and how the signal
of SECIS element recognition by selB domain IV is transfered to the selB
GTPase center.
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[7] K. Wüthrich. Protein structure determination in solution by nmr spec-
troscopy. J. Biol. Chem., 265(36):22059–22062, Dec 1990.
[8] I. Vidovic, S. Nottrott, K. Hartmuth, R. Lührmann, and R. Ficner.
Crystal structure of the spliceosomal 15.5 kd protein bound to a u4
snrna fragment. Mol. Cell., 6(6):1331–1342, 2000.
[9] C. Gibbons, M. G. Montgomery, A. G. Leslie, and J. E. Walker. The
structure of the central stalk in bovine f(1)-atpase at 2.4 a resolution.
Nat. Struct. Biol., 7(11):1055–1061, 2000.
[10] S.R. Solmaz, R. Chauhan, G. Blobel, and I. Melcak. Molecular ar-




[11] P. Sampathkumar, T. Gheyi, S.A. Miller, K.T. Bain, M. Dickey, J.B.
Bonanno, S.J. Kim, J. Phillips, U. Pieper, J. Fernandez-Martinez, J.D.
Franke, A. Martel, H. Tsuruta, S. Atwell, D.A. Thompson, J.S. Em-
tage, S.R. Wasserman, M.P. Rout, A. Sali, J. M. Sauder, and S.K.
Burley. Structure of the c-terminal domain of saccharomyces cere-
visiae nup133, a component of the nuclear pore complex. Proteins,
79(5):1672–1677, 2011.
[12] M.M. Yusupov, G.Zh. Yusupova, A. Baucom, K. Lieberman, T.N.
Earnest, J.H.D. Cate, and H.F. Noller. Crystal structure of the ri-
bosome at 5.5 angstrom resolution. Science, 292(5518):883–896, 2001.
[13] Y. Gao, M. Selmer, C. Dunham, A. Weixlbaumer, A. Kelley, and V. Ra-
makrishnan. The structure of the ribosome with elongation factor g
trapped in the posttranslocational state. Science, 326(5953):694–699,
2009.
[14] W. Zhang, J.A. Dunkle, and J.H.D. Cate. Structures of the ribosome
in intermediate states of ratcheting. Science, 325(5943):1014, 2009.
[15] J.A. Dunkle, L. Wang, M.B. Feldman, A. Pulk, V.B. Chen, G.J.
Kapral, J. Noeske, J.S. Richardson, S.C. Blanchard, and J.H.D. Cate.
Structures of the bacterial ribosome in classical and hybrid states of
trna binding. Science, 332(6032):981, 2011.
[16] R.B. Sutton, D. Fasshauer, R. Jahn, and A.T. Brunger. Crystal struc-
ture of a snare complex involved in synaptic exocytosis at 2.4 å reso-
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[30] G.F. Schröder, A.T. Brunger, and M. Levitt. Combining efficient con-
formational sampling with a deformable elastic network model facili-
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