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SUMMARY 
Previously applied hierarchical models have assumed conditional independence, 
based on three independence assumptions, with a consequence that units are 
uncorrelated and subunits within units are positively correlated. This paper 
demonstrates that these independence assumptions can be relaxed to yield 
hierarchical models with more general covariance properties. A theorem 
demonstrates that, using minimal assumptions on the distributions and moments, 
the marginal covariance is a simple function of the first- and second-stage 
correlation and variance parameters. This approach introduces greater 
flexibility into the hierarchical structure, and allows for randomized block 
models that can have negative covariances. 
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1. Introduction 
There are many statistical problems for which information is available 
from multiple units that are similar, and for which the combining of this 
information from the multiple units is advantageous. Examples of such 
problems are meta-analysis, blocking designs, and models based on a mixture or 
compound distribution. For these problems, variability among units as well as 
within units is expected. Two-stage hierarchical models are a useful way to 
approach these problems because these models allow the specification of 
parameters both within and among units. 
Hierarchical models that have been applied in the literature have been 
assumed to be conditionally independent. This conditional independence is 
based on three independence assumptions. First, subunits within each unit are 
conditionally independent given the unit effects. Second, subunits in 
different units are conditionally independent. Third, units are independent. 
A consequence of these assumptions is that units are uncorrelated and that 
subunits within units are positively correlated (Kass and Steffey, 1989). 
Although these conditionally independent hierarchical models are 
reasonable for many problems, there are other problems for which the 
specification of more general covariance properties is desirable. One example 
of such problems is an animal experiment with litters as blocks for which 
competition is expected within the litters. Another example is a blocking 
experiment for which the blocks are expected to be correlated because of 
clustering of the blocks due to some factor not modeled. 
This paper demonstrates a class of hierarchical models with more general 
covariance properties. A theorem demonstrates that, using minimal assumptions 
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on the distributions and moments, the marginal covariance is a simple function 
of the first- and second-stage correlation and variance parameters. 
Covariance properties, a possible elaboration, and implications of these 
models are presented. Two randomized block models are developed that allow 
for negative covariances; these models are alternatives to the one given by 
Hocking (1985). Results from the literature are brought together to show how 
covariances behave under non-linear transformations. Two applications are 
then presented. 
2. Covariance in a Hierarchical Model 
2.1 Theorem 
We begin with a theorem specifying a general covariance structure in a 
two-stage hierarchical model with a two-parameter density at each stage. Let 
f be the first-stage density of a two-stage hierarchical model. Let Y1 and Y2 
be two observations from f with possibly different mean and variance 
parameters. The parameters 81 , af, and p are, respectively, the means, 
variances, and correlation in the first stage. The first stage can be written 
as: 
1) 
2 a2, P a~, p) 
with E [ Y d 8 1 , af, p ] 81 
E [ Y 2 1 8 2 , a~ , p ] 8 2 
var [Y2 I82 , a~, p] a~ 
Let ~1 be a second-stage density for 81, With parameters ~' T 2 , ~ that 
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represent, respectively, the mean, variance, and correlation. Let ~2 be a 
second-stage density for ar, with parameters o2 and u. The second-stage can 
be written as: 
2) 01, 02IJ.', r2, ¢- ~1 (OIJ.', 1'2, ¢) 
a1, o2l62 ,v - ~2 (alu,62 -u2 ) 
with E [0 1 IJ.', r 2 , ¢]- E [OziJ.', 1'2 , ¢]- J.' 
var [8 1 IJ.', r 2 , ¢] - var [0 2 IJ.', 1'2 , ¢] - r 2 
corr [8 1 , 82 IJ.', 1'2 , ¢] - ¢ 
E [af 162 , u] 
E [o1 j62 ,u] 
E [a~ I 6 2 , u] 62 
E [ a 2 j62 , v] == u 
E [o1a2 1o2 ,u] - E [a1 162 ,u] E [o2 1S2 ,v] - v 2 
With these assumptions, the theorem then concludes that the marginal 
density has the following mean, variance, and covariance: 
E [Y1 ] - E [Y2 ] - J.' 
var [Yd - var {Y2 ] = o2 + r 2 
cov [Y1 , Y2 ] - pv2 + ¢r2. 
The proof follows directly from repeated use of iterated expectations. 
First, 
E [YtJ 
E [Y2 ] J.' 
Next, using the formula for marginal variances, 
var [Y1 ] - E [var [Y1 I0 1 , of, p]] + var [E [Y1 18 1 , of, p]] 
- E [of] + var [8 1 ] 
- sz + 1'2 
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Similarly, 
var [Y2] = 62 + Tz 
Calculation of the covariance of Y1 and Y2 also uses iterated expectations: 
cov [Y1,Y2] = E [ cov [Y1,Y2I81, 82, a~, a~, p] ] + 
cov [ E [Y1I81, af, p], E [Y2I82, a~, p] ] 
E [pa1a 2 ] + COV [8 1 ,8 2 ] 
pv2 + ~Tz 
Alternately, the covariance of Y1 and Y2 can be calculated as the difference 
of the variances of Y1 and Y2 from the variance of Y1 + Y2 (Frongillo, 1991). 
2.2 Covariance Properties 
Fixing the values of the correlation parameters illustrates the 
covariance properties of these models. Consider a setting where the 8's 
correspond to units, and the Y's correspond to sub-units. 
1) p - 0 
If Y1 and Y2 are conditionally uncorrelated, then cov [Y1, Y2] - ~r2 • 
This is the marginal covariance of two random variables when their 
subunits are conditionally uncorrelated but their units are· correlated. 
2) ~ - 0 
If 01 and 82 are uncorrelated, then cov [Y1, Y2 ] - pv2 • This is the 
marginal covariance of two random variables when their units are 
conditionally uncorrelated but their subunits are correlated. 
3) ~ - 1 
If, for example, Y1 and Y2 have the same conditional expectation, then 
cov [Y1, Y2] = pv2 + r 2 . This is the marginal covariance of two random 
variables when their subunits are conditionally correlated and their 
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units are perfectly positively correlated. 
4) ~ = 0 and p = 0 
If 81 and 82 are uncorrelated and Y1 and Y2 are conditionally 
uncorrelated, then cov [Y1 , Y2 ] - 0. This is the marginal covariance of 
two random variables when their subunits are conditionally uncorrelated 
and units are uncorrelated. An example of this situation is the 
classical randomized block design, where Y1 and Y2 are from different 
blocks. 
5) ~ - 1 and p - 0 
If, for example, Y1 and Y2 have the same conditional expectation and Y1 
and Y2 are conditionally uncorrelated, then cov [Y1 , Y2 ] - r 2 • This is 
the marginal covariance of two random variables when their subunits are 
conditionally uncorrelated and units are perfectly positively 
correlated. An example of this situation is the classical randomized 
block design, where Y1 and Y2 are from the same block. 
We state some other properties of these models. Since cov [Y1 , Y2 ] - pv2 
+ ~r2 and -1 s p, ~ s +1, cov [Y1 , Y2 ] can be positive or negative. Since 
var [Y1 + Y2 ] - 2(62 + pv2 ) + 2r2 (1 + ~) and -1 s p, ~ s +1, this variance can 
take on values between 2(6 2 - v2 ) (when both p and ~ are -1) and 2(62 + v2 ) + 
4r2 (when both p and~ are +1). For a single observation, Y1 , the 
unconditional or marginal variance (62 + r 2 ) is always greater than or equal 
to the conditional variance (62). Likewise, for the sum, Y1 + Y2 , the 
unconditional variance is always greater than or equal to the conditional 
variance of the sum. However, the unconditional variance of the sum, Y1 + Y2 , 
can be smaller than the conditional variance of Y1 if p < 0. 
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The preceding theorem and analyses assumed that there was no second-stage 
distribution on p, i.e., p- E [p] with probability 1. An elaboration would 
assume: Pl7,r- ~3 (7,r) withE [PI7,r] - 7, var [PI7,r] = r. Then, each Y 
could be conditional on a different p, with the p's tied together with this 
prior. 
3. Randomized Block Models 
The usual randomized block model arises from a hierarchical model and is 
given by 
i-l, ... ,t; j-l, ... ,b (3.1) 
where Pi refers to the ith of t treatment means, BJ refers to the jth of b 
block means, and eiJ refers to the random error for the ith treatment and jth 
block combination. Combined with the usual error assumptions 
YiJIPi• BJ, u2 - N (JJi + BJ, u2 ) uncorrelated 
BJir2 - N (0, r 2 ) uncorrelated 
this specification results in the marginal distribution 
YiJ I Pi • 0'2 , r 2 - N (Pi, u2 + r 2 ) 
with covariances 
cov [Yij' ykj I JJd 
cov [YiJ• YikiPd 0 
same block 
different block 
In this model, since r 2 is a variance, the marginal covariance must be 
positive or zero. 
Hocking (1985, p. 325) gives an alternate specification that allows the 
covariance, defined as a, to be negative. This specification does not give a 
model as in (3.1), but rather gives the following expectations and 
covariances: 
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E [YiJ I I'd - l'i 
var [YiJ I I'd - a2 + a 
cov [YiJ, ykj I Pi] a same block 
cov [YiJ, yik I Pi] 0 different block 
This specification has two disadvantages. First, it cannot arise from a 
hierarchical model because, if a is negative, then the marginal variance is 
less than a 2 • Second, this specification has negative marginal variance if a 
is negative and lal > a 2 • 
A hierarchical model that allows for negative covariance is one in which 
the correlation within blocks is non-zero. This model does not have the 
disadvantages of Hocking's alternate specification. This model is the same as 
(3.1), but with different distributional assumptions: 
i-l, ... ,t; j-l, ... ,b 
Ytjll'i• Bj, a2, p - N (Pi + Bj, a 2) 
with corr (YtJ• ykjll't· Bt, a2, p) p 
and corr (Ytj, Ykmll't• Bt, a2, p) 0 
Bj IT 2 - N (0, T2) uncorrelated 
This specification results in the marginal distribution 
Ytjll't,a2, 1'2, p- N (J.&t, a2 + 1'2) 
and covariances 
(3.2) 
0 
same block 
different block 
The same-block covariance is less than 0 when 
0 > p a2 + 1"2 
-p a2 > 1"2 
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p < 
Note that p cannot be negative if T 2 > a2 ; this restriction of the range of p 
is a consequence of the hierarchical structure. An application of this model 
follows in section 5. 
Another hierarchical model that allows for negative covariance is one in 
which, ~. the block correlation in the second stage is negative rather than 
zero: 
i-1, ... , t; j -1, ... , b (3.3) 
Then, the marginal distribution is 
and the covariances are 
same block 
different block 
This model differs from that of Hocking in that the.marginal variance is 
always positive and is greater than the first-stage variance in this model. 
The correlation ~ can not be less than -1/(b-1) under the assumption of 
compound symmetry (Searle, 1982). An application of this model follows in 
section 6. 
The results of Section 2 have been used to write two randomized block 
models that allow for negative covariances. Both of these models differ from 
the usual model (3.1) only in the distributional assumptions. Model (3.2) 
allows for negative covariances within blocks. This model might be useful in 
analyses in which competition within blocks (e.g., animal litters) is 
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expected. Model (3.3) allows for negative covariances among blocks. This 
model might be useful in analyses in which a factor that relates several 
blocks to each other is not modeled, thereby inducing correlation among 
blocks. Although both of these models allow for negative covariances, the 
hierarchical structure imposes restrictions on the magnitude of negative 
covariances for both models. 
4. Covariance Properties Under Non-linear Transformations 
Restrictions in the range of a correlation parameter have been reported 
by Kupper and Haseman (1978), Paul (1985, 1987), and Prentice (1986) for 
binary data. These authors have developed extensions of the betabinomial 
model for binary data that allow for non-zero correlations within units; each 
of these extended models resulted in a correlation parameter with restricted 
range. A useful aim of further research would be to understand whether such 
restrictions of range in the extended betabinomial models are due to an 
underlying hierarchical model, to the fact that the variance of the binomial 
distribution is a function of its mean, or to both. 
For binary data, a reasonable alternative to the extended betabinomial 
models that allows for non-zero correlations within units is the logit-normal 
hierarchical model. The first stage of this model uses the logistic 
transformation (logit link function), with the transformed variable assumed to 
be normally distributed. The second stage assumes that the first-stage 
location parameter is normally distributed. Results of Lehmann (1966) and 
Esary et al. (1967) can be used to show that the sign of the correlation 
parameter is preserved under the inverse-logistic transformation (see 
Appendix). That is, if we assume that Z1 and Z2 are distributed bivariate 
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normal and that Yi = k(Zi) = exp(Zi)/(l+exp(Zi)) for i=l,2, then corr(Z1 ,Z2 ) ~ 
0, if and only if corr(Y1 ,Y2 ) ~ 0. 
For random variables that are distributed bivariate normal on the logit 
scale, the magnitude of the correlation on the binomial scale will be less 
than that on the logit scale (Lancaster, 1957). Lancaster's theorem on the 
magnitude of the correlation applies to all transformations that result in 
finite variance. Lancaster's result is consistent with other results that 
correlations among non-normal random variables do not achieve the theoretical 
bounds of -1, 1 commonly understood for correlations (Cox and Wermuth, 1992; 
Shih and Huang, 1992). 
5. Application of Model (3.2) to Randomized Block Data 
We apply model (3.2) to data that Hocking (1985, p. 326) modified and 
used to illustrate his alternate specification. This example has 25 data 
points from a design with five treatments and five blocks. The estimates of 
u2 and a in Hocking's specification were, respectively, 8.81 and -0.07. For 
model (3.2), 8.81 is the estimate for u 2 and -0.07 is the estimate for pu2 + 
r 2 • Because there is only one replicate for each treatment and block 
combination, p and r 2 can not be separately estimated. The possible values 
for r 2 and pare: 0 ~ r 2 ~ 8.74, and -1 ~ p ~ -0.0079, indicating a negative 
correlation within blocks in these data. 
6. Application of Model (3.3) to Data on Soup Kitchens in New York State 
We apply model (3.3) using data that Rauschenbach et al. (1990) reported 
from a survey of guests receiving meals at soup kitchens in New York State. 
The purpose of the survey was to determine social, economic, and demographic 
characteristics of the guests. Data were collected from 501 guests, sampled 
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from 28 of the 34 soup kitchens operating in five cities: 
City Soup Kitchens Sampled Total Meals Sampled 
Albany 6 110 
Buffalo 8 155 
'Westchester 7 112 
Rochester 3 44 
Syracuse 4 80 
Meals were sampled in each soup kitchen using random sampling within early-
month and late-month strata proportionate to the population of meals 
previously established by census; a questionnaire was administered to the 
guest served a sampled meal. Soup kitchens from the first three cities were 
sampled in April 1987 and from the last two cities in October 1987. 
Rauschenbach et al. (1990) found substantial variation among soup 
kitchens using a betabinomial model, and, for some variables measured, 
substantial variation as well among cities as estimated by analysis of 
variance. If soup kitchens are regarded as the units and meals as the 
subunits, then one might expect to find a compound symmetric structure because 
of the correlation induced by the fact that soup kitchens are clustered within 
cities. For some variables, because guests with different characteristics may 
choose one soup kitchen over another within a city, a negative correlation 
among soup kitchens might be found. 
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The model for analysis of these data can be written as 
1) Y1JI8 1J,ad- normal(8 1J,ad) 
2) eijlp,r2 ,¢- normal(p,r2) 
corr ( e iJ , e ik 1 p, r 2 , ¢) 
corr(81J,8hkiP,r2 ,¢) 
¢ for j -;. k 
0 for i ~ h. 
The index i refers to city and ranges from 1 to 5. The index j refers to a 
soup kitchen within a city. Y1J is the observed logodds for a binary variable 
representing the response for soup kitchen i,j. Y1J was calculated using the 
empirical logistic transformation: Y1 - ln[(n1p1+0.5)/(n1-n1p1+0.5)], which has 
the property E[Y1 ] - 81 + 0(1/n~); any other choice of constant besides 0.5 
has bias O(l/n1 ) (McCullagh and Nelder, 1989; Cox and Snell, 1989). 81J is 
the true response for soup kitchen i,j, and a 1J is the true variance of that 
response. In this model, the a 1J are assumed to be known. a 1j is the bias-
adjusted variance of a binary variable calculated according to the suggested 
formula of McCullagh and Nelder (1989): a~- (n1p1+0.5)-1 + (n1-n1p1+0.5)-1 • 
Maximum likelihood estimation was implemented using the Maxlik 
applications module of Gauss386, version 2.01-5.00 (Schoenberg, 1990). This 
module provides various iterative routines for doing maximum likelihood 
estimation by maximizing a log-likelihood calculated in a user-written 
procedure. We used the steepest descent and Newton-Raphson routines without 
analytic derivatives. The estimates of the parameters representing the 
overall mean {p), the variance among soup kitchens (r2 ), and the correlation 
among soup kitchens (¢) are presented in Table 1 for ten variables. 
Estimates of the p ranged from -1.762 to 0.065 for nine of the variables; 
these correspond to proportions from 0.147 to 0.484. The other variable, 
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below poverty, had 1.616 as an estimate for~. corresponding to a proportion 
of 0.834. Some of these results were of particular interest because they 
counter prevailing views that soup kitchen guests are predominantly single, 
homeless males. About 1/2 of guests received Food Stamps and about 1/3 
received other public assistance. About 1/5 had a child in the household and 
39% were female. Most (83%) were below the poverty line, but only 18% were 
homeless. 
Estimates of r 2 ranged from 0.109 to 0.499, meaning that the variability 
of soup kitchens across the ten variables differed by a facto! of five. That 
is, the variability for homeless was five times that for Food Stamps, meaning 
that soup kitchens tended to have similar proportions of guests receiving Food 
Stamps, but varying proportions of guests who were homeless. 
For seven of the variables, the estimate for ~ was positive; the seven 
estimates ranged from 0.209 to 0.991. For the other three variables, the 
estimate was negative. The estimate of ~ reported in Table 1 for these three 
variables was from the iteration just prior to that for which the estimate of 
~was less than the theoretical boundary of -0.143 (- -1/7), due to the 
assumption of compound symmetry; this boundary is the reciprocal of one less 
than the minimum number of soup kitchens per city. The interpretation of 
large, positive estimates for the variables receiving Food Stamps and 
receiving other public assistance is that soup kitchens within cities were 
similar on those characteristics. On the other hand, negative estimates for 
the variables having a telephone, having a child in the household, and below 
poverty indicates that soup kitchens within cities were dissimilar on those 
characteristics. Across the ten variables, the estimates of T2 and ~ were 
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correlated 0.56, indicating that variables with greater variability tended to 
be similar among soup kitchens within cities. 
6. Conclusions 
Previously applied hierarchical models have assumed conditional 
independence with a consequence that units are uncorrelated and subunits 
within units are positively correlated. This paper demonstrates that the 
three independence assumptions can be relaxed to yield hierarchical models 
with more general covariance properties. Using minimal assumptions on the 
distributions and moments, the marginal covariance is a simple function of the 
first- and second-stage correlation and variance parameters. This approach 
introduces greater flexibility into the hierarchical structure, and allows for 
randomized block models that can have negative covariances without problematic 
parameters. 
In the soup kitchen example, a three-stage conditionally independent 
hierarchical structure could have been used to describe the study, with the 
three stages being: 1) individuals, 2) soup kitchens, and 3) cities. This 
structure restricts covariances among soup kitchens to be positive, whereas 
the two-stage structure presented in this paper does not have this 
restriction. Another restriction under the assumption of compound symmetry 
did impose a boundary of -1/7 on the correlation parameter ~. 
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APPENDIX 
Lehmann (1966) defined Positive Quadrant Dependence (PQD) as the property 
where, for random variables Z1 and Z2 , 
P(Z1:Sz1 ,Z2:Sz2 ) ~ P(Z1::sz1 )P(Zz:Sz2) V z1 ,z2 • 
Negative Quadrant Dependence (NQD) is defined similarly: 
P(Z1SZ1 ,Z2:Sz2 ) :S P(Z1:Sz1 )P(Z2:Sz2 ) V z1 ,z2 • 
Lemmas 1 and 3 given in Lehmann (1966) and a lemma in Esary et al. (1967) can 
be combined to yield the following set of relations for all non-decreasing 
functions f and g: 
(Z1 ,Z2 ) is PQD ~ [f(z1),g(z2)] is PQD V f,g 
u u 
cov(Z1 ,Z2 ) ~ 0 ~ cov[f(z1),g(z2)] ~ 0 V f,g 
Lehmann, Lemma 1 is the top relation. Lehmann, Lemma 3 is the left and right 
relations. The lemma of Esary et al. is the bottom relation. Lehmann also 
showed that, if (Z1 ,Z2 ) is bivariate normal with cov(Z1 ,Z2 ) ~ 0, then (Z1 ,Z2 ) 
is PQD. This last result means that, if (Z1 ,Z2 ) is bivariate normal, then 
each of the sufficient implications in the above relation become necessary and 
sufficient. 
These results are useful for the logistic transformation. Assume that Z1 
and Z2 are distributed bivariate normal and that Y1 - k(Z1) -
exp{Z1)/(l+exp(Z1)) for i-1,2. If cov(Z1 ,Z2) ~ 0, then cov[k(Z1),k(Z2)] ~ 0, 
i.e., cov(Y1 ,Y2 ) ~ 0, because k(·) is an increasing function. Since (Z1 ,Z2) is 
bivariate normal, then either (Z1 ,Z2) is PQD or NQD. If cov[k(Z1),k(Z2)] ~ 0, 
i.e., cov(Y1 ,Y2 ) ~ 0, then (Z1 ,Z2 ) must be PQD and therefore cov(Z1 ,Z2 ) ~ 0. 
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Table 1. Maximum likelihood parameter estimates for selected 
variables from soup kitchen study. 
Food Stamps 
Other Public Assistance8 
Wages 
Subsidized Housing 
Telephone a 
Female 
Disability 
Child in Household8 
Homeless 
Below Poverty 
Parameter estimates for 
Among-soup-kitchen 
Mean Variance Correlation 
u .,.2 g, 
-0.065 0.109 0.690 
-0.781 0.121 0.991 
-1.023 0.155 0.588 
-1.013 0.115 0.419 
-0.255 0.300 -0.056 
-0.453 0.224 0.118 
-1.762 0.132 0.477 
-1.311 0.165 -0.066 
-1.529 0.499 0.209 
1.616 0.325 -0.088 
a These models did not converge because the estimate of correlation ~ became 
either less than -0.143, the theoretical lower boundary for these data, or 
greater than 1. Yne reported estimates were from the iteration previous to 
the one for which the boundary was encountered. 
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