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We study the coordinated reception amongst multiple base stations (BS) in the uplink cellular system, where each mobile station
(MS) is served by an associated multiple BS set (MBS). Under the individual signal-to-interference-plus-noise ratio (SINR)
constraint per MS, power control and receive beamforming are jointly optimized with adaptive MBS selection to minimize the
total transmit power. An iterative optimization algorithm is presented accordingly. The joint optimization problem is nonconvex
in general, but it can be optimally solved by the proposed algorithm as long as it is feasible. To find the optimum, the proposed
algorithm requires the exhaustive search over all BSs per MS. To reduce the complexity in the large-scale cellular network, we
propose simplified schemes where a subset of BSs is preselected based on the large-scale fading factors. By limiting the search in the
subset, the complexity is reduced significantly. Although the obtained power vector with the simplified algorithm is not optimal,
a performance close to the macronetwork full coordination can be achieved by carefully choosing the sizes of the pre-selected BS
subset and MBS. The significant advantage is proven by simulations.
1. Introduction
Uplink communication in the interference limited cellular
systems is challenging and has been studied for decades. In
the uplink transmission, a mobile station (MS) is not only
constrained by its own available resources, but also bears the
cochannel interferences (CCI) from other interfering MSs.
Transmit power control (TPC) is a conventional technique
to achieve a desired system performance. For the uplink of
code division multiple access (CDMA) systems, TPC was
studied in [1–3], which was utilized to combat the near-
far problem and satisfy a required carrier-to-interference
ratio. Under a fixed MS-to-BS assignment, several centralized
or decentralized algorithms were proposed. Given a certain
signal-to-interference-plus-noise ratio (SINR) requirement
per MS, Yates and Huang reformulated uplink TPC as a
minimum transmission power (MTP) problem [4]. In their
proposal, the BS assignment was considered as another
degree of freedom to achieve higher transmit power eﬃ-
ciency. An iterative optimization algorithm was invented
therein, which was proven to be able to optimally solve
the problem as long as the problem is feasible. This work
was extended to three implementation models in [5]. With
the multiple antenna extension at BSs, the MTP problem
was restudied in [6], where both fixed and adaptive BS
assignments were considered. An interesting result is that the
joint optimization over TPC and the receive beamforming
with either fixed or adaptive assignment can still be optimally
solved by using the similar iterative approaches as those
in [4], provided that it is a feasible problem. Joint TPC
and transmit beamforming problem aiming at the downlink
transmissions was studied in [7–9], where the downlink-
uplink SINR duality and the coordinated transmit beam-
former design based on a semidefinite programming were
considered. Using the downlink-uplink duality, it was shown
that the same SINR can be simultaneously achieved by the
downlink and uplink channels, thereby the joint PC and BS
assignment problem in the downlink can also be eﬃciently
solved by the similar approach [10–12].
Multiple-input-multiple-output (MIMO) communica-
tions have been studied extensively due to increased spec-
tral eﬃciency gains. More recently, the cooperative multi-
BS processing has been shown to achieve further spec-
tral eﬃciency gains in particular for the cell edge users,
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see, for example, [13–15]. A central controller was set up to
collect all information from its connected BSs. By jointly pro-
cessing the received signals from diﬀerent cells, more spatial
diversity and larger received signal strength can be obtained
and meanwhile less CCI. As all connected BSs work in fact
as one distributed MIMO system, the set-up is also called
coordinated multipoint processing (CoMP) in 3GPP long-
term evolution (LTE). The term network MIMO processing
is also used. Theoretically, the more BSs join the cooperation
in a network MIMO system, the better the CCI mitigation
capability is. However, it is diﬃcult to perform a large-
scale cooperation due to practical limitations. In [16–18],
the impact of the limited backhaul capacity has been investi-
gated, where the network MIMO links have a finite capacity
but lossless backhaul. Those results were presented based on
the information theoretic analysis. Papers in [19–21] studied
the impact of the imperfect channel state information (CSI)
acquisition. The signaling overhead for acquiring CSI infor-
mation was taken into account and the results showed that it
was the main factor limiting the performance of the network
MIMO system rather than the capacity-limited backhaul.
Other related literature addressed the crucial problem of the
asynchronously arriving signals from multiple transmitters
[22, 23]. All those works suggest that for a large-scale
network MIMO system, the only feasible solution is doing
partial or local cooperation across a small number of BSs.
In the latest 3GPP LTE Release 10 (LTE-A) standardiza-
tion process, two local cooperative schemes, that is, the intra-
site and inter-site CoMP, have been introduced. The joint
processing of the inter-site and intra-site CoMP is within
three sectors belonging to the same BS and the diﬀerent
BSs, respectively. The former one requires only physical
layer cooperation while the latter one requires crosslayer
cooperation. For the inter-site CoMP, fiber connections
amongst BSs are needed for the massive upper layer signaling
exchange. In both two schemes, the fixed CoMP based on
geographic information was considered.
In this paper, the joint reception problem among
subset of all BSs combinations is studied. Particularly, we
are concerned for the performance gap between the fully
cooperative and the partially cooperative network MIMO
systems. To fill the gap, we propose an adaptive cooperation
scheme instead of the fixed one. In our formulated problem,
TPC and receive beamforming are jointly optimized with
the associated multi-BS set (MBS) per MS. The diversity
reception model introduced in [5] can be regarded as one of
the simplest examples of our model, where each BS has only
one receive antenna. With adaptive MBS selection per MS,
a MTP problem is formulated and an iterative optimization
algorithm is present to solve the problem accordingly. The
MTP problem is nonconvex, but it can still be optimally
solved by the proposed algorithm.
The remainder of this paper is organized as follows. In
Section 2, the system model and the problem formulation
for minimum power design with adaptive MBS selection
are introduced. The algorithm derivation is presented with
the convergence and complexity analysis in Section 3. The
simulation results are given in Section 4 and the conclusion
in Section 5.
2. System Model and Problem Formulation
2.1. The Multicell Multiuser System. The considered cellular
system consists of K MSs and B BSs in flat fading channels.
Assuming that all MSs have one transmit antenna while BS i






pk hk,isk + ni, (1)
where pk is the transmit power of MS k, hk,i ∈ CNi×1
is the complex channel response from the kth MS to the
ith BS, sk is the transmitted symbol of MS k with average
power normalized to 1, and ni is the additive circular
symmetric white Gaussian noise (AWGN) vector at BS i with
distribution CN (0, σ2i ) on each receive antenna.
Assuming that MS k is simultaneously served by a set of
chosen BSs, a set of linear beamformers can be utilized to
























where wk,i ∈ CNi×1 is the receive beamforming vector for
MS k’s received signal at BS i, (·)H denotes the Hermitian
operator and πk is the MBS serving MS k. The elements
in πk = {πk(1),πk(2), . . . ,πk(|πk|)} are the indices of the
BSs jointly providing service to MS k, where |πk| denotes
cardinality of πk.
The interference-plus-noise power that MS k experiences



















where | · | denotes the absolute value and ‖ · ‖ the standard
Euclidean norm. Let p = [p1 p2 · · · pK ]T be the stacked
vector including all MSs transmit powers; wk is the stacked
beamformer of MS k, that is, [wTk,πk(1)w
T
k,πk(2) · · ·wTk,πk(|πk|)]T .
2.2. Problem Formulation. Using (3), the eﬀective SINR of
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subject to Γk,πk ,wk ≥ γk,
pk ≤ Pk,
(5)
where γk is the minimum SINR requirement of MS k and Pk
MS k’s maximum transmit power. The optimization problem
(5) is a nonconvex problem in general. When |πk| = 1,
it becomes exactly the same as the one in [6]. On the
other hand, when all |πk| = B, it is reduced to coherent
beamforming across all BSs [5].
By defining a mapping function m(p) = [m1(p) m2(p)

















we have the following result.
Lemma 1. m(p) satisfies three properties of a standard
interference function.
(1) Positivity: m(p)  0, where  denotes element-wise
larger.
(2) Monotonicity: if p  p′, then m(p)  m(p′), where 
is element-wise no smaller.
(3) Scalability: for any α > 1, αm(p)  m(αp).







pk′ ≥ 0 and ‖wk,i‖2σ2i > 0 due to the fact that the noise
power and link gain can not be zero. Thus, mk(p) is always
positive.
(2) Monotonicity: given two power vectors p and p′ with



























































































































where the inequality comes from the fact that the term
|∑i∈πk wHk,ihk,i|2 is positive and α > 1.
As the proof holds for all k, our proof completes.
3. Minimum Power Beamforming with
Adaptive MBS Selection
3.1. Algorithm Derivation. The minimum transmit power of
an MS, jointly optimized over beamforming and MBS in (6),
is shown to be a standard interference function. This allows
us to follow the standard power control approach [4]. The
MTP problem with adaptive MBS selection can be also solved
by using the iterative optimization algorithm, where at each






Recall that m(p[t]), which can be calculated from (6), is
the minimum power vector that is optimized over MBS
and beamforming space to meet the SINR target. The
optimal receive beamforming matrix for multiuser joint
power control and BS assignment is known to be minimum-



































































Substituting m(p[t]) by (6) and wk by (11), a detailed
description of the iterative joint optimization algorithm is
given as Algorithm 1.
3.2. Optimality and Convergence Analysis in Feasible Case.
We have formulated the optimization problem in (5) and
give a power control approach in Section 3.1. In this sub-
section, we are going to study the existence and convergence
of the global optimal solution. First, we give the following
theorem.
Theorem 1. If (5) is feasible, then the minimum power vector
p must be a fixed point of the mapping functionm(p) and the
fixed point is unique.
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Input: hk , Pk , σ2i and γk .
(1) Initialization: Set the iteration index t = 0. Set p˜[0]k = 0 for all k.
(2) Set t = t + 1, for each MS k
(a) Calculate {wk,πk(1), wk,πk(2), . . . , wk,πk(|πk |)} for all possible MBS sets πk by using (11).
(b) Given the beamforming vectors for each possible πk , compute the minimum required transmit power pk,πk to
fulfill the SINR constraint γk as
pk,πk =
∑









(c) Select π˜[t]k that requires the least transmit power























, . . . , w
k,π˜[t]k (|π˜k |)
},
p˜[t]k = pk,π˜[t]k .
(e) If any p˜[t]k > Pk , stop iterations since the SINR constraints are infeasible.








k is less than a threshold , for example, 5e − 3, stop and output the result.
Otherwise go to step (2).
Output:
(1) Infeasible case: an infeasible indicator.
(2) Feasible case: p˜[t]k , {w˜[t]k,π˜[t]k (1), w˜
[t]
k,π˜[t]k (2)




} and π˜[t]k , 1 < k < K .
Algorithm 1: Joint TPC and receive beamforming with adaptive MBS selection.
Proof. From the minimum SINR constraint of (5), after a





























Given that problem (5) is feasible and p is the minimum
power vector, without loss of generality, suppose that the
equality does not hold for MS 1, for example, we can always
































k , which conflicts with the assumption
that p is the optimum. Therefore, the equality must hold,
that is, p is a fixed point of m(p). Next, following the
approach in [6], we assume that there are two diﬀerent fixed
points p,1 and p,2, which are also positive. Without loss of
generality, we also assume that p,1 has at least one element
larger than p,2. Thus, we must be able to find an index





and a scalar α = p,1l / p,2l > 1. Then, we can construct a
new vector αp,2, where αp,2l = p,1l and αp,2k ≥ p,1k for
k /= l. However, for p,1l , by the scalability and monotonicity












) = αp,2l . (15)
The last equality comes from the fact that p,2l is also a fixed
point. As this contradicts the fact that p,1l = αp,2l , thus the
fixed point must be unique. The proof is completed.
To prove the convergence, we first define p[t]p′ as the power
vector produced by Algorithm 1 at iteration t with the initial
power vector p′. Then, we have the following theorems.
Theorem 2. If (5) is feasible and the initial power vector p′ is
a feasible solution, the output power vector of Algorithm 1 must
monotonically decrease after every iteration and will converge
to the optimal solution p.
Proof. First, the SINR constraint determines that p[0]p′ = p′ 
m(p′) = p[1]p′ as p′ is a feasible solution. By the monotonicity
property, we have p[0]p′  m(p[0]p′ ) = p[1]p′  m(p[1]p′ ) = p[2]p′ 
· · ·  m(p[t−1]p′ ) = p[t]p′ . Obviously, p[t]p′ is monotonically
decreasing with t. By the positivity property, the power vector
is lower bounded by zero. Thus, it must converge to a fixed
point as the index t increases. Based on the fact that the fixed
point is unique, the proof is completed.
Theorem 3. Algorithm 1, with an initial power vector p′ =
0, produces a monotonic increasing power vector sequence.
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Moreover, if (5) is feasible, the sequence must converge to the
optimal solution p.
Proof. First, 0 ≺ m(0) must hold because of the positivity
property, where ≺ denotes the element-wise smaller. Then
using the monotonicity property, we have 0 = p[0]0 

m(p[0]0 ) = p[1]0 
 m(p[1]0 ) = p[2]0 
 · · · 
 m(p[t−1]0 ) =
p[t]0 . Obviously, the value of the produced vector sequence
is increasing. Assuming that the problem is feasible and p∗ is
the minimum power vector, we can easily obtain a sequence
with Algorithm 1 with p′ = p, that is, p = p[0]p = m(p) =
p[1]p = m(p) = p[2]p = · · · = m(p) = p[t]p . The equality
is from the fact that p is the fixed point. By using the
monotonicity property, we have p[t]p  p[t]0 . We complete the
proof.
Theorem 4. With any initial power vector p′, despite p′is
feasible or not, the produced power sequence from Algorithm 1
converges to the optimal solution p, as long as (5) is feasible.
Proof. First, for any p′, we can always find a scalar α > 1
satisfying p′ 
 αp. Using the scalability property, we know
that αp must be a feasible solution as well. Since 0 
 p′ 

αp, we have p[1]0 
 p[1]p′ 
 p[1]αp , p[2]0 
 p[2]p′ 
 p[2]αp and
so on, based on the monotonicity property. According to
Theorems 2 and 3, both p[1]0 and p
[2]
αp converge to p
 as the
index t is increased, and the middle part must converge to p
as well. Our proof completes.
3.3. Discussion on Convergence. When the problem is feasi-
ble, we proved the convergence of Algorithm 1 in Section 3.2.
In practical systems, the SINR constraint is not always
achievable due to large amount of interference or the time
selectivity of the wireless channels. In this case, we have
following corollary.
Corollary 1. For any initial power vector p′, the power vector
sequence produced by Algorithm 1 approaches infinity, that is,
Ptot → +∞, if (5) is infeasible.
Proof. The proof is straightforward from the previous theo-
rems. First, Theorem 3 points out that the algorithm always
generates an increasing sequence when using p′ = 0. As
the problem is not feasible and the produced sequence is
not upper bounded, Ptot → +∞. Then using the proof
of Theorem 4, we know that the produced sequence by
Algorithm 1 with arbitrary p′ is element-wise no smaller
than the one with p′ = 0. As a result, it must also approach
infinity. This completes the proof.
Although Algorithm 1 may not always converge to a
fixed solution, it can be terminated by a cutoﬀ threshold,
for example, the maximum transmit power constraint in
practical systems. If Algorithm 1 is initialized with zero
power vector, the value of the generated sequence is always
increasing. The value of the updated power vector will
either increase to the optimal solution or reach/exceed the
cutoﬀ value Pk . The latter case denotes the infeasibility of
the problem and can be easily detected by step 2(e) in
Algorithm 1.
3.4. Complexity Discussion and Algorithm Simplification.
Given |πk| fixed, Algorithm 1 can optimally solve the prob-
lem, but its complexity is still high due to the exhaustive
search over all BSs combination set to find the optimal MBS
for each MS. At each iteration, the number of candidates in







which dominates the total computational complexity if the
network size B is large. On the other hand, in order to achieve
larger spatial diversity gain, larger size of MBS, for example,
|πk| = 3, is required, which also increases the complexity. To
achieve a better tradeoﬀ between the performance and the
complexity, we propose to use the BS preselection to limit
the number of the candidate BSs to be searched per MS.
Practically, a central controller can pre-select Rk BSs for MS
k based on measured received signal strengths (RSSs) at each
BS, where |πk| ≤ Rk ≤ B. Then, the central controller in
the network runs Algorithm 1 but limits the adaptive MBS
selection over those Rk BSs instead of all BSs. By doing so,









n=1 n) and we are able to
flexibly balance the complexity and the performance.
We summarize the optimal and simplified schemes as
follows.
Algorithm 1 (full set selection). We set Rk = B which means
that an exhaustive search over all BSs is carried out to find
the optimal πk for MS k.
Algorithm 2 (single element selection). We set Rk = |πk|,
which means that the selected |πk| BSs are those which
provide |πk| largest RSS values for MS k. Compared to
Algorithms 1 and 2 does not need exhaustive search, and is
thereby remarkably simpler.
Algorithm 3 (partial set selection). We consider the case
where |πk| < Rk < B and R1 = R2 = · · · = RK .
This scheme is significantly computationally more eﬃcient
than Algorithm 1 when Rk is far smaller than B, but it is
still more complex than Algorithm 2. However, it will show
performance close to that of Algorithm 1 in the simulations.
Algorithm 4 (adaptive-sized partial set selection). In this
scheme, Rk is also dynamically changed according to the
BSs’ RSS values. To do so, we set a threshold PL for the BS
preselection. Only those BSs whose RSS diﬀerences to the
strongest BS are less than PL will be taken into account. In
this case, the number of exhaustive search of each MS is not
fixed and could be diﬀerent from time to time.
4. Simulation Results
The proposed schemes with diﬀerent sizes of πk are evaluated
by the system-level simulations. The uplink intra-inter-site
CoMPs are also compared with the proposed algorithms. In
the simulation, we consider a cellular system containing 19
BSs with 3 sectors each, adding up to 57 sectors in total.





















Figure 1: The considered network layout in the simulation.
Table 1: Simulation parameters.
Parameters Value
Layout
19 cells, 3 sectors/cell—wrap
around
Propagation scenario Base coverage urban
Cell radius 1000 m
Maximum MS transmit power 24 dBm
Maximum antenna gain 17 dBi
Scheduling interval 10 transmission time interval
1 transmission time interval 1 ms
Thermal noise density −174 dBm/Hz
Number of users 30 in 19 cells
BS receiver antenna array ULA
BS receiver antenna elements 2
UE antenna 1
Number of BSs for coordinate
reception
1, 2, 3
SINR constraint per MS 0, 8 dB
MS speed 3 km/h
Shadow fading
Log-Normal, 8 dB standard
deviation
Shadowing correlation independent
Down tilt angle 8 degree
As shown in Figure 1, the central 57 sectors are the original
sectors while the outer sectors are the copies of the central
sectors. The edge eﬀect is then eliminated by wrapping
around the network [25]. Other simulation parameters are
listed in Table 1. For convenience, we assume that |π1| =
|π2| = · · · = |πK | in all simulations. The SINR constraints
are set to 0 dB and 8 dB in order to simulate voice and data
oriented systems.
The large-scale fading parameters, including path loss,
shadow fading and antenna beam pattern gain are from
International Telecommunication Union (ITU) [26]. For
simplicity, we drop the BS and link index. The general sector










, −180◦ ≤ θ ≤ 180◦,
(16)
where θ is the arrival angle, θ3 dB is the 3 dB beamwidth which
is 70◦ for 3-sector cell and Am = 20 dB is the maximum
attenuation. The general path loss model is given by
Ppathloss =
(
44.9− 6.55 log 10(hBS)
)
log 10(dBS−MS)







where hBS is the BS antenna hight, dBS−MS is the distance
between considered BS and MS, Cpathloss is the frequency
dependence factor, which is 23 in urban macro-non-line
of site scenario and fc is the carrier frequency. Finally,
the shadow fading is log normal distributed with standard
deviation of 8 (dB). The MS antenna is assumed to be placed
at 1.5 m above the ground [26].
4.1. Performance Analysis of the Proposed Algorithm. First,
the feasibilities against the number of MSs of the alternative
schemes are compared in Figure 2, where the SINR con-
straint per MS is 0 dB. As an important benchmark, we also
give the performance of the full cooperative scheme, where
all BSs jointly process their received signals as a huge virtual
MIMO system. This gives us the theoretical upper bound
of the system performance, which is shown by the black
solid line in the figure. Obviously, Algorithm 1 with |πk| =
3 can support more MSs than other partially cooperative
schemes as it achieves the highest feasibility. Compared
with the fully cooperative network MIMO, it still has a
perceptible gap when the number of MSs increases up to
100 or higher. From the complexity viewpoint, Algorithm 2
is the simplest scheme. However, it always has the worst
performance amongst all compared schemes with the same
number of |πk|. When |πk| is increased, the performance
gap reduces. By setting R1 = R2 = · · · = RK = 5,
we obtain the performances of Algorithm 3 with diﬀerent
|πk| values. Among all simplified schemes, we notice that
Algorithm 3 always achieve higher feasibilities than others
with the same |πk|. Another interesting result could be found
that Algorithm 3 shows a little better performance than
Algorithm 4, where Rk is dynamically changed based on the
measured RSS values of MSs. The reason is that the threshold
PL is not large, thus the number of BSs involved in the joint
receiving is less than 5 as in Algorithm 3. By setting PL to
a larger value, a better performance from Algorithm 4 can
be expected, besides a higher complexity. A similar behavior

























0 20 40 60 80 100 120 140 160
Number of MSs
| πk | = 1, Algorithm 1
| πk | = 3, Algorithm 1
| πk | = 1, Algorithm 2
| πk | = 3, Algorithm 2
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
| πk | = 1, Algorithm 4
| πk | = 3, Algorithm 4
Full coop.
Figure 2: Comparison of probabilities of feasibility versus the
number of MSs with the SINR constraint of 0 dB.
could be also found in Figure 3 where the SINR constraint
per MS is set as 8 dB.
In Figure 4, the cumulated distribution functions (CDF)
of transmit power per MS of alternative schemes are plotted.
In this comparison, 30 MSs are uniformly distributed over
the whole interested area and the SINR constraint is set
also as 0 dB firstly. In this comparison, only the powers
obtained under the feasible channel realizations are counted.
As we expected, Algorithm 1 with |πk| = 3 achieves a very
close performance to the upper bound in this comparison,
where the diﬀerence is less than 0.8 dB at most. Naturally, its
performance is getting worse when |πk| is reduced to 1. Same
as the feasibility comparison, Algorithm 2 still performs the
worst with the same |πk| while Algorithm 3 shows very good
performance. Compared with Algorithm 2, the performance
gap between Algorithms 3 and 1 is almost negligible.
Moreover, Algorithm 3 shows slightly better performance
than Algorithm 4 like in the previous comparison. The
similar findings can be found also in Figure 5, where the
SINR constraint is 8 dB per MS.
4.2. Comparison of the Proposed Algorithm with Inter-Intra-
Site CoMP. The inter-site and intra-site CoMPs, are in fact
two special cases of full set selection, that is, Algorithm 1,
with Rk = 3 and |πk| = 3. In the inter-site and intra-
site CoMP, BSs have been grouped based on the geographic
information. The receive strategies of the two schemes are

























0 20 40 60 80 100 120 140
Number of MSs
| πk | = 1, Algorithm 1
| πk | = 3, Algorithm 1
| πk | = 1, Algorithm 2
| πk | = 3, Algorithm 2
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
| πk | = 1, Algorithm 4
| πk | = 3, Algorithm 4
Full coop.
Figure 3: Comparison of probabilities of feasibility versus the

















−30 −25 −20 −15 −10 −5 0 5 10
Average MS transmit power P (dBm)
| πk | = 1, Algorithm 1
| πk | = 3, Algorithm 1
| πk | = 1, Algorithm 2
| πk | = 3, Algorithm 2
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
| πk | = 1, Algorithm 4
| πk | = 3, Algorithm 4
Full coop.
Figure 4: Comparison of CDFs of transmit power of diﬀerent sizes
of joint processing MBS with the SINR constraint of 0 dB.
set of the CoMP is fixed, while the single-element set has
an adaptive combination. With minor modifications, our
proposed TPC algorithm can be easily applied to inter-site
and intra-site CoMP. An illustration of the inter-intra-site
cooperation is included in Figure 6.
The feasibility comparisons are shown first in Figures 7
and 8, where the SINR constraint per MS is 0 dB and 8 dB,

















−30 −25 −20 −15 −10 −5 0 5 10 15 20
Average MS transmit power P (dBm)
| πk | = 1, Algorithm 1
| πk | = 3, Algorithm 1
| πk | = 1, Algorithm 2
| πk | = 3, Algorithm 2
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
| πk | = 1, Algorithm 4
| πk | = 3, Algorithm 4
Full coop.
Figure 5: Comparison of CDFs of transmit power of diﬀerent sizes




Figure 6: An illustration of inter-site and intrasite reception
schemes.
respectively. The adaptive scheme shows obvious advantage
over the conventional schemes in both two figures. It is
also observed that the inter-site cooperation achieves higher
probability of feasibility than the intra-site cooperation.
The CDF curves of the average transmit power are
plotted in Figures 9 and 10 with the same SINR constraint
settings as the feasibility comparisons. When the transmit

























0 20 40 60 80 100 120
Number of MSs
| πk | = 3, intersite CoMP
| πk | = 3, intrasite CoMP
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
Figure 7: Comparison of probabilities of feasibility of intra-site,
inter-site cooperation and proposed adaptive reception schemes.

























0 10 20 30 40 50 60 70 80
Number of MSs
| πk | = 3, intersite CoMP
| πk | = 3, intrasite CoMP
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
Figure 8: Comparison of probabilities of feasibility of intra-site,
inter-site cooperation and proposed adaptive reception schemes.
Again SINR constraint is 8 dB.
performs a little better than the inter-site cooperation. As
the required transmit power is increased, the inter-site
cooperation starts to outperform the intra-site cooperation.
The reason is that the small and large transmit powers usually
indicates the cases that the MS is located at the cell center
and cell edge, respectively. The sector-beam attenuation,
rather than the path loss, dominates the channel gains in
the cell-center case, while in the cell-edge case, the path
loss becomes more significant. From the CDF results, the
obvious advantage of the adaptive scheme is still observed.
Algorithm 3 with |πk| = 1 sometimes outperforms 3-sector

















−30 −25 −20 −15 −10 −5 0 5 10
Average MS transmit power P (dBm)
| πk | = 3, intersite CoMP
| πk | = 3, intrasite CoMP
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
Figure 9: Comparison of CDFs of transmit power of inter-site,


















−25 −20 −15 −10 −5 0 5 10 15 20 25
Average MS transmit power P (dBm)
| πk | = 3, intersite CoMP
| πk | = 3, intrasite CoMP
| πk | = 1, Algorithm 3
| πk | = 3, Algorithm 3
Figure 10: Comparison of CDFs of transmit power of inter-site,
intra-site and adaptive reception schemes with the SINR constraint
of 8 dB.
CoMP is because Algorithm 3 is near optimal and the best
sector is chosen based on small scale fading out of 5 candidate
sectors, while the fixed-cluster CoMP is only chosen based on
large-scale fading parameters.
4.3. Complexity Analysis. The complexity of Algorithm 1 is
composed of two parts including the convergence speed,
that is, the number of iterations it takes to converge, and
the number of candidates in the exhaustive search set at
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Figure 12: Comparison of total number of iterations for diﬀerent
algorithms and πk .
complexity of Algorithm 4 in this comparison, as it does
not show better performance than Algorithm 3 and its
complexity of the second part can not be directly calculated.
In order to see the convergence behavior of the alternative
schemes, we first fix the maximum number of the iterations
to be 100 and skip step (3) in Algorithm 1. At each iteration
t, we calculate the average transmit power per MS, that is,
p[t] = P[t]tot/K . Later, the diﬀerence between two consecutive
iterations is computed as  = p[t] − p[t+1]. After averaging
over 1000 channel realizations, we illustrate  in Figure 11.
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As the iteration index t is increased, Algorithm 1 shows the
fastest convergence speed with the same value of |πk|. For
example, when setting |πk| = 3 and  = 5e− 3, Algorithm 1
takes about 1.8 iterations to converge, while Algorithms 2
and 3 take 4 and 1.85 iterations, respectively. In addition,
the larger the |πk| values, the faster convergence speed for
all schemes.
Then by setting B = 57, Rk = 5 and  = 5e − 3, we
can calculate the product of the number of iterations
and the number of the candidates in the set to be
exhaustively searched, which, to some extent, represents the
total complexity of the algorithm. The obtained results of
the alternative schemes with diﬀerent values of |πk| are
shown in Figure 12. Although Algorithm 1 shows the fastest
convergence speed in the previous comparison, it still has
significantly higher complexity than Algorithms 2 and 3
do. When |πk| = 1, Algorithms 2 and 3 have about the
same complexities. But when |πk| is increased to 2 and 3,
the complexity of Algorithm 2 is reduced significantly while
that of Algorithm 3 does not change so much. As the total
complexity depends on both convergence speed and number
exhaustive search, thus, Algorithm 3 almost has the similar
complexity for diﬀerent |πk|.
5. Conclusion
The joint TPC and receive beamforming with adaptive MBS
selection for uplink communications are studied. To mini-
mize the total transmit power, an algorithm that optimally
solves the problem is presented accordingly. As the optimal
MBS selection involves the exhaustive search per MS over all
BSs, several simplified schemes with diﬀerent BS preselection
schemes are presented. The proposed algorithm with both
optimal and simplified MBS selection is evaluated by the
system-level simulations. The results show that, using the
simplified scheme, better tradeoﬀs between the complexity
and the performance can be achieved. We also compare the
proposed adaptive scheme to the conventional fixed inter-cell
and intra-site CoMP, where the obvious advantages of the
adaptive scheme are observed.
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