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iSommaire
Les de´veloppements re´cents de l’e´conome´trie de la finance ont pour base la de´couverte majeure que
les carre´s des rendements sont pre´visibles quoique les rendements eux-meˆmes ne le soient pas. Les
ce´le`bres mode`les ARCH et GARCH introduits par Engle (1982) et Bollerslev (1986) pre´voient le carre´
des rendements futurs par le carre´ des rendements passe´s. Toutefois, comme l’a plus tard sugge´re´
Nelson (1991), le signe des rendements passe´s est aussi utile pour pre´voir la volatilite´ mesure´e par le
carre´ des rendements. Ce fait stylise´ refle`te une corre´lation asyme´trique entre rendement et volatilite´
et est connu sous le nom d’effet de levier. L’effet de levier en particulier induit une asyme´trie dans
la distribution des rendements de plus longue e´che´ance qu’on appelle effet de skewness. Bien que
les premiers mode`les univarie´s de volatilite´ aient connu des raffinements prenant en compte ces faits
stylise´s, les effets de levier et de skewness ne sont pas conjointement mode´lise´s dans les mode`les
multivarie´s de volatilite´. Comme ge´ne´ralisation du mode`le de Diebold et Nerlove (1989), le mode`le a`
facteur de volatilite´ stochastique propose´ par Doz et Renault (2006) offre un cadre structurel ade´quat a`
la mode´lisation multivarie´e de la volatilite´ des rendements sans exclure ni formaliser la variabilite´ dans
les effets de levier et de skewness. Cette the`se, a` travers son premier essai propose une extension de ce
mode`le a` facteur en proposant des spe´cifications dynamiques pour les effets de levier et de skewness.
Le deuxie`me essai e´value les bases the´oriques du test de facteurs he´te´rosce´dastiques propose´ par Engle
et Kozicki (1993) et y apporte une correction. Le troisie`me essai propose des me´thodes de bootstrap
pour l’infe´rence sur la matrice de covariance re´alise´e de processus multivarie´ de diffusion a` volatilite´
stochastique telle qu’e´value´e a` partir des donne´es de haute fre´quence en finance et le quatrie`me essai
s’inscrit dans le cadre des de´veloppements re´cents des me´thodes d’infe´rence base´es sur les conditions
de moment (me´thode des moments ge´ne´ralise´e (GMM) et vraisemblance empirique).1
Dans le premier essai, nous proposons un mode`le a` facteur de volatilite´ stochastique avec effets
de levier et de skewness dynamiques pour les rendements en e´tendant le mode`le propose´ par Doz
et Renault (2006). Graˆce a` des conditions de moment, nous avons aussi propose´ une infe´rence par
la me´thode des moments ge´ne´ralise´e (GMM). Une application de ce mode`le aux rendements jour-
naliers exce´dentaires de 24 indices sectoriels incluant l’indice FTSE 350 et provenant tous du marche´
financier du Royaume Uni a e´te´ faite. La mode´lisation des effets de levier et de skewness a largement
accru l’efficacite´ de l’estimateur des parame`tres de volatilite´. Les re´sultats sugge`rent aussi que la
1Le deuxie`me essai de cette the`se a e´te´ e´crit en collaboration avec E´ric Renault et le troisie`me en collaboration avec
S´ılvia Gonc¸alves et Nour Meddahi.
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compatibilite´ avec l’effet de skewness fait obtenir une persistance plus faible pour la volatilite´ et nous
permettent e´galement de documenter une relation entre l’effet de skewness et la volatilite´.
Le deuxie`me essai re´examine les bases the´oriques du test de facteurs he´te´rosce´dastiques pour les
processus multivarie´s de rendements propose´ par Engle et Kozicki (1993). Ce test est fonde´ sur les
conditions de moments re´sultant de la repre´sentation factorielle et applique le test des restrictions
suridentifiantes du GMM (Hansen (1982)). Cet essai montre que ces conditions de moment ne garan-
tissent pas les conditions d’application de la the´orie de test par GMM. En particulier, l’identification
au premier ordre des parame`tres n’est pas assure´e. Nous proposons alors une the´orie ge´ne´rale qui
fournit la distribution asymptotique de la statistique du test de suridentification du GMM dans un
contexte ou` le parame`tre d’inte´reˆt n’est pas identifiable au premier ordre mais l’est au deuxie`me ordre.
Cette nouvelle the´orie s’applique pour corriger le test de Engle et Kozicki (1993).
Dans le troisie`me essai, nous proposons des me´thodes de bootstrap pour la matrice de covariance
re´alise´e des processus multivarie´s de diffusion telle que mesure´e sur les donne´es de haute fre´quence.
Ces me´thodes s’appliquent aussi aux fonctions de cette covariance telles que la covariance re´alise´e, la
corre´lation re´alise´e et le coefficient de re´gression re´alise´. Il est a` noter que le coefficient de re´gression
re´alise´ inclus des statistiques aussi pertinentes pour l’analyse financie`re que les beˆtas introduits par le
capital asset pricing model (CAPM) pour e´valuer le risque syste´matique des titres financiers.
Les me´thodes de bootstrap que nous introduisons se veulent eˆtre une alternative pour l’approximation
asymptotique de Barndorff-Nielsen et Shephard (2004). Spe´cifiquement, nous conside´rons le bootstrap
i.i.d. applique´ aux vecteurs de rendements, c’est-a`-dire que les donne´es de bootstrap sont des tirages
ale´atoires des rendements haute fre´quence. Malgre´ le fait que les donne´es de bootstrap ainsi ge´ne´re´es ne
pre´servent pas le caracte`re he´te´rosce´dastique des donne´es originelles, nous montrons que cette me´thode
est valide asymptotiquement. Les expe´riences de Monte Carlo que nous avons effectue´es sugge`rent que
la me´thode de bootstrap que nous proposons fonctionne mieux que l’approximation asymptotique
particulie`rement lorsque les donne´es sont ge´ne´re´es a` une fre´quence faible ou mode´re´e. Toutefois, con-
trairement aux re´sultats de la litte´rature du bootstrap i.i.d. pour les mode`les de re´gression avec erreurs
he´te´rosce´dastiques, nous montrons par des expansions d’Edgeworth que le bootstrap i.i.d. ne donne
pas lieu a` des raffinements d’ordre supe´rieur dans notre contexte. Nous donnons une explication de
cette diffe´rence.
Le quatrie`me essai porte sur les de´veloppements re´cents des me´thodes d’infe´rence base´es sur les
conditions de moment. Cet essai propose un algorithme relativement simple permettant d’obtenir
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des estimateurs de moyenne de population de faible biais en e´chantillon fini graˆce aux conditions de
moment suridentifiantes.
Nous conside´rons aussi l’estimateur de vraisemblance euclidienne a` trois e´tapes propose´ par An-
toine, Bonnal et Renault (2007). Quand les conditions de moment sont bien spe´cifie´es, cet estimateur
a un biais en e´chantillon fini d’ordre de grandeur aussi faible que celui de l’estimateur maximum de
vraisemblance empirique et de plus il est plus facile a` calculer que ce dernier. Nous e´tudions cet
estimateur dans les mode`les globalement mal spe´cifie´s. Nous montrons que, meˆme dans ces conditions
irre´gulie`res, l’estimateur 3S reste convergent au taux habituel (
√
n, ou` n est la taille de l’e´chantillon)
et il est asymptotiquement normalement distribue´.
Cet essai introduit aussi formellement l’estimateur de vraisemblance euclidienne a` trois e´tapes
corrige´ (s3S) qui est de´fini de fac¸on analogue a` l’estimateur 3S mais utilise des probabilite´s implique´es
corrige´es pour eˆtre positives. L’ide´e d’utiliser des probabilite´s implique´es corrige´es dans le calcul
de l’estimateur a` trois e´tapes a e´te´ propose´e pour la premie`re fois par Antoine, Bonnal et Renault
(2007). Cependant, leur modification n’est pas robuste a` la pre´sence d’une mauvaise spe´cification
des conditions de moment. Dans cet essai, nous proposons une autre modification des probabilite´s
implique´es qui est robuste a` la mauvaise spe´cification des conditions de moments. Cette robustesse
est rendue possible en ponde´rant plus faiblement la diffe´rence entre les probabilite´s implique´es et leur
e´quivalent asymptotique qui est 1/n. Quand les mode`les sont correctement spe´cifie´s, les estimateurs
3S et s3S sont asymptotiquement e´quivalents a` un ordre supe´rieur. Dans les mode`les globalement mal
spe´cifie´s, nous montrons que l’estimateur s3S est aussi convergent au taux
√
n et est asymptotiquement
normalement distribue´. Nous proposons aussi bien pour le 3S que pour le s3S leur distributions
asymptotiques robustes a` la mauvaise spe´cification des conditions de moment.
Dans cette frange de la litte´rature sur les estimateurs alternatifs au GMM, seul l’estimateur de
maximum de vraisemblance empirique via minimum entropie (exponentially tilted empirical likelihood)
(ETEL) propose´ par Schennach (2007) a l’inte´reˆt d’eˆtre convergent au taux usuel et asymptotiquement
normalement distribue´ lorsque les conditions de moment sont mal spe´cifie´es tout en e´tant e´quivalent
a` l’ordre supe´rieur a` l’estimateur de maximum de vraisemblance empirique lorsque les conditions de
moment sont bien spe´cifie´es. Il importe cependant de noter que l’estimateur ETEL est relativement
beaucoup plus difficile a` calculer que les estimateurs 3S et s3S.
Mots cle´s: Mode`le a` facteurs, volatilite´ multivarie´e, asyme´trie, GMM, sous-identification du premier
ordre, Bootstrap, volatilite´ re´alise´e, expansions d’Edgeworth, vraisemblance empirique, mispe´cification.
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Summary
The recent developments in financial econometrics are based on the major finding that square
returns are predictable even though returns themselves are not. The famous ARCH and GARCH
models introduced by Engle (1982) and Bollerslev (1986) predict future square returns by past square
returns. Nevertheless, as observed by Nelson (1991), the signs of past returns are also useful to predict
volatility, as measured by the squared returns. This stylized fact provides evidence of a negative
correlation between returns and volatility and is known as the leverage effect. The leverage effect
induces a negative skew in the distribution of lower frequency returns. This is the skewness effect.
Although the first univariate volatility models have been refined to take account of these stylized facts,
the literature on multivariate volatility models has not jointly modeled the dynamics of the leverage
and skewness effects. As a generalization of the Diebold and Nerlove’s (1989) model, the stochastic
volatility factor model proposed by Doz and Renault (2006) provides a suitable structural framework
for multivariate modeling of volatility in returns without neither precluding nor formalizing the time
variability in both skewness and leverage effects. In the first chapter of this thesis, we extend this
factor model by explicitly specifying dynamics for both skewness and leverage effects. The second
chapter discusses the theoretical foundation of the test for common heteroskedastic factors proposed
by Engle and Kozicki (1993). A correction for this test is also provided. The third chapter proposes
bootstrap methods for the realized covariance of multivariate diffusion processes defined as the sum
of the outer product of the vector of high frequency returns. The fourth chapter is related to the
recent developments of moment conditions-based inference methods (generalized method of moments
(GMM) and empirical likelihood methods).
In the first chapter, we propose a stochastic volatility factor model with dynamic skewness and
leverage effects. This model is an extension of the model proposed by Doz and Renault (2006). To
the best of our knowledge, we are the first to simultaneously model the conditional skewness and
leverage effects in the context of a multivariate heteroskedastic factor model. We also provide moment
conditions that allow for inference by GMM. We apply our model to 24 daily sector index excess
returns from the United Kingdom stock market including the FTSE 350 index. The results show
a large efficiency gain from modeling the skewness and leverage effects along with volatility. They
valso suggest that the modeling of the conditional skewness effect yields lower volatility persistence as
already pointed out by Harvey and Siddique (1999). We also document a significant relation between
the skewness effect in returns and volatility.
The second chapter re-examines the theoretical foundations of the test for common heteroskedastic
factors for multivariate return processes proposed by Engle and Kozicki (1993). This test is based
on moment conditions resulting from the factor representation of returns and is an application of the
GMM overidentification test (Hansen (1982)). We show that these moment conditions do not satisfy
the identification conditions for the validity of the GMM test. In particular, the required first order
identification condition for the parameter of interest is violated. We propose a general theory that
provides the asymptotic distribution of the GMM overidentification test statistic when the parameters
are not identified at the first order but are identified at the second order. We apply this new theory
to correct the Engle and Kozicki’s (1993) test.
The third chapter proposes bootstrap methods for the realized covariance of multivariate diffusion
processes defined as the sum of the outer product of the vector of high frequency returns. These
bootstrap methods can also be applied to economically meaningful functions of the realized covariance
matrix such as the realized covariance between two assets, the realized correlation and the realized
regression coefficients. Note that the realized regression coefficient includes as a particular case the re-
alized beta, an important statistic for the financial analysis of the capital asset pricing model (CAPM).
The realized beta of an asset assesses its systematic risk as measured by its correlation with the market
portfolio return.
The bootstrap methods we consider are an alternative inference tool to the asymptotic theory
recently proposed by Barndorff-Nielsen and Shephard (2004). More specifically, we consider the i.i.d.
bootstrap and show its first order asymptotic validity. Our Monte Carlo experiments suggest that the
bootstrap method we propose outperforms the asymptotic theory-based approximation of Barndorff-
Nielsen and Shephard (2004), in particular when the series are not sampled too frequently. However,
and contrary to the existing results in the bootstrap literature for regression models subject to het-
eroscedasticity in the error term, we show by Edgeworth expansions that the i.i.d. bootstrap is not
second order accurate. We provide an explanation for this difference.
The fourth chapter is related to the recent developments in the literature based on the empirical
likelihood interpretation of the GMM method. Its contribution is twofolded. First, we propose a new
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algorithm to compute estimators of population means whose small sample bias is of the same order
of magnitude as the empirical likelihood estimator. This algorithm is easier to implement than the
existing methods. Second, we study the asymptotic properties of the three-step Euclidean likelihood
(3S) estimator as proposed by Antoine, Bonnal and Renault (2007) under the presence of possible
misspecification in the moment conditions. As Antoine, Bonnal and Renault (2007) show, the higher
order bias of the 3S estimator is of the same order of magnitude as that of the empirical likelihood
estimator in correctly specified models. Nevertheless, the 3S estimator is much more computationally
convenient than the empirical likelihood estimator. In this chapter, we show that in misspecified models
the 3S estimator stays
√
n-consistent (where n is the sample size) and is asymptotically normally
distributed. We also formally introduce the shrunk three-step Euclidean likelihood (s3S) estimator.
This estimator is a variant of the 3S estimator which is derived using the Euclidean likelihood implied
probabilities shrunk to be non negative. The idea of using modified Euclidean likelihood implied
probabilities that are forced to be non negative was first proposed by Antoine, Bonnal and Renault
(2007). Nevertheless their shrunk implied probabilities are not robust to misspecification. One of our
contributions in this chapter is to proposed a further modification of the Euclidean likelihood implied
probabilities by more weakly weighting their difference with their asymptotic equivalent, 1/n. This
modification appears to be crucial to get a proper behaviour of the three-step estimator under global
misspecification. In correctly specified models, the 3S and the s3S estimators are asymptotically higher
order equivalent. In globally misspecified models, we show that the s3S estimator is also
√
n-consistent
and asymptotically normally distributed. We derive the asymptotic distribution of both estimators
under the possibility of moment conditions misspecification.
In the existing literature on alternatives to the GMM estimator, only the exponentially tilted
empirical likelihood estimator proposed by Schennach (2007) has the advantage of being
√
n-consistent
and asymptotically normally distributed in misspecified models while displaying the same higher order
bias as the empirical likelihood in correctly specified models. It is worthwhile however to mention that
the three step Euclidean likelihood estimators are easier to compute than the ETEL estimator.
Key words: Factor models, multivariate volatility, asymmetry, GMM, first order underidentification,







Chapter 1: Conditionally Heteroskedastic Factor Models with Skewness and
Leverage Effects 9
1 Introduction 10
2 Empirical motivation 13
3 The model 18
3.1 A benchmark model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 The leverage effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 The skewness effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Our model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 Temporal aggregation results 27
5 Identification and estimation of the model 30
5.1 Inference by normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Inference through higher order moments . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6 Monte Carlo results 35
7 Application to daily U.K. stock market excess returns 38
7.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7.2 Diagnostic tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
8 Conclusion 42
viii
A An Extended Kalman Filter for the latent common factor and volatility processes 50
B Data Appendix and Tables 50
C Proofs of Propositions 60
Chapter 2: GMM Overidentification Test with First Order Underidentification 66
1 Introduction 67
2 First order underidentification and second order identification 69
2.1 General framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.2 First order underidentification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.3 Second order identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3 Asymptotic theory of GMM overidentification test under second order
identification 76
3.1 Standardization of moment conditions and parameterization of the null space . . . . . 76
3.2 Overidentification test statistic as a mixture . . . . . . . . . . . . . . . . . . . . . . . . 77
4 Application to the test for common ARCH factor 81
5 Conclusion 84
A Appendix: proofs 86
Chapter 3: Bootstrapping Realized Multivariate Volatility Measures 94
1 Introduction 95
2 Setup and first-order asymptotic theory 98
2.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
2.2 The realized covariance matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
2.3 The realized covariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
2.4 The realized correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
ix
2.5 The realized regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
2.6 Monte Carlo results for the first-order asymptotic theory . . . . . . . . . . . . . . . . . 103
3 The bootstrap 106
3.1 The bootstrap realized covariance matrix . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.2 The bootstrap realized covariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3 The bootstrap realized correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.4 The bootstrap realized regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.5 Monte Carlo results for the bootstrap . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4 A detailed study of realized regressions 111
4.1 The first order asymptotic theory revisited . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2 First order asymptotic properties of the pairwise bootstrap . . . . . . . . . . . . . . . 113
4.3 Second order asymptotic properties of the pairwise bootstrap . . . . . . . . . . . . . . 115
5 Empirical application 118
6 Conclusion 120
3.1 Asymptotic expansions of the cumulants of Tβ,h . . . . . . . . . . . . . . . . . . . . . . 130
3.2 Asymptotic expansions of the bootstrap cumulants of T ∗β,h . . . . . . . . . . . . . . . . 136
Chapter 4: Three-Step Euclidean Likelihood Estimators with Moment Conditions
Misspecification 144
1 Introduction 145
2 The model and estimators 148
2.1 Asymptotic higher order equivalence of the EL and the s3S estimators . . . . . . . . . 152
2.2 Inference about population means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
3 The limiting behaviour of the 3S and s3S estimators in misspecified models 155
3.1 Asymptotic distribution of the two-step GMM estimator in misspecified models . . . . 158
3.2 Asymptotic distributions of the three-step Euclidean likelihood estimators . . . . . . . 161
x4 Simulations 164
5 Conclusion 171
A Proofs of results in Section 2: 172
B Regularity conditions for the GMM estimators θ˜ and θˆ 176




1.1 Sample correlation matrix of index excess returns. . . . . . . . . . . . . . . . . . . . . . . . 52
1.2 Descriptive statistics for the daily index excess returns (in %). All series start on January 2, 1986
and end on December 30, 2004. The number of observations is 4863. The sample skewness and










(Yi,t − Y i)/σYi
]4
/T ,
respectively. Yi is the sample mean and σ2Yi the sample variance of Yi. The significance tests
for the skewness are based on GMM-based asymptotic distribution of sample mean and delta
method. Eng(1) and Eng(5) are Engle’s (1982) Lagrange Multiplier tests statistics for condi-
tional heteroskedasticity. 1 and 5 lags have been considered, respectively. ρˆ1, ρˆ2 and ρˆ3 are
the first three sample autocorrelations. QW(5) and QW(10) are the Ljung -Box statistics for
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= h0 + h1Σii,t−1. ²i,t ≡ Yi,t − Y i, Yi,t is the excess re-
turn of the index i at date t, Y i is the sample mean of the excess return of i and Σii,t is
the conditional variance of Yi,t+1. As a proxy for Σii,t, we use the daily square excess re-
turn: Y 2i,t+1. pˆif,1 and hˆf,1, ordinary least square estimates of pif,1 and hf,1 respectively in the




= hf,0 + hf,1Σ11,t−1.
Σ11,t is the FTSE 350 index excess return’s conditional variance. The proxy used for this
conditional variance is Y 21,t+1 where Y1,t+1 is the FTSE 350 index excess return. The Co-
Skewness of the sectorial index excess return Yi,t with the FTSE 350 index excess return Y1,t
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EY1,t)2]/
[√
E(Yi,t − E(Yi,t))2E(Y1,t − E(Y1,t))2
]
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using 4 different sets of valid instruments: z1,t = (1, Y 21,t), z2,t = (1,
∑20
i=1 ρ
iY 21,t−1+1; ρ =
0.9), z3,t = (1, Y 21,t, Y
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1,t−2). The simulated data are ob-
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1,t−2) as the instrument. The data are generated ac-
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1Introduction ge´ne´rale
Cette the`se est compose´e de quatre essais et s’inscrit dans le cadre des mode`les multivarie´s de volatilite´
tout en contribuant aux de´veloppements re´cents de la me´thode des moments ge´ne´ralise´e.
Le premier et le troisie`me essais abordent des questions relatives a` la mode´lisation de la volatilite´
multivarie´e. Le deuxie`me et le quatrie`me essais de cette the`se ont pour the`me commum le comporte-
ment asymptotique dans des conditions non standard de certaines statistiques de tests et estimateurs
issus de conditions de moment.
Dans le premier essai nous proposons une extension du mode`le de volatilite´ multivarie´e de Doz et
Renault (2006) qui tient explicitement en compte les dynamiques des effets de levier et de skewness
des rendements. L’effet de levier se traduit par une corre´lation asyme´trique entre le rendement et la
volatilite´. Cet effet explique le fait stylise´ que le signe des rendements passe´s est souvent utile pour
pre´voir la volatilite´ mesure´e par le carre´ des rendements, comme l’a remarque´ Nelson (1991). L’effet de
levier en particulier induit une asyme´trie dans la distribuition des rendements de plus longue e´che´ance
qu’on appelle effet de skewness. Bien que les premiers mode`les univarie´s de volatilite´ aient connu
des raffinements prenant en compte ces faits stylise´s, les effets de levier et de skewness ne sont pas
conjointement mode´lise´s dans les mode`les multivarie´s de volatilite´.
Le mode`le a` facteurs latents he´te´rosce´dastiques propose´ par Diebold et Nerlove (1989) offre une
alternative inte´ressante pour la mode´lisation multivarie´e de la volatilite´. Ce mode`le de´compose chaque
rendement en une partie syste´matique (ou commune a` tous les rendements), qui est e´ventuellement
source d’he´te´rosce´dasticite´, et une partie idiosyncratique. Il a le me´rite de jouir d’une interpre´tation
structurelle. Toutefois, Diebold et Nerlove (1989) comple`tent la spe´cification de leur mode`le en im-
posant une distribution normale jointe au facteur et chocs idiosyncratiques. Ce choix de distribution,
en mettant la skewness des rendements a` ze´ro, s’e´carte du comportement documente´ des rendements
d’actifs.
Plus re´cemment, Doz et Renault (2006) ge´ne´ralisent le mode`le de Diebold et Nerlove (1989) en
spe´cifiant un mode`le a` facteurs latents de volatilite´ stochastique qu’ils identifient graˆce a` des conditions
de moment pertinentes. Ils proposent une infe´rence par la me´thode des moments ge´ne´ralise´e (GMM).
Le recours aux conditions de moment permet de limiter les risques de mode`le relatifs a` la fixation de
2tous les moments au travers d’une distribution. Les conditions de moments utilise´es par Doz et Renault
(2006) permettent de capturer la dynamique dans la volatilite´ sans exclure ni formaliser explicitement
la variabilite´ dans les effets de levier et de skewness.
Dans cet essai, nous proposons des conditions de moments additionelles a` celles propose´es pas Doz
et Renault (2006) qui nous permettent de mode´liser explicitement les effets de levier et de skewness
dynamiques pour les rendements.
Dans une premie`re partie, nous analysons les proprie´te´s statistiques individuelles d’un ensemble de
se´ries sur les rendements exce´dentaires journaliers d’indices sectoriels provenant du marche´ financier
du Royaume Uni incluant l’indice FTSE 350. Des e´tudes re´centes (voir e.g. Harvey, Ruiz et Sentana
(1992) et King, Sentana et Wadhwani (2004)) utilisant des se´ries mensuelles proches de celles utilise´es
dans cet essai supportent le mode`le a` facteur he´te´rosce´dastique. Notre analyse empirique sugge`re
que ces rendements financiers de´montrent tre`s clairement aussi bien les phe´nome`nes de levier que de
skewness dynamiques, confirmant les faits empiriques de´ja` documente´s par plusieurs autres auteurs,
en particulier Nelson (1991), Hansen (1994) et Harvey et Siddique (1999).
Dans le mode`le a` facteur que nous proposons, le caracte`re he´te´rosce´dastique des rendements est
entraˆıne´ uniquement par le facteur commun que nous supposons de dynamique de volatilite´ stochas-
tique autore´gressive (SR-SARV). Les chocs idiosyncratiques sont suppose´s de volatilite´ constante. Par
ce choix, il devient naturel de faire passer aussi bien l’effet de levier et celui de skewness par le meˆme
facteur. La dynamique que nous spe´cifions pour le levier dans le facteur est analogue a` la forme la plus
courante dans la litte´rature. Par contre, la spe´cification de la dynamique de skewness est de´termine´e
par la robustesse du mode`le vis-a`-vis de l’agre´gation temporelle. Il ressort qu’aussi bien le levier que
la skewness dans le facteur sont une fonction affine de la volatilite´. Nous montrons que notre mode`le
est robuste a` l’agre´gation temporelle.
Nos conditions de moments permettent une infe´rence par la me´thode des moments. Dans l’application
empirique de ce mode`le a` nos donne´es, nous trouvons une efficacite´ plus accrue quand les effets de
skewness et de levier sont pris en compte explicitement, ce qui refle`te l’importance de ces phe´nome`nes
dans nos donne´es. Les parame`tres liant levier et volatilite´ d’une part et skewness et volatilite´ d’autre
part sont fortement significatifs. Ceci documente en particulier la relation entre skewness et volatilite´
similaire au phe´nome`ne connu en finance sous le nom de volatility feedback (voir French, Schwert, et
3Stambaugh (1987)) liant rendement et volatilite´. De plus, la persistance de la volatilite´ paraˆıt plus
faible que ce qui s’observe habituellement dans les donne´es journalie`res pour les mode`les qui sont en
contradiction avec l’effet de skewness dans les rendements. Ce dernier point confirme les faits docu-
mente´s par Harvey et Siddique (1999), qui ont e´te´ les premiers a` observer que les mode`les compatibles
avec l’effet de skewness ont un impact sur la persistance de la volatilite´.
Le deuxie`me essai conside`re le test de suridentification de GMM tel que propose´ par Hansen (1982).
Si les conditions de moment suridentifiantes sont valides, sous certaines conditions de re´gularite´s, la
statistique du test est asymptotiquement distribue´e selon un Chi carre´. Ces conditions de re´gularite´s
incluent aussi bien l’identification stricte que l’identification au premier ordre du parame`tre d’inte´reˆt.
L’identification stricte signifie que les conditions de moment de´terminent une et une seule valeur du
parame`tre d’inte´reˆt et l’identification au premier ordre impose que la jacobienne des conditions de
moments e´value´e a` la vraie valeur est de plain rang.
Cet essai e´tudie la statistique du test de suridentification en relaˆchant la deuxie`me condition tout
en maintenant l’identification au second ordre, signifiant que l’expansion des conditions de moment a`
l’ordre deux est suffisante pour identifier le parame`tre d’inte´reˆt. Une e´tude similaire a e´te´ effectue´e par
Sargan (1983) pour les estimateurs de variables instrumentales (IV). Dans son e´tude, Sargan (1983)
s’inte´resse au comportement asymtotique des estimateurs IV en cas de non identification au premier
ordre. Dans cet essai, nous nous inte´ressons d’une part a` la vitesse de convergence de l’estimateur de
GMM en cas de de´ficience de rang et ge´ne´ralisons de ce point de vue les re´sultats de Sargan (1983).
D’autre part et principalement, nous nous inte´ressons au comportement asymptotique de la statistique
du test de suridentification de GMM dans cette condition de singularite´. Il ressort de notre e´tude que
les parame`tres qui sont identifie´s au premier ordre gardent la vitesse de convergence usuelle qui est
de l’ordre de
√
T , T e´tant la taille d’e´chantillon, alors que les autres parame`tres ont une vitesse de
convergence plus lente de l’ordre de T 1/4. Ces comportements atypiques ont pour effet de changer la
distribution asymptotique de la statistique du test de suridentification, qui suit un me´lange de Chi
carre´ plutoˆt qu’une Chi carre´.
Une deuxie`me contribution de cet essai est de re´examiner les bases the´oriques du test de facteurs
he´te´rosce´dastiques pour les processus multivarie´s de rendements propose´ par Engle et Kozicki (1993).
Ce test est fonde´ sur les conditions de moment re´sultantes de la repre´sentation factorielle et est
4une application du test des restrictions suridentifiantes de GMM. Nous montrons que les conditions
de moment d’Engle et Kozicki (1993), bien que ve´rifiant la condition d’identification du parame`tre
d’inte´reˆt, violent la condition d’identification au premier ordre. Par contre, l’identification au second
ordre y est assure´e. Ceci nous place dans les conditions d’application de notre the´orie asymptotique
qui nous permet de corriger la distribution asymptotique sugge´re´e par Engle et Kozicki (1993). Nous
observons en outre que la distribution asymptotique de Engle et Kozicki sur rejette l’hypothe`se nulle
a` un taux pouvant aller jusqu’a` doubler le niveau nominal du test.
Dans le troisie`me essai nous proposons des me´thodes d’infe´rence de bootstrap pour la volatilite´
multivarie´e inte´gre´e. La volatilite´ multivarie´e inte´gre´e est une mesure de volatilite´ multivarie´e sous-
jacente a` des processus multivarie´s de diffusion a` volatilite´ stochastique. Un estimateur convergent de
cette mesure de volatilite´ est la matrice de covariance re´alise´e, de´finie comme la somme du produit
des rendements multivarie´s e´value´s a` partir des donne´es de haute fre´quence. Barndorff-Nielsen et
Shephard (2004) proposent une the´orie asymptotique pour la matrice de covariance re´alise´e. Dans ce
chapitre nous proposons une infe´rence par bootstrap plus exacte en e´chantillon fini que l’approximation
asymptotique propose´e par Barndorff-Nielsen et Shephard (2004).
Avec la richesse croissante des donne´es financie`res, l’utilisation de statistiques fonde´es sur les
donne´es de haute fre´quence ainsi que leur application en e´conomie financie`re sont de plus en plus
pre´ponde´rantes. La plus connue de ces statistiques est la volatilite re´alise´e. Son analogue multivarie´
est la matrice de covariance re´alise´e. Beaucoup de mesures de risque en finance sont fonctions de
la matrice de covariance re´alise´e. On peut citer notamment la covariance re´alise´e, la corre´lation
re´alise´e ainsi que le coefficient de re´gression re´alise´. Lorsque deux actifs sont conside´re´s et l’un est le
rendement sur le portefeuille du marche´, le coefficient de re´gression re´alise´ devient le beˆta du titre.
Selon la fameuse the´orie du capital asset pricing model (CAPM), le beˆta mesure le risque syste´matique
du titre.
Malgre´ la popularite´ grandissante des statistiques sur donne´es haute fre´quence, beaucoup reste
a` faire sur l’infe´rence pour ces statistiques. Barndorff-Nielsen et Shephard (2004) ont re´cemment
propose´ une the´orie asymptotique pour la distribution de la matrice de covariance re´alise´e. Leur
the´orie permet de de´duire les distributions asymptotiques de la covariance, de la corre´lation ainsi que
la re´gression re´alise´es entre deux rendement d’actifs. Toutefois, d’apre`s les re´sultats de simulations
5qu’ils ont rapporte´s, l’approximation asymptotique souffre d’importantes distorsions en e´chantillon
fini. Cette limitation est accentue´e dans la pratique par le phe´nome`ne de microstructure de marche´s,
qui en soi re´duit la validite´ des statistiques si les donne´es conside´re´es sont sur base de fre´quence trop
e´leve´e.
Le troisie`me essai de cette the`se propose des me´thodes de bootstrap comme alternative a` la the´orie
asymptotique de Barndorff-Nielsen et Shephard (2004). Nous conside´rons le bootstrap i.i.d. applique´
au vecteur de rendements. Les donne´es de bootstrap sont obtenues par tirages ale´atoires des rende-
ments multivarie´s originels.
Le bootstrap i.i.d. a e´te´ re´cemment propose´ par Gonc¸alves et Meddahi (2006) dans le contexte
univarie´ de la volatilite´ re´alise´e. Les donne´es de bootstrap sont inde´pendantes et identiquement dis-
tribue´es par construction et donc le bootstrap i.i.d. de´truit le caracte`re he´te´rosce´dastique des mode`les
de volatilite´ stochastique. Pour le cas de la volatilite´ re´alise´e, Gonc¸alves et Meddahi (2006) montrent
que le taux de convergence vers ze´ro de l’erreur du bootstrap i.i.d. est du meˆme ordre que le taux
de convergence de l’erreur implicite dans l’approximation asymptotique. Cependant, les simulations
de Gonc¸alves et Meddahi (2006) montrent que ce bootstrap est supe´rieure a` la distribution asymp-
totique meˆme quand la volatilite´ est stochastique. Ils donnent une explication the´orique pour cette
ame´lioration.
Dans cet essai, nous e´tendons l’analyse de Gonc¸alves et Meddahi (2006) au cas multivarie´. Nous
conside´rons le bootstrap i.i.d applique´ au vecteur de rendements. Dans le contexte de la re´gression
re´alise´e, l’application du bootstrap i.i.d. au vecteur de rendements correspond a` un bootstrap par
couples, tel que propose´ par Freedman (1981) pour des mode`les de re´gressions de coupes transversales.
Les re´sultats de Freedman (1981) et de Mammen (1993) montrent que le bootstrap par couples est non
pas seulement robuste a` la pre´sence d’he´te´rosce´dasticite´ dans l’erreur de la re´gression, mais il est meˆme
plus pre´cis que la distribution asymptotique normale. Donc, le bootstrap i.i.d. paraˆıt un candidat
naturel dans le contexte de re´gressions re´alise´es meˆme lorsque le mode`le multivarie´ en question est un
mode`le de volatilite´ stochastique.
Nous montrons la validite´ asymptotique de bootstrap i.i.d. au premier ordre pour la matrice de
covariance re´alise´e ainsi que pour des fonctions de ces e´le´ments telles que la covariance re´alise´e et les
coefficients de corre´lation et de re´gression. Nos simulations montrent la supe´riorite´ remarquable du
6bootstrap sur l’approximation asymptotique, particulie`rement sur les donne´es de faible fre´quence.
Nous de´rivons l’expansion d’Edgeworth de la distribution de bootstrap pour la statistique de Stu-
dent associe´e au coefficient de re´gression re´alise´. Contrairement aux re´sultats de Mammen (1993),
notre analyse montre que le bootstrap par couples ne permet pas une ame´lioration du taux de conver-
gence de l’erreur de bootstrap dans l’estimation de la distribution de la statistique par comparaison
avec l’erreur de l’approximation asymptotique. Nous conduisons une analyse de´taille´e du bootstrap
par couples qui nous permet d’expliquer les diffe´rences de re´sultats obtenues. En particulier, nous mon-
trons que les scores implicites a` la re´gression re´alise´e ne sont pas individuellement de moyennes nulles
(meˆme si leur sommes demeurent de moyenne nulle). Par contre, Freedman (1981) et Mammen (1993)
de´rivent leurs re´sultats en faisant cette hypothe`se. Le fait que chaque score ne soit pas de moyenne
nulle individuellement cre´e un biais dans l’estimation de la variance de la re´gression par la me´thode
de Eicker-White et explique le besoin de l’estimateur de la variance de Barndorff-Nielsen et Shephard
(2004), qui est plus sophistique´ que l’estimateur usuel de Eicker-White. Nous montrons que la variance
de bootstrap par couples coincide avec l’estimateur de Eicker-White et donc elle n’est pas robuste a`
la pre´sence d’he´te´rosce´dasticite´ dans notre contexte de mode`les de volatilite´ stochastique. Ceci con-
traste avec les re´sultats de Friedman (1981). Par contre, les scores de la re´gression de bootstrap sont
individuellement de moyennes nulles et donc la statistique de bootstrap utilise l’estimateur de Eicker-
White et non pas celui de Barndorff-Nielsen et Shephard (2004). Le fait que les deux statistiques,
celle de bootstrap et la statistique originelle, utilisent des estimateurs de la variance diffe´rents explique
pourquoi le bootstrap par couples ne permet pas une ame´lioration de l’approximation asymptotique
dans notre contexte.
Le quatrie`me essai se de´marque des questions de volatilite´ multivarie´e et a une contribution
me´thodologique plus ge´ne´rale. Il s’inscrit dans la litte´rature re´cente re´interpre´tant la me´thode GMM
a` travers la vraisemblance empirique.
La technique d’infe´rence la plus populaire pour des mode`les base´s sur des conditions de moment
est la me´thode des moments ge´ne´ralise´e propose´e par Hansen (1982). La porte´e de cet outil s’explique
surtout par sa simplicite´ et son efficacite´ asymptotique. Toutefois, plusieurs e´tudes ont rapporte´ des
performances relativement faibles de l’approximation asymptotique du GMM en e´chantillon fini (voir
e.g. Altonji et Segal (1996) et Andersen et Sørensen (1996)). Depuis lors, la litte´rature e´conome´trique
7a connu un de´veloppement soutenu d’estimateurs alternatifs. Comme exemple, nous pouvons citer
l’estimateur de GMM a` mise a` jour continue de Hansen Heaton et Yaron (1996), l’estimateur de max-
imum de vraisemblance empirique (EL) de Qin et Lawless (1993), l’estimateur “exponential tilting”
de Kitamura et Stutzer (1997) qui sont tous a` la fois membres de la classe d’estimateurs de divergence
minimum de Corcoran (1998) et de la classe d’estimateurs de vraisemblance empirique ge´ne´ralise´e de
Newey et Smith (2004).
De ces estimateurs concurrents a` l’estimateur de GMM, l’estimateur EL est connu comme celui
ayant un biais en e´chantillon fini le plus de´sirable (Newey et Smith(2004)). Cependant, cet estimateur
a deux de´fauts majeurs. En plus d’eˆtre tre`s demandant en matie`re de calcul, il est aussi tre`s instable
lorsque le processus ge´ne´rateur des donne´es de´vie, ne serait ce que le´ge`rement, des conditions de mo-
ment postule´es par le mode`le. Ceci a motive´ la proposition par Schennach (2007) de l’estimateur de
maximum de vraisemblance empirique via minimum d’entropie (exponentially tilted empirical likeli-
hood) (ETEL). Cet estimateur jouit du meˆme ordre de biais en e´chantillon fini que l’estimateur EL
tout en restant stable en cas de mauvaise spe´cification des conditions de moment. Mais ETEL demeure
aussi intensif en calcul que l’estimateur EL. Antoine, Bonnal et Renault (2007) propose l’estimateur
de vraisemblance empirique euclidienne a` trois e´tapes (3S). Cet estimateur est a` la fois simple de
calcul et a le meˆme ordre de biais en e´chantillon fini que l’estimateur de maximum de vraisemblance
empirique.
Une des contributions de cet essai est d’e´tudier l’estimateur 3S lorsque les conditions de moment
sont mal spe´cifie´es. Il montre que meˆme dans ces conditions non standard, l’estimateur 3S converge
a` la vitesse habituelle et est asymptotiquement normalement distribue´. La distribution asymptotique
de l’estimateur 3S robuste a` la mauvaise spe´cification est aussi propose´e. Cependant, l’estimateur 3S
a un de´faut qui est relie´ a` la nature des probabilite´s implique´es qui sont utilise´es dans son calcul.
Ces probabilite´s implique´es sont obtenues de la vraisemblance empirique euclidienne et sont connus
comme pouvant eˆtre ne´gatives en e´chantillon fini. Ceci peut eˆtre la cause de certains comportements
erratiques de l’estimateur 3S en e´chantillon fini comme nous l’avons observe´ dans nos simulations.
Pour reme´dier a` cette limite, Antoine, Bonnal et Renault (2007) sugge`rent l’utilisation des proba-
bilite´s implique´es corrige´es dans le calcul de l’estimateur 3S. Nous rede´finissons formellement l’estimateur
3S a` partir des probabilite´s implique´es corrige´es propose´es par Antoine, Bonnal et Renault (2007) et
8qui sont par de´finition toujours positives. Nous renforc¸ons en outre le facteur de correction de fac¸on a`
assurer a` l’estimateur re´sultant (que nous appelons estimateur de vraisemblance empirique euclidienne
a` trois e´tapes corrige´ ou shrunk three-step Euclidian likelihood estimator (s3S)) une convergence a` la
vitesse usuelle,
√
n, vers une distribution asymptotique normale en cas de mauvaise spe´cification des
conditions de moment. Nous proposons aussi la distribution asymptotique de l’estimateur s3S robuste
a` la mauvaise spe´cification des conditions de moment.
La deuxie`me contribution de cet essai est la proposition d’un algorithme simple permettant d’obtenir
des estimateurs de moyennes de population de biais en e´chantillon fini de meˆme ordre que les estima-
teurs de vraisemblance empirique graˆce aux conditions de moment suridentifiantes.
9.
Chapter 1
Conditionally Heteroskedastic Factor Models with
Skewness and Leverage Effects
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1 Introduction
Conditional heteroskedasticity is a well-known feature of financial returns. In addition, returns are
often characterized by the presence of skewness (i.e. returns have an asymmetric distribution) and
leverage effects (i.e. the fact that a negative shock on returns has a larger impact on volatility than
a positive shock of the same magnitude). See for example Nelson (1991), Glosten, Jagannathan and
Runkle (1993) and Engle and Ng (1993) for studies documenting the presence of leverage effects in
financial time series, and Ang and Chen (2002), Harvey and Siddique (1999, 2000) and Jondeau and
Rockinger (2003) for the skewness effect.
The finance literature has recognized the importance of taking into account higher order moments
in asset pricing models. An early example is Rubinstein (1973) (see also Kraus and Litzenberger
(1976) for an empirical implementation of Rubinstein’s (1973) model), who proposes an extension of
the capital asset pricing model (CAPM) allowing for skewness in the unconditional distribution of
returns. More recently, Harvey and Siddique (2000) extend Kraus and Litzenberger’s (1976) model to
the dynamic context by allowing third conditional moments to be time varying. The option pricing
literature has also recognized the importance of modeling higher order moments. In particular, as
pointed out by Hull and White (1987), the misspecification of the third order conditional moment can
yield inaccurate option prices. This has motivated the development of option pricing models that take
into account the skewness effect in the underlying asset. One recent example is Christoffersen, Heston
and Jacobs (2006).
In the univariate context, Harvey and Siddique (1999) and Jondeau and Rockinger (2003) find
that taking into account the skewness effect has an impact on the volatility persistence estimates.
More specifically, for a set of daily and monthly index returns, Harvey and Siddique (1999) estimate
univariate GARCH-type models that allow for time-varying conditional third-order moments. Their
empirical results show that the estimates of volatility persistence decline when the model allows for
the presence of skewness. They also find that the leverage effect tends to disappear following the
introduction of skewness. These results are confirmed by Jondeau and Rockinger (2003), who also
consider the effects of modeling the kurtosis in addition to the skewness effect. These studies show that
empirically it is important to model the skewness and the leverage effects when building conditional
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heteroskedastic models for asset returns.
Although the finance literature in the univariate context has recognized the importance of mod-
eling skewness and leverage effects, few attempts have been made to model both effects jointly in
the multivariate framework. This is the case in the conditionally heteroskedastic factor model lit-
erature. In their seminal paper, Diebold and Nerlove (1989) assume conditional Gaussianity and
postulate that the common factor follows an ARCH model, therefore not allowing for the presence of
skewness nor leverage. More recently, Fiorentini, Sentana and Shephard (2004) propose a condition-
ally heteroskedastic factor model that allows for a dynamic leverage effect but impose a conditional
Gaussianity assumption that rules out the conditional skewness.
In this paper we extend the existing class of multivariate conditionally heteroskedastic factor models
by specifying simultaneously the skewness and the leverage effects. To the best of our knowledge, we
are the first to write and estimate a conditionally heteroskedastic factor model that specifies jointly
these two effects. In our model, all the dynamics in moments (and cross sectional, or co-moments) of
asset returns are driven by a common latent factor. The conditional heteroskedasticity of the common
factor follows a square root stochastic autoregressive volatility model (SR-SARV) as in Andersen
(1994), Meddahi and Renault (2004) and Doz and Renault (2006). The leverage effect is modeled as
an affine function of the conditional variance. This specification encompasses many of the existing
models in the literature (e.g. the affine process of Dai and Singleton (2000)). The skewness effect is
also modeled as an affine function of conditional variance. We show that this specification is robust
to temporal aggregation when the leverage effect is present.
Recently, Doz and Renault (2006) (henceforth DR (2006)) study the identification and estimation
of a conditionally heteroskedastic factor model. Specifically, DR (2006) provide a set of moment
conditions that identify their factor model and allow for inference by Generalized Method of Moments
(GMM), thus avoiding restrictive distributional assumptions. Our model is an extension of DR’s
(2004) model that explicitly models the skewness and the leverage effects. We follow DR (2006) and
provide a set of moment conditions that identify the parameters of our extended model. We conduct
a Monte Carlo experiment to investigate the finite sample properties of our estimation procedure for
several values of the volatility persistence. We find that the method performs well in term of bias and
root mean square error (RMSE) across our different models, except when the volatility persistence is
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very close to one.
We consider an empirical application of our model to a set of 24 daily stock index returns, including
the FTSE 350 stock index return and 23 sectorial U.K. index returns. A monthly version of these
data has previously been modeled by Harvey, Ruiz and Sentana (1992) and Fiorentini, Sentana and
Shephard (2004) with a conditional heteroskedastic factor model. Our empirical study differs from
theirs in that we analyze daily data and we model explicitly the dynamics of conditional higher order
moments beyond the first and the second moment. For our data, we document strong evidence of
conditional heteroskedasticity, as well as conditional leverage and skewness effects for all series. We
also find evidence of significant co-skewness between the sectorial indices and the FTSE 350 index.
Our empirical findings suggest the appropriateness of a conditionally heteroskedastic factor model with
asymmetries (i.e. with leverage and skewness effects). We estimate our model by GMM. The fact that
the volatility persistence on the factor is far away from one suggests that our procedure is valid in this
application, given our Monte Carlo results. We also estimate the DR (2006) version of our model for
which the skewness and leverage effects are not explicitly modeled. The first suggestion of our results
is that there may be a substantial efficiency gain when both the conditional skewness and the leverage
effects are modeled. In our case, the GMM standard error estimates of the parameters shared by
both models drop sharply in our model compared to the DR (2006) model. Our results also suggest
the presence of a significant leverage effect driven by a common factor in daily UK sectorial returns,
confirming the results in Sentana (1995) for monthly data. The estimates of the volatility persistence
for both our model and DR’s (2006) model are relatively low and similar to one another. Since
both models allow for the presence of conditional skewness (our model explicitly models it whereas
DR (2006) does not, although it does not rule it out), the low persistence in volatility we obtain
is consistent with the empirical results of Harvey and Siddique (1999) and Jondeau and Rockinger
(2003) for univariate GARCH-type models, namely that conditional variance is less persistent when
the conditional skewness is not ruled out. We also document the fact that an increase in volatility is
associated with a more negatively skewed conditional distribution for the returns.
In our framework the common factor and the volatility for each asset are latent processes. We
therefore propose an extended Kalman filter algorithm that provides a filter for both the latent factor
and the volatility processes. Our filter algorithm is different from the filters proposed by Diebold
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and Nerlove (1989) and King, Sentana and Wadhwani (1994) in which the volatility process is a
deterministic function of the latent factor process. Here both the latent factor and the volatility
processes are unobserved and need to be considered as state variables. We apply our filter to the
conditionally heteroskedastic factor model with the parameters estimated by the moment conditions
given in DR (2006). We then perform some diagnostic tests on the filtered factor and volatility
processes. Based on these tests, we cannot reject the correct specification of our model for the third
conditional moments and the leverage effects. Moreover, we find that the filtered volatility process
obtained with our model parameter estimates performs better than the filtered volatility process that
relies on DR (2006) model parameters estimates, particularly in the periods of large shocks on returns.
We explain this performance by the efficiency gain resulting from the returns’ asymmetries modeling.
The remainder of the paper is organized as follows. In Section 2, we present the summary statistics
for the data used in our empirical application. We also document the presence of dynamic leverage
and skewness effects in our series. Section 3 presents our conditionally heteroskedastic factor model
with skewness and leverage effects. Section 4 studies its temporal aggregation properties. Section 5
discusses the identification and estimation of the model. Section 6 contains the Monte Carlo study
whereas Section 7 contains the empirical results. Section 8 concludes. The extended Kalman filter
algorithm is presented in Appendix A. Appendix B contains the data description and all the tables
with the empirical results. The proofs appear in Appendix C.
2 Empirical motivation
In this section we provide some empirical motivation for the need to account for asymmetric effects
in both the conditional distribution (conditional skewness) and the conditional variances (leverage) of
the data used in our empirical application. Our data set consists of 25 daily UK stock market index
returns, including the FTSE 350 and 24 other sectorial indices, all of which in the FTSE. For the
empirical application in Section 7, we restrict the set of index returns to 24. In particular, we exclude
the FTSE All Share ex. inv. index because it is highly correlated with the FTSE 350 (with correlation
coefficient 0.99) and including both indices could causes problems of multicollinearity. The data source
is Datastream. Appendix B contains more details on the data. The period covered is January 2, 1986
to December 30, 2004, for a total of 4863 daily observations. Only trading days are considered. For
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each index, we compute the daily log excess return, using the log return of the UK one month loan
index, the JPM UK CASH 1M, as the risk free interest rate. Appendix B contains all the tables with
the empirical results in the paper.
Table 1.1 shows the correlation matrix of the 25 index excess returns we consider in this paper.
Table 1.2 gives some descriptive statistics for our data, including the sample skewness and the kurtosis
coefficients. We find that all indices have negative unconditional skewness (ranged from -1.70 to -0.00)
except for the health sector index, which has positive skewness. However, this is not statistically
significant at the 10% level. Out of the remaining 24 indices, 11 have statistically significant negative
skewness. To test for the significance of skewness, we use a GMM-based test. In particular, we rely on
a Wald type test involving the difference between the sample skewness and its null value, appropriately
studentized. The asymptotic distribution of this test is easily obtained from the asymptotic distribu-
tion of the sample mean, given the delta-method and the fact that the skewness is a smooth function
of the mean. To studentize the statistic, we follow Ang and Chen (2002) and estimate the long run
variances by the 6-lags Newey and West (1987) heteroskedasticity and autocorrelation robust estima-
tor using the Bartlett kernel. The presence of skewness in the distributions of the daily excess returns
in the U.K. sectorial indices analyzed here agrees with similar evidence for other financial return se-
ries found by Harvey and Siddique (1999), Ang and Chen (2002) and Jondeau and Rockinger (2003),
among others. Although the results in Table 1.2 apply to excess returns, risk-free rate adjusted, we
also found evidence of skewness for the demeaned series, both adjusted for the day-of-the-week effect
and filtered by autoregressions. Because the results did not change substantially, we do not report
these results here.
The coefficient of unconditional kurtosis (which ranges from 6.72 to 18.62) is high for all series.
Jointly with the values obtained for the unconditional skewness coefficients, the excess kurtosis values
suggest that the normal distribution is not an appropriate description of our data, a stylized fact of
many other financial time series. The Bera-Jarque normality test for dependent data proposed by Bai
and Ng (2005) rejects the normality assumption for all the series. To conserve space, we do not report
the results here. Figure 1.1 below confirms this result for the FTSE 350 stock index excess return. It
gives the QQ plot for this series, i.e. it plots the empirical quantiles of the FTSE 350 index excess
returns against the corresponding quantiles of the standard normal distribution. The departure from
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the normal distribution is clear and we can also notice the negative skewness of the FTSE 350 index.
Figure 1.1: Q-Q plot of the FTSE 350 index daily excess return






























Table 1.2 also shows strong evidence of conditional heteroskedasticity as indicated by Engle’s
(1982) Lagrange multipliers tests of orders 1 and 5, denoted Eng(1) and Eng(5), respectively. The
values of these statistics correspond to TR2, where T is the sample size and R2 is the R-squared
from the regression of squared returns on a constant in addition to one and five lagged squared
return, respectively. Under the null hypothesis of conditional homoskedasticity, TR2 follows a chi-
squared distribution with 1 and 5 degrees of freedom, respectively. The results indicate strong rejection
of the null hypothesis of conditional homoskedasticity for all series. The Ljung-Box statistics for
autocorrelation up to order 5 and 10 (QW(5) and QW(10), respectively) reveal the presence of potential
autocorrelation in the data. Similarly, the first order autocorrelation coefficients (ρˆ1 in the table) are
statistically significant for most time series, with some of the higher order autocorrelation coefficients
remaining significant for some of them. Nevertheless, their magnitude is not very large (for instance,
ρˆ1 varies between 0.02 and 0.23).
In Table 1.3 we present the results of diagnostic tests for the impact of news on volatility, as
proposed by Engle and Ng (1993). These tests are the sign bias test, the negative size bias test, and
the positive size bias test. They test for the significance of including the level of past standardized
returns on the conditional variance equation and therefore can be used to test for the presence of
leverage effects. Specifically, the sign bias test is a t-test for the significance of a dummy variable
S−t−1 (that takes the value one if the innovation to returns is negative and zero otherwise) in the
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regression of squared standardized returns on S−t−1. It checks whether volatility depends on the sign
of the past innovation to returns. The negative (positive) size bias test instead checks whether the
size of a negative (positive) return shock has an impact on volatility. We also include a joint test
that tests simultaneously if any of these effects is present. We performed the diagnostic tests on the
standardized index excess returns (using a GARCH(1,1) model as the null model under consideration
as used by Engle and Ng (1993) in some of their applications) and on a filtered version of these,
adjusted for the day-of-the-week and containing an autoregressive correction term. Since the results
are similar, we only report the results for the centered excess return series in this paper. Table 1.3
shows that the sign bias test is significant for 10 out of the 25 time series considered. Nevertheless, the
negative and the positive size bias tests are strongly significant for nearly all indices, which translates
into significant joint tests for all of the series we analyze. We conclude that a GARCH(1,1) model is
not a good description of volatility for the UK sectorial indices because it misses important leverage
effects present in the data.
Our results so far suggest that a realistic data generating process for our data set should incorporate
both leverage and unconditional skewness effects. Next we analyze the dynamic properties of these
effects. In particular, we investigate the empirical content of two specifications for the conditional
leverage and skewness effects. We model the dynamic leverage and the skewness effects as affine
functions of volatility. Specifically, let Yi,t+1 denote the excess return on the index i at time t + 1
and let Σii,t+1 denote the conditional variance of Yi,t+2 at t + 1. Let Jt denote the information set
available at t. The conditional leverage effect is given by Cov(Yi,t+1,Σii,t+1|Jt), which we model
as Cov(Yi,t+1,Σii,t+1|Jt) = pi0 + pi1Σii,t. We test whether pi1 is significantly different from zero by
regressing ²i,t+1× Σˆii,t+1 on 1 and Σˆii,t, where ²i,t+1 is the unanticipated part of Yi,t+1, as measured by
the centered excess return Yi,t+1− Y¯ , and where Σˆii,t+1 is the squared daily excess return at t+2, used
as a proxy1 for conditional volatility Σii,t+1 of Yi,t+2 at t+1. Similarly, we assume that the conditional
skewness of excess returns is given by E(Y 3i,t+1|Jt) = h0 + h1Σii,t and test for the significance of h1 in
the regression of ²3i,t+1 on 1 and Σˆii,t.
The results appear in Table 1.4. Both pi1 and h1 are significantly different from 0 for all indices.
1Even though this proxy is known to be noisy, it gives us some insights for the dynamics in the skewness and leverage
effects for our data. We will complement this preliminary analysis with more sophisticated diagnostic tests for our model
in Section 7.
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Except for the Persnl. Care & Hhld. Prods and the Health sectors, the estimates of pi1 and h1 are
negative for all of the sectors. The pˆi1s are ranged from -2.82 to 0.37 while the hˆ1s are ranged from
-3.50 to 0.37. This means, for most of the indices that large increases in their volatility are associated
to significant drops in both their leverage and their conditional skewness. These results, in particular,
suggest that the leverage and skewness effects are time varying and their dynamics can be captured
by an affine function of volatility.
To provide more evidence for these dynamics, we also use the (log) high-low range-based volatility
estimator as a proxy for the conditional variance (see Parkinson (1980) and Brandt and Diebold
(2004)). We perform these regressions only for the FTSE 350 index return. The series we consider
cover the period from October 12, 1992 through October 13, 2006 for a total of 3511 daily observations.
The conditional leverage and skewness regressions give pˆi1 = −0.27 and hˆ1 = −0.23, respectively. As in
the previous case, both coefficient are strongly significant with -15.99 and -13.95 as t-stat, respectively.
Next, we perform some useful regressions to investigate the empirical content of an asymmetric
factor model for our data2. We argue that if the data have a factor representation, the FTSE 350
index excess return should be a good proxy for this factor3. And, for such an asymmetric factor model
to hold, both the conditional leverage and the skewness effects in our series should significantly be
explained by the factor or equivalently by the FTSE 350 index excess return volatility. Let Y1,t denote
the FTSE 350 index excess return at time t, Σ11,t the conditional variance of Y1,t+1 at time t and
Σˆ11,t = Y 21,t+1 its proxy. We test whether pif,1, the slope of the regression of ²i,t+1 × Σˆ11,t+1 on 1 and
Σˆ11,t is statistically different from zero. We also test whether hf,1, the slope of the regression of ²3i,t+1
on 1 and Σˆ11,t is significantly different from zero.
The results appear in Table 1.4. Both pif1 and hf1 are statistically significant for all indices. The
estimates of these parameters lie between -2.45 and -0.94 for pif1, and between -7.73 and -0.77 for
hf1. These results suggest that the conditional leverage and skewness in the index excess returns can
also be explained by the FTSE 350 index excess return with the same qualitative interpretations as in
the last regressions. We also compute the co-skewness of of each of the index excess returns with the
FTSE 350. Table 1.4 shows the results. All of the co-skewnesses are negative (ranging from -0.96 and
2To the best of our knowledge, there is no test for skewness and leverage effects in the factor of a multivariate factor
representation.
3This is confirmed by the high correlation coefficient (larger than 0.90) between the filtered factor and the FTSE 350
index excess return that we obtain in our empirical application in Section 7. See Table 1.9.
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-0.13). These further investigations show evidence of potential common component in the asymmetric
behaviour of the return processes.
In the next section we will propose a conditionally heteroskedastic factor model that incorporates
dynamic conditional leverage and skewness effects modeled as affine functions of volatility.
3 The model
The main goal of this section is to propose a conditionally heteroskedastic factor model with skewness
and leverage effects. To introduce some notation, we first present a conditionally heteroskedastic factor
model for which these effects are not explicitly present. This model was recently studied by DR (2006)
in the context of IV identification and estimation by GMM (see also Diebold and Nerlove (1989),
King, Sentana and Wadhwani (1994), and Fiorentini, Sentana and Shephard (2004) for a discussion
of conditionally heteroskedastic factor models). We will then present our model, which extends DR’s
(2006) model to include skewness and leverage dynamics.
3.1 A benchmark model
Let Yt+1 be a N × 1 vector of (excess) returns on N assets from time t until time t+ 1, Ft+1 a K × 1
vector of K unobserved common factors, and Ut+1 a N × 1 vector of idiosyncratic shocks. DR (2006)
consider the following conditionally heteroskedastic factor model for Yt+1,
Yt+1 = µ(Jt) + ΛFt+1 + Ut+1, (1)
with
E (Ut+1|Jt) = 0








V ar (Ut+1|Jt) = Ω
V ar (Ft+1|Jt) = Dt,
(2)
where Jt is a nondecreasing filtration defining the relevant conditioning information set containing
the past values of Yτ , τ ≤ t and and Fτ , τ ≤ t, µ(Jt) is a N × 1 vector of Jt−adapted components
representing the risk premia, Λ is the N × K (N ≥ K) full column rank matrix of factor loadings,
Dt is a diagonal positive definite matrix of K time-varying factor variances, and Ω is the conditional
covariance matrix of the idiosyncratic shocks Ut+1.
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The existing literature has made several assumptions about Ω. The strict factor structures as
in Diebold and Nerlove (1989), King, Sentana and Wadhwani (1994) and Fiorentini, Sentana and
Shephard (2004) impose Ω to be diagonal. The approximate factor structures as in Chamberlain and
Rothschild (1983) and DR (2006) relax this assumption, allowing for nonzero off-diagonal elements.
An advantage of the approximate factor representation is that it is preserved by portfolio formation,
differently from the strict factor representation (see Chamberlain and Rothschild (1983), DR (2006)
or Fiorentini, Sentana and Shephard (2004)).
Under (1) and (2), the conditional variance of Yt+1 given the information available at time t is
given by:
Σt = V ar (Yt+1|Jt) = ΛDt Λ′ +Ω. (3)
The decomposition in (3) shows that the conditional variance of Yt+1 is time-varying, thus explaining
why model (1) and (2) is called a conditionally heteroskedastic factor model.
For simplicity, we consider a constant risk premium for all assets, i.e. we assume µ (Jt) = µ for
all t. Following Nardari and Scruggs (2006), this restriction allows for the pricing relation µ = Λτ ,
where τ is a K × 1 vector of time-invariant factor risk premia. To simplify the exposition, we also
assume a single factor representation, i.e. we will let K = 1 throughout. The generalization to K > 1
is nevertheless straightforward even though the inference issues may need to be discussed. Therefore,
the model above specializes to
Yt+1 = µ+ λft+1 + Ut+1, (4)
where ft+1 is the single common latent factor and λ is a N × 1 vector of factor loadings. The moment
conditions in (2) can be rewritten as
E (ft+1|Jt) = 0
E (Ut+1|Jt) = 0
E (ft+1Ut+1|Jt) = 0 (5)
V ar (Ut+1|Jt) = Ω
V ar (ft+1|Jt) = σ2t ,
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implying that the conditional variance of Yt+1 given Jt is equal to
Σt = λλ′σ2t +Ω. (6)
To model σ2t , the conditional variance of ft+1 at time t, we follow DR (2006) and assume that
ft follows a square root-stochastic autoregressive volatility (SR-SARV(1)) model with respect to the
filtration Jt (see Andersen (1994) and Meddahi and Renault (2004) for more details on this class of
models), i.e.
ft+1 = σtηt+1
where σ2t , the conditional variance of ft+1, satisfies the following condition:
E(σ2t |Jt−1) = ω + γσ2t−1, ω ≥ 0, γ ∈ (0, 1),
and where ηt+1 is such that E(ηt+1|Jt) = 0 and V ar(ηt+1|Jt) = 1.
Equations (4) through (5) describe the conditionally heteroskedastic model considered by DR
(2006). Our main contribution in this section is to extend this model by explicitly modeling the
skewness and the leverage effects.
3.2 The leverage effect
Fiorentini, Sentana and Shephard (2004) consider a conditionally heteroskedastic factor model that
allows for a dynamic leverage effect. Nevertheless, in their model, the leverage effect is tightly linked
to the QGARCH specification of Sentana (1995) for the conditional variance of the common factor.
Here we adopt a different approach that disentangles these two features.
Given (6), we can write the conditional variance of asset i at time t+ 1 as
Σii,t+1 = λ2i σ
2
t+1 +Ωii, i = 1, · · · , N,
where Σii,t+1 denotes the element (i, i) of the matrix Σt+1, and similarly for Ωii.
Let ui,t+1 be the i-th component of Ut+1. The conditional leverage effect at t+1 can be expressed
as the conditional covariance between Yi,t+1 and Σii,t+1, given Jt, i.e.
Cov (Yi,t+1, Σii,t+1|Jt) = Cov
(


















Equation (7) shows that the leverage effect for each return has two components. The first component
reflects the part of the leverage effect that is due to leverage in the common factor whereas the second
component is given by the conditional covariance between the idiosyncratic shock and the future
volatility of the factor. The dynamics of each component dictate the dynamics of the leverage effect.
In this paper we assume that the idiosyncratic shock is not conditionally correlated with the
conditional variance of the factor. We formally state this assumption below.
Assumption 1 The conditional correlation between ui,t+1 and σ2t+1 for each asset i is zero:
Cov(ui,t+1, σ2t+1|Jt) = 0, i = 1, . . . , N.
This assumption implies to imposing a null correlation between ui,t and f2t+1. The following
assumption gives a model for the leverage effect for the latent factor.
Assumption 2 Cov(ft+1, σ2t+1|Jt) = pi0 + pi1σ2t , for some constants pi0 and pi1.
According to this assumption, the leverage effect for the factor is an affine function of its conditional
variance. As we will show next, this specification holds for many models in the class of SR-SARV
processes4:
Example 1 The A1(3)-affine family processes5 (Dai and Singleton (2000), Singleton (2001)).
Let ft+1 be defined by
ft+1 =
√




ζ2 + βvt²3,t+1, ²t+1|Jt ∼ N (0, I3)
θt+1 = νθ¯ + (1− ν)θt +
√





vt+1 = µv¯ + (1− µ)vt + η√vt²2,t+1,
where
(
α, β, η, ν, µ, ζ, θ¯, v¯, σ1, σ2, σ3, σ4
) ∈ D, a conveniently restricted subset of R12. It follows that
Cov(ft+1, σ2t+1|Jt) = −σ1η2(α+ σ22ζ2) + σ1η2σ2t = pi0 + pi1σ2t .
σ2t ≡ V ar (ft+1|Jt) = α+ σ22ζ2 + (1 + σ21η2 + σ22β)vt. Thus, the affine process verifies Assumption 2.
4Many of our examples correspond to the discrete version of continuous time models used in finance.
5Backus-Foresi-Telmer(2001) use the discrete time version of the Cox-Ingersoll-Ross’s (1985) diffusion process to
propose an affine model of currency. The affine process nests the square-root process of Heston (1993) and Cox-Ingersoll-
Ross (1985).
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Example 2 The Quadratic GARCH (QGARCH(1,1)) of Sentana (1995).
Let ft+1 be given by
ft+1 = σt ηt+1, ηt+1|Jt ∼ N (0, 1) ,
where σ2t is such that
σ2t = θ + β σ
2
t−1 + α (ft − µ)2 , (θ, β, α, µ) ∈ D.
It follows that
Cov(ft+1, σ2t+1|Jt) = −2αµσ2t = pi1σ2t ,
showing that QGARCH(1,1) satisfies Assumption 2.
Example 3 Heston-Nandi’s (2000) GARCH process.
Let ft+1 be given by
ft+1 = σt ηt+1, ηt+1|Jt ∼ N (0, 1) ,
where σ2t is defined as follows:
σ2t+1 = ω + β σ
2
t + α (ηt − γσt)2 , (ω, β, α, γ) ∈ D.
We can show that
Cov(ft+1, σ2t+1|Jt) = −2αγσ2t = pi1σ2t ,
proving that this model also satisfies our Assumption 2.
Example 4 The Inverse Gaussian GARCH(1,1) of Christoffersen, Heston and Jacobs (2006).
In the Inverse-Gaussian-GARCH(1,1) (IV-GARCH (1,1)) model proposed by Christoffersen, Hes-
ton and Jacobs (2006) for a random process ft+1 (e.g. a log return process), ft+1 is written as the sum
of a deterministic random process and an innovation which follows an Inverse Gaussian distribution.
They show that this model is embodied in the class of SR-SARV(1) models and allows for a leverage
effect of the type considered in Assumption 2. In particular, they show that Cov(ft+1, σ2t+1|Jt) = pi1σ2t
for some pi1 where σ2t is the conditional variance of ft+1.
Given equation (7) and Assumptions 1 and 2, we can write the leverage effect for asset i as follows:






3.3 The skewness effect
In this section we propose a model for the dynamics in the conditional skewness of assets returns. This
effect has often been ruled out in the conditionally heteroskedastic factor literature, which typically
postulates the conditional normality of (ft+1, U ′t+1)′. To the best of our knowledge, we are the first to
model this effect in the conditionally heteroskedastic factor literature.
The finance literature on univariate processes has modeled the skewness effect by specifying con-
ditional distributions which allow for time varying conditional third order moments. See for instance
Hansen (1994), Harvey and Siddique (1999) and Jondeau and Rockinger (2003). Because we would like
to avoid any distributional assumptions, we will follow an alternative approach in which the skewness
effect is specified through a conditional moment restrictions.




























, we make the following assumption.
Note that DR (2006) use a similar assumption (see their Assumption 3.6).
Assumption 3 ft+1 and f2t+1 are conditionally uncorrelated with any polynomial function of ui,t+1 of
degree smaller than three.
Assumption 1 assumes that f2t+1 is conditionally uncorrelated with uit. Assumption 3 extends
Assumption 1 by requiring that f2t+1 be also conditionally uncorrelated with ui,t+1. Assumptions 1



























As a result, specifying the dynamics of the third order conditional moments of the factor and of the
idiosyncratic shocks is equivalent to modeling the third order conditional moment of the excess return.
We introduce the following assumption.
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= s0i , s
0
i ∈ R.
Assumption 3 assumes that the third order conditional moment of ui,t+1 is time-invariant. The
idiosyncratic shocks are therefore not necessarily (conditionally) Gaussian, although we assume that
their first three moments are not time varying.







= h0 + h1σ2t , h0, h1 ∈ R.
According to Assumption 5, the conditional skewness in ft+1 is an affine function of σ2t , the
conditional variance of the factor. As we will prove in Proposition 4.4 below, this specification is
robust to temporal aggregation of the model when the leverage effect is specified by Assumption 2.
Moreover, this model has good empirical support for our data, as showed by our empirical results in
Section 2.
The models introduced in Examples 21-24 above satisfy Assumption 5 in addition to Assumption
2. Assumptions 3-5 imply that
E(Y 3i,t+1|Jt) = λ3ih1σ2t + si, (10)
with si = λ3ih0+ s
0
i : i = 1, . . . , N . Equation (10) shows on the one hand that h0 and s
0
i : i = 1, . . . , N
cannot be simultaneously identified by the third conditional moment of the returns and on the other
hand that the conditional skewness of the returns, Yi,t+1 : i = 1, . . . , N are affine functions of σ2t .
Assumptions 2 and 5 nest the standard GARCH(1,1) models allowing for the possible presence
of skewness when the standardized innovation in ft+1, ηt+1, has its third order conditional moment,
E(η3t+1|Jt), proportional to 1/σt. This is the case for the standard Gaussian GARCH(1,1) model.
However, this model (possibly with skewness) does not disentangle the skewness effect from the lever-











rather a drawback for this class of models as pointed out by Alami and Renault (2001). In contrast,
Assumptions 2 and 5 allow for the two effects to be independent of each other.
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3.4 Our model
The following equations summarize our conditionally heteroskedastic factor model with asymmetries.
Yt+1 = µ+ λft+1 + Ut+1 (11a)
E (ft+1|Jt) = 0 (11b)
E (Ut+1|Jt) = 0 (11c)
V ar (Ut+1|Jt) = Ω (11d)
E (ft+1Ut+1|Jt) = 0 (11e)



















= pi0 + pi1σ2t . (11i)
The skewness effect depends on the parameters h1 and si, for i = 1, . . . , N , while pi0 and pi1 characterize
the leverage dynamics. Equation (11g) specifies the factor volatility dynamics. The SR-SARV(1) model
restricts the volatility intercept ω to 1−γ, where γ is the factor conditional variance persistence, such
that Eσ2t = Ef
2
t = 1. This condition fix the scale problem that may arise out from the specification in
(11a) for the factor loadings and the latent factor. However, as pointed out by DR (2006), their model
given by Equations (11a)-(11g) identifies all of the parameters involved except one arbitrary factor
loading. This remark remains true in our model. The additional conditional moment restrictions we
provide by (11h) and (11i) only identify the asymmetry parameters and some factor loading ratios
which all are identified by (11a)-(11g). We will discuss this identification problem more extensively in
Section 5.
This identification issue is the first main difference between the conditional moment restrictions-
based model we have here and the parametric factor models. The conditional joint distribution
assumption for (ft+1, U ′t+1) in parametric models together with the factor normalization identify the
whole model up to one factor loading sign. This sign indeterminacy is solved, as proposed by Geweke
and Zhou (1996), by restricting the sign of a particular factor loading to be positive. For a more
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extensive discussion about this identification issue for parametric models, see Geweke and Zhou (1996)
and Aguilar and West (2000).
Equations (11f) through (11i) show that the common factor drives the dynamics in the conditional
variance, the conditional skewness and the conditional leverage of assets returns. In particular, as we
showed in (8), the leverage effect for asset i can be expressed6 as
lii,t = λ3i lt,






denotes the leverage effect for the factor. Therefore, if an asset has a positive factor loading, its leverage
effect is positively correlated with the leverage effect for the factor. Instead, a negative relationship
holds between the two leverage effects if the factor loading is negative.
We can also define the co-leverage (or transversal leverage) between two assets i and j. This is
given by lij,t ≡ Cov (yi,t+1, Σjj,t+1|Jt). Note that the order of the arguments matters in this definition
of the co-leverage. Specifically, lij,t 6= lji,t. The co-leverage measures the impact of a shock on the
return of asset i today on the volatility of asset j tomorrow. Under our assumptions, it follows that
lij,t ≡ Cov (yi,t+1, Σjj,t+1|Jt) = Cov
(






















Equation (12) shows that the co-leverage of asset i on asset j has the same sign as the leverage effect
for asset i. Thus, if asset i has a negative leverage effect, a positive shock on asset i’ s return lowers
its future volatility, which increases the confidence level in asset i’s market, which ceteris paribus,
propagates to the entire financial market. Thus, a positive shock on asset i’s return reduces future
volatility for all other assets, including asset j.
6Richer dynamics in the returns leverage may be obtained by including more factors in the model.
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4 Temporal aggregation results
Asset returns are available at many different frequencies. For instance, financial data are often available
at the daily, weekly, or monthly level, not to mention the fact that higher frequency data at the
intraday level are also increasingly available in finance. Because lower frequency returns are just a
temporal aggregation of the higher frequency returns, an internally consistent model should be robust
to temporal aggregation. Drost and Nijman (1993) show that the standard GARCH model is not
robust to temporal aggregation and propose the weak GARCH model, which is robust to temporal
aggregation. More recently, Meddahi and Renault (2004) propose the SR-SARV class of volatility
processes and show that these processes are closed under temporal aggregation. See also Engle and
Patton (2001) for a discussion of the merits of temporal aggregation.
In this section, we show that the conditionally heteroskedastic factor model with asymmetries we
propose in this paper is robust to temporal aggregation.
Suppose we observe returns at t = 1, 2, . . .. The relevant conditioning information set at time t is
Jt, which contains the past observations dated at times t and before. Suppose now we observe returns
at a lower frequency, in particular we observe returns at tm intervals, where t = 1, 2, . . ., and m is the
time horizon. For example, if we move from the daily to the weekly frequency, m = 5. In this case,
the relevant conditioning information set depends on the observations dated at times tm. We will call
this information set J (m)tm . In order to define J
(m)
tm , we need to introduce some additional notation.
In particular, following Meddahi and Renault (2004), let Y (m)tm ≡
∑m
l=1 αlY(t−1)m+l, t ≥ 1, denote the
process resulting from the temporal aggregation of Yt over the time horizon m. The coefficients αl,
l = 1, . . . ,m, are the aggregation coefficients. For a flow variable such as a log return, αl = 1, for all









l=1 αlU(t−1)m+l be the temporal aggregation analogues of Ft










τm , Dτm; τ ≤ t
)
,
where, for any integer τ , Dτm = V ar (Fτm+1|Jτm), Jτm is the same information set as Jt with t = τm
and σ(X) denotes the σ-algebra generated by X. Meddahi and Renault (2004) show that the SR-
SARV(1) model is robust to temporal aggregation with respect to the increasing filtration J (m)tm .
Proposition 4.1 Let Yt be defined by (1) and (2). Assume Yt has a constant conditional mean
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where D(m)tm is a diagonal matrix and µ
(m) is a time-invariant vector equal to (
∑m
l=1 αl)µ.
Proposition 4.1 shows that Y (m)tm , the temporal aggregation of Yt over the horizon m, has the same
factor representation as Yt, where the idiosyncratic shocks and the latent factors are the temporal
aggregation analogues of the higher frequency idiosyncratic shocks and factors, respectively. Hence,
if we assume that each factor, component of Ft, follows a SR-SARV(1) model, as in our model in
(11) for the single factor, the results in Meddahi and Renault (2004) imply that each component of
F
(m)
tm inherits the SR-SARV(1) dynamics. We can therefore conclude that under our assumptions the
volatility specification assumed for the factor representation of Yt in our model in (11) is robust to
temporal aggregation.
Next we study the properties of temporal aggregation of the models assumed for the leverage and
skewness effects (Assumptions 2 and 5, respectively). For simplicity we assume a single factor model
and let µ = 0.
The following proposition is auxiliary in proving the robustness of the skewness and leverage
models to temporal aggregation. It provides some useful properties of the SR-SARV(1) process not yet
established in the literature. In particular, this proposition gives the expected value of the conditional
variance conditional on the information available at any earlier period, and it also expresses the
conditional variance of an aggregated SR-SARV(1) process in terms of the conditional variance of the
original process.
Proposition 4.2 Let ft+1 follow a SR-SARV(1) model with volatility persistence and intercept pa-
rameter γ and 1 − γ, respectively, and with conditional variance σ2t . Then, for all l ≥ 1, we have
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l−1 ≡ S(m)1 + S(m)2 σ2tm.



































Proposition 4.3 Let ft+1 follow a SR-SARV(1) model with volatility persistence and intercept para-




















Proposition 4.3 shows that the leverage model assumed in Assumption 2 is robust to temporal
aggregation for the class of SR-SARV(1) processes. Similarly, we can show that the equation (12)
describing the co-leverage effect for asset i on asset j holds for the aggregated process provided As-
sumption 1 is satisfied.
The next result establishes the robustness to temporal aggregation of the third order conditional
moment dynamics assumed in Assumption 5.
Proposition 4.4 Let ft+1 follow a SR-SARV(1) model with volatility persistence and intercept para-













)3 |J (m)tm ] = λ3ih(m)1 σ(m)2tm + s(m)i ,
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and where S(m)1 and S
(m)
2 are as defined in Proposition 4.2.
Proposition 4.4 shows that the conditional third order moment dynamics postulated in Assumption
5 is robust to temporal aggregation in the set of SR-SARV(1) processes that have a conditional
leverage dynamic according to Assumption 2. In particular, the third conditional moments of excess
aggregated returns follow an affine function of volatility. Moreover, if the conditional third moment
of the underlying factor is time varying, it follows that the aggregated factor also has a dynamic
conditional third moment, given that the aggregation coefficients αl, l = 1, . . . , m are nonnegative.
We can summarize the temporal aggregation properties of the temporally aggregated model as
follows. First, the factor representation is preserved for the aggregated model, with the same factor
loadings. Second, the aggregated factor has a leverage effect and a skewness effect whose specifications
are affine functions of its volatility, just as assumed for the original factor itself. Third, the conditional
skewness of the idiosyncratic shocks is constant if the same is true for the underlying non aggregated
shocks, as assumed by Assumption 1. These properties, together with the property of robustness to
temporal aggregation of SR-SARV models for conditional heteroskedasticity established by Meddahi
and Renault (2004), prove that our conditionally heteroskedastic factor model with asymmetries is
robust to temporal aggregation.
5 Identification and estimation of the model
The main goal of this section is to present some valid moment conditions for our model on which we
can base GMM inference. The GMM-based inference is robust to distribution misspecification and it is
also easier to perform than alternative methods often used in the conditionally heteroskedastic factor
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model literature, which also widely rely on distributional assumptions. To the best of our knowledge,
DR (2006) are the first to propose a GMM-based inference method for conditionally heteroskedastic
factor model.
Our model, as we already mentioned, is close to the DR (2006) model in that both share Equations
(11a)-(11g). Therefore, the DR (2006) moment conditions are useful here to identify λ, γ and Ω.
However, as pointed out by DR (2006), because the factor is not observable their model is not able
to identify all of the parameters included. The main reason is that their model specifies only the
first and second conditional moments which are to be estimated as well. Actually, the model is only
partially identified in the sense of Manski and Tamer (2002). Particularly, it identifies the whole set
of parameters as a function of one factor loading. To conduce inferences in the usual way, DR (2006)
propose two approaches. The first normalizes one factor loading and thus allows the identification of
the whole model by appropriate unconditional moment conditions. The second approach restricts the
factor’s conditional kurtosis to be time invariant and proposes a dynamic model for the conditional
variance of the factor’s conditional variance. This allows the full identification of the model through
suitable moment conditions.
Here we will follow both of these approaches to study the identification of our extended model
(Equations (11a) through (11i)).
5.1 Inference by normalization
This approach sets the factor loading of a given excess return process (we will consider one with a
factor loading different from 0) to an arbitrary value λ. In particular, we let 0 < λ2 < V ar(Y1,t). For
simplicity, we first consider the case in which µ = 0. The following moment conditions proposed by



















∣∣ Jt−1]} = V ech [(1− γ)(λλ′ +Ω)] (15b)
where L is the usual lag operator, Y−1,t+1 = (Y2,t+1, . . . , YN,t+1), Ω1. is the 1×N -matrix equal to the
first row of Ω, Ω2. is the N − 1×N -matrix of the last N − 1 rows of Ω, while V ec and V ech are the
usual vectorizing and half-vectorizing operators.
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where Ω2:N,1 is the submatrix of Ω defined by its first column and its second to its last rows, to avoid
the risk of near collinearity in the resulting unconditional moment restrictions. Similarly, instead of
the Vech operator in (15b), the Diag operator is recommended when large dimension processes are
used. The Diag operator transforms a square matrix into a vector of its diagonal entries.
Next we extend this approach to the leverage and skewness dynamics.
The leverage in excess returns as given by (8) provides moment conditions characterizing pi0 and




















, ∀i = 1, · · · , N (16)
where pi00 = pi0 − pi1(Ω11/λ2) and pi01 = pi1/λ2.
Similarly, the third conditional moment of asset excess returns as given by (10) characterizes the











+ s1i , ∀i = 1, · · · , N (17)
where h01 = h1λ
−2 and s1i = si − h1λ3iλ−2Ω11.
In a more general case where µ 6= 0, one can note that the moment condition E(Yt+1|Jt) = µ
identifies µ and therefore has to be completed in (15) in addition to Equations (15a) and (15b).
Moreover Yt+1, Y−1,t+1 and Y1,t+1 have to be replaced by Yt+1 − µ, Y−1,t+1 − µ−1 and Y1,t+1 − µ1,
respectively.
The moment conditions in Equations (16)-(17) can be written as
E {gφ1(Yt+1, Yt+2, φ2|Jt)} = 0
with φ1 = (λ′−1, γ, V ech(Ω)′)′ and φ2 = (pi0, pi1, s1, · · · , sN , h1), where gφ1(.) defines a smooth function.
For a Jt-measurable vector of instruments zt including 1, this conditional moment restrictions implies:
E{zt ⊗ gφ1(Yt+1, Yt+2, φ2)} = 0 (18)
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which, in turn, is an unconditional moment restrictions allowing for the application of Hansen’s
(1982) results. The following proposition suggests an instrument that could validate the application
of Hansen’s (1982) results.






) 6= 0. Then, for any φ1, the moment condition in (18) identifies φ2 at the first
order i.e.:
(∂/∂φ′2) [E{zt ⊗ gφ1(Yt+1, Yt+2, φ2)}] has full column rank.
The factor ft+1 follows an SR-SARV(1) model and therefore its square has an ARMA representation
(Meddahi and Renault (2004)). Because λ 6= 0, Y 21,t has also an ARMA representation. Thus, Y 21,t is
correlated with σ2t . Consequently, any lag of Y
2
1,t is a valid instrument that may help to first-order
identify φ2 by (18).
Because the moment conditions in (15) identify φ1 at the first order (see DR (2006)) and do not
share any component of φ2, we can show that, jointly, the moment conditions in (15) and (18) identify
φ = (φ′1, φ′2)′ at the first order. Combining (15) and (18), the global moment condition is written as
E{gt(φ)} = 0, (19)
for an appriate smooth function gt(.).
Let ‖X‖2 = X ′X, where X is a vector. If E‖gt(φ)‖2 <∞ (which inquires Yt to have a finite sixth
moment), we can apply the results in Hansen (1982) to show that the asymptotic distribution of φˆ,
the efficient GMM estimator of φ based on the moment condition (19) is given by
√
T (φˆ− φ) d→ N (0, (D′W−1D)−1) ,






and D = (∂/∂φ′)E{gt(φ)}.
5.2 Inference through higher order moments
The second approach proposed by DR (2006) completes their model given by equations (11a)-(11g) by
using a dynamic specification for the conditional variance of the factor’s conditional variance. With
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the additional constant conditional kurtosis assumption for the factor, DR (2006) propose moment
conditions that identify λ, γ and Ω.







= α+ βσ2t + δσ
4
t . (20)
This specification nests the affine process of the conditional variance of Heston (1993) and the Ornstein-
Uhlenbeck-like Levy-process of the conditional variance, as introduced by Barndorff-Nielsen and Shep-
hard (2001).
In our temporal aggregation robust framework, if we complete our conditionally heteroskedastic
factor model with asymmetries given in (11) with the conditional variance specification in (20) for
the factor, it turns out that the whole framework is modified and we must re-evaluate the temporal
aggregation property of this new model. Proposition C.1 in Appendix C insures that the conditional
variance dynamic in (20) is robust to temporal aggregation in the class of the SR-SARV(1) processes.
As a consequence, the new model we obtain by completing our model in (11) by (20) is also robust to
temporal aggregation.



















∣∣Jt−1]} = V ech [(1− γ)(λλ′ +Ω)] (21b)
E
[
(1− cL)(y41,t+1 − 6Ω11y21,t)− bλ21y21,t
∣∣ Jt−1] = a (21c)
where λ−1 and Y−1,t have the same definition as in (15), a, b and b three additional parameters and
we also assume µ = 0.
Let φ1 denote a vector containing λ, Ω, γ, a, b and c. We can easily verify that Proposition 5.1
holds in this framework so that the parameters contained in φ2 are identified at the first order for any
φ1. The efficient GMM estimator of φ = (φ′1, φ′2)′ is also asymptotically normal, although this result
requires more stringent moment conditions (in particular, Yt should have eight order finite moments).
This conditions may be less realistic for GARCH processes with high volatility persistence. For this
reason, the previous approach for identification seems more practical.
We conclude this section with some remarks. First, the number of parameters can grow very quickly
with the number of assets in the factor structure depending on the restrictions on the variance matrix
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Ω of the idiosyncratic shocks. Typically, without any restriction on Ω, the number of parameters is
of order O(N2) against O(N) if we restrict this variance matrix to be diagonal. Thus, a free semi
positive definite matrix Ω is practically tractable only in the case of a reasonable number of assets
(e.g. N ≤ 5). But, for a larger number of assets, it would be more convenient to restrict Ω to be
diagonal or even block diagonal.
Second, the Iterated GMM inference approach proposed by Ogaki (1993), is also useful in our
framework. Applied to our context, the Iterated GMM consists on estimating φ1 from (15) or (21) by
the usual GMM technique, and then plugging φˆ1 in the remaining moment conditions to estimate φ2
also by GMM. It has been proved (see Ogaki 1993) that the resulting estimator (φˆ′1, φˆ′2)′ is asymp-
totically normally distributed. Even though this approach involves more optimization steps than the
usual GMM, the dimension of the parameter spaces on which these optimizations are performed are
smaller than in the usual GMM. Therefore, this technique may be easier to implement. However, due
to its two-step approach, the Iterated GMM is less efficient than the usual GMM.
6 Monte Carlo results
The main goal of this section is to assess the finite sample performance of our estimation procedure for
different values of the factor volatility persistence. Because the GMM inference results are known to be
sensitive to the set of valid instruments that are used (see e.g. Andersen and Sørensen (1996)), we first
investigate the relative performance of four sets of valid instruments. We evaluate the performance
of each instrument set by the simulated bias and the root mean square error (RMSE) of parameter
estimates it provides for both the DR (2006) model and our conditionally heteroskedastic factor
model with asymmetries. The best of these instrument sets is subsequently used in our experiments
for assessing the sensitivity of our inference procedure to the factor volatility persistence.
We simulate samples of three asset excess returns with null risk premia (µ = 0) from a single factor
model. The model considered is the following
Yi,t = λft + ui,t, i = 1, 2, 3,
with λ = (1, 1, 1)′ and Ut ∼ i.i.d.N (0, ωI3), where ω = 0.35 and I3 is the identity matrix of size 3.
ui,t is the i-th component of Ut. In this model, the signal to noise ratio λi/ω is 2.86 which roughly
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matches the average signal to noise ratio we find in our empirical application in Section 7. The factor
process ft in all our experiments has a GARCH(1,1) dynamics i.e. ft = σt−1ηt, ηt|Jt−1 ∼ (0, 1) and
σ2t = 1− α− β + αf2t + βσ2t−1, 0 < α+ β < 1. This GARCH(1,1) process is an SR-SARV(1) process
with persistence parameter γ = α+ β.
In the DGP 1, DGP 2, DGP 3 and DGP 4 we consider, ηt ∼ i.i.d.N (0, 1) and hence, the factor is
the standard Gaussian GARCH(1,1) process.
In the DGP 1’, DGP 2’, DGP 3’ and DGP 4’, ηt = (σ2t−1−Xt)/σt−1 whereXt|Jt−1 ∼ Gamma(σ2t−1, 1).
In this case, E(f3t+1|Jt) = −2σ2t and Cov(ft+1, σ2t+1|Jt) = −2ασ2t . This simulation design fits with the
occurence of conditional skewness and conditional leverage in Yi,t.
The eight experiments we conduct differ by the asymmetries occurence and also by the factor
volatility persistence, γ. For
DGP 1 and DGP 1’: α = 0.20, β = 0.50; γ = 0.70,
DGP 2 and DGP 2’: α = 0.20, β = 0.60; γ = 0.80,
DGP 3 and DGP 3’: α = 0.20, β = 0.70; γ = 0.90,
DGP 4 and DGP 4’: α = 0.20, β = 0.75; γ = 0.95.
γ = 0.70 roughly matches the volatility persistence we get for the factor in our empirical application.
γ = 0.80 matches approximately the factor volatility persistence estimate by Fiorentini, Sentana and
Shephard (2004) for monthly U.K. index excess returns. γ = 0.90 and γ = 0.95 are the usual range of
the standard GARCH volatility persistence estimate in the empirical literature for daily returns (see
e.g. Harvey and Siddique (1999)). We set the number of replications to 500, and the sample size is
T = 5000, which roughly matches the length of the data set used in our empirical application.
We perform the inference by the normalization approach described in Section 5 and we set the
first asset factor loading to λ = 1. We estimate the DR (2006) model by the moment conditions given
in equation (15) and our conditionally heteroskedastic factor model with asymmetries by the moment
conditions given by equations (15)-(16)-(17). The parameters of interest in the DR (2006) model are
λ2, λ3, ω and γ. In the DGP 1 through 4, s1 = s2 = s3 = s = 0, h1 = 0 and pi0 = pi1 = 0 and in the
DGP 1’ through 4’, s1 = s2 = s3 = s = 0, h1 = −2.0, pi0 = 0 and pi1 = −0.4. Therefore, as far as the
Monte Carlo designs are concerned, λ2, λ3, ω, γ, s, h1, pi0 and pi1 are the only relevant parameters of
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our conditionally heteroskedastic factor model with asymmetries.
We first assess the relative performance of our estimation method for the DR (2006) model and our
extended model in terms of instruments used. In particular, we consider four sets of instruments: z1,t =
(1, Y 21,t), z2,t = (1,
∑20
i=1 ρ




1,t−1) and z4,t = (1, Y 21,t, Y 21,t−1, Y 21,t−2).
For each set of instruments, we simulate data from DGP 2 and evaluate the bias and the RMSE
for the parameter estimates in the DR (2006) model and in our model with asymmetries. Table 1.5
contains the results. In terms of bias, z3,t is the most desirable for both models among the four
instrument sets. It yields a particularly small average bias for the DR (2006) model estimates with
respect to the other instruments which show roughly the same amount of average bias. For our
conditionally heteroskedastic factor model with asymmetries estimates, z3,t also yields the smallest
amount of average bias but the difference with z4,t is not noticeable. z1,t appears to yield the largest
average bias among the four instrument sets that we compare. In terms of RMSE, z4,t is the best
instrument set for both models followed by z3,t. These two instrument sets perform much better than
z2,t and z1,t. This result suggests the use of z4,t as an instrument set for our next experiments and our
empirical work.
Next, we investigate the finite sample properties of our estimation method as a function of the
volatility persistence γ and the occurence of asymmetries. More specifically, we consider the eight
DGPs described above (DGP 1, 2, 3, 4 and DGP 1’, 2’, 3’, 4’). Table 1.6 presents the results for
the DGP 1, 2, 3 and 4 in which there is no conditional asymmetry in the processes Yi,t and Table
1.7 presents the results for DGP 1’, 2’, 3’ and 4’ in which both the conditional skewness and the
conditional leverage effects occur.
In both models, the estimates of the parameters λ2, λ3, γ and ω exhibit low bias for all of the
DGP. These estimates also exhibit similar RMSE for the DGP 1, 2, 3 and 4. Note however that the
RMSEs obtained for our model are slightly higher than those obtained by the DR (2006) model. These
observations remain valid for the DGP 1’, 2’,and 3’. For the DGP 4’, the RMSEs of the estimates of
λ2, λ3 γ and ω by our model are much larger than those yield by the DR (2006) model estimates.
When there is no asymmetry in the data and the factor volatility persistence is not too large (DGP
1, 2 and 3), the estimates of s, h1 pi0 and pi1 exhibit small bias but their RMSE seem to increase with
the factor the factor volatility persistence. In the DGP 1’, 2’ and 3’, the estimates of s and pi0 still
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yield small bias while the estimates of h1 and pi1 exhibit larger bias. The RMSEs in these DGPs also
seem to increase with the volatility persistence of the factor.
The largest bias and RMSEs occur for DGP 4 and 4’ where γ = 0.95 and for our model estimates.
This lack of performance of our estimation method could be viewed as a consequence of the near-
integration of the volatility process. Because the parameters h1 and pi1 are both coefficients of volatility
in our model, they may not be efficiently estimated. The other parameters are therefore contaminated
and are not efficiently estimated.
This Monte Carlo experiment suggests that our inference procedure is reliable in finite samples
particularly when the volatility persistence is not close to 1, whereas the inference could be inaccurate
for persistence values larger than 0.95. This observation seems to confirm a well known drawback of
the GMM method application in volatility literature which delivers bad results when the volatility
persistence is close to 1 (see e.g. Broto and Ruiz (2004)).
7 Application to daily U.K. stock market excess returns
In our empirical work, we estimate both the conditionally heteroskedastic factor model proposed by DR
(2006) and our conditionally heteroskedastic factor model with asymmetries for stock excess returns
on 24 U.K. sectors. We use all the series described in the Data Appendix (see Appendix B) except for
the FTSE All Share Ex. Inv. Trusts index excess return because it exhibits a correlation of 0.99 with
the FTSE 350 index excess return (see Table 1.1 Appendix B) which is included in the models.
In both models, we consider centered excess returns and we do not estimate the conditional mean,
µ. We also restrict the variance matrix Ω of the idiosyncratic shocks to be diagonal. with these
restrictions, the DR (2006) model has 48 parameters while our extended model has 75 parameters. In
the estimation procedure, the FTSE 350 index excess return plays the role of Y1,t and we use z4,t as
a valid instrument set (see Section 5).
7.1 Results
Table 1.7 in Appendix B presents our estimation results. Even though the factor loadings and the
variance of the idiosyncratic shocks estimates for both models differ according to the specific return
series, their average difference across the returns are 0.0015 and 0.0090 for the factor loadings and the
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idiosyncratic shock variances, respectively.
The factor volatility persistence estimates for the two models are 0.685 for the DR (2006) model
and 0.684 for our model. Thus, explicitly modeling the asymmetries does not seem to change the
persistence estimate. Nevertheless, the persistence we find is low with respect to what is found in
the empirical literature for daily data. Engle and Ng (1993) find a volatility persistence of 0.916 in a
standard GARCH(1,1) model for the daily return of the TOPIX index, and both Harvey, Ruiz and
Sentana (1992) and Fiorentini, Sentana and Shephard (2004) find a persistence level of about 0.80 for
the volatility in their QGARCH(1,1) factor models for monthly U.K. stock market index returns. The
volatility of monthly returns is known to be less persistent than the volatility of daily returns. The
main difference between these models and the models we estimate in this paper is the way in which
they treat the conditional skewness. The Harvey, Ruiz and Sentana (1992) and Fiorentini, Sentana
and Shephard (2004) models rule out the conditional skewness in the data, while the Doz and Renault
(2006) model and our model are consistent with this empirical fact. Our data seem to confirm the
findings by Harvey and Siddique (1999), who observe that taking account the skewness impacts the
persistence in the conditional variance. Our findings also suggest that not being consistent with the
presence of conditional skewness could change the inference about the conditional variance persistence.
The leverage effect parameters in our asymmetric model, pi0 and pi1 are both significant, implying
that the leverage effect in our data is time varying and can be captured by the dynamics in the factor.
Our findings confirm, for daily data, the result by Sentana (1995) for monthly U.K. index excess
returns, namely that there is significant leverage effect in sectorial returns through a common factor.
See also Black (1976) and Nelson (1991). The slope h1 of the factor’s third conditional moment is
significant and negative (-6.36). This confirms a dynamic conditional skewness in our series as Harvey
and Siddique (1999, 2000) and Jondeau and Rockinger (2003) have also found for their data. Moreover,
due to the positive estimates we get for the factor loadings, the negativity of h1 implies that periods
of high volatility are followed by higher negative conditional third moments. Hence, a larger volatility




We propose an extended Kalman filter to filter simultaneously the latent factor and the conditional
variance processes using the GMM estimates of both the DR (2006) model and of our model (see
Appendix A). This algorithm circumvents the GMM procedure drawback, which does not yield an
estimate for the factor process nor for the conditional variance process. This filter allows us to perform
some useful diagnostic tests.
Figure 1.2 shows the QQ plots of the FTSE 350 index excess return and the filtered latent factor
using the DR (2006) model parameters estimates. This filtered factor is multiplied by the FTSE 350
factor loading λ=.35 to allow for direct comparison with the FTSE 350. It appears that the filtered
factor shows the same fat tail and asymmetry behaviour as the FTSE 350 and thus validates the
choice of an asymmetric factor representation in our model. The correlation with the FTSE 350 index
excess return of the factor processes extracted with the DR (2006) model estimates and our model
estimates are .932 and .911, respectively (see Table 1.9). These correlations have the same order of
magnitude as the correlations obtained by Sentana (1995) for both the QGARCH(1,1) latent factor
and the GARCH(1,1) latent factor with the FTA 500 monthly index excess return (.984 for both).
Figure 1.2: Q-Q plots of the FTSE 350 index excess return and the filtered factor by the DR (2006)
model estimates (scaled by .35)






















































Figure 1.3 shows the FTSE 350 index excess returns and the filtered standard deviations processes
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Figure 1.3: Daily FTSE 350 index excess return and filtered standard deviations by the DR (2006)
model and our model estimates
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Filtered conditional standard deviation by the DR model estimates




Filtered conditional standard deviation by our model estimates
with the DR (2006) model estimates and our model estimates, respectively. The volatility processes
seem to adequately follow the returns series in the sense that periods of large variations in returns
correspond to periods of large volatility. However, for extreme variation in returns, our asymmetric
model seems to predict a larger volatility than the DR (2006) model. This is the case with the October
1987 financial crisis. For the purpose of comparison, Figure 1.4 shows the filtered standard deviation
by both models estimates and the FTSE 350 index excess returns for a two-months period around
October 1987. Specifically, we consider the period from September 1, 1987 through January 1, 1988.
When the market is smooth, the two models predict roughly the same level of volatility. In contrast,
in periods of large shocks, our model predicts larger volatility. Yet, our model may be more realistic.
Between October 20, 1987 and November 6, 1987, the FTSE 350 index excess return rises by 16.61%
on daily average while the in-sample forecasted standard deviation drops only by 6.89% for the DR
(2006) model and by 11.13% for our model.
We also obtain two estimates for the FTSE 350 idiosyncratic shocks processes. One is obtained
by the filtered factor from the DR (2006) model estimates (udr,t+1) and the second is from our model
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Figure 1.4: Filtered standard deviations by the DR (2006) model and our model estimates and the
FTSE 350 index excess return. September 1, 1987 through January 1, 1988
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FTSE350 Index Excess Return
(uchfa,t+1). Table 1.10 shows a non significant skewness for both processes. This validates the choice of
asymmetric factor in our model. The results of the Engle Lagrange multiplier test for heteroskedasticity
are not clear. Even though the evidence of heteroskedasticity is not strong for these idiosyncratic shock
processes, homoskedasticity is hardly accepted at 2% level for both. This may suggest the inclusion
of an additional factor for heteroskedasticity and paves the way for future work.
8 Conclusion
In this paper, we extend the existing class of conditionally heteroskedastic factor models by specifying
the skewness and the leverage effects dynamics in return processes. We show that our conditionally
heteroskedastic factor model with asymmetries is robust to temporal aggregation. In addition, our
specifications are robust to any dynamics in the conditional kurtosis or even higher moments. We
also provide moment conditions allowing for GMM inference. We propose an extended Kalman filter
algorithm that filters the latent factor and the volatility processes simultaneously. Our empirical
application involves 24 index excess returns from U.K. stock market and confirms some useful results
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in the volatility model literature. In particular, our data confirm the results in Harvey and Siddique
(1999, 2000) and Jondeau and Rockinger (2003) for the conditionally heteroskedastic factor model
framework. We find a lower volatility persistence for our common factor than what is obtained
commonly for daily data in models that rule out the skewness effect. Our findings also confirm, for
daily data, the result by Sentana (1995) for monthly U.K. index excess returns, namely that there is
significant leverage effect in sectorial returns through a common factor.
This work also helps to learn more about the relationship between asset returns’ third conditional
moment and their volatility in the presence of a leverage effect. Our empirical application suggests
that it may be beneficial to incorporate this relation for efficiency gain purposes. The filtered volatility
process obtained with our model estimates seems more realistic in period of large shocks than the fil-
tered volatility obtained with the DR (2006) model estimates. Furthermore, this empirical application
also suggests that larger volatility predicts more negatively skewed conditional distributions for the
returns series.
The most immediate extension of this work that we plan for future work is the extension of the
model we propose to more than one factor. Even though a multi factor extension is straightforward,
estimation and inference are fundamental issues which need to be discussed carefully. This extension
is in particular motivated by the residual heteroskedasticity that may exist in the fitted idiosyncratic
shock process from our data. This work can also be extended to take into account the risk premium
by modeling the conditional mean of the returns as a function of volatility as Fiorentini, Sentana and
Shephard (2004) and DR (2006). As a main advantage, such an extension will make the model we
propose also consistent to the well-known volatility feedback feature that occurs in financial processes.
This extension may also be particularly relevant for longer horizon returns for which the risk premium
is known to matter.
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A An Extended Kalman Filter for the latent common factor and
volatility processes
The heteroskedastic factor model is defined by:
ft+1 = σt²t+1 σ2t+1 = 1− γ + γσ2t + wt+1 (22a)
Yt+1 = µ+ λft+1 + Ut+1 (22b)




= 1, V ar (Ut+1|Jt) = Ω.
In this factor representation, both ft+1 and σ2t+1 are unobservable; in fact, only the multivariate return
process (Yt+1) is observable. However, the latent bi-dimensional process Zt = (ft, σ2t )′ depend nonlinearly on
its past value up to some shocks. The Extend Kalman Filter’s algorithm (see Sørensen, 1985) is an attractive
algorithm for this framework to filter Zt from the observations provided that the parameters are known. The
state equation is given by equations in (22a) while the measurement equation is (22b).
Still, the problem that occurs in a such procedure is the positivity of σ2t . A naive filter could lead to negative
σ2t . For that reason, we propose to filter zt = (ft, xt)′ and then, we can deduce σ2t ≡ x2t ; taking advantage from
the following result:




1− γvt+1; E(vt+1|Jt) = 0, E(v2t+1|Jt) = 1; Jt an increasing filtration
as the one introduced in the body of this paper, then (x2t+1) is an SR-SARV(1) process with persistence γ and
intercept 1− γ with respect to Jt.
Our state-space representation is:
ft+1 =
√





Yt+1 = µ+ λft+1 + Ut+1 (23b)








= 1 V ar (Ut+1|Jt) = Ω.
To allow for leverage, we will set Cov(²t+1, vt+1|Jt) = α where α has any negative value. In our applications,




















, the Extended Kalman Filter
algorithm is the following:
Initial value: zˆ0 = (0, 1)′, P0 =
(
1 −√.5(1 + γ)




1. Project the state ahead: z−t = Azˆt−1
2. Project the error covariance ahead: P−t = APt−1A′ +WtQW ′t
Measurement Update (“Correct”)




4. Update estimate with measurement Yt: zˆt = z−t +Kt(Yt − µ−Hz−t )
5. Update the error covariance: Pt = P−t −KtHP−t
6. t = t+ 1, Go To 1.
In this algorithm, the parameters are considered as known. In our application, we either use the GMM
parameter estimates of the Doz and Renault (2006) model (DR) which lead to the filtered process zdr,t or the
GMM parameter estimates of our conditionally heteroskedastic factor model with asymmetries (CHFA) which
lead to the filtered process zas,t for both the factor and volatility.
B Data Appendix and Tables
The following table presents the indices we use in this paper. The first index listed refers to the FTSE 350
index. All of 24 sectorial indices listed are in FTSE while 14 of them are in the FTSE 350. The sectorial
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indices which are not in FTSE 350 are the following: (-)-All Share Ex. Inv. Trusts, 13- FTSE Financials,
14-Transport, 15-Speciality & Other Finc., 16-Prsnl. Care & Hhld. Prods., 17-General Industrials, 18-General
Retailers, 19-Household Goods & Text. 20-Oil & Gas, 24-Support Services.
Our Data are obtained from Datastream. With pi,t being the index i level at day t, we obtain the daily
log-return series ri,t (in %) by: ri,t = 100 × (log pi,t − log pi,t−1). We use the log-return of the UK one month
loan index JPM UK CASH 1M (rt) as safe interest rate. The log-excess return of the index i is Yi,t = ri,t − rt.
Our daily excess returns cover the period from January 2, 1986 through December 30, 2004. Only the 4863
trading days are considered.
Corresponding Corresponding
Number Sectorial index Number Sectorial index
1 FTSE Actuaries 350
2 Banks 13 FTSE Financials
3 Beverages 14 Transport
4 Cnstr. & Bldg. Mats. 15 Speciality & Other Finc.
5 Chemicals 16 Prsnl. Care & Hhld. Prods.
6 Eng. & Machinery 17 General Industrials
7 Food & Drug Retailers 18 General Retailers
8 Food Prod. & Procr 19 Household Goods & Text.
9 Insurance 20 Oil & Gas
10 Life Assurance 21 Forestry & Paper
11 Investment Companies 22 Health
12 Leisure & Hotels 23 Pharm. & Biotec




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 1.3: Engle and Ng Diagnostic Test for the Impact of News on Volatility (Engle an Ng, 1993)
This Table displays, for each index excess return, the diagnostic test results for respectively the Sign
Bias, The Negative Size Bias, the Positive Size Bias and the joint test. The volatility dynamic under
the null we assume is the standard Gaussian GARCH(1,1).
Diagnostic Test Results
Sign Negative Positive Joint
Bias Size Bias Size Bias Test
FTSE Actuaries 350 2.18b -2.26b -5.03a 96.53a
Banks 1.22 -4.30a -5.45a 94.09a
Beverages 1.26 -6.23a -8.47a 115.38a
Cnstr. & Bldg. Mats. 1.62 -3.92a -3.13a 17.41a
Chemicals 1.32 -2.18b -3.76a 36.09a
Eng. & Machinery 1.71c -1.92b -4.21a 45.54a
Food & Drug Retailers 2.54b -4.22a -4.88a 37.64a
Food Prod. & Procr. 0.65 0.56 -1.74c 27.98a
Insurance 1.57 -3.44a -3.43a 16.70a
Life Assurance 1.18 -3.07a -5.05a 38.56a
Investment Companies 2.65a -4.43a -6.29a 48.98a
Leisure & Hotels 1.61 -0.26 -2.45b 30.04a
All Share Ex. Inv. Trusts 2.22b -2.24b -5.03a 91.75a
FTSE Financials 2.69a -4.65a -6.16a 67.79a
Transport 2.32b -4.17a -5.27a 34.41a
Speciality & Other Finc. 2.11b -5.48a -6.49a 58.26a
Prsnl. Care & Hhld. Prods. -0.07 1.36 2.20b 14.05a
General Industrials 1.88c -3.03a -4.68a 46.04a
General Retailers 1.34 -1.88c -5.06a 56.55a
Household Goods & Text. 0.62 -3.44a -3.59a 22.86a
Oil & Gas 0.53 -0.98 -3.45a 33.14a
Forestry & Paper -0.22 -0.91 -1.79c 27.25a
Health -0.47 3.07a 2.57a 26.85a
Pharm. & Biotec 1.50 -6.85a -8.61a 223.87a
Support Services 2.21b -2.72a -4.17a 41.03a
Notes: a, b and c denote significance at 1%, 5% and 10%, respectively.
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Table 1.4: This Table presents, for each sectorial index and the market index FTSE 350, pˆi1 and hˆ1, ordinary





= h0 + h1Σii,t−1. ²i,t ≡ Yi,t − Y i, Yi,t is the excess return of the index i at date
t, Y i is the sample mean of the excess return of i and Σii,t is the conditional variance of Yi,t+1. As
a proxy for Σii,t, we use the daily square excess return: Y 2i,t+1. pˆif,1 and hˆf,1, ordinary least square





= hf,0 + hf,1Σ11,t−1. Σ11,t is the FTSE 350 index excess return’s conditional
variance. The proxy used for this conditional variance is Y 21,t+1 where Y1,t+1 is the FTSE 350
index excess return. The Co-Skewness of the sectorial index excess return Yi,t with the FTSE
350 index excess return Y1,t is given, as in Ang and Chen (2002), by Co-Skewness(Yi,t, Y1,t) =
E[(Yi,t − E(Yi,t))(Y1,t − EY1,t)2]/
[√
E(Yi,t − E(Yi,t))2E(Y1,t − E(Y1,t))2
]
. The significance tests
for the Co-Skewness have been performed by Moment method-based asymptotic distribution of
sample mean and the δ−method.
Sector pˆi1 hˆ1 pˆif,1 hˆf,1 Co-Skewness
FTSE Actuaries 350 -1.74a -3.13a -1.74a -3.13a -0.88c
Banks -1.29a -1.64a -1.97a -4.57a -0.39
Beverages -1.26a -1.27a -1.74a -4.52a -0.49
Cnstr. & Bldg. Mats. -0.41a -0.58a -1.38a -1.95a -0.46
Chemicals -1.26a -2.70a -1.87a -3.40a -0.68c
Eng. & Machinery -0.36a -1.66a -1.58a -4.02a -0.69c
Food & Drug Retailers -0.66a -0.99a -1.31a -1.76a -0.30
Food Prod. & Procr. -0.79a -1.78a -1.60a -2.18a -0.56c
Insurance -0.73a -2.87a -2.20a -5.06a -0.42
Life Assurance -0.82a -1.52a -1.75a -3.96a -0.36
Investment Companies -0.79a -2.96a -1.39a -2.59a -0.96b
Leisure & Hotels -0.82a -1.52a -1.76a -2.80a -0.53
All Share Ex. Inv. Trusts -1.70a -3.07a -1.71a -2.98a -0.90c
FTSE Financials -1.09a -2.10a -1.73a -3.16a -0.61
Transport -0.83a -2.17a -1.42a -2.20a -0.66c
Speciality & Other Finc. -0.85a -2.12a -1.64a -3.49a -0.82b
Prsnl. Care & Hhld. Prods. 0.06b -2.21a -1.54a -2.33a -0.30
General Industrials -1.37a -3.19a -1.75a -3.59a -0.81c
General Retailers -0.92a -2.67a -1.49a -3.25a -0.53
Household Goods & Text. -0.82a -1.14a -1.67a -3.09a -0.81c
Oil & Gas -0.61a -0.96a -1.68a -2.44a -0.40c
Forestry & Paper -0.23a -1.70a -0.94a -0.77c -0.13
Health 0.49a 0.37a -1.97a -3.31a -0.46
Pharm. & Biotec -2.82a -1.59a -2.45a -7.73a -0.48
Support Services -1.52a -3.50a -1.86a -4.00a -0.95c
Notes: a, b and c denote significance at 1%, 5% and 10%, respectively.
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Table 1.5: Simulated bias, root mean square error (RMSE), median and least absolute deviation (LAD)
of GMM parameter estimates of the Doz and Renault (2006) model (DR) and of our condi-
tionally heteroskedastic factor model with asymmetries. We report the results from GMM esti-
mates using 4 different sets of valid instruments: z1,t = (1, Y 21,t), z2,t = (1,
∑20
i=1 ρ
iY 21,t−1+1; ρ =
0.9), z3,t = (1, Y 21,t, Y
2






1,t−2). The simulated data are ob-
tained from the DGP 2. The true parameter values are: (λ1, λ2, λ3, ω, α, β, γ, s, h1, pi0, pi1) =
(1, 1, 1, 0.5, 0.2, 0.6, 0.8, 0, 0, 0, 0). We use the moment conditions associated to the inference by nor-
malization approach described in Section 5. The estimated parameters are λ2, λ3, ω, γ for the DR
(2006) model and λ2, λ3, ω, α, β, γ, s, h1, pi0, pi1 for our extended model.
DR (2006) Our model
Parameter Bias RMSE Median LAD Bias RMSE Median LAD
z1,t
γ 0.017 0.137 0.826 0.116 0.021 0.137 0.826 0.116
λ2 0.000 0.013 1.000 0.011 -0.001 0.016 0.999 0.012
λ3 0.000 0.013 1.001 0.011 -0.001 0.016 0.999 0.012
ω -0.002 0.005 0.348 0.004 -0.002 0.006 0.348 0.005
s - - - - 0.041 0.727 0.031 0.585
h1 - - - - -0.044 0.786 -0.019 0.635
pi0 - - - - 0.021 0.456 0.016 0.312
pi1 - - - - -0.021 0.487 -0.018 0.337
z2,t
γ -0.018 0.110 0.801 0.056 -0.014 0.097 0.800 0.054
λ2 0.000 0.013 0.999 0.010 -0.001 0.014 0.999 0.011
λ3 0.000 0.013 1.000 0.011 -0.002 0.014 0.998 0.011
ω -0.001 0.005 0.348 0.004 -0.002 0.005 0.348 0.004
s - - - - -0.039 0.777 -0.048 0.626
h1 - - - - 0.039 0.832 0.064 0.679
pi0 - - - - -0.001 0.302 -0.012 0.223
pi1 - - - - 0.003 0.330 0.016 0.245
z3,t
γ -0.007 0.093 0.798 0.076 -0.005 0.096 0.801 0.077
λ2 0.000 0.013 1.000 0.011 -0.001 0.019 0.999 0.015
λ3 0.001 0.014 1.001 0.011 -0.001 0.020 0.998 0.015
ω -0.002 0.006 0.348 0.004 -0.003 0.007 0.347 0.005
s - - - - 0.023 0.665 0.016 0.528
h1 - - - - -0.023 0.729 -0.014 0.586
pi0 - - - - 0.023 0.355 -0.006 0.246
pi1 - - - - -0.020 0.380 0.004 0.270
z4,t
γ -0.015 0.078 0.793 0.062 -0.013 0.081 0.800 0.063
λ2 0.001 0.014 1.000 0.011 -0.001 0.021 0.999 0.016
λ3 0.001 0.014 1.001 0.011 -0.002 0.022 0.998 0.017
ω -0.003 0.006 0.347 0.005 -0.004 0.007 0.346 0.005
s - - - - 0.019 0.673 -0.003 0.537
h1 - - - - -0.019 0.737 0.009 0.596
pi0 - - - - 0.030 0.343 0.012 0.237
pi1 - - - - -0.026 0.365 0.006 0.261
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Table 1.6: Simulated Bias, root mean square error (RMSE), median and least absolute deviation (LAD)
of GMM parameter estimates of the Doz and Renault (2006) model (DR) and of our con-
ditionally heteroskedastic factor model with asymmetries. We report the results from GMM




1,t−2) as the instrument. The data are generated ac-
cording to DGP 1, DGP 2, DGP 3 and DGP 4. In particular, the true parameter val-
ues are: DGP 1: (λ1, λ2, λ3, ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.50, 0.70, 0, 0, 0, 0), DGP
2: (λ1, λ2, λ3, ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.60, 0.80, 0, 0, 0, 0), DGP 3: (λ1, λ2, λ3,
ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.70, 0.90, 0, 0, 0, 0), DGP 4: (λ1, λ2, λ3, ω, α, β, γ, s, h1,
pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.75, 0.95, 0, 0, 0, 0). The true values of the volatility persistence
parameter are 0.70, 0.80, 0.90 and 0.95, respectively.
DR (2006) Our model
Parameter Bias RMSE Median LAD Bias RMSE Median LAD
DGP 1
γ -0.024 0.095 0.678 0.075 -0.025 0.102 0.684 0.080
λ2 0.000 0.013 0.999 0.011 -0.002 0.017 0.998 0.014
λ3 0.000 0.013 0.999 0.011 -0.003 0.018 0.997 0.014
ω -0.003 0.006 0.347 0.005 -0.004 0.007 0.346 0.005
s - - - - 0.029 0.665 0.006 0.538
h1 - - - - -0.029 0.716 0.003 0.583
pi0 - - - - 0.032 0.340 0.010 0.242
pi1 - - - - -0.030 0.358 -0.006 0.258
DGP 2
γ -0.015 0.078 0.793 0.062 -0.013 0.081 0.800 0.063
λ2 0.001 0.014 1.000 0.011 -0.001 0.021 0.999 0.016
λ3 0.001 0.014 1.001 0.011 -0.002 0.022 0.998 0.017
ω -0.003 0.006 0.347 0.005 -0.004 0.007 0.346 0.005
s - - - - 0.019 0.673 -0.003 0.537
h1 - - - - -0.019 0.737 0.009 0.596
pi0 - - - - 0.030 0.343 0.012 0.237
pi1 - - - - -0.026 0.365 0.006 0.261
DGP 3
γ -0.011 0.060 0.894 0.047 -0.008 0.060 0.899 0.047
λ2 0.002 0.015 1.001 0.012 0.002 0.035 1.003 0.024
λ3 0.002 0.015 1.001 0.012 -0.001 0.033 1.001 0.024
ω -0.003 0.006 0.347 0.005 -0.004 0.008 0.346 0.006
s - - - - 0.031 0.937 -0.021 0.647
h1 - - - - -0.011 0.972 0.071 0.708
pi0 - - - - 0.024 0.526 0.033 0.285
pi1 - - - - -0.013 0.483 -0.030 0.315
DGP 4
γ -0.016 0.054 0.942 0.040 -0.015 0.053 0.943 0.040
λ2 0.002 0.017 1.002 0.013 0.003 0.047 1.004 0.034
λ3 0.003 0.017 1.003 0.013 0.001 0.047 1.001 0.034
ω -0.001 0.020 0.348 0.005 -0.001 0.021 0.347 0.010
s - - - - 0.431 11.604 -0.102 1.591
h1 - - - - 0.025 1.547 0.112 0.990
pi0 - - - - -0.062 3.062 0.005 0.685
pi1 - - - - 0.014 0.765 0.006 0.442
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Table 1.7: Simulated Bias, root mean square error (RMSE), median and least absolute deviation (LAD)
of GMM parameter estimates of the Doz and Renault (2006) model (DR) and of our condi-
tionally heteroskedastic factor model with asymmetries. We report the results from GMM es-




1,t−2) as the instrument. The data are generated accord-
ing to DGP 1’, DGP 2’, DGP 3’ and DGP 4’. In particular, the true parameter values are:
DGP 1’: (λ1, λ2, λ3, ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.50, 0.70, 0,−2.0, 0,−0.4), DGP 2’:
(λ1, λ2, λ3, ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.60, 0.80, 0,−2.0, 0,−0.4), DGP 3’: (λ1, λ2,
λ3, ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.70, 0.90, 0, −2.0, 0,−0.4), DGP 4’: (λ1, λ2,
λ3, ω, α, β, γ, s, h1, pi0, pi1) = (1, 1, 1, 0.35, 0.2, 0.75, 0.95, 0, −2.0, 0, −0.4). The true values of the
volatility persistence parameter are 0.70, 0.80, 0.90 and 0.95, respectively.
DR (2006) Our model
Parameter Bias RMSE Median LAD Bias RMSE Median LAD
DGP 1’
γ -0.034 0.121 0.673 0.093 -0.030 0.131 0.680 0.095
λ2 0.003 0.022 1.002 0.015 -0.002 0.042 0.997 0.029
λ3 0.003 0.021 1.002 0.015 -0.004 0.038 0.999 0.027
ω -0.002 0.008 0.347 0.005 -0.002 0.016 0.347 0.008
s - - - - 0.022 2.666 -0.220 1.448
h1 - - - - 0.367 2.047 -1.430 1.443
pi0 - - - - -0.025 0.993 -0.161 0.615
pi1 - - - - 0.137 0.903 -0.149 0.641
DGP 2’
γ -0.025 0.101 0.786 0.075 -0.020 0.103 0.794 0.075
λ2 0.003 0.020 1.000 0.015 0.000 0.043 0.999 0.031
λ3 0.004 0.020 1.002 0.015 0.001 0.048 1.000 0.034
ω -0.002 0.008 0.348 0.005 -0.001 0.018 0.348 0.009
s - - - - -0.048 2.822 -0.159 1.400
h1 - - - - 0.487 2.046 -1.389 1.416
pi0 - - - - -0.065 1.156 -0.093 0.571
pi1 - - - - 0.153 0.804 -0.159 0.599
DGP 3’
γ -0.015 0.073 0.897 0.055 -0.021 0.109 0.894 0.063
λ2 0.004 0.020 1.004 0.015 -0.003 0.053 1.001 0.039
λ3 0.003 0.019 1.004 0.015 -0.002 0.056 0.997 0.041
ω -0.002 0.007 0.348 0.005 0.003 0.064 0.347 0.017
s - - - - -0.070 3.890 -0.071 1.570
h1 - - - - 0.597 2.072 -1.346 1.416
pi0 - - - - 0.046 1.813 -0.045 0.700
pi1 - - - - 0.180 0.870 -0.148 0.610
DGP 4’
γ -0.020 0.073 0.943 0.048 -0.027 0.110 0.940 0.056
λ2 0.002 0.020 1.001 0.015 -0.005 0.136 1.000 0.055
λ3 0.002 0.021 1.001 0.016 0.001 0.075 1.000 0.049
ω 0.002 0.053 0.348 0.008 0.060 1.060 0.350 0.078
s - - - - 0.581 9.500 -0.090 2.712
h1 - - - - 0.651 2.679 -1.200 1.776
pi0 - - - - 0.352 13.532 -0.090 1.663






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 1.9: Descriptive statistics of the filtered factors and their correlation with the FTSE 350 index excess
return. The filtered factors are obtained by the extended Kalman filter algorithm we propose (see
Appendix A) and we use the generalized method of moments (GMM) parameter estimates from
the Doz and Renault (2006) model (DR) and the GMM parameter estimates from our conditionally
heteroskedastic factor model with asymmetries.
Filtered Factor from :
DR estimates our model estimates
Mean -0.006 -0.003
Standard error 1.006 1.014
Skewness -1.615 -1.333
Corr. with FTSE 350 0.932 0.911
Notes: Corr. denotes Correlation.
Table 1.10: Descriptive statistics of the filtered FTSE 350 index excess return idiosyncratic shocks. These
filtered idiosyncratic shocks are given by udr,t+1 = Y1,t+1 − 0.35fdr,t+1 and uchfa,t+1 = Y1,t+1 −
0.35fchfa,t+1 where Y1,t+1 is the FTSE 350 index excess return, fdr,t+1 is the filtered factor using
the GMM parameter estimates from DR (2006) model and fchfa,t+1 the filtered factor using the
GMM parameter estimates from our conditionally heteroskedastic factor model with asymmetries




Standard error 0.162 0.180
Skewness 0.272 [p− V alue]=0.746 -0.463 [p− V alue]=0.450
Corr. with FTSE 350 0.622 0.586
Eng(2) 6.616 [p− V alue]=0.037 7.426 [p− V alue]=0.024
QW(10) 19.998 [p− V alue]=0.029 12.320 [p− V alue]=0.264
Notes: Corr. denotes Correlation; QW(10): 10-order Ljung-Box test statistic for autocorrelation.
C Proofs of Propositions
Proof of Proposition 4.1: The expression given in (13) is obvious and arises out from the sum of (1) over













be the resulting factor and the idiosyncratic shocks and let D(m)tm be the J
(m)
tm -






































l=1 αlE (E (Ftm+l|Jtm+l−1) |Jtm) = 0.
61
The last equality holds by the law of iterated expectations and the last is from (2). Since J (m)tm is included in Jtm






































But, from the law of iterated expectations and (2), for l < l′,
E (Fk,tm+lFk′,tm+l′ |Jtm) = E (Fk,tm+lE (Fk′,tm+l′ |Jtm+l′−1) |Jtm) = 0 and in addition, as Dt is diagonal for all
t from (2), E (Fk,tm+lFk′,tm+l|Jtm) = E (E (Fk,tm+lFk′,tm+l|Jtm+l−1) |Jtm) = E (Dk,k′,tm+l−1|Jtm) = 0.
























































































l completing the proof of Proposition 4.1¤
Proof of Proposition 4.2: Since (ft+1) has a SR-SARV(1) dynamic, with vt+1 ≡ σ2t+1 − (1 − γ) − γσ2t , we
have: E(vt+1|Jt) = 0. For l = 1, the first conclusion of the proposition is obvious since σ2tm is Jtm-measurable.
For l ≥ 2, by writing vt+1 for different time and making some simple substitutions, we can write:
σ2tm+l−1 = (1− γ)(1 + γ + γ2 + · · ·+ γl−2) + γl−1σ2tm + γl−2vtm+1 + γl−3vtm+2 + · · ·+ vtm+l−1.
By taking the expectation conditionally on Jtm and by the law of iterated expectations, we have:
E(σ2tm+l−1|Jtm) = (1− γ)(1 + γ + γ2 + · · ·+ γl−2) + γl−1σ2tm
= (1− γ) 1−γl−11−γ + γl−1σ2tm
= 1− γl−1 + γl−1σ2tm.







































l [(1− γl−1) + γl−1σ2tm]











l [(1− γl−1) + γl−1σ2tm]. Hence,
σ
(m)2




































































































































m−l (pi0 + pi1E (σ2tm+l−1|Jtm) |Jtm)
≡ l(m)1 + l(m)2 σ2tm, (Proposition 4.2); l(m)1 and l(m)2 two scalars.






















































tm and from the one to one mapping
between σ2tm and σ
(m)2














≡ pi(m)0 + pi(m)1 σ(m)
2
tm ¤








































































































l [h0 + h1(1− γl−1 + γl−1σ2tm)]































≡ B(m)0 +B(m)1 σ2tm
Since σ2tm is J
(m)























































































































































for all i and t ¤




































 and C =

−Ezt 0 · · · 0 −λ3EztY 21,t+1
0 −Ezt . . .
... −λ32EztY 21,t+1
...
. . . . . . 0
...
0 . . . 0 −Ezt −λ3NEztY 21,t+1
 .










−1 0 · · · 0 −λ3EY 21,t+1
0 −1 . . . ... −λ32EY 21,t+1
...
. . . . . . 0
...
0 . . . 0 −1 −λ3NEY 21,t+1
−Ez1,t 0 . . . 0 −λ3Ez1,tY 21,t+1

are two submatrix respectively of A and C (As(2 × 2) and Cs(N + 1 × N + 1)). Let Det(X) be the deter-
minant of the matrix X. Det(As) = λ8Cov(z1,t, σ2t ) 6= 0. On the other hand, the rank of Cs is greater or
equals to N and equals N if and only in its last column belongs to the sub-space spanned by the N first
columns. This happens only if −λ3EY 21,t+1(−Ez1,t)−λ3Ez1,tY 21,t+1 = 0 i.-e. Cov(z1,t, σ2t ) = 0 which is impossi-






[Ezt⊗g(Yt+1, Yt+2, φ02)] is N+3 ¤
Proposition C.1 Let ft+1 follow a SR-SARV(1) model with volatility persistence and intercept parameters γ
and 1− γ, respectively and σ2t = V ar(ft+1|Jt). If there exist α, β and γ ∈ R such that:
V ar(σ2t+1|Jt) = α+ β σ2t + δ σ4t ,
then, for all l ≥ 2, there exist H l1, H l2 and H l3 ∈ R such that
V ar(σ2t+l−1|Jt) = H l1 +H l2 σ2t +H l3 σ4t .
Proposition C.1 shows how the conditional variance (conditionally on earlier information) of the conditional
variance of a SR-SARV(1) process is expressed in terms of the past conditional variance if this SR-SARV(1)
process has a quadratic variance of variance. Since the quadratic specification is preserved in this basic temporal
aggregation framework, it is also preserved in a more general temporal aggregation framework as the one we
studied in Section 4.
Proof of Proposition C.1: For l = 2, there is nothing to do from the hypothesis. For l ≥ 3, from Proposition























= A1+A2 σ2t +A3 σ
4
t




= A1 +A2 σ2t+l−2 +A3 σ
4
t+l−2.
We will get the expected result by a backward iteration of the last equality:
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E(σ4t+l−1|Jt) = A1 +A2 E(σ2t+l−2|Jt)︸ ︷︷ ︸
≡Et,l−2
+A3E(σ4t+l−2|Jt)




= A1(1 +A3) +A2(Et,l−2 +A3Et,l−3) +A23E(σ
4
t+l−3|Jt)
= . . .
= A1
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1− γl−2 + γl−2σ2t +A3(1− γl−3 + γl−3σ2t )











1 +A3 + · · ·+Al−33 − γl−2
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Moment condition-based models of the form E[φ(x, θ)] = 0, where φ(x, θ) is a vector-valued nonlinear
function of a random vector x and a parameter vector θ of size p, are very common in econometrics.
In a well specified model, there exists a true parameter value θ0 lying in a parameter set Θ such that
E[φ(x, θ0)] = 0. The model is identified when such a parameter value is unique in Θ. Together with
some regularity assumptions, this identification condition guarantees the consistency of most of the
estimators proposed in the literature for the parameter vector. These estimators include the minimum
distance estimators and also the well-known generalized method of moment (GMM) estimators. While
the consistency of these estimators relies on the identification condition, their
√
T -consistency and
their asymptotic normality rely on the so-called rank condition. This is Rank{∂E[φ(x, θ0)]/∂θ′} = p.
(See Andrews (1994).) In a moment condition-based model which is linear in the parameter, the
identification condition is equivalent to the rank condition. However, in a nonlinear model, this
equivalence no longer holds. A model nonlinear in the parameter could satisfy the identification
condition without verifying the rank condition. Sargan (1983) refers to such a set up as first order
lack of identification or first order underidentification.
In a first order underidentified model, the usual estimators are still consistent but higher order
expansions are needed to get identifying approximation of the moment conditions. In this respect,
when the moment condition model is identified, the first order underidentification context is located
between the standard usual framework and the weak identification framework as treated by Staiger
and Stock (1997) and Stock and Wright (2000). Note that, in the case of weak identification, not
all of the parameters are consistently estimated. Sargan (1983) studies the instrumental variables
(IV) estimator in the case of first order underidentification and finds that the IV estimator is neither
√
T -consistent nor asymptotically normally distributed.
In his seminal paper discussing the large sample properties of the GMM estimators, Hansen (1982)
also proposes a test for the overidentifying moment restrictions. Under the null of valid moment
conditions, the test statistic under some regularity conditions is asymptotically distributed as a χ2
with a degree of freedom equal to the number of overidentifying moment restrictions. This asymptotic
result also requires that the moment condition model is first order identified.
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This paper has three main contributions. First, we discuss the asymptotic order of magnitude of
the minimum distance estimators in the case of first order underidentification. Our results rely on a
second order identification assumption for the model. This means that while there is first order lack of
identification, a second order expansion of the moment conditions is useful to get a good approximation
in the sense of parameter identification. As Sargan (1983), we derive our results by assuming that there
is a set of parameters with respect to which the first derivative of the moment conditions evaluated
at the true parameter value is of full rank and the set of the remaining parameters with respect to
which the first derivative is null. We refer to the first set of parameters as those identified as the first
order and the second set as those non-identified at the first order. Our results generalize the result
by Sargan (1983) because we allow for any number of first order non-identified parameters. We find
that not all of the components of the minimum distance estimator have the same rate of consistency.
The components that estimate the parameters which are non-identified at the first order have a slower
rate of consistency. Their asymptotic order of magnitude is OP (T−1/4) while the components that
estimate the parameters which are identified at the first order have the usual OP (T−1/2) asymptotic
order of magnitude even though they are not asymptotically normally distributed.
Second, we study the asymptotic behaviour of the Hansen’s (1982) GMM overidentifying restric-
tions test statistic, JT , in the context of first order underidentitifcation. In particular, we derive
the asymptotic distribution of this test statistic when the rank of the moment conditions’ first order
derivative is p − 1. We find that JT is no longer asymptotically distributed as a χ2H−p, where H is
the number of moment restrictions. Instead, JT converges to a half and half mixture of χ2H−p and
χ2H−(p−1). Obviously, the ignorance of the underidentification leads to an overrejecting test procedure.
Third, we apply this result to correct the test of common ARCH (Autoregressive conditional
heteroskedasticity) factor in asset return processes proposed by Engle and Kozicki (1993). This is a
leading test in the conditionally heteroskedastic factor models literature (Diebold and Nerlove (1989),
Engle and Susmel (1993), King, Sentana and Wadhwani (1994), Fiorentini, Sentana and Shephard
(2004) and Doz and Renault (2006)). This test translates the null of heteroskedasticity in the returns
driven by heteroskedastic factors in terms of moment conditions and applies the Hansen’s (1982)
J-test for overidentifying moment restrictions. We show that even though the moment conditions
on which Engle and Kozicki (1993) base their test identify the parameter of interest, they do not
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verify the first order identification condition. Therefore, the asymptotic results of Hansen (1982) are
not suitable for their framework. We show that these moment conditions satisfy the second order
identification condition that we introduce and the asymptotic distribution we derive for JT under first
order underidentification are applicable to the Engle and Kozicki’s (1993) test. Actually, the test
statistic in their test for common ARCH factor is asymptotically distributed as a mixture of two χ2
instead of a χ2 as they propose. Our findings even suggest that naive a χ2 application as asymptotic
distribution leads to a large overrejection which can even double the nominal size of the test.
The paper is organized as follows. In Section 2, we introduce the first and the second order
identification concepts and we discuss how they affect the rate of convergence of the minimum distance
estimators. We derive our asymptotic results in Section 3. In Section 4, we apply these results to the
Engle and Kozicki (1993) test for common ARCH factor. Finally, Section 5 concludes. All proofs can
be found in Appendix.
Throughout the paper ‖.‖ denotes not only the usual Euclidean norm but also a matrix norm:
‖A‖ = {Trace(AA′)}1/2. By the Cauchy-Schwarz inequality, it has the useful property that, for any
vector x and any conformable matrix A, ‖Ax‖ ≤ ‖A‖‖x‖.
2 First order underidentification and second order identification
2.1 General framework
We consider a general minimum distance estimation problem of an unknown vector θ of p parameters
given as solution of H estimating equations:
ρ(θ) = 0 (1)
These estimating equations are assumed to identify the true unknown value θ0 of θ by to the following
assumptions:
Assumption 1 (Global Identification) ρ(θ) = {ρh(θ)}1≤h≤H is a continuous function defined on
a compact parameter space Θ ⊂ Rp such that for all θ in Θ: ρ(θ) = 0⇔ θ = θ0.
Assumption 1 is maintained for the sake of expositional simplicity even though it could be easily
relaxed by only assuming that θ0 is a well-separated minimum of norm of ρ(θ) (see Van der Vaart
(1998) page 46).
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For the purpose of minimum distance estimation, a data set of size T will give us some sample
counterparts of the estimating equations. More precisely, with time series notations, we consider that
with a sample size T , corresponding to observations at dates t = 1, 2, . . . , T and for any possible
value θ of the parameters, we have at our disposal a H-dimensional sample-based vector φT (θ) =
{φh,T (θ)}1≤h≤H . In most cases, minimum distance estimation is akin to GMM estimation because







In any case, we define a minimum distance estimator for a given sequence of weighting matrices.






where ΩT is a sequence of symmetric positive definite matrices which converges when T goes to infinity
to Ω, a positive definite matrix.
The asymptotic properties of a minimum distance estimator are classically deduced from the as-
ymptotic behaviour of the sample counterpart φT (θ) of the estimating equations.
Assumption 2 (Well-behaved moments) (a) φT (θ) converges in probability to ρ(θ), uniformly in
θ ∈ Θ; (b) √T φT (θ0) converges in distribution to a normal distribution with mean 0 and non-singular
variance matrix Σ(θ0).
It is well-known (see e.g. Amemiya (1989)) that Assumption 2.a implies that any minimum distance
estimator θˆT is weakly consistent for θ0. The asymptotic distribution of θˆT is then usually deduced







TφT (θˆT ) = 0. (3)
Of course, this kind of approach is based on the maintained assumption below.
Assumption 3 (Differentiability of estimating equations) φT (θ) and ρ(θ) are continuously dif-
ferentiable on the interior Θ˚ of Θ, θ0 ∈ Θ˚ and ∂φT (θ)/∂θ′ converges to ∂ρ(θ)/∂θ′, uniformly on θ ∈ Θ˚.
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2.2 First order underidentification
Asymptotic normality of the minimum distance estimator θˆT is usually obtained by the joint argument
that
√



















T (θˆT − θ0) = oP (1)















T (θˆT − θ0) = oP (1) (4)
The asymptotic normal distribution of
√
T (θˆT − θ0) is then deduced from (4) which characterizes
√
T (θˆT − θ0) as asymptotically linear function of the Gaussian vector φT (θ0). However, it is worth

























= r < p.
For the sake of expositional simplicity, we even assume that
Assumption 4B (Rank deficiency for known directions). θ = (θ′1, θ′2)′ with dim θ1 = r,











Note that it is actually always possible to replace Assumption 4A by Assumption 4B by a change
of basis in Rp. The problem is that the required change of basis must be estimated and may in
particular depend upon the unknown true parameter value θ0 of θ. Since the focus of our interest is
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testing for overidentification, the estimation issue raised by relaxing Assumption 4B by maintaining
only the more general Assumption 4A is beyond the scope of this paper. As explained in section 3, the
difference between the two assumptions is immaterial as far as asymptotic distribution of the J-test
statistic of overidentification is concerned.
The key intuition is that, when ∂ρ(θ)/∂θ′2 = 0, we lose the linear one-to-one asymptotic relationship
between
√
T φT (θ0) and
√
T (θˆT −θ0), so that both the property
√
T (θˆT −θ0) = OP (1) and the validity

















T 1/4(θˆT − θ0)′
∂2φh,T
∂θ∂θ′





with possibly ξT = OP (1). The intuition behind this result would be the following. On the one
hand, since ∂φT (θ0)/∂θ′ converges to ∂ρ(θ0)/∂θ′ = [∂ρ(θ0)/∂θ′1, 0] we still can take advantage of the
invertibility of {∂ρ′(θ0)/∂θ1}Ω{∂ρ(θ0)/∂θ′1} to show that
√
T (θˆ1T − θ01) is OP (1), insofar as the other
terms in the expansion (5) are OP (1). On the other hand, the fact that all of the terms in expansion
(5) and ξT itself are OP (1) will be compatible with T 1/4(θˆ2T − θ02) = OP (1). Then, in the quadratic
term of expansion (5), all of the terms will be negligible except the vector of coefficients
T 1/4(θˆ2T − θ02)′
∂2φh,T
∂θ2∂θ′2
(θ0)T 1/4(θˆ2T − θ02),
h = 1, 2, . . . , H. This is typically the kind of situation we want to study in this paper.
A couple of additional regularity conditions will be used to justify the argument above.
Assumption 5 (Higher order regularity of the estimating equations) (a)
√
T{∂φT (θ0)/∂θ′2} =
OP (1); (b) φT (θ) and ρ(θ) are twice continuously differentiable on the interior Θ˚ of Θ and for all
h = 1, 2, . . . , H, ∂2φh,T (θ)/∂θ∂θ′ converges to ∂2ρh(θ)/∂θ∂θ′, uniformly on θ ∈ Θ˚.
Assumption 5 is an extension of the assumption that is usually made to obtain the limiting distri-
bution of GMM estimators. Like Kleibergen (2005) we need in particular to complete the central limit
theorem for the moment conditions by a similar assumption about the limit behavior of the Jacobian
matrix of these moment conditions.
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Then, the above arguments lead us to the following first result.
Proposition 2.1 If Assumptions 1-3, 4B and 5 hold and T 1/4(θˆ2T − θ02) = OP (1), then
T 1/2(θˆ1T − θ01) = OP (1).
Note that the proof of Proposition 2.1 also shows that we cannot in general derive an asymptotic
normal distribution for T 1/2(θˆ1T − θ01). As already pointed out by Sargan (1983) in a particular
case, the term quadratic in T 1/4(θˆ2T − θ02) will actually contaminate the asymptotic distribution of
T 1/2(θˆ1T − θ01).
The key point is now to explain why we expect that T 1/4(θˆ2T − θ02) = OP (1). In the same way, in
a standard setting, it is referred to the first order identification to justify the property T 1/2(θˆT −θ0) =
OP (1), we have now to introduce the concept of second order identification.
2.3 Second order identification
As explained in the previous subsection, we have in mind a setting where the second order Taylor
















T 1/4(θˆ2T − θ02)′
∂2ρh
∂θ2∂θ′2






Since, as usual, the asymptotic probability distribution of the estimator θˆT will be obtained by
solving in θˆT the Taylor expansion of the first order conditions, we need to introduce the following
identification assumption.















⇒ (u = 0 and v = 0).
Note that Assumption 6 reinforces Assumption 4B. Not only the r columns of ∂ρ(θ0)/∂θ′1 are





⇒ (u = 0)
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but in addition, we assume some kind of linear independence between the columns of ∂ρ(θ0)/∂θ′1 and
vectors built from the second derivatives of ρ with respect to θ2. This assumption may look a bit
ad hoc at first sight but is well suited for the examples of application we have in mind. While an
important example will be detailed in Section 4, let us first give a simple toy example.
A toy example1
Assume we observe two stationary and ergodic time series, xt and yt, t = 1, 2, . . . , T of real random
variables both with zero-mean. We want to characterize the conditional mean E[yt|xt] = θ2xt not by







where θ1 is constant independent of xt. It is natural to choose as estimating equations
ρ(θ) =
{
E[(yt − θ2xt)2 − θ1], E[xt(yt − θ2xt)2 − θ1xt]
}′
.
The sample counterparts are then trivial to get. Then ∂ρ(θ0)/∂θ1 = (−1,−Ext)′ = (−1, 0)′ while
∂ρ(θ0)/∂θ2 =























⇒ (u = v = 0).
This is clearly the case if and only if Ex3t 6= 0. Then it is also easy to check that the global identi-
tification assumption provided by Assumption 1 is fulfilled. We have a case of identification through
higher order moments. (See also Bonhomme and Robin (2006) for other applications of this concept.)
Let us now sketch the intuition of the reason why the second order identification assumption given







1We thank Manuel Arellano for having suggested this toy example in a private communication.
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which is a quadratic function of v. Since our minimum distance estimation is defined through a















By assumption, the r columns of Z1 are linearly independent, which allows us to write the projection




Similarly, MZ1 = IdH − PZ1 denotes the orthogonal projection onto the orthogonal space.
A standard setting of first order identification would ensure, in addition to the assumption that






⇒ (u = 0 and v = 0).
It is worth noting that this last assumption would amount to saying that∥∥∥∥MZ1Ω1/2 ∂ρ∂θ′2 (θ0)v
∥∥∥∥ ≥ γ‖v‖
for some positive number γ.





1≤h≤H and MZ1 = IdH − Z1(Z ′1Z1)−1Z ′1.
Lemma 2.1 If the second order identification condition given by Assumption 6 holds, then there exists
a positive number γ such that, for all v in Rp−r:
‖MZ1∆(v)‖ ≥ γ‖v‖2.
Note that the identification term for θ2 is now bounded away from zero like ‖v‖2 instead of ‖v‖ in
the standard setting. This is the reason why we will be only able to show that T 1/2‖θˆ2T−θ02‖2 = OP (1)
(or T 1/4‖θˆ2T − θ02‖ = OP (1)) instead of the standard property T 1/2‖θˆ2T − θ02‖ = OP (1).
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3 Asymptotic theory of GMM overidentification test under second
order identification
3.1 Standardization of moment conditions and parameterization of the null space
We are interested in the asymptotic distribution of Hansen’s J-test statistic
JT = T min
θ∈Θ
φ¯′T (θ)ΩT φ¯T (θ),
where, by Assumptions 1, 2, 3 and 4A






0) = r < p = dim(θ).































Let ψ¯T (η) = Ω
−1/2
T φ¯T (Rη). Then




p lim ψ¯T (η) = ρ˜(η)√
T ψ¯T (η0)
d→ N (0, Id) .
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Of course ηˆT = argminη ψ¯′T (η)ψ¯T (η) is not a feasible estimator since the matrix R is unknown and
the function ψ¯T cannot be directly computed from data. However, for the purpose of characterizing
the asymptotic probability distribution of the J-test, it is immaterial to assume that
η = θ, Σ(θ) = Id and thus,
ψ¯T (η) = φ¯T (θ)




For the sake of expositional simplicity, this framework will be maintained throughout this section
3 in the context of Assumptions 1 to 6. As announced in Section 2, the knowledge of the directions of
rank deficiency allows to characterize the rate of convergence of the various components of θˆT .
Proposition 3.1 Under Assumptions 1 to 6, we have
T 1/4(θˆ2T − θ02) = OP (1) and T 1/2(θˆ1T − θ01) = OP (1).
Let us remind that Proposition 3.1 is not really useful for estimation purpose since it rests upon
a rotation in the parameter space to isolate the directions of fast convergence. While a convergence
rate for θˆ2T faster than T 1/4 would allow to consistently estimate these directions (see Antoine and
Renault (2007)), it may not work if the convergence rate is only T 1/4. The burden comes from the
fact that second order estimation errors about the direction in the parameter space, of order (T 1/4)2,
will contaminate the asymptotic distribution of θˆ1T .
However, it is worth noting that T 1/4 is only a lower bound for the convergence rate of θˆ2T while
its convergence is going to be faster in some regions of the sample space. This is due to these regions
of faster convergence that the J-test statistic is going to display a non standard asymptotic behaviour
as mixture of chi-squares.
3.2 Overidentification test statistic as a mixture








By assumption, Z2(θ0) = 0 while Z1(θ0) = Z1 is a full-column rank matrix. We can then consider the
projection matrix
MZ1 = IdH − Z1(Z ′1Z1)−1Z ′1.
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Taking into account that T 1/4(θˆ2T − θ02) and T 1/2(θˆ1T − θ01) are OP (1), the proof of Proposition 3.1
gives
√
T φ¯T (θˆT ) =MZ1
√
T φ¯T (θ0) +MZ1
√
T∆(θˆ2T − θ02) + oP (1)
where θˆ2T is characterized by the first order conditions
Z ′2(θˆT )
√




T φ¯T (θ0) + Z ′2(θˆT )MZ1
√
T∆(θˆ2T − θ02) = oP (1). (8)
We will show now that θˆ2T , solution of (8), may be either such that T 1/4(θˆ2T − θ02) follows asymp-
















We next show thatMT is positive semi definite (p.s.d) if and only if T 1/4(θˆ2T − θ2) is asymptotically
degenerate.
If MT is p.s.d, by Equation (13),
JT − T φ¯′T (θ0)MZ1 φ¯T (θ0) = 2T φ¯′(θ0)MZ1∆(θˆ2T − θ02) + T∆′(θˆ2T − θ02)MZ1∆(θˆ2T − θ02) + oP (1).


















































T φ¯(θ0) = (θˆ2T − θ02)′MT (θˆ2T − θ02).
Since MT is p.s.d, T∆′(θˆ2T − θ02)MZ1 φ¯(θ0) ≥ 0 for any θˆ2T .
As JT − T φ¯′T (θ0)MZ1 φ¯T (θ0) ≤ 0, we necessarily have
T∆′(θˆ2T − θ02)MZ1∆(θˆ2T − θ02) = oP (1).
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In other words, ‖√TMZ1∆(θˆ2T − θ02)‖ = oP (1) and, therefore, by Lemma 2.1, T 1/4(θˆ2T − θ02) = oP (1).
Conversely, ifMT is not p.s.d, there exists a unit norm sequence of random vectors e˜ ∈ Rp−r such
that
e˜′MT e˜ < 0.

































(θˆT ) ≥ 0.


















(θˆ2T − θ02) + oP (T−1/2).








0) +MZ1∆(θˆ2T − θ02)
)
+ oP (T−1/2).




































MZ1∆(θˆ2T − θ02)+ oP (T−1/2).
The last inequality translates into
−∑p−ri,j=1 e˜ie˜j ∂2ρ′(θ0)∂θi∂θj MZ1 φ¯(θ0) ≤ ∑p−ri,j=1 e˜ie˜j ∂2ρ′(θ0)∂θi∂θj MZ1∆(θˆ2T − θ02)
+
∑p−r




∂θj∂θ′ (θˆ2T − θ02) + oP (T−1/2).
Thus
−e˜′MT e˜ ≤ A
√
T‖θˆ2T − θ02‖2 + oP (1),
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for some A > 0. Hence
0 < −e˜′MT e˜ ≤ A
√
T‖θˆ2T − θ02‖2 + oP (1).
This shows that
√
T‖θˆ2T − θ02‖2 is not degenerate, thanks to the asymptotic Gaussianity of MT , and
so is T 1/4(θˆ2T − θ02).
Let us denote by C the part of the fundamental space whereMT is p.s.d. Remark first that fT ≥ 0
















(θ0) = MZ1∆(e1), e1 = (1, 0, . . . , 0)
′. Since e1 6= 0, by the proof of Lemma 2.1,





Prob(fT ≥ 0) = 12 .
This probability limit is also positive because the positive semi definiteness of MT amounts to
p− r inequality constraints on MZ1
√
T φ¯(θ0) which is asymptotically normally distributed with H − r





Prob(fT ≥ 0) = 12 .
On the other hand, it is worth noting that if T 1/4(θˆ2T − θ02) = oP (1), the above expansion of the
moment conditions collapses in
√
T φ¯T (θˆT ) =MZ1
√
T φ¯T (θ0) + oP (1).
In other words




0) + oP (1)
is asymptotically distributed as a χ2H−r since MZ1 is an orthogonal projection matrix on a subspace
of dimension (H − r).
The above discussion leads us to state the main result of this paper.
Theorem 3.1 The overidentification J-test statistic JT associated to the estimating equations
ρ(θ) = 0
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is, with probability q, asymptotically distributed as χ2H−r, where
H = dim ρ(θ)
r = Rank ∂ρ∂θ′ (θ
0)
q = limT→∞ Prob (MT is p.s.d) .







The discussion above makes rather clear the interpretation of Theorem 3.1. The reason why,
with probability q, the asymptotic distribution of JT is χ2H−r, instead of χ
2
H−p, is because only the r
constraints corresponding to the range of ∂ρ
′
∂θ (θ
0) are really binding in that case. It turns out that the
(p − r) directions in the parameter space corresponding to the null space of ∂ρ∂θ′ (θ0), when they are
estimated at a rate faster than T 1/4 (which is the case with probability q), do not play any more role
in the overidentification test. In this case, the asymptotic distribution of the overidentification test
statistic is as if θ02 were known.
4 Application to the test for common ARCH factor
In this section, we reexamine the test for common conditionally heteroskedastic factor proposed by
Engle and Kozicki (1993). Two asset return processes are said to have a common conditionally het-
eroskedastic factor if each of them is conditionally heteroskedastic and there exists a linear combination
of them which is not conditionally heteroskedastic. Engle and Kozicki (1993) propose a test for com-
mon conditionally heteroskedastic factor in two steps. First, the Engle’s (1982) Lagrange multiplier
test for conditional heteroskedasticity is performed on each process and when both have evidence of
conditional heteroskedasticity, a second test is needed. At this second step, they propose a test that
investigate whether there is a linear combination of the two processes which is not conditionally het-
eroskedastic (see Engle and Kozicki (1993) and Engle and Susmel (1993)). Our point is related to this
second step test.
Let us consider the bivariate random process Yt+1 whose both components are conditionally het-
eroskedastic. The components of Yt+1 share a common heteroscedastic factor if Yt+1 has the following
representation
Yt+1 = λft+1 + Ut+1, (9)
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where ft+1 is the unobserved common conditionally heteroskedastic factor, λ ∈ R2 the vector of factor
loadings and Ut+1 ∈ R2 the vector of idiosyncratic shocks.
Let Jt be the increasing filtration containing the available information at the date t. The practical
assumptions are
E(ft+1|Jt) = 0 E(Ut+1|Jt) = 0 V ar(ft+1|Jt) = σ2t
E(σ2t ) = 1 V ar(Ut+1|Jt) = Ω E(ft+1Ut+1|Jt) = 0. (10)
It is assumed, in addition, that Ω is positive definite and V ar(σ2t ) > 0. These assumptions imply
that any other single heteroscedastic factor decomposition of Yt+1 has factor loadings proportional to
λ (see Doz and Renault (2006)). Then, any other single heteroscedastic factor decomposition of Yt+1
such as the one given by (9)-(10) has the same ratio λ2/λ1.
It is worth noting that the representation in (9)-(10) considers, without loss of generality, that
E(Yt+1|Jt) = 0. Moreover, because each component is conditionally heteroskedastic, both λ1 and λ2
are non zero.
When the representation in (9)-(10) is true so that Y1,t+1 and Y2,t+1 have a common heteroskedastic
factor, there exists a linear combination of these two components which has a time invariant conditional
variance. The second step of the test of common ARCH factor by Engle and Kozicki (1993) translates
this time invariance of the conditional variance in terms of moment conditions and applies the Hansen’s
(1982) test for overidentifying restrictions. Under the null of common conditionally heteroskedastic
factor in the processes, the moment conditions are valid and they apply the Hansen’s (1982) asymptotic








where zt is a Jt-measurable H size vector, u2θ,t = (Y2,t − θY1,t)2 and θ ∈ R. The notation x¯ stands for
the sample mean of the process xt.









θ,t+1 − Tz u2θ
which is minimized. Therefore, it makes sense for the purposes of the identification studies to focus
on the genuine population version of the estimating equations i.e. Cov(zt, u2θ,t+1) = 0 or
E
{




As stated by the next result, the moment conditions model in (11) identifies the true parameter
value θ0 however, the first order condition is not satisfied while the model is identified at the second
order.
Theorem 4.1 Let φt(θ) = (zt −Ezt)(u2θ,t+1 −Eu2θ,t+1). If zt and σ2t are stationary and, in addition,
E‖zt‖ <∞ and 0 < ‖Cov(zt, σ2t )‖ <∞ then,
(i) (Identification) there exists one and only one θ0 ∈ R satisfying the moment conditions in (11),
(ii) (First order underidentification) E(∂φt(θ0)/∂θ) = 0,
(iii) (Second order identification) E(∂2φt(θ0)/∂θ2) 6= 0.
This result by its point (ii) shows that the required rank condition for the application of the
Hansen’s (1982) asymptotic results is violated in the Engle and Kozicki’s (1993) framework. On the
other hand, by (i) and (iii), the Engle and Kozicki’s (1993) moment conditions are identified and
are also identifying at the second order. This fits with our discussion in Section 3 and, instead of
being asymptotically distributed as a χ2H−1 as suggested by Engle and Kozicki (1993), their test
statistic is asymptotically distributed as a half and half mixture of a χ2H−1 and a χ
2
H . As we already
mentioned, because the actual asymptotic distribution has a thicker tail than a χ2H−1 distribution,
this asymptotic distribution proposed by Engle and Kozicki (1993) without noticing the first order
underidentification leads to an overrejecting test procedure. For a test of level α, the asymptotic
relative rate of overrejection is given by
100× (α−1α0 − 1)%,




= α and α0 is the exact asymptotic level of the











The following tables show the relative overrejection rate of the Engle and Kozicki’s (1993) test for
various number of included instruments. These tables display the results for the levels 5% and 1%,
respectively. We can report similar observation from both tables. The amount of relative overrejection
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rate is large for any number of included instruments even though it decreases with larger number of
instruments.
The minimum number of instruments allowing for overidentification corresponds to the largest
amount of overrejection rate. Almost 100% for a 5%-level test and about 130% for a 1%-level test.
This amount narrows to 26.2% for a 5%-level test and 34.0% for a 1%-level test for the case where 10
instruments are included. These tables illustrate the discrepancy between the asymptotic approxima-
tion by the Engle and Kozicki (1993) test and the exact asymptotic distribution of their test statistic
as derived in this paper.
Table 2.1: Overrejection rate of the Engle and Kozicki’s (1993) test at the level α = 0.05
Number of instruments Critical value Exact asymptotic level Relative overrejection rate
H cα,H−1 α0 100× (α−1α0 − 1)%
2 3.8415 0.0983 96.6%
4 7.8147 0.0743 48.6%
5 9.4877 0.0706 41.2%
6 11.0705 0.0681 36.2%
10 16.9190 0.0631 26.2%
Table 2.2: Overrejection rate of the Engle and Kozicki’s (1993) test at the level α = 0.01
Number of instruments Critical value Exact asymptotic level Relative overrejection rate
H cα,H−1 α0 100× (α−1α0 − 1)%
2 6.6349 0.0231 131.0%
4 11.3449 0.0165 95.0%
5 13.2767 0.0155 55.0%
6 15.0863 0.0148 48.0%
10 21.6660 0.0134 34.0%
5 Conclusion
This paper explores for the moment condition based models the asymptotic behaviour of the minimum
distance estimators and the Hansen (1982) test for overidentifying moment restrictions statistic, JT
under nonstandard conditions. While maintaining a second order identification condition, we derive
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the rate of consistency of the minimum distance estimators and the asymptotic distribution of JT
when the rank condition is violated, the so-called first order underidentification. We find that the
estimators of the set of parameters which are identified at the first order have the usual asymptotic
order of magnitude while the other estimators have a larger asymptotic order of magnitude. Our
result generalizes the findings by Sargan (1983). We also find that there are some samples in which
the non-first-order-identified parameters estimators have the usual rate of convergence while in the
other samples, they have a slower rate of convergence. This non standard behaviour affects the
asymptotic distribution of JT . Instead of a chi-squared distribution, it is asymptotically distributed
as a half and half mixture of two chi-squared distributions. We apply this result to correct the test
for common ARCH factor proposed by Engle and Kozicki (1993) and we also evaluate the amount of
overrejection that it leads to without our correction.
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A Appendix: proofs
Proof of Proposition 2.1: We deduce from the expansion (5) that
√




















T 1/4(θˆ2T − θ02)′
∂2ρh
∂θ2∂θ′2





In the above expansion,
√
TφT (θ0) = OP (1) by Assumption 2, (∂φT (θ0)/∂θ′2)
√
T (θˆ2T − θ02) = oP (1)
since
√
T{∂φT (θ0)/∂θ′2} = OP (1) and θˆ2T − θ02 = oP (1). Finally, as T 1/4(θˆ2T − θ02), for all h =
1, 2, . . . ,H, T 1/4(θˆ2T − θ02)′{∂2ρh(θ0)/∂θ2∂θ′2}T 1/4(θˆ2T − θ02) = OP (1) ¤









we have just to show that γ > 0. By compactness, γ = ‖MZ1∆(v∗)‖ for some v∗ such that ‖v∗‖ = 1.
Therefore, we have just to check that (MZ1∆(v) = 0)⇒ (v = 0). That is
(
∆(v)− Z1(Z ′1Z1)−1Z ′1∆(v) = 0
)⇒ (v = 0).






⇒ (u = 0 and v = 0)
¤
Proof of Proposition 3.1: Let us consider the following two Taylor expansions
φ¯T (θˆT ) = φ¯T (θ01, θˆ2T ) +
∂φ¯T
∂θ′1
(θ˜1T , θˆ2T )(θˆ1T − θ01)
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may take different values
for different components h = 1, . . . ,H of the above H equations.
Let us introduce the following notations
Z1T (θ) = ∂φ¯T∂θ′1 (θ)
Z2T (θ) = ∂φ¯T∂θ′2 (θ)









Then, while plugging the above second Taylor expansion in the first one, we get
φ¯T (θˆT ) = φ¯T (θ0) + Z1T (θ˜1T , θˆ2T )(θˆ1T − θ01) + Z2T (θ0)(θˆ2T − θ02) + ∆T (θˆ2T − θ02).
Therefore, the first order conditions for θ1 corresponding to Equation (7) can be written
Z ′1T (θˆT )φ¯T (θ
0)+Z ′1T (θˆT )Z1T (θ˜1T , θˆ2T )(θˆ1T−θ01)+Z ′1T (θˆT )Z2T (θ0)(θˆ2T−θ02)+Z ′1T (θˆT )∆T (θˆ2T−θ02) = 0.
Note that, by the uniform law of large numbers (Assumption 3) and the consistency of θˆT , the random












Therefore, asymptotic behaviour in probability can be studied through the following rewriting of
the first order conditions for θ1
√
T (θˆ1T − θ01) = −
[
Z ′1T (θˆT )Z1T (θ˜1T , θˆ2T )
]−1
Z ′1T (θˆT )
×
{√
T φ¯T (θ0) +
√
TZ2T (θ0)(θˆ2T − θ02) +
√
T∆T (θˆ2T − θ02)
}
.
However, since by Assumption 5
√
TZ2T (θ0) = OP (1) and θˆ2T is consistent, we can simplify this
expansion as
√
T (θˆ1T − θ01) = −
[
Z ′1T (θˆT )Z1T (θ˜1T , θˆ2T )
]−1
Z ′1T (θˆT )
{√
T φ¯T (θ0) +
√




For the same reason, the above expansion of φ¯T (θˆT ) becomes
√
T φ¯T (θˆT ) =
√
T φ¯T (θ0) + Z1T (θ˜1T , θˆ2T )
√
T (θˆ1T − θ01) +
√
T∆T (θˆ2T − θ02) + oP (1).
Thus, by plugging the above expansion of
√
T (θˆ1T − θ01) in the one of
√
T φ¯T (θˆT ), we get
√
T φ¯T (θˆT ) =MZ1T ,T
[√
T φ¯T (θ0) +
√




MZ1T ,T = IdH − Z1T (θ˜1T , θˆ2T )
[





T φ¯T (θ0) = OP (1), we have
MZ1T ,T
√
T φ¯T (θ0) =MZ1
√





(θ0) and MZ1 = IdH − Z1(Z ′1Z1)−1Z ′1.
Thus
√
T φ¯T (θˆT ) =MZ1
√
T φ¯T (θ0) +MZ1T ,T
√
T∆T (θˆ2T − θ02) + oP (1)
and
JT = T φ¯′T (θˆT )φ¯T (θˆT )
= T φ¯′T (θ
0)MZ1 φ¯T (θ
0) + T φ¯′T (θ
0)MZ1MZ1T ,T∆T (θˆ2T − θ02) + T∆′T (θˆ2T − θ02)M ′Z1T ,TMZ1 φ¯T (θ0)
+T∆′T (θˆ2T − θ02)M ′Z1T ,TMZ1T ,T∆T (θˆ2T − θ02) + oP (1)
Note that
0 ≤ T φ¯′T (θˆT )φ¯T (θˆT ) = JT
≤ minθ1 T φ¯′T (θ1, θ02)φ¯T (θ1, θ02) = J0T .
By the standard GMM theory, J0T converges in distribution towards a χ
2
H−r. Therefore, JT is
OP (1) and thus
YT = T φ¯′T (θ
0)MZ1MZ1T ,T∆(θˆ2T − θ02) + T∆′(θˆ2T − θ02)M ′Z1T ,TMZ1 φ¯T (θ0)
+T∆′(θˆ2T − θ02)M ′Z1T ,TMZ1T ,T∆(θˆ2T − θ02)
(12)
is OP (1) since
YT = JT − T φ¯′T (θ0)MZ1 φ¯T (θ0) + oP (1).
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We deduce
T‖MZ1T ,T∆T (θˆ2T − θ02)‖2 ≤ |YT |+ 2T‖MZ1 φ¯T (θ0)‖‖MZ1T ,T∆T (θˆ2T − θ02)‖.
Since MZ1T ,T∆T converges towards MZ1∆ and (θˆ2T − θ02) lies in a compact set, convergence in
probability can be studied by considering
1
2
∥∥∥MZ1∆(θˆ2T − θ02)∥∥∥ ≤ ∥∥∥MZ1T ,T∆T (θˆ2T − θ02)∥∥∥ ≤ 32 ∥∥∥MZ1∆(θˆ2T − θ02)∥∥∥ .
Thus, since MZ1 is a projection matrix, we deduce
T
4
∥∥∥MZ1∆(θˆ2T − θ02)∥∥∥2 ≤ |YT |+ 3T ∥∥φ¯T (θ0)∥∥∥∥∥∆(θˆ2T − θ02)∥∥∥ .
Thus, by Lemma 2.1
γ2T
4
∥∥∥θˆ2T − θ02∥∥∥4 ≤ |YT |+ 3T ∥∥φ¯T (θ0)∥∥ ‖∆‖ ∥∥∥θˆ2T − θ02∥∥∥2 ,
where ‖∆‖ denotes the norm of the operator ∆(v) seen as a linear function vec(vv′). Thus
√
T




∥∥∥θˆ2T − θ02∥∥∥2 +
12‖∆‖
γ2
∥∥∥√T φ¯T (θ0)∥∥∥ .
Therefore, for any positive M ,(√
T
∥∥∥θˆ2T − θ02∥∥∥2 > M)⇒ (|YT | > γ2M28 or ∥∥∥√T φ¯T (θ0)∥∥∥ > γ2M24‖∆‖
)
.
Since both YT and
√
T φ¯T (θ0) are bounded in probability, as M → ∞, Prob
[








∥∥∥θˆ2T − θ02∥∥∥2 > M]→ 0
as M →∞.
In other words
T 1/4(θˆ2T − θ02) = OP (1).
We can deduce from the above expansion of
√
T (θˆ1T − θ01) that
√
T (θˆ1T − θ01) is OP (1) and
√
T (θˆ1T − θ01) = −[Z ′1Z1]−1Z1
{√







Proof of Theorem 3.1: Taking into account the discussion in the main text, we just have to show
that when dim θ2 = 1 and T 1/4(θˆ2T −θ02) is asymptotically non degenerate, JT is asymptotically χ2H−p.
To see that, note that from the expansion of the moment conditions
JT = T φ¯′T (θˆT )φ¯T (θˆT )
= T φ¯′T (θ
0)MZ1 φ¯T (θ
0) + 2T∆′(θˆ2T − θ02)MZ1 φ¯T (θ0) + T∆′(θˆ2T − θ02)MZ1∆(θˆ2T − θ02) + oP (1).
But, by (??),
T∆′(θˆ2T − θ02)MZ1∆(θˆ2T − θ02) = −T∆′(θˆ2T − θ02)MZ1 φ¯T (θ0) + oP (1).
Thus,
JT = T φ¯′T (θ
0)MZ1 φ¯T (θ
0) + T∆′(θˆ2T − θ02)MZ1 φ¯T (θ0) + oP (1).
Moreover, (??) also gives
√




T φ¯T (θ0) + oP (1).
Thus
JT = T φ¯′T (θ
0)MZ1 φ¯T (θ
0) + T (θˆ2T − θ02)2G′MZ1 φ¯T (θ0) + oP (1)
= T φ¯′T (θ
0)MZ1 φ¯T (θ
0)− T φ¯′T (θ0)MZ1GG′MZ1 φ¯T (θ0)G′MZ1G + oP (1).
Therefore
JT = T φ¯′T (θ
0) [IdH − P ] φ¯T (θ0) + oP (1),
where





is an orthogonal projection matrix on a space of dimension p = r + 1 (note that MZ1G 6= 0 by As-
sumption 6). This proves that JT is asymptotically χ2H−p in this case ¤
Proof of Theorem 4.1: Let θ0 = λ2/λ1. Since (−θ0 1)λ = 0, from (9), we have Y2,t+1 − θ0Y1,t+1 =
U2,t+1 − θ0U1,t+1. Then, u2θ0,t+1 ≡ (Y2,t+1 − θ0Y1,t+1)2 = (U2,t+1 − θ0U1,t+1)2. The conditional ex-
pectation of u2θ0,t+1 is E(u
2
θ0,t+1
|Jt) = Ω22 + θ20Ω11 − 2θ0Ω12. Because this conditional expectation is
time invariant, E(u2θ0,t+1|Jt) = Eu2θ0,t+1 so that E{u2θ0,t+1 −Eu2θ0,t+1|Jt} = 0. As zt is Jt-measurable,
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E{zt[u2θ0,t+1 − Eu2θ0,t+1]} = 0 or equivalently E{[zt − E(zt)][u2θ0,t+1 − Eu2θ0,t+1]} = 0 in other words,
θ0 satisfies (11).
Let θ ∈ R such that E{[zt −E(zt)][u2θ,t+1 −Eu2θ,t+1]} = 0, or equivalently E{[zt −E(zt)][u2θ,t+1]} = 0.
Since E(Y 21,t+1|Jt) = λ21σ2t + Ω11, E(Y 22,t+1|Jt) = λ22σ2t + Ω22 and E(Y1,t+1Y2,t+1|Jt) = λ1λ2σ2t +
Ω12, E{[zt − E(zt)][u2θ,t+1]} = 0 can be written E{(zt − E(zt))σ2t (λ2 − λ1θ)2} = 0 so that (λ2 −
λ1θ)2Cov(zt, σ2t ) = 0. Then θ = λ2/λ1 = θ0. This establishes the existence and the uniqueness of θ0
as stated by (i).
Next, we show (ii),
E{∂φt(θ0)/∂θ} = E{(zt −Ezt)[−2Y1,t+1(Y2,t+1 − θ0Y1,t+1)]}
= −2E{(zt − Ezt)(λ1ft+1 + U1,t+1)(U2,t+1 − θ0U1,t+1)}
= −2E(zt − Ezt)E {(λ1ft+1 + U1,t+1)(U2,t+1 − θ0U1,t+1)|Jt}
= −2E(zt − Ezt)E {U1,t+1(U2,t+1 − θ0U1,t+1)|Jt} as E(ft+1Ut+1|Jt) = 0
= −2E{(zt − Ezt)(Ω12 − θ0Ω11)} = 0.
On the other hand,
E{∂2φt(θ0)/∂θ2} = E{(zt −Ezt)(2Y 21,t+1)} = 2E(zt − Ezt)E(Y 21,t+1|Jt)
= 2E{(zt − Ezt)(λ21σ2t +Ω11)}
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Bootstrapping Realized Multivariate Volatility Measures
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1 Introduction
Realized statistics based on high frequency returns have become very popular in financial economics.
Realized volatility is perhaps the most well known example, providing a consistent estimator of the
integrated volatility under certain conditions (including the absence of microstructure noise). Its
multivariate analogue is the realized covariance matrix, defined as the sum of the outer product of the
vector of high frequency returns. Two economically interesting functions of the realized covariance
matrix are the realized correlation and the realized regression coefficients. In particular, realized
regression coefficients are obtained by regressing high frequency returns for one asset on high frequency
returns for another asset. When one of the assets is the market portfolio, the result is a realized beta
coefficient. A beta coefficient measures the asset’s systematic risk as assessed by its correlation with
the market portfolio. Recent examples of papers that have obtained empirical estimates of realized
betas include Andersen, Bollerslev, Diebold and Wu (2005a, 2005b) and Viceira (2007).
Recently, Barndorff-Nielsen and Shephard (2004) (henceforth BN-S(2004)) (see also Jacod (1994)
and Jacod and Protter (1998)) have proposed an asymptotic distribution theory for realized covariation
measures based on multivariate high frequency returns. Their simulation results show that asymptotic
theory-based confidence intervals for regression and correlation coefficients between two assets returns
can be severely distorted if the sampling horizon is not small enough. To improve the finite sample
performance of their feasible asymptotic theory approach, BN-S (2004) propose the Fisher-z transfor-
mation for realized correlation. This analytical transformation does not apply to realized regression
coefficients, which in particular can be negative and larger than one in absolute value.
In this paper we propose bootstrap methods for statistics based on multivariate high frequency
returns, including the realized covariance, the realized regression and the realized correlation coeffi-
cients. Our aim is to improve upon the first order asymptotic theory of BN-S (2004). The bootstrap
method we consider is an i.i.d. bootstrap applied to the vector of realized returns. Gonc¸alves and
Meddahi (2006a) have recently applied this method to realized volatility in the univariate context.
They also proposed a wild bootstrap for realized volatility with the motivation that intraday returns
are (conditionally on the volatility path) independent but heteroskedastic when log prices are driven
by a stochastic volatility model. In this paper we focus only on the i.i.d. bootstrap for three reasons.
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First, the results in Gonc¸alves and Meddahi (2006a) show that the i.i.d. bootstrap dominates the
wild bootstrap in Monte Carlo simulations even when volatility is time varying. Second, the i.i.d.
bootstrap is easier to apply than the wild bootstrap: the wild bootstrap requires choosing an external
random variable used to construct the bootstrap data whereas the i.i.d. bootstrap does not involve
the choice of any tuning parameter. Third, the i.i.d. bootstrap is a natural candidate in the context of
realized regressions driven by heteroskedastic errors. Indeed, the i.i.d. bootstrap applied to the vector
of returns corresponds to a pairwise bootstrap, as proposed by Freedman (1981). His results show
that the pairwise bootstrap is robust to heteroskedasticity in the error term of cross section regression
models. Mammen (1993) shows that the pairwise bootstrap is not only first order asymptotically valid
under heteroskedasticity in the error term, but it is also second-order correct (i.e. the error incurred by
the bootstrap approximation converges more rapidly to zero than the error incurred by the standard
normal approximation).
We can summarize our main contributions as follows. We show the first order asymptotic validity
of the i.i.d. bootstrap for estimating the distribution function of the realized covariance matrix and
smooth functions of it such as the realized covariance, the realized regression and the realized corre-
lation coefficients. We assess the finite sample performance of bootstrap confidence intervals for these
three covariation measures by simulation. Our simulation results show that the bootstrap outperforms
the feasible first order asymptotic theory of BN-S (2004).
The ability of the bootstrap to provide higher order asymptotic refinements over the standard
normal approximation is usually established via Edgeworth expansions. In a related paper (Dovonon,
Gonc¸alves and Meddahi (2007)), we develop the Edgeworth expansions of the distribution of the t-
statistics associated with the three covariation measures studied here. These expansions are then used
to construct analytical transformations of the raw statistics with improved finite sample properties
(in particular, we propose transformations aimed at eliminating the bias or the skewness of the trans-
formed statistics). By developing similar expansions for the bootstrap statistics, we could compare
the accuracy of the bootstrap approximation with that of the normal approximation.
In this paper, we develop the Edgeworth expansion for the i.i.d. (or pairwise) bootstrap distribu-
tion of the realized regression estimator. Mammen (1993) shows that the pairwise bootstrap is robust
to heteroskedasticity in the regression error and provides asymptotic refinements over the usual first
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order asymptotic theory in the context of standard cross section regression models subject to het-
eroskedasticity of unknown form. Thus, these results suggest that the i.i.d. bootstrap can be second
order correct in the realized regression context analyzed here even under stochastic volatility. This
is not the case for the two other statistics (covariance and correlation coefficients), where the i.i.d.
bootstrap cannot be expected to provide second order refinements due to the fact that it does not
replicate the conditional heteroskedasticity in the data. For this reason, we do not analyze the higher
order properties of the i.i.d. bootstrap for the covariance and the correlation coefficients and focus
only on the regression estimator.
Contrary to our expectations based on the existing theory for the pairwise bootstrap in the sta-
tistics literature, we show that the pairwise bootstrap does not provide an asymptotic refinement
over the standard first order asymptotic theory in the context of realized regressions. We contrast
our application of the pairwise bootstrap to realized regressions with the application of the pairwise
bootstrap in standard cross section regressions. We show that there is a main difference between
these two applications, namely the fact that the score of the underlying realized regression model is
heterogeneous and does not have mean zero (although the mean of the sum of the scores is zero). This
heterogeneity implies that the standard Eicker-White heteroskedasticity robust variance estimator is
not consistent in the realized regression context, which justifies the need for the more involved variance
estimator proposed by BN-S (2004). The pairwise bootstrap variance coincides with the Eicker-White
robust variance estimator and therefore it does not provide a consistent estimator of the variance of
the scaled average of the scores. This is in contrast with the results of Freedman (1981) and Mammen
(1993), where the score has mean zero by assumption. Nevertheless, the pairwise bootstrap is first
order asymptotically valid when applied to a bootstrap t-statistic which is studentized with a variance
estimator that is consistent for the population bootstrap variance of the scaled average of the scores.
Because the bootstrap scores have mean zero, the Eicker-White robust variance estimator can be used
for this effect. This implies that the bootstrap statistic is not of the same form as the statistic based
on the original data, which explains why we do not get second order refinements for the pairwise
bootstrap in our context.
The remainder of this paper is organized as follows. In Section 2, we introduce the setup, review
the existing first order asymptotic theory and state regularity conditions. We also present some Monte
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Carlo simulation results that illustrate the finite sample performance of the existing theory. In Section
3, we introduce the bootstrap methods and establish their first-order asymptotic validity for the three
statistics of interest in this paper under the regularity conditions stated in Section 2. We also compare
the finite sample performance of the bootstrap method with the existing first order asymptotic theory.
Section 4 provides a detailed study of the pairwise bootstrap for realized regressions. We first revisit the
first order asymptotic theory of the realized regression estimator, comparing the standard Eicker-White
robust variance estimator with the more involved estimator of the variance proposed by BN-S (2004).
We then contrast the theoretical properties of the pairwise bootstrap, in particular its asymptotic
variance, with the properties of the pairwise bootstrap in a standard cross section regression. We also
discuss the second order accuracy of this bootstrap method based on the Edgeworth expansion that
we develop here. Section 5 contains two empirical applications and Section 6 concludes. Appendix
A contains the tables and figures. Appendix B contains the proofs of results appearing in Section 3
whereas the proofs of results in Section 4 are collected in Appendix C.
2 Setup and first-order asymptotic theory
2.1 Setup
Let p (t), for t ≥ 0, denote the log-price of a bivariate vector of assets1. We assume p (t) follows the
continuous stochastic volatility model given by
dp(t) = Θ(t)dW (t), (1)
where p(0) = 0 and where Σ(t) = Θ(t)Θ(t)′ denotes the spot covariance matrix. Here, W denotes a
bivariate vector standard Brownian motion and Θ is the instantaneous or spot covolatility process.
As in Gonc¸alves and Meddahi (2006a), we suppose the absence of drift.
Following BN-S (2004), we make the following additional assumptions.
Assumption 1 Θ has elements that are all pathwise ca`dla`g, the instantaneous covariance Σ is inde-
pendent of W and, for all t <∞,∫ t
0
Σkk(u)du <∞, k = 1, 2,
1For notational simplicity, we focus on the bivariate case, but the results could be extended to the general case in a
straightforward manner.
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where Σkl(t) denotes the (k, l)th element of the Σ(t) process.





are bounded away from 0 and infinity, uniformly in i and h.
The results in this paper are derived regarding the paths of Σ as fixed. Assumption 1 rules out the
presence of leverage effects. Under these assumptions, for a given day t, where we take t = 1 without
loss of generality, we can define the vector of daily returns as y =
∫ 1







i = 1, . . . , 1/h, (where 1/h is assumed to be an integer) be the h-horizon intraday returns on a given
day on the two assets. We can write yi =
∫ ih
(i−1)hΘ(u)dW (u). The integrated covariance matrix of the








with typical element (k, l) given by Γkl ≡
∫ 1
0 Σkl(u)du. For i = 1, . . . , 1/h, let Γi ≡
∫ ih
(i−1)hΣ(u)du and
note that Γ =
∑1/h
i=1 Γi. Note that conditionally on the volatility path, yi ∼ N (0,Γi) independently
across i. Thus the data are (conditionally on Σ) heterogeneous, but independent.
The parameters of interest in this paper are elements of Γ and smooth functions of these.
2.2 The realized covariance matrix

























Γˆ contains realized volatilities for each asset on its main diagonal and realized covolatilities between





denote the vector that stacks the lower triangular elements of the columns of the
matrix Γˆ into a vector. BN-S (2004) (see also Jacod (1994) and Jacod and Protter (1998)) show that
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0 Σ11 (u) du∑1/h
i=1 y1iy2i −
∫ 1





0 Σ22 (u) du
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2
12 (u)
2Σ11 (u)Σ12 (u) Σ11 (u)Σ22 (u) + Σ212 (u) 2Σ22 (u)Σ12 (u)
























As BN-S (2004) remark, Vˆ is a substantially different estimator than that used by Barndorff-Nielsen














1i, the estimator proposed by BN-S (2002). The main feature of notice is
the presence of lags of returns in the second piece. One of our contributions is to provide a new
interpretation for this estimator in the context of the realized regression estimator (see Section 4.1).
2.3 The realized covariance
Let Γˆ12 =
∑1/h
i=1 y1iy2i be the realized covariance between assets 1 and 2, and let Γ12 =
∫ 1
0 Σ12 (u) du
be the corresponding integrated covariance.















Σ11 (u)Σ22 (u) + Σ212 (u)
}
du (3)
is the asymptotic variance of Γˆ12.





















is a consistent estimator of VΓ.
2.4 The realized correlation





















The asymptotic distribution can be derived by the delta method. Specifically, BN-S (2004) give the


























with V defined as above and where βkl denotes the population regression coefficient of regressing asset































li, for k, l = 1, 2.
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2.5 The realized regression
























Σ11 (u)Σ22 (u) + Σ212 (u) 2Σ22 (u)Σ12 (u)
2Σ22 (u)Σ12 (u) 2Σ222 (u)
}
du.
BN-S (2004) provide the following feasible theory for realized regression, which replaces Vβ with a














xβi = y1iy2i − βˆ12y22i.
BN-S (2004) show that Vˆβ





→d N (0, 1) .
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2.6 Monte Carlo results for the first-order asymptotic theory
In this section we assess the finite sample performance of confidence intervals for the three covariation
measures (covariance, regression and correlation) based on the existing first order asymptotic theory.
We present results for two data generating processes. The first model (henceforth Design 1) is the
same as that used by BN-S (2004). In particular, we let













and σ12(t) = σ1(t)σ2(t)ρ(t).
Following BN-S (2004), we let σ21(t) be the sum of two uncorrelated CIR processes:
σ21 (t) = σ
2(1)
1 (t) + σ
2(2)
1 (t).
For s = 1, 2,
dσ
2(s)
1 (t) = −λs(σ2(s)1 (t)− ξs)dt+ ωsσ(s)1 (t)
√
λsdbs(t),
where bi is the i-th component of a vector of standard Brownian motions, independent from W . We
let λ1 = 0.0429, ξ1 = 0.110, ω1 = 1.346, λ2 = 3.74, ξ2 = 0.398, and ω2 = 1.346.
Similarly to BN-S (2004), our model for σ22(t) is the GARCH(1,1) diffusion studied by Andersen
and Bollerslev (1998):
dσ22(t) = −0.035(σ22(t)− 0.636)dt+ 0.236σ22(t)db3(t).
The model we specify for ρ(t) is the same as the one proposed by BN-S(2004):
ρ(t) = (e2x(t) − 1)/(e2x(t) + 1),
where x follows the GARCH diffusion
dx(t) = −0.03(x(t)− 0.64)dt+ 0.118x(t)db4(t).
Our second model (Design 2) specifies σ22 (t) and ρ (t) exactly as Design 1, with the only difference
being in the model used to generate σ21 (t). In particular, for σ
2
1 (t) we consider the two-factor diffusion
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model studied by Chernov et al. (2003) (see also Huang and Tauchen (2005)):
σ1 (t) = s-exp (−1.2 + 0.04v1 (t) + 1.5v2 (t))
dv1 (t) = −0.00137v1 (t) dt+ db1 (t)
dv2 (t) = −1.386v2 (t) dt+ (1 + 0.25v2 (t)) db2 (t) .
This diffusion model has continuous sample paths but can imply sample paths for the price process
that look like jumps2. Although our theory does not allow for a non zero correlation between the price
process and the volatility, in our simulations, we allow for these leverage effects. In particular, we let
Corr(dW1, db1) = −0.3 and Corr(dW1, db2) = −0.3.
We study the finite sample performance of one-sided and two-sided (symmetric) confidence intervals
for each of the three measures of covariation: Γ12, the covariance between the returns on asset 1 and
on asset 2, β12, the population regression coefficient of the regression of y1 on y2, and ρ, the correlation
coefficient between the two assets.
Let θ denote any of these three parameters of interest. Similarly, let θˆ denote the corresponding
realized estimator and let Vˆθ denote a consistent estimator of the variance of
√
h−1θˆ. In particular,
for θ = Γ12, θˆ =
∑1/h








i=1 y1iy2iy1,i+1y2,i+1, as defined in (4).






h−1gˆβ, with gˆβ defined in (14). For θ = ρ, θˆ = ρˆ,










h−1gˆρ, where gˆρ is defined in (6).
The lower one-sided 100(1 − α)% level confidence interval for θ based on the feasible asymptotic
theory of BN-S (2004) is given by
IC
(1)
Feas,1−α = (−∞, θˆ − zα
√
hVˆθ),
where zα is the α-level critical value of the standard normal distribution. The two-sided 100(1− α)%
level confidence interval for θ is given by
IC
(2)
Feas,1−α = (θˆ − z1−α/2
√
hVˆθ, θˆ + z1−α/2
√
hVˆθ).
We present results for three nominal levels: 95% (i.e. α = 0.05), 90% (α = 0.10) and 99% (α = 0.01).
We compute the actual coverage probabilities of these confidence intervals for each of the stochastic
volatility models described above. We report results across 10,000 replications for five different sample
2The function s-exp is the usual exponential function with a linear growth function splined in at high values of its
argument: s-exp(x) = exp (x) if x ≤ x0 and s-exp(x) = exp(x0)√x0
√
x0 − x20 + x2 if x > x0, with x0 = log (1.5).
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sizes: 1/h = 1152, 288, 48, 24 and 12, corresponding to “1.25-minute”, “5-minute”, “15-minute”, “half-
hour”, “1-hour”, and “2-hour” returns. Table 3.1 contains results for α = 0.05, for each of the two
designs, for both one-sided and two-sided symmetric intervals. Table 3.2 contains results for α = 0.10
whereas Table 3.3 refers to α = 0.01. (These tables also include results for the bootstrap method but
those results will be discussed later.)
We start with Table 3.1. For the two DGP’s, both one-sided and two-sided intervals tend to
undercover. The degree of undercoverage is especially large for larger values of h, when sampling
is not too frequent. For the covariance measure and the regression coefficient, one-sided intervals
tend to perform worse than two-sided intervals. The opposite is true for the correlation coefficient,
which is surprising when analyzed from the viewpoint of the theory of Edgeworth expansions (the





whereas the error of symmetric two-sided intervals is usually of the order O (h)). For one-sided
intervals, the covariance measure is associated with the largest distortions, followed by the regression
coefficient, which in turn is worse than the correlation coefficient. For two-sided intervals, this ranking
is changed, with the correlation coefficient performing worst, followed by the covariance and by the
regression coefficient. The degree of undercoverage can be quite substantial at the smallest sample
sizes. For instance, a lower 95% nominal level for the covariance measure between the two assets for
Design 1 is equal to 80.74% when we sample every two hours (h = 1/12). For the regression coefficient,
it is equal to 86.04% and for the correlation coefficient is is equal to 91.43%. The corresponding
coverage rates for two-sided intervals based on the BN-S asymptotics are 83.90%, 85.27% and 81.04%
for the covariance, the regression and the correlation coefficients, respectively. For this last measure of
dependence, we also report the coverage rates of confidence intervals based on the Fisher-z transform,
as proposed by BN-S (2004). For one-sided intervals, the 95% interval based on the Fisher transform
covers the correlation coefficient 90.28% percent of the time whereas for two-sided intervals, the actual
coverage rate is equal to 85.44%. Compared to the intervals based on the raw statistic, the Fisher-z
transform outperforms the raw statistic only for the two-sided intervals and not for the one-sided
interval. In both cases, however, it is clear that finite sample distortions remain for the Fisher-z
transform, thus motivating the use of the bootstrap and/or of alternative analytical corrections.
The results for Design 2 are qualitatively similar to those discussed for Design 1. Quantitatively,
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the degree of undercoverage is smaller for Design 2, which suggests that contrary to the univariate
case (see Gonc¸alves and Meddahi (2006a)) the asymptotic theory handles well the presence of the
two-factor diffusion model of Chernov et al. (2003) in one of the volatility processes. The results for
Design 2 also suggest that the theory of BN-S (2004) is robust to the introduction of leverage effects.
Tables 3.2 and 3.3 show that the performance of the asymptotic theory of BN-S (2004) for the 90%
and 99% confidence intervals is qualitatively similar to the performance of the 95% level intervals.
3 The bootstrap
In this section we propose bootstrap methods for smooth functions of the realized covariance matrix.
The bootstrap method we consider is the i.i.d. bootstrap applied to the vector of returns.
3.1 The bootstrap realized covariance matrix
We first state the first order asymptotic validity of the bootstrap for the realized covariance matrix
and smooth functions of its elements. We then specialize our results to the three statistics of interest:
realized covariance, realized correlation and realized regression.






, and recall that





(xi −E (xi)) d→ N (0, I3) ,
where
∑1/h























Ii is i.i.d. on {1, . . . , 1/h}. Notice that this is equivalent to bootstrapping the bivariate vector of
assets returns yi = (y1i, y2i)




















. As usual in the bootstrap literature,
we let E∗ (and V ar∗) denote the expectation (and the variance) with respect to bootstrap data,






























We can show that
V ∗ →P V +
∫ 1
0
vech (Σ (u)) vech (Σ (u))′ du−
(∫ 1
0
vech (Σ (u)) du
)(∫ 1
0
vech (Σ (u)) du
)′
,
which is not equal to V (one exception is when Σ (u) = Σ for all u). Although V ∗ does not consistently
estimate V , the i.i.d. bootstrap is still asymptotically valid when applied to the following studentized
statistic



























is a consistent estimator of V ∗. The following theorem states formally these results.
Theorem 3.1 Let Assumptions 1 and 2 hold and let {y∗i : i = 1, . . . , 1/h} denote a set of i.i.d. boot-
strap returns. Then, as h→ 0,
a) Vˆ ∗ − V ∗ P ∗→ 0, in probability.
b) supx |P ∗ (T ∗h ≤ x)− P (Th ≤ x)| → 0 in probability.
The proofs of all the results in this section appear in Appendix B.
Several statistics of interest can be written as smooth functions of the realized covariance matrix.
Examples include the realized covariance measure between two assets, the realized regression coeffi-
cient, and the realized correlation coefficient. The following theorem proves that the i.i.d. bootstrap is
first order asymptotically valid when applied to smooth functions of the (appropriately centered and
studentized version of ) the vectorized realized covariance matrix.
Let f (θ) : R3 → R denote a real valued function with continuous derivatives, and let
∇f (θ) = ( ∂f/∂θ1 ∂f/∂θ2 ∂f/∂θ3 )′ denote its gradient. We suppose that ∇f (θ) is nonzero at

































The i.i.d. bootstrap version of Tf,h is T ∗f,h, which replaces Γˆ with Γˆ















, which is a consistent estimator of the bootstrap as-















Theorem 3.2 Under the same conditions of Theorem 3.1, as h→ 0,
sup
x
∣∣P ∗ (T ∗f,h ≤ x)− P (Tf,h ≤ x)∣∣→ 0,
in probability.
The next sections give explicitly the bootstrap statistics for the three cases of interest, namely the
covariance measure Γ12, the correlation coefficient ρ and the regression coefficient β.
3.2 The bootstrap realized covariance





































Theorem 3.2 above proves the first order asymptotic validity of the bootstrap when applied to T ∗Γ,h.
3.3 The bootstrap realized correlation
The bootstrap realized correlation coefficient ρˆ∗ is defined in the same fashion as ρˆ but with the










The corresponding t-statistic is given by
T ∗ρ,h ≡
√






























k, l = 1, 2. We note that ρ = f (vech (Γ)) , with f (θ) = θ2√
θ1θ3
. Thus, the first order asymptotic validity
of the i.i.d. bootstrap for the correlation coefficient follows from Theorem 3.2.
3.4 The bootstrap realized regression
Let {y∗i = (y∗1i, y∗2i) : i = 1, . . . , 1/h} be an i.i.d. bootstrap sample from {yi}. The boostrap OLS
estimator that we obtain by regressing y∗1i on y
∗
































Theorem 3.2 covers the case of realized regression when f (θ) = θ2θ3 , with θ = (θ1, θ2, θ3)
′ by noting







3.5 Monte Carlo results for the bootstrap
Our theoretical results suggest the first order asymptotic validity of the i.i.d. bootstrap. Thus, we
can build confidence intervals for θ using the α-percentile q∗α of the bootstrap distribution of T ∗θ,h.
As previously, we let θ denote any of the three measures of covariation, θˆ its estimator and Vˆθ the
corresponding variance estimator. The lower one-sided 100(1−α)% level bootstrap confidence interval
for θ is given by
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∗(1)




The bootstrap allows for two-sided symmetric and equal-tailed confidence intervals. The 100(1−α)%
level symmetric bootstrap confidence interval is given by
(θˆ − p∗1−α/2
√
hVˆθ, θˆ + p∗1−α/2
√
hVˆθ).
where p∗α is the α-percentile of the bootstrap distribution of |T ∗θ,h|. The 100(1−α)% level equal-tailed
bootstrap confidence interval is of the form
(θˆ − q∗1−α/2
√
hVˆθ, θˆ − q∗α/2
√
hVˆθ).
We concentrate our discussion on Table 3.1, which contains results for 95% level confidence inter-
vals. Tables 3.2 and 3.3 contain the corresponding results for 90% and 99% level intervals, respectively.
Since the results are qualitatively similar, we do not discuss these in detail here. Our results suggest
that the i.i.d. bootstrap intervals outperform the asymptotic theory based intervals for the two DGP’s
and for both one-sided and two-sided intervals, for all three measures of dependence. Symmetric
intervals are generally better than equal-tailed intervals (this is consistent with the theory based on
Edgeworth expansions) and both improve upon the first order asymptotic theory based intervals. The
gains associated with the i.i.d. bootstrap can be quite substantial, especially for the smaller sample
sizes, when distortions of the BN-S intervals are larger. For instance, for the regression coefficient, the
coverage rate for a symmetric bootstrap interval is equal to 93.48% when 1/h = 12, whereas it is equal
to 85.27% for the feasible asymptotic theory of BN-S (2004) (the corresponding equal-tailed interval
yields a coverage rate of 90.42%, better than BN-S (2004) but worse than the symmetric bootstrap
interval). The gains are especially important for the two-sided intervals for the correlation coefficient,
when the asymptotic theory of BN-S (2004) does worst. For 1/h = 12, the bootstrap symmetric
interval has a rate of 93.69% (the equal tailed interval is in this case even better behaved, with a
rate equal to 94.60) whereas the BN-S interval based on the raw statistic has a rate of 81.04% and
the interval based on the Fisher-z transform has a rate of 85.44%. For the correlation coefficient, the
bootstrap essentially removes all finite sample bias associated with the first order asymptotic theory
of BN-S (2004).
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4 A detailed study of realized regressions
The realized regression estimator is one of the most popular measures of covariation between two assets.
In this section we study in more detail the application of the i.i.d. bootstrap to realized regression.
We first provide a new interpretation for the feasible approach of BN-S (2004). In particular, we
establish a link between the standard Eicker-White heteroskedasticity robust variance estimator and
the variance estimator proposed by BN-S (2004). We then exploit the special structure of the regression
model to obtain the asymptotic distribution of the bootstrap realized regression estimator. We relate
the bootstrap variance with the Eicker-White robust variance estimator. We end this section with a
discussion of the second order accuracy of the i.i.d. bootstrap in this context.
4.1 The first order asymptotic theory revisited
Given Assumptions 1 and 2, and conditionally on the volatility path, we can write
y1i = β12,iy2i + ui, (12)
where independently across i = 1, . . . , h−1,
ui|y2i ∼ N (0, Vi) ,




, and β12,i ≡ Γ12,iΓ22,i . Here Γkl,i =
∫ ih
(i−1)hΣkl (u) du. Thus, the regression coefficient
in the true DGP describing the relationship between y1i and y2i is heterogeneous (it depends on i)
and the true error term in this model is heteroskedastic.














Thus, βˆ12 does not estimate β12,i but instead β12, which can be thought of as a weighted average of
β12,i. We can write the underlying regression model as follows:
y1i = β12y2i + εi, (13)
where
εi = (β12,i − β12) y2i + ui.
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It follows that εi|y2i ∼ N ((β12,i − β12) y2i, Vi), independently across i. Moreover, noting that E (y2i) =
0,
Cov (y2i, εi) = E (y2iεi) = (β12,i − β12) Γ22,i = Γ12,i − β12Γ22,i,





and therefore βˆ12 converges in probability to β12. The fact that E (y2iεi) 6= 0 is crucial to understand
several properties of βˆ12 (and of its bootstrap analogue to be defined later).


















y2iεi + oP (1) .
The asymptotic variance of
√
h−1βˆ12 is thus of the usual sandwich form












. Because E (y2iεi) 6= 0, we have that




























2 ≡ B1h −B2h.















→d N (0, 1) ,
where Vβ = (Γ22)
−2B. We can contrast this result with Proposition 1 of BN-S (2004). It is easy to
check that g12 = B.
It is helpful to contrast the BN-S (2004) variance estimator of Vβ (eq. (8)) with the Eicker-White
heteroskedasticity-robust variance estimator that one would typically use in a cross section regression
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context. Let εˆi denote the OLS residual underlying the regression model (13). Then, the Eicker-White























y2iεˆiy2,i+1εˆi+1 ≡ Bˆ1h − Bˆ2h. (14)
We can see that h−1gˆβ = Bˆ1h−Bˆ2h, where Bˆ1h is the usual Eicker-White robust variance estimator, and
Bˆ2h = h−1
∑1/h−1
i=1 y2iεˆiy2,i+1εˆi+1. This extra term is needed to correct for the fact that E (y2iεi) 6= 0,
as we noted above. In particular, Bˆ1h → B1h and Bˆ2h → B2h in probability.
4.2 First order asymptotic properties of the pairwise bootstrap
The i.i.d. bootstrap applied to the vector of returns yi = (y1i, y2i)
′ is equivalent to the so-called pairwise
bootstrap, a popular bootstrap method in the context of cross section regression models. Freedman
(1981) proves the consistency of the pairwise bootstrap for possibly heteroskedastic regression models
when the dimension p of the regressor vector is fixed. Mammen (1993) treats the case where p → ∞
as the sample size grows to infinity. Mammen (1993) also discusses the second order accuracy of the
pairwise bootstrap in this context. His results specialized to the case where p is fixed show that the
pairwise bootstrap is not only first order asymptotically valid under heteroskedasticity in the error
term, but it is also second-order correct.
It is easy to check that βˆ∗12 defined in (9) converges in probability (under the bootstrap probability






. The bootstrap analogue of the regression error εi in model (13)
is thus ε∗i = y
∗
1i − βˆ12y∗2i, whereas the bootstrap OLS residuals are defined as εˆ∗i = y∗1i − βˆ∗12y∗2i.
Our next Theorem provides the first order asymptotic properties of βˆ∗12.



































c) V ∗β →P (Γ22)−2B∗ 6= Vβ, where B∗ = B +
∫ 1
0 (Σ12 (u)− β12Σ22 (u))2 du.
Part (a) of Theorem 4.1 states that the bootstrap OLS estimator has a first order asymptotic
normal distribution with mean zero and covariance matrix V ∗β . Its proof follows from Theorem 3.2.
Parts (b) and (c) show that the pairwise bootstrap variance estimator is not consistent for Vβ in the
general context of stochastic volatility. One exception is when volatility is constant, in which case
B∗ = B and V ∗β →P Vβ.






































i + oP ∗ (1) ,





















→d∗ N (0, V ∗β ) ,

















. Part (b) of Theorem















































i=1 y2iεˆ2i = 0 by construction of βˆ12. Thus, the i.i.d. bootstrap variance of the scaled average
of the bootstrap scores y∗2iε
∗
i is equal to Bˆ1h, the Eicker-White heteroskedasticity robust variance
estimator of the scaled average of the scores y2iεi.
Theorem 4.1 (part c) shows that the pairwise bootstrap does not in general consistently estimate
the asymptotic variance of βˆ12. An exception is when volatility is constant. This is in contrast
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with the existing results in the cross section regression context, where the pairwise bootstrap variance
estimator of the least squares estimator is robust to heteroskedasticity in the error term. This failure of
the pairwise bootstrap to provide a consistent estimator of the variance of βˆ12 is related to the fact that,
as we explained in in the previous section, we cannot in general assume that E (y2iεi) = 0, unless for
instance when volatility is constant. When the the scores have mean zero, i.e. E (y2iεi) = 0, the Eicker-
White robust variance estimator, and therefore the i.i.d. bootstrap variance estimator, are consistent
estimators of the asymptotic variance of the scaled average of the scores. Both Freedman (1981) and
Mammen (1993) make this assumption. The fact that E (y2iεi) 6= 0 creates a bias term in Bˆ1h, which
is eliminated with the variance estimator proposed by BN-S (2004) (see eq. (14)). Because B∗h = Bˆ1h,







The non zero mean property of the scores in our context is crucial in understanding the differences
between the realized regression and the usual cross section regression.
The i.i.d. bootstrap is nevertheless first order asymptotically valid when applied to the t-statistic
Th, as our Theorem 3.2 proves. This first order asymptotic validity occurs despite the fact that V ∗β
does not consistently estimate Vβ. The key aspect is that we studentize the bootstrap OLS estimator
with Vˆ ∗β (defined in (11)), a consistent estimator of V
∗
β , implying that the asymptotic variance of the
bootstrap t-statistic is one.
4.3 Second order asymptotic properties of the pairwise bootstrap
In this section, we study the second order accuracy of the pairwise bootstrap for realized regressions.
In particular, we compare the rates of convergence of the error of the bootstrap and the normal ap-
proximation when estimating the distribution function of Tβ,h. This is accomplished via a comparison
of the Edgeworth expansion of the distribution of Tβ,h derived by Dovonon, Gonc¸alves and Meddahi
(2007) with the bootstrap Edgeworth expansion of T ∗β,h, which we derive here. See Gonc¸alves and Med-
dahi (2006b) and Zhang et al. (2005b) for two recent papers that have used Edgeworth expansions
for realized volatility as a means to improve upon the first order asymptotic theory.
For i = 1, 3, we denote by κi (Tβ,h) the first and third order cumulant of Tβ,h, respectively. The
second order Edgeworth expansion of the distribution of Tβ,h is given by (see e.g. Hall, 1992, p. 47)
P (Tβ,h ≤ x) = Φ (x) +
√
hq (x)φ (x) + o (h) ,
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where for any x ∈ R, Φ (x) and φ (x) denote the cumulative distribution function and the density
function of a standard normal random variable. The correction term q (x) is defined as







x2 − 1)) ,
where κ1 and κ3 are the coefficients of the leading terms of κ1 (Tβ,h) and κ3 (Tβ,h), respectively. In




, as h→ 0, κ1 (Tβ,h) =
√
hκ1 and κ3 (Tβ,h) =
√
hκ3.
Given this Edgeworth expansion, the error (conditional on Σ) incurred by the normal approxima-
tion in estimating the distribution of Tβ,h is given by
sup
x∈R




|q (x)φ (x)|+O (h) .




to the normal error.
Now consider the bootstrap. We can write a one-term Edgeworth expansion for the conditional
distribution of T ∗β,h as follows
P ∗(T ∗β,h ≤ x) = Φ(x) +
√
hq∗h(x)φ(x) +OP (h),
where q∗h is defined as
q∗h(x) = −(κ∗1,h + κ∗3,h(x2 − 1)/6),
and where κ∗1,h and κ
∗


























T ∗β,h ≤ x
)− P (Tβ,h ≤ x) = √h (q∗h (x)− q (x))φ (x) +OP (h)
=
√













x2 − 1)]+ oP (√h) ,
where κ∗1 ≡ plimh→0κ∗1,h and κ∗3 ≡ plimh→0κ∗3,h. If κ∗1 = κ1 and κ∗3 = κ3, P ∗
(
T ∗β,h ≤ x
)










. If this is the case, the bootstrap is said to be second-order correct and to provide
an asymptotic refinement over the standard normal approximation.
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The following result gives the expressions of the leading terms of the first and third order cumulants
for the original statistic and for its bootstrap analogue. We need to introduce some notation. For


































B∗ = B +
∫ 1
0
(Σ12 − β12Σ22)2 du,
A∗1 = A1 + 2
∫ 1
0











In order to obtain the higher order results in this section, we add the following additional assump-
tion. A more primitive assumption such as a multivariate analogue of Assumption V in Gonc¸alves
and Meddahi (2006) may be sufficient to ensure Assumption 3, but we have not yet confirmed this.

















Σkl(u)Σk′l′(u)du = oP (
√
h).

















Part (a) of Proposition 4.1 is derived in Dovonon, Gonc¸alves and Meddahi (2007). (We reproduce
the proof in Appendix C for completeness.) The proof of part (b) is in Appendix C. A comparison
of the two parts reveals a disagreement between the two sets of cumulants. Notice in particular that
B 6= B∗ contributes to this discrepancy. B here denotes the limiting variance of the scaled average of
the scores whereas B∗ denotes its bootstrap analogue. As we noted before, under general stochastic
volatility, the pairwise bootstrap does not consistently estimate B and the bias term is exactly equal




2 . An exception is when volatility is constant, where B2h = 0 and therefore
B∗ = B. In this case, we also have that A∗1 = A1 = A0 = 0, implying that both the bootstrap and
the normal approximations have an error of the order O (h). We need a higher order expansion to
be able to discriminate the two approximations. In the general stochastic volatility case, the pairwise




, similar to the error incurred by the normal approximation.
The lack of second order refinements of the pairwise bootstrap in the context of realized regressions
is in contrast with the results available in the bootstrap literature for standard regression models (see
Mammen 1993). One explanation for this difference lies in the fact that E (y2iεi) 6= 0, as we noted
above. This implies that Tβ,h must rely on a variance estimator that contains a bias correction term,
as proposed by BN-S (2004). Instead, in the bootstrap regression, E∗ (y∗2iε
∗
i ) = h
∑1/h
i=1 y2iεˆi = 0, and
therefore there is no need for the bias correction proposed by BN-S (2004). This implies that the
bootstrap t-statistic T ∗β,h is not of the same form as Tβ,h, relying on a bootstrap variance estimator




A well documented empirical fact in finance is the time variability of bonds risk, as recently documented
by Viceira (2007) for the US market. As suggested by the CAPM, the bond risk is often measured by
its beta over the return on the market portfolio. With a positive beta, bonds are considered as risky
as the market while a bond with a negative beta could be used to hedge the market risk.
Following Merton (1980) and French, Schwert and Stambaugh (1987), Viceira (2007) studies the
bond risk for the US market by considering the 3-month (monthly) rolling realized beta as measured by
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the ratio of the realized covariance of daily log-returns on bonds and stocks and the realized volatility
of the daily log-return on stocks over the same period. Following the standard practice, the number
of days in a month is normalized to 22 such that the 3-month realized beta is computed considering
sub-samples of 66 days. From July 1962 through December 2003, Viceira (2007) reports a strong
variability of US bond CAPM betas, which may switch sign even though the average over the full
sample is positive. Nevertheless, in his analysis Viceira (2007) does not discuss the precision of the
realized betas as a measure of the actual covariation between bonds and stock returns.
The aim of this section is to illustrate the usefulness of our approach as a method of inference
for realized covariation measures in the context of measuring the time variation of bonds risk. We
consider both the US bonds market, as in Viceira (2007), and the UK bonds market.
Our data set includes the daily 7-to-10-year maturity government bond index for the US and the
UK markets as released by JP Morgan from January 2, 1986 through August 24, 2007. As a proxy for
the US and the UK market portfolio returns, we consider the log-return on the S&P500 and the FTSE
100 indices, respectively. The S&P500 index is designed to measure performance of the broad domestic
economy through changes in the aggregate market value of 500 stocks representing all major industries.
The FTSE 100 index is a capitalization-weighted index of the 100 most highly capitalized companies
traded on the London Stock Exchange. Both indices are commonly used in scientific researches as
well as in the finance industry as a proxy for the market portfolio. The first two series have a shorter
history and therefore constrained the sample we consider in this study.
From the estimates presented in Table 3.4 (Appendix A), the full-sample beta for bonds in the US
is about 0.024, slightly smaller than the UK bond beta, which is about 0.030. Both the bootstrap and
the asymptotic theory based confidence intervals display support that the true values of the betas in
both countries are positive.
A closer analysis of Figures 3.1 and 3.2 shows that the average positivity of the betas hides
considerable time variation in both countries, a fact already documented by Viceira (2007) for the US
market. Furthermore, the betas for these two countries follow similar dynamics. We can distinguish
two patterns for the 3-month betas. For the period before April 1997, the betas are mostly significantly
positive or, in few cases, non-significantly different from 0. This period is also characterized by betas
of larger magnitude, with a maximum value of 0.500 at the end of July 1994 for the US and 0.438 in
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August 1994 for the UK. The period after April 1997 is characterized by a drop of the magnitude of
the bonds betas in both countries. They are often not significantly different from 0. For this whole
sub-period, the betas for the US and UK bonds are significantly negative only between June 2002
and July 2003, but in these cases their magnitude is small. We conclude that bonds are riskier in the
period before April 1997, while in the recent periods they appear to be non risky or at most a hedging
instrument against shocks on market portfolio returns.
A comparison of the bootstrap intervals with the intervals based on the asymptotic theory of BN-S
(2004) suggests that they two types of intervals tend to be similar, but there are instances where the
bootstrap intervals are wider than the asymptotic theory-based intervals (see Tables 3.5 and 3.6 for a
detailed comparison of the two types of intervals for a selected set of dates). This is specially true for
the first part of the sample for the UK bond market, where the width of the bootstrap intervals can
be much larger than the width of the BN-S (2004) intervals. In this empirical application, the gain in
accuracy of the bootstrap intervals in terms of coverage probability appears to be associated with a
deterioration of length of the bootstrap intervals.
6 Conclusion
This paper proposes bootstrap methods for inference on measures of multivariate volatility such as
integrated covariance, integrated correlation and integrated regression coefficients. We show the first
order asymptotic validity of a particular bootstrap scheme, the i.i.d. bootstrap applied to the vector of
returns, for the three statistics of interest. Our simulation results show that the bootstrap outperforms
the feasible first order asymptotic approach of BN-S(2004).
For the special case of the realized regression estimator, our i.i.d. bootstrap corresponds to a
pairwise bootstrap as proposed by Freedman (1981) and further studied by Mammen (1993). We
analyze the second order accuracy of this bootstrap method and conclude that it is not second order
accurate. This contrasts with the existing literature on the pairwise bootstrap for cross section models,
which shows that this method is not only robust to heteroskedasticity in the error term but it is
also second order accurate. We provide a detailed analysis of the pairwise bootstrap in the context
of realized regressions which allows us to highlight some key differences with respect to the usual
application of the pairwise bootstrap in standard cross section regression models. These differences
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explain why the pairwise bootstrap does not provide second order refinements in this context.
An important characteristic of high frequency financial data that our theory ignores is the presence
of microstructure effects: the prices are observed with contamination errors called noise due to the
presence of bid-ask bounds, rounding errors, etc, and prices are asynchronous, i.e., the prices of two
assets are often not observed at the same time. The first problem is well addressed by the literature
in the univariate context, in particular, Zhang, Mykland, and Ait-Sahalia (2005a), Zhang (2006), and
Barndorff-Nielsen, Hansen, Lunde and Shephard (2007) provide consistent estimators of the integrated
volatility. Likewise, Hayashi and Yoshida (2005) provide a consistent estimator of the covariation of
two assets when they are asynchronous, but their analysis rules out the presence of noise. Little is
known when the two effects are present; see however the analysis in Zhang (2006), Griffin and Oomen
(2006) and Voev and Lunde (2007). Another feature that our theory ignores is the possible presence
of jumps and co-jumps. This is a difficult problem that the literature has only started recently to
address (see Jacod and Todorov (2007) and Bollerslev and Todorov (2007)). The extension of our











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.1: Symmetric bootstrap and BN-S (2004) asymptotic theory based 95% two-sided confidence intervals for the CAPM 3-month
(monthly) rolling realized beta of US bond. April 1986 through July 2007.
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Figure 3.2: Symmetric bootstrap and BN-S (2004) asymptotic theory based 95% two-sided confidence intervals for the CAPM 3-month
(monthly) rolling realized beta of UK bond. April 1986 through July 2007.
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Table 3.4: Full-sample estimates of bonds betas for the US and the UK from January 2, 1986 through
August 24, 2007
Beta BN-S 95% 2-sided CI Boot. symm. 95% CI
US
0.024 [0.010, 0.038] [0.009, 0.038]
UK
0.030 [0.016, 0.045] [0.015, 0.046]
Table 3.5: Divergence between BN-S and bootstrap confidence intervals for the US
Date Beta BN-S Bootstrap
31-Jul-86 0.167 [0.027, 0.306] [−0.022, 0.355]
29-Aug-86 0.152 [0.015, 0.289] [−0.053, 0.357]
30-Sep-86 0.106 [0.017, 0.194] [−0.041, 0.252]
31-Jul-89 0.204 [0.036, 0.371] [−0.025, 0.432]
29-May-92 0.111 [0.004, 0.217] [−0.010, 0.231]
29-May-98 0.093 [0.001, 0.184] [−0.012, 0.197]
31-Aug-00 0.062 [0.002, 0.121] [−0.002, 0.126]
30-Jan-98 -0.054 [−0.101,−0.008] [−0.111, 0.003]
27-Feb-98 -0.059 [−0.115,−0.002] [−0.128, 0.010]
29-Dec-00 -0.055 [−0.109,−0.000] [−0.117, 0.008]
31-May-01 -0.055 [−0.107,−0.004] [−0.113, 0.003]
31-Dec-03 -0.154 [−0.302,−0.005] [−0.319, 0.011]
29-Oct-04 -0.146 [−0.256,−0.036] [−0.293, 0.001]
Appendix B
This Appendix contains the proofs of the results in Section 3. We first present two auxiliary lemmas.
Lemma B.1 Let yji denote the jth component of yi. Under Assumptions 1 and 2, for any q1, q2 ≥ 0
such that q1 + q2 > 0, h1−(q1+q2)/2
∑1/h
i=1 |y1i|q1 |y2i|q2 = OP (1).
Proof of Lemma B.1.
∑1/h







Schwarz inequality. From Theorem 1 of BN-S (2004),
∑1/h
i=1 |y1i|2q1 = OP (h−1+q1) and
∑1/h
i=1 |y2i|2q2 =
OP (h−1+q2), which proves the result.
Lemma B.2 Let {y∗i : i = 1, . . . , 1/h} denote an i.i.d. bootstrap sample of intraday returns {yi : i = 1,





















P ∗→ h−1∑1/hi=1 ykiyliyk′iyl′i.
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Table 3.6: Divergence between BN-S and bootstrap confidence intervals for the UK
Date Beta BN-S Bootstrap
31-Mar-88 0.070 [0.003, 0.137] [−0.010, 0.150]
31-Oct-90 0.197 [0.016, 0.377] [−0.175, 0.568]
31-Dec-90 0.262 [0.031, 0.493] [−0.446, 0.970]
30-Apr-92 0.307 [0.162, 0.452] [−0.151, 0.764]
29-May-92 0.314 [0.173, 0.454] [−0.131, 0.758]
30-Jun-92 0.288 [0.125, 0.450] [−0.277, 0.852]
29-Jan-93 0.129 [0.003, 0.254] [−0.049, 0.306]
26-Feb-93 0.131 [0.018, 0.243] [−0.029, 0.290]
31-Mar-93 0.153 [0.046, 0.259] [−0.004, 0.309]
31-Aug-93 0.122 [0.001, 0.242] [−0.025, 0.268]
29-Aug-97 0.054 [0.002, 0.105] [−0.003, 0.111]
30-Sep-97 0.132 [0.031, 0.233] [−0.015, 0.279]
31-Oct-97 0.109 [0.015, 0.202] [−0.027, 0.244]
29-Jan-88 -0.092 [−0.177,−0.007] [−0.195, 0.012]
31-Jan-01 -0.052 [−0.102,−0.001] [−0.111, 0.008]
30-Sep-04 -0.085 [−0.156,−0.014] [−0.177, 0.008]
30-Nov-06 -0.064 [−0.122,−0.005] [−0.129, 0.002]
Proof of Lemma B.2. We show that the results hold in quadratic mean with respect to the bootstrap
measure, with probability approaching one. This ensures that the bootstrap convergence also holds





































2 = oP (1) ,
given that Lemma B.1 implies that
∑1/h
i=1(ykiyli)
2 = OP (h) = oP (1) and
∑1/h
i=1 ykiyli = OP (1). This
proves the result. The proof of (ii) follows similarly and therefore we omit the details.
Proof of Theorem 3.1. The proof of (a) follows from Lemma B.2 by noting that the elements of
x∗ix
∗′








l′i, for k, l, k
′, l′ = 1, 2.
To prove (b), we first show that both Vˆ ∗ and V ∗ are non singular in large samples with probability
approaching one, as the sample size grows. The probability limit of V ∗ follows from Theorem 4 of








0 (Σ11Σ22 + 2Σ
2
12)du− Γ11Γ22∫ 1






















0 Σ11Σ22du− Γ11Γ22∫ 1
0 Σ11Σ22du− Γ212
∫ 1









i=1 xi and it is pathwise symmetric positive definite by as-
sumption. We show that V1 is positive semidefinite, which guarantees the positive definiteness of




(λ1Σ11(u) + λ2Σ12(u) + λ3Σ22(u))2du− (λ1Γ11 + λ2Γ12 + λ3Γ22)2 ≥ 0
by the Jensen inequality. Thus, V1 is positive-semidefinite and therefore V ∗ is positive definite.
Now, let S∗h = V
∗−1/2√h−1(∑1/hi=1 x∗i −∑1/hi=1 xi). Clearly, T ∗h = Vˆ ∗−1/2V ∗1/2S∗h. As we just showed,
Vˆ ∗−1V ∗ P
∗→ I3, in probability. Thus, the proof of (b) follows from showing that for any λ ∈ R3 such




i ≤ x) − Φ(x)| P→ 0, where x˜∗i = (λ′V ∗λ)−1/2
√
h−1λ′(x∗i − E∗(x∗i )),













= 1. Thus, by Katz’s (1963) Berry-Essen Bound, for some small ² > 0 and some












Next, we show that
∑1/h
i=1E
∗|x˜∗i |2+² = op(1). We have
1/h∑
i=1
E∗|x˜∗i |2+² = h−1E∗|x˜∗1|2+² = h−1E∗
∣∣∣(λ′V ∗λ)−1/2 h−1/2λ′(x∗1 − E∗ (x∗1))∣∣∣2+²







where the first inequality follows from the Cr and the Jensen inequalities and the second inequality
follows from the Cauchy-Schwarz inequality and the fact that λ′λ = 1. We let |z| = (z′z)1/2 for






































i=1 |xi|2+² = OP (h1+²). Therefore,
∑1/h
i=1E
∗|x˜∗i |2+² = OP (h²/2) = oP (1).
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Proof of Theorem 3.2. Since Th
d→ N(0, I3), by the standard delta method, Tf,h d→ N(0, 1).

























with V ∗f ≡ ∇′f(vech(Γˆ))V ∗∇f(vech(Γˆ)). It follows that S∗f,h →d
∗
N (0, 1) in probability, given The-








V ∗f . The result follows from Polya’s
theorem (e.g. Serfling, 1980) given that the normal distribution is continuous.



















Then V ∗β is given by V
∗











































Part (b) is proven in the text. Part (c) follows from Theorem 4 of BN-S (2004) and the fact that
βˆ12 →P β12.
Appendix C
In this Appendix we prove the results appearing in Section 4. Appendix C.1 contains the proof of
the asymptotic expansions of the cumulants of Tβ,h appearing in Proposition 4.1.(a). A number of
auxiliary lemmas are also presented and proved. Appendix C.2 contains the proof of the asymptotic
expansion of the bootstrap cumulants of of T ∗β,h appearing in Proposition 4.1.(b) as well as some useful
lemmas.




























Throughout this Appendix, we use the convention that z1+1/h = 0 for any random variable z.
3.1 Asymptotic expansions of the cumulants of Tβ,h
In this subsection, we first provide a set of lemmas that are useful to deriving the asymptotic expansions




. Next, we prove these lemmas and at the end we prove
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(−12Γ322,iβ312 + 2Γ22,iΓ222,i+1β312 + 2Γ222,iΓ22,i+1β312 + 36Γ12,iΓ222,iβ212
−2Γ12,i+1Γ222,iβ212 − 2Γ12,iΓ222,i+1β212 − 4Γ12,iΓ22,iΓ22,i+1β212 − 4Γ12,i+1Γ22,iΓ22,i+1β212
−8Γ11,iΓ222,iβ12 − 28Γ212,iΓ22,iβ12 + Γ212,i+1Γ22,iβ12 + 4Γ12,iΓ12,i+1Γ22,iβ12 + Γ212,iΓ22,i+1β12
+4Γ12,iΓ12,i+1Γ22,i+1β12 + Γ11,iΓ22,iΓ22,i+1β12 + Γ11,i+1Γ22,iΓ22,i+1β12 + 4Γ312,i − Γ12,iΓ212,i+1



























Lemma C.3 Let k, l, k′, l′, k′′, l′′,m, n,m′, n′,m′′, n′′ = 1, 2 and let n1, n2, n3, n4, n5 and n6, be any






























Lemma C.4 Under Assumptions 1 and 2, and conditionally on the volatility path, as h→ 0,
• Aj1h → A1, for j = 1, 2;




Γ12,i − 4β12Γ22,iΓ12,i + 2β212Γ222,i + Γ11,iΓ22,i
)→ B;
• A10h = 3h−1
1/h∑
i=1
(Γ12,iΓ22,i − β12Γ222,i)→ 3A0;
• A20h = h−1
1/h∑
i=1
(Γ12,i+1Γ22,i − β12Γ22,iΓ22,i+1)→ A0;
• A30h = h−1
1/h∑
i=1
(Γ12,iΓ22,i+1 − β12Γ22,iΓ22,i+1)→ A0.
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 = 3h2BhA21h +O(h3).
Lemma C.6 Under Assumptions 1 and 2, and conditionally on the volatility path,
• E (Sh) = 0,
• E (S2h) = 1,






































Proof of Lemma C.3. This result follows from the boundedness of Σkk(u) and the Reimann inte-
grability of Σnkl(u) for any k, l = 1, 2 and for any non negative integer ni.
Proof of Lemma C.4. The convergence results follow from Lemma C.3. To derive the expressions
of the moments, we use the fact that under our assumptions y1, . . . , y1/h are pairwise independent
and yi ∼ N(0,Γi) with Γi =
∫ ih
(i−1)hΣ(u)du. Let Ci be the Cholesky decomposition of Γi. Note that
yi
d= Ciui: ui ∼ iidN(0, I2) where I2 is the 2× 2-identity matrix and ’ d=’ expresses the equivalence in












d= C11,iu1i and y2i
d= C21,iu1i + C22,iu2i. For the second result, let zi = y2iεi − E(y2iεi) and
note that by definition, the z′is are i.i.d. with Ezi = 0. It follows that
























)− (E (y2iεi))2. Since εi = y1i − β12y2i, we get that




















)− 2β12E (y1iy32i)+ β212E (y42i) .












































(C11,iu1i) (C21,iu1i + C22,iu2i)
3
)
= 3C11,iC321,i + 3C11,iC21,iC
2





































= 2Γ212,i + Γ11,iΓ22,i − 6β12Γ12,iΓ22,i + 3β212Γ222,i − (Γ12,i − β12Γ22,i)2
= Γ212,i + Γ11,iΓ22,i − 4β12Γ12,iΓ22,i + 2β212Γ222,i,




Γ212,i + Γ11,iΓ22,i − 4β12Γ12,iΓ22,i + 2β212Γ222,i
)
, proving the second re-
sult. The proofs of the remaining results is similar and we omit the details.
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Proof of Lemma C.5. The first result follows by definition of β12 whereas the second result follows
by the definition ofBh. For the remaining results, write zi = y2iεi−E(y2iεi) and note that by definition,




i=1 y2iεi since by
∑1/h
i=1E (y2iεi) = 0. For




























= h2A11h, with A
1

























+O(h3) and use the definition of Bh to prove

















Useing the definitions of ui and ui,i+1, the result follows from simple but tedious algebra using the
Cholesky decomposition. The remaining results follow similarly and therefore we omit the details.
Proof of Lemma C.6. The proof follows straightforwardly by using Lemma C.5.













y2iy2,i+1εiεi+1 + (βˆ12 − β12)2y22iy22,i+1 − (βˆ12 − β12)(y22iy2,i+1εi+1 + y22,i+1y2iεi)
)
.















(y2iεiy2,i+1εi+1 − E (y2iεiy2,i+1εi+1))




















(ui − ui,i+1)− (βˆ12 − β12)2A10h

























where the remainder term is of order oP (
√































h) by a verifying a CLT condition. Note also that the last equality uses the fact that βˆ12−β12 =∑1/h
i=1 y2iεi
Γ22





i=1E (y2iεiy2,i+1εi+1) have the same




2 − p limh−1∑1/hi=1 (Ey2iεi)2 = oP (√h) and
h−1
∑1/h
i=1E (y2iεiy2,i+1εi+1)− p limh−1
∑1/h








2 − h−1∑1/hi=1E (y2iεiy2,i+1εi+1) = oP (√h).














The first and third cumulants of Tβ,h are given by (see e.g., Hall, 1992, p. 42) κ1(Tβ,h) = E(Tβ,h) and
κ3(Tβ,h) = E(T 3β,h)− 3E(T 2β,h)E(Tβ,h) + 2[E(Tβ,h)]3.
Our goal is to identify the terms of order up to O(
√
h) of the asymptotic expansions of these two
cumulants. We will first provide asymptotic expansions through order O(
√
h) for the first three
moments of Tβ,h. Note that for a given fixed value of k, a first-order Taylor expansion of f(x) =
(1 + x)−k/2 around 0 yields f(x) = 1 − k2x + O(x2). Provided that
∑1/h
i=1(ui − ui,i+1) = OP (
√
h), we
have for any fixed integer k,




















+ o(√h) = T˜ kh + o(√h).
For k = 1, 2, 3, the moments of T˜ kh are given by
























































E(T˜ 2h ) = 1 +O(h),























































By Lemma C.4, we can now show that limh→0 κ1,h = −12 A1B3/2+12 4A0√BΓ22 ≡
1





≡ 3H1 − 2H2, where A0, A1, B, H1 and H2 are as defined in the text.
3.2 Asymptotic expansions of the bootstrap cumulants of T ∗β,h




of the first and third cumulants




1i − βˆ12y∗2i = εˆIi , with Ii a uniform draw from {1, . . . , n},
and let εˆ∗i = y
∗







































































Proposition C.1 Let y∗i ∼ i.i.d. from {yi : i = 1, . . . , 1/h}. Under Assumptions 1 and 2 and



































Proposition C.1 is used to prove Proposition 4.1 (b). The proofs of these two propositions are
given after the following set of auxiliary lemmas, whose proofs follow the proofs of the propositions.
Lemma C.8 Let y∗i ∼ i.i.d. from {yi : i = 1, . . . , 1/h}. Under Assumptions 1 and 2, and conditionally












































 (B˜∗1h − Bˆ1h)









2 (B˜∗1h − Bˆ1h)













+OP (h3) = 3h2Bˆ1hAˆ1h +OP (h3) .
Lemma C.9 Under Assumptions 1 and 2, and conditionally on the volatility path,
• E∗ (S∗h) = 0,
• E∗ (S∗2h ) = 1,









































Lemma C.10 Under Assumptions 1 and 2, and conditionally on the volatility path,
Bˆ∗1h = Bˆ1h












Proof of Proposition C.1. By Lemma C.10,
T ∗β,h = S
∗
β,h




































+OP (h) ≡ T˜ ∗kβ,h +OP (h).
For k = 1, 2, 3, the moments of T˜
∗k
h are given by













































































Lemma C.9 implies that



































































































































Proof of Proposition 4.1 b). By Theorem 4 by BN-S (2004), and because βˆ12
P→ β12, we have that
Bˆ1h



















+Rh + oP (1) ,
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= O (h) = o (1), which implies that Rh = oP (1). By tedious but simple













6Γ312,i + 9Γ11,iΓ12,iΓ22,i − 36β12Γ212,iΓ22,i
−9β12Γ11,iΓ222,i + 45β212Γ12,iΓ222,i − 15β312Γ322,i
)
.
By Lemma C.3, this last expression converges to∫ 1
0




proving that Aˆ1h →P 32A∗1. Thus, using Proposition C.1, we get that






































































i=1 εˆiy2i = 0
by the first order OLS equations. Note in particular that E∗(ε∗i y
∗
2i) = 0. The second result follows by

















































































































2 +OP (h) ≡ 3h2Bˆ1h +OP (h) ,
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2 = Bˆ1h, which allows us to write
























































































































































Proof of Lemma C.9. The proof follows easily from Lemma C.8.
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1i − βˆ12y∗2i) +OP ∗(h).








1i − βˆ12y∗2i)2 − h−1
1/h∑
i=1










1i − βˆ12y∗2i)− h−1
1/h∑
i=1
y32i(y1i − βˆ12y2i) = OP ∗(
√
h), and
Γˆ∗22 − Γˆ22 = OP ∗(
√
h),
in probability. Adding and subtracting appropriately gives the result.
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The moment-condition based inferences have been popularized by the unifying generalized method
of moments (GMM) theory proposed by Hansen (1982). Inferences by GMM are computationally
convenient and under fairly general regularity conditions, the GMM estimators are asymptotically
normally distributed. The two-step efficient GMM estimator’s asymptotic variance ties the semi para-
metric efficiency bound provided by Chamberlain (1987) and furthermore, in the case of global model
misspecification, Hall and Inoue (2003) show that this estimator is
√
n-consistent and asymptotically
normally distributed when cross sectional data are considered. In spite of these appealing properties,
several studies have reported the GMM inference’s lackluster performance in finite samples (see e.g.
Altonji and Segal (1996), Andersen and Sørensen (1996), Hall and Horowitz (1996) and Brown and
Newey (2002)). This finite sample performance limitation paves the way for an increasing research for
alternatives to the GMM. The GMM alternative estimators include the continuously updated GMM
(CU) estimator proposed by Hansen, Heaton and Yaron (1996), the maximum empirical likelihood
estimator (EL) proposed by Qin and Lawless (1994) and the exponential tilting estimator (ET) by
Kitamura and Stutzer (1997). These alternatives estimators are included in both the generalized em-
pirical likelihood (GEL) class of estimators proposed by Newey and Smith (2004) and the minimum
discrepancy (MD) class of estimators proposed by Corcoran (1998). Even though they all share the
same first order asymptotic distribution, all these GMM alternative estimators are more computation-
ally costly. The CU estimator is a solution of an optimization problem whose objective function often
possesses multiple modes (Hansen, Heaton and Yaron (1996)) making the CU estimator less desirable
(Schennach (2007)). Both EL and ET are solutions of saddle point problems and can be obtained
through a grid search that involves optimization problems solving at several points in the parameter
space. When large parameter vector is considered, these saddle point problems are computationally
cumbersome.
Among these alternative estimators, as shown by Newey and Smith (2004), the EL estimator has
the most desirable finite sample bias property. Newey and Smith (2004) also propose a bias corrected
version of EL which is higher order efficient. These results hold in correctly specified moment condition
models. A moment condition model is globally misspecified if the true data generating process deviates
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from these moment conditions such that no values in the parameter space solves the population
moment conditions. In the case of global misspecification, the estimators listed above could behave
very differently. Schennach (2007) establishes that, when the moment condition model is not correctly
specified, the EL estimator ceases to be
√
n-consistent. In contrast, the ET estimator is
√
n-consistent
and asymptotically normal under global misspecification. The exponentially tilted empirical likelihood
estimator (ETEL) proposed by Schennach (2007) combines the desirable properties of both ET and EL.
The ETEL estimator has a small sample bias of the same order of magnitude as the EL estimator and
is
√
n-consistent and asymptotically normally distributed even in the case of global misspecification.
Still, the ETEL estimator is as computationally costly as EL and ET.
Antoine, Bonnal and Renault (2007) propose the three-step Euclidean likelihood estimator (3S)
which is computationally less demanding than both EL and ETEL with the same desirable bias prop-
erty. The 3S estimator is higher order equivalent to EL in the sense that these two estimators lie in the
same OP (n−3/2) neighbourhood of each other. By definition, the 3S estimator solves an efficient two-
step GMM first order condition-like. The particularity of this equation being that both the Jacobian
and the variance matrices are efficiently estimated by the Euclidean likelihood implied probabilities
all evaluated at the efficient two-step GMM estimate. Even though the Euclidean likelihood implied
probabilities are asymptotically nonnegative, in finite sample they may be negative. Antoine, Bonnal
and Renault (2007) propose a shrinkage device which yields nonnegative Euclidean likelihood implied
probabilities. Moreover, they suggest that the shrunk implied probabilities could be used to estimate
the Jacobian and the variance in the 3S estimator estimation but they do not conduct any specific
study on the asymptotic behaviour of the resulting estimator.
When these modified implied probabilities are used to estimate the Jacobian and the variance
matrices in the first order-like equation, we call the resulting estimator the shrunk three-step Euclidean
likelihood (s3S) estimator.
This paper makes three main contributions. First, we formally introduce the s3S estimator and
prove that it is higher order equivalent to the EL estimator when the moment condition model is well
specified. In particular, we strengthen the shrinkage factor proposed by Antoine, Bonnal and Renault
(2007) to make the s3S estimator robust to model misspecification. Our second contribution is related
to the efficient use of the information content of overidentifying moment conditions in the aim to
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perform inference about population mean η of any integrable function g(x) of a random variable x.
Specifically, we propose a computationally less costly algorithm that yields estimates of η which are
higher order equivalent to its empirical likelihood estimate.
Let Eψ(xi, θ) = 0 be an overidentifying moment restrictions in which θ is the parameter of interest.
Because there are more restrictions than components in θ, this moment condition is also informative
about the distribution of the random variable x and therefore may be useful for inference on η. (See
Back and Brown (1993) and Qin and Lawless (1994).) In particular, when the implied probabilities
resulting from the estimation of θ are used to weight the the observations g(xi)′s, the resulting esti-
mator is more efficient than the naive sample mean. We show in particular in this paper that when
the empirical likelihood implied probability functions are evaluated at the s3S estimator (and not at
the empirical likelihood estimator itself which is computationally more costly to obtain) the resulting
weights can be used to construct estimator of the population mean η which is higher order equivalent
to its empirical likelihood estimator. We also show that the same quality of inference on η could be
achieved if the implied probabilities are assessed at any estimator higher order equivalent to the EL
estimator, in particular, the 3S and the ETEL estimators.
Third, we study the 3S and the s3S estimators under global misspecification in cross-sectional
data framework. Inference under misspecification is getting more and more attention in econometrics
literature. White (1982) studies the quasi maximum likelihood estimator when the distributional as-
sumptions are misspecified. Hall (2000) examines the implications of model misspecification for the
heteroskedasticity and autocorrelation consistent covariance matrix estimator and the GMM overi-
dentifying restrictions test. Hall and Inoue (2003) study the GMM estimators under global misspec-
ification while Schennach (2007) analyzes the EL and ETEL under global misspecification. In the
moment condition-based inference framework, the GMM overidentification test or the Sargan test for
overidentifying restrictions could reject or validate the model. In the case of rejection, if no theory is
available for inferences, empirical researchers could have to drop parsimonious, robust and competitive
models for forecasting for other less attractive models that pass all the overidentification tests with less
predictive ability. The situation could even be more ambiguous. Hall and Inoue (2003) report several
empirical researches in the literature in which inference by the usual asymptotic distributions have
been performed even though the data have rejected the overidentifying restrictions. In this paper, we
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provide global misspecification robust inference for the 3S estimator. We show that, in the case of mo-
ment misspecification, this estimator stays
√
n-consistent and is asymptotically normally distributed.
We also provide a shrinkage factor that makes the s3S estimator
√
n-consistent and asymptotically
normally distributed in the case of moment misspecification. Its model misspecification robust asymp-
totic distribution is also provided. This third contribution of the paper also reveals that as ETEL,
both the 3S and the s3S estimators are
√
n-consistent and asymptotically normally distributed under
global misspecification. Because they are in addition easier to compute, they can be considered as two
appealing alternatives to the EL and the ETEL estimators as well.
The remainder of the paper is organized as follows. Section 2 describes the model and estimators
and gives some results about the higher order equivalence of the s3S estimator and the EL estimator
when moment conditions are well specified. This section also presents the algorithm that we propose
for higher order EL-equivalent inferences about population means. In Section 3 we derive asymptotic
results for 3S and s3S under moment misspecification. Our Monte Carlo experiments are introduced
in Section 4 followed by Section 5 which concludes. All proofs are gathered in the Appendix.
2 The model and estimators
The statistical model we consider in this paper is one with finite number of moment restrictions.
To describe it, let xi (i = 1, . . . , n) be independent realizations of a random vector x and ψ(x, θ) a
known q-vector of functions of the data observation x and the parameter θ which may lie in a compact
parameter set Θ ⊂ Rp (q ≥ p). We assume in this section that the moment restriction model is well
specified in the sense that it exists a true parameter value θ0 satisfying the moment condition
Eψi(θ0) = 0. (1)
where ψi(θ) ≡ ψ(xi, θ).
In such a moment condition model, the most popular estimator is the efficient two-step GMM
estimator proposed by Hansen (1982). Let ψ(θ) =
∑n





also, let θ˜ be some first step preliminary (possibly asymptotically inefficient) GMM estimator of θ.
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Under some standard regularity assumptions, the two-step GMM estimator is asymptotically normally
distributed and semiparametrically efficient (Chamberlain (1987)).
To describe the CU, EL and ET estimators, it of some interest to first introduce the class of mini-
mum discrepancy (MD) estimators and the class of generalized empirical likelihood (GEL) estimators
of which they are particular examples. The class of minimum discrepancy (MD) estimator was for-
mulated by Corcoran (1998). Let h be a real-valued convex function of a scalar pi. The minimum












When h(pi) = −ln(npi), the corresponding estimator is known as the maximum empirical likelihood
estimator (EL) (Qin and Lawless (1994)) and h(pi) = npiln(npi) yields the exponential tilting estimator
(ET). Since this last discrepancy function corresponds to the Kullback-Leibler Information Criterion
(KLIC), ET is also known as the KLIC estimator. When h(pi) = (1/2)[(npi)2−1]/n, the corresponding
estimator is known as the Euclidean empirical likelihood (EEL) estimator which also corresponds to
the continuously updating (CU) estimator proposed by Hansen, Heaton and Yaron (1996). It is worth
noting that this quadratic discrepancy function belongs to the family of Cressie-Read power divergence
statistics introduced by Cressie and Read (1984). For λ ∈ R \ {0, 1}, the power-divergence statistics
is given by hλ(pi) = [λ(λ − 1)]−1[(npi)1−λ − 1]/n. The quadratic discrepancy function corresponds to
h−1.
Let pˆii(θˆh) (i = 1, . . . , n) be the solutions for pii (i = 1, . . . , n) for this optimization program.
pˆii(θˆh) (i = 1, . . . , n) are interpreted as the empirical distribution of the random variable x on the
drawn sample xi (i = 1, . . . , n) and thus are called implied probabilities. They are useful to construct
more efficient empirical estimates of data generating process (see e.g. Back and Brown (1993), Qin
and Lawless (1994), Imbens, Spady and Johnson (1998) and Newey and Smith (2004)).
Newey and Smith (2004) propose the generalized empirical likelihood (GEL) class estimators. Let
ρ be a concave function of a scalar v defined on ϑ, an open interval containing zero. The GEL estimator
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where Λ̂T (θ) = {λ : λ′ψt(θ) ∈ ϑ, t = 1, . . . , T}. The GEL estimators corresponding to ρ(v) = ln(1−v),
ρ(v) = − exp v and ρ(v) = −v2/2 − v are the EL, ET and CU estimators, respectively. Newey
and Smith (2004) show that the MD estimator obtained from any power divergence statistics has an
equivalence in the GEL class estimators. This result have been generalized by Ragusa (2005) to the
whole class of MD estimators.
Among the GEL estimators, Newey and Smith (2004) show that EL has the most desirable finite
sample bias. However, EL ceases, as shown by Schennach (2007), to be
√
n-consistent in the case
of model misspecification. In contrast, under some regularity conditions, ET is
√
n-consistent in the
case of model misspecification (Imbens (1997)). Taking advantage from the bias interest of EL and
the robustness of ET, Schennach (2007) proposes the exponentially tilted empirical likelihood (ETEL)




















and where h˜(pi) = −ln(npi) and h(pi) = npiln(npi).
Schennach (2007) shows that the ETEL estimator has the same O(n−1) bias as EL and therefore
is better than ET in terms of finite sample bias. In addition, it also stays
√
n-consistent in the case of
model misspecification.
More recently, Antoine, Bonnal and Renault (2007) have proposed the three-step Euclidean like-
lihood (3S) estimator which is computationally less demanding than ETEL or any MD estimator as
it involves only two quadratic optimization problems and a GMM first order condition-like resolution.













ψi(θ) = 0 (2)
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where θˆ is the efficient two-step GMM estimator and






pii(θ) (i = 1, . . . , n) are the implied probabilities yield by the quadratic discrepancy function evaluated
at θ. In Equation (3), the variance and the Jacobian of ψi(θ) at θ0 are estimated using pii(θˆ)′s as weights
and are more efficient than sample means which use uniform weights. This efficiency results from the
fact that the Euclidian likelihood implied probabilities provide population expectation estimates using
the overidentifying moment conditions as control variables.
However, the nonnegativity of Euclidean likelihood implied probabilities function as given by Equa-
tions (3) is not guaranteed. Nonnegative implied probabilities are desirable to allow for probability
interpretation in the usual sense. In addition, they are useful in sampling methods that take advan-
tage from the information content of the moment conditions (Brown and Newey (2002)). The use
of the shrinkage factor correction proposed by Antoine, Bonnal and Renault (2007) avoids negative
implied probabilities. Because both corrected and non corrected implied probabilities are higher order
asymptotically equivalent, the resulting estimators from each of them are asymptotically equivalent at
least at the first order. The corrected implied probabilities p˜ii(.) (i = 1, . . . , n) are defined as convex










where the the shrinkage factor ²n(θ) converges in probability to 0 while guaranteing the nonnegativity
of p˜ii(θ) as well. Antoine, Bonnal and Renault (2007) propose as shrinkage factor







However, in the case of model misspecification that we discuss in the next section, this shrinkage
coefficient will diverge to infinity (as soon as ψi(θ) has an unbounded support) but with an unknown
rate. For a theoretical interest that we will discuss later, we propose the shrinkage factor ²1n(θ)
²n(θ) = ²1n(θ) =
√
n²0n(θ).
²1n(θ) has the same benefits as ²
0
n(θ) in correctly specified models. One can easily verify that ²
1
n(θ)
yields nonnegative corrected implied probabilities and, from Theorem 2.2 by Antoine, Bonnal and
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Renault (2007) it converges in probability to 0. Since p˜ii(.) (i = 1, . . . , n) are obtained through a
shrinkage procedure, we will call them shrunk implied probabilities.
Referring back to the 3S estimator as defined by Equation (2), as the optimal weights are not
guaranteed to be non-negative, this may affect the accuracy of the Jacobian or the variance estimates
and therefore make the resulting 3S estimator behave poorly in finite sample. This motivates the
use of the shrunk implied probabilities in (2). We call the resulting estimator the shrunk three-step
Euclidian likelihood (s3S) estimator.
By analogy to the three-step Euclidean likelihood estimator, we define the shrunk three-step Euclid-














ψi(θ) = 0, (6)
where θˆ is the efficient two-step GMM estimator.
2.1 Asymptotic higher order equivalence of the EL and the s3S estimators
Under some standard regularity conditions, Antoine, Bonnal and Renault (2007) show that the 3S
estimator is higher order equivalent to EL. These conditions include the identification of the true
parameter value θ0 by the moment restrictions in (1). This identification condition imply in particular
that the moment conditions model is well specified. Specifically, they show that θˆ3s− θˆel = OP (n−3/2),
where θˆ3s and θˆel denote the three-step Euclidean likelihood and the empirical likelihood estimators,
respectively. As the ETEL estimator is also proven to be equivalent to EL up to OP (n−1), all three
share the same O(n−1) bias. The following result shows that the shrunk three-step Euclidean likelihood
estimator θˆs3s is also higher order equivalent to the empirical likelihood estimator θˆel. The following
assumptions are needed. For brevity, we only highlight in the text those assumptions that are relevant
to the exposition and relegate the remainder to the appendix.
Assumption 1 i) θ0 is an interior point of Θ, a compact subset of Rp.
ii) ψi(.) is continuously differentiable in a neighborhood N of θ0.
iii) Eψi(θ) = 0⇔ θ = θ0.
iv) Ω(θ0) = Eψi(θ0)ψ′i(θ0) is a nonsingular matrix.




Ω−1(θ0)Eψi(θ) = 0⇔ θ = θ0.
vii) The shrunk three-step Euclidean likelihood estimator is well defined, i.e., there is a sequence {θˆ∞n=1}
that solves (6).
viii) E supθ∈Θ ‖ψi(θ)‖α <∞ for some α > 2 and E supθ∈N ‖∂ψi(θ)/∂θ′‖ <∞.
Assumption 1 provides sufficient conditions for consistency and asymptotic normality of both the
efficient two-step GMM estimator θˆ and the empirical likelihood estimator θˆel. Assumption 1-vi) is
an identification condition insuring the consistency of both θˆ3s and θˆs3s.
Theorem 2.1 If Assumption 1, and Assumption 9 in the appendix hold, then θˆs3s− θˆel = OP (n−3/2).
The details of the proof of Theorem 2.1 are reported to the appendix. We show that θˆs3s − θˆ3s =
OP (n−3/2) and deduce the stated order of magnitude by relying on the fact that θˆ3s− θˆel = OP (n−3/2).
This result, typically shows that the shrunk three-step Euclidean likelihood estimator has the same first
order asymptotic distribution as the empirical likelihood estimator and both have the same O(n−1)
bias as well.
Next, we show how the closeness of θˆ3s, θˆs3s and θˆel can be exploited to make easier inferences
about population means.
2.2 Inference about population means
When moment conditions in Equation (1) overidentify the parameter of interest, they are also informa-
tive about the data generating process distribution (see Back and Brown (1993)). For any integrable
function g(x), the implied probabilities can be used to perform inference about η = Eg(x). Partic-
ularly, for any minimum discrepancy estimator based on power divergence statistics, θˆpd, Antoine,





pd)g(xi) is an estimator of η more efficient than
the sample mean of g(x) which assigns uniform weighs to the observations.
Moreover, ηˆ is an efficient estimator of η. To see this, let us consider the following augmented
moment restrictions
E(ψ′i(θ), (g(xi)− η)′)′ = 0 (7)
and βˆpd the minimum power divergence estimator of β = (θ′, η′)′ based on these augmented moment
restrictions. Antoine, Bonnal and Renault (2007) show that βˆpd corresponds in its η-argument to ηˆ and
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in its θ-argument to the minimum power divergence estimator of θ, θˆpd, based on the non augmented
moment restrictions Eψi(θ) = 0. Because βˆpd is an efficient estimator, so is ηˆ of which estimation
takes advantage from the non extended moment conditions. We extend this result to the whole class
of minimum discrepancy estimators.
Let θˆh be a Minimum Discrepancy estimator based on (1) with a discrepancy function h (the
h-Minimum Discrepancy estimator) and pihi (θˆh) (i = 1, . . . , n) its corresponding implied probabilities.




)′ be the h-Minimum Discrepancy estimator of β = (θ′, η′)′ based
on the augmented moment restrictions in Equation (7). If ψi(.) is differentiable on Θ with probability






h)g(xi) and θˆ1h = θˆh.
This result shows that there is no need to solve for the augmented moment conditions program
to get the h-minimum discrepancy estimator ηˆh of η. Actually, one just has to get the h-minimum
discrepancy estimator of θ based on (1) and the resulting implied probabilities help to compute ηˆh
which, in turn, as a minimum discrepancy estimator, is more efficient than the sample mean as soon
as the restrictions in (1) are overidentifying for the true parameter value θ0.
Let now ηˆel be the minimum discrepancy estimator of η obtained from pieli (θˆ
el) (i = 1, . . . , n), the
EL implied probabilities evaluated at the EL estimator of θ by (1). It is known that ηˆel will have a
more desirable higher order properties over the other ηˆh in terms of bias (Newey and Smith (2004)).
The aim of the following result is to provide an estimator of η computationally less costly than ηˆel
but higher order equivalent.
For any θ ∈ Θ, let pieli (θ) be the implied probabilities obtained at θ by the empirical likelihood
discrepancy function. Theorem 2.3 below shows that any estimator θˆ of θ0 which is in a OP (n−3/2)




i (θˆ)g(xi) sharing with ηˆ
el the same higher order bias. The
following assumption is needed.
Assumption 2 There exists a measurable function b(x) such that, in a neighbourhood N of θ0 and
for any k = 1, 2, . . . , q, s, u = 1, 2, . . . , p, |ψk(x, θ)|‖g(x)‖ < b(x), |∂2ψk(x, θ)/∂θsθu|‖g(x)‖ < b(x) and
E{b(x)} <∞ and E‖∂ψk(x, θ0)/∂θs|‖g(x)‖ <∞, ψk is the k-th component of ψi.
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If Assumptions 1 and 2 are satisfied, then ηˆ − ηˆel = OP (n−3/2).
From this result, either ETEL, 3S or s3S estimator will have its empirical likelihood implied
probabilities leading to estimate of η that is higher order equivalent to ηˆel. The empirical likelihood
implied probabilities at θˆ ∈ Θ, pieli (θˆ) (i = 1, . . . , n), are given by pieli (θˆ) = 1/n[1 + λˆ′ψi(θ)] with






see Qin and Lawless (1994).
Therefore, once the 3S or s3S estimator is computed, one can easily, by a single optimization,
get pieli (θˆ
3s) or pieli (θˆ











estimates of η, higher order equivalent to ηˆel. In this procedure, one no longer needs to solve for the
saddle point program that lead to EL or ETEL estimators to get an estimator for η which is higher
order equivalent to the empirical likelihood estimator.
The next section studies the 3S and the s3S estimators in the case of model misspecification.
3 The limiting behaviour of the 3S and s3S estimators in misspeci-
fied models
In this section, we study the behaviour of the three-step Euclidean (3S) likelihood estimator and the
shrunk three-step Euclidean likelihood (s3S) estimator in misspecified models. Following Hall (2000),
Hall and Inoue (2003) and Schennach (2007), we consider a moment restriction model as given in (1)
as misspecified, when there is no value of θ at which the population moment condition is satisfied. In
the literature, this case is commonly referred to as non-local or global misspecification. Hall and Inoue
(2003) study the two-step GMM estimator under global misspecification. Specifically, when data are
independent and identically distributed, Hall and Inoue (2003) show that the two-step GMM estimator
is
√
n-consistent and asymptotically normally distributed. Our work relies on Hall and Inoue (2003)
results that we extend to the 3S and the s3S estimators. Certain assumptions are required to analyze
the large sample properties of these estimators. As in the last section and for brevity, we only highlight
in the text those assumptions that are relevant to the exposition and relegate the remainder to the
appendix.
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Assumption 3 xi forms an i.i.d. sequence.
Let µ(θ) = Eψ(xi, θ) and ψi(θ) = ψ(xi, θ).
Assumption 4 i) µ : Θ→ Rq such that ‖µ(θ)‖ > 0 for all θ ∈ Θ.
ii) Wn is a positive semidefinite matrix that converges in probability to the positive definite matrix of
constants W .
iii) (Identification) There exists θ∗ ∈ Θ such that Q0(θ∗) < Q0(θ) for any θ ∈ Θ \ {θ∗} where Q0(θ) =
Eψ′i(θ)WEψi(θ).
As in Hall (2000) and Hall and Inoue (2003), Assumption 4-i) captures the global model misspec-
ification. Assumption 4-iii) is the identification condition for a misspecified model. It states that
the GMM population objective function given by Q0(θ) is minimized at only one point, θ∗, in the
parameter set Θ. θ∗ is often referred to as the pseudo true parameter value. In a well specified model,
θ∗ corresponds to the true parameter value θ0 and Q0(θ0) = 0.
Let θ¯ = argminθ∈Θ ψ¯(θ)′Wnψ¯(θ) be the GMM estimator defined by the weighting matrix Wn.
Under Assumptions 3, 4 and Assumption 12 given in the appendix, Lemma 1 by Hall (2000) applies
and θ¯ is consistent for θ∗. This result includes the two-step GMM estimator θˆ under mild further
assumptions. The problem that arises with the two-step GMM estimator is that the weighting matrix
it relies on depends on a first step GMM estimator θ˜ which needs to be consistent. Usually, θ˜ is
obtained by a non random positive definite weighting matrix W 1. We introduce in Appendix B the
specific regularity conditions that guarantee the consistency and asymptotic normality of θ˜ and θˆ.
To describe the asymptotic behaviour of the three-step Euclidean likelihood and the shrunk three-
step Euclidean likelihood estimators, we need to introduce some notation. For θ ∈ Θ, let
G¯(θ) =
∑n













G(θ) = E(∂ψ′i(θ)/∂θ)− Cov{ψ′i(θ)V −1(θ)E(ψi(θ)), (∂ψ′i(θ)/∂θ)},
M(θ) = Eψi(θ)ψ′i(θ)− Cov{ψ′i(θ)V −1(θ)E(ψi(θ)), ψi(θ)ψ′i(θ)}
pii(θ), p˜ii(θ) are defined as in Equations (3) and (4) and V (θ) = V ar(ψi(θ)).
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The three-step Euclidean likelihood estimator θˆ3s is the solution of
G¯(θˆ)M¯(θˆ)−1ψ¯(θ) = 0 (8)
and the shrunk three-step Euclidean likelihood estimator θˆs3s is the solution of
G¯s(θˆ)M¯ s(θˆ)−1ψ¯(θ) = 0, (9)
where θˆ is the two-step GMM estimator. The following assumptions are necessary to show the con-
sistency of θˆ3s and θˆs3s.
Assumption 5 i) M(θ∗) is nonsingular and for θ ∈ Θ, G(θ∗)M(θ∗)−1Eψi(θ) = 0⇔ θ = θ∗∗.
ii) The three-step Euclidean likelihood estimator is well defined, i.e., there is a sequence {θˆ3sn }∞n=1 such
that G¯(θˆ)M¯(θˆ)−1ψ¯(θˆ3s) = 0 a.s.
Assumption 5-i) is the identification condition for misspecified model for the 3S estimator problem.
Typically, it states that the population version of Equation (8) has a unique solution, θ∗∗, in the
parameter set Θ. θ∗∗ is the pseudo true value for the three-step Euclidean likelihood estimator θˆ3s.
Obviously θ∗∗ depends on both θ∗ and W . However, we will not explicitly mention this dependence
for sake of simplicity. In the next two theorems, we assume that Assumption 4 holds for the two-step
GMM estimator θˆ.
Theorem 3.1 If Assumptions 3-5, and Assumptions 12-13 in Appendix hold, then θˆ3s P→ θ∗∗.
The shrinkage factor makes the analysis of the shrunk three-step Euclidean likelihood estima-
tor more difficult in the case of misspecified model. The shrinkage factor that we use is ²1n(θ) =
−√nmin{0,min1≤i≤n[1 − ψ¯′(θ)V −1n (θ)(ψi(θ) − ψ¯(θ))]}. In the case of correctly specified model,
ψ¯(θ0) converges to 0 and under some regularity assumption, ²1n(θ0) also converges to 0. However,
when the model is misspecified, ψ¯(θ) does not converge to 0 for any value of θ. For a large n,
²1n(θ)
a∼ −√nmin{0,min1≤i≤n[1 − E{ψ′i(θ)}V −1(θ)(ψi(θ) − Eψi(θ))]}. For our analysis, we need to
have an insight of the order of magnitude of ²1n(θˆ). Let li = infθ∈N¯∗ ψ
′
i(θ)V
−1(θ)Eψi(θ), where N¯∗ is
closed neighbourhood of θ∗ included in Θ. We make the following assumption.
Assumption 6 i) ∀a, b ∈ R, a 6= b, Prob[li ∈ (a, b)] 6= 0.
ii) E{ψi(θ∗)ψ′i(θ∗)} is nonsingular and E[∂ψ′i(θ∗)/∂θ][Eψi(θ∗)ψ′i(θ∗)]−1Eψi(θ) = 0 ⇔ θ = θ∗∗, for
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θ ∈ Θ.
iii) The shrunk three-step Euclidean likelihood estimator is well defined, i.e., there is a sequence
{θˆs3sn }∞n=1 such that G¯s(θˆ)M¯ s(θˆ)−1ψ¯(θˆs3s) = 0 a.s.
Assumption 6.i) allows li to lie in any interval on the real line with probability different from 0.
Typically, li could be normally distributed. Under this assumption and some regularity conditions,
−min{0,min1≤i≤n[1− ψ¯′(θˆ)V −1n (θˆ)(ψi(θˆ)− ψ¯(θˆ))]} diverges to infinity and the factor
√
n gives an idea
about the divergence rate of ²1n(θˆ). If Assumption 6.i) holds,
∑n
i=1 pii(θˆ)yi
a∼ ∑ni=1 yi/n, where yi is







i=1 ψi(θ) = 0. The identification condition for the
s3S estimator given by Assumption 6.ii) is related to the population version of this last equation.
Theorem 3.2 If Assumptions 3, 4, 6, and Assumptions 12-13 in Appendix hold, and that θˆ − θ∗ =
OP (n−1/2), where θˆ is the two-step GMM estimator, then θˆs3s
P→ θ∗∗.
We, next provide asymptotic distribution for both the three-step Euclidean likelihood and the
shrunk three-step Euclidean likelihood estimators in misspecified models. Since these estimators rely
on the two-step GMM estimator, the asymptotic distribution derived by Hall and Inoue (2003) for the
two-step GMM in misspecified models are useful for our asymptotic theory. We recall their results
that we also specialize for our use.
3.1 Asymptotic distribution of the two-step GMM estimator in misspecified mod-
els
The first step GMM estimator θ˜ solves
∂ψ¯′
∂θ
(θ˜)W 1ψ¯(θ˜) = 0, (10)
where W 1 is, usually, a non-random weighting matrix. Often, in empirical works, the identity matrix
is used as weighting matrix. We treat it here as non-random. Under Assumption 3 and Assumptions
10, 12 as given in Appendix, the results by Hall and Inoue (2003) apply and θ˜ − θ1∗ = OP (n−1/2), θ1∗
being the unique solution of the population analogue of Equation (10).














1 ⊗ Ip)J¯ (2)(θ1∗)
]
(θ˜ − θ1∗) +OP (n−1), (11)
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Let Ω(θ) = Eψi(θ)ψ′i(θ) and
Ji(θ) = ∂ψi(θ)/∂θ′, J (2)(θ) = E[(∂/∂θ′)vec{∂ψi(θ)/∂θ′}],
J¯(θ) = ∂ψ¯(θ)/∂θ′, H¯1(θ) = J¯ ′(θ)W 1(J¯(θ) + (ψ¯′(θ)W 1 ⊗ Ip)J¯ (2)(θ),
J(θ) = EJi(θ), H1(θ) = J ′(θ)W 1J(θ) + (E(ψ′i(θ))W
1 ⊗ Ip)J (2)(θ).
Since H¯1(θ) is a quadratic function of sample mean, H¯1(θ) is
√
n-consistent for its probability limit
H1(θ) meaning that H¯1(θ)−H1(θ) = OP (n−1/2). Therefore,
θ˜ − θ1∗ = −H−11 (θ1∗)J¯ ′(θ1∗)W 1ψ¯(θ1∗) +OP (n−1). (12)
On the other hand, the two-step GMM estimator solves the first order condition
J¯ ′(θˆ)Wn(θ˜)ψ¯(θˆ) = 0, (13)





−1 ≡ Ω−1n (θ). The stochastic nature of the weighting matrix adds
a layer of complexity of the expansion of the two-step GMM estimator.
We first expand Ωn(θ˜) around θ1∗ and then we deduce an expansion ofWn(θ˜). This latter, ultimately
allows to get an expansion for θˆ. We have


























ξi(θ1∗) = ψ∗i ψ
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Clearly, Eξi(θ1∗) = 0 and
∑n
i=1 ξi(θ
1∗)/n = OP (n−1/2). Furthermore,















Thanks to Assumption 3 and Assumptions 11, 12 as given in Appendix, we can expand the first
order condition for θˆ in (13) as follows
0 = J¯ ′(θ∗)Wn(θ˜)ψ¯(θ∗) +
[
J¯ ′(θ∗)Wn(θ˜)J¯(θ∗) + (ψ¯′(θ∗)Wn(θ˜) ⊗ Ip)J¯ (2)(θ∗)
]





H¯(θ) = J¯ ′(θ)Wn(θ˜)J¯(θ) + (ψ¯′(θ)Wn(θ˜) ⊗ Ip)J¯ (2)(θ),
H(θ) = J ′(θ)WJ(θ) + {E(ψ′i(θ))W ⊗ Ip}J (2)(θ).
Because H¯(θ) is a polynomial function of sample mean, H¯(θ∗) is
√
n-consistent for its probability limit
H(θ∗) meaning that H¯(θ∗)−H(θ∗) = OP (n−1/2). Therefore,
θˆ − θ∗ = −H−1(θ∗)J¯ ′(θ∗)Wn(θ˜)ψ¯(θ∗) +OP (n−1).
Thus θˆ − θ∗ can be written
θˆ − θ∗ = −H−1(θ∗){[J¯ ′(θ∗)− J ′∗]Wµ∗ + J ′∗[Wn(θ˜)−W ]µ∗ + J ′∗W [ψ¯(θ∗)− µ∗]}+OP (n−1). (15)
From Equations (14) and (15), θˆ − θ∗ is asymptotically equivalent to a sample mean of centered
random vectors which are i.i.d as is xi : i = 1, . . .. Assuming, as it is the case here that these vectors
have finite variance, the central limit theorem applies and
√
n(θˆ− θ∗) = OP (1) as it is asymptotically
Gaussian. This is a result of Hall and Inoue (2003).
The main reason of this usual Gaussian asymptotic behaviour of the two-step efficient GMM
estimator is the cross sectional nature of the random variables as they are assumed to be i.i.d. This
result falls down in the time series context where the lag dependence is not finite and the moment
conditions are globally misspecified. In such a case, as shown by Hall and Inoue (2003) (see also Hall
(2000)), the optimal weight for the two-step efficient GMM estimator dictates its rate of convergence to
the GMM estimator which therefore may no longer be
√
n-consistent or even asymptotically Gaussian.
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3.2 Asymptotic distributions of the three-step Euclidean likelihood estimators
In this section, we derive the asymptotic distribution of both the 3S and the s3S estimators under
global misspecification. We find that they are
√
n-consistent and are asymptotically characterized by a
normal distribution. The asymptotic normality of the 3S estimator is not surprising as its estimating
equation is a smooth function of sample mean and the efficient two-step GMM estimator is also
asymptotically Gaussian.
Besides, the estimating equation of the s3S estimators is not a smooth function of sample means.
This makes less apparent the reason of its asymptotic normal behaviour. Let us consider again the
























V −1n (θ)ψ¯(θ) correct the uniform weight
1
n to deliver population means estimates which are more efficient than the sample mean by using
the information content of the moment conditions. ²n(θ) adjusts for non-negative weights in finite
sample and vanishes asymptotically. However, in misspecified models and as pointed out by Schennach
(2007), this shrinkage factor does not vanish asymptotically. Nevertheless, we can see that under
mild assumptions ²n(θ) diverge to infinity. The key idea to conserve asymptotic normality for the s3S
estimator is to accelerate the divergence of this factor such that the discontinuous part of its estimating




²0n(θ) is given by Equation (5). However, we should notice that any shrinkage factor ²α,n(θ) = n
α²0n(θ)
with α ≥ 1/2 could lead to the same result.
The three-step Euclidean likelihood estimator θˆ3s solves (8) and, by the mean value expansion of




(θ¯)(θˆ3s − θ∗∗) = −G¯(θˆ)M¯−1(θˆ)ψ¯(θ∗∗),




n(θˆ3s − θ∗∗) is asymptotically normally distributed, we just have to show that
the right hand side of the last equation properly scaled is asymptotically Gaussian and the term
multiplying the θˆ3s − θ∗∗ in the left hand side is asymptotically non singular.
The following assumptions are also useful.
Assumption 7 i) θ∗∗ ∈ Int(Θ).
ii) There exists a measurable function b(x) such that, in a neighbourhood of θ∗∗, |∂ψk(x, θ)/∂θs| < b(x),
for all k = 1, 2, . . . , q and s = 1, 2, . . . , p and Eb(x) <∞.
iii) D∗ = G(θ∗)M−1(θ∗)J(θ∗∗) is nonsingular.
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n(θˆs3s − θ∗∗) d→ N (0,Σ),
where Σ = D−1∗ Ω∗D−1
′
∗ and
Ω∗ =g∗m∗Ω11m∗g′∗ +Ω22 + g∗m∗Ω33m∗g
′
∗ +Ω44 + g∗m∗Ω12 +Ω21m∗g
′
∗ − g∗m∗(Ω13 +Ω31)m∗g′∗
+ g∗m∗Ω14 +Ω41m∗g′∗ − g∗m∗Ω32 − Ω23m∗g′∗ +Ω24 +Ω42 − g∗m∗Ω34 − Ω43m∗g′∗.
Next, we derive the asymptotic distribution of the shrunk three-step estimator θˆs3s. Under As-



























(θˆ)ψ¯(θˆs3s) = 0 = J¯ ′(θˆ)Ω−1n (θˆ)ψ¯(θˆs3s) + oP (n−1/2). By a mean value expansion of
ψ¯(θ) around θ∗∗, we have
J¯ ′(θˆ)Ω−1n (θˆ)J¯(θ¯)(θˆ
s3s − θ∗∗) = −J¯ ′(θˆ)Ω−1n (θˆ)ψ¯(θ∗∗) + oP (n−1/2),
where θ¯ ∈ (θˆs3s, θ∗∗).
As for the 3S estimator, we get the asymptotic normality for the s3S estimator by establishing that
the right hand side of the last equation scaled by square root of n is asymptotically Gaussian and by
insuring that the factor of θˆs3s − θ∗∗ is asymptotically non singular.
We make the following assumptions.
Assumption 8 i) θ∗∗ ∈ Int(Θ).
ii) There exists a measurable function b(x) such that, in a neighbourhood of θ∗∗, |∂ψk(x, θ)/∂θs| < b(x),
for all k = 1, 2, . . . , q and s = 1, 2, . . . , p and Eb(x) <∞.
iii) Ds∗ = J ′(θ∗)Ω−1(θ∗)J(θ∗∗) is nonsingular.




























































n(θˆs3s − θ∗∗) d→ N (0,Σs),




























∗ − j∗ω∗Ωs32 − Ωs23ω∗j′∗ +Ωs24 +Ωs42 − j∗ω∗Ωs34 − Ωs43ω∗j′∗.
Theorems 3.3 and 3.4 show that both the three-step Euclidean and the shrunk three-step Euclidean
likelihood estimators are
√
n-consistent and are asymptotically normally distributed in misspecified
models. Note that these results contain analogue results for correctly specified models as special cases.
In correctly specified models and for both estimators, µ∗∗ = 0 and θ∗ = θ∗∗ = θ0, where θ0 is the true
parameter value. In addition, D∗ = Ds∗ and both estimators have the same asymptotic distribution as
the efficient two-step GMM estimator. Because the asymptotic distributions they yield are also valid
in well specified models, we claim that Theorems 3.3 and 3.4 provide model misspecification robust
inference for the three-step and the shrunk three-step Euclidean likelihood estimators, respectively.
Furthermore, these results also show that these estimators have very interesting properties with
respect to the alternative most useful moment condition-based estimators. In well specified models,
they have the same higher order bias as the EL and ETEL estimators while in misspecified models,
they stay
√
n-consistent for they pseudo true values as do the ET and ETEL estimators. Moreover,
they are computationally more tractable than all of the estimators in the class of minimum discrepancy
estimators.
4 Simulations
Throughout these Monte Carlo experiments, we compare seven alternatives moment condition based
estimators. We consider the Euclidean empirical likelihood (EEL), the empirical likelihood (EL), the
exponential tilting (ET), the exponentially tilted empirical likelihood (ETEL), the three-step Euclidean
likelihood (3S) and the shrunk three-step Euclidean likelihood estimators. We specifically consider
two variants of the shrunk three-step Euclidean likelihood estimator corresponding to two different
shrinkage factors. The first one is obtained with ²n(θ) = ²0n(θ) as shrinkage factor. This estimator is
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referred to as s3S0. The second is obtained with ²n(θ) = ²1n(θ) =
√
n²0n(θ), the shrinkage factor we
base our asymptotic theory on in Section 3. We refer to the shrunk three-step Euclidean likelihood
estimator yielded by this shrinkage factor as s3S.
We first compare the finite sample bias of these seven estimators. For this aim, we use the same
Monte Carlo design as Schennach (2007) which is a slightly expanded version of the Monte Carlo
design used by Hall and Horowitz (1996), Imbens, Spady and Johnson (1998) and Kitamura (2001).
The moment conditions of our Monte Carlo design are the following
Eψ(xi, θ) = 0 : ψ(xi, θ) = [r(xi, θ) r(xi, θ)xi1 r(xi, θ)(xi3 − 1) . . . r(xi, θ)xiK ]′ ,
where r(xi, θ) = exp(−.72 − (xi1 + xi2)θ + 3xi2) − 1. The true parameter value θ0 = 3.0 and
(xi1, xi2)′ ∼ N (0, 0.16I2) and xik ∼ χ21, for k = 1, . . . ,K.
Instead of solving the saddle point problem that yields the EEL estimator, we rather compute the
continuously updated estimator proposed by Hansen, Heaton and Yaron (1996) which is known to be
equal to the EEL estimator (see Newey and Smith (2004) and Antoine, Bonnal and Renault (2007)).
We compute the EL, ET and ETEL estimators by solving the saddle point problems that provide them
respectively and we obtain the 3S, s3S0 and s3S estimators by the three-step procedures as described
in Section 2.
We conduct this experiment with K = 4 and K = 10, respectively by replicating 10,000 samples of
size n = 200. The EEL estimator algorithm fails to converge in about 3% of the simulated samples and
the 3S estimator computation procedure fails in only 10 samples in this experiment. The cases where
the 3S estimator fails to converge are related to the negativity of some of the implied probabilities used
for the Jacobian and the variance estimation. This confirm the lack of stability that one can suspect
for the 3S estimator in finite samples. The samples in which at least one estimator’s computation fails
to converge have been replaced.
Table 4.1 reports the simulated bias of the estimators we consider. The 3S, s3S0 and s3S estimators
behave, in terms of bias, rather like EL and ETEL confirming the result in the literature about the
OP (n−1)-equivalence of EL, ETEL and 3S estimators and also our result about the higher order
equivalence between s3S and EL estimators. The EEL estimator appears to be the worst in terms of
166
bias. One can also mention that the finite sample bias of all of the estimators increase with the number
of moment conditions. The largest increasing occurs for EEL followed by ET. The other estimators
that are higher order to EL have a lower increasing in their bias. The s3S even yields the lowest
increase.
Our second Monte Carlo illustration is related to the
√
n-consistency results under misspecification.
The Monte Carlo design we use is the same as the one used by Schennach (2007) to allow for direct
comparison. The moment conditions are the following
Eψ(xi, θ) = 0 : ψ(xi, θ) = (xi − θ (xi − θ)2 − 1)′
where xi ∼ N (0, 1) for a correctly specified model (Model C) and xi ∼ N (0, (0.8)2) for a misspecified
model (Model M).
In Model C, the true parameter value is θ0 = 0 and in Model M, the pseudo true value is θ∗ = 0
for all of the estimators we consider. We replicate 10,000 samples of size n = 1, 000 and 2,000 samples
of size n = 5, 000 for both Model C and Model M.
Table 4.1: The simulated bias of the EEL, 3S, s3S0, s3S, EL, ETEL and ET estimators
EEL 3S s3S0 s3S EL ETEL ET
K = 4 0.289 0.059 0.060 0.052 0.064 0.060 0.104
K = 10 0.526 0.096 0.093 0.045 0.137 0.109 0.238
Table 4.2: The simulated standard deviations of EEL, 3S, s3S0, s3S, EL, ETEL and ET estimators
for Models C and M
EEL 3S s3S0 s3S EL ETEL ET
n = 1, 000
Model C 0.032 0.032 0.032 0.032 0.032 0.032 0.032
Model M 0.028 0.032 0.032 0.032 0.055 0.038 0.031
n = 5, 000
Model C 0.014 0.014 0.014 0.014 0.014 0.014 0.014
Model M 0.012 0.014 0.014 0.014 0.060 0.018 0.014
Table 4.2 displays the simulated standard errors for all of the estimators. In the correctly specified
model, the simulated standard errors are the same for all of the estimators. This confirms that the
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estimators have the same asymptotic distribution as predicted by the theory. The cumulative distrib-
ution functions plotted by Figures 4.2 and 4.3 also confirm this theoretical result. For the misspecified
model, the simulated standard errors of the 3S and the s3S estimators shrink by approximately
√
5
from n = 1, 000 to n = 5, 000 and confirm our theoretical prediction for these estimators in misspeci-
fied models. Even though we do not study the behaviour of the EEL estimator in misspecified models,
our simulation results suggest that this estimator may stay
√
n-consistent in misspecified models. The
same observation is valid for the s3S0 estimator. The results for EL, ET and ETEL estimators confirm
the findings by Schennach (2007). While the simulated standard errors of ET and ETEL shrink by
approximately
√
5, the simulated standard errors of the EL estimator seem not to shrink providing
evidence against the
√
n-consistency of the EL estimator for an asymptotic distribution in the case of
model misspecification.
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Figure 4.1: Simulated cumulative distribution function of EL, ET, ETEL, s3S, EEL, 3S, s3S0 estimators with
K = 4 and K = 10, n = 200






















































Figure 4.2: Simulated cumulative distribution function of EL, ET, ETEL, s3S, EEL, 3S, s3S0 estimators from
Model C (i-ii) and Model M (iii-iv). n = 1, 000
















































Figure 4.3: Simulated cumulative distribution function of EL, ET, ETEL, s3S, EEL, 3S, s3S0 estimators from
Model C (i-ii) and Model M (iii-iv). T = 5, 000

















































This paper explores some properties of the computationally appealing three-step Euclidean likelihood
(3S) estimator and proposes the shrunk three-step Euclidean likelihood (s3S) estimator. In correctly
specified models, as the 3S estimator, we show that the s3S estimator is equivalent to the EL estimator
up to OP (n−1) thus they have the same higher order bias. We also provide a useful algorithm that
yields more accurate (in terms of higher order bias) population means estimates when overidentifying
moment conditions are available for the data generating process.
We also study the 3S and the s3S in misspecified models. As a result, we provide global model
misspecification robust asymptotic distributions for these estimators. Moreover, this study reveals
that even in misspecified models, these estimators stay
√
n-consistent and asymptotically normally
distributed. These properties make both estimators two useful and particularly attractive alternatives
to the EL estimator which is not
√
n-consistent in misspecified models and also to the ETEL estimator
which is harder to compute.
By some Monte Carlo experiments, we evaluate the relative finite sample performance of these
estimators. These experiments suggest that the s3S estimator can behave better than the 3S estimator
particularly when not all of the implied probabilities are nonnegative. These experiments also validate
the fact that both the 3S and the s3S estimators are
√
n-consistent while the EL estimator is not.
One possible development of this work that we plan for future research is to study the bias corrected
version of the 3S and the s3S estimators. Because in correctly specified models they are higher order
equivalent to the EL estimator, we can use the EL higher order bias derived by Newey and Smith
(2004) to correct them. This could lead to interesting discussions about their higher order efficiency.
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and N (²) = {θ : ‖θ − θ0‖ < ²}.





‖Dn(θ)−Dn(θ0)‖ > δ} = 0.
ii) There exists a measurable function b(x) such that, in a neighbourhood of θ0 and for all k, l, r = 1, 2, . . . , q,
s = 1, 2, . . . , p, |ψk(x, θ)ψl(x, θ)ψr(x, θ)| < b(x), |∂ψk(x, θ)/∂θr| < b(x) and E{b(x)2} <∞.
Assumption 9-i) is an asymptotic continuity condition on the gradient of gn. This condition is required for the
Theorem 1 by Robinson (1988) that we rely on. The point ii) of the same assumption is the usual dominance
conditions for uniform convergence.
Lemma A.1 Let h be a continuous function on a compact set Θ such that ∀θ ∈ Θ, h(θ) = 0 ⇔ θ = θ0.
Let hn be a sequel of functions defined on Θ and θˆn be a sequel of values in Θ such that hn(θˆn) = 0 a.s. If
supθ∈Θ ‖hn(θ)− h(θ)‖ P→ 0, then θˆn P→ θ0.
Proof: Let N be a open neighborhood of θ0 and N c its complement. Since h is continuous on Θ, it is also
continuous on Θ∩N c which is compact. Let ² = minθ∈Θ∩N c ‖h(θ)‖. Since ‖h(.)‖ is continuous on the compact
set Θ ∩ N c, there exists θ∗ ∈ Θ ∩ N c such that ² = ‖h(θ∗)‖. Clearly, ² > 0 since θ∗ 6= θ0. On the other hand,
for the uniform convergence hypothesis, with probability approaching one, ‖h(θˆT )‖ = ‖hT (θˆT ) − h(θˆT )‖ < ².
By definition of ², θˆT /∈ N c and then θˆT ∈ N ¤
Proof of Theorem 2.1. We show that θˆ3s − θˆs3s = OP (n−3/2) and we use the result by Antoine, Bonnal
and Renault (2007), namely that θˆ3s − θˆel = OP (n−3/2) to deduce that θˆs3s − θˆel = OP (n−3/2). Our proof for
























where Ji(θ) = ∂ψi(θ)/∂θ′. By definition, gn(θˆ3s) = 0 and gsn(θˆ
s3s) = 0.
From Theorem 4.1 by Antoine, Bonnal and Renault (2007), θˆ3s = θ0 + oP (1). By the dominance condition in
Assumption 9-ii), ∂gn(θ0)/∂θ′ = D0 + oP (1), where D0 is the nonsingular matrix J0′Ω−1(θ0)J0. To apply the
Theorem 1 by Robinson (1988), we need to show that θˆs3s = θ0 + oP (1) before we can conclude, thanks to
Assumption 9-i), that
θˆ3s − θˆs3s = OP (‖gn(θˆs3s)− gsn(θˆs3s)‖). (16)
Let us show that θˆs3s = θ0 + oP (1). We use Lemma A.1.
Since θˆ is the two-step GMM estimator, θˆ − θ0 = OP (n−1/2) and by Antoine, Bonnal and Renault (2007) that
Prob(min1≤i≤n pii(θˆ) ≥ 0) → 1 as n → ∞. Hence, for any ² > 0, there exists n0 ≥ 0 such that for any n ≥ n0,
Prob(min1≤i≤n pii(θˆ) ≥ 0) ≥ 1 − ² i.e. Prob(²0n(θˆ) = 0) ≥ 1 − ² i.e. Prob(n²0n(θˆ) = 0) ≥ 1 − ². In other words,












































By our dominance conditions in Assumption 9-ii), and the result in Equation (17), ψ¯(θˆ) = OP (n−1/2) and for









(θ0) + oP (1) and
n∑
i=1












P→ Z(θ0) ≡ J0′Ω−1(θ0).
Let g(θ) = Z(θ0)Eψi(θ). By the identification conditions by Assumption 1-vi), g(θ) = 0 only at θ0. gn(θ) −
g(θ) = Zn(ψ¯(θ)− Eψi(θ)) + (Zn − Z)Eψi(θ). By the Cauchy-Schwarz inequality,
‖gn(θ)− g(θ)‖ ≤ ‖Zn‖ sup
θ∈Θ
‖ψ¯(θ)− Eψi(θ)‖+ ‖Zn − Z‖E sup
θ∈Θ
‖ψi(θ)‖.
By Lemma 2.4 by Newey and McFadden (1994), supθ∈Θ ‖ψ¯(θ)−Eψi(θ)‖ P→ 0. Because Zn−Z P→ 0, we deduce
that supθ∈Θ ‖gn(θ)− g(θ)‖ P→ 0. Lemma A.1 therefore, applies and θˆs3s P→ θ0.
As a result, we can apply Theorem 1 by Robinson (1988) and the asymptotic stochastic order in (16) is
valid. We have






















































Under our regularity assumptions,
∑n
i=1 pin(θˆ)Ji(θˆ)




































































i(θˆ) = oP (n
−1).








i(θˆ), Mn −Nn = oP (n−1). On the
other hand, since M−1n −N−1n = −M−1n (Mn −Nn)N−1n , we deduce that M−1n −N−1n = oP (n−1). Furthermore,
because J0
′
Ω−1(θ0)J0 is nonsingular and, by a mean value expansion, we can easily deduce that θˆs3s − θ0 =
OP (n−1/2) and our dominance conditions insure that ψ¯(θˆs3s) = OP (n−1/2). Therefore, θˆ3s− θˆs3s = OP (n−3/2).
Since, by Antoine, Bonnal and Renault (2007), θˆ3s − θˆel = OP (n−3/2), we also have θˆs3s − θˆel = OP (n−3/2) ¤












and θˆh, pih1 (θˆ
h), . . . , pihn(θˆ






i=1 ψi(θ). As the Lagrange
Theorem’s necessary conditions are fulfilled, the solution together with the Lagrange multipliers λˆh and βˆh
solves the first order conditions (in the corresponding arguments) given by:
hpi(pii)− λ− β′ψi(θ) = 0 ∀i = 1, · · · , n.∑n
i=1 pii = 1∑n




















pii(g(xi)− η) = 0









i=1 piiψn(θ) and the first order conditions are:
hpi(pii)− λ− β′ψi(θ)− β′1(g(xi)− η) = 0 ∀i = 1, · · · , n.∑n
i=1 pii = 1∑n





i=1 pii(g(xi)− η) = 0
β′1
∑n
i=1 pii = 0






solution for θ, pi1, . . . , pin, λ and β solves the first three equations. With β1 = 0, these first three equations
are equivalent to (18). Because the objective function in both optimization problems are the same and do not
depend on β1 nor η, we deduce that both the augmented and non-augmented optimization problems have the
same solutions in the arguments they share, i.e. θˆ1h = θˆh, pi1h1 (θˆ
1h) = pih1 (θˆ














Proof of Theorem 2.3. Under Assumptions 1 and 2, by Newey and Smith (2004), θˆel − θ0 = OP (n−1/2).
Since θˆ − θˆel = OP (n−3/2), θˆ − θ0 = OP (n−1/2) and by a mean value expansion around θ0, ψ¯(θˆ) = OP (n−1/2)








where λθ is a solution of the optimization program minλ∈Λ̂(θ) {−
∑n
i=1 log(1 + λ
′ψi(θ))/n}, Λ̂(θ) = {λ ∈ Rq :
λ′ψi(θ) > −1,∀θ ∈ Θ}. By Lemma A2 by Newey and Smith (2004), λˆ ≡ λθˆ = OP (n−1/2) and λˆel ≡ λθˆel =
OP (n−1/2). Moreover, since E supθ∈Θ ‖ψi(θ)‖α < ∞, max1≤i≤n supθ∈Θ ‖ψi(θ)‖ = OP (n1/α) and therefore,
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‖λ¯‖max1≤i≤n supθ∈Θ ‖ψi(θ)‖ = oP (1), for λ¯ = λˆ, λˆel. On the other hand,
ηˆ − ηˆel =
n∑
i=1




































































As ‖λˆ‖max1≤i≤n supθ∈Θ ‖ψi(θ)‖ = oP (1) and ‖λˆel‖max1≤i≤n supθ∈Θ ‖ψi(θ)‖) = oP (1),









Let f(θ, λ) =
∑n
i=1 ψi(θ)/n(1 + λ
′ψi(θ)). By definition, f(θˆ, λˆ) = f(θˆel, λˆel) = 0.
By a mean value expansion,
f(θˆel, λˆel) = f(θˆ, λˆ) + (∂f(θ¯, λ¯)/∂θ′)(θˆel − θˆ) + (∂f(θ¯, λ¯)/∂λ′)(λˆel − λˆ),
θ¯ ∈ (θˆ, θˆel) and λ¯ ∈ (λˆ, λˆel). Thus,
(∂f(θ¯, λ¯)/∂λ′)(λˆel − λˆ) = −(∂f(θ¯, λ¯)/∂θ′)(θˆel − θˆ).
Since (∂f(θ¯, λ¯)/∂λ′) P→ Ω(θ0) (see Newey and Smith (2004)), (∂f(θ¯, λ¯)/∂λ′) is nonsingular with probability
approaching one. For large n, we can write
λˆel − λˆ = −[(∂f(θ¯, λ¯)/∂λ′)]−1(∂f(θ¯, λ¯)/∂θ′)(θˆel − θˆ) = OP (n−3/2).
By our dominance conditions in Assumption 2,
∑n
i=1 ψi(θˆ
el)g(xi)/n is bounded in probability. Therefore, the
first term in the RHS of (19) has OP (n−3/2) as order of magnitude as n grows.































(∂ψi(θ0)/∂θ′)gu(xi)(θˆel − θ0) +OP (‖θˆel − θ0‖2).









(∂ψi(θ0)/∂θ′)gu(xi)(θˆ − θˆel)/n+OP (n−1).
By the law of large number,
∑n
i=1(∂ψi/∂θ
′)(θ0)gu(xi)/n is bounded in probability thus, λˆ′(1+oP (1))
∑n
i=1[ψi(θˆ)−
ψi(θˆel)]g(xi) = OP (n−3/2). Therefore, the second term in the RHS of (19) also, has OP (n−3/2) as order of mag-
nitude as n grows. Consequently, ηˆ − ηˆel = OP (n−3/2) ¤
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B Regularity conditions for the GMM estimators θ˜ and θˆ




The following assumption insures the consistency and asymptotic normality of θ˜ in the case of global misspeci-
fication as formalized by Assumption 4-i).
Assumption 10 i) ‖µ(θ)‖ > 0 for all θ ∈ Θ.
ii) W 1 is a symmetric positive definite matrix.
iii) There exists θ1∗ ∈ Θ such that Q10(θ1∗) < Q10(θ) for all θ ∈ Θ \ {θ1∗}, where Q10(θ) = Eψ′i(θ)W 1Eψi(θ).
iv) θ1∗ ∈ Int(Θ).
v) ψ(x, .) is twice continuously differentiable on Int(Θ) and ∂ψ(., θ)/∂θ′ and (∂/∂θ′)vec[∂ψ(., θ)/∂θ′] are mea-
surable for each θ ∈ Int(Θ).
vi) There exists a measurable function b1(x) such that |ψk(x, θ)| < b1(x), |∂ψk(x, θ)/∂θs| < b1(x),
|∂2ψk(x, θ)/∂θs∂θu| < b1(x) in a neighbourhood of θ1∗, for all k = 1, 2, . . . , q and s, u = 1, 2, . . . , p and E{b(x)2} <
∞.
vii) H1(θ1∗) = J
′(θ1∗)W
1J(θ1∗)− (Eψ′i(θ1∗)W 1 ⊗ Ip)J (2)(θ1∗) is nonsingular.
viii) V arz1,i <∞, where z1,i = (ψ′i(θ1∗), vec′{∂ψi(θ1∗)/∂θ′})′.
Assumptions 10-(i-iii) imply Assumption 4. Under Assumptions 3, 12 and 10-(i-iii), the result by Hall (2000)
implies that θ˜ P→ θ1∗. If Assumptions 3, 12 and 10 hold,
√
n(θ˜ − θ1∗) d→ N (0, ω1). One can refer to Hall and









∗). We will explicitly assume, next that this probability limit is nonsingular. This
additional assumption guarantees the two-step GMM estimator computation in large sample.
Assumption 11 i) Assumption 10 holds.
ii) E{ψi(θ1∗)ψ′i(θ1∗)} is nonsingular.
iii) There exists θ∗ ∈ Θ such that Q0(θ∗) < Q0(θ) for all θ ∈ Θ \ {θ∗}, where Q0(θ) = Eψ′i(θ)WnEψi(θ).
iv) θ∗ ∈ Int(Θ).
v) There exists a measurable function b2(x) such that |ψk(x, θ)| < b2(x), |∂ψk(x, θ)/∂θs| < b2(x),
|∂2ψk(x, θ)/∂θs∂θu| < b2(x) in a neighbourhood of θ∗, for all k = 1, 2, . . . , q and s, u = 1, 2, . . . , p and
E{b2(x)2} <∞.
vi) H(θ∗) = J ′(θ∗)WJ(θ∗)− (Eψ′i(θ∗)W 1 ⊗ Ip)J (2)(θ∗) is nonsingular, where W = {Eψi(θ1∗)ψ′i(θ1∗)}−1.
viii) V arz2,i <∞, where z2,i = (ψ′i(θ∗), vec′ψi(θ1∗)ψ′i(θ1∗), vec′{∂ψi(θ∗)/∂θ′})′.
Assumptions 11-(i-iii) imply Assumption 4. Under Assumptions 3, 12 and 11-(i-iii), the result by Hall (2000)
implies that θˆ P→ θ∗. If Assumptions 3, 12, 11 hold,
√
n(θˆ − θ∗) d→ N (0, ω2). One can refer to Hall and Inoue
(2003) for an explicit expression for ω2.
C Proofs of results in Section 3:
Assumption 12 i) Θ is compact.
ii) ψ(., θ) is measurable for each θ ∈ Θ and ψi(.) is continuous with probability one on Θ.
iii) E [supθ∈Θ ‖ψi(θ)‖] <∞.
Assumption 13 i) ψ(x, .) is differentiable with probability one on Θ.
ii) There exists a measurable function b(x) such that, in a neighbourhood of θ∗ and for all k, l, r = 1, 2, . . . , q,
s = 1, 2, . . . , p, |ψk(x, θ)ψl(x, θ)ψr(x, θ)| < b(x), |ψl(x, θ)(∂ψk(x, θ)/∂θs)| < b(x), |∂ψk(x, θ)/∂θs| < b(x) and
E{b(x)} <∞.
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Proposition C.1 Let Ji(θ) = ∂ψi(θ)/∂θ′, ai(θ) = ψi(θ)⊗(vec′ψi(θ)ψ′(θ), vec′Ji(θ))′, and V (θ) = V ar(ψi(θ)).
If V ar ai <∞, V ar vecJi(θ) <∞ and V (θ) is nonsingular, then
plimG¯(θ) ≡ G(θ) = EJ ′i(θ)− Cov{ψ′i(θ)V −1(θ)E(ψi(θ)), J ′i(θ)},√
n(G¯(θ)−G(θ)) = OP (1),
plimM¯(θ) ≡M(θ) = Eψi(θ)ψ′i(θ)− Cov{ψ′i(θ)V −1(θ)E(ψi(θ)), ψi(θ)ψ′i(θ)},√
n(M¯(θ)−M(θ)) = OP (1).
Proof of Proposition C.1. By the law of large numbers for independent and identically distributed random
vectors, Vn(θ) is consistent for V (θ) and therefore with probability one as n goes to infinity, Vn(θ) is nonsingular.














{1− (ψi(θ)− ψ¯(θ))′V −1n (θ)ψ¯(θ)}J ′i(θ)



















i(θ)− E{J ′i(θ)}]/n+ E{J ′i(θ)}.




i(θ)− E{J ′i(θ)}]/n = OP (n−1/2) therefore,




i(θ) = (1 + {Eψ′(θ)V −1(θ)Eψ(θ)})E{J ′i(θ)}




i(θ)− E{J ′i(θ)}] + oP ( 1√n ).
The (k, l)-component of
∑n














−1E{ψiJ ′i,kl(θ)}+ Eψ′iV −1
n∑
i=1






n(G¯(θ)−G(θ)) = (1 + {Eψ′(θ)V −1(θ)Eψ(θ)})
n∑
i=1





whereBn(θ) is a p×q-matrix with its (k, l)-component given byEψ′(θ)V −1(θ)
∑n
i=1{ψi(θ)J ′i,kl(θ)−Eψi(θ)J ′i,kl(θ)}.
By the central limit theorem, each component of
√
n(G¯(θ)−G(θ)) is asymptotically normally distributed. There-
fore,
√
n(G¯(θ)−G(θ)) = OP (1). Similarly, we also have
√
n(M¯(θ)−M(θ)) = OP (1) ¤
Proof of Theorem 3.1. Under Assumption 4, the two-step GMM estimator θˆ is consistent for θ∗ and
Assumptions 12-13 allow Lemma 4.3 by Newey and McFadden (1994) to apply and G¯(θˆ) P→ G(θ∗) and M¯(θˆ) P→
M(θ∗) so that G¯(θˆ)M¯−1(θˆ)
P→ G(θ∗)M(θ∗)−1.
For θ ∈ Θ, let hn(θ) = K¯(θˆ)M¯(θˆ)−1ψ¯(θ) and h(θ) = G(θ∗)M−1(θ∗)Eψi(θ). By definition, hn(θˆ3s) = 0 and, by
Assumption 5 , h(θ) = 0⇔ θ = θ∗∗, for θ ∈ Θ. To apply the consistency result by Lemma A.1, we establish the
sufficient condition given by supθ∈Θ ‖hT (θ)− h(θ)‖ P→ 0.











∥∥∥G¯(θˆ)M¯−1(θˆ)−G(θ∗)M−1(θ∗)∥∥∥ [‖ψ(θ)− Eψi(θ)‖+ ‖Eψi(θ)‖]
+ ‖G(θ∗)‖‖M(θ∗)‖−1‖ψ(θ)− Eψi(θ)‖.
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Clearly, supθ∈Θ ‖Eψi(θ)‖ ≤ E supθ∈Θ ‖ψi(θ)‖ <∞ by Assumption 12. By the same assumption, Lemma 4.2 by
Newey and McFadden (1994) applies and supθ∈Θ ‖ψ(θ)−Eψi(θ)‖ P→ 0. Therefore, from Lemma A.1, we deduce
that θˆ3s P→ θ∗∗ ¤
Lemma C.1 Let xi, i = 1, 2, . . . , n be an i.i.d random sample and let y(xi, θ) be a measurable real valued
function of xi and θ, continuous with probability one at each θ ∈ N¯ , where N¯ is a compact subset of Θ. Let θ¯
be a random vector that lies in N¯ with probability approaching one a n goes to infinity.
If Prob[infθ∈N¯ y(xi, θ) ∈ (a, b)] 6= 0 for any a and b on the real line such that a 6= b, then for any M > 0,
Prob{max1≤i≤n y(xi, θ¯) > M} → 1 as n→∞.
Proof: Because θ¯ ∈ N¯ with probability approaching one as n grows to infinity, for large n and for any
i = 1, . . . , n, infθ∈N¯ y(xi, θ) ≤ y(xi, θ¯) with probability one. Therefore, with probability approaching one as
n grows, max1≤i≤n[infθ∈Θ y(xi, θ)] ≤ max1≤i≤n y(xi, θ¯). Then, for M > 0, Prob{max1≤i≤n[infθ∈N¯ y(xi, θ)] >



























y(x1, θ) ≤M ]
}n
.
Since Prob{infθ∈N¯ y(x1, θ) ∈ (a, b)} 6= 0 for any a 6= b, 0 < Prob{infθ∈N¯ y(x1, θ) ≤ M} < 1. Thus,
limn→∞ {Prob{infθ∈N¯ y(x1, θ) ≤M}}n = 0. Thus, Prob{max1≤i≤n y(xi, θ) > M} → 1 as n→∞ ¤
Lemma C.2 Under Assumptions 3, 6 and 13, if the GMM estimator θˆ is such that θˆ − θ∗ = OP (n−1/2), then
Prob{²0n(θˆ) > M} → 1, for all M > 0, where ²0n(θ) = −nmin[min1≤i≤n pii(θ), 0].
Proof: By definition, ²0n(θˆ) = max{max1≤i≤n−npii(θˆ); 0}. As a result, {²0n(θˆ) > M ≥ 0} is equivalent to
{max1≤i≤n[−Tpit(θˆ)] > M} which, by the definition of pii(θ) (see Equation (3)), is equivalent to{
max
1≤i≤n
[{(ψi(θˆ)− ψ¯(θ))′V −1n (θˆ)ψ¯(θˆ)} − 1] > M
}
.
On the other hand, since θˆ is consistent for θ∗, by the dominance conditions in Assumption 13, ψ¯′(θˆ)V −1n (θˆ)ψ¯(θˆ)























n-consistent, by Assumption 13, V −1n (θˆ)ψ¯(θˆ) − V −1(θ∗)Eψi(θ∗) = OP (n−1/2). By Assumption
13, E supθ∈N¯∗ ‖ψi(θ)‖2 < ∞, where N¯∗ is a closed neighbourhood of θ∗ included in Θ. By Lemma 4 in Owen
(1990) and Lemma D.2. in Kitamura, Tripathi and Ahn (2004), (see also Lemma A.1 by Bonnal and Renault
(CIRANO working paper 2004s-18) max1≤i≤n supθ∈N¯∗ ‖ψi(θ)‖ = oP (n1/2). Hence, for n large enough and by
Cauchy-Schwartz inequality,∣∣∣ψ′i(θˆ) [V −1n (θˆ)ψ¯(θˆ)− V −1(θ∗)Eψi(θ∗)]∣∣∣ ≤ 1√n max1≤i≤n supθ∈N¯∗ ‖ψi(θ)‖




V −1n (θˆ)ψ¯(θˆ)− V −1(θ∗)Eψi(θ∗)
]
= oP (1) uniformly over i = 1, . . . , n. For this, it suffices to show
that Prob{max1≤i≤n ψ′i(θˆ)V −1(θ∗)Eψi(θ∗) > M} → 1 as n → ∞, for all M . By Assumption 6, we can apply
Lemma C.1 with y(xi, θ) = ψ′i(θ)V
−1(θ∗)Eψi(θ∗) and the result follows ¤










































{(ψi(θˆ)− ψ¯(θˆ))′V −1n (θˆ)ψ¯(θˆ)}y(xi, θˆ).
By Lemma 4.3 by Newey and McFadden (1994), Under some regularity conditions,
n∑
i=1
{(ψi(θˆ)− ψ¯(θˆ))′V −1n (θˆ)ψ¯(θˆ)y(xi, θˆ)/n = OP (1).
Besides, Lemma C.2 insures that
√
n/(1 + ²1n(θˆ)) = 1/(n
−1/2 + ²0n(θˆ)) = oP (1) as ²
0
n(θˆ) diverges to infinity.
Therefore,
∑n
i=1 p˜ii(θˆ)y(xi, θˆ) =
∑n































































Next, we show that θˆs3s P→ θ∗∗ using Lemma A.1. We need to show that supθ∈Θ ‖hn(θ) − h(θ)‖ P→ 0
with hn(θ) = Zn(θˆ)ψ¯(θ) and h(θ) = Z(θ∗)Eψi(θ). Obviously, ‖hn(θ) − h(θ)‖ ≤ ‖Zn(θˆ)‖‖ψ¯(θ) − Eψi(θ)‖ +
‖Zn(θˆ) − Z(θ∗)‖‖Eψi(θ)‖. By the same arguments as in the proof of Theorem 3.1 we can deduce that
supθ∈Θ ‖hn(θ)− h(θ)‖ P→ 0 and therefore, θˆs3s P→ θ∗∗ ¤
Proof of Theorem 3.3. We show that
√
nG¯(θˆ)M¯−1(θˆ)ψ¯(θ∗∗) is asymptotically normally distributed. Clearly,
G¯(θˆ)M¯−1(θˆ)ψ¯(θ∗∗) =[G¯(θˆ)− G¯(θ∗)]M¯−1(θˆ)ψ¯(θ∗∗) + G¯(θ∗)[M¯−1(θˆ)− M¯−1(θ∗)]ψ¯(θ∗∗)
+ G¯(θ∗)M¯−1(θ∗)[ψ¯(θ∗∗)− Eψi(θ∗∗)] + [G¯(θ∗)−G(θ∗)]M¯−1(θ∗)Eψi(θ∗∗)
+G(θ∗)[M¯−1(θ∗)−M−1(θ∗)]Eψi(θ∗∗),
(20)
where G(θ) = plimG¯(θ) and M(θ) = plimM¯(θ).
A Taylor expansion of G¯(θˆ) around θ∗ yields
G¯(θˆ) = G¯(θ∗) +Rp,q{(∂/∂θ′)[vecG¯(θ∗)](θˆ − θ∗)}+OP (n−1).
Let z3,i = {vec′Ji(θ∗), [ψi(θ∗)⊗ vecJi(θ∗)]′, [ψi(θ∗)⊗ vecψi(θ∗), ψ′i(θ∗)]′, ψi(θ∗∗)}′.
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Since V arz3,i < ∞, by Proposition C.1, G¯(θ∗) − G(θ∗) = OP (n−1/2) and our dominance assumptions also
guarantee that (∂/∂θ′)[vecG¯(θ∗)]− (∂/∂θ′)[vecG(θ∗)] = oP (1) thus







Similarly, M¯(θ)−M(θ) = OP (n−1/2) and








M¯−1(θ∗)−M−1(θ∗) = −M¯−1(θ∗)(M¯(θ∗)−M(θ∗))M−1(θ∗) = −M−1(θ∗)(M¯(θ∗)−M(θ∗))M−1(θ∗)+OP (n−1)
and similarly,






M−1(θ∗) +OP (n−1). (22)
Thus, by reporting (21) and (22) in (20), we have
G¯(θˆ)M¯−1(θˆ)ψ¯(θ∗∗) =Y1nm∗µ∗∗ + g∗m∗[ψ¯(θ∗∗)− Eψi(θ∗∗)] + [G¯(θ∗)−G(θ∗)]m∗µ∗∗




n(G¯(θ∗)−G(θ∗)) = (1 + {µ′∗V −1(θ∗)µ∗})
n∑
i=1




















{ψi(θ∗)J ′i,kl(θ)− Eψi(θ∗)J ′i,kl(θ)}






where φi∗ = {ψi∗ψi∗,kψi∗,l − Eψi(θ∗)ψi∗,kψi∗,l}.
We can easily deduce that
√
nG¯(θˆ)M¯−1(θˆ)ψ¯(θ∗∗) is asymptotically Gaussian by the central limit theorem. ¤
Proof of Theorem 3.4. We show that
√
nJ¯ ′(θˆ)Ω−1n (θˆ)ψ¯(θ∗∗) is asymptotically normally distributed. We have
J¯ ′(θˆ)Ω−1(θˆ)ψ¯(θ∗∗) =[J¯ ′(θˆ)− J¯ ′(θ∗)]Ω−1n (θˆ)ψ¯(θ∗∗) + J¯ ′(θ∗)[Ω−1n (θˆ)− Ω−1n (θ∗)]ψ¯(θ∗∗)
+ J¯ ′(θ∗)Ω−1n (θ∗)[ψ¯(θ∗∗)− Eψi(θ∗∗)] + [J¯ ′(θ∗)− J ′(θ∗)]Ω−1n (θ∗)Eψi(θ∗∗)
+ J ′(θ∗)[Ω−1n (θ∗)− Ω−1(θ∗)]Eψi(θ∗∗).
On the other hand, by a Taylor expansion and the fact the θˆ is
√
n-consistent,
J¯ ′(θˆ) = J ′(θ∗) +Rp,q
(












From the expansion of θˆ − θ∗ given by Equation (15), we can write
J¯ ′(θˆ)Ω−1(θˆ)ψ¯(θ∗∗) =Y2nω∗µ∗∗ + j∗ω∗[ψ¯(θ∗∗)− Eψi(θ∗∗)] + [J¯ ′(θ∗)− J ′(θ∗)]ω∗µ∗∗




nJ¯ ′(θˆ)Ω−1(θˆ)ψ¯(θ∗∗) is asymptotically Gaussian by the central limit theorem. ¤
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Conclusion ge´ne´rale
Cette the`se e´tudie les mode`les de volatilite´ multivarie´e ainsi que les me´thodes d’infe´rence fonde´es sur
les conditions de moment.
Dans le premier essai, nous e´tendons le mode`le a` facteurs de volatilite´ stochastique de Doz et
Renault (2006) a` la prise en compte de l’effet de levier et de l’effet de skewness conditionnels reconnus
pre´sents dans les rendements. Nous proposons aussi des conditions de moment pour l’estimation de ce
mode`le par la me´thode des moments ge´ne´ralise´e (GMM). Nous appliquons ce mode`le aux rendements
journaliers exce´dentaires de 24 indices sectoriels du marche´ financier du Royaume Uni. La mode´lisation
des effets de levier et de skewness augmente l’efficacite´ de l’estimateur des parame`tres de volatilite´.
Les re´sultats sugge`rent que la compatibilite´ avec les asyme´tries fait obtenir une persistance plus faible
pour la volatilite´ et nous permettent aussi de documenter une relation entre l’effet de skewness dans
les rendements et leur volatilite´.
Le deuxie`me essai se rapporte aux tests de facteur he´te´rosce´dastiques pour les processus multivarie´s
de rendements. Spe´cifiquement, le test propose´ par Engle et Kozicki (1993) est fonde´ sur les condi-
tions de moment re´sultant de la repre´sentation factorielle et est une application du test des restrictions
suridentifiantes du GMM (Hansen (1982)). Cet essai montre que ces conditions de moment ne garan-
tissent pas les hypothe`ses standard d’application de la the´orie de test par GMM. Nous montrons en
particulier que l’identification au premier ordre des parame`tres n’est pas assure´e. Nous proposons une
the´orie ge´ne´rale qui fournit la distribution asymptotique de la statistique du test de suridentification
du GMM dans une situation ou` les parame`tres qui ne sont pas identifiables au premier ordre le sont
au deuxie`me ordre. Une application de cette nouvelle the´orie nous permet en particulier de corriger
le test de Engle et Kozicki (1993).
Dans le troisie`me essai, nous proposons des me´thodes de bootstrap pour la matrice de covariance
re´alise´e e´value´ sur les donne´es de haute fre´quence. Ces me´thodes s’appliquent aussi aux fonctions
de la matrice de covariance telles que la covariance re´alise´e, la corre´lation re´alise´e et le coefficient de
re´gression re´alise´. Il est a` noter que le coefficient de re´gression re´alise´ inclus des statistiques aussi
pertinentes pour l’analyse financie`re que les beˆtas introduits par la the´orie du capital asset pricing
model (CAPM) pour l’e´valuation du risque syste´matique des titres financiers.
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Les me´thodes de bootstrap que nous introduisons se veulent eˆtre une alternative pour l’approximation
asymptotique de Barndorff-Nielsen et Shephard (2004). Les expe´riences de Monte Carlo que nous ef-
fectuonssugge`rent que la me´thode de bootstrap que nous proposons fonctionne mieux, particulie`rement
lorsque les donne´es sont ge´ne´re´es a` une fre´quence faible. Nous observons aussi a` travers des de´veloppements
d’Edgeworth que le boostrap i.i.d. ne conduit pas a` des raffinements d’ordre supe´rieur pour le coef-
ficient de re´gression. Ceci est contraire aux re´sultats de Freedman (1981) et Mammen (1993), qui
ont montre´ que le bootstrap par couples est supe´rieur a` la distribution asymptotique normale pour
les mode`les de re´gression de coupes transversales avec he´te´rosce´dasticite´ dans l’erreur. La raison
principale des diffe´rences obtenues re´side dans la nature des scores servant a` la normalisation de la
statistique de bootstrap. Dans le domaine des donne´es en coupe instantane´e qui est celui de Freedman
(1981) et Mammen (1993), aussi bien les scores de la re´gression originelle que ceux de la re´gression
de bootstrap sont d’espe´rance nulle. Graˆce a` cela, les facteurs de normalisation tendent vers la meˆme
limite en probabilite´. Ceci est crucial dans l’obtention du raffinement a` l’ordre supe´rieur par le boot-
strap. Tel n’est pas le cas dans la configuration des processus de diffusion. L’espe´rance du score dans
la re´gression originelle est non nulle tandis que l’espe´rance du score dans la re´gression de bootstrap est
nulle. Cette diffe´rence force des normalisations qui ne sont pas analogues et qui ne convergent pas non
plus en probabilite´ vers la meˆme limite. Ceci s’ave`re couˆteux pour la performance a` l’ordre supe´rieur
du bootstrap i.i.d. et explique aussi les diffe´rences avec Freedman (1981) et Mammen (1993).
Le quatrie`me essai porte sur les de´veloppements re´cents des me´thodes d’infe´rence base´es sur les
conditions de moment. Cet essai propose un algorithme relativement simple permettant d’obtenir
des estimateurs de moyennes de population de faible biais en e´chantillon fini graˆce aux conditions
de moment suridentifiantes. Une deuxie`me contribution de cet essai est de de´river les distributions
asymptotiques robustes a` la mauvaise spe´cification des conditions de moment pour l’estimateur de
vraisemblance euclidienne a` trois e´tapes propose´ par Antoine, Bonnal et Renault (2007). Nous con-
siderons aussi une variante de cet estimateur, l’estimateur de vraisemblance empirique euclidienne a`
trois e´tapes corrige´ ou “shrunk three-step Euclidian likelihood estimator”, qui utilise des probabilite´s
implique´es positives. Dans la litte´rature, seul l’estimateur de maximum de vraisemblance empirique
via minimum d’entropie (exponentially tilted empirical likelihood estimator) (ETEL) propose´ par
Schennach (2007) produit des biais d’e´chantillon fini aussi faibles que ces deux estimateurs quand
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les conditions de moment sont bien spe´cifie´es et converge a` la vitesse usuelle vers une distribution
normale en cas de mauvaise spe´cification des conditions de moment. Il convient toutefois de souligner
que l’estimateur ETEL est relativement beaucoup plus difficile a` calculer que les estimateurs 3S et
s3S.
