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The purpose of this paper is to use the methods found in [1, 3, and 5] to construct a bitableaux basis for a polynomial quotient ring that is a generalization of one studied in [2, 6, and 8] . Let X=[x 1 , x 2 , ..., x n ], Y=[ y 1 , y 2 , ..., y n ], Z=[z 1 , z 2 , ..., z n ], and W=[w 1 , w 2 , ..., w n ], and let R=Q[x 1 , x 2 , ..., x n , y 1 , y 2 , ..., y n , z 1 , ..., z n , w 1 , ..., w n ].
We will define the diagonal action of S n on R by setting _P(x 1 , x 2 , ..., x n , y 1 , ..., y n , z 1 , ..., z n , w 1 , ..., w n ) =P(x _ 1 , x _ 2 , ..., x _ n , y _ 1 , ..., y _ n , z _ 1 , ..., z _ n , w _ 1 , ..., w _ n ) (1.1) where _ # S n . Furthermore, we will define R S n (X, Y, Z, W)=[P # R: _P=P \_ # S n ].
(1.2) * i * i+1 for 1 i k&1. We will use the French notation for describing Ferrers diagrams and tableaux. In other words, a partition gives the successive lengths of the rows of the corresponding Ferrers diagram ordered from bottom (south) to top (north). A tableau T of shape * is a filling of the Ferrer's diagram of shape * with entries from an linearly ordered set. We will say that a tableau T is injective if all the entries of T are distinct.
A standard tableau T of shape * is a tableau that is injective and has entries [1, 2, 3, ..., n] which increase strictly from south to north and from west to east. A column strict tableau C is a tableau in which the entries increase strictly from south to north and increase weakly from west to east. A bitableau is a pair (T 1 , T 2 ) where T 1 and T 2 are tableaux of the same shape.
We shall assume throughout the rest of this paper that both + and & are hook-shape partitions of n (i.e., +=(k, 1 n&k ) and &=(m, 1 n&m )). Now let A + be the alphabet Note that A + is linearly ordered by the relation < + defined by (a, b)< + (c, d) if and only if a&b<c&d. Let [a 1 , a 2 , ..., a n ] be the collection A + listed such that a i < + a i+1 for 1 i n&1 and let k be the integer such that a k =(0, 0). Given a standard tableau T of shape * (where * | &n) we can construct a cocharge tableau C=C + (T ) in the following manner:
1. Replace the entry k in T by a k =(0, 0).
2. Recursively, having replaced the entry j (for k j n) by a i , replace entry j+1 by a. a i if j+1 is east j.
b. a i+1 if j+1 is north of j.
3. Recursively, having replaced the entry j (for 1 j k) by a i , replace entry j&1 by a. a i if j&1 is north j.
b. a i&1 if j&1 is east of j. (1.5)
We define the set of +-cocharge tableaux to be the collection
where + is a partition of n. Let I be an injective tableau of shape *=(* 1 , * 2 , ..., * k ) with entries 1, 2, ..., n. Furthermore, suppose that i p, q is the entry in I in row p and column q. The row stabilizer R(I ) of I is the product group
where [i j, 1 , ..., i j, * j ] are the entries in the j th row of I and S [i j, 1 , ..., i j, * j ] denotes the symmetric group acting on [i j, 1 , ..., i j, * j ]. The column stabilizer N(I ) of I is the product group [1, 2, 3] _S [4, 5, 6] _S [7, 8] _S [9, 10] and N(I )=S [1, 4, 7, 9] _S [2, 5, 8, 10] _S [3, 6] .
Let T be a tableau of shape * | &n and let I be an injective tableau of shape * with entries [1, 2, 3, ..., n]. Let a i =(b i , c i ) be the entry in the cell of T that corresponds to the cell containing i in I. Define P I, T (X, Y) will denote the polynomial
where R(I ) is the row stabilizer of I. It should be noted that P I, T (X, Y) can be written as a product of permanents. For example, with C given in Eq. (1.5) and I from Eq. (1.9), Given a bitableau (T 1 , T 2 ) of shape *=(* 1 , * 2 , ..., * k ), define (T 1 , T 2 ) per to be
Note that (T 1 , T 2 ) per is independent of the initial choice for the injective tableau I, that (T 1 , T 2 ) per # R S n (X, Y, Z, W), and that (T 1 , T 2 ) per is a version of a bipermanent (see [1] and [5] ). To see this, let a i =(b i , c i ) and d i =(e i , f i ) be the entries in the cells of T 1 and T 2 that corresponds to the cells that contain i in I. It is not difficult to show that (T 1 , T 2 ) per = : x 6 x 2 y 6 x 2 6
x i will denote the partial derivative operator with respect to x i . P( ) (with P # R) will denote the partial derivative operator P( x 1 , ..., x n , y 1 , ..., y n , z 1 , ..., z n , w 1 , ..., w n ).
(1.12)
(see [7] ) and set R* +, & to be the polynomial quotient ring
14)
It should be noted that in the cases when +=1 n (or +=n) and &=1 n (or &=n) that R* +, & has been shown to have a basis that is closely related to the descent monomials (see [2, 6, or 8] ).
Let
If B is a basis for R* +, & where each element is homogeneous in X, Y, Z, and W respectively, then
, and deg W (b) signify the respective degress in X, Y, Z, and W. Suppose that T 1 is a standard tableau of shape * and that C 1 =C + (T 1 ) has entries [a 1 , a 2 , ..., a n ] where a i =(b i , c i ). We will set 
(1.17)
where T 1 and T 2 are standard tableaux of shape *.
In Section 2, we will prove that the collection CO +, & spans R* +, & . In Section 3, we will prove that the collection CO +, & is linearly independent.
It should be noted that the polynomial quotient ring Q[X, Y]Â(K + ), where (K + ) is the ideal generated by K + (X, Y), has been studied by Garsia and Haiman [7] and are closely related to the Garsia Haiman modules. It should also be noted that Reiner (see [8] ), Garsia [6] , and Allen [2] have all shown that a collection of polynomials closely related to the descent monomials is a basis for R* 1 n , 1 n .
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In this section, we will prove that the collection CO +, & spans R* +, & . To do this, we need to characterize certain elements in Har * (X, Y). Specifically, we have the following theorem due to Garsia and Haiman (see [7] ). is equal to a determinant with two rows equal and must be identically equal to zero. Thus Define the row sequence of a tableau T, rs(T), to be the sequence obtained by reading the entries of T row by from west to east starting with the southernmost row and continuing north. Analogously, the column sequence cs(T ) is the sequence obtained by reading the entries of T column from south to north starting with the westernmost column. The type {(T ) of T is defined to be the listing of the entries of T in decreasing order with respect to < + . With Furthermore, we will define the relation < L by a< L b if and only if a is lexicographically smaller than b.
Suppose that (T 1 , T 2 ) and (S 1 , S 2 ) are bitableaux with shapes * and \ respectively. We will say that (T 1 , T 2 )< sr (S 1 , S 2 ) if and only if
(1) *< L \; or (2.3) (2) if *=\ then rs(T 1 ) rs(T 2 )> L rs(S 1 ) rs(S 2 ).
Rota's straightening algorithm (see [DKR]) implies the following result:
Lemma 2.2. For any pair of tableaux (T 1 , T 2 ) of the same shape, the bipermanent (T 1 , T 2 ) per may be expanded in the form (T 1 , T 2 ) per = :
where S 1 and S 2 are column-strict tableaux of the same shape, {(S 1 )={(T 1 ), {(S 2 )={(T 2 ), and the coefficients c S1, S2 are suitable integers.
Let CS + (recall +=(k, 1 n&k )) denote the collection of column-strict tableaux with entries from the alphabet A + and with the property that a k =(0, 0) where a k is the entry in the k th cell in the standard labeling. 
(Note. It is necessary to have ( p i , q i ) # A + and (r i , s i ) # A & so that the entries of T 1 and T 2 are linearly ordered and hence T 1 and T 2 are tableaux.) By Lemma 2.2, we know that f can be written as a linear combination of column-strict bipermanents. Now suppose that a k {(0, 0) where a k is the entry in the k th cell of T 1 in the standard labeling. If a k =(a, 0) where a 1 then T 1 has at least n&k+1 entries that have the form (i, 0) where i 1. Each monomial of 2 + (X, Y) is homogeneous with exactly n&k different x j (1 j n). Thus Note that it is not difficult to prove that #(T) is an increasing sequence with respect to < + (the proof in [1] generalizes easily to this situation). Given two bitableaux (T 1 , T 2 ) and (S 1 , S 2 ) of shapes * and \ respectively, we have will say that (T 1 , T 1 )< str (S 1 , S 2 ) if and only if
The following lemma is a generalization of a result found in [1] . 
where U 1 is a tableau of shape * and c T 1 {0.
We can now prove: (T 1 )=(C 1 , # 1 ) where # 1 =((b 1 , c 1 ), (b 2 , c 2 ), ..., (b n , c n ) ) then
where U 1 is a tableau of shape * and c T 1 {0. If T 1 Â CO + then (b i , c i ){(0, 0) for some i (1 i n) and f # 1 # Har + (X, Y) by Theorem 2.1. Solving for P I, T 1 (X, Y) yields
Similarly, if , + (T 2 )=(C 1 , # 2 ) then we have
(2.14)
Now, It should be noted that Eq. (2.14) implies an algorithm for the expansion of elements of R* +, & in terms of element of CO +, & .
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In order to prove that the collection CO +, & is linearly independent in R* +, & , we need to introduce the concept of a bideterminant (see [5] ). Let m I, T (X, Y) be as defined in Eq. (1.10). Define } .
Suppose that *$=(*$ 1 , *$ 2 , ..., *$ j ) is the conjugate partition of *= (* 1 , * 2 , ..., * k ). With (T 1 , T 2 ) a bitableau of shape *, define
Note that (T 1 , T 2 ) det is a bideterminant. Given two bitableaux (T 1 , T 2 ) and (S 1 , S 2 ) of shapes * and \ respectively, we will say that (T 1 , T 2 )< s$, c (S 1 , S 2 ) if and only if (1) *$< L \$ where *$ and \$ are the conjugate shapes of * and \ respectively; or
The Rota Straightening Algorithm (see [5] ) implies the following result which is an analogue of Lemma 2.2.
Lemma 3.1. For any pair of tableaux (T 1 , T 2 ) of the same shape, the bideterminant (T 1 , T 2 ) det may be uniquely expanded in the form
3)
where S 1 and S 2 are column-strict tableaux of the same shape, {(S 1 )={(T 1 ), {(S 2 )={(T 2 ), and the coefficients c S 1 , S 2 are suitable integers.
Furthermore, in [5] , it is proven that Lemma 3.2. The collection of bideterminants
is linearly independent over the rationals.
With C a tableaux of shape *, we will let C t denote the tableaux of shape *$ (the conjugate partition of *) where C has been rotated around the line y=x. For example, if Given two bitableaux (T 1 , T 2 ) and (S 1 , S 2 ) of shapes * and \ respectively, we will say that (T 1 , T 2 )< s$tr (S 1 , S 2 ) if and only if
(1) *$< L \$ where *$ and \$ are the conjugate shapes of * and \ respectively; or
(Note that (3) in (3.4) is different then (3) in (2.8)).
The following lemma (which is proven in [3] ) gives an important relationship between P I, C 1 (X, Y) and Q I t , D 1 (X, Y) where C 1 =C + (T 1 ) and
where E is a tableau of shape *$, c D 1 {0, and
where H is a column-strict tableau of shape *$ and rs(d 1 )> L rs(H).
This lemma implies that
for all : # S n . Therefore, we have that
can be expressed as a linear combination of column-strict bideterminants (G 1 , G 2 ) det such that (G 1 , G 2 )> s$c (E, F). Recall that Lemma 3. c G 1 , G 2 (G 1 , G 2 ) det (3.6) where (G 1 , G 2 ) det is a bideterminant of column-strict tableaux and c{0.
This given, we can prove the linear independence of the collection CO +, & . where H and J are column-strict tableaux and c D j, 1 , D j, 2 {0. Recall that Lemma 3.2 states that the collection of column-strict bideterminants are linearly independent, thus Eq. (3.7) implies that a j =0, a contradiction. Thus the collection CO +, & is linearly independent and forms a basis for R* +, & . K
Thus we have proved Theorem 1.1. It should be noted that there are analogues to Theorem 1.1 for the complex reflection groups as well as an analogue in terms of descent monomials (see [4] ).
