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Introduzione
Questa breve e semplice introduzione e` da considerare come un excursus rispetto
agli argomenti trattati in questa tesi (di per se´ gia` abbastanza eterogenei). Lo scopo
non e` aggiungere alcunche´ alle conoscienze di un qualsiasi potenziale lettore, ma
richiamare alla memoria alcuni concetti di base della meccanica statistica su cui e`
utile porre l’accento prima di iniziare il lavoro di tipo matematico che ci accingiamo
ad affrontare. Infatti concetti prettamente fisici come quelli di stato di equilibrio
di un sistema e di transizione di fase subiranno una metamorfosi quando verranno
trasposti nel linguaggio matematico ed e` importante tener presente qual e` la loro
origine ed il loro significato.
0.1 Termodinamica
Lo scopo della termodinamica e` la descrizione delle proprieta` macroscopiche di un
sistema (ad esempio un gas) per mezzo di osservabili anch’esse macroscopiche (ad
esempio pressione e temperatura). Un numero sufficiente di queste variabili deter-
mina uno stato. Diremo che uno stato e` di equilibrio quando le ossevabili che lo
determinano non cambiano nel tempo. La termodinamica puo` essere completamen-
te assiomatizzata. Noi non ci occuperemo del contenuto tecnico di questa teoria
ma saremo interessati all’interpretazione in termini matematici dei postulati su cui
essa si fonda, di cui diamo ora una rapida descrizione. Scegliamo come variabili
indipendenti pressione e volume.
Definiamo per prima cosa il concetto di equilibrio tra due sistemi: ad ogni cop-
pia di sistemi A e B possiamo associare una funzione fA,B(P1, V1;P2, V2) degli stati
(P1, V1) di A e (P2, V2) di B tale che A e B sono in equilibrio se e solo se
fA,B(P1, V1;P2, V2) = 0 (0.1)
Postulato 1 (Legge Zero) Per ogni sistema esiste uno stato di equilibrio e la
relazione tra sistemi indotta dalla 0.1 e` una relazione di equivalenza.
L’introduzione del postulato zero permette di definire una scala relativa di tem-
perature (rispetto ad un fissato strumento di misura). Infatti se consideriamo tre
sistemi A, B e C in equilibrio tra di loro possiamo scrivere, grazie alla legge zero:
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{
fA,B(P1, V1;P2, V2) = 0
fB,C(P2, V2;P3, V3) = 0
Supponendo che fA,B e fB,C abbiano derivarta non nulla rispetto a P2 possiamo
usare il teorema delle funzioni implicite per esprimere nei due casi P2 in funzione
delle altre variabili {
P2 = ΘA,B(P1, V1;V2)
P2 = ΘB,C(P3, V3;V2)
Assegnando al sistema B il ruolo di termometro possiamo osservare che V2 e`
una quantita` fissa e pertanto esiste una funzione Θ, che chiameremo temperatura
relativa (al termometro B), tale che due sistemi A e C sono in equilibrio se e solo se
Θ(P1, V1) = Θ(P3, V3).
Il primo principio della termodinamica richiede i concetti di processo adiabatico e
di processo quasi statico: il primo e` un processo in cui non viene scambiato calore con
l’esterno il secondo e` un processo che avviene cos`ı lentamente che gli stati intermedi
tra quello iniziale e quello finale si possono considerare di equilibrio. Consideriamo
due stati di un sistema O1 e O2 come due punti nel primo quadrante del piano P, V
e supponiamo che il gas subisca un processo quasi statico per passare dallo stato
iniziale a quello finale. Tale processo apparira` nel piano P, V come una curva Γ che
congiunge i due punti O1 e O2 e il lavoro compiuto dal sistema in questo processo e`
definito da
∆W :=
∫
Γ
PdV (0.2)
Postulato 2 (Prima Legge) 1)Possiamo associare ad ogni sistema una funzione
energia interna U(P, V ) tale che il lavoro compiuto dal sistema per passare dallo
stato iniziale (P1, V1) a quello finale (P2, V2)) attraverso un processo adiabatico e`
dato da
∆W = U(P2, V2)− U(P1, V1) (0.3)
indipendentemente dal processo subito dal sistema nel passaggio di stato.
2)Per un generico processo quasi statico, non necessariamente adiabatico, il la-
voro (definito dalla 0.2) e` diverso dalla variazione di energia interna. Pertanto
definiamo il calore infinitesimo scambiato come la 1-forma differenziale (non esatta)
δQ := PdV + dU. (0.4)
Postulato 3 (Seconda Legge, Formulazione di Kelvin) Non esiste un proces-
so ciclico, ovvero un processo in cui lo stato iniziale coincide con qullo finale, in cui
tutto il calore fornito ad un sistema diventa lavoro.
Tramite il secondo principio e` possibile definire una Temperatura assoluta (svin-
colata da un particolare termometro di riferimento ) che indichiamo con T . Se
prendiamo un processo quasi statico rappresentato da un cammino Γ nel piano P, V
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diciamo che questo processo e` reversibile se il suo stato iniziale puo` essere ottenuto
a partire da quello finale seguendo il cammino inverso −Γ. Il postulato di Kelvin ha
come immediata conseguenza il
Teorema 1 (teorema di Carnot) Per ogni ciclo chiuso reversibile C si ha∮
C
δQ
T
= 0
Il teorema di Carnot afferma che δQT e` una forma esatta, pertanto possiamo
definire una funzione di stato S = S(P, V ) che sia una sua primitiva. La funzione S
prende il nome di Entropia. Quando il ciclo percorso dal sistema non e` reversibile
il teorema di Carnot si generalizza al
Teorema 2 (Diseguaglianza di Clausius) Per ogni cammino chiuso C∮
C
δQ
T
≤ 0
e l’uguaglianza vale se e solo se il ciclo e` reversibile.
Segue dalla diseguaglianza di Clausius che se due stati (P1, V1) e (P2, V2) sono
collegati da un cammino Γ vale la diseguaglianza∫
Γ
δQ
T
≤ S(P2, V2)− S(P1, V1)
per cui possiamo formulare il secondo principio nella forma
Postulato 4 (Legge dell’aumento dell’entropia) 1)Per passaggi di stato rever-
sibili δQT e` il differenziale di una funzione di stato S chiamata entropia.
2)Per processi adiabatici (sistemi isolati) irreversibili l’entropia aumenta.
Concludiamo il paragrafo introducendo l’energia libera di Helmholtz
Ψ := U − TS (0.5)
e l’energia libera d Gibbs
Φ := U − TS + PV (0.6)
Grazie a questi due potenziali termodinamici possiamo dare una terza interessante
formulazione del secondo principio della termodinamica
Proposizione 3 1) Per un sistema meccanicamente isolato a temperatura costante
Ψ non aumenta mai e lo stato di equilibrio di un tale sistema e` un minimo di Ψ.
2)Per un sistema a pressione e temperatura costanti Φ non aumenta mai e per
un tale sistema lo stato di equilibrio e` un minimo di Φ.
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0.2 Meccanica Statistica
Lo scopo della meccanica statistica e` derivare le proprieta` macroscopiche della ma-
teria a partire dalle leggi che governano le sue componenti elementari (particelle).
Descriviamo lo stato microscopico di un sistema composto da N particelle con un
punto (p, q) = (p1, ...pN , q1, ...qN ) ∈ Γ ⊆ R6N , dove Γ indica il sottoinsieme di R6N
dei punti accessibili al sistema.
L’evoluzione del sistema e` determinata dal campo di velocita`
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
dove
H(p1, ...pN , q1, ...qN ) :=
N∑
i=1
(
p2i
2m
+ U(qi)) +
∑
1≤i,j≤N
φ(|qi − qj |) (0.7)
e` l’hamiltoniana classica del sistema che tiene conto dell’interazione di ciascuna
particella con un campo esterno (potenziale U) e della reciproca interazione tra le
singole particelle (il termine φ).
L’approccio di Gibbs e` di fondamentale importanza in meccanica statistica e
ne daremo una rapida presentazione. Consideriamo solo hamiltoniane H indipen-
denti dal tempo in modo che l’energia totale sia conservata. Inoltre supponiamo che
il sistema si trovi in uno stato di equilibrio. In questa situazione e` intuitivamente
chiaro che a molti stati microscopici corrisponde lo stesso stato termodinamico del
sistema. Pertanto fissato un sistema e un suo stato di equilibrio termodinamico
(P, V ) consideriamo la distribuzione in Γ dei punti (p, q) che corrispondono a tale
stato macroscopico.
Distribuzione microcanonica: si ottiene nello spazio Γ quando il sistema ter-
modinamico di partenza e` isolato meccanicamente (volume V fisso) e termicamente
(energia fissa E). In questa situazione lo spazio Γ e` la sottovarieta` ad energia cosante
{(p, q)|H(p, q) = E}
e Gibbs postula che la distribuzione microcanonica sia costante su Γ.
Dm.c.(p, q) =
δ(H− E)∫
Γ δ(H− E)dpdq
. (0.8)
Distribuzione canonica: si ottiene considerando un sistema in equilibrio con
un termostato (quindi con energia variabile ma temperatura T fissata) e con numero
di particelle fissato. In questo caso lo spazio Γ non e` piu` sottoposto al vincolo dell’e-
nergia e il postulato di Gibbs afferma che a tale sistema corrisponde una distribuzione
nello spazio Γ
D(p, q) =
exp(−βH)∫
Γ exp(−βH)dΓ
(0.9)
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dove β = 1kT e k e` la costante di Boltzmann.
Nota
Ricordiamo che la trattazione di Gibbs oltre a fondarsi su questi due postulati as-
sume anche l’esistenza di uno stato di equilibrio. Il problema della giustificazione
matematica del raggiungimento dell’equilibrio e` dibattuto sin dai tempi di Boltz-
mann e tuttora irrisolto. La distribuzione canonica invece puo` essere dedotta sotto
ipotesi particolari (ad esempio per un gas perfetto) a partire da quella microcanoni-
ca, per questo una strada molto percorsa verso la matematizzazione della teoria di
Gibbs consiste nella dimostrazione dell’ipotesi microcanonica per sistemi ad energia
fissata, problema che come vedremo porta dritto al cuore della teoria ergodica.
Il modello microscopico a cui abbiamo rapidamente accennato deve fornire delle
grandezze che corrispondano a quelle termodinamiche osservabili empiricamente. La
quantita` di importanza fondamentale e` la funzione di partizione canonica
Z(N,V, T ) :=
∫
Γ
exp(−βH)dΓ (0.10)
Come primo passo osserviamo che la legge zero e` automaticamente soddisfatta, dato
che abbiamo supposto l’equilibrio. Per verificare la prima legge occorre introdurre
delle grandezze termodinamiche. La media sullo spazio delle fasi di una grandezza
X sara` indicata con
< X >:=
∫
Γ
X(p, q)D(p, q)dΓ (0.11)
dove a seconda del caso D indica la distribuzione microcanonica o quella canonica.
Risulta naturale definire l’energia interna come E :=< H >.
Per quanto riguarda il lavoro fatto sul sistema supponiamo che i potenziali ester-
ni siano parametrizzati da n parametri a1, ...an. Quando questi subiscono una
variazione δa1, ...δan il lavoro delle forze esterne e` dato da
δW = −
n∑
i=1
< −∂H
∂ai
> δai.
Se D = Dm.c. l’energia E dipende solo da a1, ...an ed e` chiaro che δW = δE, in
accordo con la prima legge. Se invece D e` la distribuzione canonica le due quantita`
saranno in generale differenti perche´ E puo` variare anche in funzione di β e definia-
mo δQ := δE − δW .
Per ottenere la seconda legge variamo i parametri ai e β reversibilmente (in mo-
do che il sistema rimanga canonocamente distribuito) e verifichiamo che δQT sia il
differenziale di una funzione di stato (specificata da a1, ...an e da β). Risulta
E =< H >= − ∂
∂β
logZ (0.12)
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e
βδQ = β(δE − δW ) =
n∑
i=1
1
β
∂
∂ai
[−β2 ∂
∂β
(
1
β
logZ)]δai +
1
β
∂
∂β
[−β2 ∂
∂β
(
1
β
logZ)]
che e` un differenziale esatto. Notando che
−β2 ∂
∂β
(
1
β
logZ) =
1
k
∂
∂T
(kT logZ)
e ricordando che in termodinamica dS = δQT , si ha
S =
∂
∂T
(kT logZ) + cost (0.13)
A questo punto, ricordando la relazione dΨ = −PdV − SdT e` facile riconoscere
che Ψ = −kT logZ da cui si possono ottenere le altre quantita` termodinamiche tra-
mite differenziazione.
Nota
La costante in 0.13 e` arbitraria. Puo` essere fissata imponendo un andamento par-
ticolare di S con N . Quello che si richiede e` che S sia una grandezza estensiva,
ovvero
∃ lim
N→∞, N/V=ρ
1
N
S = s(ρ, T )
Poiche´ tale costante in 0.13 puo` essere vista come una costante moltiplicativa per
Z, la proprieta` esensiva vale se ridefiniamo
Z(N,V, T ) :=
1
N !
∫
Γ
exp(−βH)dΓ (0.14)
0.3 Il Modello di Ising
Sicuramente il sistema fisico piu` comune in meccanica statistica e` il gas in un re-
cipiente visto come un insieme di particelle che seguono la dinamica di Newton.
Noi invece saremo interessati alla termodinamica di sistemi magnetici. Per un ma-
gnete scegliamo come variabili termodinamiche indipendenti il campo magnetico H
e la magnetizzazione M . Esiste un’analogia con il piu classico esempio del gas in
un recipiente secondo la quale a P corrisponde H e a V corrisponde −M , per cui
l’espressione dΨ = −PdV − SdT diventa dΨ = HdM − SdT e possiamo scrivere
dΦ = dΨ−HdM −MdH = −MdH − SdT
da cui
M = − ∂Φ
∂H
∣∣∣∣
T
, S = −∂Φ
∂T
∣∣∣∣
H
(0.15)
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Uno dei modello microscopici di base per un magnete e` il cosidetto reticolo di
spin. Descriviamolo per un reticolo bidimensionale, la generalizzazione e` immedia-
ta. Tale modello e` costituito da un reticolo regolare e finito a maglie quadrate ai
cui vertici sono situati degli spinori unitari scalari (ovvero scalari che possono as-
sumere i soli valori +1 e −1). In questo modello gli spinori giocano il ruolo delle
particelle elementari, pertanto lo spazio delle fasi e` {+1,−1}N2 , dove N e` il numero
di verici per lato. Assumiamo che ogni spinore ω(i, j) sia accoppiato con i quattro
immediatamente adiacenti con una costante di accoppiamento J e con un campo
magnetico esterno H. (La posizione dell spinore nel reticolo e` indicata dalle coor-
dinate discrtete (i, j). Una costante di accoppiamento J > 0 corrisponde al caso
ferromagnetico, mentre J < 0 e` associata a comportamento antiferromagnetico).
Risulta che il contributo all’energia totale dato dallo spinore ω(i, j) e` dato da
Jω(i, j)[ω(i− 1, j) + ω(i+ 1, j) + ω(i, j − 1) + ω(i, j + 1)]−Hω(i, j) (0.16)
e l’hamiltoniana del sistema si scrive
H(ω) = −J
∗∑
P,Q
ωPωQ −H
∑
P
ωP (0.17)
dove l’asterisco indica che la somma va effettuata solo su vertici del reticolo P e Q
contigui. Per questo sistema la funzione di partizione canonica si scrive
Z = CN
∑
ω∈{+1,−1}N2
exp(−βH(ω))
dove ω indica una generica configurazione del reticolo e CN tiene conto della pro-
prieta` estensiva. Si verifica che si puo` porre CN = 1. Scomponendo la 0.17 come
H = U − HM , dove U = ∑∗[...] rappresenta l’energia interna e M = ∑ω(i, j) la
magnetizzazione abbiamo
< M >=
∂(kT lnZ(H,N, T ))
∂H
∣∣∣∣
T
e analogamente al caso del gas nella sezione precedente
S =
∂(kT lnZ)
∂T
∣∣∣∣
T
da cui finalmente
Φ = −kT lnZ
che rispecchia le relazioni termodinamiche espresse dalla 0.15.
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0.4 Transizioni di fase e limite termodinamico
Esempi classici di transizioni di fase sono la condensazione del gas in liquido sotto
compressione a temperature sufficientemente basse e la brusca perdita di magne-
tizzazione di un magnete quando questo viene scaldato al di sopra di una certa
temperatura critica. La transizione gas-liquido e` descritta chiaramente dalla figura
1. Le linee in grassetto rappresentano isoterme in cui la pressione P e` espressa in
termini del volume specifico v := V/N . Quello che si osserva e` che quando il gas
viene compresso a fissata temperatura T inferiore alla temperatura critica Tc esso
raggiunge un volume specifico vg dove condensa a pressione costante in un liquido
con volume specifico vl. Per temperature T > Tc il gas non compie mai la condensa-
zione, indipendentemente dalla pressione a cui viene portato. L’isoterma con T = Tc
separa queste due tipologie di comportamento e viene detta isoterma critica. Per
T = Tc i valori vg e vl collassano ad un solo valore vc che individua un punto (Pc, vc)
lungo l’isoterma critica detto punto crtico C. Attorno a C le quantita` termodinami-
che subiscono brusche variazioni, quindi diventa naturale associare alle transizioni
di fase un comportamento non regolare dell’energia libera. Ad esempio muovendosi
lungo l’isocora v = vc si ha che il calore specifico a volume costante
CV :=
∂E
∂T
∣∣∣∣
V
= −T ∂
2Ψ
∂T 2
∣∣∣∣
V
diverge, pertanto Ψ non e` analitica in T nel punto critico.
Del resto e` facile vedere che per un numero finito di particelle N accoppiate tra
di loro tramite φ e per T 6= 0 (β 6=∞) la funzione di partizione canonica
Z(N,V, T ) =
λN
N !
∫
V
...
∫
V
exp
(
− β
∑
1≤i,j≤N
φ
(|qi − qj |))dq1...dqN (0.18)
e` una funzione analitica di T (λN e` il contributo fattorizzato degli integrali gaussiani
negli impulsi). Pertanto per poter parlare di transizioni di fase e` necessario aver
effettuato prima il limite termodinamico.
Per sistemi gassosi si dice che esiste il limite termodinamico se, fissato il volume
specifico v = VN esiste il limite
ψ(v, T ) := lim
N→∞, V
N
=v
1
N
Ψ(V,N, T ) (0.19)
detto energia libera canonica. In tale situazione diremo che un punto singolare (v, T )
per l’energia libera canonica e un punto di transizione di fase.
Per sistemi magnetici la situazione e` molto simile ed e` mostrata in figura 2 dove
sono disegnate delle isoterme a diverse temperature. In tali sistemi una magnetiz-
zazione M e` indotta da un campo magnetico H. Per temperature sotto il valore
critico Tc rimane una magnetizzazione spontanea ±M0 quando il campo viene spento
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Figura 1: La transizione di fase gas-liquido, vedere [2]
M
H
T>Tc
T=Tc
T<Tc
M 0
Figura 2: Isoterme per un sistema magnetico, vedere [2]
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H → 0±, mentre per T > Tc non vi e` magnetizzazione spontanea. Per T = Tc l’iso-
terma critica mostra chiaramente un comportamento singolare (la derivata diverge).
La quantita` che presenta una singolarita` si chiama suscettivita` isotermica
χT :=
∂M
∂H
∣∣∣∣∣
T
= −∂
2Φ
∂T 2
∣∣∣∣∣
T
.
Naturalmente anche in questo caso se prendiamo come esempio la funzione di
partizione canonica del modello di Ising
Z =
∑
µ∈{+1,−1}N2
exp(−βH(µ)) (0.20)
vediamo che questa e` analitica in T (in quanto somma finita di funzioni analitiche),
quindi per parlare di transizioni di fase dobbiamo definire l’energia libera canonica
ψ(H,T ) := lim
N→∞
1
N
Φ(H,N, T ) (0.21)
e identificare i punti di transizione di fase con i punti di non analiticita` di ψ(H,T ).
0.5 Formalismo Termodinamico
In chiusura di capitolo muoviamo i primi passi verso la matematizzazione dei con-
cetti introdotti fin qui presentando un semplice modello probabilistico di sistema
fisico. Prendiamo come spazio delle fasi un insieme finito Ω = {ω1, ...ωn} (ωi sono le
possibili configurazioni che puo` assumere il sistema fisico). Diciamo che uno stato
del sistema e` un vettore di probabilita` µ = {µ(ω1), ...µ(ωn)}, ovvero un vettore tale
che µ(ω1) + ...+ µ(ωn) = 1. Indichiamo con M l’insieme di tutti gli stati.
L’entropia di un tale stato e` definita da H(µ) := −∑ω∈Ω µ(ω) ln(µ(ω)).
Ad ogni configurazione ω ∈ Ω e` associato un valore dell’ energia u(ω) ∈ R in modo
tale che nello stato µ il sistema abbia energia media
∑
ω∈Ω µ(ω)u(ω).
Z(β) :=
∑
ω∈Ω exp(−βu(ω)) indica la funzione di partizione di u.
Chiamiamo Misure di Gibbs gli stati µβ della forma µβ := 1Z(β) exp(−βu(ω)).
Teorema 4 (Principio Variazionale) Ogni misura di Gibbs µβ con β ∈ R sod-
disfa
H(µβ) + µβ = logZ(β) = sup
ν∈M
(
H(ν) + ν(−βu)). (0.22)
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Dimostrazione
Sfruttiamo la concavita` della funzione ϕ(t) := −t log(t)
H(ν) + ν(−βu) = −
∑
ω∈Ω
ν(ω)
(
log ν(ω) + βu(ω)
)
=
∑
ω∈Ω
ν(ω) log
e−βu(ω)
ν(ω)
≤ log
∑
ω∈Ω
ν(ω)
e−βu(ω)
ν(ω)
= logZ(β)
dove vale il segno di uguaglianza se e solo se la funzione ω 7→ exp(−βu(ω))ν(ω) e` costante,
ovvero se e solo se ν = µβ
¤
Note
(1)µβ massimizza H(ν) + ν(−βu) per ν ∈M se e solo se minimizza ν(u)− TH(ν).
Riconoscendo in quest’ultima espressione l’energia libera di Helmoltz possiamo dire
che µβ e` uno stato di equilibrio nel senso della meccanica statistica. Proprio in
ragione di questa analogia nella teoria ergodica i punti estremali del funzionale ν 7→
H(ν) + ν(−βu) vengono chiamati stati di equilibrio.
(2)E’ facile dimostrare che
d
dT
H(µ 1
T
) =
1
T
d
dT
µ 1
T
(u)
quindi, se ci restringiamo a sistemi isolati (su cui non viene fatto lavoro dall’ester-
no), µ 1
T
(u) prende il ruolo dell’energia interna e di conseguenza H(µ 1
T
) corrisponde
all’entropia della meccanica statistica e della termodinamica (ricordare la relazione
dS = δQT ).
In questo semplicissimo schema si puo` gia` parlare di una grandezza che rappre-
senta l’energia libera e di stati che la minimizzano e che hanno la stessa forma della
distribuzione canonica (misure di Gibbs). Ora vogliamo dotare lo spazio degli sta-
ti di una struttura spaziale. Quello che otterremo sara` un modello elementare di
sistema fisico che, nonostante la sua semplicita`, presenta la gran parte delle proble-
matiche che andremo ad affrontare.
Assumiamo che lo spazio delle configurazoni sia della forma Ω = ΣG, dove Σ e` un
insieme finito e G e` un gruppo della forma (Z/NZ)d. Questa ipotesi conferisce a Ω
la struttura di reticolo di spin, in cui gli spinori sono collocati nei vertici del reticolo
(Z/NZ)d e una configurazione ω del sistema e` specificata dal valore di ogni spinore
ω = ([ω]i)i∈(Z/N )d ([ω]i ∈ Σ). Vogliamo che gli stati del sistema siano caratterizzati
da una proprieta` di invarianza spaziale. Per esprimere tale invarianza assumiamo
che G agisca su Ω tramite shift, ovvero intoduciamo un’azione T di G su Ω i cui
elementi sono le traslazioni per elementi di G.
T = {T g|g ∈ G} , [T gω]i = [ω]g+i
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Gli stati invarianti saranno quei vettori di probabilita` ν tali che ν(T gω) = ν(ω) per
ogni g ∈ G e ω ∈ Ω. Indichiamo l’insieme di tutti questi stati con M(T ).
Anche l’energia del sistema deve essere invariante sotto il gruppo G, percio` assumia-
mo che sia della forma
u =
∑
g∈G
ψ ◦ T g
dove ψ : Ω → R e` da interpretare come una densita` di energia. (E’ semplice
riconoscere che le misure di Gibbs µβ = 1Z(β)e
−βu(ω) sono stati invarianti).
Nei paragrafi precedenti abbiamo visto che gli stati di equilibrio sono quelli per cui
l’enegia libera per particella ha un minimo. Il teorema 4 ci porta a scegliere come
variabile termodinamica di riferimento H(ν) + ν(−βu), di cui vogliamo fornire una
versione normalizzata per il numero totale di spinori (vogliamo cioe` costruire una
grandezza intensiva). Si ha
1
|G|
(
H(ν) + ν(−βu)) = 1|G|H(ν) + ν(−βψ)
dove |G| e` la cardinalita` di G. Definendo la pressione di −βψ come
p(−βψ) := sup
ν∈M(T )
1
|G|H(ν) + ν(−βψ) (0.23)
possiamo riformulare il principio variazionale del teorema 4 come
1
|G|H(µβ) + µβ(−βψ) = p(−βψ). (0.24)
Nota
C’e` una leggera differenza tra la pressione come la si intende in meccanica statistica
e la grandezza definita dalla 0.23. Infatti dalla 0.24 possiamo ricavare p(−βψ) =
− 1T
F (µβ)
|G| che puo` essere interpretata come p = − 1T ∂F∂V , dove F (ν) = ν(u) − TH(ν)
indica l’energia libera nello stato ν. La relazione termodinamica che lega pressione
ed energia libera e` invece p = −∂F∂V .
Il modello di Ising che abbiamo introdotto nel paragrafo 0.3 rientra a prima vi-
sta nello schema che abbiamo delineato. Lo spazio delle fasi infatti e` della forma
Ω = {+1,−1}(Z/NZ)2 e ricordando la 0.16 e la 0.17 possiamo scrivere la densita` di
energia come ψ(ω) := J [ω]0
(∑
i=1,2([ω]ei+[ω]−ei)
)
+H[ω]0 (e1 e e2 indicano i gene-
ratori di (Z/NZ)2 e, solo per l’ultima volta, H indica il campo magnetico esterno).
Capitolo 1
Teoria Ergodica
La teoria ergodica e` un settore della matematica che ha ormai raggiunto la sua au-
tonomia, tuttavia i legami con la meccanica statistica sono molto forti ed e` naturale
seguire un approccio che parte proprio dai problemi menzionati nel capitolo prece-
dente. Prendiamo in considerazione per un istante il gas perfetto composto da N
molecole di massa m, con energia totale fissata E, racchiuse in un volume V . Lo
spazio delle fasi Γ e` la sottovarieta` ad energia costante V N ×S3N−1 (abbiamo posto
2mE = 1). Il campo di velocita` hamiltoniano e` a divergenza nulla, quindi la densita`
degli stati ρ e` invariante e fornisce una misura µ su Γ invariante per l’azione del
flusso hamiltoniano. Il problema centrale della meccanica statistica e` esprimere le
variabili macroscopiche come medie di quelle microscopiche. Prima ancora di in-
traprendere il calcolo di tali medie bisogna giustificare la loro interpretazione come
valori da attribuire a delle osservabili. Se osserviamo che in un processo di misura
il sistema fisico interagisce con uno strumento di misura per un intervallo di tempo
finito (diciamo T ) siamo portati a concludere che il valore misurato di un’osservabile
ϕ non e` da intendere come valore assunto in un dato istante, ma come una media
temporale del tipo
1
T
∫ T
0
ϕ(St(x))dt. (1.1)
Il calcolo di tali medie e` ovviamente impossibile perche´ richiede di risolvere le equa-
zioni del moto e di misurare le condizioni iniziali del sistema. Per aggirare il problema
Boltzmann sugger`ı che durante la misura il sistema potesse percorrere una traiet-
toria che ”toccasse tutti i punti dello spazio Γ” e che quindi si potesse sustituire la
media temporale con una media di ensemble∫
Γ
f(x)ρ(x)dΓ. (1.2)
L’ipotesi che corrisponde all’uguaglianza delle due medie va sotto il nome di ipotesi
ergodica ed ha diverse formulazioni equivalenti (Boltzmann ad esempio uso` per la
prima volta il nome ergodica per designare una sottovarieta` ad energia costante su
cui non esistono integrali primi del moto indipendenti dall’energia). I problemi che
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abbiamo sollevato in poche righe (principalmente l’esistenza del limite pet T →
∞ nella 1.1 e l’applicabilita` dell’ipotesi ergodica) motivano la nascita della teoria
ergodica, di cui illustreremo ora i concetti di base.
1.1 Il Teorema di Birkhoff
Il termine sistema dinamico esprime qualcosa che evolve nel tempo e certamente
e` nato per designare azioni di Z o R su un qualche spazio delle fasi. In quanto
segue pero` saremo interessati alle azioni piu` generali dei gruppi Zd e dei semigruppi
Zd+ := {(n1, ..., nd)
∣∣ni ≥ 0} anche per d > 1. Si presentano azioni di questo tipo
quando piu` mappe che commutano T1, ..., Tm agiscono sullo stesso spazio delle fasi
X nel modo seguente
Zd ×X → X
(g, x) 7→ T g1 ◦ ... ◦ T gd(x).
I reticoli di spin rientrano in questo schema. Nel caso dei reticoli le mappe Ti sono
le traslazioni lungo le direzioni del reticolo, che ovviamente commutano tra loro.
La nozione di base in teoria ergodica e` quella di sistema dinamico misurabile, che
andiamo a introdurre.
Definizione 5 (Azione di un Gruppo) Sia G un gruppo (ad esempio Zd) e sia
X un insieme. Un’azione di G su X e` un isomorfismo di G nel gruppo delle bigezioni
di X. Se T := {T g : X → X bigettiva ∣∣ g ∈ G} e` l’immagine di tale isomorfismo,
valgono la proprieta`:
(a)T g+h = T g ◦ T h
(b)T 0 = IdX
(c)∀T g ∈ T ∃(T g)−1 = T−g per la proprieta` (a).
D’ora in poi useremo sempre il termine azione per indicare l’insieme immagine
T := {T g : X → X bigettiva ∣∣ g ∈ G}, per cui diremo che un’azione di G su X e` un
gruppo di bigezioni.
Se G e` solo un semiguppo, ovvero non necessariamente un suo elemento ha inverso
(ad esempio Zd+), un’azione di G su X e` un semigruppo di trasformazioni di X per
cui valgono solo le proprieta` (a) e (b).
Definizione 6 Sia (X,B, µ) uno spazio di probabilita` e G un gruppo o un semi-
gruppo.
• Un’azione T := {T g ∣∣ g ∈ G} di G su X si dice misurabile se T g : X → X e`
misurabile secondo B per ogni g ∈ G.
• Un’azione T := {T g ∣∣ g ∈ G} conserva la misura µ se T gµ = µ per ogni g ∈ G,
dove T gµ e` definita da T gµ(A) := µ(T−g(A)) per ogni A ∈ B.
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Nota
Quando G e` un gruppo e g ∈ G sia T g che T−g devono essere B-misurabili e
conservare la misura. Gli elementi di T si dicono allora bimisurabili.
Definizione 7 (Sistema Dinamico Misurabile) Un sistema dinamico misura-
bile e` dato da una quaterna (X,B, µ, T ) dove (X,B, µ) e` uno spazio di probabilita` e
T e` un’azione misurabile di Zd o Zd+ su X che conserva la misura.
Definizione 8 Una funzione misurabile f : X → R e` T -invariante mod-µ se f ◦
T g = f µ-q.o. per ogni g ∈ G. Un insieme A ∈ B e` T -invariante mod-µ se
µ(T gA4A) = 0 per ogni g ∈ G. Definiamo Iµ(T ) := {A ∈ B | µ(T gA4A) =
0 ∀ g ∈ G} che risulta essere una σ-algebra.
Nota
Una funzione f : X → R e` invariante se e solo se e` Iµ(T )-misurabile.
• Per enunciare il teorema di Birkhoff e` comodo introdurre la seguente notazione:
per n ∈ N , G = Zd o G = Zd+ definiamo
Λn := {g = (g1, ..., gd)
∣∣ |gi| < n ∀i = 1, ..., n} e λn := |Λn|.
Teorema 9 (Teorema Ergodico di Birkhoff) Sia (X,B, µ, T ) un sistema dina-
mico misurabile. Per ogni f ∈ L1µ esiste una funzione f̂ ∈ L1µ, misurabile rispetto a
Iµ(T ), tale che
∃ lim
n→∞
1
λn
∑
g∈Λn
f ◦ T g(x) = f̂(x) (1.3)
µ-q.o. x ∈ X. Inoltre la convergenza avviene anche in L1µ e per ogni A ∈ B si ha∫
A
fdµ =
∫
A
f̂dµ. (1.4)
Nota
La proprieta` di essere una funzione Iµ(T )-misurabile tale che
∫
A fdµ =
∫
A f̂dµ per
ogni A ∈ Iµ(T ) ha un nome: si dice che f̂ e` una versione di f condizionata a Iµ(T )
e si indica con f̂ = Eµ[f |Iµ(T )].
Anziche´ illustrare la dimostrazione di questo teorema, che e` un po’ troppo lunga
(se ne puo` trovare una in [7]), e` preferibile fare alcune osservazioni. Partiamo dal
Lemma 10 Se il teorema e` dimostrato per Zd+ allora e` dimostrato anche per Zd.
Dimostrazione
Sia T := {T g ∣∣ g ∈ Zd} un’azione di Zd. Per ogni σ ∈ {+1,−1}d indichiamo con
Tσ := {T gσ | g ∈ Zd+} l’azione di Zd+ definita da T gσ := T (σ1g1,...,σdgd). Applicando il
teorema alle azioni Tσ di Zd+ otteniamo le somme di Birkhoff f̂σ = Eµ[f |Iµ(Tσ)].
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Poiche´ per ipotesi tutte le trasformazioni T g ∈ T sono bimisurabili e conservano
la misura, allora un insieme A ∈ B e` Tσ-invariante mod-µ se e solo se e` T -invariante
mod-µ. Quindi tutte le σ-algabre Iµ(Tσ) coincidono mod-µ con Iµ(T ) e si ha f̂σ =
Eµ[f |Iµ(T )] per ogni σ ∈ {+1,−1}d.
Distinguiamo Λn, la n-scatola di Zd, dalla n-scatola di Zd+, che indichiamo con
Λ+n . Definiamo anche λ
+
n := |Λ+n |. Se fosse vero che∑
g∈Λn
f ◦ T g =
∑
σ
∑
g∈Λ+n
f ◦ T g (1.5)
ovvero
1
λn
∑
g∈Λn
f ◦ T g = λ
+
n
λn
∑
σ
1
λ+n
∑
g∈Λ+n
f ◦ T g (1.6)
otterremmo che esiste il limite per n→∞ di 1λn
∑
g∈Λn f ◦T g uguale a Eµ[f |Iµ(T )],
infatti per n→∞ abbiamo che λ+nλn → 12d e 1λ+n
∑
g∈Λ+n f ◦T g → f̂σ = Eµ[f |Iµ(Tσ)] =
Eµ[f |Iµ(T )].
Purtroppo le due espressioni sopra sono diverse perche´ in
∑
σ
∑
g∈Λ+n f ◦ T g
vengono contati 2 volte i termini T g con una coordinata di g uguale a zero e in
generale 2k volte i termini T g con k coordinate di g uguali a zero.
Ciononostante l’esistenza del limite vale comunque, vediamo come: i termini
in eccesso nel membro a destra dell’uguale della 1.5 possono essere raggruppati in
somme su n-scatole come Λ+n ma di dimensione d
′ < d. Per diventare somme di
Birkhoff queste somme devono essere normalizzate per il numero di elementi della
n-scatola a cui appartengono, che va come 1
nd′
. Con tale normalizzazione le somme
in eccesso convergono ad un limite finito.
Il risultato e` che quando dividiamo tutta l’espressione a destra dell’uguale nella
refse per 1λn (che va come
1
nd
) tutti i termini in eccesso vengono smorzati per un
fattore che va come n
d′
nd
e quindi tendono a zero.
¤
Osservazione
Ponendo nell’enunciato del teorema ergodico d = 1, alla luce del lemma precedente
e` chiaro che esiste il limite
lim
n→∞
1
2n− 1
n−1∑
g=−n+1
f ◦ T g = lim
n→∞
1
n
n−1∑
g=0
f ◦ T g = lim
n→∞
1
n
0∑
g=−n+1
f ◦ T g
quindi vediamo che il problema dell’esistenza delle medie temporale e` risolto in
piena generalita` per tutti i sistemi dinamici misurabili, in particolare per il modello
microscopico hamiltoniano della meccanica statistica.
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1.2 Ergodicita` e mescolamento
Risolto il problema dell’esistenza delle medie temporali vediamo cosa significa im-
porre che esse coincidano con quelle di insieme.
Definizione 11 Il sistema dinamico misurabile (X,B, µ, T ) si dice ergodico se per
tutti gli insiemi T -invarianti A ∈ Iµ(T ) si ha µ(A) = 0 oppure µ(A) = 1.
Lemma 12 Sono fatti equivalenti:
(1)(X,B, µ, T ) e` ergodico.
(2)Per p ∈ [1,∞], se f ∈ Lpµ e` T -invariante modµ, allora f e` costante quasi ovun-
que.
(3)f̂ =
∫
fdµ per tutte le f misurabili con f+ ∈ L1µ.
(4)Per tutti gli A,B ∈ B
lim
n→∞
1
λn
∑
g∈Λn
µ(T−gA ∩B) = µ(A)µ(B). (1.7)
(5)Se ν e` un’altra misura di probabilita` T -invariante tale che ν ¿ µ, allora ν = µ.
Per la dimostrazione vedere [7].
Definizione 13 Il sistema dinamico misurabile (X,B, µ, T ) si dice mescolante se
∀ε > 0 ∃n0 > 0 tale che ∀g ∈ G\Λn0 si ha |µ(T−gA ∩B)− µ(A)µ(B)| < ε.
Scriviamo con notazione abbreviata:
lim
g∈G
µ(T−gA ∩B) = µ(A)µ(B). (1.8)
Nota
Grazie al lemma 12 e` immediato riconoscere che un sistema dinamico (X,B, µ, T )
mescolante e` ergodico.
Lemma 14 Sono fatti equivalenti:
(1)(X,B, µ, T ) e` mescolante.
(2)Per tutte le funzioni f, h ∈ L2µ si ha:
lim
g∈G
∫
X
(f ◦ T g) · hdµ =
∫
X
fdµ
∫
X
hdµ. (1.9)
(3)Per tutte le funzioni f ∈ L2µ si ha:
lim
g∈G
∫
X
(f ◦ T g) · fdµ = ( ∫
X
fdµ
)
. (1.10)
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Per la dimostrazione vedere [7].
Osservazioni
La proprieta` (2) del lemma precedente afferma che f ◦ T g converge debolmente in
L2µ a
∫
fdµ (ricordiamo che L2µ e` il duale di se stesso). La quantita` Cf,h(g) :=∫
X(f ◦ T g) · hdµ −
∫
X fdµ
∫
X hdµ si chiama funzione di correlazione tra f e h (e`
una funzione definita sul gruppo G). Possiamo interpretare la proprieta` del mescola-
mento espressa dalla 1.8 dicendo che la dinamica rende asintoticamente indipendenti
due eventi qualsiasi. Il lemma precedente afferma che questa indipendenza asintoti-
ca equivale al decadimento delle correlazioni (o della autocorrelazioni) delle funzioni
L2µ.
Osserviamo infine che si passa dalla 1.8 alla 1.7 sostituendo µ(T−gA ∩ B) con
1
λn
∑
g∈Λn µ(T
−gA ∩ B) e analogamente dalla 1.10 all’enunciato (3) del lemma 12
sostituendo f ◦T g con 1λn
∑
g∈Λn f ◦T g. Esprimiamo questo parallelismo dicendo che
le proprieta` dei sistemi mesolanti diventano vere per i sistemi ergodici sostituendo
alle espressioni asintotiche le loro medie asintotiche sul gruppo G.
Esempio 15 (Rotazioni su S1) Sia X = S1 = {z ∈ C | |z| = 1} e per a ∈
[0, 1] Ta : X → X definita da Ta(z) = e2piiaz. Chiaramente Ta e` bimisurabile e
conserva la misura, pertando definisce un sistema dinamico misurabile (S1,B, dz, Ta).
Per determinare le proprieta` ergodiche di Ta sviluppiamo in serie di Fourier una
generica f ∈ L2µ: f(z) =
∑
n∈Z fnz
n. In serie di Fourier l’azione di Ta prende la
forma f(T ka (z)) =
∑
n∈Z fne
2piikna. L’invarianza di f rispetto a Ta e` equivalente a
fn(1 − e2piian) = 0 per ogni n 6= 0. Pertanto, usando la (2) del lemma 12 vediamo
che 
Ta e` ergodica
⇔ tutte le funzioniL2µ Ta-invarianti sono costanti mod-µ
⇔ 1− e2piian 6= 0 per ogni n ∈ Z\{0}
⇔ a ∈ R\Q.
Pertanto se a ∈ Q allora Ta non e` nemmeno ergodica. In generale Ta non e` mesco-
lante per ogni scelta di a. Per dimostrarlo scegliamo f(z) := z + 1z , per la quale∫
fdz = 0, ma∫
(f ◦ T ka ) · fdz =
∫
(e2piiaz + e−2piia
1
z
)(z +
1
z
)dz = e2kpiia + e−2kpiia = cos(ka)
e chiaramente l’ultima espressione non tende a zero per |n| → ∞.
1.3 Entropia
Raramente la conoscenza che abbiamo di un processo e` esatta: e` ragionevole pensare
che in realta` distinguiamo solo tra classi di equivalenza di stati simili tra loro. Questo
porta al concetto di partizione e noi vogliamo dare una definizione di informazione
legata ad una partizione dello spazio delle fasi. Dal concetto di informazione si passa
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a quello di entropia di una partizione. Quando un gruppo agisce sul nostro spazio
delle fasi la partizione in cui esso e` decomposto viene frammentata in partizioni via
via piu` complesse. Di questa complessita` crescente tiene conto l’entropia, che andra`
aumentando in questo processo di frammentazione e raffinamento dell’informazione.
Un opportuno procedimento di limite ci consentira` di legare ad un sistema dinamico
una quantita` detta entropia di Kolmogorov-Sinai.
1.3.1 Entropia di partizioni
Definizione 16 Sia (X,B, µ) uno spazio di probabilita`.
• Una partizione di X e` una famiglia α = {Ai}i∈I di insiemi misurabili tali che
(1)Ai ∩Aj = ∅ se i 6= j.
(2)
⋃
i∈I Ai = X
(3)µ(Ai) > 0.
• Una partizione mod-µ di X e` una famiglia α = {Ai}i∈I di insiemi misurabili tali
che
(1)µ(Ai ∩Aj) = 0 se i 6= j.
(2)µ(X\⋃i∈I Ai) = 0
(3)µ(Ai) > 0.
• Ogni singolo insieme misurabile di una partizione o di una partizione mod-µ viene
anche detto atomo.
• Date due partizioni α e β (o due partizioni mod-µ) il loro raffinamento comune e`
la partizione
α ∨ β := {A ∩B | A ∈ α,B ∈ β, µ(A ∩B) > 0}.
• Due partizioni α e β (o due partizioni mod-µ) si dicono indipendenti se µ(A∩B) =
µ(A) · µ(B) per ogni coppia A ∈ α e B ∈ β.
Una partizione permette di dare una descrizione approssimata dello stato di un
sistema. Vogliamo introdurre la nozione di informazione associata ad una partizione.
L’idea e` che invece di osservare precisamente lo stato x ∈ X in cui si trova il sistema
ci accontentiamo di osservare l’indice i(x), dove Ai(x) e` l’atomo della partizione a
cui appartiene x. E’ naturale imporre come richiesta che l’informazione data dalla
conoscenza di Ai(x) sia tanto maggiore quanto piu` piccola e` la misura dell’insieme
Ai(x). Inoltre ci aspettiamo che l’informazione ottenuta dal raffinamento di due
partizioni indipendenti sia la somma delle informazioni. Osservando che le uniche
funzioni continue I : [0, 1] → R tali che I(xy) = I(x)I(y) sono i logaritmi siamo
portati alla
Definizione 17 • L’informazione della partizione α di X e` data da:
Iα(x) := −
∑
A∈α
lnµ(A)χA(x) (1.11)
dove χA indica la funzione caratteristica dell’insieme A.
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• L’entropia di α e` il valore medio dell’informazione
H(α) :=
∫
X
Iαdµ = −
∑
A∈α
µ(A) lnµ(A). (1.12)
Per partizioni mod-µ le definizioni di informazione ed entropia sono le stesse.
Nota
µ(A) ∈ (0, 1) ∀ A ∈ α, pertanto Iα ≥ 0 e H(α) ≥ 0.
Ora vogliamo descrivere l’incremento dell’informazione che si ottiene tramite una
partizione quando gia` si conosce qualcosa sullo stato di un sistema dinamico (X,B, µ, T ).
Quello che gia` sappiamo puo` essere rappresentato da una σ-algebra F ⊂ B, nel senso
che per ogni x ∈ X e F ∈ F sappiamo dire se x ∈ F . Prima di continuare e` utile
premettere il seguente
Lemma 18 Sia α una partizione (o una partizione mod-µ) e sia F una sotto σ-
algebra di B. Allora µ(A|F)(x) > 0 per µ-quasi ogni x ∈ X.
Dimostrazione
Per A ∈ α consideriamo l’insieme FA := {x ∈ X | µ(A|F) = 0}. Per definizione
FA ∈ F e
µ(A ∩ FA) =
∫
FA
χAdµ =
∫
FA
µ(A|F) = 0
e quindi µ(A|F) > 0 µ-quasi ovunque su A.
¤
Una delle proprieta` fondamentali che caratterizza una partizione (o una parti-
zione mod-µ) e` che i suoi atomi hanno tutti misura positiva. Questo si rivela utile
perche´ nella definizione di informazione si prende il logaritmo della misura degli ato-
mi. E’ chiara quindi l’utilita` del lemma appena dimostrato, grazie al quale possiamo
comporre la funzione µ(A|F) con il logaritmo per arrivare alla
Definizione 19 (Informazione ed entropia condizionata) Sia F ⊂ B una σ-
algebra e sia α una partizione mod-µ.
L’informazione condizionata di α data F e`
Iα|F := −
∑
A∈α
lnµ(A|F)(x)χA(x). (1.13)
L’entropia condizionata di α data F e`
H(α|F) :=
∫
Iα|Fdµ = −
∑
A∈α
ln
(
µ(A|F)) · µ(A|F)dµ. (1.14)
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Osservazioni
(1)Per la probabilita` condizionata vale µ{x ∈ A | µ(A|F)(x) ∈ R\[0, 1]} = 0, per-
tanto Iα|F ≥ 0 µ-quasi ovunque e quindi H(α|F) ≥ 0.
(2)Se F e` banale mod-µ, cioe` µ(F ) = 0 o µ(F ) = 1 per ogni F ∈ F , allora
Iα|F = Iα µ-quasi ovunque e H(α|F) = H(α). Questo si vede osservando che
Iα|F − Iα = −
∑
A∈α ln
µ(A|F)
µ(A) · χA e che se F e` banale la probabilita` condizionata
µ(A|F) e` la funzione costante µ(A).
(3)Se F = B mod-µ, cioe` per ogni A ∈ B si ha µ(A|F) = χA µ-quasi ovunque, allora
Iα|F = 0 µ-quasi ovunque e H(α|F) = 0.
Nota
Solitamente per una partizione α si usa indicare con σ(α) la σ-algebra generata da
α. Per comodita` noi aboliremo fin da ora questa notazione e per una generica σ-
algebra F scriveremo α∨F anziche´ σ(α)∨F e per un altra partizione β scriveremo
α|β anziche´ α|σ(β).
Per i conti che faremo con l’informazione e l’entropia condizionate e` utile il
seguente
Lemma 20 (Regola di addizione per l’informazione) Siano α e β partizioni
mod-µ di X e sia F una sotto σ-algebra di B. Allora
Iα∨β|F = Iβ|α∨F + Iα|F µ-quasi ovunque (1.15)
Dimostrazione
Vedere [7].
¤
E’ forse ancora piu` utile il
Corollario 21 Nelle ipotesi del teorema precedente
(1)Iα∨β = Iβ|α + Iα µ-quasi ovunque.
(2)H(α ∨ β|F) = H(α|F) +H(β|α ∨ F).
(3)H(α ∨ β) = H(α) +H(β|α).
(4)H(α) ≤ H(β) +H(α|β).
Dimostrazione
Alla luce del teorema precedente (1) e` ovvia perche´ per ogni funzione boreliana f
(misurabile rispetto alla σ−algebra B dei boreliani) si ha µ(f |B) = f .
(2) Segue dal teorema precedente integrando in dµ.
(3) Si integra la (1) in dµ.
(4) H(α) = H(α ∨ β)−H(β|α) ≤ H(α ∨ β) = H(β) +H(α|β).
¤
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Definizione 22 Una partizione mod-µ α e` piu` fine di β se ogni atomo di β e` unione
mod-µ di atomi di α. In questo caso scriveremo α º β.
Due partizioni mod-µ α e β per cui α º β e β º α si dicono equivalenti. Tale
relazione di equivalenza si indica con α ≈ β.
Per partizioni in senso stretto α e β le definizioni date sopra sono le stesse.
Lemma 23 Per due partizioni mod-µ (o due partizioni in senso stretto) α e β
β º α⇔ α ∨ β ≈ β ⇔ H(α|β) = 0. (1.16)
Dimostrazione
La prima equivalenza e` ovvia. Per ottenere la seconda scriviamo
H(α|β) =
∑
A∈α,B∈β
ϕ(µ(A|B)) · µ(B).
Poiche´ per ogni A e B si ha ϕ(µ(A|B)) ≥ 0, dove il segno di uguaglianza vale se e
solo se µ(A|B) ∈ {0, 1}, vediamo che
H(α|β) = 0⇔ µ(A|B) ∈ {0, 1} ∀A ∈ α,B ∈ β ⇔ β º α.
¤
1.3.2 Entropia di sistemi dinamici
Vogliamo estendere le definizioni date nel paragrafo precedente al caso in cui su un
dato spazio di probabilita` (X,B, µ) interviene un’azione T dei gruppi G = Zd o
G = Zd+ che conserva la misura µ, ovvero vogliamo dare la definizione di entropia di
un sistema dinamico (X,B, µ, T ). Introduciamo delle notazioni utili.
• Sia α una partizione mod-µ di X e sia g ∈ G. Definiamo la partizione con-
troimmagine come T−gα := {T−g(A) | A ∈ α}. Se α e` una partizione in senso
stretto allora lo e` anche T−gα.
• Sia Λ ⊂ G un sottoinsieme finito. Indichiamo con αΛ := ∨g∈Λ T−gα il raffi-
namento comune di tutte le partizioni mod-µ T−gα, g ∈ Λ. Anche in questo caso
se α e` una partizione in senso stretto allora lo e` anche αΛ.
• Per un sottoinsieme infinito G˜ ⊂ G indichiamo con αG˜ la σ-algebra generata
da tutti gli insiemi T−gA, A ∈ α, g ∈ G˜.
Teorema 24 Sia (X,B, µ, T ) un sistema dinamico misurabile, e sia α una parti-
zione mod-µ di X con H(α) <∞. Allora esiste
h(α, T ) := lim
n→∞
1
λn
H(αΛn) = inf
n>0
1
λn
H(αΛn). (1.17)
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Il limite in 1.17 e` l’entropia di (X,B, µ, T ) relativamente alla partizione (mod-)µ α.
Se H(α) =∞, allora H(αΛn) =∞ per ogni n e quindi h(α, T ) =∞.
Dimostrazione
Vedere [7]
¤
Un’azione T di Zd puo` essere ristretta ad un’azione T + di Zd+ ed e` interessante
chiedersi quando h(α, T +) = h(α, T ).
Corollario 25 Se valgono le ipotesi del teorema precedente, allora
h(α, T +) = h(α, T ).
Dimostrazione
Definiamo Λ+n := {g ∈ Zd | 0 ≤ gi < n ∀i = 1, ..., d} e 1 := (1, ..., 1) ∈ Zd. Allora
H(αΛn) = H(T−(n−1)1αΛ
+
2n−1) = H(αΛ
+
2n−1).
Infine basta osservare che |Λn| = |Λ+2n−1|.
¤
Nota
Per d = 1 l’azione T + = {Tn | n ∈ N} e` generata da una sola trasformazione T di
X e l’entropia di una partizione (mod-µ) e` data da
h(α, T ) := lim
n→∞
1
n
H(α ∨ T−1α ∨ ... ∨ T−(n−1)α).
Se la trasformazione T e` invertibile, allora T + si puo` pensare come la restrizione a
Z+ di un’azione T di Z e grazie al corollario precedente si puo` scrivere
h(α, T ) = h(α, T+) = h(α, T ) = h(α, T−1).
L’introduzione di una partizione e` servita per poter usufruire dei risultati del pa-
ragrafo precedente ma rappresenta chiaramente un’operazione arbitraria. Come ci si
aspetta ora vogliamo svincolare il concetto di entropia da una particolare partizione.
Questa necessita` porta alla
Definizione 26 (Entropia di Kolmogorov-Sinai) L’entrpia del sistema dinami-
co misurabile (X,B, µ, T ) e` data da
hT (µ) := sup{h(α, T ) | α e` una partizione finita} (1.18)
Se d = 1 e T descrive l’evoluzione temporale di un sistema l’entropia hT (µ)
rappresenta la massima informazione per unita` di tempo che un osservatore puo`
ottenere se guarda un sistema tramite una partizione finita. In realta` la richiesta che
α sia finita non e` vincolante, infatti vale il teorema seguente, che non dimostreremo
(vedere [7]).
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Teorema 27 Per un sistema dinamico misurabile (X,B, µ, T ) vale
hT (µ) := sup{h(α, T ) | H(α) <∞}.
La definizione data dalla 1.18 e` piu` generale della 1.17 ma sicuramente e` piu`
scomoda quando si tratta di andare a calcolare l’entropia di un sistema. Pertanto e`
interessantre scoprire se esistono misure estremali e capire quali sono queste misure
privilegiate. Una condizione sufficiente per realizzare l’estremo superiore e` data dalle
seguente
Definizione 28 • Sia α una partizione mod-µ di X. Diciamo che α e` un genera-
tore mod-µ per (X,B, µ, T ) se
αG = B mod-µ. (1.19)
• Una partizione α di X e` un generatore per l’azione T su (X,B) se l’equazione
1.19 e` soddisfatta per ogni misura di probabilita` µ T -invariante.
Per finire otteniamo un modo per calcolare l’entropia di Kolmogorov-Sinai per
sistemi dinamici tramite il seguente teorema, che non dimostriamo
Teorema 29 (Kolmogorov-Sinai) Se α e` un generatore mod-µ per (X,B, µ, T )
e se H(α) <∞, allora hT (µ) = h(α, T ).
1.3.3 Entropia come funzione
Il significato di quest’ultimo breve paragrafo sull’entropia sara` chiaro nel prossimo
capitolo, quindi per capire innanzitutto il filo logico che collega gli argomenti di
questa tesi non creera` problemi rimandare la lettura fino ad allora. L’idea e` che non
siamo interessati a calcolare l’entropia di una misura fissata ma piuttosto ad usare
l’entropia come uno strumento per selezionare delle misure particolari.
Definizione 30 Fissato lo spazio di misura (X,B), indichiamo con M l’insieme di
tutte le misure di probabilita` su (X,B). Data l’azione B-misurabile T , indichiamo
con M(T ) := {µ ∈ M | Tµ = µ ∀T ∈ T } l’insieme di tutte le misure di probabilita`
T -invarianti.
Teorema 31 Sia α una partizione finita di X. Le due applicazioniM(T )→ [0,∞]
µ 7→ h(µ, α, T ) e µ 7→ hT (µ) (1.20)
sono affini per combinazioni convesse.
Dimostrazione
Siano a, b ≥ 0 con a+ b = 1 e siano µ, ν ∈M(T ). Poiche´ la funzione ϕ(t) := −t ln t
e` concava, per ogni B ∈ B si ha
0 ≤ ϕ(aµ(B) + bν(B))− aϕ(µ(B))− bϕ(ν(B))
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= −aµ(B)[ ln(aµ(B) + bν(B))− ln(aµ(B))]
−bν(B)[ ln(aµ(B) + bν(B))− ln(bν(B))]
−µ(B)a ln a− ν(B)b ln b
≤ −µ(B)a ln a− ν(B)b ln b
Chiaramente aµ+ bν ∈M(T ). Sommando su tutti i B ∈ αΛn e usando la 1.18 si ha
0 ≤ Haµ+bν(αΛn)− aHµ(αΛn)− bHν(αΛn) ≤ −a ln a− b ln b ≤ ln 2
Dividendo l’ultima equazione per Λn o prendendo il limite per n→∞ otteniamo
h(aµ+ bν, α, T ) = ah(µ, α, T ) + bh(ν, α, T )
ovvero µ 7→ h(µ, α, T ) e` affine per combinazioni convesse.
Ricordando che hT (µ) e` l’estremo superiore dei valori di h(µ, β, T ) su tutte le parti-
zioni finite β, prendiamo tre successioni di partizioni finite {αn}n∈N, {βn}n∈N, {γn}n∈N
tali che
hT (µ) = lim
n→∞h(µ, αn, T ),
hT (ν) = lim
n→∞h(ν, βn, T ),
hT (aµ+ bν) = lim
n→∞h(aµ+ bν, γn, T ).
Sia δn := αn∨βn∨γn. Una tale δn e` piu` fine di αn, βn e γn, pertanto usando la 1.16
il corollario 21 abbiamo che
h(µ, δn, T ) ≥ h(µ, αn, T ),
h(ν, δn, T ) ≥ h(ν, βn, T ),
h(aµ+ bν, δn, T ) ≥ h(aµ+ bν, γn, T ),
ma siccome i tre membri a destra tendono ai rispettivi estremi superiori, allora
devono tendere agli stessi limiti anche i tre membri di sinistra, pertanto
hT (µ) = lim
n→∞h(µ, δn, T ),
hT (ν) = lim
n→∞h(ν, δn, T ),
hT (aµ+ bν) = lim
n→∞h(aµ+ bν, δn, T ).
Ma abbaimo gia dimostrato che µ 7→ h(µ, α, T ) e` affine per combinazioni convesse,
pertanto lo e` anche µ 7→ hT (µ).
¤
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1.4 Sistemi di Bernoulli
In questo paragrafo descriviamo una classe di sistemi dinamici che, nonostante la
loro semplicita`, permettono di ottenere risultati non banali in diverse situazioni.
Sia Σ := {σ1, ..., σm} un insieme finito.
Sia Ω := ΣG, dove G = Zd o G = Zd+. Indichiamo con w un generico elemento di Ω.
Possiamo immaginare w come una successione generalizzata.
Possiamo definire un’azione T = {T g|g ∈ G} di G su Ω tramite le traslazioni nelle
direzioni del reticolo ponendo (T gw)i = wi+g per ogni g ∈ G (dove (w)i indica la
coordinata i−esima della successione w).
Introduciamo la famiglia degli insiemi cilindrici, o piu` brevemente cilindri. Per
n ∈ N e σ ∈ ΣΛn sia
[σ]n := {w ∈ Ω|wg = σg per ogni g ∈ Λn}
il cilidro n−esimo associato a σ. Sia
Cn := {[σ]n|σ ∈ ΣΛn}
e poniamo infine
C :=
⋃
n∈N
Cn.
Mettiamo su Σ la topologia discreta e su Ω la topologia prodotto indotta. Sia B la
σ−algebra dei boreliani di Ω. Si verifica facilmente che C, la famiglia dei cilindri di
Ω, genera tutti gli insiemi boreliani.
Passiamo ora a definire una misura su (Ω,B).
Sia (q1, ...qm) un vettore di probabilita`, ovvero un vettore tale che 0 ≤ qi ≤ 1 per
ogni i = 1...m e che q1 + ...+ qm = 1. Definiamo l’applicazione
µ : C → R+; µ([σ]n) :=
∏
g∈Λn
qσg .
Si verifica facilmente che per ogni [σ]n ∈ C si ha µ(T g[σ]n) = µ([σ]n) per ogni g ∈ G
e si puo` dimostrare che µ si estende in modo unico ad una misura di probabilita`
T −invariante su (Ω,B), che indichiamo ancora con µ, detta Misura di Bernoulli.
Proposizione 32 (Ω,B, µ, T ) e` un sistema dinamico mescolante, quindi ergodico.
Idea della dimostrazione
Dati due cilindri A,B ∈ C possiamo sempre trovare k ∈ N tale che, quando |gi| > k
per tutti gli i = 1...d, le coordinate a valori fissati di T−gA e B sono insiemi disgiunti
(basta prendere k maggiore delle lunghezze di A e di B). Allora T−gA e B sono
indipendenti. I dettagli si trovano in [7].
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¤
Proposizione 33 Se µ e` la Misura di Bernoulli associata al vettore di probabilita`
(q1, ...qm), allora l’entropia di (Ω,B, µ, T ) e`
hT (µ) = −
m∑
i=1
qi log qi.
Dimostrazione
La partizione α := {[w0 = 1], ..., [w0 = d]} genera l’insieme di tutti i cilindri, quin-
di la σ−algebra dei boreliani. Allora hT (µ) = hT (µ, α). Inoltre α e T−gα sono
indipendenti per ogni g 6= 0, allora per ogni k si ha
H(αΛk) =
∑
g∈Λk
H(T−gα)
quindi
hT (µ, α) = H(α) = −
m∑
i=1
qi log qi
perche´ µ
(
[w0 = i]
)
= qi per ogni i = 1, ..., d.
¤
Capitolo 2
Formalismo Termodinamico
Nel capitolo precedente avevamo a che fare con uno spazio di probabilita` (X,B, µ)
su cui agisce un gruppo G tramite un’azione T misurabile che conserva la misura.
In questa situazione la misura µ e` fissata e se ne studiano le proprieta` ergodiche.
Nel capitolo che inizia cambia il punto di vista in quanto non vogliamo tenere µ fissa
ma considerarla come una variabile. Ricordando l’interpretazione di µ come stato
di un sistema, costruiremo degli strumenti necessari per determinare gli stati che
corrispondono all’equilibrio macroscopico. In base a questo programma la struttura
presente su X verra` arricchita: prenderemo come spazio delle fasi X uno spazio
topologico metrizzabile compatto e T sara` un’azione continua di G. Rimarra` fissa
la σ-algebra di riferimanto B, che supporremo essere quella di Borel. Naturalmente
T e` misurabile secondo B.
2.1 Pressione
Nei sistemi dinamici vanno di pari passo l’interesse per gli aspetti metrici (legati
alla teoria della misura) e per quelli topologici. Prendiamo ora in considerazione i
secondi.
Definizione 34 (Azione continua) Sia X uno spazio topologico e T = {T g|g ∈
G} un’azione di un gruppo (o semigruppo G). Diciamo che T e` continua se T g e`
continua per ogni g ∈ G. Se G e` un gruppo, allora tutti gli elementi di T saranno
degli omeomorfismi.
Definizione 35 (Sistema dinamico topologico) Un sistema dinamico topologi-
co e` una coppia (X, T ) dove X e` uno spazio topologico metrizzabile compatto e T e`
un’azione continua di un gruppo o un semigruppo G. Indicando con B la σ-algebra
di Borel, T risulta essere un’azione B-misurabile.
SiaM l’insieme delle misure e di probabilita` suX e siaM(T ) := {µ ∈M | Tµ =
µ∀T ∈ T }. M e` uno spazio topologico compatto rispetto alla topologia debole. Le
caratteristiche elementari di M(T ) sono espresse dal
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Teorema 36 (Krylov-Bogolubov) M(T ) e` un sottoinsieme di M non vuoto,
convesso, compatto nella topologia debole.
Definizione 37 Sia X uno spazio topologico. Una funzione f : X → R si dice se-
micontinua superiormente se {x ∈ X | f(x) < c} e` aperto per ogni c ∈ R. L’insieme
di tutte le funzioni semicontinue superiormente su X si indica con SCS(X).
Lemma 38 (Proprieta` delle funzioni semicontinue superiormente) Sia X uno
spazio topologico metrizzabile compatto e sia f ∈ SCS(X). Allora sup f < ∞ e le
seguenti proprieta` sono equivalenti:
(1)f ∈ SCS(X).
(2){x ∈ X | f(x) ≥ c} e` chiuso per ogni c ∈ R.
(3)Se xn, x ∈ X sono tali che limn→∞ xn = x allora lim supn→∞ f(xn) ≤ f(x).
(4)Esiste una successione decrescente di funzioni continue fn : X → R che conver-
gono puntualmente ad f .
Dimostrazione
{x ∈ X | f(x) < c} al variare di c in R e` un ricoprimento aperto di X. Allora basta
estrarre un ricoprimento finito e si ha sup f <∞.
(1)⇔(2) e` ovvia. (2)⇒(3) Se lim sup f(yn) = c > f(y) gli yn possono accumulare
solo a punti z con f(z) ≥ c. (3)⇒(2) perche´ se ho yn → y e f(yn) ≥ c deve
essere f(y) ≥ lim sup f(yn) ≥ c. (4)⇒(3) perche` per ogni m lim supn→∞ f(yn) ≤
lim supn→∞ fm(yn) → fm(y) → f(y). L’implicazione da (4) ad una qualsiasi delle
altre e` piu` complicata e si rimanda a [7]
¤
Da ora in poi supporremo sempre che (X, T ) sia un sistema dinamico topologico tale
che X sia compatto e che la topologia su X sia metrizzabile. In questa situazione
tutte le funzioni semicontinue superiormente sono limitate dall’alto.
Definizione 39 (Pressione) (1)Sia ψ ∈ SCS(X) tale che inf ψ > −∞. La pres-
sione di ψ e`
p(ψ) := sup
µ∈M(T )
(
h(µ) + µ(ψ)
)
. (2.1)
(2)Il numero p(0) := supµ∈M(T ) h(µ) si chiama entropia topologica di T .
Osservazioni
(1)Se p(0) <∞ allora p(ψ) = −∞ se e solo se µ(ψ) = −∞ per ogni µ ∈M(T ).
(2)Se p(0) = ∞ allora p(ψ) = ∞ per tutte le ψ ∈ SCS(X) che sono limitate dal
basso, infatti
p(ψ) = sup
µ∈M(T )
(
h(µ) + µ(ψ)
) ≥ sup
µ∈M(T )
h(µ) + inf ψ = p(0) + inf ψ =∞.
(3)Analogamente, se p(0) <∞ allora p(ψ) <∞ per tutte le ψ ∈ SCS(X).
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♦
Teorema 40 (Proprieta` elementari della funzione pressione) Se p(0) < ∞
allora
(1)p : SCS(X)→ [−∞,∞) e` convessa e monotona (ovvero p(ψ) ≤ p(φ) se ψ ≤ φ).
(2)Per ψ, φ ∈ SCS(X) si ha
p(ψ) + inf φ ≤ p(ψ + φ) ≤ p(ψ) + supφ.
In particolare |p(ψ + φ)− p(ψ)| ≤ ‖φ‖∞ se la differenza e` ben definita.
(3)Per ψ ∈ SCS(X), φ ∈ C(X) e g ∈ G si ha
p(ψ + φ ◦ T g − φ) = p(ψ) (e quindi p(ψ + φ ◦ T g) = p(ψ + φ)).
Dimostrazione
Dalla definizione si vede che p e` l’estremo superiore dei funzionali pµ : ψ 7→ h(µ) +
µ(ψ), che sono affini, monotoni e convessi, quindi p e` convessa e monotona. Poiche`
pµ(ψ) + inf φ ≤ pµ(ψ + φ) ≤ pµ(φ) + supφ valgono per tutte le misure µ ∈ M(T )
valgono anche per l’estremo superiore su tutte le misure. Infine abbiamo
pµ(ψ + φ ◦ T g) = h(µ) + µ(ψ) + µ(φ ◦ T g)− µ(φ) = h(µ) + µ(ψ)
per tutte le ψ ∈ SCS(X) e φ ∈ C(X), e ancora la stessa identita` vale per l’estremo
superiore su tutte le misure.
¤
2.2 Stati di equilibrio
Definiamo ora gli oggetti che ci accompagneranno per tutto il resto dell’esposizione:
Definizione 41 (Stato di equilibrio) Una misura µ ∈ M(T ) si dice uno stato
di equilibrio per ψ ∈ SCS(X) se
p(ψ) = h(µ) + µ(ψ). (2.2)
L’insieme di tutti gli stati di equilibrio per ψ ∈ SCS(X) verra` indicato con ES(ψ, T ).
2.2.1 Esistenza degli stati di equilibrio
Il problema dell’esistenza degli stati di equilibrio si risolve in situazioni abbastanza
generali, il criterio a cui generalmente si fa riferimento e` espresso dal
Teorema 42 Se la funzione entropia h : M(T ) → [0,∞] e` semicontinua supe-
riormente (h ∈ SCS(M(T )), allora p(0) < ∞ e per ogni ψ ∈ SCS(X) l’insieme
ES(ψ, T ) e` un sottoinsieme diM(T ) non vuoto, convesso e compatto nella topologia
debole.
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Dimostrazione
Ricordiamo cheM(T ) e` un insieme compatto con la topologia debole. Allora per le
proprieta` delle funzioni semicontinue superiormente p(0) = h(µ) < ∞. Gli insiemi
Fk := {µ ∈M(T ) | h(µ) + µ(ψ) ≥ p(ψ)− 1k} sono sottolivelli di una funzione affine
per combinazioni convesse, quindi sono convessi, compatti e non vuoti. Allora anche
l’insieme ⋂
k>0
Fk := {µ ∈M(T ) | h(µ) + µ(ψ) ≥ p(ψ)}
= {µ ∈M(T ) | h(µ) + µ(ψ) = p(ψ)} = ES(ψ, T ).
e` convesso, compatto e non vuoto.
¤
Spesso gran parte del lavoro tecnico consiste proprio nel dimostrare che h e`
semicontinua superiormente su M(T ). Noi eviteremo di affrontare questa proble-
matica e ci limiteremo ad enunciare, senza darne una dimostrazione, due criteri che
garantiscono la regolarita` di h entro ipotesi abbastanza generali per i nostri scopi.
Teorema 43 Se per ogni sequenza µn ∈ M(T ) che converge debolmente a qualche
µ ∈ M(T ) esiste una partizione α che e` un generatore mod−µn per ogni n ∈ N e
tale che µ(∂A) = 0 per ogni A ∈ α, allora la funzione entropia h e` semicontinua
superiormente (e quindi per ogni ψ ∈ SCS(X) esiste almeno uno stato di equilibrio).
Corollario 44 Sia α := {A1, .., An} un generatore finito per l’azione T su (X,B)
e assumiamo che µ(∂Ai) = 0 per ogni Ai ∈ α e ogni µ ∈ M(T ). Allora la funzione
entropia h e` semicontinua superiormente.
Concludiamo il paragrafo enunciando senza dimostrazione un altro risultato di
cui faremo uso in seguito.
Teorema 45 (Dipendenza continua degli stati di equilibrio) Supponiamo che
la funzione entropia h sia semicontinua superiormente. Siano ψ, φn ∈ SCS(X) e
tn ∈ (−1, 1) tali che tn → 0 e ‖φn‖∞ → 0. Sia µn ∈ ES((1 + tn)ψ + φn, T ).
(a)Se µn → µ ∈M(T ) debolmente, allora µ ∈ ES(ψ, T ).
(b)Se ψ ha un unico stato di equilibrio, allora µn → µ debolmente.
2.2.2 Transizioni di fase e non analiticita`
Abbiamo visto che l’esistenza degli stati di equlibrio e` garantita entro ipotesi piutto-
sto generali. Molto piu` difficile e dettagliato e` il problema della loro unicita`. Gene-
ralmente quando si ha piu` di uno stato di equlibrio si dice che si ha una transizione
di fase. In questo paragrafo ci proponiamo di legare questo concetto di transizione
di fase con quello che abbiamo incontrato nell’introduzione.
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Definizione 46 (1)ν ∈ C∗(X) e` un funzionale tangente alla funzione pressione p
nel punto ψ ∈ SCS(X) se p(ψ+ φ) ≥ p(ψ) + ν(φ) per ogni φ ∈ C(X). L’insieme di
tutti i funzionali tangenti a p in ψ si indica con Dψ(p).
(2)se Dψ(p) = {ν}, allora p si dice differenziabile in ψ ∈ SCS(X), con derivata ν.
L’insieme Dψ(p) introdotto dalla definizione data sopra ha un’aspetto apparen-
temente poco familiare, in realta` sotto ipotesi abbastanza generali sul potenziale ψ
l’insieme dei funzionali tangenti a p in ψ conicide con ES(ψ, T ). Prima di enun-
ciare il teorema che illustra questo fatto osserviamo che tutti gli stati di equlibrio
ES(ψ, T ) sono funzionali tangenti alla pressione in ψ sunza ulteriori ipotesi, infatti
se ψ ∈ ES(ψ, T ) allora
p(ψ + φ) ≥ h(µ) + µ(ψ + φ) = p(ψ) + µ(φ)
per tutte le φ ∈ C(X), pertanto µ ∈ Dψ(p).
Teorema 47 Sia (X, T ) un sistema dinamico topologico, sia ψ ∈ C(X) e sia h ∈
SCS(M(T )). Allora ES(ψ, T ) = Dψ(p).
Dimostrazione
Abbiamo gia` dimostrato che ES(ψ, T ) ⊆ Dψ(p), rimane quindi da dimostrare l’im-
plicazione inversa.
Sia ν ∈ Dψ(p). allora
p(ψ) + 1 = p(ψ + 1) ≥ p(ψ) + ν(1) e p(ψ)− 1 = p(ψ)− 1 ≥ p(ψ)− ν(1). (2.3)
ovvero ν(1) = 1. Per la monotonia della funzione pressione abbiamo anche
pψ ≥ p(ψ − φ) ≥ p(ψ)− ν(φ) (2.4)
per tutte le φ ∈ C(X) con φ ≥ 0. Quindi ν(φ) ≥ 0 per tutte le φ continue e positive.
L’ ultima relazione che abbiamo trovato ci dice che ν e` un funzionale lineare positivo
su C(X) quindi grazie al teorema di Riesz possiamo identificare ν con una misura
(positiva ) sulla σ-algebra dei boreliani di (X). La prina relazione dice che ν e`
normalizzata, quindi e` una misura di probabilita`.
Prendiamo ora T ∈ T e φ ∈ C(X) generiche e t ∈ R. Si ha
tν(φ ◦ T − φ) ≤ p(ψ + tφ ◦ T − tφ)− p(ψ) = 0 (2.5)
e considerando che t puo` essere sia positivo che negativo ho ν(φ ◦ T ) = ν(φ) per
tutte le φ ∈ C(X) e T ∈ T , ovvero ν ∈M(T ).
Per dimostrare che ν e` uno stato di equilibrio occorre usare un fatto di cui non
abbiamo voluto parlare:
la funzione entropia h e` semicontinua superiormente se e solo se
h(µ) = infψ∈C(X) p(ψ)− µ(ψ) per tutte le µ ∈M(T )
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(Chi fosse interessato puo` trovare piu` informazioni in [7])
Allora, sfruttando il fatto che ψ ∈ C(X)
h(ν) = inf
φ∈C(X)
p(ψ + φ)− ν(ψ + φ) ≥ (2.6)
inf
φ∈C(X)
p(ψ) + ν(φ)− ν(ψ + φ) = p(ψ)− ν(ψ) ≥ h(ν) (2.7)
e quindi ν ∈ ES(ψ, T ).
¤
Il teorema appena dimostrato mette in luce, per potenziali continui, una corri-
spondenza tra l’unicita` degli stati di equilibrio e la differenziabilita` della funzione
pressione (densita` di energia libera in meccanica statistica). Da questa caratterizza-
zione geometrica delle transizioni di fase vogliamo passare ad una piu` vicina a quella
che abbiamo incontrato nell’introduzione.
Teorema 48 Supponiamo che h sia semicontinua superiormente. Allora p e` diffe-
renziabile in ψ ∈ C(X) con derivata µ se e solo se
lim
t→0
p(ψ + tφ)− p(ψ)
t
= µ(ψ) (2.8)
per ogni φ ∈ C(X).
Dimostrazione
• Dimostriamo che se esiste un unico stato di equilibrio allora vale la 2.8.
Supponiamo quindi che p sia differenziabile in ψ con derivata µ, ovvero cheES(ψ, T ) =
Dψ(p) = {µ}. Per t ∈ R e φ ∈ C(X) prendiamo un qualsiasi stato di equilibrio
µt ∈ ES(ψ + tφ, T ). Per il teorema 45 abbiamo che µt → µ debolmente. Poiche´
µ ∈ Dψ(µ) abbiamo
tµ(φ) ≤ p(ψ + tφ)− p(ψ).
Analogamente, dato che µt ∈ Dφ+tφ(p) abbiamo
−tµt(φ) ≤ p
(
(ψ + tφ)− tφ)− p(ψ + tφ) = −(p(ψ + tφ)− p(ψ)).
Allora per t > 0 abbiamo
µ(φ) ≤ p(ψ + tφ)− p(ψ)
t
≤ µt(φ)
e per t < 0
µt(φ) ≤ p(ψ + tφ)− p(ψ)
t
≤ µ(φ).
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Allora si ha
lim
t→0
=
p(ψ + tφ)− p(ψ)
t
perche´ per il teorema 45 µt → µ debolmente.
• Dimostriamo che la 2.8 implica l’unicita` degli stati di equilibrio.
Dato che h e` semicontinua superiormente Dψ(T ) e` non vuoto. Prendiamo un
qualsiasi ν ∈ Dψ(T ). Abbiamo
µ(φ) = lim
t↘0
p(ψ + tφ)− p(ψ)
t
≥ ν(φ)
e analogamente
µ(φ) = lim
t↗0
p(ψ + tφ)− p(ψ)
t
≤ ν(φ).
Allora per tutte le misure ν ∈ Dψ(T ) e per tutte le funzioni φ ∈ C(X) si ha
ν(φ) = µ(φ), ovvero Dψ(T ) = {µ}.
¤
Vediamo quindi che l’unicita` degli stati di equilibrio corrisponde alla differenziabilita`
secondo Gateaux del funzionale p : C(X)→ R, ψ 7→ p(ψ). Richiamando alla mente
l’esempio del modello di Ising in cui ψ e` fissata e si considera la famiglia ad un
parametro {βψ |β > 0}, vediamo come la non-unicita` degli stati di equilibrio sia da
associare ad una non derivabilita` rispetto al parametro β.
2.2.3 Principio variazionale
La pressione definita dalla 2.1 e` una quantita` che non dipende da una particolare
misura su X ma solo dalle proprieta` di T e di ψ, diciamo quindi che e` una proprieta`
topologica. Ora vogliamo dare una costruzione diretta di p(ψ, T ), cioe` una costru-
zione che non richiede la valutazione del funzionale µ 7→ h(µ) + µ(ψ) sullo spazio di
tutte le misure invarianti.
Riprendiamo la notazione introdotta col teorema di Birkhoff per
Λn := {g = (g1, ..., gd)
∣∣ |gi| < n ∀i = 1, ..., n} e λn := |Λn|
e introduciamo i nuovi oggetti con cui vogliamo lavorare
• Dati ² ≥ 0, n ∈ N, x ∈ X sia
B(x, n, ²) := {y ∈ X | ρ(T g(x), T g(y)) ≤ ²∀g ∈ Λn} =
⋂
g∈Λn
T−gB(T g(x), ²)
la palla di Bowen centrata in x di raggio ². Poiche´ tutte le T ∈ T sono continue
B(x, n, ²) e` un intorno aperto di x.
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Definizione 49 Un sottoinsieme E di X si dice
• (n, ²)− separato se per tutti gli x, y ∈ E con x 6= y si ha y /∈ B(x, n, ²)
• (n, ²)−separato, massimale se E e` (n, ²)−separato e se non contiene sottoinsiemi
propri (n, ²)− separati
• (n, ²)− denso se X = ∪x∈EB(x, n, ²).
Osservazioni
• Un insieme (n, ²)− separato e` (n, ²)− denso.
• Poiche` X e´ compatto gli insiemi (n, ²)− separati, massimali sono sempre finiti.
Data una ψ ∈ SCS(X) costruiamo la sua somma di Birkhoff n−esima
Snψ :=
∑
g∈Λn
ψ ◦ T g.
Fissati ² > 0, n ∈ N e E sottoinsieme finito di X definiamo
P (Snψ,E) := log
∑
x∈E
exp(Snψ(x))
poi costruiamo
Pn,²(ψ) := sup{P (Snψ,E) |E e` (n, ²)− separato}
si vede subito che quest’ultima espressione coincide con
Pn,²(ψ) := sup{P (Snψ,E) |E e` (n, ²)− separato, massimale}
e arriviamo infine a
p²(ψ) := lim sup
n→∞
1
λn
Pn,²(ψ).
Nota
Le quantita` p²(ψ) definite sopra dipendono dalla metrica ρ suX, ma noi vogliamo
definire un oggetto che dipenda solo dalla topologia di X. Consideriamo allora
un’altra metrica ρ′ che sia equivalente a ρ. Allora per ogni ² esistera` ²′ tale che
B′ρ′(x, ²
′) ⊆ Bρ(x, ²).
Quindi un insieme che e` (n, ²)−separato rispetto alla metrica ρ e` (n, ²′)−separato
rispetto alla metrica ρ′ e si ha p²(ψ) ≤ p′²′(ψ) (p² e p′²′ indicano la quantita` costruita
sopra riferita alle due metriche diverse). Ma il ragionamento che abbiamo fatto e`
simmetrico in ρ e ρ′, quindi prendendo il limite per ²→ 0 si ottiene un oggetto che
dipende solo dalla topologia.
Definizione 50 Chiamiamo pressione topologica il limite p(ψ) := lim²→0 p²(ψ).
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La definizione data sopra e` solo apparentemente un abuso di notazione, infatti
vale il
Teorema 51 (Principio variazionale) Sia T un’azione continua di G = Zd o
di G = Zd+ sullo spazio topologico, metrizzabile e compatto X. Sia ψ ∈ SCS(X).
Allora
sup
δ>0
Pδ(ψ) = lim
δ↘0
Pδ(ψ) = p(ψ) (2.9)
dove p(ψ) = supµ∈M(T ) h(µ) + µ(ψ).
(la dimostrazione di questo teorema e` lunga e dettagliata, anche in questo caso
rimandiamo a [7].)
2.2.4 Azioni espansive
La tematica principale di questo capitolo e` l’esistenza degli stati di equilibrio entro
ipotesi che siano abbastanza generali, il problema piu` complesso della loro unicita`
verra` studiato piu` avanti in situazioni particolari. Abbiamo visto che generalmente
ci si riconduce a dimostrare che la funzione entropia e` semicontinua superiormente
e abbiamo enunciato i due criteri 43 e 44. Tali criteri pero` nascondono il legame che
c’e` tra le proprieta` dinamiche e l’esistenza degli stati di equilibrio. In quest’ultimo
paragrafo mettiamo in evidenza una classe di sistemi dinamici per i quali si puo` dire
”a vista“ che esistono stati di equilibrio.
Definizione 52 L’azione T di G su (X, ρ) si dice espansiva con costante di espan-
sivita` ² se per ogni x, y ∈ X esiste g ∈ G tale che ρ(T g(x), T g(y)) ≥ ².
Nota
Anche in questo caso se abbiamo due metriche equivalenti ρ e ρ′ e ρ ha costante di
espansivita` ² bastera` prendere ²′ tale che B′ρ′(x, ²
′) ⊆ Bρ(x, ²) per avere che ρ′ ha
costante di espansivita` ²′. Ne deduciamo che anche l’essere espansiva e` una proprieta`
topologica della dinamica.
Il risultato che ci interessa e` il seguente
Teorema 53 Se T e` un’azione espansiva di G su (X, ρ), allora la funzione entro-
pia h e` semicontinua superiormente (e quindi ES(ψ, T ) e` un insieme compatto,
convesso, non vuoto).
Suddividiamo la dimostrazione in due lemmi
Lemma 54 Se T e` espansiva con costante di espansivita` ²0 > 0, allora per ogni
² ∈ (0, ²0) esiste un intero k(²) ∈ N tale che B(k(²), ²0, x) ⊆ B(x, ²).
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Dimostrazione
Supponiamo per assurdo che esista ² ∈ (0, ²0) tale che si possono trovare due suc-
cessioni xn e yn tali che ρ(xn, yn) > ² ma ρ(T gxn, T gyn) ≤ ²0 per ogni g ∈ Λn e
per ogni n ∈ N. Per la compattezza di X possiamo trovare delle sottosuccessioni
xni e yni che convergono rispettivamente a x e y punti di X. Allora per continuita`
abbiamo ρ(x, y) ≥ ² > 0 e ρ(T gx, T gy) ≤ ²0 per tutti i g ∈ G. Questo contraddice
l’espansivita` di T .
¤
Lemma 55 Per ogni misura di probabilita` di Borel µ su uno spazio metrico compat-
to (X, ρ) e per ogni δ > 0 esiste una partizione finita α di X tale che diam(α) < δ
e µ(∂A) = 0 per ogni A ∈ α.
Dimostrazione
Fissiamo x ∈ X e r > 0 e definiamo Sr(x) := {y ∈ X | ρ(x, y) = r}. Chiaramente
Sr(x) ∩ Sr′(x) = ∅ se r 6= r′, quindi per ogni x ∈ X possiamo trovare un r = r(x)
nell’intervallo ( δ4 , ...,
δ
2) tale che µ(Sr(x)(x)) = 0. Dato che le palle aperte B(x) :=
{y ∈ X | ρ(x, y) < r(x)} formano un ricoprimento aperto di X al variare di x in
X possiamo prendere x1, ..., xn e un sottoricoprimento finito X =
⋃n
i=0B(xi). A
questo punto definiamo A1 := B(x1) e per induzione Ai := B(xi)\Ai−1 per ogni
i = 2, ..., n. Allora α := {A1, ..., An} e` una partizione finita di X tale che
diam(Ai) ≤ diam(B(xi)) ≤ 2r(xi) < δ
e
∂Ai ⊆
n⋃
j=0
Sr(xj)(xj)
da cui µ(∂Ai) = 0 per ogni i.
¤
Dimostrazione del teorema
Sia ²0 una costante di espansivita` per T . Prendiamo una successione µn ∈ M(T )
che converge a µ ∈ M(T ) per n → ∞. Per il lemma dimostrato sopra possiamo
prendere una partizione finita α tale che diam(α) < ²0 e µ(∂A) = 0 per ogni A ∈ α.
Per il teorema 43 basta dimostrare che α e` un generatore per l’azione T .
Indichiamo con Ak(x) l’unico elemento di αΛk tale che x ∈ Ak(x). Dato che e`
formato dai punti i cui iterati distano sempre a meno di ²0 dagli iterati di x si ha
Ak(x) ⊆ B(k, ²0, x) per tutti gli interi k e tutti gli x. Dato ² > 0 prendiamo k(²) in
modo tale che
Ak(²)(x) ⊆ B(k(²), ²0, x) ⊆ B(x, ²).
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Definiamo A := ⋃k=0...∞ αΛk e sia V ⊂ X un qualsiasi insieme aperto. Per la
relazione trovata sopra tra le palle aperte di X e gli elementi di αΛk abbiamo che
V =
⋃
A∈A,A⊆V
A (2.10)
e poiche´ quest’ultima e` un’unione al piu` numerabile abbiamo che V ∈ σ(A), pertanto
σ(A) e` la σ-algebra dei boreliani e quindi α e` un generatore per T .
¤
2.3 Misure di Gibbs (per i sistemi di Bernoulli)
2.3.1 Reticoli di spin
In questo paragrafo restingiamo la nostra attenzione ai reticoli di spin. Ricordiamo
che per questi sistemi lo spazio delle fasi e` Ω = ΣZ
d
dove Σ e` un insieme finito. Il
gruppo G = Zd agisce su Σ per traslazione, ovvero (T g(w))i = wi+g per ogni g ∈ G.
Arricchiamo la struttura di Ω definendo una metrica che lo renda uno spazio metrico
compatto. Indichiamo con
d(w,w′) := 2−n(w,w
′) dove n(w,w′) := sup{n ∈ N | wg = w′g ∀ g ∈ Λn}. (2.11)
Lemma 56 La funzione d definita da 2.11 definisce una metrica su Ω. Inoltre (Ω, d)
e` uno spazio topologico compatto.
Dimostrazione
Dimostriamo che (Ω, d) e` compatto. Riprendendo le notazioni del paragrafo 1.4
indichiamo con Cn la famiglia degli insiemi cilindrici lunghi n. Poiche´ per ogni n ∈ N
abbiamo Ω =
⋃
C∈Cn C e diam(C) ≤ 2−n allora (Ω, d) e` totalmente limitato. Ora
prendiamo una successione di Cauchy xk in Ω. Esistera` una successione di cilindri
Cn+1 ⊂ Cn con Cn ∈ Cn tali che per ogni n si ha xk ∈ Cn per k abbastanza grande.
Allora
⋂
n∈NCn e` un unico punto ed e` il limite della successione xn. Allora (Ω, d) e`
anche completo e la compatezza segue da un noto risultato di topologia generale.
¤
Osservazione
L’azione T di G su Ω e` espasiva con costante di espansivita` 1. Infatti se w 6= w′
esiste g ∈ G tale che (T gw)0 = wg 6= w′g = (T gw′)0 e quindi d(T gw, T gw′) = 1. Il
teorema 53 ci dice quindi che per (T ,Ω) esistono stati di equilibrio.
Lemma 57 Sia ψ ∈ SCS(Ω) (con inf ψ > −∞). Allora si ha p(ψ) = p1(ψ).
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Dimostrazione
Segue dall’osservazione che per le palle di Bowen si ha
B(w, n, 2−k) = B(w, n+ k, 1)
quindi un insieme e` (n, 2−k) separato se e solo se e` (n + k, 1) separato. Allora per
ogni ψ ∈ SCS(Ω) con inf ψ ≥ −∞ possiamo scrivere
Pn,2−k(ψ) = sup{P (Snψ,E) | E e` (n, 2−k) separato massimale }
≤ sup{P (Sn+kψ,E) + (λn+k − λn)| inf ψ| | E e` (n+ k, 1) separato massimale }
perche´ Snψ(x) ≤ Sn+kψ(x) + (λn+k − λn)| inf ψ| per ogni n e ogni k e quest’ultima
espressione e` uguale a
Pn+k,1(ψ) + (λn+k − λn)| inf ψ|.
Allora
p2−k(ψ) = lim sup
n→∞
1
λn
Pn,2−k(ψ)
≤ lim sup
n→∞
λn+k
λn
1
λn+k
Pn+k,1(ψ) + lim sup
n→∞
λn+k − λn
λn
| inf ψ| = p1(ψ).
¤
2.3.2 Misure di Gibbs
Nel definire gli stati di equilibrio abbiamo mantenuto un punto di vista globale, nel
senso che li abbiamo caratterizzati come quegli stati che massimizzano una certa
quantita`, la pressione, definita gobalmente sul nostro sistema dinamico. Ora voglia-
mo vedere gli stessi stati da un punto di vista locale. Nel conteso dei reticoli di
spin questo significa restringersi ad arbitrarie porzioni finite del reticolo e dare delle
prescrizioni sulla probabilita` condizionata da un dato al bordo fissato.
Definizione 58 Data una ψ : Ω→ R diciamo che
• ψ e` regolare se
∞∑
n=1
nd−1δn(ψ) <∞ (2.12)
dove δn := sup{|ψ(w)− ψ(w′)| | w,w′ ∈ Ω, wg, w′g ∀ g ∈ Λn.
• ψ ha raggio finito se esiste un n0 tale che δn = 0 per ogni n ≥ n0.
44 Formalismo Termodinamico
Introduciamo gli omeomorfismi locali del reticolo Ω. Indichiamo con Γn l’insieme
di tutte le mappe τ : Ω→ Ω tali che
(τ(w))i = τi(wi) se i ∈ Λn; = wi se i /∈ Λn (2.13)
dove le mappe τi : Ω → Ω sono delle permutazioni. Indichiamo infine con Γ :=⋃
n∈N Γn. Γ cos`ı costruito risulta essere un gruppo di omeomorfismi ciascuno dei
quali modifica solo un numero finito di coordinate.
Data ψ regolare, τ ∈ Γ, n ∈ N definiamo
Ψnτ := Snψ ◦ τ−1 − Snψ : Ω→ R (2.14)
Lemma 59 Ψnτ converge uniformemente su Ω. Indichiamo il suo limite con Ψτ
(che risulta essere una funzione continua).
Dimostrazione
Vedere [7].
¤
Definizione 60 Sia ψ regolare. Una misura di probabilita` di Borel µ su Ω si dice
una misura di Gibbs per ψ se
τ∗µ = exp(Ψτ )µ (2.15)
per ogni τ ∈ Γ. Indichiamo con MG(ψ) l’insieme di tutte le misure di Gibbs. Indi-
chiamo invece con MG(ψ, T ) l’insieme di tutte le misure di Gibbs per ψ invarianti
rispetto a T .
Passiamo ora ad una caratterizzazione piu` diretta delle misure definite dalla 60
• Scomponiamo Ω come ΣΛn × ΣG\Λn . Rispetto a questa scomposizione scrivia-
mo una generica configurazione w come w = (z, η) dove z ∈ ΣΛn e η ∈ ΣG\Λn .
• Fissato un simblo di riferimento σ0 ∈ Σ sia z0 := {σ0}Λn la configurazione (fi-
nita) costante associata.
• Per z ∈ ΣΛn indichiamo con [z] in cilindro {w ∈ Ω | wg = zg ∀g ∈ Λn}. Se
α e` la partizione di Ω in cilindri di lunghezza unitaria sia An(w) l’unico elemento di
αΛn che contiene w. Allora An(z, η) = [z].
• Per ogni z ∈ ΣΛn scegliamo un elemento τz ∈ Γ tale che τz(z, η) = (z0, η) (notare
che esiste piu` di un τz con questa proprieta`).
• Sia Hn la σ-algebra minimale rispetto a cui tutte le mappa w 7→ wg, g ∈ G \ Λn
sono misurabili.
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Teorema 61 (Caratterizzazione delle misure di Gibbs) Sia ψ regolare. Al-
lora
(a)Per ogni µ ∈MG(ψ, T ), z ∈ ΣΛn e per µ quasi ogni (z, η) ∈ Ω si ha
µ([z]|Hn)(w) = Qn(z, η) := expΨτz(z0, η)∑
z′∈ΣΛn expΨτz′ (z0, η)
. (2.16)
(b)Ogni µ che verifica la 2.16 appartiene a MG(ψ).
(c)Esiste una costante Cψ tale che per ogni µ ∈MG(ψ) e per ogni w ∈ Ω si ha
exp(−Cψnd−1) ≤ µ(An(w))exp(Snψ(w)− Pn,1(ψ)) ≤ exp(Cψn
d−1). (2.17)
Nota
µ([z]|Hn) indica una versione di χ[z] condizionata a Hn.
Dimostrazione
Vedere [7]
¤
Tra i risultati piu` importanti di questo capitolo certamente dobbiamo inserire il
Teorema 62 Sia ψ una funzione regolare. Allora ES(ψ, T ) =MG(ψ, T )
Come in altri casi anche per questo risultato la dimostrazione e` troppo lunga per
essere riportata in poche pagine. Ancora una volta chi fisse interessato puo` vedere
[7].
Per concludere ricaviamo un importante corollario
Corollario 63 In dimensione d = 1 ogni ψ regolare ha una sola misura di Gibbs
µψ. Inoltre µψ e` ergodica ed e` l’unico stato di equilibrio.
Dimostrazione
Abbiamo che ES(ψ, T ) = MG(ψ, T ), inoltre ES(ψ, T ) 6= ∅ perche´ T e` espansiva e
quindi h e` semicontinua superiormente.
Si puo` dimostrare (vedere [7]) che per ogni µ ∈ ES(ψ, T ) esiste una distribuzione di
misure ergodiche {µx | x ∈ X} detta decomposizione ergodica dello stato di equilibrio
µ tale che
x 7→ µx(B) e` una funzione T−invariante ∀B ∈ B
µ(B) =
∫
µx(B)dµ(x) ∀B ∈ B
µx ∈ ES(ψ, T ) per µ quasi ogni x ∈ X.
Allora se esistono due stati di equilibrio distinti, esisteranno anche due stati di
equilibrio ergodici distinti, ma questo e` assurdo perche´ tali stati di equilibrio sono
anche misure di Gibbs e il teorema mostrato sopra afferma che in dimensione 1 tutte
le misure di Gibbs sono equivalenti.
¤
Capitolo 3
Teoria ergodica e l’Assioma-A di
Smale
In questo capitolo studieremo sistemi dinamici uniformemente iperbolici. La teoria
ergodica di questi sistemi e` ricca di risultati che in genere non si sanno dimostrare
o la cui dimostrazione richiede sforzi molto maggiori.
3.1 Iperbolicita` e Assioma-A
Sia M una varieta` compatta C∞ e sia f un diffeomorfismo di M . Indichiamo con
TM =
⋃
x∈M TxM il fibrato tangente a M . Il differenziale di f e` la mappa Df :
TM → TM definita sulle fibre da Dfx : TxM → Tf(x)M . Se A e` un sottoinsieme di
M indichiamo con TAM :=
⋃
x∈A TxM la restrizione del fibrato tangente ad A.
Definizione 64 (Insieme iperbolico) Un sottoinsieme chiuso Λ di M si dice in-
sieme iperbolico se f(Λ) = Λ ed esiste uno splitting di TΛM in due sottofibrati EUΛ
e ESΛ
TΛM = EUΛ ⊕ESΛ
detto splitting iperbolico tale che
DfxE
S
x = E
S
f(x) e DfxE
U
x = E
U
f(x) (3.1)
ed esistono costanti c > 0 e 0 < λ < 1 tali che{ ‖Dfn|ES‖ := supx∈Λ ‖Dfnx |ESx ‖ ≤ cλn
‖Df−n|EU ‖ := supx∈Λ ‖Df−nx |EUx ‖ ≤ cλn
(3.2)
Inoltre si richiede che EUΛ e E
S
Λ siano sottofibrati continui di TΛM .
Osservazione
La continuita` dei sottofibrati vettoriali EUΛ e E
S
Λ puo` essere ricavata dalle altre
proprieta`. Una conseguenza della dipendenza continua da x ∈ Λ e` che EUΛ e ESΛ
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hanno dimensione localmente costante.
Osservazione
La definizione che abbiamo dato richiede l’uso di una metrica, ma la prorieta` che
esprime non dipende dalla metrica. Infatti se Λ e` iperbolico rispetto ad una metrica
g e g′ e` un’altra metrica su M , per la compattezza di M possiamo trovare r ∈ (0, 1)
e R > 1 tali che
r‖ · ‖g′ ≤ ‖ · ‖g ≤ R‖ · ‖g′
uniformemente su M , e a meno di cambiare la costante c nella definizione abbiamo
che Λ e` iperbolico anche rispetto a g′.
Si puo` dimostrare che per ogni insieme iperbolico esiste sempre una metrica g tale
che si puo` porre nella definizione 64 c = 1 (vedere [8]). Una tale metrica si dice
metrica adattata e da ora in poi supporremo sempre che Λ sia un insieme iperbolico
rispetto ad una metrica adattata.
Osservazione
L’iterazione di f su M come su Λ definisce un’azione di Z e quindi un sistema di-
namico topologico, per cui sono validi tutti i risultati dimostrati fino ad ora.
Definizione 65 Sia ϕ : X → X un omeomorfismo di uno spazio topologico. Un
punto x ∈ X si dice non errante se per ogni aperto U 3 x esiste n ∈ N tale che
ϕn(U)∩U 6= ∅. L’insieme di tutti i punti non erranti si indica con Ω(ϕ). Si verifica
facilmente che Ω(ϕ) e` un insieme chiuso e ϕ−invariante.
Definizione 66 Un punto x si dice ricorrente per ϕ se esiste una successione
nj → ∞ (o una successione mj → −∞) tale che ϕnj (x) → x (o che ϕnj (x) → x).
L’insieme di tutti i punti ricorrenti si indica con L(ϕ).
Osservazione
Ogni punto periodico e` non errante. Inoltre si verifica facilmente che L(ϕ) ⊆ Ω(ϕ).
Definizione 67 Un diffeomorfismo C∞ di M soddisfa l’Assioma A se l’insieme dei
punti non erranti Ω(f) e` un insieme iperbolico e i punti periodici sono densi in Ω(f).
Per un omeomorfismo di uno spazio metrico ϕ : X → X diciamo che x e y sono
positivamente (negativamente) asintotici se d(fn(x), fn(y)) → 0 per n → ∞ (n →
−∞). Le relazioni introdotte sono relazioni di equivalenza e inducono ciascuna una
partizione dello spazio della fasi X. Quello che rende particolarmente interessanti i
diffeomorfismi Assioma-A e` che gli insiemi asintotici hanno una struttura locale di
sottovarieta` di M . Veniamo a un’analisi piu` percisa.
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Definizione 68 Sia f un diffeomorfismo di M e x ∈M . Definiamo
WS² (x) := {y ∈M | d(fn(x), fn(y))→ 0 per n→∞
e d(fn(x), fn(y)) ≤ ² per ogni n ∈ N}
WS(x) :=
⋃
n∈N f
−nWS² (fn(x))
WU² (x) := {y ∈M | d(f−n(x), f−n(y))→ 0 per n→∞
e d(f−n(x), f−n(y)) ≤ ² per ogni n ∈ N}
WU (x) :=
⋃
n∈N f
nWU² (f
−n(x))
(3.3)
Teorema 69 Sia Λ un insieme iperbolico per f . Allora esiste un ² > 0 tale che per
ogni x ∈ Λ
WS² (x) e W
U
² (x)
sono sottovarieta` di M omeomorfe a un disco Ds (nel caso stabile) o Du (nel ca-
so instabile), dove s (rispettivamente u) indica la dimensione del fibrato stabile
(rispettivamente instabile).
y ∈WS² (x)⇒ d(fn(x), fn(y)) ≤ λnd(x, y) ∀n ∈ N
y ∈WU² (x)⇒ d(f−n(x), f−n(y)) ≤ λnd(x, y) ∀n ∈ N
Infine WS² (x) e W
U
² (x) variano con continuita` con x.
Per una dimostrazione vedere [8]
Corollario 70 Sia Λ un insieme iperbolico per f . Allora per ogni ² esiste δ tale che
d(x, y) ≤ δ ⇒WS² (x) tWU² (y) =: [x, y] = {p}. (3.4)
Ovvero le sottovarieta` stabile locale di x interseca la sottovarieta` instabile locale di
y in un unico punto p. Inoltre l’intersezione e` trasversale.
Dimostrazione
Le due famiglie di embeddings φSy : Ds → WS² (y) e φUy : Du → WU² (y) che danno
le sottovarieta` locali stabili e instabili passanti per punti y attorno a x dipendono
con continuita` da y (rispetto alla topologia Cr, dove r e` la regolarita` di f). Poiche´
la trasversalita` e` una proprieta` aperta (nella topologia Cr, vedere [9]) e banalmente
WS² (x) tWU² (x), ogni x ha un intorno U entro al quale la trasversalita` e` garantita.
Infine si sfrutta la compattezza di Λ.
¤
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Nota
Si puo` dimostrare, sfruttando la densita` dei punti periodici in Ω(f), che se si sceglie
δ abbastanza piccolo, allora per x, y ∈ Ω(f) si ha [x, y] ∈ Ω(f) (Si dice che Ω(f) ha
struttura di prodotto locale, vedere [8]). Pertanto prendendo δ abbastanza piccolo
definiamo un’ applicazione continua
[·, ·] : Bδ(diag(Ω× Ω))→ Ω (3.5)
dall’intorno di raggio δ della diagonale di Ω(f)× Ω(f) in Ω.
Corollario 71 (Espansivita`) Sia Λ iperbolico per f . Allora esiste ² > 0 tale che
per ogni x, y con x ∈ Λ, y ∈M , y 6= x esiste n ∈ Z tale che d(fn(x), fn(y)) ≥ ².
Dimostrazione
Altrimenti si avrebbe che y ∈ WU² (x) ∩ WS² (x) ma chiaramente {x} = WU² (x) ∩
WS² (x), quindi dovrebbe essere x = y. Assurdo.
¤
Nota
Il corollario dimostrato basta per dire che il sistema dinamico topologico f : Λ→ Λ
e` espansivo, quindi ogni funzione semicontinua superiormente su Λ ammette stati di
equilibrio.
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Il teorema 69 apre la strada verso uno studio geometrico dei diffeomorfismi che sod-
disfano l’Assioma A. In questo paragrafo sfruttiamo le sottovarieta` stabili e instabili
per fare delle costruzioni geometriche su Λ da cui dedurremo le proprieta` ergodiche
della dinamica. I contributi fondamentali per questa parte della teoria sono dovuti
a Smale e si puo` trovare la loro versione originale in [19]. Supponiamo da ora in
avanti che f sia un diffeomorfismo di M che soddisfa l’Assioma A.
3.2.1 Partizioni di Markov
Teorema 72 (Decomposizione spettrale) Esiste una partizione di Ω(f) = Ω1∪
... ∪ ΩN in insiemi chiusi e disgiunti due a due tali che
• f(Ωi = Ωi e f |Ωi e` topologicamente transitiva per ogni i = 1...N
• Ωi = Xi,1 ∪ ... ∪ Xi,ni, dove gli Xi,j sono a loro volta chiusi e disgiunti, vale
f(Xi,j) = Xi,j+1 per ogni j = 1..ni − 1, f(Xi,ni) = Xi,1 e fni : Xi,j → Xi,j e`
topologicamente mescolante per ogni i, j.
Gli insiemi Ωi vengono detti insiemi basilari di f
Per una dimostrazione vedere [6].
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Definizione 73 Sia Ω un insieme basilare per f . Un sottoinsieme R ⊆ Ω si dice
un rettangolo se x, y ∈ R ⇒ [x, y] ∈ R, dove [·, ·] : Bδ(diag(Ω(f) × Ω(f))) → Ω(f)
e` la mappa introdotta dal corollario 70 definita in un intorno della diagonale in
Ω(f)×Ω(f). Un rettangolo si dice proprio se e` chiuso e se R = intR (dove apertuta
e chiusura sono da intendere nella topologia di Ω).
Sia ² dato dal teorema 69 e prendiamo un rettangolo R con diametro piccolo rispetto
a ². Definiamo
WS(x,R) :=WS² (x) ∩R, WU (x,R) :=WU² (x) ∩R.
Prima di proseguire e` opportuno soffermarci brevemente sulle proprieta` topologiche
elementari dei rettangoli.
Lemma 74 Sia R un rettangolo. Nella topologia di Ω il bordo di R e` dato da
∂R = ∂SR ∪ ∂UR dove{
∂SR := {x ∈ R | x /∈ intWU (x,R)}
∂UR := {x ∈ R | x /∈ intWS(x,R)} (3.6)
e la parte interna di WU (x,R) e WS(x,R) sono da intendere rispetto alla topologia
di Ω ∩WU (x,R) e Ω ∩WS(x,R).
Dimostrazione
• ∂R ⊇ ∂SR ∪ ∂UR
Gli aperti di Ω ∩WS(x,R) sono tutti e soli gli insiemi della forma A ∩WS(x,R),
dove A e` un aperto di Ω. Pertanto se x ∈ intR alloraWS(x,R) = (WS² (x)∩Ω)∩R e`
un intorno aperto di x (R e` un intorno aperto di x in Ω) e quindi x ∈ intWS(x,R).
Analogamente si mostra che x ∈ intWU (x,R).
• ∂R ⊆ ∂SR ∪ ∂UR
Supponiamo che x ∈ intWU (x,R) ∩ intWS(x,R). Prendiamo y ∈ Ω vicino ad x. I
punti
[x, y] ∈WS² (x) ∩ Ω e [y, x] ∈WU² (x) ∩ Ω
dipendono con continuita` da y. Allora, poiche´ banalmente [x, x] = x, prendendo y
abbastanza vicino ad x si ha [x, y] ∈ intWS(x,R) e [y, x] ∈ intWU (x,R) e quindi
[x, y], [y, x] ∈ R. Ma R e` un rettangolo, quindi
y′ = [[y, x], [x, y]] ∈ R ∩WS² (y) ∩WU² (y) ⊆ R.
Infine, dato che chiaramente WS² (y) ∩WU² (y) = y si ha y ∈ R e x ∈ intR.
¤
Definizione 75 (Partizione di Markov) Una partizione di Markov di un insie-
me basilare Ω e` un ricoprimento R = {R1, ..., Rm} di Ω dove gli Ri sono rettangoli
propri tali che
i 6= j ⇒ intRi ∩ intRj = ∅
x ∈ intRi, f(x) ∈ intRj ⇒ fWU (x,Ri) ⊇WU (f(x), Rj) e fWS(x,Ri) ⊆WS(f(x), Rj).
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Teorema 76 Ogni insieme basilare Ω per f ammette una partizione di Markov
R = {R1, ..., Rm} di diametro arbitrariamente piccolo.
Questo e` un altro dei teoremi con dimostrazione troppo lunga per essere riportata.
Vedere [6].
Completiamo il teorema aggiungendo dei corollari di cui avremo bisogno per la
costruzione della dinamica simbolica.
Lemma 77 Supponiamo che x ∈ Ri, f(x) ∈ Rj e intRi ∩ f−1(intRj) 6= ∅. Allora
fWS(x,Ri) ⊆WS(f(x), Rj) e fWU (x,Ri) ⊇WU (f(x), Rj), ovvero le proprieta` dei
rettangoli di una partizione di Markov sono valide anche sul bordo di ogni rettangolo.
Dimostrazione
Se intRi ∩ f−1(intRj) 6= ∅ allora esiste x′ tale che fWS(x′, Ri) ⊆ WS(f(x′), Rj) e
fWU (x′, Ri) ⊇ WU (f(x′), Rj). Prendiamo ora un qualsiasi x ∈ Ri con f(x) ∈ Rj .
si ha
WS(x,Ri) = {[x, y] | y ∈WS(x,Ri)}
allora
fWS(x,Ri) = {[fx, fy] | y ∈WS(x,Ri)}
⊆ {[fx, z] | z ∈WS(fx,Rj)} ⊆WS(fx,Rj).
Per WU (x,Ri) la dimostrazione e` analoga.
¤
Data una partizione di Markov R = {R1, ..., Rm} definiamo
∂SR =
⋃
j=1..m
∂SRj e ∂SR =
⋃
j=1..m
∂SRj (3.7)
Lemma 78 f(∂SR) ⊆ ∂SR e f−1(∂UR) ⊆ ∂UR.
Dimostrazione
Poiche´ Ω e` f−invariante l’insieme ⋂j=1..m (intRi ∩ f−1intRj) e` denso in intRi.
Allora per ogni x ∈ Ri esiste j tale che si possono trovare xn ∈ intRi ∩ f−1(intRj)
con xn → x. Allora Ai,j = 1, x ∈ Ri e f(x) ∈ Rj (i rettangoli sono chiusi). Allora
per il lemma dimostrato sopra fWU (x,Ri) ⊇ WU (f(x), Rj). Se f(x) /∈ ∂SR allora
WU (f(x), Rj) e` un intorno aperto di f(x) in WU² (fx) ∩ Ω e quindi WU (x,Ri) e`
un intorno aperto di x in WU² (x) ∩ Ω, da cui x /∈ ∂SR. Abbiamo dimostrato che
f(∂SR) ⊆ ∂SR. Ripetendo lo stesso ragionamento con f−1 al posto di f si dimostra
che f−1(∂UR) ⊆ ∂UR.
¤
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Lemma 79 Siano D ⊆WSδ (x)∩Ω e C ⊆WUδ (x)∩Ω. Allora il rettangolo [C,D] e`
proprio se e solo se D = intD e C = intC nella topologia di WSδ (x)∩Ω e WSδ (x)∩Ω
rispettivamente.
Dimostrazione
e` analoga alla dimostrazione del lemma 74.
¤
3.2.2 Dinamica simbolica
Scegliamo un insieme basilare Ω per f e prendiamo una sua partizione di Markov
R = {R1, ..., Rm}. Associamo ad R una matrice r× r A = A(R), detta matrice di
transizione, definita da {
Ai,j = 1 se intRi ∩ intRj 6= ∅
Ai,j = 0 altrimenti
(3.8)
Definizione 80 Siano R,S due rettangoli di Ω. Diciamo che S e` un U−sottorettangolo
di R se {
S 6= ∅, S ⊂ R, S e` proprio
WU (y, S) =WU (y,R) per ogni y ∈ R. (3.9)
Lemma 81 Sia S un U−sottorettangolo di Ri e sia Ai,j = 1. Allora f(S) ∩ Rj e`
un U−sottorettangolo di Rj.
Dimostrazione
Prendiamo x ∈ Ri ∩ f−1(Rj) e definiamo D := WS(x,Ri) ∩ S. Dato che S e` un
U−sottorettangolo abbiamo
S =
⋂
y∈D
WU (y,Ri) = [WU (y,Ri), D]. (3.10)
Poiche´ S e` proprio e non vuoto, grazie all’ultimo dei lemmi del paragrafo precedente
abbiamo D 6= ∅ e D = intD. Ora
f(S) ∩Rj =
⋃
y∈D
(
fWU (y,Ri) ∩Rj
)
. (3.11)
Per il lemma 77 f(y) ∈ Rj e fWU (y,Ri) ∩Rj =WU (fy,Rj), quindi
f(S) ∩Rj =
⋃
′y∈f(D)
WU (y′, Rj) = [WU (f(x), Rj), f(D)]. (3.12)
Poiche´ [WU (f(x), Rj),WS(f(x), Rj)] e` proprio si haWS(f(x), Rj) = intWS(f(x), Rj).
Inoltre f mandaWS² (x)∩Ω in modo omeomorfo su un intorno di f(x) inWS² (fx)∩Ω,
per cui f(D) = intf(D) e dunque f(S) ∩ Rj e` proprio. Si ha anche f(S) ∩ Rj 6= ∅
dal momento che f(D) 6= ∅ e per finire se perndiamo z ∈ f(S) ∩ Rj abbiamo
z ∈ WU (y′, Rj) per qualche y′ ∈ f(D) e WU (z,Rj) = WU (y′, Rj) ⊂ f(S) ∩ Rj . Ne
concludiamo che f(S) e` un U−sottorettangolo di Rj .
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¤
A questo punto abbiamo tutti gli strumenti necessari per dare una versione sim-
bolica della dinamica di un diffeomorfismo f di tipo Assioma A su un suo insieme
fondamentale Ω. Scopriremo che tale versione simbolica della dinamica e` un sistema
dinamico che abbiamo gia` incontrato, si trattera` infatti di uno shift su un insieme
finito di simboli.
Se R1, ..., Rm sono i rettangoli di una partizione di Markov per Ω prendiamo Σ :=
{1, ...,m}. Se A e` la matrice di transizione associata alla partizione di Markov R
consideriamo l’insieme
ΣA := {w ∈ ΣZ | Awi,wi+1 = 1 per ogni i ∈ Z} (3.13)
Se T = {Tn|n ∈ Z} e` l’azione di Z su ΣZ generata dalla traslazione (Tw)i = wi+1
e` banale verificare che ΣA e` un sottoinsieme chiuso di ΣZ (rispetto alla distanza
definita dalla 2.11) e T −invariante.
Per legare la dinamica dello shift su ΣA a quella di f su Ω dobbiamo costruire
un’applicazione pi : ΣA → Ω che faccia commutare il diagramma
ΣA
T→ ΣA
↓ pi ↓ pi
Ω
f→ Ω
(3.14)
Teorema 82 Per ogni w ∈ ΣA l’insieme
⋂
j∈Z f
−jRwj consiste di un solo punto,
che indichiamo con pi(w). L’applicazione pi : ΣA → Ω e` surgettiva e continua,
soddisfa pi ◦ T = f ◦ pi ed e` bigettiva sull’insieme Gδ−denso Y = Ω\
⋃
j∈Z f
j(∂SR∪
∂UR).
Nota
Y e` Gδ−denso in Ω nella topologia di Ω come sottoinsieme della varieta` M . Per
convincersi di questo fatto scriviamo Y come
⋂
j∈Z f
j
(
Ω\(∂SR ∪ ∂UR)). Dato che
tutti i rettangoli della partizione di Markov sono propri, per ciascuno di essi si ha
intR = R, quindi intR = R\∂R e` aperto denso in R. Ma allora ⋃i=1..m intRi =
Ω\(∂SR ∪ ∂UR) e` aperto denso in Ω. Infine f e` un omeomorfismo, quindi anche
tutti gli insiemi f j
(
Ω\(∂SR∪ ∂UR)) sono aperti densi in Ω.
Dimostrazione
• Costruiamo pi. Se w ∈ ΣA allora Awi,wi+1 = 1 per ogni i ∈ Z. Il lemma 81 ci dice
che
f(Rw0) ∩Rw1
e` un U−sottorettangolo di Rw1 ,
f2(Rw0) ∩ f(Rw1) ∩Rw2
e` un U−sottorettangolo di Rw2 e continuando per induzione si ottiene che⋂
j=0..n
fn−j(Rwj ) = Rwn ∩ f(
⋂
j=0..n−1
fn−j(Rwj ))
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e` un U−sottorettangolo di Rwn . Considerando anche gli iterati di f−1 otteniamo
che
Kn(w) :=
⋂
j=−n..n
fn−j(Rwj )
e` un insieme compatto non vuoto, uguale alla chiusura della sua parte interna (ri-
spetto alla topologia di Ω). Dato che chiaramente Kn(w) ⊃ Kn+1(w) ⊃ . . . abbiamo
che
K(w) :=
⋂
n=−∞...∞
f−n(Rwn) =
⋂
n=−∞...∞
Kn(w) 6= ∅.
Inoltre K(w) consiste di un solo punto perche´ se x, y ∈ K(w) allora fn(x), fn(y) ∈
Rwn per ogni n ∈ N, ma R puo` essere presa con diametro arbitrariamente piccolo e
l’ultima affermazione contraddisce l’espansivita`. In questo modo pi : ΣA → Ω, w →
pi(w) := K(w) e` ben definita.
• Verifichiamo che il diagramma 3.14 commuta:
pi(Tw) :=
⋂
n=−∞...∞
f−n(RTwn) =
⋂
n=−∞...∞
f−n(Rwn+1)
=
⋂
n=−∞...∞
f−n+1(Rwn) = f(
⋂
n=−∞...∞
f−n(Rwn+1)) = fpi(w).
• Dimostriamo che pi e` continua.
Su un compatto la continuita` e` equivalente all’uniforme continuita`, quindi assumia-
mo per assurdo che pi non sia uniformemente continua. Allora possiamo trovare un
² e due successioni wn, vn, n ∈ N tali che d(wn, vn) ≤ 2n, ovvero
wnj = v
n
j
per ogni j = −n...n, ma d(pi(wn), pi(vn)) ≥ ² per ogni n.
Chiamiamo xn := pi(wn) e yn = pi(vn). Allora si ha f j(xn), f j(yn) ∈ Rwnj = Rvnj
per ogni j = −n...n, ovvero d(f jxn, f jyn) ≤ δ per ogni j = −n...n. Prendendo
eventualmente delle sottosuccessioni possiamo supporre che xn → x e yn → y con
x 6= y. L’ultima relazione trovata, combinata con la continuita` di f , da d(f jx, f jy) ≤
δ per ogni j ∈ N, in contraddizione con l’espansivita` (δ e` il diametro della partizione
di Markov M).
• pi e` bigettiva su Y .
Sia x ∈ Y . Poiche` x ∈ Ω\⋃j∈Z f j(∂SR ∪ ∂UR), allora per ogni j esiste aj tale che
f j(x) ∈ intRaj . Quindi intRaj ∩ f−1(intRaj+1) per ogni j, ovvero Aaj ,aj+1 per ogni
j. Allora la successione a = (aj) appartiene a ΣA e si ha pi(a) = x.
Se esiste b ∈ ΣA tale che pi(a) = pi(b) = x allora f j(x) ∈ Raj e f j(x) ∈ Rbj per ogni
j, ovvero intRaj ∩ intRbj 6= ∅ per ogni j e in definitiva a = b.
• Surgettivita` su Ω.
Basta osservare che pi(ΣA) e` un sottoinsieme compatto di Ω che contiene Y . Ma Y
e` denso in Ω, quindi pi(ΣA) = Ω.
¤
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3.3 Stati di equilibrio per i diffeomorfismi Axiom-A
Con l’ultimo teorema del paragrafo precedente la teoria ergodica dei diffeomorfismi
Assioma A si inserisce pienamente in quella dei reticoli di spin. La differenza tra il
caso trattato nel capitolo precedente e quello considerato ora e` che mentre prima si
considerava lo shift sull’insieme di tutte le successioni, ora consideriamo la restrizione
dello shift all’insieme chiuso T −invariante ΣA. Purtroppo la teoria sviluppata nel
primo caso non contiene strettamente quella necessaria per studiare il secondo, o
almeno non siamo riusciti a trovare un modo semplice e veloce per dedurre i risultati
su T : ΣA → ΣA di cui abbiamo bisogno a partire da quelli che abbiamo ottenuto nel
paragrafo 2.3. Spiacenti per questa parziale incompletezza della nostra esposizione
rimandiamo a [6], la referenza su cui ci stiamo basando in queste pagine, dove si puo`
trovare dimostrato il seguente
Teorema 83 Sia φ : ΣA → R una funzione tale che
sup{|φ(w)− φ(v)|;wj = vj ∀ j = −n...n} ≤ aαn (3.15)
per opportune costanti a ∈ R e α ∈ (0, 1). Supponiamo che T : ΣA → ΣA sia
topologicamente mescolante. Allora esiste un unico stato di equilibrio µφ. Inoltre µφ
e` ergodica e soddisfa la proprieta` di Gibbs 2.17.
Sfruttando la nostra conoscenza degli stati di equilibrio per T : ΣA → ΣA
vogliamo arrivare al seguente risultato
Teorema 84 Sia f un diffeomorfismo di tipo Assioma A e sia Ω un insieme basilare
per f . Allora per ogni funzione Ho¨lderiana φ : Ω → R esiste un unico stato di
equilibrio µφ.
Dimostrazione
Nel corso della dimostrazione avremo bisogno di alcuni lemmi. Cominciamo con
Lemma 85 Esistono ² > 0 e α ∈ (0, 1) tali che se x ∈ Ω, y ∈M e d(fk(x), fk(y)) ≤
² per ogni k ∈ [−n...n] allora d(x, y) < αn.
Dimostrazione
Vedere [5]
¤
Prendiamo una partizione di Markov di Ω di diametro minore di ², siano A la matrice
di transizione associata a tale partizione di Markov e T : ΣA → ΣA il corrisponden-
te sottoshift. Consideriamo la funzione φ∗ := φ ◦ pi. Vogliamo dimostrare che φ∗
soddisfa la 3.15.
Prendiamo a e b in ΣA tali che ak = bk per ogni k = −n...n. Allora si ha
fkpia, fkpib ∈ Rak = Rbk per ogni k = −n...n. Il lemma precedente allora ci dice che
d(pia, pib) ≤ αn. Poiche´ φ e` Ho¨lderiana esistono a e θ tali che |φ∗(a)−φ∗(b)| ≤ a(αθ)n,
quindi abbiamo la 3.15.
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Lemma 86 Se f : Ω → Ω e` topologicamente mescolante, allora lo e` anche T :
ΣA → ΣA
Dimostrazione
Vedere [6].
¤
Supponiamo che f sia topologicamente mescolante su Ω, ovvero che Ω sia uno degli
insiemi Xi dati dalla decomposizione spettrale. Allora T : ΣA → ΣA e` topologica-
mente mescolante e il teorema 83 ci garantisce che esiste un unico stato di equilibrio
ergodico µφ∗ per lo shift T .
Sia DS := pi−1(∂SR) e DU := pi−1(∂UR). Sono entrambi sottoinsiemi chiusi di ΣA.
Per il lemma 78 si ha T (DS) ⊆ DS e T−1(DU ) ⊆ DU . Inoltre µφ∗(Tn(DS)) =
µφ∗(DS), perche´ µφ∗ e` T−invariante. Questo e sufficiente per dire che
µφ∗
( ⋂
n≥0
Tn(DS)
)
= µφ∗(DS)
Ora µφ∗ e` una misura ergodica e
⋂
n≥0 T
n(DS) e` un insieme invariante, pertanto
deve avere misura 0 o 1. Ma il complementare contiene almeno un cilindro aperto,
quindi la proprieta` di Gibbs di µφ∗ forza
⋂
n≥0 T
n(DS) ad avere misura 0, pertanto
µφ∗(DS) = 0. Si ottiene allo stesso modo µφ∗(DU ) = 0
Ora definiamo µφ := pi∗µφ∗ (Spingiamo in avanti la misura µφ∗ tramite pi). Dato
che pi ◦ T = f ◦ pi abbiamo costruito una misura f−invariante µφ definita su Ω.
Osservando che pi e` bigettiva tranne che su
⋃
k∈Z T
k(DS ∪DU ) (ricordare il teorema
82), e che µφ∗(
⋃
k∈Z T
k(DS ∪DU )) = 0, abbiamo che il diagramma
(ΣA, µφ∗)
T→ (ΣA, µφ∗)
↓ pi ↓ pi
(Ω, µφ)
f→ (Ω, µφ)
(3.16)
definisce un coniugio tra sistemi dinamici misurabili che porta la misura su ΣA nella
misura su Ω. In questa situazione si ha hf (µφ) = hT (µφ∗), da cui
hf (µφ) +
∫
Ω
φdµφ = hT (µφ∗) +
∫
ΣA
(φ∗)dµφ∗ = p(φ∗). (3.17)
Lemma 87 Siano T1 : X1 → X1 e T2 : X2 → X2 sistemi dinamici topologici e sia
pi : X1 → X2 continua e surgettiva tale che pi◦T1 = T2◦pi. Allora per ogni φ ∈ C(T2)
pT2(φ) ≤ pT1(φ ◦ pi). (3.18)
Dimostrazione
Vedere [6].
¤
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E infine questo lemma ci dice che µφ e` uno stato di equilibrio per φ relativamente
a f ristretta a Ω. Inoltre pf (φ) = pT (φ∗).
Ora vogliamo dimostrare che non esistono altri stati di equilibrio.
Lemma 88 Per ogni misura µ ∈ M(f,Ω) esiste una misura ν ∈ M(T,ΣA) tale
che pi∗(ν) = µ.
Dimostrazione
Sia F := {f ∈ C(ΣA) | ∃g ∈ C(Ω) tale che f = g ◦pi}. Si verifica facilmente che F e`
un sottospazio lineare di C(ΣA). Poiche` la g associata ad f e` unica (e sara` indicata
con gf ) possiamo definire un funzionale lineare su F , η : F → F
η(f) := η(gf ◦ pi) :=
∫
Ω
gfdµ. (3.19)
η e` un funzionale positivo e limitato, infatti |η(gf )| ≤ ‖gf‖, e per le funzioni costanti
vale il segno di uguaglianza, quindi ‖η‖ = 1. Allora il teorema di Hann-Banach dice
che η puo` essere esteso a un operatore lineare, positivo definito su tutto C(ΣA),
che chiamiamo ancora con η, con la stessa norma di quello di partenza. Allora il
teorema di Riesz ci dice che η e` una misura di probabilita` su ΣA. Consideriamo
la successione νn := 1n(η + T∗η + ... + (T∗)
n−1η) ∈ M(ΣA). Il teorema di Krylov-
Bogolubov ci assicura che esiste una successione debolmente convergente νnk :=
1
nk
(ν + T∗η + ... + (T∗)nk−1η) → ν ∈ M(ΣA). Allora T∗ν = ν. Infine pi∗((T k)∗η) =
(fk)∗pi∗η = (fk)∗µ = µ, quindi pi∗ν = µ.
¤
Prendiamo ora un qualsiasi stato di equilibrio µ per φ. Associamo a µ la corri-
spondente misura ν ∈ M(ΣA, T ) tale che pi∗ν = µ. Si ha hT (ν) ≥ hf (µ) da cui
segue
hT (ν) +
∫
ΣA
φ∗dν ≥ hf (µ) +
∫
Ω
φdµ = pf (φ) = pT (φ∗). (3.20)
Quindi ν = µφ∗ e` l’unico stato di equilibrio per φ∗ e µ = µφ = pi∗µφ∗ .
Il teorema e` dimostrato per Ω = Xi con Xi dato dalla decomposizione spettrale.
Concludiamo dimostrando la tesi per un generico Ω.
Scriviamo Ω = X1 ∪ ... ∪ Xm. Prendiamo una qualsiasi µ ∈ M(f,Ω). Poiche´ µ
e` invariante sotto f e f(Xi) = Xi+1 si ha µ(Xi) = 1m per ogni i = 1...m. Allora
possiamo costruire una misura di probabibilita` fm−invariante su un generico Xi
data da µ′ := mµ|Xi ∈M(fm, Xi).
D’altra parte se µ′ ∈M(fm, Xi) definiamo µ ∈M(f,Ω) con
µ(E) :=
1
m
m−1∑
k=0
µ′(Xi ∩ fkE). (3.21)
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E` facile verificare che µ 7→ µ′ e` una corrispondenza biunivoca traM(f,Ω) eM(fm, Xi)
per cui valgono le relazioni
hfm(µ′) = mhf (µ)∫
Xi
Smφdµ
′ =
∫
Ω φdµ.
(3.22)
Allora e` chiaro che trovare µ che massimizza hf (µ) +
∫
φdµ e` equivalente a trovare
µ′ che massimizza hfm(µ′) +
∫
Smφdµ
′. Per concludere basta osservare che φ e`
Ho¨lderiana su Ω se e solo se Smφ e` Ho¨lderiana su Xi.
Prendiamo quindi φ Ho¨lderiana su Ω, passiamo a Smφ e` Ho¨lderiana suXi. Sappiamo
che Smφ ammette un unico stato di equilibrio µSmφ perche´ f
m e` topologicamente
mescolante su Xi. Quindi esiste un unico punto estremale per µ 7→ hf (µ) + µ(φ) ed
e` dato dalla 3.21.
¤
Capitolo 4
Misure invarianti ×2 e ×3
Nel secondo capitolo abbiamo costruito un formalismo termodinamico per sistemi
molto generici e abbiamo ricondotto l’esistenza degli stati di equilibrio all’espansivita`
della dinamica. Nel capitolo precedente abbiamo ottenuto risultati piu` forti (unicita`
degli stati di equilibrio) restringendoci ad azioni di N su varieta´ compatte generate
da diffeomorfismi uniformemente iperbolici.
In questo capitolo vogliamo considerare l‘azione combinata di piu` mappe sullo
stesso spazio della fasi. Data la difficolta` dei problemi che si incontrano in queste
situazioni e` necessario semplificare al massimo la struttura dello spazio delle fasi e
lavorare in dimensione piu` bassa possibile. Fortunatamente un problema sollevato
da Furstenberg anni fa viene incontro alle nostre esigenze.
4.1 Moltiplicazioni dell’angolo su S1 e Teorema di Fur-
stenberg
Consideriamo le trasformazioni Tm : S1 → S1 definita da Tm(x) := mx mod 1,
dove m ∈ N. Le propieta` ergodiche di queste trasformazioni sono ben conosciute,
ed esposte in molti testi; del resto basta osservare che sono coniugate agli shift su
un numero finito di simboli. Ovviamente tutte queste trasformazioni commutano
tra di loro, quindi d trasformazioni Tm1 , .., Tmd distinte generano un’azione di Zd+ su
S1. Siamo interessati a studiare la dinamica generata da due di esse, ad esempio T2
e T3.
Definizione 89 Sia T = {T g|g ∈ G} un’azione continua generata dal semigruppo
G su uno spazio topologico X. Un sottoinsieme M di X e` minimale se e` chiuso,
T -invariante e non ha sottoinsiemi propri con le stesse proprieta`.
Teorema 90 (Furstenberg) Se G e` il semigruppo generato da T2 e da T3, allora
gli unici insiemi minimali sono insiemi finiti di punti razionali.
Alla dimostrazione premettiamo alcuni lemmi. Con abuso di notazione identifichia-
mo il semigruppo G con {2n3m |n,m ∈ N}.
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Lemma 91 Siano M e B insiemi chiusi e G invarianti e sia M minimale. Allora
se M +B = S1 deve essere necessariamente B = S1.
Dimostrazione
Prendiamo un primo q 6= 2, 3. Per ogni n consideriamo il sottosemigruppo Gn di G
definito da
g ∈ Gn ⇔ g ≡ 1 mod qn.
Chiaramente M e` invariante rispetto a Gn ma non e` necessariamente minimale
rispetto a questo, pertanto prendiamo Mn ⊆M minimale rispetto a Gn. Possiamo
prendere gliMn in modo cheMn ⊇Mn+1 ⊇ . . . , quindi dato che sono tutti compatti
non vuoti si ha M∞ :=
⋂
n∈NM
n 6= ∅.
• Per n fissato prendiamo un insieme di rappresentanti Gn := {g1, ..., gN} di G
mod qn. Mostriamo che si ha ⋃
i=1...N
giM
n =M.
Il membro di sinistra e` chiaramente chiuso e contenuto inM , quindi basta far vedere
che e` G−invariante. Questo significa far vedere che per ogni g ∈ G, gi ∈ Gn esiste
gj ∈ Gn tale che ggiMn ⊆ gjMn. Prendiamo gj ≡ ggi mod qn.
Affermiamo che ggiMn e gjMn sono minimali per Gn. Mostriamolo per gjMn.
Sia A ⊂ gjMn chiuso, proprio, Gn−invariante. Prendiamo E := g−1j (A) ∩Mn. E`
chiaramente un sottoinsieme chiuso e proprio di Mn, inoltre per ogni h ∈ Gn si
ha h(E) := hg−1j (A) ∩Mn . Si ha anche gjhg−1j (A) ∩Mn = hgjg−1j (A) ∩Mn =
hA ∩Mn = A ∩Mn, pertanto hg−1j (A) ∩Mn ⊂ g−1j (A) ∩Mn, quindi Mn non e`
minimale. Assurdo.
Per la minimalita` di ggiMn e gjMn mostrare che coincidono equivale a mostrare
che si intersecano. Inoltre se mostriamo che ggiGn ∩ gjGn 6= ∅ possiamo prendere
h, k ∈ Gn tali che ggih = gjk e per ogni x ∈Mn abbiamo ggih(x) = gjk(x), ma h(x)
e k(x) appartengono ancora aMn (che e` Gn−invariante) e quindi ggiMn∩gjMn 6= ∅.
Concludiamo allora mostrando che ggiGn∩ gjGn 6= ∅. Prendiamo l tale che glj ∈ Gn
(possiamo farlo perche´ gj e q sono coprimi). Allora
ggig
l
j ∈ Gn
ma ricordando ggi ≡ gj si ha anche
ggig
l
j = gj(ggig
l−1
j ) ≡ gj(glj) ∈ gjGn
e abbiamo finito.
• Mostriamo che Mn +B = S1 per ogni n.
Per quanto dimostrato sopre abbiamo che
⋃
i=1...N gi(M
n+B) = (
⋃
i=1...N giM
n) +
B =M +B = S1. Allora esiste i tale che gi(B +Mn) ha parte interna non vuota e
di conseguenza B+Mn ha parte interna non vuota. Prendiamo un qualsiasi h ∈ Gn.
Chiaramente B +Mn e` h−invariante. Ma x 7→ hx mod 1 e` ergodica rispetto alla
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misura di Lebesgue e B +Mn e` invariante e di misura positiva, quindi ha misura
= 1, inoltre e` chiuso, quindi B +Mn = S1.
• Concludiamo la dimostrazione scegliendo z ∈M∞ e un qualsiasi t = a
qn
con a ∈ N.
Per quanto dimostrato sopra possiamo sempre scrivere
t =
a
qn
= α+ β (4.1)
con α ∈ Mn e β ∈ B. Consideriamo {hα |h ∈ Gn}. La sua chiusura e` un insieme
minimale in Mn, per cui deve essere
{hα |h ∈ Gn} =Mn.
Allora si puo` prendere una successione {hj} ⊆ Gn tale che hjα→ z. Ma ricordando
la definizione di Gn si ha hj ≡ 1 mod 1 per ogni j e quindi
hj(t) = t
per ogni j. Applichiamo hj a ciascun lato della 4.1. A meno di prendere una
sottosuccessione possiamo scrivere
t = lim
j→∞
hjα+ lim
j→∞
hjβ = z + β′
con β′ ∈ B. Qunidi z +B contiene tutti i punti della forma t = a
qn
per ogni n ∈ N,
ma questi ultimi sono densi in S1, pertanto B = S1.
¤
Lemma 92 Se si ordinano in ordine crescente gli elementi di G = {2n3m |m.n ∈ N}
si ha
sn+1
sn
→ 1 (4.2)
Dimostrazione
Vedere [11]
Lemma 93 Sia A ⊆ S1 un sottoinsime G-invariante, chiuso che contiene 0 come
punto interno non isolato. Allora A = S1.
Dimostrazione
Prendiamo una successione xn in A tale che xn → 0. Per ogni ² > 0 possiamo
scegliere N1 tale che
sn+1
sn
> 1 + ² per ogni n > N1. Ora prendiamo N2 tale che
sN1xN2 < ². Allora per tutti gli n > N1 si ha
(sn+1 − sn)xN2 < ²snxN2 .
Quando n varia nell’insieme dei valori per cui snxN2 ∈ [², 1] la distanza tra due valori
consecutivi di snxN2 e` sempre minore di ², quindi ogni y ∈ S1 dista al piu` ² da un
elemento della forma snxN2 e poiche´ ² e` arbitrario abbiamo la tesi.
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¤
Dimostrazione del teorema di Furstenberg
Sia M un insieme minimale per G. M −M e` un sottoinsieme invariante di S1 e se e`
infinito allora contiene 0 come punto non isolato. Ma allora deve essereM−M = S1
e quindi M = S1 contro l’ipotesi di minimalita` di M . In questo modo abbiamo
dimostrato che M deve essere finito. Inoltre non puo` contenere punti irrazionali
perche´ l’orbita di un irrazionale sotto G e` infinita.
¤
Definizione 94 Un sottogruppo G ⊂ N e` non lacunare se i suoi elementi non sono
tutti potenze di uno stesso intero.
Si dimostra esattamente come nel lemma precedente che se s1, s2, ... sono gli elementi
di G ordinati in ordine crescente, allora si ha
sn+1
sn
→ 1. Quello che Furstenberg
ha dimostrato in realta` e` che i sottoinsiemi minimali per l’azione di un qualsiasi
semigruppo non lacunare sono finiti e formati da soli razionali (Vedere [11]).
4.2 Congettura di Furstenberg e Teorema di Rudolph
Ricordiamo che una misura µ e` invariante sotto l’azione T generata dal gruppo G
se T g∗ µ = µ per ogni g ∈ G. Supponiamo allora che µ sia una misura di probabilita`
assolutamente continua rispetto alla misura di Lebesgue simultaneamente T2 e T3
invariante. Allora si ha per i = 2, 3
µ(suppµ) = Ti∗µ(suppµ) = µ(T−1i (suppµ)) = µ(suppµ ∩ T−1i (suppµ))
Poiche´ suppµ ∩ T−1i (suppµ) e` compatto non puo` essere un sottoinsieme proprio di
suppµ (altrimenti avrebbe misura strettamente minore) e quindi deve essere
T−1i (suppµ) = suppµ ovvero Ti(suppµ) = suppµ
per ogni i = 2, 3. Allora suppµ e` invariante e chiuso, quindi per il teorema di
Furstenberg deve essere tutto S1. (Non puo` essere un insieme finito di punti perche´
µ deve essere non singolare).
Questa osservazione ha portato Furstenberg a formulare la
Congettura 1 (Congettura di Furstenberg) L’unica misura di probabilita` non
singolare invariante per l’azione generata da T2 e T3 e` la misura di Lebesgue.
Benche´ la congettura non sia stata ancora risolta in tutta la sua generalita` sono
stati ottenuti alcuni risultati parziali, il piu` importante dei quali e` il
Teorema 95 (Rudolph) L’unica misura di probabilita` non singolare, invariante
per l’azione T generata da T2 e T3, con entropia positiva rispetto a T e` la misura
di Lebesgue.
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Per la dimostrazione originale rimandiamo a [12], per una riscrittura piu` leggibile
consigliamo [13].
Il lavoro che abbiamo intrapreso in chiusura di tesi ruota attorno a questo proble-
ma. Abbiamo applicato il formalismo termodinamico alle moltiplicazioni dell’angolo
su S1 e abbiamo provato a dare una nostra versione parziale del risultato di Rudolph:
Se µ e` uno stato di equilibrio per T2 simultaneamente invariante rispetto a T2 e
T3, allora µ e` la misura di Lebesgue.
Prima di intraprendere la strada verso la dimostrazione di questo risultato occorre
una maggiore conoscenza degli stati di equilibrio per T2 (e in genere per le mappe
Tm). Nel prossimo peragrafo ci occuperemo di questa esigenza.
4.3 Formalismo Termodinamico per T2
In questo paragrafo vogliamo approfondire la nostra conoscenza degli stati di equi-
librio per la trasformazione T2 : x 7→ 2x mod 1. Prima di tutto osserviamo che
l’espansivita`, che e` evidente, ci garantisce che per una qualsiasi funzione semicon-
tinua superiormente ψ l’insieme ES(ψ, T2) e` un convesso compatto in M(T2) non
vuoto. Vogliamo dimostrare che in realta` si ha l’unicita` e che ogni stato di equilibrio
e` caratterizzato dalla proprieta` di Gibbs, come per i reticoli di spin unidimensionali
o i diffeomorfismi Axiom A ristretti al loro insieme di punti non erranti. Bisogna os-
servare che T2, pur non essendo un diffeomorfismo, ha evidenti proprieta` iperboliche,
inoltre i due intervalli [0, 12 ] e [
1
2 , 1] forniscono chiaramente una partizione di Markov
di S1, per cui sembra verosimile che coniugando T2 con lo shift su {0, 1}N si possano
ottenere i risultati in questione tramite un approccio simbolico. Noi seguiremo una
strada diversa, delineata in [14], [15] e [16], in cui non si sfrutta alcuna partizione di
Markov.
Come per i casi incontrati in precedenza avremo bisogno di ipotesi piu` forti sul-
la regolarita` del potenziale ψ. In [14], [15] e [16] si definisce una classe di funzioni
per cui si puo` portare fino in fondo il nostro programma. Data φ : S1 → R e una
costante di espansivita` ² definiamo
Kφ(n, ²) := sup{|Snφ(x)− Snφ(y)| ; y ∈ B(x, n, ²), x ∈ S1} (4.3)
e sia
V := {φ : S1 → R ; sup
n∈N
Kφ(n, ²) ≤ ∞} (4.4)
Si puo` mostrare che la definizione di V non dipende da ² quando questo e` piu` piccolo
della costante di espansivita`. Si puo` anche vedere che ogni φ Ho¨lderiana appartiene
a V. Cominciamo da una caratterizzazione piu` diretta della perssione.
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Proposizione 96 Sia ² una costante di espansivita` e φ : S1 → R Ho¨lderiana.
Allora
p(φ) = lim
n→∞
1
n
logZn(φ,En,²) (4.5)
per ogni successione di insiemi (n, ²)−separati massimali En,².
Dimostriamo prima il
Lemma 97 Per ² e δ abbastanza piccoli esiste C²,δ tale che per ogni coppia di
insiemi En,δ e En,² rispettivamente (n, δ) e (n, ²) separati massimali si ha
Zn(φ,En,²) ≤ Cδ,²Zn(φ,En,δ). (4.6)
Dimostrazione
Siano En,δ e En,² rispettivamente (n, δ) e (n, ²) separati massimali.
Zn(φ,En,²) =
∑
x∈En,²
exp(Snφ(x))
Sfruttando il fatto che
⋃
y∈En,δ B(y, n, δ) = S
1 posso scrivere
Zn(φ,En,²) ≤
∑
y∈En,δ
∑
x∈B(y,n,δ)∩En,²
exp(Snφ(x))
(Il segno ≤ dipende dal fatto che ci possono essere delle ripetizioni)
=
∑
y∈En,δ
∑
x∈B(y,n,δ)∩En,²
exp(Snφ(y)) exp(Snφ(x)− Snφ(y))
Ora φ e` Ho¨lderiana, quindi vale la 4.4, e indicando con K := supn∈NKφ(n, ²) si ha
exp(Snφ(x) − Snφ(y)) ≤ eK . Inoltre ogni palla B(y, n, δ) contiene al massimo N²,δ
elementi di En,² indipendentemente da n, quindi si ha
Zn(φ,En,²) ≤ N²,δeK
∑
y∈En,δ
exp(Snφ(y)) = N²,δeKZn(φ,En,δ).
¤
Dimostrazione della proposizione
Prendiamo una qualsiasi successione En,² di insiemi (n, ²)separati e una successione
Fn,δ di insiemi (n, δ)separati. Per ogni n si ha
log
(
Zn(φ,En,²)
)
≤ log
(
Zn(φ,En,²)
)
+ logCδ,²
lim sup
n→∞
1
n
log
(
Zn(φ,En,²)
)
≤ lim sup
n→∞
1
n
log
(
Zn(φ,En,²)
)
Ma il ragionamento e` simmetrico in En,² e Fn,δ, quindi si ha
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lim sup
n→∞
1
n
log
(
Zn(φ,En,²)
)
= lim sup
n→∞
1
n
log
(
Zn(φ,En,²)
)
.
Si dimostra esattamente nello stesso modo che
lim inf
n→∞
1
n
log
(
Zn(φ,En,²)
)
= lim inf
n→∞
1
n
log
(
Zn(φ,En,²)
)
.
Quindi il limite superiore e il limite inferiore della quantita` 1n logZn(φ,En,²) non
dipendono dalla particolare successione En,² (e nemmeno da ²). Si conclude trovando
una successione su cui limite superiore e inferiore coincidono ed e` facile vedere che
una scelta per cui questo vale e`
En, 1
N
:= { i
N2n
| i = 1...N2n − 1}
¤
4.3.1 Misure di Gibbs
Definizione 98 Diciamo che x, y sono n−coniugati se Tn2 (x) = Tn2 (y); diciamo che
sono coniugati se esiste n tale che sono n−coniugati.
Definizione 99 Un omeomorfismo ϕ : S1 → S1 e` detto coniugante se per ogni
x ∈ S1 si ha che x e ϕ(x) sono coniugati.
Lemma 100 Gli omeomorfismi coniuganti sono tutte sole le traslazioni della forma
x 7→ x− a2n per qualche n ∈ N e a = 0...2n − 1.
Dimostrazione
Se ϕ e` un n−coniugio si ha Tn2 (x) = Tn2 (ϕx) per ogni x, ovvero 2nx ≡ 2nϕ(x)
mod 1 per ogni x, che e` equivalente in definitiva a 2n
(
x − ϕ(x)) ∈ N. Ma questa e`
una funzione continua da S1 in N per cui deve essere costante e uguale ad un intero
a.
¤
Lemma 101 Se ϕ : S1 → S1 e` un omeomorfismo coniugante allora per ogni φ
Ho¨lderiana Snφ ◦ ϕ−1 − Snφ converge uniformemente.
Dimostrazione
Basta osservare che se ϕ(x) = x − a
2N
allra Tn2 ◦ ϕ−1(x) = Tn2 (x) per ogni x ∈ S1.
Allora Snφ◦ϕ−1−Snφ e` definitivamente uguale a SNφ◦ϕ−1−SNφ per ogni n ≥ N .
¤
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Definizione 102 Una misura di probabilita` µ, non necessariamente invariante, si
dice una misura di Gibbs per φ se esiste C > 0 tale che per ogni coniugio ϕ si ha
d(ϕµ)
dµ
≤ C exp ( lim
n→∞Snφ ◦ ϕ
−1 − Snφ
)
. (4.7)
Nota
Ritornando al paragrafo 2.3 possiamo notare l’analogia tra la definizione di misura
di Gibbs in quel caso e in qusto. Inoltre scrivendo un generico x ∈ S1 come
x =
x1
2
+
x2
22
+
x3
23
+ . . .
con xi = 0 o 1 osserviamo che un n−coniugio cambia il valore solo delle prime N
coordinate di x.
♦
Teorema 103 Sia ² una costante di espansivita`. Per φ : S1 → R Ho¨lderiana e µ
una misura di probabilita` sono fatti equivalenti
(a)µ e` una misura di Gibbs per φ;
(b)esiste una costante R > 0 tale che per ogni x ∈ S1 e per ogni n ≥ 0 si ha
exp
(
Snφ(x)− nP (φ)−A
) ≤ µ(B(x, n, ²)) ≤ exp (Snφ(x)− nP (φ) +A) (4.8)
(c)data un’altra misura di Gibbs ν per φ le misure µ e ν sono equivalenti e le derivate
di Radon-Nicodym dµdν e
dν
dµ sono essenzialmente limitate.
Dimostrazione
• (a) ⇒ (b)
Dimostriamo che
µ
(
B(x, n, ²)
) ≥ exp (Snφ(x)− nP (φ)−A).
L’altra diseguaglianza e` analoga.
Sia En,² un insieme (n, ²) separato massimale e sia p ∈ N tale che 12p ≤ ². Fisso x, y ∈
En,². Ricopriamo B(y, n, ²) con palle B(y′, n + p, ²), y′ ∈ En+p,². Il ricoprimento
e` fatto con al massino N :=
1
2p
palline. Due generici punti (n + p)−coniugati
u e v distano
a
2n+p
, dove a e` un opportuno intero. Poiche` le palle B(x, n, ²) e
B(y, n, ²) hanno diametro
²
2n
per ogni y′ ∈ B(y, n, ²) ∩ En+p,² esiste un punto u′ ∈
B(x, n, ²) che risulta essere (n+p)−coniugato a y′. E` facile convincersi che per ogni
B(y′, n+ p, ²) esistono al massimo due intervalli U1,y′ e U2,y′ contenuti in B(x, n, ²)
e due omeomorfismi (n+ p)−coniuganti ϕi,y′ : Ui,y′ → B(y′, n+ p, ²) tali che
B(y′, n+ p, ²) ⊆ ϕ1,y′(U1,y′) ∪ ϕ2,y′(U2,y′)
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Abbiamo in tutto al massimo 2N di questi omeomorfismi, per cui possiamo scrivere
le relazioni ∑
j=1..2N µ
(
Uj
) ≤ 2Nµ(B(x, n, ²))
µ
(
B(y, n, ²)
) ≤∑j=1..2N µ(ϕj(Uj)) (4.9)
dove abbiamo reindicizzato tutti gli omeomorfismi con l’indice j. Allora si ha
µ
(
ϕj(Uj)
)
= ϕ−1j µ(Uj) =
∫
Uj
dϕ−1j µ
dµ
dµ ≤
∫
Uj
C exp
(
Sn+pφ ◦ ϕj − Sn+pφ
)
dµ =
∫
Uj
C exp
(
Spφ ◦ Tn2 ◦ ϕj − Spφ ◦ Tn2
)
exp
(
Snφ ◦ ϕj − Snφ
)
dµ
Ora
exp
(
Spφ ◦ Tn2 ◦ ϕj − Spφ ◦ Tn2
) ≤ exp(2p‖φ‖)
e
exp
(
Snφ ◦ ϕj − Snφ
) ≤ exp(2k) exp (Snφ(y)− Snφ(x))
grazie alla 4.4, per cui si ha
µ
(
ϕj(Uj)
) ≤ C exp(2p‖φ‖) exp(2k) exp (Snφ(y)− Snφ(x))µ(Uj).
Definendo R′ := C exp(2p‖φ‖) exp(2k) e sommando su j otteniamo
µ
(
B(y, n, ²)
) ≤ R′ exp (Snφ(y)− Snφ(x))µ(B(x, n, ²))
Infine sommiamo su y ∈ En,² (che e` (n, ²) separato massimale, quindi denso) e
otteniamo
1 ≤
∑
y∈En,²
µ
(
B(y, n, ²)
) ≤ R′( ∑
y∈En,²
exp
(
Snφ(y)
))
exp
(− Snφ(x))µ(B(x, n, ²))
= R′Zn
(
φ,En,²
)
exp
(− Snφ(x))µ(B(x, n, ²))
Infine considerando che 1n logZn
(
φ,En,²
)→ p(φ) possiamo prendere R tale che
µ
(
B(x, n, ²)
) ≤ 1
R
exp
(
Snφ(x)− np(φ)
)
• (b)⇒(c)
Prendiamo g ∈ C(S1) e definiamo gn(x) := 1
µ(B(x, n, ²))
∫
B(x,n,²) g(y)dµ(y).
g 7→ νn(g) :=
∫
gndν e´ un funzionale lineare positivo tale che νn(1) = 1 ovvero una
misura di probabilita`. gn → g uniformemente, quindi νn → ν debolmente. Sia ha∫
g(x)dνn(x) =
∫
gn(x)dν(x) =
∫ (
1
µ(B(x, n, ²))
∫
B(x,n,²)
g(y)dµ(y)
)
dν(x)
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=
∫
S
xB(x,n,²)
1
µ(B(x, n, ²))
g(y)dµ(y)dν(x) =
∫ (∫
B(y,n,²)
1
µ(B(x, n, ²))
dν(x)
)
g(y)dµ(y)
≤
∫ (∫
B(y,n,²)
1
exp
(
Snφ(x)− np(φ)−A
)dν(x))g(y)dµ(y)
≤ eK
∫ (∫
B(y,n,²)
1
exp
(
Snφ(y)− np(φ)−A
)dν(x))g(y)dµ(y)
perche` stiamo integrando su x ∈ B(y, n, ²)
≤ eK+2A
∫ (∫
B(y,n,²)
1
ν
(
B(y, n, ²)
)dν(x))g(y)dµ(y) = eK+2A ∫ g(y)dµ(y)
pertanto νn ≤ eK+2Aµ. La diseguaglianza passa al limite e si ha ν ≤ eK+2Aµ. Infine
notiamo che il ragionamento che abbiamo fatto e` simmetrico, quindi abbiamo la tesi.
• (c)⇒(a)
Prendiamo un qualsiasi insieme boreliano B. Abbiamo
ϕµ(B) = µ(ϕ−1B) < αν(ϕ−1B)
= αϕν(B) < α
∫
B
C exp( lim
n→∞(Snφ ◦ ϕ
−1 − Snφ))dν
= αC
∫
B
exp( lim
n→∞(Snφ◦ϕ
−1−Snφ))dν
dµ
dµ < Cα2
∫
B
exp( lim
n→∞(Snφ◦ϕ
−1−Snφ))dµ.
¤
Nota
In (a) ⇒ (b) abbiamo visto che A dipende solo da C nella definizione di misura di
Gibbs e da φ (tramite ‖φ‖ e K = Kφ). Inoltre in (b)⇒(c) il limite sulle derivate di
Radon-Nikodym α dipende solo da K e da A.
♦
Teorema 104 (a)per ogni φ Ho¨lderiana esiste una misura di Gibbs µ.
(b)Se µ e` una misura di Gibbs, allora lo e` anche T2∗µ.
(c)Esiste una misura di Gibbs µφ invariante rispetto a T2. Tale µφ e` ergodica, quindi
e` unica.
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Dimostrazione
• Dimostriamo (a)
Sia Perm := {x|Tm2 (x) = x}, ZPm :=
∑
x∈Perm exp(Smφ(x)) e
µm :=
1
ZPm
∑
x∈Perm
exp
(
Smφ(x)
)
δx. (4.10)
Sia ϕ un omeomorfismoN−coniugante. ϕ(x) := x+ a
2N
. Sia f una funzione continua
qualsiasi.
ϕµm(f) = µm(f ◦ ϕ) = 1
ZPm
∑
x∈Perm
exp
(
Smφ(x)
)
f(x+
a
2N
)
=
1
ZPm
∑
x∈Perm+
a
2N
exp
(
Smφ(x− a2N )
)
f(x)
Per m ≥ N ho Perm + a2N = Perm. In tal caso
ϕµm(f) =
1
ZPm
∑
x∈Perm
exp
(
Smφ(x)
)
exp
(
SNφ(x− a2N )− SNφ(x)
)
f(x)
=
1
ZPm
∑
x∈Perm
exp
(
Smφ(x)
)
δx
(
exp(SNφ ◦ ϕ−1 − SNφ)f
)
= µm
(
exp(SNφ ◦ ϕ−1 − SNφ)f
)
Quindi per ogni omeomorfismoN−coniugante ϕ si ha ϕ∗µm = exp(SNφ◦ϕ−1−SNφ).
Allora basta prendere una sottosuccessione tale che µmj → µ debolmente e risulta
dϕµ
dµ
= exp(SNφ ◦ ϕ−1 − SNφ).
• Dimostriamo (b)
Osseviamo che per ogni omeomorfismo n−coniugante ϕ esiste un omeomorfismo
(n + 1)−coniugante ϕ˜ tale che ϕ ◦ T2 = T2 ◦ ϕ˜ e che T2 ◦ ϕ˜−1 = ϕ−1 ◦ T2. Infatti
T2(x)− a2n ≡ 2x−
a
2n
≡ 2x− 2 a
2n+1
≡ T2(x− a2n+1 ).
Allora si ha per una qualsiasi funzione continua g∫
gd(ϕT2µ) =
∫
g ◦ ϕ ◦ T2dµ =
∫
g ◦ T2 ◦ ϕ˜dµ =
∫
g ◦ T2d(ϕ˜µ)
≤
∫
g ◦ T2(y)C exp
(
Sn+1φ ◦ ϕ˜−1 − Sn+1φ
)
dµ
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≤
∫
g ◦ T2(y)C exp
( n∑
1
(
φ ◦ T i2 ◦ ϕ˜−1(y)− φ ◦ T i2(y)
))
exp
(
2‖φ‖)dµ
≤
∫
g ◦ T2(y)C exp
( n∑
1
(
φ ◦ T i−12 ◦ ϕ−1(T2y)− φ ◦ T i−12 (T2y)
))
exp
(
2‖φ‖)dµ
≤
∫
g ◦ T2(y)C exp
(
Snφ ◦ ϕ−1(T2y)− Snφ(T2y)
)
exp
(
2‖φ‖)dµ
=
∫
gC exp
(
2‖φ‖) exp(Snφ ◦ ϕ−1 − Snφ)d(T2µ).
• Dimostriamo (c)
Un raffinamento della dimostrazione precedente (vedere [16]) porta a scrivere
T k2 µ = αkµ
dove le funzioni αk sono uniformemente limitate. Allora
µn :=
1
n
n−1∑
k=0
T k2 µ =
1
n
( n−1∑
k=0
αk
)
µ
definisce una successione di misure di Gibbs, in quanto esiste α tale che 0 <
1
α
≤
1
n
(∑n−1
k=0 α
k
)
≤ α < ∞. Allora se µni → ρ debolmente, ρ definisce una misura di
Gibbs invariante, infatti per ogni g : S1 → R continua sia ha
∣∣∣ρ(g ◦ T2 − g)∣∣∣ = lim
i→∞
1
ni
∣∣∣ ni−1∑
k=0
T k2 µ(g ◦ T2 − g)
∣∣∣
= lim
i→∞
1
ni
∣∣∣µ(g ◦ Tni2 − g)∣∣∣ ≤ limi→∞ 1ni 2‖g‖ = 0
Infine ρ e` ergodica perche´ se non lo fosse potremmo trovare un insieme S invariante
rispetto a T2 tale che 0 < ρ(S) < 1. Allora, indicando con χ la funzione caratteristica
di S, avremmo che
χ
ρ
ρ(χ)
e (1− χ) ρ
ρ(1− χ)
definirebbero due misure di Gibbs mutualmente singolari, che e` assurdo.
¤
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4.3.2 Stati di equilibrio
Teorema 105 Sia φ : S1 → R una funzione Ho¨lderiana. Esiste un’unica misura
di Gibbs µφ invariante rispetto a T2. Inoltre µφ e` ergodica ed e` l’unico stato di
equilibrio.
Dimostrazione
Indichiamo con ρ l’unica misura di Gibbs per φ invariante rispetto a T2 ed
ergodica data dalla proposizione precedente. Vale il
Lemma 106 ρ e` uno stato di equilibrio per φ.
Dimostrazione
Consideriamo l’insieme E := { i
2N
| i = 0...2N−1}. Si vede facilmente che e` 1
2N
sepa-
tato massimale. Poi consideriamo la partizioneA := {[ i
2N
− 1
2N+1
... i
2N
+ 1
2N+1
)}i=0...2N−1
Ovviamente A genera la σ−algebra dei boreliani, quindi
h(ρ) := lim
n→∞
1
n
H
(
ρ,An
)
.
Indichiamo con Anj gli elementi di An (indicizzati con j = 0...2N+n − 1). Questi
sono tutti contenuti in palle del tipo B( j
2N+n
, n, 1
2N−1 ) e per la proprieta` di Gibbs
abbiamo
ρ
(
Anj
)
≤ ρ
(
B(
j
2N+n
, n,
1
2N−1
)
)
≤ exp
(
Snφ(
j
2N+n
)− nP +A
)
.
Allora si ha
− log ρ
(
Anj
)
≥ nP − Snφ( j2N+n )−A
e ricordando che
H
(
ρ,An
)
:= −
∑
ρ
(
Anj
)
log ρ
(
Anj
)
abbiamo
H
(
ρ,An
)
≥
∑
ρ
(
Anj
)(
nP − Snφ( j2N+n )−A
)
.
Dato che tutti gli Anj hanno misura positiva ciascuno di essi contiene un punto yj
tale che
ρ(φ) = lim
n→∞
1
n
Snφ(yj)
allora
h(ρ) + ρ(φ) = lim
n→∞
1
n
(
−
∑
ρ
(
Anj
)
log ρ
(
Anj
))
+ lim
n→∞
1
n
Snφ(yj)
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= lim
n→∞
1
n
(
−
∑
ρ
(
Anj
)
log ρ
(
Anj
)
+ Snφ(yj)
)
= lim
n→∞
1
n
∑
ρ
(
Anj
)(
Snφ(yj)− log ρ
(
Anj
))
≥ lim
n→∞
1
n
∑
ρ
(
Anj
)(
Snφ(yj) + nP − Snφ( j2N+n )−A
)
.
Infine ricordiamo che φ soddisfa la 4.4e scriviamo
h(ρ) + ρ(φ) ≥ lim
n→∞
1
n
∑
ρ
(
Anj
)(
nP +K −A
)
= P
pertanto ρ e` uno stato di equilibrio.
¤
Per dimostrare il teorema basta mostrare che esiste un unico stato di equilibrio.
Seguiamo la dimostrazione data da Bowen e Ruelle. In [17] si costruisce un par-
ticolare stato di equilibrio. In [14] si dimostra che un qualsiasi stato di equilibrio
deve coincidere con quello trovato in [17]. Adattiamo la (complessa) dimostrazione
di Bowen e Ruelle al nostro semplice caso.
Sia
µm :=
1
ZPm
∑
x∈Perm
exp
(
Smφ(x)
)
δx
la misura data dalla 4.10. Dato che un’orbita periodica e` un insieme invariante,
µm e` una misura invariante. Fissiamo un qualsiasi punto di accumulazione µ della
successione µm. Se verifichiamo che
p(φ+ ψ) ≥ p(ψ) + µ(ψ) (4.11)
per ogni ψ continua, allora µ e` uno stato di equilibrio. Per farlo basta prende-
re N abbastanza grande in modo tale che 1
2N
sia una costante espansiva. Allora
Perm+N := {x|TN+m2 (x) = x} e` un insieme (m, 12N ) separato massimale e con pochi
passaggi si arriva alla 4.11.
Concludiamo la dimostrazione con il
Lemma 107 Sia ν una misura invariante tale che pν(φ) = pµ(φ). Allora ν = µ.
Dimostrazione
• Cominciamo facendo l’ipotesi che ν e µ siano mutualmente singolari.
Allora possiamo prendere un insieme boreliano B tale che T2(B) = B, ν(B) = 1,
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µ(B) = 0 (ad esempio si puo` prendere B = suppµ).
Prendiamo una successione di insiemi Nn,2² (n, 2²) separati massimali. Chiaramente
B(x, n, ²) ∩B(y, n, ²) = ∅
per ogni x 6= y appartenenti a Nn,2². Sia
An := {Ax | x∈Nn,2²}
una partizione in intervalli Ax tali che
B(x, n, ²) ⊂ Ax ⊂ B(x, n, 2²)
per ogni x ∈ B(x, n, ²).
Dato che A genera la σ−algebra dei boreliani possiamo prendere una successione di
insiemi Cn ∈ σ(An) tali che
(µ+ ν)(Cn∆B)→ 0.
Per ogni n anche An genera tutti i boreliani sotto iterazione di Tn2 . Allora
hν(Tn2 ) = hν(T
n
2 ,An) = lim
k→∞
1
k
H
(
An ∨ ... ∨ T−kn2 (An)
)
≤ lim
k→∞
1
k
(
H
(
An
)
+ ...+H
(
T−kn2 (An)
))
= H(An).
Possiamo quindi scrivere
hν(T2) =
1
n
hν(Tn2 ) ≤ H(An). (4.12)
Considerando che ν(φ) = 1nν(Snφ) e sfruttando l’equazione appena scritta abbiamo
hν(T2) + ν(φ) ≤
(
H(An) + ν(Snφ)
)
da cui
nP ≤
∑
Ax∈An
(
− ν(Ax) log(ν(Ax)) + ν(Snφ · χAx)
)
.
Ricordiamo che per la 4.4 abbiamo Snφ ≤ K+Snφ(x) su Ax, quindi ν(Snφ ·χAx) ≤
Kν(Ax) + Snφ(x)ν(Ax), da cui
nP ≤ K+
∑
Ax⊆Cn
(
ν(Ax)
(
Snφ(x)−log(ν(Ax))
))
+
∑
Ax∩Cn=∅
(
ν(Ax)
(
Snφ(x)−log(ν(Ax))
))
.
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Tramite gli strumenti standard dell’analisi e` possibile mostrare il risultato che segue
Siano a1, ..., am reali compresi tra 0 e 1 tali che s = a1 + ... + am ≤ 1 e siano
b1, ..., bm reali qualsiasi. Allora si ha
m∑
i=1
ai(bi − log ai) ≤ s
(
log(
m∑
i=1
ebi)− log s
)
. (4.13)
Applicando la 4.13 all’ultima delle equazioni scritte abbiamo
nP −K ≤
ν(Cn) log
(∑
Ax⊆Cn exp(Snφ(x))
)
− ν(Cn) log
(
ν(Cn)
)
+
ν(S1\Cn) log
(∑
Ax∩Cn=∅ exp(Snφ(x))
)
− ν(S1\Cn) log
(
ν(S1\Cn)
)
Introducendo M := max[0,1]−t log t abbiamo
−K − 2M ≤
ν(Cn) log
(∑
Ax⊆Cn exp(Snφ(x)− nP )
)
+
ν(S1\Cn) log
(∑
Ax∩Cn=∅ exp(Snφ(x)− nP )
)
.
Ora dobbiamo ricordare che Ax ⊇ B(x, n, ²) e che µ verifica la proprieta` di Gibbs
(come dimostrato nel teorema 104). Allora
exp(Snφ(x)− nP ) ≤ 1
A²
µ(Ax)
da cui
−K − 2M ≤ ν(Cn) log
(
1
A²
µ(Cn)
)
+ ν(S1\Cn) log
(
1
A²
µ(S1\Cn)
)
.
Ma per n→∞ abbiamo ν(Cn)→ 1 e µ(Cn)→ 0 per cui la quantita` a destra tende
a −∞. Assurdo.
• Consideriamo ora il caso di ν ∈M(T2) qualsiasi.
Scriviamo (vedere [4])
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ν = αν ′ + (1− α)µ′
con α ∈ [0, 1], ν ′, µ′ ∈ M(T2), ν ′ e µ′ reciprocamente singolare, la prima singolare
rispetto a µ, la seconda assolutamente continua rispetto a µ.
Dato che i supporti di µ′ e ν ′ sono disgiunti si ha pν(φ) = pν′(φ)+pµ′(φ). Supponiamo
nuovamente pν(φ) = pµ(φ). Poiche´ pν′(φ), pµ′(φ) ≤ pµ(φ) = P deve essere α = 0
o α = 1. Abbiamo gia` dimostrato che il caso α = 1 e` da escludere, per cui ν deve
essere assolutamente continua rispetto a µ. Ma entrambe sono misure invarianti, per
cui dνdµ e` una funzione in L
1
µ invariante. Si puo` dimostrare che µ e` anche ergodica
(vedere [14]), per cui µ = ν.
¤
Nota
Le dimostrazioni che abbiamo riportato in questo paragrafo sono un adattamento
al caso di T2 (semplificato) di quelle che si possono trovare in [14], [15] e [16]. In
realta` i risultati che abbiamo dimostrato per le moltiplicazioni su S1 sono validi per la
categoria piu` ampia dei sistemi dinamici dati da un’azione di N su uno spazio metrico
compatto X generata da una applicazione continua T : X → X che sia espansiva
e che verifichi una proprieta` chiamata specificazione (vedere [5]). Come abbiamo
detto all’inizio del paragrafo tutto quello che abbiamo fatto poteva anche essere
dedotto (piu` agevolmente) sfruttando una partizione di Markov di S1. Ciononostante
abbiamo preferito questa strada perche´ e` stata (per chi scrive) un valido allenamento
con gli strumenti del formalismo termodinamico generale.
♦
4.4 Il nostro risultato
4.4.1 Il problema T3∗µϕ = µφ
Finalmente abbiamo ottenuto tutti gli strumenti che ci permettono di applicare il
formalismo termodinamico allo studio del problema di Furstenberg, abbiamo cioe`
dimostrato che esiste un’applicazione
{φ : S1 → R | φ e` Ho¨lderiana } →M(T2) φ 7→ µφ
che associa ad ogni potenziale Ho¨lderiano φ il suo unico stato di equilibrio. Tale
stato di equilibrio inoltre verifica la proprieta` di Gibbs.
E` opportuno soffermarci su una proprieta` di base di questa applicazione.
Definizione 108 φ : S1 → R e` un cobordo (rispetto a T2) se esiste u : S1 → R
Ho¨lderiana tale che φ = u ◦ T2 − u.
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Lemma 109 Se φ e φ′ differisono per un cobordo allora µφ = µφ′, ovvero i loro
stati di equilibrio coincidono.
Dimostrazione
Notiamo innanzitutto che se φ e` Ho¨lderiana, allora anche φ′ = φ + u ◦ T2 − u e`
Ho¨lderiana, quindi hanno entrambe un unico stato di equilibrio.
• Mostriamo che p(φ) = p(φ′).
Sia En,² una successione di insiemi (n, ²) separati massimali. Basta osservare che
lim
n→∞
1
n
log
( ∑
x∈En,²
exp
(
Sn(φ+ u ◦ T2 − u)(x)
))
lim
n→∞
1
n
log
( ∑
x∈En,²
exp
(
Snφ(x)
)
exp
(
u ◦ Tn2 (x)− u(x)
))
lim
n→∞
1
n
log
( ∑
x∈En,²
exp
(
Snφ(x)
))
.
• Mostriamo che gli stati di equilibrio coincidono.
µφ′
(
B(x, n, ²)
)
≈ exp
(
Sn(φ+ u ◦ T2 − u)(x)− np(φ)
)
= exp
(
Sn(φ)(x)− np(φ)
)
exp
(
u ◦ Tn2 (x)− u(x)
)
⇒ µφ′
(
B(x, n, ²)
)
≈ exp
(
Snφ(x)− np(φ)
)
perche´ |u ◦ Tn2 (x) − u(x)| ≤ 2‖u‖ per ogni x. Quindi µφ = µφ′ perche´ sono due
misure ergodiche equivalenti.
¤
Nota
Da qui in poi useremo sempre la notazione an ≈ bn per indicare che esiste C > 0
tale che
1
C
bn < an < Cbn.
Osservazione
φ ∼ φ′ ⇔ φ− φ′ e` un cobordo
definisce una relazione di equivalenza. Il lemma appena dimostrato ci dice che l’ap-
plicazione che associa ad ogni potenziale il suo stato di equilibrio si puo` vedere come
un’applicazione definita sullo spazio quoziente.
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Dato che il nostro obbiettivo ultimo e` studiare gli stati di equilibrio per T2 si-
multaneamente invarianti rispetto a T2 e T3 abbiamo bigogno di conoscere come
trasformano queste misure quando ad esse si applica l’operatore T3∗. (Per quanto
riguarda T2∗ il comportamento e` banale, infatti gli stati di equilibrio per T2 sono
tutti T2−invarianti, ovvero T2∗µ = µ per ognuno di essi). Inoltre quello che vogliamo
risolvere e` in definitiva un problema di punto fisso, dove l’operatore di cui si vuole
trovare un punto fisso e` T3∗ e lo spazio su cui agisce questo operatore e` ES(T2),
ovvero lo spazio di tutti gli stati di equilibrio per T2 rispetto a tutti i potenziali
Ho¨lderiani. Pertanto come in tutti i problemi di punto fisso dobbiamo preoccuparci
di due cose:
(1)trovare un sottoinsieme di ES(T2) che venga mandato in se stesso
(2)trovare un criterio per l’esistenza di un punto fisso
La prima richiesta e` senz’altro quella da cui dobbiamo cominciare, perche´ se non
fosse soddisfatta il nostro problema non sarebbe ben posto. Ci accorgeremo che una
volta risposo alla prima domanda sara` banale rispondere anche alla seconda.
In base a queste considerazioni ci siamo posti la seguente
Domanda
Dato µϕ uno stato di equilibrio rispetto a T2 per un potenziale Ho¨lderiano ϕ esiste
φ Ho¨lderiana tale che lo stato di equilibrio associato µφ verifica
T3∗(µϕ) = µφ ? (4.14)
La risposta che vogliamo dare e`
Proposizione 110 Siano µϕ e µφ stati di equilibrio rispetto a T2 tali che T3∗(µϕ) =
µφ. Allora a meno di cobordi abbiamo che
• ϕ(x) = ϕ(x+ 13) per ogni x, ovvero ϕ e` 13−periodica
• φ(x) = ϕ(x3 ).
4.4.2 Scomposizione del problema
Illustriamo ora la strada che abbiamo seguito per risolvere la 4.14.
Sfruttando il fatto che gli stati di equilibrio per funzioni Ho¨lderiane soddisfano la
proprieta` di Gibbs possiamo scrivere
µϕ
(
B(x, n, ²)
) ≈ exp (Snϕ(x)− np(ϕ))
µφ
(
B(x, n, ²)
) ≈ exp (Snφ(x)− np(φ)) (4.15)
Per ogni x.
Per rendere piu` agevoli i conti sbarazziamoci dei termini contenenti la pressione
ridefinendo
ϕ 7→ ϕ− p(ϕ) e φ 7→ φ− p(φ) (4.16)
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(Per una maggiore chiarezza: chiamiamo i potenziali iniziali ϕ′ e φ′, poi definiamo
ϕ = ϕ′ − p(ϕ′) e φ = φ′ − p(φ′)). La proprieta` di Gibbs prende la forma
µϕ
(
B(x, n, ²)
) ≈ exp (Snϕ(x))
µφ
(
B(x, n, ²)
) ≈ exp (Snφ(x)).
Dato un generico x ∈ S1 consideriamo le sue controimmagini secondo T3
x0 :=
x
3
, x1 :=
x
3
+
1
3
, x2 :=
x
3
+
2
3
. (4.17)
Lemma 111 Siano ϕ′ e φ′ potenziali Ho¨lderiani tali che T3∗µϕ′ = µφ′. Allora, con
le notazioni introdotte fino ad ora si ha
|Snφ(x)− max
i=0,1,2
Snϕ(xi)| ≤M (4.18)
per qualche M > 0, per ogni x ∈ S1 e ogni n ∈ N.
Dimostrazione
Se prendiamo ² abbastanza piccolo B(x, n, ²) ha le sue controimmagini rispetto a T3
I0(x, n) 3 x0, I1(x, n) 3 x1, I2(x, n) 3 x2 (4.19)
disgiunte per ogni n e per ogni x. Calcoliamo la misura di una palla di Bowen
sfruttando la 4.14.
T3∗µϕ
(
B(x, n, ²)
)
= µϕ
(
T−13 B(x, n, ²)
)
= µϕ
(
I0(x, n) ∪ I1(x, n) ∪ I2(x, n)
)
µϕ
(
I0(x, n)
)
+ µϕ
(
I1(x, n)
)
+ µϕ
(
I2(x, n)
)
.
La banale osservazione
1
4
≤ 1
3
≤ 1
2
ci permette di dire, per una qualsiasi controim-
magine xi
B(xi, n+ 2, ²) ⊂ Ii(x, n) ⊂ B(xi, n+ 1, ²)
ovvero
µϕ
(
B(xi, n+ 2, ²)
)
≤ µϕ
(
Ii(x, n))
)
≤ µϕ
(
B(xi, n+ 1, ²)
)
sfruttando ancora la proprieta` di Gibbs e il fatto che ‖φ‖ ≤ ∞
µϕ
(
Ii(x, n))
)
≈ exp (Snϕ(xi))
da cui
µφ
(
B(x, n, ²)
) ≈ exp (Snϕ(x0))+ exp (Snϕ(x1))+ exp (Snϕ(x2))
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considerando che la somma di tre addendi (positivi) e` maggiore del massimo e minore
di tre volte il massimo
µφ
(
B(x, n, ²)
) ≈ max
i=0,1,2
exp
(
Snϕ(xi)
)
.
Ora il rapporto tra due quantita` rimane vicino ad 1 se e solo se la differenza tra i
logaritmi delle due quantita` rimane vicino a zero, per cui otteniamo che esisteM > 0
tale che
|Snφ(x)− max
i=0,1,2
Snϕ(xi)| ≤M
per ogni x ∈ S1 e ogni n ∈ N.
¤
Osservazione
La 4.18 ha delle soluzioni banali. Infatti se prendiamo ϕ periodica di periodo
1
3
abbiamo Snϕ(x0) = Snϕ(x1) = Snϕ(x2), pertanto φ(x) := ϕ(
x
3
) risolve a vista.
♦
Motivati dall’ultima osservazione cerchiamo di scomporre il nostro problema in un
caso la cui soluzione e` banale e un caso complementare su cui lavorare.
Consideriamo la base ortonormale di L2 data da {e2piinx |n ∈ Z}. Sia Vo il sotto-
spazio generato da {e2piinx |n ∈ Z, n ≡ 0 mod 3} e V1 il sottospazio generato da
{e2piinx |n ∈ Z, n ≡ 1, 2 mod 3}. Ovviamente abbiamo L2 = V0⊕V1. E` anche facile
verificare che vale la seguente caratterizzazione
{f Ho¨lderiana |f ∈ V0} = {f Ho¨lderiana |f e` 13 − periodica }
{f Ho¨lderiana |f ∈ V1} = {f Ho¨lderiana |f(x) + f(x+ 13) + f(x+ 23) = 0 ∀x }
(4.20)
Definiamo
Ho := {f Ho¨lderiana |f e` 13 − periodica }
H1 := {f Ho¨lderiana |f(x) + f(x+ 13) + f(x+ 23) = 0 ∀x }
Scriviamo una qualsiasi funzione Ho¨lderiana g come g = g0 + g1 dove g0 ∈ H0 e
g1 ∈ H1.
Lemma 112 Sia ϕ = ϕ0 + ϕ1. Allora ϕ risolve la 4.18 se e solo se ϕ1 la risolve.
Dimostrazione
Ovvia
¤
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4.4.3 Punti periodici
Un punto x ∈ S1 ha periodo n se e solo se Tn2 (x) = x, ovvero 2nx ≡ x mod 1,
ovvero se e solo se 2nx− x ∈ N. I punti periodici per T2 di periodo n sono quindi i
punti della forma
x =
a
2n − 1
dove a = 1..2n − 1. Diciamo che un punto periodico x = a
2n − 1 di periodo n e`
primitivo di ordine n se non esistono m ≤ n tali che x ha periodo m. Naturalmente
se Tn(x) = x e x e` primitivo di ordine m ≤ n, allora m divide n. Introduciamo la
notazione m|n per dire che m divide n. Definiamo
Nm := {x | Tn2 (x) = x}
e
Km := {x ∈ Nm | x primitivo di ordine n }
Sara` anche utile ricordare il semplice risultato di aritmetica che afferma che m|n se
e solo se 2m − 1|2n − 1.
Sui punti periodici la 4.18 prende una forma semplificata che vogliamo analizzare.
Nota
E` importante notare che se x =
a
2n − 1 e` un punto periodico di periodo qualsiasi,
allora tutte le sue controimmagini tramite T3 sono punti periodici, infatti esse sono
tutte della forma
p
q
con q dispari. Richiamando un fatto noto di aritmetica abbiamo
che
2Φ(q) ≡ 1 mod q
dove Φ indica la funzione di Eulero che conta gli interi minori di q coprimi con q.
Allora
2Φ(q)p ≡ p mod q
e
2Φ(q)
p
q
≡ p
q
mod 1.
Lemma 113 Sia x =
a
2k − 1 un punto periodico di periodo k dispari. Si ha
a ≡ 0 mod 3⇒ Skφ(x) = max{Skϕ(xo),−12Skϕ(xo)}
a ≡ 1 mod 3⇒ Skφ(x) = max{Skϕ(x2),−12Skϕ(x2)}
a ≡ 2 mod 3⇒ Skφ(x) = max{Skϕ(x1),−12Skϕ(x1)}.
(4.21)
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Dimostrazione
Sia x =
a
2k − 1 un punto di periodo k dispari. Sia
xi =
a
3(2k − 1) +
i
3
=
a+ i(2k − 1)
3(2k − 1)
la sua i−esima controimmagine rispetto a T3. Allora
2kxi = xi + (2k − 1)xi = xi + a+ i(2
k − 1)
3
.
Se k e` dispari 2k ≡ 2 mod 3, quindi 2k − 1 ≡ 1 mod 3 e si ha
T k2 xi ≡ xi +
a+ i
3
mod 1
Indichiamo con [a] la classe di resto mod 3 di a. Allora le coppie ([a], i) per cui la
controimmagine i−esima di a
2k − 1 ha periodo k sono
([a] = 0, i = 0)
([a] = 1, i = 2)
([a] = 2, i = 1)
Tutte le altre controimmagini rispetto a T3 hanno periodo 2k e vengono scambiate
tra di loro da T 2k2 , per cui in generale tutte le T3−controimmagini di un punto
k−periodico hanno periodo 2k (primitivo o non primitivo). Allora consideriamo la
4.18 con n = 2mk e m ∈ N arbitrario. Si ha∣∣∣S2mkφ(x)− min
i=0,1,2
S2kmϕ(xi)
∣∣∣ ≤M
m
∣∣∣2Skφ(x)− min
i=0,1,2
S2kϕ(xi)
∣∣∣ ≤M
per ogni m ∈ N. Deduciamo
Skφ(x)− 12 mini=0,1,2S2kϕ(xi) = 0.
Consideriamo il caso a ≡ 0 mod 3. Abbiamo
S2kϕ(x1) = Skϕ(T k2 x1) + Skϕ(x1) = Skϕ(T
k
2 x2) + Skϕ(x2) = S2kϕ(x2)
Ma ricordando che ϕ ∈ H1 abbiamo
S2kϕ(x1) = S2kϕ(x2) = Skϕ(x1) + Skϕ(x2) = −Skϕ(xo).
Generalizzando questo ragionamento abbiamo nei tre casi
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a ≡ 0 mod 3⇒ mini=0,1,2 S2kϕ(xi) = min{2Skϕ(xo),−Skϕ(xo)}
a ≡ 1 mod 3⇒ mini=0,1,2 S2kϕ(xi) = min{2Skϕ(x2),−Skϕ(x2)}
a ≡ 2 mod 3⇒ mini=0,1,2 S2kϕ(xi) = min{2Skϕ(x1),−Skϕ(x1)}
e a questo punto evidentemente segue la tesi.
¤
Lemma 114 Sia x =
a
2k − 1 un punto periodico di periodo k pari. Supponiamo che
x sia primitivo. Supponiamo anche che 3 non sia un divisore di a. Si ha
Skφ(x) = 0. (4.22)
Dimostrazione
Scriviamo x =
a
22k − 1 con k qualsiasi. Le controimmagini di x attraverso T3 sono
xi =
x
3
+
i
3
=
a
3(22k − 1) +
i
3
=
a+ i(22k − 1)
3(22k − 1) .
Ora
22kxi = xi + (22k − 1)xi = xi + a3 + i
22k − 1
3
e ricordando che 3|22k − 1 per ogni k si ha
T 2k2 (xi) ≡ xi +
a
3
per ogni i = 0, 1, 2. Poiche´ 3 non divide a otteniamo che T 2k2 e` una permutazione
ciclica delle tre contoimmagini x0, x1, x2, quindi ciascuna di queste ha periodo primi-
tivo 3 ·2k. Per tale x e le sue controimmagini consideriamo la 4.18 con n = 3 ·m ·2k.
Abbiamo ∣∣∣S3·m·2kφ(x)− min
i=0,1,2
S3·m·2kϕ(xi)
∣∣∣ ≤M
ovvero ∣∣∣3mS2kφ(x)− min
i=0,1,2
mS3·2kϕ(xi)
∣∣∣ ≤M
per ogni m, quindi
S2kφ(x)− 13 mini=0,1,2S3·2kϕ(xi) = 0
Infine osserviamo che
S3·2kϕ(xi) = S2kϕ(T 4k2 (xi)) + S2kϕ(T
2k
2 (xi)) + S2kϕ(xi)
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= S2kϕ(xo) + S2kϕ(x1) + S2kϕ(x2) = 0
per ogni i = 0, 1, 2 perche´ ϕ ∈ H1, da cui la tesi.
¤
Definiamo
Rk := [0, ..., 22k − 2] ⊆ N
e
Ik := {a ∈ Rk | 3|a o a22k − 1 /∈ Kk}
Quest’ultimo e` l’insieme degli interi in Rk che sono divisibili per 3 o che sono nu-
meratori di punti NON primitivi di ordine 2k ed e` in corrispondenza biunivoca con
i punti di N2k per cui non vale la 4.22. Noi vogliamo dimostrare la 4.22 per tutti i
punti periodici. Vedremo che bastera` studiare il caso in cui il periodo e` pari. Chia-
ramente i punti di periodo 2k della forma x =
a
22k − 1 per cui 3|a sono esattamente
1
3
del totale, cerchiamo invece di capire quanti sono i non primitivi.
Lemma 115 Per ogni m ∈ N si ha
Km ≥ 2m − 2
m
p
+1 (4.23)
dove p e` il piu` piccolo primo che divide m.
Dimostrazione
Sotto ipotesi molto piu` generali delle nostre vale la formula di Artin e Mazur, vedere
[5]
Km =
∑
l|m
µ(l)Nm
l
(4.24)
dove µ e` la funzione inversa di Moebiu¨s data da
µ(l) = 1 se l = 1
µ(l) = (−1)r se l e` il prodotto di r primi distinti
µ(l) = 1 se esiste un primo p tale che p2 divide l
Nel nostro caso abbiamo Nm = 2m − 1, per cui
Km =
∑
l|m
µ(l)(2
m
l − 1) =
∑
l|m
µ(l)2
m
l −
∑
l|m
µ(l).
• Mostriamo che ∑l|m µ(l) = 0.
Sia m = pα11 · ... · pαrr la fattorizzazione di m. Contano solo gli addendi µ(l) con l
che contiene al piu` un primo per ogni tipo. Gli l con queste proprieta` sono ottenuti
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prendendo j primi nell’insieme di r elementi {p1...pr}, questo si puo` fare in
(
r
j
)
modi
e da un contributo alla somma pari a (−1)j . Allora
∑
l|m
µ(l) =
r∑
j=0
(
r
j
)
(−1)j
e si dimostra facilmente per induzione che questa somma fa sempre zero (Basta
ricordare la regola per costruire il triangolo di Tartaglia).
• Mostriamo la tesi.
Abbiamo Km =
∑
l|m µ(l)2
m
l . Ordiniamo i divisori buoni di m:
l1 < ... < lN
(la diseguaglianza e` stretta per l’unicita` della fattorizzazione). Allora
2
m
lN < ... < 2
m
l1
e poiche´ 1 + 2 + 22 + ...+ 2n = 2n+1 − 1 si ha
Km ≥ 2m − 2
m
l1
+1
¤
4.4.4 φ e` un cobordo
Lemma 116 Esiste C > 0 tale che per ogni punto 2k−periodico x = a
22k − 1 con
a ∈ Ik e k ≥ 5 si ha
|S2kφ(x)| ≤ C
( 1
2k
)γ
(4.25)
dove γ e` la costante di Ho¨lderianita` di φ.
L’idea e` approssimare le orbite cattive con orbite buone. Presa l’orbita di un
punto cattivo x la si prolunga (facendo un saltino) con l’orbita di un punto buono x1
(di periodo primitivo 2k). In questo modo otteniamo una (pseudo) orbita di periodo
4k. Ma ci sara` anche un punto buono x2 di periodo primitivo 4k che genera una vera
orbita buona che sta vicino alla nostra pseudo orbita (vedere la figura 4.1). Veniamo
alla vera dimostrazione
Dimostrazione
Sia x =
a
22k − 1 un punto 2k−periodico con a ∈ Ik.
Sia x1 =
l
22k − 1 un punto 2k−periodico con l ∈ Rk\Ik.
Sia x2 =
j
24k − 1 un punto 4k−periodico con j ∈ R2k\I2k.
Vogliamo confrontare S2kφ(x) con S2kφ(x2) e S2kφ(x1) con S2kφ(T 2k2 (x2)). Vediamo
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Figura 4.1: Le orbite generate da x, x1 e x2
quali condizioni sono sufficienti per dire che l’approssimazione e` buona.
• Condizione per S2kφ(x) ∼ S2kφ(x2).
Supponiamo che sia
|a(22k + 1)− j| ≤ 2k. (4.26)
Allora si avrebbe
|x− x2| =
∣∣∣ a
22k − 1 −
j
24k − 1
∣∣∣ = ∣∣∣a(22k + 1)− j
24k − 1
∣∣∣ ≤ 2k
24k − 1 < 2
1
23k
da cui deduciamo ∣∣∣T i2(x)− T i2(x2)∣∣∣ < 2 2i23k
quindi ∣∣∣φ(T i2(x))− φ(T i2(x2))∣∣∣ < C(2 2i23k)γ
perche´ φ e` Ho¨lderiana con costanti C e γ. Sommiamo per i = 0...2k− 1 e otteniamo∣∣∣S2kφ(x)− S2kφ(x2)∣∣∣ < C2γ( 12k)γ[ 12γ + ...+ 122kγ ] < C ′( 12k)γ
dove abbiamo definito C ′ := C2γ
∑∞
j=0
( 1
2γ
)j
.
• Condizione per S2kφ(x1) ∼ S2kφ(T 2k2 (x2)).
Sia
y1 =
x1
22k
+
s
22k
=
l
22k(22k − 1) +
s
22k
=
l + s(22k − 1)
22k(22k − 1)
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la controimmagine s−esima di x1 tramite T 2k2 , dove s ∈ [0, ..., 22k− 1] ⊂ N. Definia-
mo
i := s(22k − 1) + l
Supponiamo che sia
|j22k − i(22k + 1)| ≤ 2k+1. (4.27)
Allora si avrebbe
|x2 − y1| =
∣∣∣ j
24k − 1 −
i
22k(22k − 1)
∣∣∣ = ∣∣∣j · 22k − i(22k + 1)
22k(24k − 1)
∣∣∣ ≤ 2k+1
22k(24k − 1) < 4
1
25k
.
Per cui ∣∣∣T 2k2 (x2)− x1∣∣∣ < 4 123k∣∣∣T h2 (T 2k2 (x2))− T h2 (x1)∣∣∣ < 4 2h23k∣∣∣φ(T h2 (T 2k2 (x2)))− φ(T h2 (x1))∣∣∣ < C4γ( 2h23k)γ
e sommando per h = 0, ..., 2k − 1 otteniamo
∣∣∣S2kφ(T 2k2 x2)− S2kφ(x1)∣∣∣ < C4γ[ 12γ + ...+ 122kγ ]( 12k)γ < C ′′( 12k)γ
• Se le 4.26 e 4.27 sono vere con l ∈ Rk\Ik e j ∈ R2k\I2k abbiamo∣∣∣S2kφ(x)∣∣∣ = ∣∣∣S2kφ(x) + S2kφ(x1)− S4kφ(x2)∣∣∣
≤
∣∣∣S2kφ(x)− S2kφ(x2)∣∣∣+ ∣∣∣S2kφ(T 2k2 x2)− S2kφ(x1)∣∣∣ < (C ′ + C ′′)( 12k)γ
e il lemma e` dimostrato. Dobbiamo quindi mostrare che si possono scegliere j ∈
R2k\I2k, s ∈ [0...22k − 1] e i := s(22k − 1) + l con l ∈ Rk\Ik tali che{ |a(22k + 1)− j| ≤ 2k
|j · 22k − i(22k + 1)| ≤ 2k+1
Riscriviamo il sistema in questo modo{ |a(22k + 1)− j| ≤ 2k
|(j − i)(22k + 1)− j| ≤ 2k+1 (4.28)
La prima ci dice che deve essere
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j ∈ [a(22k + 1)− 2k, ..., a(22k + 1) + 2k]
inoltre e` chiaro che se (j − i)(22k + 1) appartiene allo stesso intervallo allora e`
soddisfatta anche la seconda. Ma (j−i)(22k+1) ∈ [a(22k+1)−2k, ..., a(22k+1)+2k]
se e solo se j − i = a. Allora una condizione sufficiente per la validita` della 4.28 e`
che si abbia 
j = a+ i = a+ s(22k − 1) + l
j ∈ [a(22k + 1)− 2k, ..., a(22k + 1) + 2k]
l ∈ Rk\Ik
j ∈ R2k\I2k
(4.29)
per cui non resta che dimostrare che questo sistema ha soluzione, cosa che faremo
nel seguente lemma.
¤
Lemma 117 Per ogni k ≥ 5 e per ogni a ∈ [0, ..., 22k − 2] ⊂ N esistono un s ∈
[0, ..., 22k − 1] e un l ∈ Rk\Ik tali che{
j = a+ s(22k − 1) + l ∈ R2k\I2k
j ∈ [a(22k + 1)− 2k, ..., a(22k + 1) + 2k]
Alla dimostrazione premettiamo il seguente
Lemma 118 (I periodici non primitivi sono poco densi) Per ogni sottointer-
vallo Lk+1 ⊂ Rk+1 di lunghezza esattamente 2k+1 esistono al massimo k+1 elementi
a ∈ Lk+1 tali che a
22(k+1) − 1 ∈ N2(k+1) ha periodo primitivo m < 2(k + 1).
Analogamente per ogni sottointervallo Lk ⊂ Rk di lunghezza esattamente 2k+1 esi-
stono al massimo k+1 elementi a ∈ Lk tali che a
22k − 1 ∈ N2k ha periodo primitivo
m < 2k.
Dimostrazione
• Sia a
22(k+1) − 1 un punto di periodo primitivo k + 1. Allora
a
22(k+1) − 1 =
α
2(k+1) − 1 =
α(2k+1 + 1)
22(k+1) − 1
per cui gli a ∈ Lk+1 che hanno periodo primitivo k+ 1 sono tutti e soli i multipli di
2k+1 + 1.
Usando lo stesso ragionamento si mostra che se x =
a
22(k+1) − 1 ha periodo primitivo
m, ponendo x =
α
2m − 1 e 2(k + 1) = tm (ricordare che m|2(k + 1)) si ha
a = α(2m(t−1) + ...+ 2m + 1)
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ovvero gli interi siffatti sono tutti multipli di 2m(t−1) + ...+ 2m + 1 > 2k+1 + 1.
Questo ci dice che per ogni m divisore di 2(k + 1) troviamo al massimo un punto
a
22(k+1) − 1 di periodo primitivo m con a ∈ L
k+1 (infatti questo e` largo 2k+1). Ma i
divisori di 2(k + 1) non sono piu` di k + 1, per cui si ha la tesi.
• Per Lk ⊂ Rk si procede esattamente allo stesso modo, l’unica differenza e` che
in questo caso se
a
22k − 1 e` primitivo di ordine k, allora a e` multiplo di 2
k + 1 ed
essendo Lk largo esattamente 2k+1 puo` contenere 2 interi a siffatti (ma non tre!).
Per tutti gli altri casi, quando 2k = tm abbiamo 2m(t−1) + ... + 2m + 1 ≥ 2k+1 + 1
e Lk contiene al massimo un multiplo di 2m(t−1) + ... + 2m + 1. Facendo il conto
troviamo al massimo k − 1 divisori di 2k diversi da k ciascuno dei quali porta al
massimo un punto in Lk a cui aggiungiamo al massimo altri due punti: totale k+1.
¤
Dimostrazione del lemma 117.
• Consideriamo separatamente il caso a = 0. L’unico elemento di [0...2k] che da`
origine ad un punto non primitivo sia per l’ordine 2k che per l’ordine 2(k + 1) e` 0.
Allora basta prendere j = i ∈ [1...2k] non divisibile per 3.
• Passiamo al caso generale.
Sia a ∈ [1, ..., 22k − 2]. Se facciamo variare l in [0, ..., 22k − 2] e s in [0, ..., 22k − 1]
l’insieme dei punti j = a+ s(22k − 1) + l e` tutto l’intervallo
[a, ..., a+ (22k − 1)(22k − 1) + 22k − 2]
= [a, ..., a+ (22k − 2)(22k + 1) + 1]
ed e` facile verificare che questo contiene strettamente l’intervallo
[a(22k + 1)− 2k, ..., a(22k + 1) + 2k]
quindi quest’ultimo e` ricoperto dai punti della forma j = a + s(22k + 1) + l. In
particolare si hanno i seguenti casi:
(a)2k ≤ a ≤ 22k − 2k − 2. Allora basta scegliere s = a.
(b)1 ≤ a < 2k. Allora si sceglie s = a e s = a− 1.
(c)22k − 2k − 2 < a ≤ 22k − 2. Allora si sceglie s = a+ 1 e s = a.
Ci resta da dimostrare che possiamo scegliere l ∈ Rk\Ik in modo che sia j =
a+ s(22k − 1) + l ∈ R2k\I2k. Ma poiche´ [a(22k + 1)− 2k, ..., a(22k + 1)+ 2k] ⊂ Rk+1
e` lungo 2k+1 per il lemma prcedente sappiamo che contiene al massimo k + 1 punti
non primitivi. Inoltre contiene al massimo
2k+1 + 2
3
divisori di tre. In tutto contiene
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al massimo
2k+1 + 2
3
+ k + 1 valori tra i quali non puo` essere j. Allo stesso modo
un qualsiasi segmento L ⊂ [0, ..., 22k − 2] di lunghezza uguale a 2k+1 contiene al
massimo
2k+1 + 2
3
+ k + 1 valori tra i quali non puo` essere l. Per un opportuna
traslazione di s(22k − 1) un intero segmento L ⊂ [0, ..., 22k − 2] andra` a sovrapporsi
a [a(22k +1)− 2k, ..., a(22k +1)+ 2k] e non ci resta che dimostrare che l’intersezione
contiene valori permessi sia per l che per j. Una condizione sufficiente e` che
2
(2k+1 + 2
3
+ k + 1
)
< 2k+1 (4.30)
che e` vera per k ≥ 5.
¤
Nota
La condizione k ≥ 5 non e` ottimale. Non ci siamo preoccupati di migliorarla perche´
come mostrera` il prossimo corollario non abbiamo bisogno di una stima piu` forte.
Corollario 119 Per ogni n e per ogni x di periodo n si ha
Snφ(x) = 0. (4.31)
Dimostrazione
Sia x =
a
2n − 1 nella sua forma primitiva e sia r ∈ N. Abbiamo
22nr − 1 = 2n(2r−1) + ...+ 2n + 1
per cui
x =
a(2n(2r−1) + ...+ 2n + 1)
22nr − 1
con a(2n(2r−1) + ...+ 2n + 1) ∈ Inr. Allora si ha∣∣∣Snφ(x)∣∣∣ = 12r ∣∣∣S2nrφ(x)∣∣∣ < C 12r( 12nr)γ
per ogni r, da cui la tesi.
¤
Attenzione
In realta` abbiamo dimostrato qualcosa di piu`. Dato un qualsiasi punto x di periodo
k consideriamo la misura di probabilita`
µx :=
1
k
k−1∑
i=0
δT i2x
.
90 Misure invarianti ×2 e ×3
E` chiaramente una misura invariante.
E` evidente che x e` un punto 2kr−periodico per ogni r ∈ N. Allora per ogni r
scegliamo x1,r di periodo primitivo 2kr e x2,r di periodo primitivo 4kr come nella
dimostrazione del lemma 116 e definiamo la successione di misure (con segno)
νrx :=
1
2kr
( 4kr−1∑
i=0
δT i2(x2,r)
−
2kr−1∑
i=0
δT i2(x1,r)
)
. (4.32)
Anche queste sono tutte misure invarianti.
Ora prendiamo una qualsiasi funzione continua g ∈ C(S1) e fissiamo ² > 0.
Prendiamo δ > 0 tale che per d(x, y) ≤ δ si ha |g(x) − g(y)| ≤ ² e scegliamo r ∈ N
tale che
1
22kr
≤ δ. Ripercorrendo la dimostrazione del lemma 116 si vede facilmente
che ∣∣∣S2krg(x)− (S4krg(x2)− S2krg(x1))∣∣∣ ≤ 4kr²
da cui ∣∣∣1
k
Skg(x)− 12kr
(
S4krg(x2)− S2krg(x1)
)∣∣∣ ≤ 2².
In termini delle misure appena introdotte questo risultato si traduce dicendo che
esiste una successione di misure con segno νx,r tali che per ogni g continua e per
ogni ² > 0 esiste un r tale che ∣∣∣µx(g)− νx,r(g)∣∣∣ ≤ ²
ovvero per ogni µx supportata su un orbita periodica esiste una successione di misu-
re con segno νx,r supportate su unioni di orbite buone tali che νx,r → µx debolmente.
E` interessante chiedersi per quali sottoinsiemi di punti periodici l’insieme delle
misure costruite come nella 4.32 e` denso in M(T2).
♦
Torniamo alla soluzione del nostro problema.
Proposizione 120 φ e` un cobordo.
Dimostrazione
Indichiamo T2 semplicemente con T . Cerchiamo una funzione U : S1 → R tale che
U ◦ T − U = φ.
T : S1 → S1 e` topologicamente transitiva, quindi esiste un punto x con orbita densa
(x deve essere irrazionale). Definiamo E := {Tn(x) | n ∈ N}. Per ipotesi si ha
E = S1.
Definiamo
u : E → E ; u(Tn(x)) := Snφ(x).
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Chiaramente si ha
(u ◦ T − u)(Tnx) = u(Tn+1(x))− u(Tn(x)) = φ(Tnx)
quindi u e` un cobordo su E, il problema e` estenderlo ad un cobordo U su S1.
Fissiamo N0 ∈ N. Prendiamo y = Tnx e z = Tmx in E con |z−y| < 12N0 . Possiamo
sempre supporre m = n+ k con k > 0. Sia N tale che
1
2N+1
< |z − y| < 1
2N
ovvero
1
2N+1
< |T k(y)− y| < 1
2N
.
Ma
T k(y)− y = 2ky − [2ky]− y = (2k − 1)y − [2ky]
dove [2ky] indica la parte intera di 2ky. Segue che∣∣∣y − [2ky]
(2k − 1)
∣∣∣ < 1
2N
1
2k − 1 <
1
2N−1
1
2k
.
Ora y′ :=
[2ky]
(2k − 1) e` un punto periodico di periodo k per cui si ha Skφ(y
′) = 0.
Inoltre per tutti gli i = 0...k − 1 abbiamo∣∣∣T i(y)− T i(y′)∣∣∣ < 1
2N−1
1
2k−i
.
Allora ∣∣∣u(z)− u(y)∣∣∣ = ∣∣∣u(T ky)− u(y)∣∣∣ = ∣∣∣Skφ(y)∣∣∣ = ∣∣∣Skφ(y)− Skφ(y′)∣∣∣
≤
k−1∑
i=0
∣∣∣φ(T iy)− φ(T iy′)∣∣∣ ≤ C k−1∑
i=0
∣∣∣T iy − T iy′∣∣∣γ ≤ C k−1∑
i=0
∣∣∣ 1
2N−1
1
2k−i
∣∣∣γ
≤ C4γ
( ∞∑
i=0
( 1
2γ
)i)( 1
2N+1
)γ ≤ C ′|z − y|γ
dove abbiamo definito C ′ := C4γ
(∑∞
i=0
( 1
2γ
)i)
. Quindi u e` uniformemente e
localmente Ho¨lderiana su E. (Nel senso che e` Ho¨lderiana su intervalli di larghezza
1
2N0
indipendentemente dalla posizione dell’intervallo.) Quindi u e` uniformemente
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continua su E e si estende ad una funzione uniformemente continua U sulla chiusura
di E, cioe` S1. U e` Ho¨lderiana su S1 perche´ per punti vicini x, y ∈ E la quantita`∣∣∣U(y)− U(x)∣∣∣∣∣x− y∣∣γ
e` limitata su un denso. Infine U ◦ T − U = φ perche´ sono due funzioni continue che
coincidono su un denso.
¤
Nota
La dimostrazione di questa proposizione trae ispirazione da un fatto gia` noto per
i diffeomorfismi Axiom-A che va sotto il nome di Teorema di Livschitz, vedere [5].
Anche nel caso di questo teorema supponendo che Snφ(x) = 0 per tutti i punti x
di periodo n si conclude che φ e` un cobordo (su un insieme basilare). Il grosso del
nostro lavoro quindi e` stato mostrare che le somme di Birkhoff si annullano su tutti i
punti periodici sapendo che esse sono nulle solamente su una parte di questi (i punti
di periodo primitivo pari con numeratore non multiplo di 3).
4.4.5 ϕ e` un cobordo
Alla luce della proposizione 120 basta mostrare la
Proposizione 121 Skϕ(x) = 0 per ogni punto periodico x di periodo k.
Dimostrazione
Nell’osservazione fatta all’inizio del paragrafo 4.4.3 abbiamo dimostrato che la con-
troimmagine tramite T3 di un punto periodico e` sempre un punto periodico. Ora
vogliamo mostrare che tutti i punti periodici sono controimmagini tramite T3 di
punti periodici.
• Periodo pari. Usiamo l’equazione
S2kφ(x)− 13 mini=0,1,2S3·2kϕ(xi) = 0
dimostrata in un lemma precedente. Se x =
3a
22k − 1 allora S3·2kϕ(xi) = 3S2kϕ(xi)
per ogni i = 0, 1, 2 e ricordando che φ e` un cobordo si ha
min
i=0,1,2
S2kϕ(xi) = 0
ma la loro somma e` nulla (ϕ ∈ H1), quindi
S2kϕ(xi) = 0
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per ogni xi controimmagine rispetto a T3 di un punto periodico del tipo x =
3a
22k − 1.
Facciamo vedere che queste controimmagini esauriscono tutti i punti periodici di
periodo 2k. Si ha
xi =
a
22k − 1 +
i
3
=
a+ i2
2k−1
3
22k − 1
ma e` chiaro che l’insieme di valori di a+ i2
2k−1
3 per a ∈ [0, ..., 2
2k−1
3 − 1] e i = 0, 1, 2
ricopre tutto [0, ..., 22k − 1] e abbiamo finito.
• Periodo k dispari Sfruttando la 4.21 e il fatto che φ e` un cobordo possiamo scrivere
a ≡ 0 mod 3⇒ Skϕ(xo) = 0
a ≡ 1 mod 3⇒ Skϕ(x2) = 0
a ≡ 2 mod 3⇒ Skϕ(x1) = 0.
Come prima non resta che dimostrare che l’insieme di queste controimmagini coinci-
de con l’insieme dei punti di periodo k dispari. In realta` basta un risultato piu` debole
in quanto il valore di una somma di Birkhoff lungo un orbita periodica dipende solo
dall’orbita e non dal singolo punto. Abbiamo che
T r2
( a
2k − 1
)
=
b
2k − 1 ⇐⇒ 2
k − 1|2ra− b
quindi quello che ci proponiamo di mostrare e` che se
τ
2k − 1 e` un generico punto
periodico di periodo k dispari esiste una controimmagine xi =
a
3(2k − 1) +
i
3
di
quelle date dalla 4.21 e un r = 0...k − 1 tale che T r3 (
τ
2k − 1) = xi. Indichiamo con
([a], i) le coppie per cui
a
3(2k − 1) +
i
3
ha periodo k. Esse sono (0, 0), (1, 2) e (2, 1)
e corrispondono a tre famiglie di punti periodici:
l
2k − 1 per la coppia (0, 0)
3l + 1 + 2(2k − 1)
3(2k − 1) per la coppia (1, 2)
3l + 2 + 2k − 1
3(2k − 1) per la coppia (2, 1)
dove abbiamo scritto a = 3l+ [a]. Per quanto osservato sopra, dato
τ
2k − 1 ci basta
trovare un r = 0...k − 1 tale che
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2rτ − l ≡ 0 mod 2k − 1
oppure
2rτ − (l + 1 + 2(2k − 1)
3
) ≡ 0 mod 2k − 1
oppure
2rτ − (l + 2 + 2k − 1)
3
) ≡ 0 mod 2k − 1.
Ora e` un semplice esercizio mostrare che per ogni fissato τ ∈ [0, ..., 2k − 2] al variare
di l in [0, ...,
2k − 1
3
− 1] e r in [0, ..., k− 1] gli interi scritti sopra formano un sistema
completo di residui mod 2k − 1.
¤
4.4.6 Conseguenze
E` il momento di fare il punto della situazione.
Siamo partiti dal problema T3∗µϕ = µφ per potenziali Ho¨lderiani ϕ e φ. Tramite la
scomposizione in somma diretta H0 ⊕H1 abbiamo visto che
ϕ(x)− p(ϕ) = f(x) + V ◦ T2 − V
φ(x)− p(φ) = f(x
3
)
+ U ◦ T2 − U
(4.33)
dove f : S1 → R e` una funzione periodica di periodo 1
3
e V e U sono due funzioni
Ho¨lderiane, quindi a meno di cobordi (rispetto a T2) abbiamo
ϕ(x) = f(x) + p(ϕ)
φ(x) = f
(x
3
)
+ p(φ).
(4.34)
Ora supponiamo di avere uno stato di equilibrio µϕ associato al potenziale Ho¨lderia-
no ϕ tale che T3∗µϕ = µϕ, ovvero uno stato di equilibrio per T2 invariante rispetto
a T3. Per quanto abbiamo visto sopra deve essere
ϕ(x) = ϕ(
x
3
)
quindi per ogni x ∈ S1 deve essere ϕ(x) = ϕ( x
3n
)
per ogni n, e per la continuita` di
ϕ
ϕ(x) = costante = ϕ(0) = k.
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Calcoliamo ora la pressione topologica di una funzione costantemente uguale a k.
Sia En,² una qualsiasi successione di insieme (n, ²) separati (² e` una costante di
espansivita`). Poiche´ Snϕ(x) = nk per ogni x si ha
p(ϕ) = lim
n→∞
1
n
log
∑
x∈En,²
exp(nk).
La cardinalita` di una successione di insiemi (n, ²) separati e` una successione cn ≈ 2n,
quindi
p(ϕ) = lim
n→∞
1
n
log
(
2n · exp(nk)
)
= k + log 2.
Calcoliamo infine la pressione associata alla misura di Lebesgue su S1, che indichia-
mo con m. Chiaramente m(k) = k, inoltre la partizione A := {[0..12 ], [12 ..1]} genera
i boreliani di S1, quindi hm(T2) = hm(T2,A) = log 2 e in definitiva
pm(k) = k + log 2.
Allora m e` lo stato di equilibrio associato alla funzione ϕ costantemente uguale a
k. Sfruttando l’unicita` deduciamo µϕ = m. Abbiamo quindi dimostrato la nostra
versione del teorema di Rudolph:
Teorema 122 Sia µϕ uno stato di equilibrio per T2 rispetto ad un potrenziale Ho¨lde-
riano ϕ (quindi per costruzione una misura invariante rispetto a T2). Se µϕ e` anche
invariante rispetto a T3 allora e` la misura di Lebesgue di S1.
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