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Abstract—Traditionally, there have been few options for navi-
gational aids for the blind and visually impaired (BVI) in large
indoor spaces. Some recent indoor navigation systems allow users
equipped with smartphones to interact with low cost Bluetooth-
based beacons deployed strategically within the indoor space of
interest to navigate their surroundings. A major challenge in
deploying such beacon-based navigation systems is the need to
employ a time and labor-expensive beacon planning process to
identify potential beacon placement locations and arrive at a
topological structure representing the indoor space. This work
presents a technique called IBeaconMap for creating such topo-
logical structures to use with beacon-based navigation that only
needs the floor plans of the indoor spaces of interest. IBeaconMap
employs a combination of computer vision and machine learning
techniques to arrive at the required set of beacon locations and
a weighted connectivity graph (with directional orientations) for
subsequent navigational needs. Evaluations show IBeaconMap
to be both fast and reasonably accurate, potentially proving to
be an essential tool to be utilized before mass deployments of
beacon-based indoor wayfinding systems of the future.
I. INTRODUCTION
Wayfinding can be defined as knowing where a person are
in a building or an environment, knowing where their desired
location is, and knowing how to get there from their present
location. For outdoor environments, recent advances in global
positioning systems (GPS) and mapping technologies provide
accurate and simple to use means for wayfinding. For indoor
environments, reading and following signs remains the easiest
and most reliable option because GPS and associated advances
for outdoor environments do not apply. This has, however,
meant that indoor wayfinding has remained a challenge for
the blind and visually impaired (BVI) in our society. Indoor
environments can be geographically large and intimidating
such as grocery stores, airports, sports stadiums, large office
buildings, and hotels. A solution to the indoor wayfinding
problem for the BVI also has broad applications for the sighted
population. In unfamiliar, large indoor spaces, it is common
for even typically sighted people to be disoriented and have
trouble finding their way around. This could be due to the lack
of well marked signs and maps, or not being familiar with the
conventions or language used on these signage, or just the fact
that the layout of the space is disorienting.
The most accurate and usable indoor wayfinding systems
(e.g. [12], [21], [36]) available to persons with low vision
used to be those that rely on the use of radio frequency
identification (RFID) tag technology. This solution however
is not very flexible when it comes to changing embedded
information on tags; furthermore, the tag reader technology is
expensive and can be difficult to integrate into current mobile
systems. Other mechanisms that provide audible directions
such as TalkingSigns [10] still need each user to possess
special audio frequency devices capable of acting as receivers.
In general, most approaches to solve this challenge require
special hardware to be carried by the user. Such limitations
have created barriers for widespread use and adoption for
indoor wayfinding. Recent work has developed a system of
wayfinding for the BVI using low-cost, stamp-size Bluetooth
Low Energy (BLE) “beacon” devices embedded in the envi-
ronment [7], [14], [18] that interact with smartphones carried
by users. Such beacon-based navigation systems have achieved
promising preliminary results indicating that they may be a
viable solution for indoor wayfinding for the BVI if some of
the underlying challenges to the deployment of such systems
can be solved.
One major challenge facing beacon-based indoor wayfind-
ing is that of creating fast and accurate representations of
indoor spaces that can be used for beacon-placement and
subsequent navigation computations—a process that we will
refer to as beacon planning in the rest of this paper. Manual
determination of all beacon placement locations and path com-
putations is time-consuming and labor-expensive, especially
for large indoor spaces. Such an approach requires the manual
identification of walking paths on a floor plan, marking of
points of interest, determining the distance between any two
points of interest, determining the orientation between them
for navigation, computing shortest paths between points of
interests, and subsequent adjustments to optimize the resulting
paths that may require further iterations of the entire process.
Other approaches of using robots or crowdsourcing are still
time consuming and expensive/difficult to execute [13], [40].
This paper presents the design of an indoor space repre-
sentation technique for beacon planning called IBeaconMap
that uses computer vision and machine learning techniques to
automate the process of extracting the necessary information
from an indoor space for subsequent beacon placement and
path computations for navigation. IBeaconMap only needs as
input an architectural floor plan of the indoor space of interest.
It extracts all the points of interest (doors, stairs, elevators
etc.), identifies walking paths within this space, and creates a
connectivity graph representation of the space upon which path
computations for navigation could be performed. In addition,
IBeaconMap provides the exact 2-dimensional locations where
beacons can be placed on the indoor floor plan. Evaluations of
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IBeaconMap show that it can create space representations that
are reasonably accurate. Given that accuracies obtained vary
based on floor plan quality and feature density, IBeaconMap
can be configured to employ one or more feature detection
options to identify the best fit. Best of all, it can typically
provide its outputs within the order of a few minutes in
most cases on common off-the-shelf computing devices as
opposed to a time consuming and labor-expensive manual
indoor space representation exercise. Even after beacons are
placed through some mechanism (manual or some sort of
an automated technique) there will always be a need to tag
these beacons with the right information and make changes to
beacon locations or information and re-compute the necessary
data structures; IBeaconMap is built as an easy to use tool to
achieve these post-initial deployment administration objectives
as well.
II. STATE OF THE ART
This section surveys the various options available for indoor
wayfinding and describes related work in the area of indoor
space representations for wayfinding.
A. Indoor Wayfinding Mechanisms
Indoor wayfinding for the BVI does not require knowing
the user’s location at all times; rather it is more important
to identify strategic points within an indoor space that a user
should be localized at accurately (within 1-2 m localization
error). The direction of using existing infrastructure in in-
door spaces recently has largely revolved around using Wi-Fi
access points (APs) that are already present. Under various
assumptions, prior work has shown accuracies within a few
meters (for e.g. [15], [19], [22], [33], [37]–[39]). Although this
direction achieves indoor wayfinding without any additional
infrastructure costs, and allows users to use mobile devices
they carry, they have many limitations in terms of AP density
requirements, gestures required from users (which can be
difficult for BVI users), and best accuracy possible.
The direction of adding additional infrastructure in indoor
spaces for localization has been explored in literature, primar-
ily because of their promise of higher accuracies (compared to
Wi-Fi based systems for example). Such work has included the
use of technologies such as RFID (e.g. [34], Ultra Wideband
(UWB) (e.g. [16]), Ultrasound (e.g. [28]), Infrared (IR) (e.g.
[8]), and visible light (e.g. [23]). Many of these technologies
(some specific to indoor wayfinding for BVI such as [10],
[12]) are not effective for indoor wayfinding (and have rarely
been used) because of the requirement of carrying additional
hardware on the user, or more expensive or power-inefficient
reference nodes in the environment. There have also been
many attempts to use computer vision techniques to read
and understand signs (as pointed out in [24]) to assist with
wayfinding for the blind and visually impaired; these tend to
have high inaccuracies in the information read out when a user
is mobile and text is not directly facing the user.
Bluetooth-based indoor localization is not new (e.g. [11]),
but it only gained traction after the revision in 2010 and the
introduction of BLE. The work in [41] compares BLE-based
localization to WiFi-localization and show the the former is
far more accurate than the latter. Other work with the Apple
iBeacon platform showed accuracies as small as 0.53 m [25]
whereas others focused more on the techniques that can be
used to improve localization accuracies [42]. There have been
three recent works using BLE beacons for wayfinding for the
BVI, StaNavi [18], GuideBeacon [14], and NavCog [7]. All
of them report significant improvement in the ability of the
BVI to navigate unfamiliar indoor spaces independently using
the developed systems. Other efforts include the Wayfindr
project [6] which is an effort to develop an open standard
for navigation for the visually impaired in outdoor and indoor
spaces, including the use of BLE beacons. Other systems for
indoor navigation for the BVI using beacons such as [2],
[3] are more for providing location updates as a user walks
through, and are not turn-by-turn navigation systems such as
GuideBeacon, NavCog and StaNavi.
B. Indoor Space Representation
Although there are currently various BLE beacon-based
navigation systems being developed, none of the efforts so far
had designed a fast, and largely automated method for repre-
senting indoor spaces as topological structures for accurate and
timely beacon-based navigation. Such a method (as proposed
in this work) will benefit all current efforts in deploying indoor
beacon-based navigation systems. Work related to creating
representations of indoor spaces have been around for a while
(e.g. [9], [20], [26], [27], [31], [35]). These can mainly be
differentiated based on the approach used in collecting the
required information and in the techniques employed to create
the desired representations. IBeaconMap differs from this class
of work by taking files in simple image formats or PDFs as
input and employing a combination of computer vision and
machine learning techniques. In addition to marking points
of interests on floor plans as beacon locations, IBeaconMap
can also mark strategic points such as intersections which
are important for BVI navigation. None of the previous work
on indoor space representations focused on providing outputs
catering to the special needs for beacon-based wayfinding that
include beacon location markings, indoor paths connecting
these locations, a weighted connectivity graph as topological
structure representation, and directional orientations for paths.
The web-based mapping tool developed as part of NavCog [7],
the only other tool with a similar objective as IBeaconMap,
requires a user to mark all beacon locations and walking
paths first on a floor plan image. This higher-level of manual
involvement is expected to not scale well thus rendering the
tool not as desirable in many situations.
Additional approaches for indoor space representations be-
yond extraction from architectural floor plans are that of
robotic mapping and crowdsourced approaches [13], [29],
[30], [40]. Robotic mapping approaches are likely to be
more expensive to implement and time-intensive while crowd-
sourced approaches, although inexpensive and maybe even
free, will not be as accurate or fast as IBeaconMap. Further,
the recent work on using crowdsourcing to deploy beacons in
[17] assumes that beacon locations are already known; thus,
IBeaconMap could be a useful first tool to create location
markings where beacons can then be placed in a crowdsourced
fashion.
III. THE BEACON PLANNING CHALLENGE
This section provides a more detailed description of the
beacon planning challenge for beacon-based wayfinding. The
workings of a typical beacon-based wayfinding system is
described first followed by some possible beacon planning
approaches and the challenges faced therein, thus motivating
the proposed IBeaconMap tool. Note that the term “beacon
planning” here refers to the entire process of characterizing
indoor spaces, determining points of interest (PoIs), creating
connectivity graphs and performing any pruning operations,
finally arriving at locations at which beacons should be placed.
It does not refer to the actual physical placement of the
beacons (called beacon placement), subsequent testing and op-
timizations of received signal strengths from the BLE devices
and configuration of parameters like messaging intervals and
transmission power levels, all of which may be required.
A. Working principle of beacon-based wayfinding systems
Upon entering an indoor space and starting the wayfinding
application on their smartphones, users are prompted to pro-
vide their desired destination (typically using voice commands
for the BVI). The specified destination is then looked up in
a database of points of interest (PoIs) in the indoor space
(provided typically by the beacon manufacturer’s platform as
a Beacon Manager on a server); if matches are found, they
are listed out to the user one by one until the user confirms
one of them. Upon confirmation that there is a match for the
desired destination, the system then downloads information
about the connectivity graph of the indoor space on which path
computations are performed to arrive at an end-to-end path the
user utilizes to navigate to the destination. Along the route, the
smartphone detects proximity to the beacons to determine the
user location and provide the next steps they must take to
stay on the route. Additional optimizations for advancement
along the route are possible to better improve the detection
time and accuracy. The overarching components involved in
the GuideBeacon system are reproduced in Figure 1 so that
the reader gets a better sense of where beacon planning fits in
any beacon-based wayfinding system.
Beacons
UI
• Voice
• Audio
• Haptic
Start Point
Destination Point
Map 
Database
Beacon 
Manager
Navigation
• Routing
• Advancement
• Re-Routing
Fig. 1: Building blocks and interactions of the GuideBeacon
system [14].
BLE beacons are typically placed strategically in the indoor
space and include both PoIs and other points that may be
useful to improve the navigation experience. Thus, in a con-
nectivity graph of the indoor space, PoIs will only be a subset
of all beacons. All beacons could serve as vertices of this
graph, and paths between them as edges. To compute useful
end-to-end routes, the physical distance and difficulty level of
a path must be encoded as a weight to the connectivity graph;
a shortest-path algorithm could then return the most favorable
path for a user. In addition to characterizing path difficulty as
weights, the directional orientation of paths must be stored so
that users can be directed to their next point along the route
to the destination.
B. Manual beacon placement
Any indoor space can be prepared for beacon placement
manually (as in GuideBeacon1) as follows. All possible PoIs
are marked as beacon locations. On a floor plan image or
sketch, lines are drawn through the middle of all walking
paths (including stairs) in the indoor space on a 2D basis.
All intersection points between lines are marked as beacon
locations. On each line where marked beacon locations are
more than x feet apart, mark additional beacon locations every
y
d yx e from one of the PoIs, where y is the current separation
of PoIs in feet before this step. At the end of these steps,
the indoor space has all beacon locations marked out at which
point beacons can be placed at a location most convenient near
to it. This, however, is not the end of the process. Using the
beacon locations marked out, a connectivity graph has to be
subsequently created with measured distances between vertices
(beacon locations) possibly serving as weights between the
edges.2 and orientations. Additional optimizations (such as
pruning of the graph) may require an iterative approach to
arrive at the final topological structure to use for navigation.
Figure 2a and b show a 3D representation of an indoor
space from two different angles. It also shows the assignment
of 9 beacons numbered from 0 through 8 so that a person can
navigate from the building entrance to a room on the left side
of the second floor. Figure 2c illustrates a conversion of the 3D
space and its beacon to a directed graph with beacons serving
as vertices and paths serving as edges. The edge weights are
the distances on the paths between beacons. The figure also
shows a numeric code representing orientation; each possible
direction is placed into one of either different bins of size 45◦
centered at the positions shown.
Determining beacon locations in an indoor space including
obtaining weights and orientations to use on paths is thus
currently a time and labor-intensive process. As the scale of
the indoor space increases (for example a floor plan of a
large indoor facility as shown in Figure 6 later), the number
of PoIs in the space typically tends to increase at least
1The mapping tool provided with NavCog [7] is similarly a manual process
requiring a human to work with a software tool to mark out all beacon
locations first and then walking paths before connectivity information can
be generated. StaNavi [18] did not specify beacon planning or placement in
their work.
2Other weight measures can be expected foot traffic, difficulty of terrain
which we do not explore at this point
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(c) Beacon deployment within
space modeled as a weighted graph;
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to various possible compass orien-
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Fig. 2: Beacon deployments inside a building and resulting weighted connectivity graph and orientations along paths
linearly, rendering a manual beacon planning process as a
big challenge. To solve this challenge, this work proposes the
IBeaconMap technique next that can (largely) automate the
beacon planning process needing only an architectural floor
plan image as input.
IV. BEACON PLANNING WITH IBEACONMAP
The IBeaconMap technique involves taking a two dimen-
sional floor plan as input and providing a connectivity graph
as output with all the necessary information (beacon locations,
weights, direction/orientations) required for subsequent navi-
gation. In this work we only discuss how one given floor plan
of an indoor space can be represented; there may be multiple
such floor plans that will need to be analyzed (and merged)
to arrive at the final representation for an entire building.3
This section begins by describing the input requirements to
IBeaconMap followed by the presentation of the details of
how IBeaconMap arrives at the desired output.
A. Input Requirements
There are two types of inputs required for IBeaconMap;
one the floor plan itself, and second the set of building blocks
(comprised of a set of features) that the algorithm is expecting
to find on the image.
1) Floor Plan: A floor plan is a drawing to scale to show
a indoor space’s details such as rooms, stairs etc. from a top
view. It can be in various file extensions (PDF, JPEG, BMP,
etc. for images and .DXF as a data format) and drawn using
popular tools such as AutoCAD Architecture [1]. A typical
floor plan could show interior walls and hallways, restrooms,
windows and doors, interior amenities such as fireplaces,
saunas and whirlpools, rest areas, service counters and many
other PoIs within buildings. It also shows an indoor space’s
orientation and to what scale the floor plan is drawn. Figure 3a
shows an example of a floor plan. With a scale factor, it is pos-
sible to extract distances between any two PoIs from the floor
3In architectural drawings, indoor spaces are represented as individual floors
with connection points shown on each floor plan.
plan image by factoring in image resolution and the number
of pixels that separate them. When the term “high resolution”
is used in this work, it refers to those that are 2200 by 3400
pixel or better, common for non-scanned images. As will be
seen later, IBeaconMap uses machine learning techniques to
offset the weaknesses of image processing techniques at lower
image resolutions. Because IBeaconMap can work well on low
resolution images, it can also be easily applied to scanned
images of hand-drawn sketches of architectural floor plans.
This makes IBeaconMap applicable to floor plans that do not
come from modern architectural drawing tools.
2) Building Blocks: Building blocks are a set of features
shown by a specific symbol and are important elements to
be identified for subsequent indoor wayfinding as they tend
to be PoIs where beacons are placed. These symbols are
usually common between various architectural drawings and
therefore a database of building blocks can be constructed and
harnessed by an application trying to locate them on a floor
plan. Building blocks can be categorized into various groups
which can be prioritized based on the application needs. For
example, those building blocks which are used to represent
features related to indoor walking paths can be in the first
group and summoned first. To be computationally efficient
(reduced processing time), building blocks to check for on
a floor plan can be selected based on the type of space under
consideration; typically a pool or sauna is not expected to be
seen in a research building, but doors, stairs, elevators, and
other building blocks are expected.
B. Image Analysis
A floor plan image’s analysis is performed in four phases.
In phase 1, the indoor path within the space is identified and
removed for further analysis. In phase 2, all building blocks
(PoI candidates) within the remaining floor plan image are
identified. In phase 3, a skeleton of the indoor path is generated
with adjoining building blocks mapped onto it. Finally, in
phase 4 a connectivity graph is created through a traversal
of the skeleton.
Algorithm 1 IBeaconMap Algorithm
1: Input: Floor plan image, set of building blocks, scale
factor, and map orientation. Restricted areas on floor
plan are marked before in pre-processing steps. Option
of indoor walking path only or full floor plan detection is
specified.
2: Result: Connectivity graph with distance-based weights
and compass orientation of each edge
3: Ri = regionprops (FloorP lan, ‘Area
′) {Using ‘Area’
as a property to label the actual number of connected
pixels in each region of the floor plan and save them in
an array}
4: Rindoorpath = Max(Ri) {Choose the region with maxi-
mum area}
5: Flrf = detectfeatures(FloorP lan) {Return an array
with various features of the input floor plan}
6: (x, y)j = classifyfeatures(Flrf , option) {Classify
features using specified technique as option (1: FDM,
2:FDM+SML, 3:FD + SML) in floor plan as building
blocks of interest and return pixel indices}
7: (x, y)indoorpath = sel((x, y)j , Rindoorpath) {Select
matched building blocks which are in the indoor path}
8: skel = bwmorph(Rindoorpath, ‘skel
′) {Morphological
operation using ‘skel’ as a property to remove pixels from
the boundaries of the indoor path without breaking it
apart}
9: (x, y)skeleton = Map((x, y)indoorpath, skel) {Map
(x, y)indoorpath on the indoor path skeleton}
10: Path = BFS((x, y)skeleton) {Determine connectivity
information (distance in pixels, orientation) between every
two adjacent nodes on the skeleton using a breadth first
traversal, storing a string of orientation directions from
each path}
11: Use image scale factor and resolution to find physical
distances from any two building blocks to use as weights
of the connectivity graph
1) Phase 1: Indoor path identification: The goal of phase
1 (lines 3-4 in Algorithm 1) is to extract the indoor path and
adjoining PoIs from the floor plan. The walking path connects
all the building blocks (doors, stairs etc.) to each other, so
finding it first makes it easier to find PoIs. Furthermore, having
the indoor path helps find the shortest path from any office
or point of interest to any other. Walking paths were found
by identifying the largest contiguous block of pixels within
the indoor space; this contiguous block of pixels has to be
the walking path with all other areas within the floor plan
having disconnections due to doors, walls, stairs etc. The
largest contiguous area4 is then labeled so that it can be marked
off as the walking path. Figure 3b demonstrates the original
floor plan with the gray area added manually for illustration
purposes to show the indoor path in the original image. In
some scenarios a door or any other connected building block
4Any area to be removed from consideration as a restricted area can be
marked as such in floor plan pre-processing steps as described later in Section
VI.
can be inside the area of the indoor path; these building blocks
are not as important as PoIs on the walking paths for beacon-
based wayfinding, but can still be found similarly. A user is
provided an option (described later in Section VI) to choose
between one of two beacon planning options: (i) find PoIs
around indoor walking path only, and (ii) find PoIs from
the entire floor plan. The first case is used when beacons
are expected to be deployed only on areas surrounding the
indoor walking path. This is expected to be the most common
case where a person is guided all along and at the edges
of indoor walking path, and once they enter through a door,
further navigation is not required. The case of entire floor plan
detection is more complex (and a worst case for IBeaconMap)
as all building blocks on a floor plan need to be detected
regardless of the proximity to the indoor path. This case arises
when there may be multiple entryways within a walled area.
2) Phase 2: Building block detection: Through the previous
phase, a user selects the appropriate technique which leads to
choosing part of the floor plan of interest (called foreground).
After obtaining the foreground, the next step is to find all the
required building blocks in a floor plan and get the specific
coordinates of their locations (lines 5-8 in Algorithm 1).
To achieve this goal, IBeaconMap provides three different
approaches: feature detection and matching (FDM), feature
detection, matching, and supervised machine learning (FDM +
SML), and feature detection and supervised machine learning
(FD + SML). The reason to use three different techniques is
to provide options to users when faced with varying quality
and complexities of floor plans supplied as input. The FDM
approach is the fastest of the three, and is very accurate if
the provided floor plans are of high resolution and without a
high density of features. If the provided floor plan does not
meet this criteria, as is possible when using scanned images of
floor plan drawings made many decades ago, the accuracy can
suffer. Having the other two approaches besides FDM provides
more opportunities to arrive at an acceptably accurate result.
The addition of SML to FDM allows removing some false
positives from the FDM approach output, helping improve
accuracy. For cases where FDM is expected to have very
high inaccuracies, it can be skipped altogether. Instead, a pre-
processing step of FD can be executed to first collect all possi-
ble features in the floor plan (a computationally intensive step)
followed by SML to classify building blocks with reasonable
accuracy. Each of these approaches are described next.
Feature Detection and Matching Approach
Using object recognition and matching, common image pro-
cessing techniques to detect features of an image, building
blocks in the floor plan are found. This process resembles
image registration procedures which try to overlay two images
from the same scene but from different angle or different
sensors over each other. Two steps that are common are Image
Feature Detection and Feature Matching. Feature detection is
an image processing technique that has widely been used in the
computer vision community. Image classification and retrieval,
object recognition and matching, and texture classification are
some of the areas that typically use feature detection. In this
step salient and distinctive components of an object or an
image such as corners, edges and etc. are detected. Feature or
image matching is the process of matching detected features
of the same scene between two images. It is part of many
computer vision applications such as image registration and
object recognition. There are two approaches [43] to better
understand the features in an image: area-based methods and
feature-based methods. In the case of indoor buildings there
are enough distinctive and detectable objects to be able to
use the feature-based method from Shi and Tomasi [32] that
provides relatively good accuracy and low processing time.
After detecting and extracting features, matching is performed
next. By using an exhaustive method of determining the
pairwise distance between features found from the floor plan,
they can be matched over each other. The sum of squared
difference (SSD) is used to measure the distance between
features to perform this matching.
Supervised Machine Learning after Feature Detection and
Matching
For cases where image resolution isn’t high enough (defined
earlier in Section IV-A), FDM may inaccurately classify
certain features within floor plans as doors. In such cases
the addition of supervised machine learning techniques can
help eliminate some false positives. In this hybrid approach,
after finding building blocks using FDM, those locations are
cropped from the floor plan image. These cropped images of
the floor plan with detected coordinates in their centers are
given to a Support Vector Machine (SVM) [5] (one approach
to SML) for classification. As an efficient classifier, SVM uses
given labeled training data to define an optimal hyperplane for
classification purposes. This estimated hyperplane is used to
classify the cropped images to one building block (doors in
this case) versus all other building blocks found.
Supervised Machine Learning after Feature Detection
In cases where the matching process in FDM struggles badly
to detect locations as designated building blocks, just feature
detection (FD) can be used as a pre-processing step to collect
all features from the supplied floor plan. Executing SML
mechanisms on this set of collected features can improve
accuracy of classification. One limitation with this approach is
that the number of detected features on some floor plans can be
very large (hundreds of thousands), making it computationally
unappealing to run SML on. Thus, IBeaconMap employs a K-
Means clustering technique [4] on densely populated features
in a floor plan to reduce the candidate set of features to run
SML on. K-Means clustering technique is an unsupervised
learning algorithm to find groups of unlabeled data. Since
the exact number of clusters (PoIs) cannot be foreseen, the
algorithm starts with a default number of clusters in a segment
(half of detected features) which is then revised based on
relative separation between clusters. Eventually, using SML,
building blocks can then be sifted out from those symbols that
are not building blocks. The three-step FD + SML approach
takes more processing time than the other schemes, but can be
more accurate than the others, especially with low resolution
images and high feature density floor plans.
After obtaining building blocks’ locations in terms of (x, y)
pixels using one of the above techniques, the next step is to
separate and extract smaller areas from the floor plan (Image
Segmentation). To achieve this goal a technique called image
dilation is used where all the lines (walls, doors, etc) are
made thicker; therefore, if there is any disconnection on a
line, it is filled. Using the labeling method, removing areas
which are smaller than a threshold, and removing the already
located indoor path and the margin area, all the rooms can be
extracted.
3) Phase 3: Skeleton generation: To connect one PoI to
another, a path is required that does not pass through a wall,
stair or any point which has a color other than white (after the
floor plan is converted to a binary image). Since the locations
of identified building blocks can be on the black line or be
blocked in some ways, we desire to map them onto specific
pixels of the indoor path already found. To achieve this, the
boundary pixels of the indoor path are removed without letting
the indoor path break apart. Then by using euclidean distance,
the closest points on the indoor path skeleton to the building
blocks are located (Figure 3c). These steps are on lines 9-10
in Algorithm 1.5
4) Phase 4: Connectivity graph generation: After mapping
building blocks6 on the indoor path skeleton, we need to find
the paths connecting any PoIs which will lead to creating a
connectivity graph on which path computations for navigation
can be performed (lines 11-12 in Algorithm 1). For each
path, the orientation required to move along the paths is also
extracted and stored. Conversion from the pixels on the floor
plan to actual distances requires scaling with the scale factor
of the specific floor plan under consideration.
When a floor plan is taken by the IBeaconMap algorithm,
the direction it faces is also provided as input. The floor plan
image also provides the scale factor as input. For example,
a scale of 1/16" = 1’- 0" results in each 1/16" (inch) on the
plan as equivalent to one feet and zero inch of actual physical
length. It is required that the image dimension (width and
height) and both the horizontal and vertical resolution (for
example 2200 * 3400, 200 dpi, 200 dpi) is provided as input
for the algorithm.7
To determine one-hop path distances between PoI’s, the
IBeaconMap algorithm considers the indoor path skeleton to
be the only non-zero pixels in the floor plan image. This by
itself does not provide the one-hop paths between PoIs, but the
skeleton can be traversed in a breadth-first fashion beginning
from a PoI pixel by pixel to find various features. Any saved
connectivity information includes the starting location, the
path and the destination and the number of each of the
characters involved (‘E’, ‘W’, ‘N’, ‘S’, ‘NW’, ‘NE’, ‘SW’,
‘SE’) to arrive at orientation information for the path. The
connectivity graph arrived at for the example floor plan under
consideration is shown in Figure 3d.
5The function bwmorph used comes from the equivalent MATLAB function
that was used to perform the skeleton generation operation.
6If there were errors in building block detection, post-processing steps
described later in Section VI can correct them; after such steps the connectivity
graph generation phase is executed again.
7200 dpi is equivalent to 200 pixels per inch; thus, every 200 pixels is 16
feet of physical distance.
(a) Original floor plan. (b) Extracted indoorpath. (c) Skeleton output. (d) Final connectivity graph.
Fig. 3: Outputs from execution of IBeaconMap on a floor plan.
(a) Beacon location markings on the Shopping Mall floor plan. (b) Beacon location markings on the Research Building floor plan.
Fig. 4: Beacon locations as output on two different floor plans provided as input. Blue solid circles indicate beacon locations
marked by a manual process while red triangles show beacon locations from IBeaconMap.
V. EVALUATION
This section presents the results of evaluations of the
effectiveness of IBeaconMap beginning with a description of
the metrics used.
A. Metrics
Two metrics were chosen to show the effectiveness of IBea-
conMap. The first metric is that of accuracy of IBeaconMap’s
output in terms of the number of beacon locations correctly
identified versus those that were incorrect. The incorrect ones
are further broken down into beacon locations that were missed
and those that were redundantly added. A correct identification
of a beacon location involves finding a PoI and intersections. A
visual comparison of beacon location marking outputs from a
manual beacon planning process (as described earlier in III-B)
is also presented to provide a visual sense of accuracy of
IBeaconMap.
The second metric is the processing time for IBeaconMap
to take a floor plan as input and produce its output. This
metric is thus a measure of the reduction in time and labor
in arriving at beacon locations and connectivity graph for
indoor navigation. Any manual post-processing required to fix
inaccuracies would need to be added onto this time for a fairer
comparison with a completely manual process; however, the
aim with IBeaconMap was to keep the manual corrections to
be minimal.
B. Basic Results
The basic results are from the FDM scheme, which is
typically the recommended scheme (due to its low processing
time) unless the floor plans have low resolution or very high
density of building blocks. The basic results presented here
use the indoor walking path detection of building blocks only
option as this option is expected to be more commonly used.
Figure 4 shows the beacon location marking results using
FDM on two floor plans (more floor plans are considered in
the next subsection) that were of high resolution; one from
a shopping mall and the other a small research building with
offices and laboratories. For each floor plan, beacon locations
identified by a manual process (finding all PoIs visually and
marked) are shown along with those generated by IBeacon-
Map. It can be seen that the outputs are remarkably accurate.
The major difference can be seen as the small mismatch in
locations at each point of interest such as doors, stairs etc.
which accounts for over half of an deviations seen and is
easily correctable. This mismatch was because the manual
process intentionally marks beacon locations on the side of
a door or stairs while IBeaconMap marks them at the center
leaving those who deploy the beacons to make the decision
as to which side to place the beacon. In addition IBeaconMap
marks additional locations at intersections which would be
very useful during navigation. If two PoIs are very close to
each other (within 2 m), IBeaconMap just affixes one beacon
location that can serve both points. Some PoIs that perhaps
would have been omitted as beacon locations during a manual
process (due to knowledge that those PoIs will not be useful),
are marked by IBeaconMap in the shown image; such location
can be removed manually as explained in the next section.
The computation time for both indoor floor plans consid-
ered in Figure 4 were analyzed on an Intel i5-5200U CPU
TABLE I: Comparison of Building Block Detection Techniques - Indoor Path Only
Correct Incorrect Processing Time (s) Correct Incorrect Processing Time (s)Missed Redundant Missed Redundant
Research Building
FDM 30 1 3 22.07
Large Area
FDM 105 1 23 173.62
FDM+SML 29 2 2 40.5 FDM+SML 98 8 16 282.83
FD+SML 31 0 12 51.94 FD+SML 105 1 18 285.79
Shopping Mall
FDM 49 0 12 15.64
Low-Resolution Image
FDM 22 9 6 14.46
FDM+SML 49 0 4 41.46 FDM+SML 21 10 3 26.1
FD+SML 49 0 1 44.41 FD+SML 31 0 15 38.80
TABLE II: Comparison of Building Block Detection Techniques - Full Floor Plan
Correct Incorrect Processing Time Correct Incorrect Processing TimeMissed Redundant Missed Redundant
Research Building
FDM 63 4 16 11.30
Large Area
FDM 237 11 97 185.73
FDM+SML 60 7 14 31.87 FDM+SML 233 15 59 351.38
FD+SML 67 0 9 67.94 FD+SML 248 0 68 875.97
Shopping Mall
FDM 49 0 40 18.77
Low-Resolution Image
FDM 42 25 30 6.6
FDM+SML 49 0 27 25.18 FDM+SML 42 25 20 21.3
FD+SML 49 0 0 81.33 FD+SML 67 0 13 45.99
(2.20GHz) with 8 GB RAM on a 64-bit Windows 10 OS.
The Shopping Mall floor plan took 15.64 seconds in total to
provide the final outcome while Research Building only took
22.07 seconds. The computation for the former is faster as
it has fewer building blocks/features that need to be detected
next to the indoor path. Thus, these typical floor plans can
be analysed to not only provide beacon locations to use,
but they also provide a connectivity graph for navigation in
under 1 minute. An entire building with multiple floors thus
can be analyzed (and generation of connectivity information
and beacon locations) in an automated fashion in the order
of minutes to a few hours depending on its size. A manual
process, that involved drawing walking paths, marking beacon
locations, measuring and entering graph data structure con-
nectivity information, weights, and directional orientations as
experienced by the authors for the research building floor plan
in [14], took over 1 hour to arrive at similar outcomes; larger
buildings with many more PoIs would have taken many more
hours if not days per floor. It is important to remember that
beacon planning is not just about sticking the beacons at some
reasonable locations and using it for navigation; it requires a
fair amount of computation on the back end to decide what
locations will best serve navigational needs. Also, there may be
post-deployment alterations required for which an automated
tool again can make changes easier as explained in detail in
the following section.
C. Comparison of Building Block Detection Techniques
All the building block detection techniques: FDM, FDM +
SML, and FD + SML were compared in terms of statistical
identification accuracy and processing time. These compar-
isons were done for the two cases described earlier in Section
IV-B1: detection along indoor path only, and entire floor plan
detection.
Evaluation results from four different floor plans are shown
next. Many other floor plans were analyzed and tested to
ensure that the results shown here are representative of a larger
trend. The first two (Research Building and Shopping Mall)
are those already seen in Figures 4a and 4b. An additional
two, called Large Area and Scanned Image respectively, were
added. The Large Area floor plan is of a 75,000 sq. ft indoor
facility with a large number of potential PoIs, some of which
are densely congregated as well. The fourth floor plan was the
same as the first (Research Building), but a low-resolution (200
dpi) scanned image. These Large Area and Scanned Image
floor plans were used to test the worst case for FDM and see
how the SML based algorithms helped in such cases.
1) Indoor path detection only: The results for the detection
along indoor walking path only is shown in Table I. It can be
seen that all three building block detection schemes perform
with a high accuracy in terms of correctly identifying PoIs with
very few missed detections. The fast FDM scheme does very
well for the smaller and simpler floor plans (Research Building
and Small Area) and looks adequate for such cases. The FD
+ SML scheme helps improve detection accuracy significantly
in the case of the low-resolution scanned image where FDM
does not do well. The FD + SML scheme also seems to work
better than FDM for floor plans with high density as in the
Large Area floor plan. The FDM + SML scheme acts primarily
as an “enhancer” to the FDM scheme, helping reduce some of
the redundant locations identified, sometimes however at the
cost of adding some more to missed detections. All schemes
have some redundant identifications (false positives) which
will need to be “scrubbed off” through a post-processing step
as outlined in the following section. In terms of processing
time (run on the same machine listed in the previous section),
all techniques took only an order of seconds to minutes, with
FDM being the fastest and FD + SML typically taking the
most time.
2) Full floor plan detection: The results for the entire floor
plan building block detection is shown in Table II. This being
the worst case for building block detection due to the presence
of multiple layers, it can be seen that the number of redundant
beacon locations identified are larger; however, most PoIs
are still correctly identified. The FD + SML scheme again
improves upon that of the FDM scheme when image resolution
is poor or has a high density of PoIs. The relative processing
times of each scheme remains the same as in the indoor path
only case, except that there is an overall increase due to the
consideration of the entire floor area. As the floor plan area
increases (as in the Larger Area floor plan), the FD + SML
scheme processing time does increase faster than the other
schemes due to its need to execute its three step process.
(a) Marking restricted areas and assigning restriction levels. (b) Post-processing option to correct any errors on beacon markingson floor plan.
Fig. 5: Snapshots of IBeaconTool options.
VI. IBEACONMAP TOOL
This section describes the capabilities of the IBeaconMap
software tool and how it can be used to carry out beacon
planning of a site.
The IBeaconMap tool provides various options for a user
to pre-process floor plans that are being input, if they choose
to do so. Common pre-processing tasks could include: (i)
cropping the image to remove annotations and other symbols
outside the floor plan boundaries, (2) marking certain areas
to be protected8 and outside the bounds of navigation, and
(3) marking off areas that should not be considered as part of
the walking paths due to furniture or other objects. Levels of
restricted areas are defined such that there are shades between
full public access and no public access. For example, within
an airport, the secure zones have restrictions for entry from
many doors, but do allow walking once entered through an
identified entryway. Figure 6 shows the floor plan of a large
metroplex with such restricted areas defined.
Fig. 6: Zones within the floor plan of a large single story
75,000 sq. ft indoor facility set to various restriction levels.
Once a floor plan image is uploaded, the user is provided
three options for building block detection. The FDM method
is recommended for cases where the image resolution is high
8These could be restricted areas where a typical person is not allowed to
enter such as a danger zone, or high-security area.
enough and floor plan is of simple and small space. If these
criteria are not met, the FD + SML method is recommended,
though it can take extra time for processing. The FDM + SML
option is a good alternative to FDM, although it takes a bit
more time to process. A user can run all three options and
compare if they choose to do so. In addition, the user is asked
if they want just indoor walking path detection or a full floor
plan detection of PoIs. If there are secure/restricted areas to
be marked, that is done first before proceeding with the indoor
path or full floor plan detection.
As post-processing steps, the IBeaconMap tool allows (i)
"scrubbing off" any redundant locations that should not be
beacon locations, while allowing adding of new locations
which were possibly missed during processing, just by clicking
with a mouse pointer, and (ii) labeling beacon locations with
the descriptive detail and context required for navigating.
Figure 5 shows two snapshots of the various options
provided within the tool. A demonstration video of how
the IBeaconMap tool works is available to see at the site
http://wsumapping.cs.wichita.edu/IBeaconMap.
VII. DISCUSSION AND FUTURE WORK
This work presented a largely automated technique called
IBeaconMap to prepare an indoor space for beacon-based
wayfinding for the BVI and other sighted users. Such a
technique solves the current challenge of creating indoor
space representations in a time and labor-efficient manner.
IBeaconMap simply takes a floor plan of the indoor space
under consideration and employs a combination of computer
vision and machine learning techniques to arrive at locations
where beacons can be deployed and builds a weighted connec-
tivity graph among these locations that can be subsequently
used for navigation. Evaluations show IBeaconMap to be fast
computationally and reasonably accurate (depending on input
resolution and space characteristics) thus presenting itself as a
scalable tool in preparing all indoor spaces for beacon-based
wayfinding in the future. The actual placement of beacons can
then be done very easily, not even requiring skilled technicians.
Even crowd-sourcing approaches such as used in [17] can be
used to arrive at the final infrastructure required for beacon-
based wayfinding. The merits of IBeaconMap lies not just in
how it makes beacon planning easy for new deployments, but
also the maintenance features it provides in making future
changes and alterations. Its ability to handle low resolution
images will allows it to be applied to scanned images of floor
plans from older buildings and even hand-drawn sketches that
follow similar standards.
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