I. INTRODUCTION
T HE growing demand for land mobile radio services witnessed in the last years requires the design of communication systems able to support increasing information rates. However, as in the case of the pan-European group special mobile (GSM) standard [1, Ch. 8] , data transmissions on time division multiple access (TDMA)-based land mobile radio channels, linking high-speed mobile units, are affected by random multipath phenomena which impair the received stream with severe time-variant intersymbol interference (ISI) effects [2] . As a typical TDMA slot presents a limited overhead for synchronization and training purposes ranging from 10% to 30% [2, Fig. 11 ], [3, Fig. 1 ] in these environments, fastadaptive nonlinear equalization is mandatory to combat the multipath phenomena and estimate the random fluctuations of the channel within short training periods [2] , [3] .
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Publisher Item Identifier S 0733-8716(98)08650-8. Referring to TDMA systems, receivers based on decision feedback equalizers (DFE's) which adopt least mean square (LMS) or recursive least square (RLS) algorithms for channel tracking purposes have been broadly investigated in the past years (see, for example, [3] - [5] and references therein). However, due to the error propagation effects which impair the DFE-based schemes, these receivers are generally affected by crashing phenomena which make their utilization on channels linking high-speed mobiles somewhat unattractive [3] - [5] .
At present, maximum likelihood sequence estimators (MLSE's) implemented via various forms of the basic Viterbi algorithm (VA) seem to constitute valid means to recover data transmitted over multipath faded channels [1, Ch. 8] , [2] , [7, Ch. 2] . In these detecting schemes, channel tracking is generally performed via powerful RLS Kalman-like estimators [7, Ch. 7] , [8, Sec. 6.8] , [9] fed by the final hard-decided data delivered by the MLSE with a large delay , which usually amounts to five times the delay spread (in multiples of the signaling period) of the transmission channel. Since the direct utilization of these final decisions for channel estimation purposes causes severe losses in the tracking capability of the channel estimator [3] , [7, Ch. 6] , improved versions of the basic adaptive MLSE have been proposed in the form sketched in Fig. 1 . In these schemes, tentative decisions are also delivered by the MLSE with a limited decision delay nearly equal to the delay spread (in multiples of the signalling period) of the transmission channel and then are exploited to 0733-8716/98$10.00 © 1998 IEEE achieve channel tracking. Due to the low value of the delay however, these tentative decisions generally exhibit a limited reliability that degrades the receiver performance during deep faded transmission periods [6] , [7, Sec. 6.3] , [9] .
In order to overcome these drawbacks, more recent persurvivor processing (PSP)-based adaptive receivers which approximate the MLS algorithm on unknown randomly timevariant channels have been proposed in the literature [10] , [11] . In these schemes (see, for example, [11, Fig. 4] ), a bank of estimators ( is the size of the modulation constellation and is the number of the -spaced channel coefficients assumed at the receiving side) deliver channel estimates in correspondence to each state of the MLSE. The channel updates are performed via zero-delay hard decisions defining the surviving paths of the MLSE, and only the channel estimates generated by the survivors are retained. Due to the exploitation of multiple channel estimates, these schemes generally outperform the conventional ones of Fig. 1 , especially on fast time-variant channels [10, Sec. V], [11, Sec. IV] .
In the present paper, a novel form of a nonlinear adaptive receiver for TDMA systems is presented, which employs a single channel estimator. Its basic architecture is drawn in Fig. 2 . Roughly speaking, the proposed adaptive receiver is constituted by a symbol-by-symbol maximum likelihood (SbS-ML) detector of the Abend-Fritchman family [8, Sec. 6.6] , [12] , [13] which recursively delivers reliable hard decisions and feeds a minimum mean square error (MMSE) nonlinear Kalman-like recursive channel estimator with the a posteriori probabilities (APP's) of the states of the ISI channel. There are several reasons which support the choice of an SbS-ML detector in the scheme of Fig. 2 . First, simulation results [13] - [15] and analytical bounds [16] confirm that SbS-ML detectors are able to deliver reliable final decisions with a limited delay equal to the delay spread (in multiples of the signaling period) of the transmission channel. So, the abovecited tracking-capability loss suffered by the conventional MLSE's of Fig. 1 is effectively overcome by the adaptive receiver of Fig. 2 . Second, SbS detectors can also deliver soft statistics in the form of the APP's of the state sequence of the ISI channel. The performance improvements arising from the use of soft statistics for turbo decoding of parallel concatenated coded streams are well established [13] , but their utilization in adaptive detectors to improve the tracking capability of the channel estimators has not yet been considered. This is done by the receiver presented in Fig. 2 , whose main novel feature is represented by the exploitation of the soft statistics output by the SbS detector for channel estimation purposes. The mentioned utilization of the APP's of the states of the ISI channel arises from some theoretical results presented in [14] , [15] , and [17] regarding nonlinear MMSE filtering.
The paper is organized as follows: after the description of the communication system of Section II the relationships embedded in the proposed receiver are presented in Section III, where some computational aspects are also examined. In Section IV, extensive performance comparisons are carried out for various multipath-faded channels of actual interest. Finally, some conclusive remarks are made in Section V.
II. THE SYSTEM-MODEL
We refer to a TDMA-based digital link impaired by timevariant multipath phenomena, thermal noise, and cochannel interference [1, Sec. 1.4]. The baud-rate sampled (complex) sequence received at the output of the equivalent low-pass randomly time-variant ISI channel can be modeled as [2, Sec. 6.3] (1) where the transmitted data sequence is constituted by -ary generally complex independent identically distributed symbols taken from an assigned modulation constellation Furthermore, in (1) , is the -sampled time-variant impulse response of the overall link, including the transmitting filter, the multipath-faded radio channel, and the receiving filter. 2 L is the length (in multiples of the signaling period T S ) assumed at the receiving side for the channel impulse response. In the present work, the value of L is assumed known and set according to some a priori information about the expected delay spread of the radio channel. However, in the literature several techniques are available (see, for example, [18] and references therein) which could be embedded in the proposed adaptive receiver of Fig. 2 so as to obtain effective adaptive estimates of L:
a complex zero-mean white Gaussian random sequence which accounts for the combined effects of the receiver thermal noise and cochannel interference [1, Sec. 1.4]. 3 The state transition sequence of the ISI channel in (1) is a homogeneous -variate Markovchain [13] - [15] ; it assumes the distinct outcomes constituted by the -long ordered subsequences of constellation symbols (that is, denotes the th component of the th outcome ). So, as in [13] - [15] , the state sequence is statistically described by the corresponding transition probability matrix and by the vector of the a priori probabilities of the initial state (1) (thereafter, denotes the column vector composed by unit elements). Now, according to [3] and [8, Sec. 7.5] , it is assumed that the random sequence of the channel impulse response is a wide-sense-stationary (WSS) complex Gaussian process which evolves according to the usual autoregressive model (2) where is an real one-step transition matrix and the starting random variable (r.v.) is zero-mean and Gaussian, with an assigned real covariance matrix common to the mutually uncorrelated components and Furthermore, the driving sequence in (2) is assumed to be zero-mean, white, and Gaussian, with mutually uncorrelated -variate real components and Therefore, as a consequence of the stationarity assumption on the covariance matrices of and are given by 4 We point out that the model in (2) is here assumed in order to develop a recursive Kalman-like estimator for the channel fluctuations (see also the remark at the end of Section III-A1). Although this model may not be exactly representative of the actual multipath phenomena, the simulation results of Section IV show that the proposed adaptive detector of Fig. 2 ensures good performances even when the actual transmission channel does not follow the relationship in (2) . In this regard, we have observed that and can be effectively set according to the values assumed by the first two lags of the (matrix) -spaced autocorrelation sequence describing the channel fading process, so that (2) becomes the Markovian approximation of the actual fading process (see also [19] and the Remark at the end of Section III-A1 on this topic).
which by exploiting the stationary property of fH(i)g; gives rise to 2R H = 28 H R H 8 T H + Efw(i)w H (i)g:
III. THE PROPOSED ADAPTIVE RECEIVER
Referring to a TDMA-type framing structure, during a TDMA-slot the adaptive receiver of Fig. 2 switches between the data-detection mode and the training mode.
A. Data-Detection Mode (the Switch S of Fig. 2 Is in Position A)
Let us indicate as the mapping matrix which gathers the determinations of the channel-state, and as the received sequence until step In the data-detection mode, the receiver of Fig. 2 must accomplish the two tasks of (nonlinear) MMSE channel estimation and SbS-ML data detection described in the sequel.
1) The Channel Tracking Algorithm: In the proposed receiver of Fig. 2 where the observation-dependent filtering gain is given by the expression [14, (12) , (13)], [17, (107) ] (4) Therefore, directly from the definitions of and (3) can be rewritten in the form of a Kalman-like filter as (5) Now, from the whiteness property of the processes and of (1) and (2), the following relationships arise for the updating of the one-step MMSE predictors present in (5):
Furthermore, the structure of the previously introduced mapping matrix allows us to update the channel-state MMSE one-step predictor of (7) as in the following:
where is the -variate APP vector of the channel state computed on the basis of the observed sequence Now, in order to derive an equation set for the recursive computation of the filtering gain sequence in (4), we begin to observe that from the definitions of and that the numerator of (4) can be expressed as follows: (9) (10) (11) (12) where an exploitation of the recursive model of (2) and the relationship (6) allows us to update the conditioned one-step prediction error covariance matrix in (12) as (13) having defined for As far as the denominator in (4) is concerned, from the observation model of (1) Therefore, by exploiting the above, (7) and (18), we can rewrite the same (18) in the following final form: (21) Now, due to the non-Gaussian distribution of the observation process in (1), the updating of the filtered error covariance matrix should require, in principle, the computation of the overall higher order moments of the (non-Gaussian) distribution of conditioned on Since it would give rise to a useless infinite dimensional channel estimator, to bypass this drawback we introduce the simplifying assumption
In fact, this assumption allows us to update on the basis of , only through the same relationship employed in the standard Kalman-filter for the estimation of Gauss-Markov sequences impaired by additive Gaussian noise, that is, (see, for example, [20, (7. 29)]) 6 (22) where, similarly to (8), the MMSE filtered estimate can be directly computed from the channel-state APP vector as
Remark: The application of the above-cited MD representation theorem allows us to exploit the recursive structure of the Markovian model in (2) so as to obtain the nonlinear MMSE Kalman-like channel tracker of (5). The second-order statistics of the fading and noise processes appearing in the above equation set must be considered known or estimated on-line following, for example, the adaptive spectral-estimation procedure presented in [19] .
2) Computation of the APP Vector of the State of the ISI Channel: As (8), (21) , and (23) explicitly stress, the nonlinear finite-dimensional recursive MMSE channel tracker of (5) is fed by the set of soft statistics represented by the APP vectors and of the state of the ISI channel. This represents the main novel feature which distinguishes the proposed detector from the more conventional hard-decisionbased schemes of Fig. 1 . As far as the recursive computation of the APP vectors and is concerned, it 6 The simulation results of Section IV support the actual validity of the assumption (i) =(i=i): This allows us to derive (22) moving from the relationships of (2) and (5) 
The above derived equations for the recursive updating of the channel estimates and the APP vectors are summarized in the flow chart of Fig. 3 , which also clarifies the logical ordering to follow for the actual implementation of the reported set of relationships.
Finally, for decision delays ranging from zero to an application of the total probability theorem allows us to compute the APP's pertaining to the transmitted information stream simply by combining the elements of the vector of (25) [16] confirm the conclusion that unlike MLSE, for SbS-type detection, the decision delay can be set equal to the memory length of the channel without substantial performance loss. Therefore, all of the presented simulation results pertaining to the proposed receiver refer to the case which allows us to directly compute the resulting detected stream on the basis of the APP vector of (25) only. The case would imply a more complex receiver structure which is not considered in the present work.
B. Training Mode (the Switch S of Fig. 2 Is in Position B)
In this operating mode, channel tracking is performed only via the recursive ordered updating of (6), (7), (13), (20) , (4), (5) , and (22). Since in this case the transmitted data stream (and then the channel-state ) is known to the receiver, the updating of the channel estimator is carried out by posing and in the mentioned equations.
In order to address the tradeoff between preamble-length and overall slot length 7 we have evaluated, via computer simulation, the performance of the proposed receiver of Fig. 2 In the tests, the adopted modulation is bipolar phase-shift keying (BPSK), the throughput has been set to 0.8 as in the GSM standard, and values of of 10 and 10 have been considered. The performance of the receiver of Fig. 2 has been evaluated for various settings of and in terms of bit error rates (BER's) versus average received signal-to-noise ratios (SNR's) per information bit
The obtained numerical results are summarized in Table I and support the conclusion that on slow-variant links (i.e., ranging around 10 values of ranging from 2 to 2.5 are generally sufficient to closely track the channel fluctuations, while for faster links (i.e., of the order of 10 values of for appear more adequate.
C. Computational Aspects
Let us assume that the MLSE in Fig. 1 is implemented in the log domain via the VA through branch metrics based on standard squared-Euclidean distances. Since in fast timevarying environments such branch metrics must be updated, step-by-step, on the basis of the current channel estimate (see Fig. 1 ), we can conclude that the computational complexity of the conventional adaptive MLSE of Fig. 1 is proportional to while the resulting storage requirements are proportional to On the other hand, the complexity requested to implement the channel estimator of Fig. 1 strongly depends on the computational efficiency of the various algorithms which can be used for the Kalman-filter. In more detail, by indicating as the number of the channel coefficients to be tracked by the receiver, it is known that the complexity embedded in the usual square-root Kalman-filter is proportional to [8, Sec. 6.8.1], whereas the implementation of the so-called fast Kalman algorithm presents a complexity proportional to [8, Sec. 6.8.5 and Table 6.8.5]. Now, as pointed out in the previous subsection, in practical applications it is sufficient that the SbS detector in Fig. 2 work with a final decision delay limited to the memory length of the channel, so that the complexity needed to implement it is substantially the same as for the MLSE of Fig. 1 (see also [13] , Table I for Furthermore, the complexity of the channel estimator in (5) is essentially the same as the Kalman-like conventional one present in the scheme of Fig. 1 . In fact, the only difference between the two channel estimators is constituted by the kind of statistics (soft for the scheme of Fig. 2 and hard for that of Fig. 1 ) supplied by the corresponding detectors and this does not substantially affect the resulting complexities.
IV. PERFORMANCE COMPARISONS ON MULTIPATH CHANNELS
The performance of the proposed detector of Fig. 2 , as well as those of some alternative adaptive receivers described in literature, have been evaluated via extensive computer simulations for several multipath-degraded test channels. The numerical results of every simulation have been averaged over at least 30 independent channel realizations. Furthermore, in every case, additional channel realizations were generated until at least 100 errors were encountered. The obtained numerical results are detailed in the following subsections. [4] and the Adaptive Bayesian-DFE of [6] The first considered test channel is constituted by three equal-powered 2 -spaced Rayleigh-distributed US paths affected by time-variant fading phenomena which exhibit the two-pole Butterworth-type Doppler power-spectrum of [4, Sec. V-A] with a of 1.25 10 Gray-coded quatenary phase-shift keying (QPSK)-modulation is assumed at a signaling-period of ms. In Fig. 4 we report the performance of the fractionally spaced DFE of [4] constituted by sixteen /2-spaced forward taps and four -spaced feedback taps recursively updated via the RLS fast-Kalman algorithm of [8, Sec. 6.8.5], when and A comparison with the corresponding performance achieved by the proposed receiver of Fig. 3 (with ) shows a reduction in the BER floor of about one order of magnitude.
A. Performance Comparisons with the Fractionally Spaced RLS-Decision Feedback Estimator (RLS-DFE) of
To bypass the drawback inherent in the conventional adaptive DFE, more recently an improved version of such an equalizer (referred to as Bayesian DFE) has been presented in [6] . In more detail, the performance plots reported in Figs. 5-7 of [6] show that the adaptive Bayesian DFE is more robust than the adaptive MLSE of Fig. 1 in dealing with imperfect channel estimates so that Bayesian DFE outperforms MLSE in actual applications on time variant environments. Therefore, in order to compare the performance of the proposed receiver with the one achieved by the Bayesian DFE, we have considered Gray-coded QPSK-modulated data transmissions at s over a radio channel constituted by three -spaced US taps which exhibit two-pole Butterworth-type Doppler power-spectra with Hz The simulated adaptive Bayesian-DFE has been implemented according to [6, Ex. 1] with final decision delays of one and two steps. The performances obtained at are also reported in Fig. 4 , together with the corresponding ones exhibited by the proposed receiver for A reduction in the BER floor of about seven times has been achieved by adopting the adaptive detector of Fig. 2 . Fig. 1 
B. Performance Comparison with the RLS-MLSE of

on GSM-Like Test Channels
Performance comparisons between the adaptive detectors of Figs. 1 and 2 have been carried out by considering again the GSM six-tap test channel described in Section III-B with BPSK modulation and throughput of 0.8. Values of the product of 10 and 10 have been considered in the simulations [see Fig. 5(a) and (b) , respectively]. The final decision delay for the implemented MLSE of Fig. 1 has been set to 30 steps, whereas several values for the tentative delay ranging from 5-20 steps have been considered. Furthermore, for such a detector (hereafter referred to as RLS-MLSE) the implemented channel estimator is the powerful RLS tracker of [8, Sec. 6.8.1] with optimized values for the corresponding forgetting factor. As bench marks, in Fig. 5(a) and (b) , the ultimate performances achieved by an ideal MLSE which is fed, step-by-step, by perfect (that is, error-free) channel estimates have also been reported. Now, the plots of Fig. 5(a) and (b) (obtained for and respectively) show that the proposed receiver outperforms the RLS-MLSE one. In more detail, Fig. 5(a) shows that at (measured) BER's of 10 the proposed detector outperforms the RLS-MLSE scheme by more than 15 dB and exhibits no BER floor for SNR values above 25 dB, so as to approach the ultimate performance of the ideal MLSE. On the other hand, at of 10 the performance plots of Fig. 5 (b) for the RLS-MLSE receiver give rise to ultimate BER's of about 10 whereas the corresponding BER's achieved by the proposed receiver range around 10 at SNR's of about 30-35 dB.
Another set of tests has also been carried out by transmitting BPSK-modulated data streams at an information throughput of (with and ) over the channel described in [21, Table I ], which is considered representative of radio links over urban areas by the GSM standard. Following the guidelines established by the GSM recommendations [21, Sec. IV], the time correlation exhibited by the multipath phenomena, which affect the twelve US taps constituting Fig. 6 . Performances of the presented adaptive detector of Fig. 2 and the RLS-MLSE of Fig. 1 for the GSM-like test channel of Section IV-B, which is described in [21, Table I the considered channel, has been modeled according to the above-cited zero-order Bessel-function and a value of the product equal to 1.85 10 has also been considered. Furthermore, to take into account the interpolation effects due to the low-pass square-root cosine receiving filters (see note 7), the receivers of Figs. 1 and 2 have been implemented by assuming an equivalent discrete-time channel constituted by four -spaced taps. 8 Now, although the overall delay spread of the channel of [21, Table I ] spans less than two signaling periods (so that the fading phenomena can be considered virtually flat over the transmission band [21, Sec. VI]), Fig. 6 shows that the RLS-MLS conventional receiver of Fig. 1 exhibits a BER floor which is over two times higher than the corresponding one experienced by the detector of Fig. 2 . The performance gap between the two considered adaptive receivers is more evident when the above channel is replaced by the one described in [21, Table II ], recommended by the GSM standard to test digital transmissions over hilly terrains. In fact, in this case the overall delay spread is quite long and spans over five to six signaling periods, so that the induced multipath phenomena are highly frequency selective over the transmission band. Now, the performance plots reported in Fig. 7 show that the BER floor experienced by the proposed receiver is over three times smaller than that of the RLS-MLSE at and for
C. Performance Comparisons with the RLS-MLSE of Fig. 1 on Two-Ray Channels
Another set of simulations has been carried out by referring to a typical sky-wave channel constituted by two US Rayleigh-distributed equal-powered rays spaced seconds apart. We assume that the link is impaired by time- 8 To reflect a condition of minimal a priori information about the actual statistical behavior exhibited by the transmission channel, both the implemented adaptive detectors of Figs. 1, 2 assume that the T S -spaced taps constituting the resulting equivalent link are uncorrelated and equal-powered. Fig. 7 . Performances of the presented adaptive detector of Fig. 2 and the RLS-MLSE of Fig. 1 for the GSM-like test channel of Section IV-B which is described in [21, Table II correlated multipath phenomena modeled through Gaussianshaped Watterson-type Doppler power spectra [5, and references therein]. Gray-coded QPSK-modulated data have been transmitted over such a link at an information throughput of (with and ) for a value of the product equal to (see Fig. 8 ). In order to take into account the low-pass effects of the front-end filters (see note 7), the receivers of Figs. 1 and 2 assume an equivalent discrete-time channel constituted by three -spaced taps. Thus, the performances of the RLS-MLSE of Fig. 1 have been evaluated for a final decision delay of 15 steps and for several values of the tentative decision-delay ranging from two to ten steps, whereas the final decision delay for the proposed receiver has been set to two steps. Now, Fig. 8 shows that for the considered case, the BER floor The test channel is constituted by three T S -spaced taps, and it is described in Section IV-D.
presented by the proposed receiver falls about five times below that of the implemented RLS-MLSE. [11, Fig. 4 
D. Performance Comparison with the PSP-Based Receiver of
] Equipped by a Bank of RLS Channel-Estimators
A final set of simulations has been carried out on a test channel constituted by three equal-powered -spaced US taps affected by Rayleigh-distributed multipath phenomena with time-correlation modeled by the above-cited zero-order Bessel function
In this case, the adopted modulation is QPSK, the throughput and values of of 10 and have been considered. The PSPbased detector of [11, Fig. 4 ] has been implemented via a bank of -powerful RLS channel-estimators with optimized forgetting factors. The obtained performance plots drawn in Fig. 9 point out that at the BER gap between the considered RLS-PSP detector and the proposed one of Fig. 2 is indeed negligible. However, at the implemented multiestimator PSP receiver exhibits a BER floor which is nearly three times below that exhibited by the proposed single-estimator detector of Fig. 2 .
V. CONCLUSIONS
The results reported in Section IV support the conclusion that noticeable performance improvements over conventional single-estimator adaptive DFE's and MLSE's are achieved by the proposed receiver of Fig. 2 , which exploits soft statistics to track the fluctuations of the time-varying multipath-faded transmission channels.
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