The context of much of the work in this paper is that of a backward-shift invariant subspace of the form K B :¼ H 2 ðDÞ~BH 2 ðDÞ; where B is some infinite Blaschke product. We address (but do not fully answer) the question: For which B can one find a (convergent) sequence f f n g N n¼1 in K B such that the sequence of real measures flog j f n jdyg N n¼1 converges weak-star to some nontrivial singular measure on @D? We show that, in order for this to hold, K B must contain functions with nontrivial singular inner factors. And in a rather special setting, we show that this is also sufficient. Much of the paper is devoted to finding conditions (on B) that guarantee that K B has no functions with nontrivial singular inner factors. Our primary result in this direction is based on the ''geometry'' of the zero set of B: r
Introduction
Let D ¼ fz : jzjo1g be the unit disk and T :¼ @D ¼ fz : jzj ¼ 1g be the unit circle. where aAR is a constant,
ja n j a n a n À z 1 À a n z is a Blaschke product built on the zeros of f (m is a nonnegative integer and, necessarily, P N n¼1 ð1 À ja n jÞoN), is a singular inner function; mX0 is singular with respect to Lebesgue measure. Note that H 2 is a Hilbert space; a subspace of L 2 ðTÞ with the usual inner product /f ; gS ¼ 1 2p
For a detailed account of Hardy spaces on the disk, we refer the reader to [7, [10] [11] [12] and references therein.
The following question, posed to the third author by Anders Lindquist and Tryphon Georgiou, has arisen in their work on nonlinear optimal control. We remark in passing that if the functions f n are not required to belong to some special subspace of H 2 ; then the answer to Question 1.1 is firmly in the negative. Indeed, let S be the singular inner function given by
and for r n :¼ 1 À 2 Àn ; let f n ðzÞ ¼ Sðr n zÞ: Then f f n g N n¼1 converges to S in H 2 (as n-N), yet the measures flog j f n j dyg N n¼1 converge weak-star to a point mass at 1 and so the family flog j f n jg N n¼1 cannot be uniformly integrable on T: Accordingly, flog j f n jg N n¼1 is not weakly compact in L 1 ðTÞ; cf. [6, 14] where I ¼ BS m is an inner function; B is a Blaschke product and S m is a singular inner function, and one or both of these factors may reduce to a constant. Hence, by duality, it immediately follows that K I :¼ H 2~I H 2 is invariant with respect to T Ã ; the adjoint of T: One easily calculates that
which explains the terminology ''backward shift'' when we identify a function f in H 2 with a vector in c 2 via its Taylor coefficients. Returning to Question 1.1, note that the answer is a resounding ''yes'' if B ¼ B N is a finite Blaschke product. Indeed, in that case (and assuming for the sake of simplicity that B N has no multiple zeros),
where fa j g N j¼1 are the zeros of B N : Evidently, K B N is a finite dimensional space of rational functions with fixed poles f 1 a j : j ¼ 1; 2; 3; y; Ng:
where F is an outer function and J is an inner function, then F must be in K I as well since
Thus K I is stable under division by inner factors. Now, with regard to Question 1.1, if we let F n denote the outer part of f n ; then we obtain
where J n Df1; 2; y; Ng; and c n and fb ðnÞ j : 1pjpm n ojJ n jg are constants; jb ðnÞ j jX1: Since jF n j ¼ j f n j a.e. on T; and since K B N is stable under division by inner factors, we may assume that fF n g N n¼1 converges weakly to F in K B N ; jF jXj f j and so F c0: Thus, fc n g N n¼1 are bounded away from zero and weak compactness of flog j f n j ¼ log jF n jg N n¼1 follows from the uniform integrability of flog jF n jg N n¼1 ; since z/log jz À bjAL 1 ðTÞ for any b in T: This example suggests that, in order for Question 1.1 to have an affirmative answer, it is perhaps necessary that functions in K B do not allow a singular inner factor. We note here that some special examples of such subspaces were constructed by Dyakonov [8] . In Section 2, we considerably extend this collection of known examples and describe a wide variety of such K B -spaces; our methods are essentially different from those of Dyakonov. In Section 3, we show that, for these spaces K B ; the answer to Question 1.1 is indeed ''yes''. Moreover, we further show that all weak-star limit points of measures flog j f n j dyg N n¼1 in the weakstar topology of MðTÞ ¼ CðTÞ Ã are absolutely continuous with respect to Lebesgue measure on T; a result that is reminiscent of the F. and M. Riesz theorem, though for the logarithms of the moduli. In Section 4, we discuss simple examples of spaces K B that have plentiful singular inner factors; this follows the work of Dyakonov [8, Theorem 5(i) ]. In Section 5, using Paley-Wiener theory, we construct an example of a K B -space for which Question 1.1 has a negative answer. Some final remarks and further questions are contained in Section 6.
T Ã -Invariant subspaces without singular inner factors
In this section we develop a large class of infinite Blaschke products B for which the T Ã -invariant subspaces K B :¼ H 2~B H 2 contain no functions with nontrivial singular inner factors. The examples we discuss here are somewhat complementary to the one given by Dyakonov [8, Theorem 5(ii) ]; where the zeros (of B) have just one accumulation point on T and are chosen (in a very special way) to approach the unit circle fast and tangentially from both sides of that accumulation point.
Theorem 2.1. Let B be an infinite Blaschke product whose zeros cluster at only finitely many points w 1 ; w 2 ; y; w m of the unit circle T: Moreover, suppose that for each j ¼ 1; 2; y; m there is a chord of the unit circle with one endpoint at w j so that B has no zeros in one of the domains bounded by this chord and T: Then K B :¼ H 2~B H 2 contains no functions with nontrivial singular inner factors.
ARTICLE IN PRESS
Proof. Assume, to the contrary, that K B contains gS; where S is a nontrivial singular inner function and 0cgAH 2 : As we noted in Section 1, K B is stable with respect to division by inner factors and so we may assume that g is an outer function. As is well known and immediately checked (cf. [3] In particular, all such functions f are analytically continuable across T\fw 1 ; w 2 ; y; w m g: Thus the singular measure of S consists only of atoms at some of the points w j : Again, since we have the freedom to cancel inner factors, we may assume (applying a rotation if needed) that S has only one atom and in fact that atom is located at w 1 ¼ 1: So we are reduced to the case that which is analytic across the common boundary of U and W À ; this analytic continuation follows from representation (2.1) and the sentence that follows it (in the proof of Theorem 2.1). Without loss of generality, we may assume that this common boundary is fx : À Noxotg (DR). Thus, by (2.10), G is holomorphic in the wedge domain V that is bounded by L À :¼ fw : wALg and the vertical ray ft þ iy : y40g; at t; the sides of V form an angle of less than p: Also, in view of (2.10) and (2.7), G decays exponentially along ft þ iy : y40g: Also, along L À ; G has ''subexponential'' growth. That is, lim sup
10)) and both F and the analytically continued Blaschke product B each separately satisfy such an estimate. Indeed, for F (an H 2 -function in U À ) it follows at once from, for example, the Paley-Wiener theorem (cf. [2, 11, Chapter 8] ) that the limit in (2.11) is in fact less than 0. As to the continued Blaschke product B; the assertion is equivalent (in view of the reflection law: BðwÞBðwÞ ¼ 1) to the following result, whose proof we defer for the moment. In particular, ho0 on ðÀN; t (in R). But the latter is impossible since G; being the boundary values of a nonzero function in H 2 ; must satisfy [7, 10, 11] ) and hence cannot have exponential decay as x-À N:
To finish the proof of our theorem, it only remains for us to establish Lemma 2.2.
Proof of Lemma 2.2. The argument proceeds more easily under the automorphism (of U) cðwÞ :¼ 1=w; we let W Ã ¼ cðW Þ: So we assume that B is a Blaschke product in U whose zeros fa n g N n¼1 tend to zero (as n-N) such that W Ã -fa n g N n¼1 ¼ | and a n approaches W Ã nontangentially as n-N: To establish this lemma we need to show
log jw À a n j jw À a n j ¼ 0:
Now, by our assumption concerning nontangential approach, there is a constant C41 such that 1 C p jw À a n j jw À a n j p1 and jwj jw À a n j pC for all w in W Ã and all n: And so we can find positive constants M 1 and M 2 such that for any natural number N and for any w in W Ã ;
log jw À a n j jw À a n j
jw À a n j jw À a n j À 1
½jw À a n j À jw À a n j jw À a n j
Since B is a Blaschke product, P N n¼1 ja n À a n j is convergent and so we can make P N n¼Nþ1 ja n À a n j as small as we like by choosing N sufficiently large. The result now follows from the simple observation that, for any fixed N;
½jw À a n j À jw À a n j-0
There is a different proof of Theorem 2.1 that involves an argument based on harmonic measure estimates. It is worth mentioning, and thus we sketch its outline in what follows.
Another Proof of Theorem 2.1. We proceed as we did in the beginning of our first proof and arrive at the assumption that gS is in
where gc0 is an outer function and S is a singular inner function of the form
c is some positive constant. Since the zeros of B have nontangential approach to w 1 ¼ 1 on at least one side of 1; we can find r; 0oro1; and a point Proof of Theorem 3.1. Note that having a parameter a in the definition of EðM; aÞ is important in order to prevent unboundedness of the negative variations of the (signed) measures flog j f n j dyg N n¼1 : The hypothesis implies that the measures flog j f ðe iy Þj dy : f AEðM; aÞg have bounded total variations. Indeed, jlog j f jj ¼ log þ j f j þ log À j f j: Therefore, we have
and hence
Thus, for any sequence f f n g N n¼1 in EðM; aÞ; choosing a subsequence if necessary, we may assume that f f n g N n¼1 converges to some f (in K B ) weakly in H 2 and that the measures flog j f n ðe iy Þj dyg converge weak-star to a finite real measure on T: Since K B is stable with respect to dividing by inner factors, dividing out the Blaschke products of the functions f n (by our hypothesis, they have no singular inner factors), we may further assume that (for each n) 0cf n is an outer function. We then have a sequence of outer functions f f n g N n¼1 convergent to f uniformly on compact subsets of D: Indeed, for each z in D (letting P z ðyÞ denote the Poisson kernel for evaluation at z) we have
Therefore
is not yet a positive answer to the L 1 -weak compactness question, it turns out to be the main ingredient needed to establish L 1 -weak compactness of the logarithms in the K B spaces described in Theorem 2.1. Proof. We begin with some elementary lemmas.
Lemma 3.4. Let E be a bounded subset of L 1 ðTÞ with the property that, for any compact subset F of T\fw 1 ; w 2 ; y; w m g; there is a positive constant MðF Þ such that
Then any measure on T that is the weak-star limit of a sequence fg n dy : g n AEg has the form g dy þ m; where m is an atomic measure supported on fw 1 ; w 2 ; y; w m g:
Proof. Let dn be a measure on T that is the weak-star limit of a sequence fg n dy : g n AEg: Since, restricted to any compact subset F of T\fw 1 ; w 2 ; y; w m g; fg n g N n¼1 is bounded in the L 2 -norm, we could, by taking an increasing sequence fF j g N n¼1 of compact subsets of T\fw 1 ; w 2 ; y; w m g ( S N j¼1 F j ¼ T\fw 1 ; w 2 ; y; w m g) and applying Cantor's diagonalization process in extracting subsequences, assume that fg n g N n¼1 converges to g weakly in L 2 on all compact subsets of T\fw 1 ; w 2 ; y; w m g: Let V be an open subset of T such that fw 1 ; w 2 ; y; w m gDV and let j be a continuous function on T that vanishes on V : Then,
It follows that dn and g dy coincide on T\fw 1 ; w 2 ; y; w m g: & Remark 3.5. Of course, replacing the exponent 2 in (3.1) by any p41; leads to the same conclusion. Letting n tend to N and using assumption (ii) and (3.2), we see that
Now the first term on the right-hand side in (3.4) obviously tends to zero uniformly as jV j-0; jV j denotes the Lebesgue measure of V : The second term does as well, because of:
This is precisely the assertion of uniform integrability locally at the points w 1 ; w 2 ; y; w m :
Proof. Assume, to the contrary, that lim sup jV j-0 f R V g dy : gAEg40: So, we can find e40; a sequence of open sets fV n g N n¼1 in T; where jV n jo2
Àn and fw 1 ; w 2 ; y; w m gDV n (for all n), and a sequence fg n g N n¼1 DE such that Z V n g n dyXe;
ð3:5Þ for n ¼ 1; 2; 3; y: In fact, we may assume that V nþ1 DV n for all n; because if this is not the case, then (for n ¼ 1; 2; 3; y) we replace V n with V Note that (c) holds by (3.5), and since V n DV 0 n and g n X0 for all n: Moreover, passing to a subsequence, we may further assume (by (i)) that fg n dyg N n¼1 converges to G dy weak-star, and weakly in L 2 on any compact subset of T\fw 1 ; w 2 ; y; w n g; GAE: Since, for any fixed natural number N; @V N is a compact subset of T\fw 1 ; w 2 ; y; w m g; and since g n X0 for all n; we now have
Letting N approach N; a contradiction to the integrability of G arises. So Lemma 3.7 must hold, and thus Lemma 3.6 is also established. & Finally, to finish the proof of Theorem 3.3, let us note that in that context, the functions g n in Lemmas 3.4, 3.6 and 3.7 are of the form log À j f n j; where f n AK B -EðM; aÞ: Since log þ jxjpjxj; log þ j f n j are bounded in L 2 ðTÞ and hence are uniformly integrable on T: So, in order to apply the L 1 -weak precompactness criterion ([5, Chapter IV, Section 8, Theorem 7]), we only need to study the uniform integrability of log À j f n j; So, hypothesis (ii) of Lemma 3.6 is satisfied. Hypothesis (i) of Lemma 3.6 holds in view of Theorem 2.1. Lastly, the hypothesis of Lemma 3.4 holds simply since, as we noted earlier, any function f in K B (+K B -EðM; aÞ) is analytically continuable across T\fw 1 ; w 2 ; y; w m g; where the w are not uniformly integrable on T; then flog j fg n jg N n¼1 are also not uniformly integrable on T: Since f fg n g N n¼1 DK B ; the answer to Question 1.1 for this K B is in the negative. We employ this strategy and construct such an example in the next section.
5. An example of failure of L 1 -weak compactness for the logarithms of K B -functions As before, let S denote the singular inner function given by
and let a be any nonzero point in D: Then SðzÞ À a has analytic continuation across @D\f1g; and tends to Àa as z in ð0; 1Þ approaches 1. Therefore, the inner function 
are not uniformly integrable on R: The latter is the subject of the following result.
Theorem 5.1. In the Paley-Wiener space of exponential type less than or equal to some constant c and with norm jj f jj :¼ jj f jj L 2 ðRÞ ; there is a sequence f f n g N n¼1 such that RÞ is bounded and the weak-star limit of any subsequence has an atom at N ( # R is the one-point compactification of R).
Interpreting Corollary 5.2 in the context of the unit disk and in light of the comments at the beginning of this section, we now have Corollary 5.3. For some positive constant c, let S denote the singular inner function
Let a be a nonzero point in D; and so bðzÞ :¼ SðzÞ À a 1 À aSðzÞ is an infinite Blaschke product (cf. the discussion at the beginning of Section 5). Let B be the Blaschke product given by BðzÞ ¼ zbðzÞ: Then, for K B ; the answer to Question 1.1 is in the negative. More precisely, there is a sequence of functions f f n g N n¼1 in K B -EðM; aÞ (for some positive constants M and a) such that all weak-star limit points (in MðTÞ) of the sequence of measures flog j f n j dyg N n¼1 contain an atom at 1.
Proof of Theorem 5.1. We first note that it suffices to produce our sequence f f n g N n¼1 with properties (ii) and (iii), and satisfying (iv) supfj f n ðxÞj : xAR and n ¼ 1; 2; 3; ygp1 instead if (i). Indeed, suppose f f n g N n¼1 satisfies (ii)-(iv). Let hðzÞ ¼ sin z z and let F n ¼ hf n : Then fF n g N n¼1 is bounded in L 2 ðRÞ and F n has type no greater than c þ 1; which makes no difference (we simply replace c by c þ 1). And furthermore, on R we have j log jF n jj ¼ Àlog jF n j ¼ Àlog j f n j À log jhj:
Since A 2 ðDÞ is finite, we see, by (ii), that
where M is a bound on fjjL n jjg 
Therefore, by a change of variables,
and so (ii) holds. Lastly, we address (iii). On the interval 2noxoN we have j f n ðxÞjpð n x Þ n o 1 2 n ; and so z/P z n ðzÞ is the Poisson kernel on T for evaluation at z n (n ¼ 1; 2; 3; y). If f is any function in H 2 and hAH N ; then
Therefore, if f is chosen to be an outer function such that z/j f ðzÞj One theme of our study in this paper is the search for some understanding of the growth of functions in K B :¼ H 2~B H 2 ; when B is an infinite Blaschke product. We now briefly expand on an idea found in the proof of Theorem 6.1 that helps in this search. If B is any Blaschke product, we define W B (as in the proof of Theorem 6.1) to be the set of nonnegative, log-integrable L 1 -weights w on T for which there is an absolutely summable sequence of real numbers fc n g N n¼1 (not necessarily all nonnegative) such that
c n P z n ðzÞ;
fz n g N n¼1 are the zeros of B (in D) and z/P z n ðzÞ is the Poisson kernel on T for evaluation at z n (n ¼ 1; 2; 3; y). In fact, the major ''punch'' in Theorem 6.1 is the following simple observation; which is also closely related to some recent work of Dyakonov (cf. [9, Lemma 5] 
c n Bðz n Þhðz n Þ ¼ 0: Theorem 6.4 (Lotto and Sarason [13] ). Let j be a nonnegative essentially unbounded measurable function on T: Then there exists f in H 2 that is noncyclic for T Ã such that f jeL 2 :
Proof. Let E ¼ fzAT : jðzÞ41g and find a nonnegative, Lebesgue integrable and essentially unbounded function c on T such that c ¼ 1 on T\E and 1pcpj on E: Then logðcÞ is integrable on T and so we can find an outer function g in H 2 such that jgj ¼ c a.e. on T: Since jgj is essentially unbounded on T; there is a sequence of points fz n g N n¼1 in D such that jz n j-1 and jgðz n Þj-N (as n-N). Passing to a subsequence if need be, we may assume that fz n g N n¼1 is a Blaschke sequence; let B be the corresponding Blaschke product. Since jgðz n Þj-N; as n-N; we can find a summable sequence of positive constants fc n g N n¼1 such that
Note that if we define w on T by
c n P z n ðzÞ; Then there exists f in K B such that fgeL 2 :
The following question was also posed to us by A. Lindquist and T. Georgiou, and remains unsolved. We end this section and the paper with a discussion of our work in Section 5. In that section we show that the results of Theorems 3.1 and 3.3 fail if a specific K B contains a nontrivial function of the form fS m ; provided part of the singular measure m is a point mass on T: There is a fair amount of evidence that these theorems fail whenever K B contains a function with a nontrivial singular inner factor, without requiring that the associated singular measure involves a point mass. Accordingly, Question 1.1 would have a negative answer in these spaces. However, we have not yet been able to prove this. A possible avenue of approach to this problem is as follows. Let B be a Blaschke product such that K B contains functions with nontrivial singular inner factors and let fa n g N n¼1 be the zeros of B; we assume for the sake of simplicity that B has no multiple zeros. Then, as we noted earlier for finite Blaschke products, we have Since we have been talking about pushing the zeros of functions in K B outside of D; the question naturally arises as to where these zeros might be. This question seems rather intractable, yet we pose it as follows. Question 6.8. Let B be an infinite Blaschke product. What are the zero sets of K B :¼ H 2~B H 2 ? That is, for which subsets E of D does there exist f c0 in K B such that f ðzÞ ¼ 0 for all z in E?
We have made modest progress in the direction of an answer to Question 6.8, which we present after the following lemma. 
Proof. We proceed by induction. Clearly the inequality in this lemma holds for n ¼ 1: Suppose that it holds for n À 1 factors. Then, by this induction hypothesis, and since both 1 and jv n j are less than or equal to M n ; 
If B is an infinite Blaschke product, then, by taking linear combinations of elements of K B ; we see that any finite subset of D would then be a zero set for K B : Our next and final result adds to this. Proof. By reducing to a factor of B (if necessary), we may assume that the zeros of B (i.e., fa n g N n¼1 -listed according to multiplicity) are distinct and a n a0 for all n: For n ¼ 2; 3; y let 
