(1) j | fn(x, t) -f(x, t) I dm -* 0 uniformly in /, J R where we use the conventions that if a limit is taken as n--> °°, or if / varies in T, then these facts will not be explicitly stated. Graves [l, p. 241, Theorem 22] states conditions for (1) to hold under the assumption that: (2) at each x£i?, except for x in a null set which is independent of t, fn(x, t) converges to/(x, t) uniformly in t.
The mode of convergence defined by (2) is much too restrictive. In this paper we define modes of uniform convergence of a family of sequences of measurable functions which are much less restrictive than (2) and under which (1) holds. Situations of this more general kind were encountered by the author in [2] , and the theorems proved below are there applied.
Before introducing our modes of convergence, let us recall that, given measurable functions/,/" (n = l, 2, ■ • •), Egorov's theorem states that fn(x)->/(x) almost everywhere (that is, m{x: fn(x) does not converge to f(x)} = 0) if, and only if, for every e > 0 and every Egorov's theorem thus suggests that there are two ways in which we might define almost everywhere convergence uniformly in /. The uniformity can be in the convergence of the functions themselves, which is the case in (2), or it can be in the convergence to zero of the measure of exceptional sets of nonconvergence. We therefore make the following definitions. Definition I. /"(x, t)-*f(x, 0 almost everywhere m-uniformly in t ii, for every e>0 and every measurable set A of finite measure, as A-+°o, m\xEA: \fn(x, t)-f(x, t)\>e for some «>A}->0 uniformly in t.
Definition II./"(x, t)-*f(x, t) in measure m-uniformly in t if, for every e>0 as «-►», m{x: |/"(x, t)-f(x, t)\ >e}-»0 uniformly in t.
Unless R is of total finite measure, neither (I) nor (II) imply the other. A mode of uniform convergence implied by both (I) and (II) is given by:
(II') for every e>0 and every measurable set A of finite measure, as n-Kx>, m\xEA:
|/"(x, t)-f(x, t)\ >e}^0 uniformly in t. Most of the relations that hold in measure theory between convergence almost everywhere, convergence in measure, and convergence in mean continue to hold between (I), (II), and (1). We shall here explicitly indicate some of these relations. To state our basic result on integration we recall the following notions, where for brevity we use the term summable to denote what is sometimes called absolutely continuous and convergent, or continuous from above at 0.
(A) Integrals /k/(x, t)dm are summable uniformly in t ii, to every e>0, there is a measurable set A of finite measure and an 77 >0 such that for any measurable set B satisfying m(AB) <rj we have /b|/(x, t) I dm <e for any t.
(B) Integrals Jiifn(x, t)dm are summable uniformly in / asymptotically in n if, to every e>0, there is a measurable set A of finite measure, an 77 >0, and an integer N such that for any measurable set B satisfying m(AB)<r\ we have /js|/n(x, t)\dm<e for any n>N and t. Let, for e>0, Jn(t) =/a|/"(x, t)-f(x, t)\dm, and £"(e, t) = {x: |/"(x, 0-/(*. 0|>e}. It follows that, uniformly in / and measurable sets A, /^/n(x, t)dm approaches a limit which we know to be JaKx, t)dm. From this, we easily infer (1) and (A).
Since (I) implies (II'), from the above theorem we immediately obtain what might be called a uniform bounded convergence theorem.
Theorem. // (I) and (B) hold, then (1) and (A) hold.
In the converse direction, we have the following lemma which follows by the inequality for any e>0 and measurable set A, m{ x G A: I fn(x, t) -f(x, t)\ > e for some n > N} ^ E rn(En(t, t)). There does not seem to be any satisfactory uniform analogue of the monotone convergence theorem which is not already included in the above theorems. Next, let us note a further extension of our results. The modes of convergence we have defined, and the theorems we have stated, retain their validity, with certain obvious modifications in the statements, if we consider on R a family of sigma-finite measures mt together with a family of sequences of measurable functions fn(x, t).
Remark. A different kind of theorem on uniform convergence of integrals is one involving Riemann-Stieltjes integrals. Let R be a finite-dimensional Euclidean space. For each tET and » = 1, 2, • • • , let F"(x, t), F(x, t) be uniformly bounded monotone functions on R. Given a bounded continuous function g(x), it is of interest to determine conditions under which (3) I g(x)dFn(x, t) -* j g(x)JF(x, t) uniformly in t.
One finds in Graves [l, pp. 287-290] sufficient conditions for (3) to hold. Since results of this kind have important applications in probability theory, in Chapter 1 of [2] we were led to define a mode of uniform convergence of F"(x, t) to F(x, t) which permits us to give necessary and sufficient conditions for (3) to hold for every bounded continuous function g(x).
