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123Bravais（1846）による 2変量正規分布と相関係数の発見（椎名）
Bravais（1846）は，本格的に 2変量正規分布を取り扱った最初の論文として重要である（Hald, 









Mémoires présentés par divers savans à l’Académie royale des sciences de l’Institut de France, et 







野での唯一の研究業績とされる（Hald, 1998）。出版は 1846年であるが，その元になる 1838年の
バージョンがあるようである（Plackett, 1983，但し未確認）。元論文は 255ページから 332ペー
ジまであり，主論文（p. 255–317）と，Note（付録 , p. 318–330），Résumé（p. 331–332）の 3部
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   （1） 
 
ここで a, b, cは観測要素（les éléments observés. データである。ただし大量観察の結果得られるも
のとする），x, y, zは求めたい平面上あるいは空間内の座標値（les coordonnées du point）である。
関数φ，ψ，χは座標値と観測データの関係を示す関数である。（1）式の意味するところは，現
在の統計家には解りづらいかもしれない。Bravaisの念頭にあるのは例えば三角測量のような状況
であろう。この場合，測定された距離や角度 a, b, c, ...が三角法を用いた推定式（関数 φ, ψ, χに相
当する）に代入されて，座標値の推定に用いられることになる。測量によって求めたい座標値は
高々 3次元までのはずであるから，x, y, z の 3変量のケースまで考えれば，十分であることになる。




















期待値＊（la crainte mathématique de l’erreur）が導入されるが，誤差は“悪いこと”であろうから
期待（espérance，仏語では希望という意味もある）でなく，crainte（心配，恐れ）という用語を
用いている。直訳すれば“心配値”とでもすることになるが，以下“誤差の見積もり値”と訳すこ




























CAS DU POINT ASSUJETTI À SE TROUVER SUR UNE DROITE DONNÉE . 
（直線上で観察される点の場合）
データが一次元の場合の誤差 x は，測定要素 a, b, cの誤差である m, n, pと，（1）の偏微分係数
A,B,C,...によって
   （5）
のように関係する（（2）も参照されたい）。m, n, pは独立変数であり，xは従属変数である。
p. 261
元論文ではこの後，x, yを，あるいは x, y, zを，従属変数と考えることになる。ラプラスは（5）式




   （6）
（6）は独立な確率変数の和の分散に相当し，今様に言えば であろう。
Bravaisは次に，x =Am+Bnというもっとも簡単なケースを考え，xの確率密度を求める。まず座標
平面（m, n）を考える。（今までは，求めたい点 x, yの座標系を考えていたが，ここでは誤差 m, n
の座標系を考えている）。すると，（m, n）の近傍の確率は

















   （7）





CAS D’UN POINT ASSUJETTI À SE TROUVER DANS UN PLAN DONNÉ.
（平面上で観察される点の場合）
ここから本題である平面における誤差の問題となる。まず x, yを平面上の真の点とする。すると
   （9）
となる。xと yのmoduleは
 
  （6 bis）
となり，さらに
   （10）
のように置く。ここで元論文で唯一“corrélation”という語が出現する。すなわち
La coexistence des mêmes variables m, n, p.. dans les équations simultanées en x et y, amène une cor-
rélation telle, que les modules hx, hy , cessent de représenter la possibilité des valeurs simultanées de
（x, y） sous le vrai point de vue de la question.
（同一の変数 m, n, pが x, yの連立方程式（9）に存在するため相関が現れ，module hx, hyは，厳密
に問題を捉えるなら，同時値（x, y）の（存在）可能性の程度を表現しなくなる。）
ここで m, n, p ... に固定値 m =m, n =n, p =p を与えると，mが mと m+dmの間に落ちる確率は

















    （KS2）
が得られる。すなわち





















が得られる（ 等の読み方については（KS1, KS2, 12, 13）参照）。（16）を wで積分す
れば，x, y,..., vの関数となる。その時，（KS1）の wの係数 は（これらは形式的に導
入された係数であるので）完全に消去されなければ困る。消去の方法は p. 267–p. 268で示される。
ところで（16）式では xyの項が出現する，これが相関＊の源泉である。この項の係数は α, β, hm






















































平面上の確率密度を （la probabilité pour que le point tombe dans une portion finie quelconque de 
la surface du plan）を
   （19）
として，-∞から∞まで yで積分すると






　  （yについての周辺分布＊である。yで積分すると 1になる。） （21）
が得られ，ここから となる。（10）と上の結果を組み合わせると
であるから，



























   （9）
であったが，これは





















と書けるので，（Binet–Cauchy あるいは Lagrangeの恒等式。付録 1参照）
   （27）
となる。この値を（22）と（26）に代入すれば a, b, cすべての値が与えられる。（19）は最終的に
  （28）
あるいは





















最大値（極値）を与える点 x, yに到達する動径ベクトル（下図の OM）は，x軸から出発した半径
であり，その長さは x軸との角度を Tとすると，









径を求めると となる。そしてこの楕円の面積 sは で与えられ
るので（c.f., Cavalieri’s Principle）
   （31）
となる。これを， に留意しながら（29）に代入すると






   （33）
を得る。これは自由度の 2のカイ二乗分布＊であり指数分布＊でもある。（33）を s =0から s = s1ま
で積分すれば











































































































であるが（KS1あるいは KS4に相当），この場合多変量正規分布の性質により（例えば , Muirhead, 
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