Inequalities for martingales with bounded differences have recently proved to be very useful in combinatorics and in the mathematics of operational research and computer science. We see here that these inequalities extend in a natural way to 'centering sequences' with bounded differences, and thus include for example better inequalities for sequences related to sampling without replacement.
Centering sequences
Given a sequence X = (X 1 , X 2 , . . .) of (integrable) random variables the corresponding difference sequence is Y = (Y 1 , Y 2 , . . .) where Y k = X k − X k−1 (and where we always set X 0 ≡ 0). Let µ k (x) = E(Y k |X k−1 = x), that is µ k (X k−1 ) is a version of E(Y k |X k−1 ). We call the sequence X centering if for each k = 2, 3, . . . we may take µ k (x) to be a non-increasing function of x. If we interpret X k as your capital at time k, then this corresponds to the worthy maxim "the less you have the more you get on average".
Observe that a martingale is trivially centering, since we may take each µ k (x) ≡ 0. Also various time series (economic or other) that are controlled towards some target should be centering.
Inequalities for martingales with bounded differences due to Hoeffding [11] and others and presented in [5, 18] have proved to be very useful in combinatorics and in the mathematics of operational research and theoretical computer science. We shall see here that these inequalities extend naturally and easily to centering sequences with bounded differences. The most basic example for the martingale inequalities involves the binomial distribution: here we include the hypergeometric distribution naturally in the same inequalities. Before we consider the inequalities let us discuss three examples of centering sequences.
Example 1 : Sampling without replacement Let 1 ≤ n ≤ N and let (x 1 , . . . , x N ) N . Choose a random sample S of size n without replacement from {1, . . . , N } and let X = j S x j . Note that when each x j = 0 or 1 then the random variable X has the hypergeometric distribution. Now EX = nr/N where r = N j=1 x j . We are interested in bounding quantities like P (|X − EX| ≥ t). Let (Z 1 , . . . , Z n ) be a random n-tuple of distinct elements of {1, . . . , N }, all such n-tuples being equally likely. Let
Of course X n has the same distribution as X. The interesting fact for us here is that the sequence X = (X 1 , . . . , X n ) is easily seen to be centering, since
which is a decreasing function of x. When the results in the next section are applied to this problem of sampling without replacement we obtain inequalities of Hoeffding -see theorem 4 of [11] . Let us restrict our attention now to the special case of the hypergeometric distribution. For an example of an application see [6] , and for a neat short proof see [7] . From Theorem 2(b) below it will follow for example that
EX)
for 0 < ε ≤ 1. If we try to apply here the usual inequalities for martingales with bounded differences [18] in the natural way we obtain an unwanted factor < 1 in the exponent in the bound.
Example 2 : Binary search trees Consider a binary search tree formed by repeatedly inserting random keys, where the keys are distinct and all linear orders on the keys are equally likely -see for example [14, 17, 20] . Let L n be the number of leaves in the tree when it has n nodes.
which is a decreasing function of x.
We have also that
for k ≥ 2 [17] . From Theorem 2 or Theorem 3 below it will follow that
k denote the number of nodes with exactly i children when the tree has n nodes, so that Example 3 : Urn models A bag contains red and black balls. A ball is drawn at random from the bag and removed. If the ball was red then n(r, r) red balls and n(r, b) black balls are added to the bag; and if the ball was black then n(b, r) red balls and n(b, b) black balls are added. We shall assume that the numbers n(x, y) are each non-negative integers, and
If we start with N balls then after n rounds there is a total of N +n(c−1) balls in the bag. Let R n be the number of red balls after n rounds. It is easily checked that the sequence R 1 , R 2 , . . . is centering if (and only if) n(r, r) ≤ n(r, b) and n(b, b) ≤ n(b, r). We are interested in "safety campaigns" rather than "contagion" -see [9] .
The case when all the n(x, y) are 0 of course corresponds to sampling without replacement. The urn model also in a sense includes the second example. Suppose that we start with two red balls and no black balls. 
Inequalities for centering sequences with bounded differences
Theorem 1 Let X 1 , X 2 , . . . , X n be a centering sequence with corresponding differences
, and letᾱ = 1 − α. Then for any 0 ≤ t <ᾱ,
This result will be proved in the next section. Note that it yields immediately the fact that the same bound holds for P (X n − EX n ≤ nt) if −α < t ≤ 0 (just consider the centering sequence k − X k ). We may obtain from Theorem 1 a useful corollary exactly as in [18] corollary (5.2) is obtained from theorem (5.1).
Theorem 2 As in Theorem 1 let X 1 , X 2 , . . . , X n be a centering sequence with corresponding differences
In the former of the bounds in (b) above it is unfortunate that we cannot obtain a factor . Essentially the same proof yields the following tighter but fussier bounds (see also appendix A in [2] ). For any ε > 0
The above results really refer to the case when we have a uniform bound on the range of the differences Y k , that is we have constants c > 0 and a 1 , . . . , a n such that a k ≤ Y k ≤ a k + c for each k. For in this case we may let
. . ,X n is centering and X n − EX n = c(X n − EX n ).
Our third and final theorem extends part (a) of Theorem 2 and extends Corollary (6.9) of [18] .
Theorem 3 Let X 1 , X 2 , . . . , X n be a centering sequence with corresponding differences Y k = X k − X k−1 , and suppose that there are constants
Proofs
We shall use the following well known inequality of Chebyshev (see [10] page 43).
Lemma 1 Let X be a random variable, let f be a non-decreasing function and let g be a non-increasing function. Then
(We assume here and elsewhere that all the functions involved are measurable and that all expectations exist.)
Proof Let Y be an independent copy of X; note that
almost surely; and take expectations.
2
We need one more preliminary lemma which is taken from [11] (and which is also contained in the proof of lemma (5.8) of [18] ). 
2
Now we reach the heart of the matter.
Lemma 3 Let X 1 , X 2 , . . . , X n be a centering sequence with corresponding differences
Proof Recall that we may take µ n (x) to be a non-increasing function of x, where µ n (X n−1 ) = E(Y n |X n−1 ). For any h,
by Lemma 2. But for h > 0
is an increasing function of t, and so the second factor in the expectation above is a non-increasing function of X n−1 . Hence by Lemma 1, for h > 0
and we may complete the proof by induction on n. 2
Proof of theorem 1 We apply Lemma 3 with each a k = 0 and b k = 1 and obtain:
using the fact that the geometric mean is at most the arithmetic mean. Hence for any h > 0
We now obtain the desired bound by setting
Proof of theorem 3 Our proof here follows the lines of the proof of theorem (6.7) in [18] . By Lemmas 2 and 3, for h > 0
Hence for h > 0
to obtain the former inequality in the theorem. To deduce the latter replace X by −X. 2 
Concluding remarks
(a) Negative dependence For a sequence of just two random variables X 1 , X 2 our definition of centering is a weakened form of Lehman's [15] definition of negative regression dependence, and in general the definition is like a weakened form of being conditionally decreasing in sequence [8] . For related definitions see for example [3, 4, 8, 12, 15] .
Recall that two random variables X and Y are said to be negative quadrant (or orthant) dependent if P (X > x, Y > y) ≤ P (X > x)P (Y > y) for all x, y. If we have a sequence X = (X 1 , X 2 , . . .) of random variables such that for each k = 2, 3, . . . the random variables X k−1 and Y k = X k − X k−1 are negative quadrant dependent, then it follows that
for any h. It follows that all our bounds for centering sequences hold also for such a sequence X.
(b) Bounds on maxima We do not obtain here the strengthening of the inequalities where P (X n − EX n ≥ t) is replaced by P (max k (X k − EX k ) ≥ t), as we cannot appeal to Doob's submartingale inequality (see section 6(c) of [18] ). together with Chebyshev's inequality gives better bounds on P (|X n − EX n | ≥ t) for small t than does Theorem 3 above, though of course the theorem is much better for large t.
