A new model -the factorial hidden Markov volatility (FHMV) model -is proposed for financial returns and their latent variances. It is also applicable to model directly realized variances. Volatility is modeled as a product of three components: a Markov chain driving volatility persistence, an independent discrete process capable of generating jumps in the volatility, and a predictable (data-driven) process capturing the leverage effect. An economic interpretation is attached to each one of these components. Moreover, the Markov chain and jump components allow volatility to switch abruptly between thousands of states, and the transition matrix of the model is structured in such a way as to generate a high degree of volatility persistence. In-sample results on six financial time series highlight that the FHMV process compares favorably to state-of-the-art volatility models. A forecasting experiment shows that it also outperforms its competitors when predicting volatility over time horizons ranging from one to one hundred days.
Introduction
Building on the seminal contribution of Goldfeld and Quandt (1973) , Hamilton (1989) has popularized the use of regime-switching models in economics and finance. These models allow us to model sharp changes in the dynamics of economic or financial time series by introducing a finite-valued latent stochastic process that governs the evolution of the parameters of the time series model.
In most applications this latent process is a Markov chain and, consequently, Markov-switching and hidden Markov models are sometimes used interchangeably with regime-switching models. In the past twenty-five years, the emphasis in the literature has been on models with a relatively low number of states -between two and four (e.g., Ang and Bekaert, 2002; Bauwens et al., 2014; Dai et al., 2007) . On one hand, this choice is motivated by parsimony because the number of parameters in the transition matrix of the Markov chain increases quadratically with the number of states. On the other hand, it is generally easier to attach an economic interpretation to a low-dimensional state space (e.g., a Markov chain with two states can be be used to represent bull and bear market regimes). Rydén et al. (1998) showed that hidden Markov models can reproduce reasonably well most of the stylized facts of financial return series. However, they also argue that the model seems to be "doomed from the start" for replicating the high degree of persistence in volatility that is empirically observed. This is because, similarly to traditional stationary autoregressive movingaverage models, regime-switching models based on a Markovian switching process have a short memory, that is, they can only generate an autocorrelation function that eventually decays exponentially. However, at finite lags the decay in this autocorrelation function can still potentially be quite slow. For instance, past research has shown that a time series generated with a short memory process contaminated by occasional breaks can exhibit statistical properties that are akin to those that would be obtained from a genuine long memory process (e.g., Diebold and Inoue, 2001; Granger and Hyung, 2004; Mikosch and Starica, 2004; Perron and Qu, 2010; Starica and Granger, 2005) . This observation explains why several studies in financial econometrics consider models in which a low-dimensional regime-switching process is used as a way to govern time-variation in the parameters of an existing econometric model. An example of such a combination is the regimeswitching generalized autoregressive conditional heteroskedasticity (GARCH) model (Gray, 1996; Haas et al., 2004 ).
An alternative to these types of models is to consider regime-switching processes with a highdimensional finite state space, such as the Markov switching multifractal (MSM) model proposed by Calvet and Fisher (2004) . These authors demonstrate that this process has the ability to generate a high degree of volatility persistence and show that it outperforms GARCH, fractionally integrated GARCH, as well as regime-switching GARCH models, when modeling exchange rate volatility. Although these empirical results offer a motivation for considering pure regime-switching specifications with a large number of states, very few models of this type have since been proposed in the literature.
Building on the MSM approach, the objective of this article is to propose a new parsimonious regime-switching volatility model with a high-dimensional finite state space: the factorial hidden Markov volatility (FHMV) model. The volatility dynamics in this model originate from the product of three components: a high-dimensional Markov chain driving volatility persistence, a jump process capable of generating non-persistent changes in volatility, and a data-driven component capturing the leverage effect. The structure of the Markov chain component shares some similarities with the structure of the MSM model, because it is constructed by multiplying a large number of independent two-state Markov chains. However, the specific formulation that we adopt leads to four important differences. First, all of our two-state Markov chains are not constrained to take identical values as in the MSM model. As a consequence, the support of the volatility distribution in the FHMV model comprises thousands of points, whereas the MSM models implemented by Calvet and Fisher (2004) only allows the volatility process to switch between at most eleven different values. Second, the transition matrix of our Markov chain component is structured in such a way that the multiplicity of the second largest eigenvalue can be greater than one. This distinctive characteristic enables us to generate a high degree of volatility persistence, which translates into a very slow decay of the autocorrelation function at finite lags. A further novelty of our approach versus the MSM model is that we allow for non-persistent jumps and integrate a leverage effect.
As a final advantage, the FHMV model is specified in such a way that only one estimation of the model is sufficient while several model estimations are required to select the optimal MSM process.
We perform an empirical analysis of fit and forecasting performance on return and realized volatility data from the Standard and Poor's 500 Index (S&P 500), the Nasdaq Composite Index (NASDAQ) and the USD/EUR exchange rate over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] [2016] . When modeling returns, the fit of the FHMV model is superior to the MSM model in terms of information criteria and can even surpass that of a regime-switching GARCH model with Student-t innovations. When modeling realized variances, the FHMV model dominates multiplicative error models (MEM) (Engle, 2002) and heterogeneous autoregressive (HAR) processes (Corsi, 2009) . Finally, the forecasting comparison reveals that at any horizon (up to 100 days), the root mean squared forecast errors (RMSFE) generated by the FHMV model with leverage effect are either significantly smaller or comparable in size to the smallest errors produced by the best competing model. The paper is structured as follows. Section 2 introduces the FHMV model, exposes its statistical properties and relates it to the literature. Section 3 covers model estimation. Section 4 presents the results of the in-sample fit and out-of-sample forecasting performance. Section 5 concludes.
An online supplementary appendix (SA) provides the proofs of the theoretical results contained in the paper and background information about the empirical results and Markov chain models.
Model definition and properties
The FHMV model is designed to fit a time series of financial returns, taking into account their time-varying volatility. It is also suitable to model directly a series of realized variances. Its central component is a discrete-time positive latent stochastic process denoted by {V t }. This process corresponds to the latent variance of returns in the first case and to the expected value of the realized variance in the second case. Before defining this component in detail, we introduce the modeling framework that enables us to link it to either financial returns or realized variances.
Basic model framework

Returns
Let r t , t = 1, . . . , T , denoted by {r t }, represent a time series of demeaned daily financial returns.
As is typical in the financial econometrics literature, we model r t as
where { t } is an independent and identically distributed (i.i.d.) innovation process with mean 0 and variance 1, which is assumed to be independent of {V t }.
Realized variances
Let {RV t } represent a time series of daily realized variances, computed for instance as the sum of intraday squared returns. Because the realized variance is a positive process, we choose to model it with a multiplicative error structure (Engle, 2002) as
where {η t } is a positive i.i.d. innovation process with mean 1, which is assumed to be independent of {V t }. As argued by Engle (2002) , the main advantage of the multiplicative error structure is that the variable of interest is modeled without any transformation by a process that ensures its positivity. MEM have been shown to perform well on realized volatility data by Engle and Gallo (2006) , Gallo and Otranto (2015) and Lanne (2006) , among others.
Remark 1. The return model considered in Equation (1) implies a MEM for squared returns as 
Latent variance model
We first define the latent variance process {V t } without a leverage component as this allows us to study the main statistical properties of our model analytically. We model V t as
where {C t } is a Markov chain with a discrete state space satisfying E (C t ) = 1, and {M t } is a sequence of i.i.d. discrete random variables assumed independent of {C t } and to satisfy E (M t ) = 1.
As a consequence, the parameter σ 2 denotes the unconditional expectation of the return variance process, that is, E (V t ) = σ 2 .
The economic interpretation that we attach to the model is one where volatility is impacted by the arrival of news in the financial market, with varying degrees of importance from day to day. The processes {C t } and {M t } are both used to capture the impacts of these news. The C t component captures the effect of news whose effect persists over time, whereas M t represents the impact of non-persistent news and can be interpreted as a jump component. These interpretations become more apparent in Sections 2.2.1 and 2.2.2, where we define C t and M t , respectively.
Structure and interpretation of C t
The process {C t } is constructed as a product of N independent two-state Markov chains, denoted by {C
where
is a normalizing constant ensuring that E (C t ) = 1. These Markov chains are assumed to share the same 2 × 2 transition probability matrix (t.p.m.)
where p ∈ (0, 1). However, they do not share the same state space as we assume that C
where c 1 > 1 and
The normalizing constant in Equation (4) is thus obtained as c 0 =
Note that c 1 ≥ c 2 ≥ . . . ≥ c N ≥ 1, which implies a hierarchical structure in the components of C t .
For instance, if we say that the component C (1) process (see for instance Hamilton, 1994, chapter 22) , the persistent volatility component can be viewed as the sum of N autoregressive components. Interestingly, the paper by Andersen and Bollerslev (1997) proposes to model log-volatility as an aggregation of AR(1) processes and argues that (asymptotically) this structure can induce long-run dependence. Moreover, each AR(1) process is interpreted as an information arrival flow process. Consequently, the persistent component of the volatility of the FHMV model can be seen as a discrete version of their model, which leads to a similar interpretation as well as to an analogous long-run dependence result. In Theorem 1 and Proposition 1, we show that it can also be effective at slowing down the decay of the autocorrelation function of {V t }.
Remark 3. The persistent component is structured as a factorial hidden Markov (FHM) model as defined in Ghahramani and Jordan (1997) . In fact, FHM processes include multiple hidden Markov chains that evolve independently of each other and that are combined to produce the final state. Moreover, the factorial structure can be seen as a particular case of the hierarchical hidden Markov (HHM) structure proposed in Fine et al. (1998) 
where P ⊗N is the N th Kronecker power of P (the kth Kronecker power of P is defined inductively for k ∈ N by P ⊗1 = P and P ⊗k = P ⊗ P ⊗(k−1) , k = 2, 3, . . .). Because we assume that p ∈ (0, 1), P C is a positive matrix (i.e., all elements of P C are positive), which implies that {C t } is an ergodic Markov chain with a unique stationary distribution, which we denote by π C . Lemma 5 in the SA implies that π C = 2 −N 1 2 N , where 1 n is used to denote the n-dimensional column vector of ones, for n = 1, 2, . . ..
Structure and interpretation of M t
The process {M t } is defined to be a sequence of i.i.d. discrete random variables with probability mass function
where q ∈ (0, 1), m 1 > 1,
and m N = 1. We assume that θ m ∈ [0, 1], which implies that m 1 ≥ m 2 ≥ . . . ≥ m N = 1, and use m 0 as a normalizing constant to ensure E (M t ) = 1, which leads to m 0 = 1 + q
We interpret {M t } as a process capturing the non-persistent impact on volatility of the arrival of news in the financial market. The parameter q corresponds to the probability of this type of news arriving in a given time period. This news has a multiplicative impact on volatility, given by one of the values m 1 , m 2 , . . ., m N −1 , chosen with equal probabilities (ON states), with m 1 representing the greatest impact and m N −1 the weakest impact. The probability of no news arriving is 1 − q, which is associated with m N = 1 (OFF state). In contrast to {C t }, the impact of news generated by the {M t } process does not persist over time since it is an independent process. Consequently, this component of the model serves to generate non-persistent jumps of different magnitudes on volatility.
For further developments, it is convenient to express {M t } in the form of a Markov chain. To this end, let π M be the column vector of the N component probabilities
Then, {M t } can be expressed as a Markov chain with N × N t.p.m.,
is a positive matrix and {M t } is an ergodic Markov chain with stationary distribution π M (see Lemma 6 in the SA).
Markov chain structure of V t
The latent return variance at time t, V t , is the product of C t and M t , as specified in Equation (3), hence it combines the effects on volatility of the arrival of persistent and non-persistent news in the financial market. Since {V t } is a product of two independent ergodic Markov chains, it is itself an ergodic Markov chain with
Its stationary distribution is given by
Markov chain (e.g., for N = 10, the number of states is 10,240), it is parsimoniously indexed by only seven parameters, that is,
Volatility persistence
It is a well-known empirical fact that the volatility of returns on financial assets exhibits a high degree of persistence (e.g., Mandelbrot, 1963; Bollerslev, 1986) . In the FHMV model, volatility persistence can be characterized by the speed at which Cov(V t , V t+k ) approaches zero as k increases.
Let υ denote the N ·2 N column vector of the elements of X V , and let Υ denote the
diagonal matrix with the elements of υ on its diagonal (i.e., υ = Υ1 N ·2 N ). Then, based on standard
Markov chain theory (see Hamilton, 1994 , chapter 22), we have
and
Clearly, the rate at which the volatility tends to persist in time is directly related to the rate of convergence of the matrix P k V as k tends to infinity. It is well known that if γ denotes the second largest eigenvalue (in absolute value) of P V , then |γ| k is the dominating term in its asymptotic rate of convergence (see Poskitt and Chung, 1996) . This observation led Rydén et al. (1998) to affirm that hidden Markov models "can only produce series with exponentially decaying autocorrelation functions," and that these models are therefore "doomed from the start" for replicating the high degree of persistence in volatility which is empirically observed. Although this affirmation holds asymptotically, Theorem 1 shows that the particular structure that we introduce to construct the Markov chain {V t }, specifically the multiplication of N two-state Markov chains with identical t.p.m., offers a way to slow down the convergence of P
(ii) Nonasymptotic rate of convergence of P k V as k = 1, 2, . . .:
where · ∞ is the maximum absolute row sum norm and, for γ ∈ [0, 1),
with π V ∞ = 2 −N max{q/(N − 1), 1 − q}, where · max is the max norm, that is, the maximum absolute element of the given matrix.
(iii) Asymptotic rate of convergence of P k V as k → ∞:
Remark 4. From a linear algebra standpoint, N corresponds to the algebraic multiplicity of the eigenvalue γ of the matrix P V , which is its largest eigenvalue (in absolute value) that is smaller than 1. Note that the 2 × 2 matrix P also has an eigenvalue of γ = 2p − 1, but its algebraic multiplicity is 1. Since N corresponds to the number of components used in the construction of {C t }, the algebraic multiplicity of the eigenvalue γ of the matrix P V increases by one unit each time a component is added.
Theorem 1 shows that the number of latent components N impacts the rate of convergence of
Equations (8)- (10) Proposition 1 (Autocovariance structure). Let x t = V t η t , where V t is defined by Equation (3) and {η t } is a positive i.i.d. random process with mean 1 and finite variance, which is assumed independent of {V t }, and let
For k = 1, 2, . . ., we have:
(ii)
(iii)
(iv)
where γ = 2p − 1, p being the parameter of the t.p.m. defined in Equation (5).
t } or {RV t } decays at the same rate as that of {V t }. Equation (7) implies that this decay is governed by the rate of convergence of the matrix P k V as k tends to infinity, which itself slows down when the number of components N increases (see Theorem 1). The particular structure of the latent variance process therefore offers a way to capture varying degrees of persistence in the data, and this is an important motivation for this structure. In fact, as can be seen in the empirical applications of Section 4, the FHMV model very well mimics the autocorrelation structure of squared returns and realized variances.
To determine more explicitly how the number of components N impacts on the autocovariances, let us consider two FHMV models differing by only one latent component. 
We remark that if the impact of the extra component on volatility is marginal, that is, c N ≈ 1, then
. Therefore, if more components than necessary are considered in the model, these superfluous components will not artificially inflate the dependence structure.
Another interesting feature of Proposition 1 follows from Equation (13) because it shows that the excess kurtosis typically observed in financial returns can be captured either by the latent components C t and M t , or by E(η 2 t ) (note that in the case of returns, E(η 2 t ) is the fourth moment of t ).
Moments
Of particular interest is the conditional moment forecast of x t+h , for h = 1, 2, . . ., based on the available information up to time t (as in Section 2.3.1, x t represents either r 2 t or RV t ). To compute this forecast, one must first obtain the vector of filtered probabilities, denoted by ξ t|t , using standard filtering techniques developed for hidden Markov models (e.g., Hamilton, 1994, chapter 22) . Let υ 1 , υ 2 , . . . , υ N ·2 N denote the elements of υ, and let ξ t+h|t be the N · 2 N column vector with elements
where h = 0, 1, . . .. These conditional forecast probabilities are directly obtained from the filtered 
When
Finally, to compute unconditional moments one must simply replace the probability vector ξ t+h|t by the stationary distribution π V (in fact, ξ t+h|t → π V as h → ∞).
Relationship to the MSM model
Since the construction of the FHMV model is motivated by the success of the MSM approach of Calvet and Fisher (2004) , it is instructive to relate it to the MSM model. The MSM process was initially proposed as a model for financial returns, and it thus admits the general form given in Equation (1). Its latent variance is specified as
t , where for i = 1, . . . , N :
It is easily seen that { C that the asymptotic rate of convergence of the MSM transition matrix is geometric and is driven by the parameterã, which also corresponds to the second largest eigenvalue of P MSM . Moreover, the multiplicity of this eigenvalue is equal to one.
Proposition 2 (MSM stationary distribution and rate of convergence of P MSM ).
Another model that is related to the MSM model is the component-driven regime-switching model of Fleming and Kirby (2013) . Like the MSM model, it represents the latent variance by way of two-state Markov chains with identical state spaces, but it allows some of these Markov chains to share the same t.p.m. However, the models considered by Calvet and Fisher (2004) and Fleming and Kirby (2013) are in practice restricted to switch between at most eleven different values (N = 10), while the FHMV model has the advantage to generate a much richer support of the volatility distribution comprising thousands of points.
Relationship to the stochastic volatility model
Because the FHMV process can be converted into a hidden Markov model with a large number of states (see Section 2.2.3), the underlying variance process can be formulated as a first-order vector autoregression (see for instance Hamilton, 1994, chapter 22) . More precisely, if the random vector
where υ stands for the N · 2 N column vector of elements of the state space of {V t }, P V is the transition matrix of {V t }, and {u t } is a discrete martingale difference sequence. The model formulation (16)- (18) shows explicitly that the FHMV process can be represented as an autoregressive stochastic volatility model with discrete dynamics. While standard stochastic volatility models assume that volatility dynamics are driven by a Gaussian innovation, the FHMV process uses a discrete transition kernel that can potentially allow for fatter tails than the normal distribution.
Leverage effect
An additional novelty of the FHMV model, that is not shared by the MSM process, is the inclusion of a time-varying leverage effect. The empirical analyses presented in Section 4 show that this component significantly enhances the in-sample fit and out-of-sample forecasting performance of the model on S&P 500 and NASDAQ data.
With a leverage effect, the latent variance specification introduced in Equation (3) is extended to include an additional component:
The leverage component L t adds two parameters, {l 1 , θ l }, and is specified as a predictable process, that is, its value at any given time index is fully determined by the observed returns up to the previous time step. This entails that the specific value of N L has a negligible impact on the computational burden and it can thus be chosen to be very large in applications.
Moreover, the process {L t } may be interpreted similarly to {C t } and {M t }. For instance, if we let the returns {r t } represent a type of news, then we may say that the component L 
where F t denotes the observed market information up to time t and Θ stands for the model parameters. The log-likelihood function is then obtained as log p(
To initiate the Hamilton filter, an assumption on the state distribution at time t = 0, p(V 0 | Θ), must be made; in our code, it is set to the stationary distribution of the Markov-chain. A MATLAB program to estimate the FHMV model is available in the supplementary material and on the corresponding author's website. In our applications, we estimated the FHMV model with N = 10 and the time required to carry out maximum likelihood estimation was below 30 minutes for a sample size of 4150 observations (Table 1 in the SA gives computing times required to evaluate the likelihood function as a function of N ). We remark that since the predictive distribution of the jump component is constant over time, it is not necessary to track the jump states in the Hamilton filter. This implies that in practice the filter only needs to iterate over 1,024 states instead of 10,240 states when N = 10. Therefore, the computational burden of the FHMV model is comparable to that of the MSM process (when N = 10, the MSM process corresponds to a hidden Markov model over 1,024 states).
In constructing the model, we assume that the number of components used as building blocks of {M t } and {C t } is the same and equal to N . Although nothing prevents us from considering different numbers of components in {M t } and {C t }, in our view it makes sense to specify N as large as possible in both of them up to computational constraints, because the effect of additional components on volatility, measured by the variables c i and m i , is structured to converge geometrically to one. Therefore, when N is large, the model has the ability to adjust itself, through the parameters c 1 , m 1 , θ c and θ m , and assign very little importance to superfluous components. Since the number of parameters does not increase with the number of components, we could also have pursued a strategy to find the optimal N . We decided not to consider such an approach because in our view, it is more practical to have only one model specification to estimate. In this respect, processes such as the MSM and GARCH(p,q) models may be considered at a disadvantage because they require a model selection procedure.
Applications to daily returns and realized variances
We compare the FHMV process to popular models on daily percentage log-returns and realized variances from the S&P 500, the NASDAQ and the USD/EUR exchange rate. On each data set, we estimate the FHMV model with and without leverage based on N = 10 (10,240 states) and N L = 70. The innovation of the return process ( t ) is assumed to follow a standard normal distribution, whereas the innovation of the realized variance process is assumed to follow a gamma distribution with mean 1 and shape parameter v > 0. Table 2 presents estimation results for the percentage log-return data sets. The FHMV models with and without leverage (respectively, FHMV-lev and FHMV) are compared to five competitors:
Comparison of fit
the MSM (Calvet and Fisher, 2004) , the GARCH(1,1) (Bollerslev, 1986) , the GJR-GARCH(1,1) (GJR) (Glosten et al., 1993) , the two-state Markov-switching GARCH(1,1) (MS-GARCH) (Haas et al., 2004 ) and the two-state Markov-switching GJR-GARCH(1,1) (MS-GJR). GARCH-type models include a Student-t innovation; this is indicated by adding "-t" to the model acronym.
Model definitions are provided in the SA. From Table 1 , we observe that, in accordance with the financial econometrics literature, the inclusion of a leverage effect strongly improves the fit to stock indices, but has little impact on the exchange rate data set. Overall, the fit of the FHMV (respectively, FHMV-lev) model is comparable to that of the MS-GARCH-t (respectively, MS-GJR-t). Based on the AIC, the the FHMV for the USD/EUR. Based on the BIC, the FHMV-lev model preferred only for the NASDAQ. Moreover, although the MSM process has been originally proposed for exchange rate series, the FHMV model strongly outperforms it in terms of information criteria. Table 2 presents estimation results for the realized variance data sets. The competing models are: the MEM (Engle, 2002) , the two-state Markov-switching MEM (MS-MEM) (Gallo and Otranto, 2015) and the HAR (Corsi, 2009 ). These models are implemented with and without leverage; models with a leverage effect are indicated by adding "-lev" to the model acronym. Leverage in the MEM and MS-MEM models is introduced as in Gallo and Otranto (2015) , whereas leverage in the HAR is adapted from Corsi and Renò (2012) . Analogously to the FHMV model, all of the competing models include a gamma-distributed innovation with mean 1 and shape parameter v > 0. Model definitions are provided in the SA. Overall, we observe that estimation results strongly favor the FHMV-lev model for all data sets. 4.2 Value-added of the jump and leverage components Table 3 shows how the log-likelihood (evaluated at the MLE) and the BIC of the FHMV model increase when the jump component and the leverage effect are added. Overall, these two components improve the log-likelihood by a greater margin when the model is fitted to realized variances than to returns. This observation therefore partly explains why the model shows a greater outperformance for the realized variance data sets in the previous section.
As expected, the contribution of the leverage component is very strong for S&P 500 and NASDAQ data, and insignificant for the USD/EUR exchange rate according to the BIC. Moreover, we note that the contribution of the jump component is always significant when evaluated with respect to the BIC. We believe that this component turns out to be more important for the realized variance series because the conditional variance dynamics is more directly observed in that case, and abrupt changes are therefore easier to detect. In contrast, squared log-returns are a relatively noisy proxy of conditional variance and this fact renders the identification of sharp changes in volatility more difficult.
4.3 Analysis of the fit to S&P 500 data 4.3.1 Estimated parameters Table 4 reports the parameter estimates for the FHMV-lev model fitted to S&P 500 returns and realized variances. For interpreting the values, remember that when a component C With respect to the model for returns, we observe that each component C
persists for an average of two years (i.e., 1/(1 − p) days) when turned ON, and that the strongest component can double the variance value. Moreover, jumps that increase the variance are approximately as frequent as those that decrease it (i.e., Pr(M t > 1) = 0.53). When looking at the model for realized variances, the impact of persistent news lasts on average for 100 days and jumps that increase the variance are relatively less frequent (i.e., Pr(M t > 1) = 0.13). Figure 1 illustrates the leverage coefficients l i for i = 1, . . . , 70. We observe that until around 60 (respectively, 20), past negative returns are relevant to build the leverage component in the model for returns (respectively, realized variances). We can interpret this long-lasting impact as the time needed for the financial market to completely react to a negative return. . 
Inference on V t
The fact that the Markov chain and jump components in the FHMV model imply a discrete process for the latent volatility may raise some concerns about the flexibility of volatility dynamics in the model. Figure 3 illustrates the time series of the median of the distribution of the inferred conditional volatilities (i.e., the median of p( = c i | F T )). We observe that the component having the strongest impact on volatility is likely to be active during the dot-com crisis as well as during the subprime mortgage crisis. It mimics a long-run volatility effect and could be interpreted as a bull and bear effect. We also see a similar pattern of the different probabilities, which could be accounted for. Figure 5 shows the values taken by the leverage effect component L t over time. We observe that its effect is very strong during the subprime mortgage crisis and to a lesser extent during the dot-com crisis. Since this component is specified in a non-traditional way, it can be questioned whether it really corresponds to the so-called leverage effect captured by standard volatility models, such as the GJR model. To investigate this issue, note first that, assuming standardized innovations, the GJR conditional variance process can be decomposed as follows:
Analysis of the leverage effect
The decomposition (19) isolates the contribution of the leverage component of the GJR model to the variance dynamics; its effect at time t corresponds to L 
Forecasting performance
We carry out a forecasting exercise over the last three years (756 financial days) of the data sample periods in order to compare the predictions of the FHMV models and of some competitors on short-and long-run forecasting periods. Each time we move forward by one day in the in-sample period, the models are re-estimated, and cumulative variance forecasts, 
where t = 0 represents the end of the in-sample period.
The FHMV-lev model needs return predictions to produce long-run realized variance forecasts.
We assume that the percentage log-returns r t ∼ i.i.d. N (μ,σ 2 ) whereμ denotes the empirical mean andσ 2 the empirical variance over the last three years of our data sample period. The benefit of the leverage effect could be further improved by considering a bivariate model for returns and realized variances, an extension we leave to further research. Table 5 , for log-returns data, and Table 6 , for realized variances, show the forecasting performance of all models for the three financial time series. 14 0.15 A star means that the squared forecasting error is significantly smaller than that of the benchmark process (GARCH-t for models without leverage, GJR-t for models with leverage effect) at the 10% level when using the DM test. A double star stands for 5% significance level. The smallest RMSFE appear in bold.
In Table 5 , the performance of each model without leverage is compared according to the DM test of Diebold and Mariano (2002) with respect to the GARCH-t model, while the models including a leverage effect are compared to the GJR-t model. For the S&P 500 and NASDAQ, the FHMV-lev model produces smaller RMSFE than all the other models (with two exceptions for the NASDAQ, at forecast horizons 1 and 5 where GJR-t and MS-GJR-t are slightly better). The differences between the RMSFE of FHMV-lev and the other models increase noticeably with the forecast horizon. Its forecasting performance is found to be superior with respect to the GJR-t at a 5% or 10% level at horizons higher than 10 days for the NASDAQ and for the S&P 500. This is also the case, though less spectacularly, for the MS-GJR-t model.
For the USD/EUR log-returns, the FHMV model, at horizons smaller than 75 days, and the MS-GARCH-t models, at all horizons, significantly outperforms the GARCH-t at the 5 or 10% level. that the squared forecasting error is significantly smaller than that of the benchmark process (HAR for models without leverage effect and HAR-lev for models with leverage effect) at the 10% level when using the DM test. A double star stands for 5% significance level. The smallest RMSFE appear in bold.
For realized variances (Table 6) , the benchmark models are the HAR for models without leverage effect and HAR-lev for those including a leverage effect. Considering the S&P 500 and the NASDAQ, the FHMV-lev model produces smaller RMSFE than all the other models. The differences increase strongly with the forecast horizon and become significant at 5 or 10% according to the DM test for horizons 25, 50 and 100 for the NASDAQ and for horizons 50 and 75 for the S&P 500. For the USD/EUR, the HAR model (for horizons 50 to 100) and HAR-lev (for the smaller horizons) produce the smallest RMSFE, but no significant differences appear with respect to the other models.
We propose the factorial hidden Markov volatility (FHMV) model, a new volatility process that is suited for financial returns and realized variances. We specify the variance as a high dimensional Markov-chain that is decomposed into a product of three hidden components that can be economically interpreted. In particular, the jump process captures the reaction of the financial market to non-persistent news whereas the Markov chain component reflects news with a long-lasting impact. The last component controls for the leverage effect. The specification of the latter process differs from what is typically found in the literature. These three processes are parsimoniously and coherently specified and create a continuum of volatility states altogether. We derive the moments of the process and show that the autocovariance function can exhibit a slower decay than in traditional hidden Markov model thanks to the multiplicity of the second largest eigenvalue of the transition probability matrix. This property seems beneficial empirically as we show that the FHMV model dominates the MSM process on the studied exchange rate and competes favorably well with the GARCH-t, the GJR-t, the MS-GARCH-t and the MS-GJR-t processes in terms of in-sample criteria such as the AIC and BIC on three financial data sets. Moreover, the FHMV process also outperforms standard realized variances models (i.e., HAR, HAR-lev, MEM, MS-MEM, MEM-lev and MS-MEM-lev) according to these criteria on three realized kernel variance series. Regarding the predictive performance, the FHMV process competes very well with several alternatives in short forecasting horizons (less than 25 days). In middle to long-run horizons, it significantly improves over the other models especially when the leverage component is active.
We view this volatility modeling attempt with a high dimensional hidden Markov chain as very promising since many extensions can be entertained. We could for instance add a fourth component to take into account the trading volume or we could introduce correlated components since the diverse news seem to be related. Additionally, a multivariate extension in the spirit of Calvet et al. (2006) could be undertaken.
