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Resume { Nous nous interessons dans cet article a une nouvelle modelisation a temps discret de signaux localement harmoniques.
Nous etudions ensuite une methode d'estimation des parametres du modele reposant sur l'approximation locale polynomiale. Apres
avoir presente les performances asymptotiques de ces estimateurs, nous proposons une application au debruitage d'un signal de
parole voise.
Abstract { This paper deals with a new discrete time modelisation for locally harmonic signals. We rst dene the model
and present an estimation approach based on local polynomial approximation. We then consider the asymptotic properties of
this type of estimators and describe an application to voiced speech enhancement.
1 Introduction
L'analyse et l'estimation de signaux quasi sinusodaux len-
tement modules en frequence et en amplitude, ou de super-
positions de tels signaux, est une problematique classique
du traitement du signal qui possede de nombreuses appli-
cations. Une approche bien etablie consiste par exemple a
utiliser des modeles dits \a phase polynomiale" [3]. Recem-
ment, V. Katkovnic a jete les bases d'un traitement non
parametrique du probleme (voir notamment [4], [8]). Pour
certaines applications comme le traitement de la parole,
cette approche semble particulierement appropriee dans la
mesure ou l'evolution temporelle de certains parametres
(en l'occurrence surtout des amplitudes) ne se pre^te pas
facilement a une modelisation parametrique [2].
On propose dans cette contribution, un cadre permet-
tant une analyse asymptotique simpliee pour les modeles
localement sinusodaux, consideres dans le cadre parame-
trique ou non parametrique. On s'interesse ensuite au cas
de signaux localement harmoniques, en considerant plus
speciquement l'application de tels modeles au cas de si-
gnaux de parole voises.
2 Modelisation des signaux locale-
ment harmoniques
On denit tout d'abord une classe de signaux reels a temps
discret localement sinusodaux (ou quasi-sinusodaux) se
pre^tant a l'analyse asymptotique, c'est a dire pour la-
quelle l'augmentation du nombre d'observations permet
eectivement de se rapprocher d'une situation analysable
de maniere simple. Plus precisement, soit :
s
t;T
= a(
t
T
) cos(T(
t
T
)) + b(
t
T
) sin(T(
t
T
))
pour t = 1; : : : ; T (1)
ou T designe le nombre d'observations et
 Les amplitudes en phase et quadrature a(u) et b(u)
sont des fonctions denies sur l'intervalle [0; 1] que
l'on suppose deux fois continuement dierentiables
(C
2
).
 La phase (u) est une fonction croissante et derivable
sur [0; 1]. De plus, sa derivee notee !(u) ,
_
(u) est
supposee e^tre C
2
et verier la condition suivante :
 > !(u)  !
min
> 0.
Cette ecriture ne correspond ni a l'observation d'une por-
tion croissante d'un signal discret xe (en ce sens que
s
1;:::T+1;T+1
n'est pas obtenu par concatenation de s
1;:::T;T
et de s
T+1;T+1
) ni a l'echantillonnage de plus en plus n
d'une fonction a temps continu xee comme il est d'usage
en estimation fonctionnelle.
Un examen plus detaillee de (1) montre que lorsque T
augmente, le signal observe autour du point u
0
T (s
t;T
pour t proche de u
0
T avec u
0
2 [0; 1] xe) correspond
bien a un signal localement sinusodal avec des variations
d'amplitude et de frequence instantanee de plus en plus
faibles. On peut ainsi montrer que
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la constante C ne dependant que des fonctions a,b et !,
(mais pas de t).
(2) justie que !(
t
T
) puisse e^tre considere comme la
frequence instantanee du signal s
t
lorsque le nombre d'ob-
servations devient grand. De me^me, on peut montrer que
p
a
2
(u
0
) + b
2
(u
0
) correspond asymptotiquement a l'amp-
litude instantanee du signal s
E(u
0
T )
pour u
0
2 [0; 1].
Compare a d'autres ecritures comme celle utilisee dans
[4], (1) presente plusieurs avantages :
 Il s'agit intrinsequement d'une ecriture a temps dis-
cret dans laquelle la frequence instantanee est denie
de maniere non-ambigue via (2),
 a(u), b(u) et !(u) peuvent e^tre considerees comme
des fonctions xees independamment de T (ainsi,
dans un contexte parametrique ou, par exemple,
!(u) = !
0
+ !
1
u le domaine de variation des pa-
rametres !
0
et !
1
est xee une fois pour toutes
independamment de T - a comparer avec la con-
vention utilisee dans [3])
 Cette ecriture permet de xer le comportement asym-
ptotique des sommes de cosinus (cf. lemme 2 et co-
rollaire 1) ce qui est indispensable pour obtenir une
evaluation asymptotique valide des performances d'
estimation.
Pour alleger les notations, nous noterons dans la suite
s
t
au lieu de s
t;T
.
L'extension naturelle de ce modele aux cas de signaux
localement harmoniques est donnee par :
s
t
=
K
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(
t
T
) sin(kT(
t
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))

(3)
On suppose de plus que l'on dispose d' observations brui-
tees du signal
X
t
= s
t
+B
t
(4)
ou le bruit B
t
est un bruit blanc centre de variance 
2
.
3 Estimation des parametres
On s'interesse ici a l'estimation des amplitudes et de la
frequence du signal en un point u
0
2 [0; 1] (c'est a dire
des parametre qui caracterisent le signal observe autour
de l'indice temporel u
0
T ).
Il s'agit d'un probleme d'estimation non-parametrique,
que l'on propose d'aborder sous l'angle de la regression
polynomiale locale [1]. L'idee est d'approximer le compor-
tement des fonctions inconnues autour du point u
0
par des
developpements de Taylor. Par exemple, on supposera que
pour u
0
  h 
t
T
 u
0
+ h
(
t
T
)  (u
0
) +

t
T
  u
0

!(u
0
) (5)
La qualite de l'approximation depend alors de l'ordre de
grandeur des termes negliges, c'est-a-dire des derivees d'or-
dre superieur de ! au point u
0
ainsi que de la "largeur
de bande" h sur laquelle l'approximation est utilisee. De
me^me, les fonctions a
k
(u) et b
k
(u) peuvent e^tre approxi-
mees au voisinage du point u
0
par des constantes (a(u
0
)
et b(u
0
) respectivement). L'estimation des parametres de
l'approximation est obtenue par minimisation d'un critere
des moindres carres fene^tres (de maniere a reduire l'inu-
ence des points situes au bord de l'intervalle considere).
Le choix de la \largeur de bande" h de la fene^tre d'ana-
lyse inue notablement sur les estimations obtenues. On
cherche generalement a xer h de maniere "adaptative"
(c'est a dire independamment pour chaque valeur de u
0
,
de maniere a s'adapter aux variations de regularite des
fonctions inconnues) en optimisant le compromis biais-
variance : quand h diminue, le biais du^ a l'approximation
diminue mais la variance augmente, et l'eet inverse est
observe lorsque h augmente.
Dans le cas du modele donne par (3), en utilisant une
approximation polynomiale (de degre 1 pour  et de degre
0 pour les amplitudes a
k
; b
k
) et en notant
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le critere a minimiser s'ecrit
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h
est la fene^tre (appelee \noyau" dans la litterature
sur l'estimation non-parametrique), obtenue par dilata-
tion d'un noyau prototype K(t) (K
h
(t) = K(t=h)) de sup-
port [ 1; 1].
On note que si la fonction  est inconnue, les parametres

k
et 
k
obtenus par minimisation de (6) ne donneront les
amplitudes a
k
et b
k
qu'a une rotation pres : dans le modele
(3), considere en un point donne u
0
seules la frequence
fondamentale !(u
0
) et ses derivees ainsi que les ampli-
tudes
p
a
k
(u
0
)
2
+ b
k
(u
0
)
2
et leurs derivees peuvent e^tre
estimees.
4 Analyse des performances
Nous etudions ici les proprietes asymptotiques des estima-
teurs bases sur l'approximation polynomiale locale sous les
conditions classiques
h ! 0
hT ! +1 (7)
La premiere condition stipule que la largeur (absolue) de
la fene^tre d'analyse tend vers 0 ce qui garantit que le biais
decro^t asymptotiquement, tandis que la seconde condi-
tion (nombre d'observations dans la fene^tre tendant vers
l'inni) implique de me^me une diminution asymptotique
de la variance.
On notera dans ce qui suit 
i
(respectivement 
i
) les
moments d'ordre i de la fene^tre de ponderation (resp. du
carre de la fene^tre de ponderation)

i
=
Z
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 1
K(u)u
i
du et 
i
=
Z
1
 1
K
2
(u)u
i
du
4.1 Resultats preliminaires
Les resultats qui suivent reposent essentiellement sur le
comportement des sommes de cosinus sous les hypotheses (7)
dont on montre que :
Lemme 2. Soit  une fonction derivable dont la derivee
notee ! est lipschitzienne, et telle que pour tout u 2 [0; 1],
!(u) > !
min
> 0.
Soit  une constante positive :  > 0.
Alors
1
T
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T
X
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(
t
T
))
T!1
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Corollaire 1. On suppose les conditions du lemme 2 veri-
ees.
Soit w une fonction lipschitzienne sur [0; 1]
Alors pour tout entier r  1 et  constante positive :
1
T
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T
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T
)t
r
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(
t
T
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 ! 0
Il est a noter que ces resultats permettent de borner
superieurement les sommes de cosinus de maniere beaucoup
plus ne (et beaucoup plus simplement) que ceux portant
sur les sommes de Weyl [3], et ce gra^ce a l'ecriture adoptee
en (1). Par ailleurs, l'hypothese !(u) > !
min
> 0 du
lemme 2 est indispensable (pour !(u) = u par exemple
les sommes de cosinus ne tendent vers 0 que si  > 1=2).
4.2 Cas parametrique
On suppose ici dans un premier temps que les ampli-
tudes et la frequence sont constantes sur toute la fene^tre
d'analyse. Le vecteur de parametres a estimer est alors
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1
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K
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T
que l'on notera 
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L'estimateur
^
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g
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g
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tenu par minimisation du critere (6) verie alors :
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ou les matrices H et  sont les matrices diagonales
de taille (2K+1,2K+1) suivantes :
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)
On constate que l'ordre de convergence des estimateurs
des amplitudes est beaucoup plus faible que celui de l'
estimateur de la frequence ((hT )
 1=2
contre (hT )
 3=2
) et
que de plus la variance asymptotique de l'estimateur des
amplitudes est exactement la me^me que dans le cas ou la
frequence est supposee connue [7].
En considerant des expansions d'ordre superieur pour
les variations d'amplitude et de frequence fondamentale,
on obtiendrait des resultats analogues gra^ce au lemme 2.
4.3 Cas non parametrique
Les travaux de Katkovnik [8] suggerent que dans le cas
non-parametrique la conclusion concernant le comporte-
ment asymptotique des estimateurs d'amplitudes reste va-
lide : il est le me^me, que la frequence fondamentale soit ou
non supposee connue. Il resterait toutefois a verier ce
resultat dans le contexte du modele deni en (1).
Dans la suite on considere l'evolution de phase (u)
connue exactement au voisinage de u
0
. Notons que dans
ce cas les amplitudes sont alors estimees exactement, et
non plus \a une rotation pres". Le critere a minimiser se
reecrit dont simplement
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L'estimation non parametrique des amplitudes 
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sation du critere (6) verie :
 La variance des estimateurs des parametres a
k
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)
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 Le biais de l'estimateur a^
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en supposant qu'en plus des hypotheses enoncees en
(7), on a Th
2
! +1.
Une remarque importante est qu'a un facteur 2 pres sur la
variance asymptotique, ces resultats sont les me^mes que
ceux que l'on obtiendrait si l'on observait directement les
fonctions amplitudes isolement dans un bruit de me^me va-
riance 
2
[1]. Outre de souligner que dans le modele (1) la
modulation par la quasi-sinusode est quasiment \trans-
parente" d'un point de vue statistique, ce resultat suggere
que dans le modele quasi-harmonique decrit par (3), il
est legitime de traiter les harmoniques independamment
les unes des autres (comme s'il s'agissait exactement de
regresseurs orthogonaux).
5 Application
Les modeles harmoniques (ou plus generalement, sinuso-
daux) constituent desormais un outil standard pour le
traitement de signaux de parole. Cette approche a notam-
ment permis des avancees signicatives dans les domaines
du codage et de la synthese de parole [6, 2] .
An d'illustrer la pertinence de l'approche non parame-
trique detaillee precedemment, on considere dans cette
partie l'analyse d'un segment de parole. Une remarque im-
portante est que les harmoniques du signal de parole etant
de puissances tres dierentes (en particuliers les premieres
harmoniques sont de puissance beaucoup plus grande que
les dernieres), l'ajout de bruit n'a pas le me^me eet sur
toutes les harmoniques.
La frequence fondamentale est estimee au prealable,
de maniere usuelle (estimateur du maximum de vraisem-
blance en supposant un modele harmonique exact) sur
des fene^tres d'une trentaine de millisecondes. L'evolution
de phase est alors approximee par la somme cumulee des
frequences estimees
T(
t
T
) '
t
X
i=1
!^
i
T
((0) etant arbitrairement xe a 0).
Les amplitudes des harmoniques sont alors estimees par
minimisation du critere de regression (8). Dans une op-
tique de simplication, on pourrait egalement estimer ces
amplitudes individuellement (par transformee de Fourier)
dans la mesure ou les resultats exposes au paragraphe 4.3
suggerent que les regresseurs restent quasi-orthogonaux
bien que n'etant plus exactement des sinusodes.
Comme nous l'avons signale dans la partie 3, le choix
de la largeur h de la fene^tre d'analyse est primordial pour
une bonne estimation des amplitudes. Plus la largeur de la
fene^tre est grande, plus le lissage de l'evolution temporelle
est important, inversement, lorsqu'on est en presence d'un
bruit de niveau eleve, le bruit sera d'autant plus attenue
que la largeur de la fene^tre est grande. Pour selectionner
h de maniere adaptative (c'est a dire optimalement pour
chaque point d'estimation), nous avons applique la proce-
dure decrite dans [5] (voir aussi [4]). Cette approche per-
met de comparer les estimations obtenues pour dierentes
valeurs de h en ne faisant appel qu'aux resultats concer-
nant la variance des estimateurs (ce qui la distingue nota-
blement des procedures plus classiques exposees dans [1]
qui implique egalement une estimation du biais).
Compte tenu des remarques precedentes sur l'eet du
bruit au niveau de chaque harmonique et de leur quasi
orthogonalite, cette procedure est appliquee independam-
ment pour chacune des harmoniques.
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Figure 1: A Signal original ; B Signal bruite (RSB 10
dB dans la bande [0,1 kHz]) ; C Estimation sinusodale
avec 2h (largeur de la fene^tre d'analyse) correspondant a
25 ms ; D Estimation sinusodale adaptative.
La gure 1 represente le spectrogramme a bande etroite
des dierents signaux dans la bande [0,1 kHz]. L'option C
correspond a la pratique usuelle en traitement de la parole
qui consiste a analyser le signal par trames de 25 ms. Il est
clair que dans ce cas, la modelisation est fortement per-
turbee par la presence du bruit, les harmoniques d'ordre
superieurs etant, pour une fene^tre de 25 ms, \noyees" dans
le bruit de fond. Par comparaison, le resultat obtenu sur la
gure 1-D avec la procedure adaptative est bien dierent.
On observe une tres forte diminution du niveau des com-
posantes erratiques dues au bruit. Cette diminution de
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Figure 2: Durees des fene^tres d'analyse selectionnee en
fonctions du temps pour les cinq premiers harmoniques.
la variance d'estimation dans les zones fortement bruitees
s'accompagne d'un accroissement de l'eet de lissage tem-
porel dans ces me^mes zones. La gure 2 montre que les
durees de fene^tre choisies sont eectivement plus grandes
pour les harmoniques plus elevees et ont tendance a aug-
menter lorsque la puissance du signal diminue (dans la
zone centrale de la gure).
References
[1] J. Fan et I. Gijbels. Local Polynomial Modelling and
Its Applications. Chapman & Hall, 1996.
[2] G. Fay, E. Moulines, O. Cappe, et F. Bimbot. Po-
lynomial quasi-harmonic models for speech analysis
and synthesis. Dans Proc. IEEE Int. Conf. Acoust.,
Speech, Signal Processing (ICASSP), pages II{865{II{
868, Seattle, May 1998.
[3] G.Zhou. On the use of high order ambiguity function
for multicomponent polynomial phase signals. Dans
Proc. IEEE Int. Conf. Acoust., Speech, Signal Proces-
sing (ICASSP), volume 5, pages 3629{3632, 1997.
[4] V. Katkovnik. On adaptive local polynomial approxi-
mation with varying bandwith. Dans Proc. IEEE Int.
Conf. Acoust., Speech, Signal Processing (ICASSP),
1998.
[5] O. V. Lepski et V. G. Spokoiny. Optimal pointwise
adaptive methods in nonparametric estimation. An-
nals of Statistics, 25(6): 2512{2546, 1997.
[6] T. F. Quatieri et R. J. McAulay. Audio signal pro-
cessing based on sinusoidal analysis/synthesis. Dans
M. Kahrs and K. Brandenburg, editors, Applications
of Signal Processing to Audio and Acoustics. Kluwer
Academic Publishers, 1998.
[7] B. G. Quinn et P. J. Thomson. Estimating the fre-
quency of a periodic function. Biometrika, 78(1): 65{
74, 1991.
[8] V.Katkovnik. Non parametric local polynomial ap-
proximation of the time varyimg frequency and am-
plitude. Commun.statist.-Theory meth, 24(12): 3001{
3025, 1995.
