[1] A model for the thermal bar system in the rotating frame that includes unsteady inertia is formulated. Asymptotic solutions are found to the initial value problem in the frictionless, small bottom slope limit. These solutions include inertial oscillations that are significant enough to reverse the circulation ahead of the thermal bar. These asymptotic solutions are compared with numerical solutions of the full model that includes friction. The consequences of both sets of results on the thermal bar in lakes is discussed.
Introduction
[2] At the end of winter the temperature of the water in many temperate lakes is less than 4°C, the temperature at which water achieves its maximum density. As spring progresses and the water is warmed, the nearshore shallow waters heat more rapidly than the deeper parts. As a consequence, the 4°C isotherm propagates out from the shore and to either side of it the horizontal pressure gradient has opposite signs. This leads to a double-cell circulation pattern with downwelling in the vicinity of the 4°C isotherm. This isotherm is called the thermal bar and inhibits horizontal transport from the shallows to the deeper parts of the lake. A similar phenomenon occurs at the end of autumn as the lake is cooled toward 4°C. The shallow waters cool more rapidly and because of the symmetry of the density relation about 4°C, a circulation pattern similar to that which occurs during spring warming develops. The thermal bar phenomenon regularly occurs in the Great Lakes [see, e.g., Rodgers, 1968; Hubbard and Spain, 1973] .
[3] There have been a number of previous analytical studies of the thermal bar that can be divided into two categories. Studies from the first category concentrate on predicting the propagation of the thermal bar and are based on heat balance models [e.g., Elliott and Elliott, 1970; Zilitinkevich et al., 1992; Malm and Jönsson, 1994] . The second category of studies does not explicitly model the propagation of the thermal bar but instead consider the circulation associated with the thermal bar system [e.g., Elliott, 1971; Huang, 1972; Bennett, 1971; Malm, 1995; Farrow, 1995a Farrow, , 1995b . The thermal bar occurs in large lakes and can persist for several weeks; thus Coriolis effects can be important in the dynamics of the thermal bar system. Most previous studies of the effects of rotation on the thermal bar have been either steady [Huang, 1972] or quasi-steady [Malm and Zilitinkevich, 1994] in the sense that while the background temperature structure is unsteady, the model momentum equations do not include inertia terms. This means that the physical balance is largely a Coriolisviscous balance. However, this balance does not generally apply in the entire lake, at least for small times. The thermal bar occurs in lakes with variable topography. Using Lake Ladoga as an example [Malm et al., 1993] , the local depth varies from less than a meter in the shallows to over 100 m in the deepest regions. Thus the Ekman number E = n/fh 2 based on eddy viscosities ranging from 10 À6 to 10 À2 m 2 s À1 is in the range 10 À2 -10 2 in the shallows (h = 1 m) and 10 À6 -10 À2 in the deeper regions (h = 100 m). Thus, in the deeper regions it is unlikely that a Coriolis-viscous balance can occur. The thermal bar propagates from the shallows into the deeper regions of the lake; thus no single balance is appropriate in the whole lake for the entire life of the thermal bar. Bennett [1971] and Malm [1995] include unsteady inertia in their numerical models of the thermal bar in the rotating frame. However, they focus their attention on the thermal bar system well into its life and do not discuss in detail the initial flow development. Malm's work also considers the effects of a surface wind stress on the thermal bar system.
[4] The principle objective of the present work is to analyze the thermal bar system as an initial value problem. A model for the thermal bar system that includes unsteady inertia is formulated and examined both analytically and numerically. The analytical model is based on a small bottom slope and ignores frictional and diffusive effects that is valid for small times or large depths. The numerical results include Laplacian friction and diffusion as well as effects due to finite Rossby number.
Model Formulation
[5] Figure 1 shows a schematic of the flow domain. There is no variation in the y direction. The thermal bar system is driven by an internal heating term in the temperature equation. The Boussinesq assumption is made and motion occurs on an f plane. Here, it is assumed that a spatially uniform surface heat flux I 0 Wm À2 is distributed uniformly over the local depth Ax. This formulation for the heating is the same as that used by Elliott and Elliott [1970] and Farrow [1995a Farrow [ , 1995b . The model equations are then
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 107, NO. C5, 3033, 10.1029 /2000JC000727, 2002 Copyright 2002 by the American Geophysical Union.
where (u, v, w) is the fluid velocity, p is the perturbation pressure, T is the temperature, r 0 is the reference (maximum) density, f is the (constant) Coriolis parameter, n is the viscosity, g is gravity, b is the thermal expansion coefficient, C p is the specific heat, and k is the thermal diffusivity. Note that the buoyancy term in (3) is proportional to ÁT 2 , the usual formulation used when modeling convection near the density maximum. Velocity boundary conditions are u = v = w = 0 on z = ÀAx and u z = v z = 0, w = 0 on z = 0. It is assumed that all heat input/output is accounted for by the internal heating term in (4), hence the boundary conditions on the temperature are Tn = 0 on z = 0 and z = ÀAx. The initial conditions are u = v = w = 0 and T = T 0 < 4°C. Thus the system is quiescent and isothermal when the heating is instantaneously applied.
Scaling and Nondimensionalization
[6] The focus of the present study is the thermal bar system as an initial value problem. The triangular geometry of the model above imposes no natural length scale. Also, there are no time or length scales associated with the thermal forcing. Under these conditions the fundamental timescale is t $ t = f À1 , the inertial period. A length scale for this problem can be found as follows: Assuming that T t balances the internal heating term in (4) yields an expression for T, which is independent of z. From this it can be shown that after a time t the 4°C isotherm is at position x = l = I 0 t/ Ar 0 C p ÁT 0 , where ÁT 0 = 4 À T 0 . The local depth there is h = Al. Substituting t = t into these scales gives horizontal and vertical length scales. This analysis is identical to that carried out by Elliott and Elliott [1970] . It implies that the thermal bar moves out from the shore at a constant velocity given by
where S is the propagation speed. Much of the work on the thermal bar has been on calculating corrections to this formula due to other effects such as horizontal heat transport (see, for example, Zilitinkevich et al. [1992] ).
[7] Velocity scales can be obtained by assuming a hydrostatic balance in (3) and balancing inertia against the horizontal pressure gradient in (1). This yields a scale for the horizontal velocity u $ U = Ag bÁT 0 2 /f. A scale for the vertical velocity follows from continuity, w $ AU. Using these scales and ÁT $ ÁT 0 to nondimensionalize the governing equations yields
where all variables are now nondimensional, Ro = U/f l is the Rossby number, E = n/fh 2 is the Ekman number, and s = n/k is the Prandtl number.
[8] Using Lake Ladoga [Malm and Zilitinkevich, 1994] as an example (I 0 /r 0 C p = 10 À4 m°C/s, f = 10 À4 s À1 and ÁT 0 = 2°C) with n $ 10 À6 -10 À2 m 2 /s gives the Ekman number ranging from 4 Â 10 À2 to 4 Â 10 2 . The upper end of this range suggests that viscous effects are important; however, this is based on a vertical length scale of 0.25 m, whereas Lake Ladoga has a maximum depth of over 100 m. In the deeper regions, viscous effects are only important near solid boundaries. In any case, even in the shallows, the initial balance will be between buoyancy and unsteady inertia. The Rossby number based on these parameters and A = 10 À3 is Ro % 0.13. Again, this is based on a relatively short length scale (l = h/A= 250 m).
Asymptotic, Frictionless Solution
[9] The full equations do not admit a general analytic solution. However, expanding the dependent variables as a series in Ro and ignoring friction and diffusion yields a system of linear equations that can be solved recursively. While neglecting friction is arguably not valid everywhere (for example, near solid boundaries), the model is appropriate for the interior flow at least for small times. Only O(Ro 0 ) solutions for u and v and O(Ro) solutions for T are found here. The zero-order equations are
Physically, the flow develops as follows. The unsteady term in the temperature equation (15) balances the internal heating term. A hydrostatic pressure field is derived from this which then feeds into the horizontal momentum equations to drive the flow. The O(Ro) correction to the temperature is found by integrating
The solution to these equations, (12) -(17), gives the following asymptotic solutions for u, v and T: 
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where
Note that since friction has been ignored, u and v are not required to satisfy the stress-free or nonslip conditions at the upper and lower boundaries. For comparison, the velocity solution with Coriolis terms removed is
and v = 0. The nonrotating temperature solution to O(Ro) is
Physically, the O(Ro) terms in (20) and (23) are a correction due to advection by u (0) of the zero-order temperature solution t/x. The t/x term on the right-hand side of (20) reflects a balance between the unsteady and internal heating terms in (4) as used in the scaling above and is the dimensionless equivalent of Elliott and Elliott's [1970] model. Note that for the nonrotating solution (22), u = 0 for x ¼ 2 3 t, which means that the downwelling region moves out more slowly than the O(Ro 0 ) model for the thermal bar. This is because the reversal of the pressure gradient associated with the passing of the thermal bar takes some time to overcome the inertia of the existing flow. This is one of the principal conclusions of the nonrotating results of Farrow [1995a Farrow [ , 1995b .
[10] Both the frictionless, asymptotic solutions u (0) and v (0) and the O(Ro) correction to T have a linear vertical profile. This is a consequence of the absence of diffusion in that model. The linear velocity profile means that the velocities change sign simultaneously over the entire depth as the flow reverses. Thus the internal flow can be characterized entirely by the flow at the surface z = 0.
[11] As in the work of Farrow [1995a] , another consequence of the absence of diffusion is that all dependent variables are unbounded as x ! 0. However, the main interest here is in the flow in the vicinity of the thermal bar that is near the shore for small times only. A further consequence of the unboundedness of the small Ro solutions at x = 0 is that the expansion based on small Ro fails there. Higher-order terms in the expansion are proportional to higher negative powers of x, hence the series diverges near x = 0. 
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This is not a serious problem in the present work because the main interest here is in the flow in the vicinity of the thermal bar.
[12] Figure 2 shows zero contours of Figure 2 summarizes the main features of the flow associated with the solutions found above. Initially, rotational effects are not felt by the flow. In fact, the first two terms in the Taylor series expansion in t of (18) correspond to the nonrotating solution (22). This is evident in Figure 2 , where the zero contours for u (0) | z = 0 in the rotating and nonrotating (the dotted line) cases are tangential at t = 0. For small times,
, which means that the flow is principally perpendicular to the shore reflecting the initial nonrotating dynamics. In Figure 2 the solid line running diagonally across the image is the position of the thermal bar for Ro = 0; this is also the position where the pressure gradient that leads to the solutions (18) and (19) changes sign. For small times the thermal bar is ahead of the u (0) | z = 0 = 0 contour, which means that the circulation immediately behind the thermal bar is against the prevailing pressure gradient. This is because it takes some time for the change in sign of the pressure gradient to overcome the inertia of the existing flow. In the nonrotating case this continues for all t > 0 as can be seen in Figure 2 where the dotted diagonal line always lies below the solid diagonal line. However, in the rotating case, Coriolis effects are felt by the flow for t > 1, which lead to inertial oscillations. These oscillations are evident in Figure 2 and occur ahead of the thermal bar where they are strong enough to lead to reversals in the circulation perpendicular to the shore. As far as the thermal bar is concerned, the main consequence of these oscillations is that the thermal bar spends most of the time in a domain with an offshore surface current. This is in sharp contrast to the non-rotating case where it spends all of its time in a domain with an onshore surface current. This property of the nonrotating case in one of the main conclusions of Farrow [1995a] , where viscous effects were included. It can be shown that the proportion of time within each inertial period that the thermal bar spends with an offshore surface current decreases like t À1 . This suggests that Coriolis effects lead to an increase in the propagation speed of the thermal bar. This is contrary to the nonrotating case where inertial effects lead to a decrease in the propagation speed of the thermal bar [Farrow, 1995a] .
[13] Once the thermal bar has passed, the character of the circulation is quite different. The inertial oscillations are still present, but they sit upon a mean flow that is increasing in magnitude. For a fixed x the behavior for t ) x is u (0) $ t and
, which means that the velocity vector turns parallel to the shore. In this region of the (t, x) plane the flow is in a geostrophic balance.
[14] Figure 3 shows a snapshot of the internal structure of the solutions (18) - (20) for Ro = 0.2 at t = 10. In Figure 3a the position of the thermal bar (T = 1 isotherm) is at x = 10, indicated by the solid line. It is not clear in Figure 3 , but the T = 1 isotherm is slightly tilted to the right, reflecting the effects of advection. The effects of advection are more pronounced near x = 0, where the isotherms are substantially tilted and there is a significant vertical linear stratification. Note that the asymptotic solution for T diverges near x = 0.
[15] Figure 3b shows a snapshot of streamlines in the (x, z) plane. Note that the flow is divided into two regions with clockwise circulation in the shallows and anticlockwise circulation in the deeper parts. The dividing streamline is exactly vertical in this O(Ro 0 ) solution and is located at x % 12, a different position to the thermal bar. Where this streamline intersects the surface the offshore surface velocity is zero and represents the point where downwelling occurs. This point moves in and out from the shore with the u (0) | z = 0 = 0 contour from Figure 2 . Thus there are times when the circulation is clockwise in the entire domain. This singlecell circulation structure occurs in the numerical results of Bennett [1971] (see Figure 2 of that paper), although he does not explicitly mention it in the text. Note that the asymptotic solution is singular at the origin and all nearshore streamlines converge there.
[16] Figure 3c shows contours of the longshore velocity. The velocity profile is everywhere linear with the sense of the longshore circulation changing sign at the vertical zero contour. At any particular time the position of the vertical zero contour corresponds to the v (0) | z = 0 = 0 contour in Figure 2 . Again, note that the solution is singular at the origin with the velocity magnitude being unbounded there.
[17] From the solution for the temperature (20) the position of the thermal bar as a function of time x(t) can be estimated. The position of the thermal bar is defined as the point where the T = 1 contour (i.e., the maximum density contour) intersects the surface z = 0. This prediction is an O(Ro) correction to the x(t) = t result [equivalent to Elliott and Elliott, 1970] . The positions for the rotating and nonrotating cases are (correct to O(Ro))
The first term of the Taylor series expansion about t = 0 of the rotating case O(Ro) term yields the O(Ro) term for the nonrotating case. Figure 4 shows the O(Ro) correction for both the rotating and nonrotating cases. For the nonrotating case the correction is off the scale for t > 2. The two curves are tangential at t = 0, reflecting the nonrotating dynamics for small times. Note that for the nonrotating case the O(Ro) correction always reduces the distance traveled by the thermal bar and this correction is unbounded as t becomes large. This is consistent with the remarks above and also with the results of Farrow [1995a] , although in that paper the effects of viscosity moderate the nonlinear effects. For the rotating case, however, the correction reduces the distance only for 0 < t < 5.079 after which the correction is strictly positive. Also, for all times the correction is bounded approaching Ro/6 as t ! 1. This suggests that the asymptotic results for the rotating case provide an accurate description of the dynamics near the thermal bar for much greater times than for the non-rotating case. In fact, the nonrotating asymptotic results imply that the thermal bar will stop moving out from the shore at t ¼ 60=7Ro. However, this time is likely to be long after the asymptotic results fail to adequately describe the flow.
[18] The main conclusion from this inviscid, asymptotic analysis is that the circulation associated with the thermal bar system in the rotating frame includes inertial oscillations that are strong enough ahead of the thermal bar to lead to reversals of the expected circulation. These reversals occur in the numerical results of Bennett [1971] . Bennett also discusses inertial oscillations but dismisses their importance based on his numerical results. Because he has u being an order of magnitude smaller than v, he concludes that the flow is largely in a geostrophic balance. This is the case here in the shallows behind the thermal bar but not in the deeper regions. The reversals of the flow near the thermal bar lead to the surface signature moving out from the shore more rapidly than for the nonrotating case. Last, it seems that, at least in the vicinity of the thermal bar, Coriolis dynamics suppress the development of nonlinear effects. However, the analysis does not include viscosity or diffusion that are likely to be important in the shallow regions and near boundaries. In particular, most of the boundary conditions from section 2 are superfluous to the analysis above. Also, the asymptotic solutions fail near the origin. These points and a desire to corroborate the qualitative behavior suggested by the asymptotic analysis motivate the following numerical simulations.
Numerical Solution
[19] Before proceeding with a numerical solution, the model equations are first recast into polar coordinates. Also, because the original domain is infinite in size a new boundary at finite r = r max (equivalent to finite x) is introduced. To avoid the coordinate singularity at the origin, a boundary at r = r min > 0 is also introduced. These extra boundaries require extra boundary conditions. The boundaries are assumed to be rigid, nonslip, and insulated. Since the main interest here is in small A solutions, the effect of these extra boundaries is limited to the two end regions, at least for the parameter ranges considered here.
[20] A further change in the numerical model is the use of a modified equation of state for water. Inherent in the model formulated in section 2 are large horizontal temperature gradients in the shallows. With the nonlinear equation of state this leads to larger still pressure gradients in the shallows that in turn leads to numerical problems there. Since the main interest here is the flow away from the origin, in particular, in the vicinity of the thermal bar, the equation of state has been replaced by that used by Farrow [1995a Farrow [ , 1995b . That equation of state is quadratic near the density maximum but becomes linear as the temperature increases. This has the practical effect of moderating the flow near the shallow boundary but has little effect on the flow near the thermal bar.
[21] The resulting system of equations is solved using the method described by Armfield [1991] with appropriate adaptations for polar coordinates. Further details can be found in in the work of Farrow [1995b, and references therein] . There is an extra equation to be solved here, namely, the longshore momentum equation that is not present in the nonrotating case. Since there is no longshore pressure term, v can be treated as a scalar and is calculated using a similar method to that used for the temperature. All simulations are carried out on a 241 Â 43 nonuniform mesh with a time step of 5 Â 10 À5 .
[22] A number of simulations have been carried out with different physical parameters. However, since the flow is unsteady and the depth is variable, most interesting flow regimes occur within a small region of parameter space. Here, the results of one simulation are reported with r min = 1, r max = 25, A = 0.01, E = 1.0, and Ro = 0.2. Setting r max = 25 means that the numerical results are relevant to the nearshore region of a lake such as Lake Ladoga and early in the life of the thermal bar. Using the scaling of section 3 gives a maximum dimensional depth of 6.25 m, much shallower than the deepest part of Lake Ladoga. However, from the numerical results it is in this region where viscous effects that are not included in the asymptotic results from section 4 are most significant. For larger r max , not only is it computationally expensive but the difference between the viscous numerical results and the inviscid asymptotic results is less pronounced, at least for the bulk of the domain away from solid boundaries. Simulations carried out with other values for the parameters will be discussed briefly later.
[23] Figure 5 shows contours in the (r, t) plane of various quantities from the numerical results for Ro = 0.2 for q = 0, that is surface values. At this value of Ro the effects of nonlinear advection on the thermal bar are negligible. With the alternative formulation of the equation of state, the thermal bar corresponds to the T = 0.9777 contour [Farrow, 1995a [Farrow, , 1995b and its position in Figure 5 is predicted to graphical accuracy by the Ro = 0 result from section 4. Initially, the dynamics are nonrotating, and the offshore velocity is well predicted by the asymptotic results of Farrow [1995a] where viscous effects were included. For t > 2, Coriolis effects become important. The zero surface offshore velocity (u| z = 0 = 0) contour shows the influence of inertial oscillations, although their influence is not as pronounced as they are for the inviscid theory above. As for the inviscid theory above, the inertial oscillations are sufficiently strong to lead to reversals of 
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the offshore circulation ahead of the thermal bar. During the length of this simulation, there are two reversals of circulation at the surface; a weak one near t = 8 and a stronger one near t = 12. The weaker reversal is evidence of stronger viscous effects. By the time of the later reversal at t = 12 the thermal bar has moved into deeper water where viscous effects on the overall circulation are less significant. Note that the u| z = 0 = 0 contour is ahead of the thermal bar for t > 6, which is in contrast to the nonrotating results above and Farrow [1995a] but consistent with the conclusions of the inviscid rotating theory. In fact, while the inviscid results suggest that the thermal bar spends some time with a positive offshore surface current even for large t, the numerical results indicate that the thermal bar spends no time with a negative offshore surface current for t > 6. This suggests that nonlinear effects would lead to the surface signature of the thermal bar moving out more quickly than for the nonrotating case.
[24] Also shown in Figure 5 is the v| z = 0 = 0 contour. This contour also shows the influence of inertial oscillations although again, they are not as pronounced as for the inviscid solutions in section 4. The other distinction is that for the inviscid solutions, the v| z = 0 = 0 contour intersects the T = 1 contour at predictable times and places; however, it is apparent from the numerical results that they never cross. This effect is due to the presence of an Ekman layer at the surface z = 0, which is weakening the signature of the inertial oscillations. Also, the inertial oscillations are sitting upon a net longshore transport. This longshore transport arises from the asymmetry of the upper (stress free) and lower (nonslip) boundary conditions.
[25] Figure 6 shows a series of offshore velocity profiles at r = 10 for various times. Note that the background pressure gradient due to the temperature structure is favoring a negative u at the surface up until t % 10 when the pressure gradient reverses.
Under the influence of the inertial oscillations the flow starts to reverse well before (by at least t = 4) the pressure gradient has reversed as can be seen from Figure 6 . Note also that there is a strong departure from the linear vertical profile predicted by the inviscid theory above. In particular, the t = 7 profile exhibits a four-layer flow (albeit a very weak flow) as opposed to the strictly two-layer flow of the inviscid results. The source of this multilayered flow is again the inertial oscillations. The flow near the upper and lower boundaries sits inside two Ekman layers, while the flow in the middle depths is outside these layers where viscous effects are minimal. This leads to the effect of the inertial oscillations being more pronounced in the middle depths compared with both the surface and bottom. Thus the effect of the inertial oscillations on the flow is more pronounced than suggested by Figure 5 since all data for that figure is at the surface z = 0. By t = 11 the flow is very close to the classic cubic profile for flow in a shallow channel.
[26] Figure 7 shows a number of snapshots of the temperature, offshore streamfunction, and longshore velocity contours at various times from the Ro = 0.2 numerical results. These times are chosen to cover a reversal of the circulation ahead of the thermal bar (see Figure 5 ). The temperature contours (Figures 7a -7e) are well predicted by the Ro = 0 solution of section 4 except near the shore where the effects of advection can be seen. The solid (T = 0.98) contour is vertical to graphical accuracy in all those figures indicating that nonlinear effects on the thermal bar are negligible. The thermal bar is advancing at a speed well predicted by Elliott and Elliott's [1970] formula (6) . This is the case for the entire simulation as can be seen in Figure 5 . Note that the horizontal pressure gradient changes sign at the solid contour with it favoring anticlockwise circulation to the right and clockwise circulation to the left. Qualitatively, there is little to 1 -6 distinguish between the temperature contours from the numerical and asymptotic results.
[27] The same cannot be said for the streamfunction contours over the same time period (Figures 7f -7j ). These contours show the effects of viscosity, particularly near the upper and lower boundaries where Ekman layers have formed. At t = 11 ( Figure 7f ) the inertial oscillations are influencing the flow ahead of the thermal bar. However, whereas the dividing (solid) streamline is strictly vertical in the inviscid results, it has a quite different structure in the numerical results. Where this streamline intersects the surface z = 0 represents a point along the u| z = 0 = 0 contour of Figure 5 . In the interior of the flow, viscous effects are smaller. Thus the inertial oscillations have a greater influence on the flow there. This leads to the dividing streamline in the middepths pushing to the right more rapidly than near the boundaries as time progresses. At t = 12 ( Figure 7g ) the interior part of the dividing streamline has nearly reached the end wall at r = 25, whereas near the surface it has some distance to go. By t = 14 ( Figure 7i ) the circulation has begun to reverse ahead of the thermal bar as the inertial oscillation completes a cycle. This reversal is continuing at t = 15 (Figure 7j ) with the dividing streamline moving toward the shore and the circulation ahead of the thermal bar increasing in magnitude in the anticlockwise sense.
[28] The last column of panels of Figure 7 show contours of the longshore velocity as time progresses. The most obvious qualitative difference between those contours and the corresponding contours for the inviscid case (Figure 3) is that the saddle point for the numerical results does not occur at v = 0 as it does for the inviscid results. This is because viscous effects in the numerical results lead to a net longshore transport as mentioned above. The asymmetry of the v boundary conditions at the upper and lower boundaries leads to a longshore transport that is a function of the bottom stress. The effect of the inertial oscillations on the longshore velocity is less pronounced, and there is little qualitative change in the structure as time progresses. However, the horizontal distance between where the v = 0 contour intersects the surface z = 0 and the bottom z = Àx increases as time increases. Where this contour intersects the surface corresponds to a point along the v| z = 0 = 0 contour of Figure 5 .
[29] As mentioned earlier, a large number of simulations have been carried out with a range of values for the physical parameters. The results of these other simulations are qualitatively the same as those presented above. Increasing Ro increases nonlinear effects; however, these are only noticeable in the shallows away from the thermal bar. In fact, the nonlinear effects in this region are strong enough for Ro = 1 to lead to the numerical model failing to converge there sometime after the simulation has begun. Up until this time, the nonlinear effects on the thermal bar are still small as predicted by the asymptotic results. Decreasing the Ekman number has the effect of reducing the thickness of the Ekman layers and reducing the influence of viscosity on the bulk of the circulation. Figure 8 shows a number of u profiles at x = 20. Three sets of results are shown at two different times; numerical results for E = 1.0 and E = 0.1 and asymptotic (E = 0) results. At t = 1 (Figure 8a ) all the solutions are in excellent agreement except near the lower boundary where the E 6 ¼ 0 solutions must satisfy a nonslip boundary condition. The E 6 ¼ 0 solutions are slightly offset from the E = 0 solution due to the presence of the thin Ekman layer at the bottom boundary. Note that this offset would be zero if the upper and lower boundary conditions were symmetrical. At t = 6 (Figure 8b) , the E = 0 solution has reversed due to an inertial oscillation. Both the E = 1.0 and E = 0.1 solutions also reverse in the interior of the domain. The velocity profiles in the interior for E 6 ¼ 0 are approximately linear and parallel to the E = 0 result.
[30] The nondimensional fluid velocity ahead of the thermal bar predicted by both the asymptotic and numerical results is $1. Using Lake Ladoga as an example (A = 10 À3 , ÁT 0 = 2, and f = 10 À4 ), this corresponds to current velocities of $3 mm/s. This is about an order of magnitude smaller than the fluid velocities observed by Malm et al. [1993] in Lake Ladoga; however, those observations include wind-driven currents. Under such conditions the inertial oscillations would be easily swamped by wind-induced currents. They may also be damped by mixing associated with penetrative convection or surface wind stress. This velocity magnitude is, however, consistent with the purely density driven results reported by Malm [1995] and Bennett [1971] even though those results are for longer timescales than are considered in the present work.
Conclusions and Further Work
[31] This paper has formulated and examined a model for the thermal bar system in the rotating frame that includes inertial effects. The model has been examined using both asymptotic and numerical methods. The asymptotic results indicate that the circulation associated with the thermal bar includes inertial oscillations that are sufficiently strong ahead of the thermal bar to lead to reversals of the circulation there. The main effect that this has on the propagation of the thermal bar is to increase its propagation speed. This is opposite to the nonrotating case where including inertia leads to a reduction in the propagation speed. Also, the asymptotic results suggest that nonlinear effects in the vicinity of the thermal bar are small, even for moderate Rossby number. This is true for all times despite the velocity and temperature fields being unbounded. This is again contrary to the nonrotating result where nonlinear effects increase without limit as time increases. Although there is apparently no direct observational evidence of these effects this study has highlighted their possible importance on the circulation associated with the thermal bar system.
[32] The numerical results that include the effects of friction and finite Rossby number qualitatively agree with the asymptotic results. In particular, the dynamics in the vicinity of the thermal bar remain linear for the duration of the simulation for Ro = 0.2. The principle source of difference between the asymptotic and numerical results is the presence of Ekman layers at the top and bottom boundaries of the domain. The influence of these layers is reduced as the thermal bar moves into deeper water. The numerical results show that the effect of inertial oscillations is more pronounced in deeper water where viscous effects are less significant.
[33] The model in this paper includes a number of simplifications. The most significant of these, in terms of a comparison with lakes, is the form of the forcing term in the temperature equation. 
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While the heating ahead of the thermal bar is well approximated by a vertically uniform heat source (due to overturning), the heating on the shore side of the thermal bar generally has significant vertical structure with most of the heating occurring in a relatively thin upper layer. The vertically uniform heat source on the shore side of the thermal bar also leads to very large gradients there that in turn lead to numerical problems. Work is currently underway to examine the effect of a vertically nonuniform heat source. Also, seasonal heating is more gradual than the instantaneous heating applied here [Malm and Jönsson, 1994] . Presumably, the magnitude and nature of the inertial oscillations present in the present results would be influenced by the form of heating.
