In this paper a convolutional neural network (CNN) with high ability for generalization is build. The task of the network is to predict the occurrence of cavitation in hydraulic turbines independent from sensor position and turbine type. The CNN is directly trained on acoustic spectrograms, obtained form acoustic emission sensors operating in the ultrasonic range. Since gathering training data is expensive, in terms of limiting accessibility to hydraulic turbines, generative adversarial networks (GAN) are utilized in order to create fake training data. GANs consist basically of two parts. The first part, the generator, has the task to create fake input data, which ideally is not distinguishable form real data. The second part, the discriminator, has the task to distinguish between real and fake data. In this work an Auxiliary Classifier-GAN (AC-GAN) is build. The discriminator of an AC-GAN has the additional task to predict the class label. After successful training it is possible to obtain a robust classifier out of the discriminator. The performance of the classifier is evaluated on separate validation data.
INTRODUCTION
Cavitation occurs in liquids when pressure locally drops below vapour pressure. When such created vapour bubbles enter regions of higher pressure, they will implode. This implosion can cause damage, if the implosion happens near solid surfaces. The process of nucleation, growth, and implosion is called cavitation (Koivula, 2000) .
In hydraulic turbines cavitation mostly occurs when operating close to the limits of the operating range. Often it is not clearly known whether the machinery is currently operating under cavitation conditions or not. It would be advantageous to detect cavitation while the turbines are running, thus the operator can take actions in order to avoid it.
Since visual inspection of cavitation events in hydro power plants is not possible, due to missing optical accessibility, acoustic event detection offers an alternative. Most existing cavitation detecting methods rely on statistically analyzing the radiated noise, i.e. calculating energy content in specific frequency ranges, kurtosis, and other hand crafted features. Afterwards these features are examined by an expert (Escaler et al., 2006) or fed into a classifier, e.g. SVM (Gregg et al., 2017) . These methods yield good results in laboratory environment. Representable performance measurements under non laboratory conditions are not available or show a dependency on the sensor location (Schmidt et al., 2014) . Therefore in this work a robust model for detecting cavitation is trained and evaluated. Here, robustness means, that there is no dependency on turbine type and no or little dependency on sensor location.
HARDWARE SETUP
Cavitation typically radiates noise in a broad frequency range from several Hz up to the ultrasonic range. Analyzing signals containing only information in the ultrasonic range has the advantage of mostly noise free signals. Noise free means, almost no influence from bearings or other mechanical parts. On the other hand the sampling frequency has to be very high and a lot of information has to be processed, which results in long and difficult training.
The radiated noise is recorded by acoustic emission sensors operating in the frequency range between 100 kHz and 1 MHz. Below 100 kHz the sensors behave like highpass filters. The upper frequency bound is limited by the maximum sampling frequency of 2 MHz. 
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CLASSIFICATION SYSTEM
Basically it is possible to build a classifier, which processes one-dimensional (raw signal) or twodimensional (spectrograms) data. Convolutional networks are often the best or among the best performing neural networks in acoustic scene classification challenges (Mesaros et al., 2017; Stowell et al., 2016) . Moreover CNNs are well studied in various condition monitoring applications and are usually more often chosen (Zhao et al., 2016) . Since CNNs are originally designed for image recognition tasks, a twodimensional representation of the data is used. All experiments in this work were done using Tensorflow (Abadi et al., 2015) .
Data Preprocessing
Before the data is used for training a classifier it has to be preprocessed. The first step consists of applying short-time fourier transformation (STFT) and building spectrograms with size 512 × 384 (Frequency × Time). The STFT uses a Hanning window and 50 % overlap. Thus approximately every 0,1 s one spectrogram is obtained. Since a wide frequency range shall be analyzed, dynamic range compression (DCR) (Lukic et al., 2016 ) is used in order to reduce the dynamics between high and low frequencies.
DCR corresponds to the elementwise application of function 1 on every element x i j in a spectrogram with C = 10 12 . C is empirically set and will not be changed in the course of this work. For dimensional reduction the frequency axis is wrapped by a filter bank, which consists of 32 equally spaced and non overlapping triangular windows. This method is inspired by creating Mel-frequency cepstral coefficients, which have proven robustness in several audio recognition tasks (Sahidullah and Saha, 2012). After wrapping, spectrograms with reduced size 32 x 384 are obtained. Table 1 shows the network used for conventional training. Conventional training in this context means, no usage of synthetic data. The network consists of three dense layers and three convolutional layers. Before every layer, except the last one, dropout (Srivastava et al., 2014 ) is applied in order to improve the generalization capability. Additionaly after convolution max-pooling with kernel size 2 × 2 and stride 2 × 2 is followed. Since the task is to detect whether cavitation occurs in the spectrogram or not, max-pooling is useful. Basically it represents a strong prior, stating that the occurrence of cavitation is independent of the position in the spectrogram . The kernel size of the convolutional layers is 3 × 3 with stride 1 × 1. In the first layer 8 filters, in the second 16 filters, and the third layer 32 filters are used. The network is trained using the Adam optimizer with a learning rate of 10 −3 and batch size 16 for 40.000 weight updates, corresponding to 70 epochs. Since the task is a classification task, cross entropy is used as loss function. positions and turbine configurations. The validation dataset consists of four different sensor positions and has a 50/50 split between cavitation and no cavitation.
Conventional Training
According to the learning curve the training loss decreases continuously. At the beginning of the training the validation loss also sinks, but already shortly after rises and then stagnates. The binary accuracy of the validation dataset at the end of the training is 80, 1 ± 2, 5 %. The accuracy is estimated by evaluating the validation dataset 64 times with dropout and afterwards calculating the mean and standard deviation (Gal and Ghahramani, 2015) . With early stopping after 3500 weight updates (minimal validation loss) a binary accuracy of 94, 2 ± 2, 0 % is obtained.
Increasing dropout rate or adding additional noise to the inputs and hidden layers respectively often represent potential solutions for further increasing generalization capability, but did not succeed in this case.
Generative Adversarial Networks
Generative adversarial networks (GAN) (Goodfellow et al., 2014) consist of two competing neural networks, a generator (G) and a discriminator (D). G takes as input random noise and outputs fake data, which is ideally not distinguishable from real data.
The task of D is to classify the data as real or fake. The idea of GANs can be further extended, such that D has to identify the class label, if the sample is real, or to classify the sample as fake. In this architecture (SGAN) (Odena, 2016 ) the last layer of D is a softmax with N + 1 output units representing the labels {class − 1, class − 2, ...class − N, f ake}, where N is the number of different classes. Using this idea it was shown, that it is possible to train classifiers with higher accuracy, compared to conventional training.
With fewer training data available, the better is the advantage of using the GANs.
The problem of this method is, that the retrieved classifier is not directly usable in real world environment, since it has learned the additional class f ake, which does not exist in real world.
Using an auxiliary classifier GAN (AC-GAN) it is possible to circumvent this problem. In the AC-GAN G takes an additional input, which determines the class of the fake sample. D has two different output layers. The first layer is a softmax with N units. G predicts a class label not only for real samples, but also for fake samples. The second output layer is a sigmoidal, which predicts if the sample is real or fake. The cost function therefore consists of two parts L S and L C .
L S corresponds to the log-likelihood of the correct source and L C to the log-likelihood of the correct class. When training D the function L S + L C is tried to maximize. G is trained to maximize the function
The advantage of this architecture is, that a classifier, which is fit for use in real world problems, can be directly retrieved from D. The only modification is to remove the sigmoidal output layer, which has to predict whether the sample is real or fake. Principally it is also possible to retrieve a useful classifier out of the SGAN architecture. In this case it is necessary to replace the last layers of D, which is the softmax layer with N +1 outputs, by a softmax layer with N outputs. Afterwards the last few layers of the network have to be retrained. Since this procedure seems to have no benefits, an AC-GAN is trained in order to improve the accuracy of the classifier.
Implementation
The discriminator has the same basic architecture as already shown in table 1. One change in the architecture was made by removing the last two layers. So the network firstly outputs a 1-dimensional feature vector. This vector is then inputed into two separate neural networks with two dense layers, which predict the class and the source of the sample. The ReLu nonlinearities have been replaced by Leaky ReLu's with slope 0.1. Since the whole network, when the generator is included, has increased in depth, it is feasible to use Leaky ReLu's in order to achieve good training results of the deep layers.
Another modification is, that the max-pooling layers have been removed. Since max-pooling would result in sparse gradients it would hinder the training process, especially of the generator. As a compensation the stride of the convolutional layers was changed to 2 × 2.
The architecture of the generator is shown in table 2. G takes two inputs, the class-input z c and the noise-input z n , and outputs one sample. z n is a onedimensional vector of size 100, drawn from a uniform distribution with values between 0 and 1. z c is also a one-dimensional vector but with size 2. In order to connect z n and z c several possible solutions exist. In this work the connection between these two vectors is done via an element-wise multiplication.
Before it comes to the multiplication z c is embedded, such that the dimension changes from 2 to 100. The embedding is done via a matrix with shape 2 × 100. The original vector z c indicates which of the two vectors in the embedding matrix to choose. All values in the matrix are also learnable parameters. Algorithm 1 shows the procedure of one training step. The training procedure consists of overall four weight updates. Each G and D are both updated two times. The first update of D is done using real samples, whereas the second update is done using synthetic samples. G is updated both times in the same manner. Figure 2 shows the validation loss for conventional and adversarial training. After 30.000 weight updates the method using adversarial training shows clearly better results. At the end of the training the adversarial method has a validation loss of 0.1 (binary accuracy of 95, 1 ± 1, 7 %) compared to a validation loss of around 0.8 (binary accuracy of 80, 1 ± 2, 5 %) for non adversarial training. Using the adversarial method the discriminator sees more diverse sample and thus shows better generalization capability. Figure 3 shows samples, which are synthesized by the generator, in comparison to real samples. The synthetic samples show a high similarity to the real samples.
Collapsing Generators
The results shown in figure 3 have been created with a collapsed generator. A collapsed generator means, that the G outputs the same image, regardless of the input. In the case of the AC-GAN architecture this means, that G collapsed to one fixed output for each class label. In literature feature matching (Salimans et al., 2016 ) is described as an effective way to prevent collapsing. When using feature matching the objective function of G is modified in a way that statistics of synthetic data matches statistics of the real data distribution. This is achieved by matching the activations of an intermediate layer of D for real and synthetic samples. In this work the activations of the last two dense layers before the final output are choosen to match. Since the architecture used in this work consists of two outputs {real?, label?} feature matching is used for both outputs. Using this method resulted in no significant changes in both G and D. The evaluation accuracy remained mostly unchanged around 95 %. The collapse of G could not be prevented.
Another approach to deal with collapsing generators is to directly target diversity of synthetic samples. Therefore the objective function of G is extended by the additional term 4 with z i = [z c i , z n i ].
Building Robust Classifiers with Generative Adversarial Networks for Detecting Cavitation in Hydraulic Turbines G is then trained to also maximize equation 4. In essence the pixelwise variance shall be maximized between two different inputs z 0 , z 1 under the condition z 0 = z 1 . In order to avoid cancellation between the new additional term and the original objective function G is trained in an alternating manner. Both terms are optimized independently from another. Using this modified objective function the resulting samples become very noisy and lack in dynamics (figure 4).
Since the euclidean distance depends on the absolute pixel value, high values will result in high penalization. Therefore G will avoid such high pixel values and the synthetic samples lack in dynamics. The I-divergence represents an alternative to the euclidean distance. It is often used in the Nonnegative Matrix Factorization problem (Finesso and Spreij, 2004) . The I-divergence for two nonnegative and twodimensional samples X,Y is defined as: where x i j , y i j are the elements of X and Y . Like the euclidean distance the I-divergence is nonnegative and has the advantage that it is independent of the absolute pixel value. In order to avoid mathematical singularities X and Y are clipped between [ε, 1], where ε represents a small number. The new additional term to the objective function of G is defined in equation 6.
Like before, this additional term shall be maximized and G is trained in an alternating manner. G did not collapse and the samples are looking realistic (figure 5). Nevertheless G did not learn the real data distribution. Several patterns resemble each other in sample 1 and 2. It seems that G learned few patterns and randomly varies the intensity of these. Although not learning the real data distribution, the evaluation accuracy could be raised to 98, 1 ± 1, 2 %. Without wrapping the frequency axis experiments mostly resulted in no collapse of G. On the downside the evaluation accuracy dropped to 85 %. Further investigations without wrapping have to be done before a final conclusion can be made. 
SUMMARY AND OUTLOOK
In this work the usability of neural networks for detecting cavitation in hydraulic machinery was shown. Using a conventional CNN it was possible to achieve a binary classification accuracy of 94, 2 %. Utilizing GANs it was possible to push the classification accuracy to around 95, 1 %. Although the generator collapsed, an increase in accuracy was possible. Using the I-divergence as an additional term to the objective function resulted in more diverse synthetic samples and increased the accuracy to 98, 1 %. In further work the system shall be extended in such a way, that it becomes possible not only to detect cavitation, but also to distinguish between different cavitation types.
