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FREE PROBABILITY OF TYPE B: ANALYTIC INTERPRETATION AND
APPLICATIONS
S.T. BELINSCHI
⋆
AND D. SHLYAKHTENKO‡
Abstrat. In this paper we give an analyti interpretation of free onvolution of type B, and
provide a new formula for its omputation. This formula allows us to show that free additive
onvolution of type B is essentially a re-asting of onditionally free onvolution. We put in evidene
several aspets of this operation, the most signiant being its apparition as an 'intertwiner' between
derivation and free onvolution of type A. We also show onnetions between several limit theorems
in type A and type B free probability. Moreover, we show that the analytial piture ts very well
with the idea of onsidering type B random variables as innitesimal deformations to ordinary
non-ommutative random variables.
Free probability theory was introdued by D. Voiulesu in the eighties (see e.g. [23℄).
Already in his early work [22℄ Voiulesu has found analytial ways for omputation of a number
of natural operations in his theory, suh as free onvolution. Later on, Speiher [21℄ found that
the ombinatoris of free probability theory has to do with (type A) non-rossing partitions. For
example, he found a desription of the relation between moments and umulants in terms of the
lattie NC(A)(n) of nonrossing partitions of {1, 2, . . . , n}; free independene ould then be phrased
in terms of vanishing of mixed umulants. We refer the reader to [16℄ for a detailed desription.
This paper is devoted to the exploration of a new notion of independene, alled type B
freeness, whih was introdued by Biane, Goodman and Nia in [6℄. The original motivation for
the introdution of this notion was the fat that the lattie of non-rossing partitions, entral to
(ordinary, or type A) probability theory is naturally assoiated to the symmetri groups, whih are
Weyl groups of Lie groups of type A. If the symmetri group is replaed by the hyperotohedral group
(the Weyl group of a type B Lie group), one obtains the lattie NC(B)(n) of type B non-rossing
partitions [19℄, and thus one seeks a probabilty theory whose underlying ombinatoris is governed
by this other lattie. In [6℄, the authors have shown that type B free probability theory does indeed
exist: one an make sense of a type B law and of a type B non-ommutative random variable. There
is a notion of freeness, whih has the desired ombinatorial struture. Finally, one has the notions
of type B free onvolutions of type B laws, together with an appropriate linearizing transform (the
R-transform of type B,) and so on. Later in [18℄, M. Popa showed that there is a natural notion of
type B semiirular law and a type B entral limit theorem.
Type B freeness an be onsidered unusual in that there seemed to be no obvious notion of
positivity. For a single random variable of type B, its law an be viewed as being desribed by a pair
of measures (µ, µ′). Unfortunately, although it is lear that µ should be positive, there was no obvious
positivity ondition on µ′; and indeed, the measure µ′ assoiated to a type B semiirular variable
need not be positive (as remarked in [18℄ for the entral limit and Poisson limit distributions). To nd
a reasonable positivity assumption, we hose to introdue a notion of innitesimal law of a family of
random variables, whih is a weakening of the notion of a type B law (this notion is almost impliit
in the work of Biane, Goodman and Nia; indeed, they show that type B probability is related to
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freeness with amalgamation over the algebra C+C~ of power series in ~ taken modulo terms of order
~2 or higher).
More preisely, there is an innitesimal law assoiated to every family of type B random
variables (though some informationis lost when passing to the innitesimal law). This weakening,
however, is of no onsequene in a single-variable ase, and amounts to interpreting the pair (µ, µ′)
as the zeroth and rst derivative of a family of laws µt (i.e., µ = µ0 and µ
′(f) = ddt
∣∣∣
t=0
µt(f) for
suiently nie f). One natural notion of positivity is then to require existene of a family µt of
positive laws whose derivative is µ′. One an then hek that the obvious notion of innitesimal
freeness (whih requires that freeness onditions are fullled to order o(t)) are ompatible with type
B freeness. In partiular, it turns out (Theorem 26) that free onvolution of type B is intimately
related to free onvolution of type A: if (η, η′) = (µ, µ′)⊞B (ν, ν′) then η = µ⊞ ν and η′ = ddt(µt⊞ νt)
(usual free onvolution), where µt and νt are any two families of laws having as their derivatives at
t = 0 µ′ and ν′, respetively.
Although the notions of innitesimal law, innitesimal freeness add to the proliferation of
dierent notions of non-ommutative random variables, freeness and so on, we feel that these notions
are justied sine they simplify our presentation and look rather natural. For example, the rather
mysterious type B semiirular law is nothing by the innitesimal law assoiated to the family of
laws of variables x+ ty where x and y are two free semirulars (Example 31).
The notion of innitesimal freeness is in spirit related to the notion of seond-order freeness
introdued by Mingo and Speiher [14℄, but is dierent from it (our notion is related to a rst
derivative, and Speiher's is related to a seond derivative, dened in the ase the rst derivative
vanishes).
A very rih soure of innitesimal laws is given by random matrix theory. Indeed, if XN
is an N × N random matrix, its moments typially have an expansion in powers of 1/N . Keeping
the zeroth and rst order terms in 1/N then gives rise to an innitesimal law. Unfortunately, we
were unable to nd a diret onnetion between ordinary random matries and type B freeness. The
natural guess  taking XN to be a real Gaussian random matrix and looking at its law to order
1/N as N →∞ does not produe an innitesimal (i.e., type B) semiirlar variable. Indeed, as was
shown by [11, 9℄, the law of an N ×N real random matrix is approximately
µt =
2
π
√
1− t2 + t
(
1
4
(δ1 + δ−1)− 1
2π
√
1− t2
)
, t = N−1.
On the other hand, the type B semiirular law is assoiated with the following innitesimal law:
µt = µ0 + t(µ0 − ν),
where µ0 is the semiirle law and ν is the arsine law. Beause of the type B free entral limit
theorem, it is lear that suh independent real Gaussian matries beome in any way asymptotially
B-free.
We show, however, that if we instead start with an N ×N self-adjoint matrix XN whose
entries are semiirular variables, then the innitesimal law assoiated to XN by keeping expressions
of order 0 and 1 in 1/N does onverge to a type B semiirular variable (in fat, the law of XN is
semiirular of variane (1+1/N) for all N). Note that XN is symmetri in the sense that it is equal
to the matrix obtained from XN by transposing all rows and olumns, and is thus a free probability
analog of a real Gaussian random matrix (Corollaries 38 and 39.) The matrix XN no longer posesses
a unitary symmetry, but rather an orthogonal one. It would be interesting to investigate if a diret
onnetion to the ombinatoris of the hyperotahedral group (related to the orthogonal Lie groups)
an be made in this way.
One of the main goals of this paper is to give an analyti framework for type B free prob-
ability. Namely, we show that the operation ⊞B of free additive onvolution of type B is well dened
on a produt of two spaes, the rst of whih is the spae of Borel probability measures on R, and
the seond is essentially the spae of distributions on the real line whih are derivatives of positive
nite measures, not neessarily probability measures. (We nd in fat three suh seond oordinate
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spaes whih are stable under ⊞B.) In this ontext, it turns out that ⊞B is a re-asting in terms of
derivatives of Boolean umulants of another operation, ⊞C , the onditionally free onvolution intro-
dued by Bo»ejko, Leinert and Speiher in [7℄. We prove this result in Theorem 22, thus answering an
open problem from [6℄. Surprisingly, there is no ounterpart of this orrespondene for multipliative
onvolutions.
The paper is organized in four setions. In Setion 1 we introdue the main notions and
tools used in our proofs. Setion 2 establishes the onnetion between innitesimal freeness and
freeness of type B, for both single and multi-variable ases. Setion 3 is dediated to the desription
of free additive onvolution of type B from an analyti perspetive. In Setion 4 we use results form
Setions 2 and 3 to desribe some limit measures, namely several type B stable distributions and the
type B Poisson distribution. In Setion 4 we provide a matriial model for type B freeness, and in
Setion 5 we disuss the operation ⊠B of free multipliative onvolution of type B.
Aknowledgements. We are indebted to Teodor Bania and Edouard Maurel-Segala for numerous
useful disussions. STB would also like to thank Jaek Szmigielski for help in the hoie of an
appropriate spae for the seond oordinate of the free additive onvolution of type B.
1. Notations and preliminary results
The key onept for our paper is presented in the following denition [6, Denition 6.1℄:
Denition 1. A nonommutative probability spae of type B is a system (A, τ,V , ϕ,Φ), where
(1) (A, τ) is a type A nonommutative probability spae (i.e. A is a unital algebra over C and τ
is a linear funtional arrying the unit of the algebra into 1);
(2) V is a omplex vetor spae and ϕ : V → C is a linear funtional;
(3) Φ: A×V ×A → V is a two-sided ation of A on V. We will denote Φ(a, ξ, b) simply by aξb,
for any a, b ∈ A, ξ ∈ V.
For our purposes, we will need additional struture. Thus, from now on we will assume
that A is a C∗-algebra, τ is positive, V is seminormed, ϕ is ontinuous, and the ation Φ is separately
ontinuous.
It was observed in [6℄ that one an dene a struture of unital algebra on A×V as follows.
We represent any vetor (a, ξ) ∈ A× V as
[
a ξ
0 a
]
. Then
(a1, ξ1) · (a2, ξ2) =
[
a1 ξ1
0 a1
] [
a2 ξ2
0 a2
]
=
[
a1a2 a1ξ2 + ξ1a2
0 a1a2
]
= (a1a2, a1ξ2 + ξ1a2).
The unit is simply (1, 0), where 1 is the unit of A. As observed in [18℄, we an view A × V as an
operator-valued nonommutative probability spae over the salar (ommutative) algebra
(1) C =
{[
z w
0 z
]
: z, w ∈ C
}
⊆M2(C)
with the onditional expetation E((a, ξ)) = (τ(a), ϕ(ξ)). (As observed in the introdution, this
algebra is isomorphi to the algebra C+ ~C of power series taken modulo terms of order higher than
two.) Sine C is in the entre of A×V , the notion of joint moments generalizes in the obvious way to
the ontext of probability spae over C (see also [21℄ and [18℄). We will next dene the non-rossing
umulants of type A and B.
Denition 2. The type A free umulants assoiated to a nonommutative probability spae (A, τ)
are the family of multilinear funtionals
(
κ
(A)
n : An → C
)∞
n=1
determined by the equation
(2)
∑
π∈NC(A)(n)
∏
F∈π
κ
(A)
|F | ((a1, . . . , an)|F ) = τ(a1 · · ·an),
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for all a1, . . . , an ∈ A, n ∈ N. Here, F ∈ π means F is a blok of π, |F | denotes the ardinal-
ity of the blok F , and if F = {j1 < j2 < · · · < j|F |}, the notation κ(A)|F | ((a1, . . . , an)|F ) means
κ
(A)
|F | (aj1 , aj2 , . . . , aj|F |).
We observe immediately that for a given k-tuple of random variables a = (a1, a2, . . . , ak) ∈
Ak, the free umulants of type A of a represent simply a family of numbers unique determined by
the joint moments of a and relation (2).
Following [6℄, we dene the free umulants of type B the following way:
Denition 3. Let (A, τ,V , ϕ,Φ) be a nonommutative probability spae of type B. The type B free u-
mulants assoiated to it are the family of multilinear C-valued funtionals
(
κ
(B)
n : (A× V)n → C
)∞
n=1
,
uniquely determined by the equation
(3)
∑
π∈NC(A)(n)
∏
F∈π
κ
(B)
|F | ((a1, ξ1), . . . , (an, ξn)|F ) = E((a1, ξ1) · · · (an, ξn)),
where the notations orrespond to the ones in Denition 2.
Thus, the free umulants of type B are dened aording to the same equation as the ones of
type A, but viewed over the algebra C. If one looks at the seond oordinate of κ(B)n ((a1, ξ1), . . . , (an, ξn)),
one sees that, while the rst oordinate equals the type A free umulant, the seond is quite dierent.
The denition of freeness of type B oinides thus with the denition of freeness of type
A for the rst oordinate (i.e. for the pair (A, τ)) and the novelty element is brought by the seond
oordinate. More preisely,
Denition 4. Let (A, τ,V , ϕ,Φ) be nonommutative probability spae of type B. Let A1, . . . ,Ak be
unital subalgebras of A and V1, . . . ,Vk be linear subspaes of V so that Vj is invariant under the ation
of Aj , 1 ≤ j ≤ k. We say that (A1,V1), . . . , (Ak,Vk) are freely independent in (A, τ,V , ϕ,Φ) if the
following happens:
(i) For any n ∈ N, i1 6= i2 6= · · · 6= in ∈ {1, . . . , k} if aj ∈ Aij satisfy τ(aj) = 0 for all 1 ≤ j ≤ n,
then τ(a1 · · · an) = 0 (i.e. A1, . . . ,Ak are free in the type A sense in (A, τ).)
(ii) The formula
(4) ϕ(am · · · a1ξb1 · · · bn) =
{
0 if m 6= n
δi1,j1 · · · δin,jnτ(a1b1) · · · τ(anbn)ϕ(ξ) if m = n
holds whenever
• m,n ∈ N, and im, . . . , i1, h, j1 . . . , jn ∈ {1, . . . , k} are suh that any two onseutive indies
in the list are dierent from eah other;
• am ∈ Aim , . . . , a1 ∈ Ai1 , ξ ∈ Vh, b1 ∈ Aj1 , . . . , bn ∈ Ajn are suh that τ(a1) = · · · = τ(am) =
0 = τ(b1) = · · · = τ(bn).
This denition appears as Denition 7.2 in [6℄. Obviously, two type B random variables
are free if they live in pairs (algebra, linear spae) whih are B-free.
Example 5. (We thank Benoît Collins for indiating this example to us.) A simple, and yet very
useful, example an be obtained from type A freeness. Consider the type B probability spae
(A, ϕ,A, ϕ,Φ), where Φ is the ation by multipliation from the left and by multipliation with
elements from Aop from the right, and (A, ϕ) is simply a type A nonommutative probability spae
(we will denote suh a spae just by (A, ϕ,A, ϕ).) It follows easily from the denition of type A free-
ness that if A1, . . . ,Ak are A-free in (A, ϕ), then (A1,A1), . . . , (Ak,Ak) are B-free in (A, ϕ,A, ϕ). In
partiular, if x, y ∈ A, then (x, y) ∈ A×A is a type B random variable.
For the purpose of studying free onvolutions of type B, the following two observations are
essential. First, in the world of formal power series with oeients in C, the type B R-transform
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of a type B random variable linearizes type B free additive onvolution: if (a1, ξ1), (a2, ξ2) are free,
then R(a1,ξ1)(z) +R(a2,ξ2)(z) = R(a1+a2,ξ1+ξ2)(z), where
R(aj ,ξj)(z) =
∞∑
n=1
κ(B)n ((ajξj), . . . , (aj , ξj)︸ ︷︷ ︸
n times
)zn.
Seond, the type B ombinatorial struture behaves identially to the type A struture viewed over
the algebra C. These results appear in [6℄, as Theorem 7.3 and Proposition 6.5.
An immediate onsequene of these results is that all formal power series operations and
properties used in type A free probability have a natural ounterpart with the same properties in
type B free probability when replaing omplex numbers with elements from C as oeients (more
details below). This fat has been used massively in [6℄ in order to desribe, among others, type
B distributions of sums (see above) and produts of of B-free random variables. Of ourse, these
orrespond to ertain operations, dened on the spae of type B distributions, whih we will all
free additive (respetively multipliative) onvolution of type B, and denote them ⊞B and ⊠B,
respetively. In order to better apture the analyti struture of type B onvolutions, it is helpful to
view the operations on formal power series orresponding to ⊞B and ⊠B as operations on analyti
maps from C to itself. The following setup turns out to be the appropriate one: Dene
Z =
[
z w
0 z
]
∈ C.
We immediately observe that[
z w
0 z
] [
z′ w′
0 z′
]
=
[
zz′ zw′ + wz′
0 zz′
]
, z, z′w,w′ ∈ C,
and thus
Zn =
[
zn nzn−1w
0 zn
]
∀n ∈ N, Z−1 =
[
z−1 −wz−2
0 z−1
]
.
For any formal power series in one variable f˜(z) =
∑∞
n=0Anz
n
, with oeients An =[
an bn
0 an
]
∈ C, as dened in [6, Setion 5.2℄, we dene the funtion
f(Z) =
∞∑
n=0
AnZ
n, f : Ω ⊆ C → C,
where Ω is some open set in C. Suh an f typially needs not make sense for any Z ∈ C, so we must
analyze arefully the two omponents of this omplex map. We have f = (f1, f2) =
[
f1 f2
0 f1
]
,
where
f1(z, w) = f1(z) =
∞∑
n=0
anz
n, and f2(z, w) =
∞∑
n=0
nanz
n−1w +
∞∑
n=0
bnz
n = wf ′1(z) + g(z).
We observe immediately that when we ompare this to the formal power series, we obtain
f˜(z) =
( ∞∑
n=0
anz
n,
∞∑
n=0
bnz
n
)
= (f˜1(z), g˜(z)).
It is to be noted that only the rst oordinate of Z is restrited by possible issues related to the
radius of onvergene of f1, g. The natural power series operations obey this orrespondene. The
main advantage of using maps of C instead of formal power series is that it allows a notion of
inverse map with respet to omposition. Indeed, although the variable w seems to play a minor,
rather inonvenient, role, in many irumstanes it will allow us to dene the inverse with respet to
omposition of a funtion f , noted f−1, by the obvious ondition f ◦f−1(Z) = Z and f−1 ◦f(Z) = Z.
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We immediately observe that for f to be invertible we need f1 as a one-variable funtion to be
invertible and then, if z = f−11 (ζ) and Ξ = (ζ, v), we get
f(Z) = Ξ ⇐⇒ f−1(Ξ) = Z ⇐⇒ z = f−11 (ζ) and w =
v − g(f−11 (ζ))
f ′1(f
−1
1 (ζ))
.
Thus, whenever the one-variable omplex funtion f1 is well dened and (loally) invertible, and g is
well dened, we an dene the omposition inverse f−1 of f .
Now let us observe that the formal power series f˜ is uniquely determined by the funtion
f whenever f has a nonzero radius of onvergene (meaning f1 and g have, as one-variable omplex
analyti funtions, non-zero radius of onvergene eah). Indeed, knowing f on any open set in C
means knowing in partiular f1 and g in some open set in C, and hene knowing the oeients an, bn
for all n ∈ N, i.e. knowing all An. Moreover, the set of suh funtions forms an algebra whih is
ommutative and embeds in the algebra of formal power series with oeients in C. (Observe that the
embedding is given by (f1, f2) 7→ (f1(z), f2(z, 0)).) The unit is the onstant funtion e(z, w) = (1, 0).
We now use Theorem 16.15 in [16℄:
Theorem 6. For f, g formal power series in the s non-ommuting variables z1, . . . , zs, without free
term, with oeients in a ommutative algebra, the following two onditions are equivalent:
(5) Cf(i1,...,in)(g) =
∑
π∈NC(A)(n)
Cf(i1...,in);π(f) ∀n ≥ 1, 1 ≤ i1, . . . , in ≤ s.
(6) g = f(z1(1 + g), . . . , zs(1 + g)).
(Here Cf(i1...,in);π(f) denotes the produt of oeients of f indexed by the bloks of the
partition π, where the oeient orresponding to the blok β = {j(1), . . . , j(r)} is Cf(ij(1) ...,ij(r))(f),
the oeient of zij(1) · · · zij(r) in the expression of f .) We apply this theorem in the ase s = 1 to
formal power series with oeients in C to obtain
Corollary 7. The omplex funtions of Z =
[
z w
0 z
]
dened by M(a,ξ)(Z) =
∑∞
n=1E((a, ξ)
n)Zn
and R(a,ξ)(Z) =
∑∞
n=1 κ
(B)
n ((a, ξ), . . . , (a, ξ)︸ ︷︷ ︸
n
)Zn satisfy the usual moment-umulant funtional equa-
tion
M(a,ξ)(Z) = R(a,ξ)(Z(1+M(a,ξ)(Z))),
where 1 = (1, 0) =
[
1 0
0 1
]
. Moreover, the funtionsM(a,ξ) and R(a,ξ) determine eah other uniquely
via the above funtional equation and the ondition that their degree zero term is zero.
Remark 8. It will be more onvenient for us to work with the appropriate generalization of the
Cauhy transform:
G(a,ξ)(Z) =
∞∑
n=0
AnZ
−n−1 =
( ∞∑
n=0
an
zn+1
, w
∞∑
n=0
−(n+ 1)an
zn+2
+
∞∑
n=0
bn
zn+1
)
,
where A0 = (1, 0), aj = τ(a
j), bj =
∑j
k=1 ϕ(a
k−1ξaj−k).We will denote the rst omponent by Ga(z)
and the funtion
∑∞
n=0
bn
zn+1 by gξ(z) (or, when they will be viewed as orresponding to a distribution
pair (µ, ν) having the orresponding moments (an, bn), by Gµ(z) and gν(z)).
It will be seen later that, while for the rst oordinate of a type B distribution the ap-
propriate objet is indeed a Borel probability measure on the real line, there are several appropriate
possible hoies for the seond. The denition below will provide the largest onvenient framework,
from whih we will partiularize as needed.
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Denition 9. Denote M the set of all Borel probability measures on R and M0 the set of linear
funtionals ν dened on the omplex vetor spae generated by the funtions R ∋ t 7→ (z−t)−n, n ≥ 0,
ℑz 6= 0, satisfying the following onditions: (i) ν(1) = 0, (ii) the orrespondene z 7→ ν((z − t)−n)
is analyti and satises (a) ν((z¯ − t)−n) = ν((z − t)−n), and (b) limy→+∞(iy)nν((iy − t)−n) = 0.
We will dene the support of ν to be the omplement of the (open) subset of C ∪ {∞} on whih
z 7→ ν((z − t)−n) has a unique analytial extension satisfying (a).
(As an example, Shwarz distributions with ompat support on R satisfying ondition (i),
satisfy also (ii).) Also, denote C+ = {z ∈ C : ℑz > 0}, the upper half-plane of the omplex plane.
There are several justiations for dening M0 this way, in terms of the funtions t 7→
(t−z)−n (beyond the obvious reason that it works.) As the reader might reall from the introdution,
one expets the seond oordinate of a type B distribution to be in a ertain sense a derivative of a
probability measure. The theory of distributions allows one to extend the notion of derivative to more
general objets than dierentiable funtions, roughly by using integration by parts. As a relevant
example, for a ompatly supported nite measure ν on R, if f is a smooth enough funtion, then∫
f ′ dν = − ∫ f dν′. This kind of derivative is known as distributional derivative. (The reader an
nd more information about the origins of this very rih subjet in [20℄.) On the other hand, possibly
up to a sign, the derivative of (t− z)−n with respet to z oinides with the derivative with respet
to t. Thus, philosophially one an view in the above denition the requirement that ν is dened
on all funtions t 7→ (t − z)−n together with (b), (ii) as knowing (and allowing) the derivatives of
all orders of ν, ondition (a), (ii) as requiring that ν is in a ertain sense real, and ondition (i) as
onveniently generalizing the demand that ν is a derivative of a probability on R. Requiring that ν is
dened on funtions t 7→ (t− z)−n for all z ∈ C \R orresponds to requiring that ν be supported on
the real line. When ν is the distributional derivative of a Borel probability measure on R, the above
statements are preisely true.
Also, nite measures ν on the real line are fully reoverable from the Cauhy transform
z 7→ ∫ (t − z)−1 dν(t), ℑz 6= 0, in terms of the nontangential limit of this funtion at points of the
real line. This fat has been used with onsiderable suess before in free probability, for ex. in
[22, 4, 24, 3℄ et. (For a very rih and detailed disussion of this problem, we refer the reader to the
lassial text of Akhieser [1℄.) However, it is not only nite measures on R that are desribed by their
ations on funtions t 7→ (t− z)−1. While we do not plan to pursue the subjet here, we will mention
that linear funtionals dened on spaes of funtions with Lp derivatives an also be reovered from
the nontangential limits at points of R of their evaluation on t 7→ (t− z)−1, as shown in [13℄.
Remark 10. Let us observe that, when we onsider distributions whih are ompatly supported in
R, these objets will be dened, and ompletely desribed by their ation, on monomials tn, n ∈ N.
Indeed, this fat is well-known for measures (see, for example, [1, Theorem 2.6.4℄). For objets
ν ∈ M0, we will show rst that one an dene the values ν(tn), and then that these values determine
uniquely the funtions z 7→ ν((z − t)−n). Indeed, sine (t − z)−1 = ∑∞n=0 tnz−n−1 for |z| > |t|, to
nd ν(t) one an, using (i) and the standard methods provided in [1, Chapter 3℄, start by formally
writing
ν(t) = lim
z→∞
z2ν((z − t)−1), ν(tn) = lim
z→∞
zn+1

ν((z − t)−1)− n−1∑
j=0
ν(tj)z−j−1

 .
Now realling the hypothesis of ompat support for ν, it follows that z 7→ ν((z−t)−1) is analyti on a
neighbourhood of innity. From this hypothesis, together with the linearity of ν, it follows that all the
numbers ν(tn), n ≥ 0, are well-dened, and moreover, they uniquely speify ν((z−t)−n) for all n ≥ 0.
Thus, provided it onverges on some neighbourhood of innity, the series gν(z) =
∑∞
n=0 ν(t
n)z−n−1
uniquely determines ν.
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Next we shall reall some useful fats related to Cauhy transforms of free additive onvo-
lutions of probability measures on the real line. These results have been proved rst by Voiulesu
in [24℄ under some mild restritions, and later in full generality by Biane in [5℄.
Theorem 11. For any measure λ, let Gλ be its Cauhy transform and Fλ =
1
Gλ
. Assume µ1, µ2 ∈M
and denote µ3 = µ1⊞µ2. Then there exist two analyti maps ω1, ω2 : C
+ → C+, uniquely determined
by the following properties:
(1) Gµ1(ω1(z)) = Gµ2(ω2(z)) = Gµ3(z), z ∈ C+;
(2) ω1(z) + ω2(z) = z + Fµ3(z), z ∈ C+;
(3) If µ1, µ2 have ompat support, then ωj are analyti on some neighbourhood of innity, j ∈
{1, 2};
(4) limy→+∞ ωj(iy)/iy = limy→+∞ ω′j(iy) = 1, j ∈ {1, 2}.
The above relations determine uniquely the free additive onvolution of µ1 and µ2.
Thus, Gµ3 is subordinated to Gµ1 and Gµ2 in the sense of Littlewood (see [10, Setion
1.5℄).
2. type B free probability vs infinitesimal free probability theory.
2.1. Innitesimal laws of non-ommutative random variables. Let X
(j)
t be a family of non-
ommutative random variables in a non-ommutative probability spae (A, τ). Here j = 1, . . . , n and
t is a parameter lying in the set K ⊂ R having zero as an aumulation point. We now dene an
objet that aptures the behavior of the moments of the family {X(j)t : t ∈ K} as t → 0 to order t
(ignoring orders higher than t).
Denition 12. An innitesimal law of n variables is a pair of linear funtionals µ, µ′ : C〈t1, . . . , tn〉 →
C dened on the algebra of non-ommutative polynomials in n indeterminates. We require that
µ(1) = 1 and µ′(1) = 0.
The intuitive idea is that if we have a family X
(j)
t as above, we would set, for p ∈
C〈t1, . . . , tn〉
µ(p(t1, . . . , tn)) = lim
t→0
τ(p(X
(1)
t , . . . , X
(n)
t )),
µ′(p(t1, . . . , tn)) = lim
t→0
1
t
[
τ(p(X
(1)
t , . . . , X
(n)
t ))− µ(p(t1, . . . , tn))
]
.
These ould also be written as
µ = lim
t→0
µt
µ′ = lim
t→0
1
t
(µt − µ),
where µt denotes the law of the n-tuple (X
(j)
t : j = 1, . . . , n).
Given µ, µ′, one an dene a natural one-parameter family of laws having the innitesimal
law (µ, µ′), namely, µt = µ+ tµ′ (note that this is a family of laws sine µ′(1) = 0 and thus µt(1) = 1
for all t).
2.2. Freeness for innitesimal laws. There is also an obvious notion of freeness. Namely, we say
that two families X
(j,1)
t , j = 1, . . . , n1 and X
(j,2)
t , j = 1, . . . , n2 are free (to order t) if one has, for
arbitrary polynomials P1, . . . , Pk
τ
([
P1( ~X
(i1)
t )− τ(P1( ~X(i1)t ))
]
· · ·
[
Pk( ~X
(ik)
t )− τ(Pk( ~X(ik)t ))
])
= o(t) as t→ 0
whenever i1, . . . , ik ∈ {1, 2}, i1 6= i2, i2 6= i3, . . . , and we have set ~X(i)t = (X(1,i)t , . . . , X(ni,i)t ).
Thus we make the following denition:
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Denition 13. Let (µ, µ′) be an innitesimal law dened on n+m variables t1, . . . , tn+m. We say
that (t1, . . . , tn) and (tn+1, . . . , tn+m) are innitesimally free with respet to (µ, µ
′) if (t1, . . . , tn) and
(tn+1, . . . , tn+m) are freely independent to order t with respet to the law µ+ tµ
′
.
It is not hard to see that this ondition translates into two requirements: (i) that (t1, . . . , tn)
and (tn+1, . . . , tn+m) be freely independent with respet to the law µ and (ii) that
(7) µ′ ([p1 − µ(p1)] · · · [pk − µ(pk)])−
∑
j
µ ([p1 − µ(p1)] · · · [µ′(pj)] · · · [pk − µ(pk)]) = 0
for any polynomials p1, . . . , pk so that pj ∈ Ai(j), i(1) 6= i(2), i(2) 6= i(3), . . . , where A1 =
C〈t1, . . . , tn〉 and A2 = C〈tn+1, . . . , tm〉.
Proposition 14. Assume that A1 = C〈t1, . . . , tn〉 and A2 = C〈tn+1, . . . , tm〉 are innitesimally free
in C〈t1, . . . , tn+m〉 with respet to the law (µ, µ′). Then the restrition of (µ, µ′) to the subalgberas A1
and A2 determines (µ, µ
′).
Proof. Indeed, this is the ase for µ (beause of freeness); and (7) together with linearity and the
requirement that µ′(1) = 0 denes µ′ in terms of its restrition to A1 and A2. 
Remark 15. It is immediate from the denition that if two families X
(j,1)
t , j = 1, . . . , n1 and X
(j,2)
t ,
j = 1, . . . , n2 are atually freely indepedent (for all t), then they are also innitesimally free.
In partiular, if we are given two innitesimal laws (µ, µ′), (ν, ν′), and we set µt = µ+ tµ′,
νt = ν + tν
′
, then
η = µ ∗ ν
η′ =
d
dt
∣∣∣
t=0
(µt ∗ νt)
(here µ ∗ ν denotes the free produt of two laws) gives rise to an innitesimal law (η, η′) of n +m
variables so that its restritions to the rst n and the last m variables are exatly (µ, µ′) and (ν, ν′).
We denote this law by (η, η′) = (µ, µ′) ∗ (ν, ν′). This is the (unique beause of Proposition (14)) free
produt of (µ, µ′) and (ν, ν′).
2.3. Connetion with type B free independene. Let now (X(j), ξ(j)) be type B random vari-
ables in a non-ommutative type B probability spae (A, τ,V , f,Φ). Assoiated to them we onsider
an innitesimal famly of (type A) random variables
X
(j)
~
=
[
X(j) ξ(j)
0 X(j)
]
= X(j) + ~ξ(j),
where ~ is a formal variable satisfying ~2 = 0. In other words, we onsider the innitesimal law
(µ0, µ
′
0) given by
µ0(ti1 , . . . , tin) = τ(X
(i1) · · ·X in)
µ′0(ti1 , . . . , tin) =
∑
j
f(X(i1) · · ·X(ij−1)ξ(ij)X(ij+1) · · ·X(in)).
We shall all this the innitesimal law assoiated to the type B family (X(j), ξ(j)).
Note that (µ0, µ
′
0) does not apture all of the type B law of the original family but only
ertain averages of moments (it does, however, apture the type A part of the law of (X(j), ξ(j)),
whih is exatly µ0). For example,
µ′0(X1X2X1X2) = f(X1ξ2X1X2) + f(ξ1X2X1X2) + f(X1X2ξ1X2) + f(X1X2X1ξ2).
Even if we assume some traialy of f , e.g. f(AξjB) = f(BAξj) = f(ξjBA), the four terms on the
right redue to two terms 2(f(X1X2X1ξ2) + f(X2X1X2ξ1)) but the equation still annot be used to
determine fully the type B law of the family (Xj , ξj).
Nonetheless we have:
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Proposition 16. If ((X(1), ξ(1)), . . . , (X(n), ξ(n)) and ((X(n+1), ξ(n+1)), . . . , (X(n+m), ξ(n+m))) are
two families of type B variables in (A,V , τ, f,Φ) whih are free, then the innitesimal law (η, η′) as-
soiated to ((X(1), ξ(1)), . . . , (X(n+m), ξ(n+m))) is the free produt of the innitesimal laws (µ, µ′) and
(ν, ν′) assoiated to the families ((X(1), ξ(1)), . . . , (X(n), ξ(n))) and ((X(n+1), ξ(n+1)), . . . , (X(n+m), ξ(n+m))).
Proof. We rst note that η = µ ∗ ν, beause type B freeness entails (type A) freeness of the families
(X(1), . . . , X(n)) and (X(n+1), . . . , X(n+m)).
Next, dene a derivation D : A→ V given on monomials by
D(X(i1) · · ·X(ik)) =
∑
j
X(i1) · · ·X(ij−1)ξ(ij)X(ij+1) · · ·X(in).
Thus by denition µ′ = f ◦D.
Now, for any polynomials p1, . . . , pk so that pj ∈ Ai(j), i(1) 6= i(2), i(2) 6= i(3),. . . , where
A1 = C〈t1, . . . , tn〉 and A2 = C〈tn+1, . . . , tm〉, we ompute
µ′ ([p1 − µ(p1)] · · · [pk − µ(pk)])−
∑
j
µ ([p1 − µ(p1)] · · · [µ′(pj)] · · · [pk − µ(pk)])
=
∑
j
f ([p1 − τ(p1)] · · ·Dpj · · · [pk − τ(pk)])
−
∑
j
τ ([p1 − τ(p1)] · · · [f(Dpj)] · · · [pk − τ(pk)]) = 0
beause the sums anel term-by-term owing to type B freeness. 
2.3.1. Single variable ase. In the ase that we have a single type B random variable X in a type
B non-ommutative probability spae (A,V , τ, f,Φ) satisfying a traiality ondition, the innitesimal
law assoiated to X determines its type B distribution.
In the single variable ase, τ is a trae. We will make the assumption that the linear map
f satises
f(XkξX l) = f(Xk+lξ)
for all k, l. In this ase, the innitesimal family µ~ = µ0 + ~µ
′
0 determines f and τ ompletely by the
formulas:
τ(Xn) =
∫
tndµ0(t), f(X
j−iξX i) =
1
j + 1
∫
tj+1dµ′0(t).
2.4. Free additive onvolution for innitesimal laws. Given two innitesimal laws (µ, µ′) and
(ν, ν′) dened on algebras C[t1] and C[t2] we dene their innitesimal free addtive onvolution by
(µ, µ′)⊞ (ν, ν′) = ((µ, µ′) ∗ (ν, ν′))|
Alg(t1+t2).
In other words, the additive free onvolution is the push-forward (under the addition map (t1, t2) 7→
t1 + t2) of their free produt.
We note that there are two ways to ompute this, in view of Proposition 16 and Remark
15:
Proposition 17. Let (η, η′) = (µ, µ′)⊞ (ν, ν′). Then:
(a) η = µ ⊞ ν (ordinary type A free onvolution) and if we set µt = µ + tµ
′
, νt = ν + tν
′
, then
η′ = ddt
∣∣∣
t=0
µt ⊞ νt;
(b) Let µB and νB be the type B laws assoiated to µ and ν as in 2.3.1. Then (η, η′) is the
innitesimal law assoiated to µB ⊞B ν
B
.
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3. Analyti omputation of free additive onvolution of type B
3.1. Type B free additive onvolution. We observe [6℄ that if (a1, ξ1) and (a2, ξ2) are B-free,
then the distribution of their sum depends only on the distributions of the two summands. Thus, it
is possible to dene a type B free additive onvolution, as an operation on the spae of sequenes of
pairs of omplex numbers (an, bn), n ∈ N, by using the moment-umulant formula given in Denition
3 and the linearizing property of the type B free umulants. We will denote this operation by ⊞B.
However, as in the ase of the free onvolution of type A, one would like to nd the appropriate
analyti objet whih will be stable under ⊞B. There are several relevant answers to this question.
We shall rst desribe in the proposition below the analyti interpretation for the operation ⊞B as
desribed in [6℄. (For the notation M0 used below we refer the reader to Denition 9.)
Proposition 18. Consider two type B random variables (a1, ξ1), (a2, ξ2) whih are B-free, and are
distributed aording to (µ1, ν1) and (µ2, ν2), respetively. Assume that µ1, µ2 ∈M and ν1, ν2 ∈ M0
are ompatly supported on R. Denote by (µ3, ν3) the distribution of (a1 + a2, ξ1 + ξ2). Then, with
the notations from Theorem 11 and Remark 8, we have
(a) µ3 = µ1 ⊞ µ2;
(b) gν3(z) = gν1(ω1(z))ω
′
1(z) + gν2(ω2(z))ω
′
2(z), z ∈ C+.
Moreover, µ3 ∈M, ν3 ∈ M0 have ompat support in R.
Proof. It will follow from the Corollary 7 and the orresponding type A theory that one an nd two
subordination funtions Ω1,Ω2 so that
(8) Ω1(Z) + Ω2(Z) = Z + F(a1+a2,ξ1+ξ2)(Z) and G(aj ,ξj)(Ωj(Z)) = G(a1+a2,ξ1+ξ2)(Z), j ∈ {1, 2};
(reall that we denote by F the multipliative inverse of G). Indeed, we will prove this fat by diretly
nding a formula for Ωj ; the proof will provide simultaneously the part (b) of our proposition. Let
us rst observe that part (a) follows diretly from [6, Setion 7.2℄. Moreover, from (a), Theorem
11, and Remark 8, it follows that, if existing, the rst oordinate of Ωj depends only on the rst
oordinate of Z and oinides with the subordination funtion ωj provided by Theorem 11. So
denote Ωj(Z) = Ωj(z, w) = (ωj(z), oj(z, w)). The subordination relation requires then for the seond
oordinate that
(9) wG′µ3 (z) + gν3(z) = oj(z, w)G
′
µj (ωj(z)) + gνj (ωj(z)).
The seond oordinate of the rst relation in (8) (the analogue of Theorem 11 (b)) gives
o1(z, w) + o2(z, w) = w −
wG′µ3 (z) + gν3(z)
Gµ3 (z)
2
= w(1 + F ′µ3 (z))−
gν3(z)
Gµ3(z)
2
.
We shall isolate from the above two equations o1. Indeed, it follows easily that o2(z, w) = [wG
′
µ3 (z)+
gν3(z)− gν2(ω2(z))] · [G′µ2(ω2(z))]−1. Amplifying the right-hand term by ω′2(z) and then replaing in
the equation above yields
o1(z, w) +
wG′µ3 (z)ω
′
2(z) + gν3(z)ω
′
2(z)− gν2(ω2(z))ω′2(z)
G′µ2(ω2(z))ω
′
2(z)
= w(1 + F ′µ3 (z))−
gν3(z)
Gµ3(z)
2
,
and thus, by the hain rule and Theorem 11,
o1(z, w) = w(1 + F
′
µ3 (z)− ω′2(z)) + gν3(z) ·
F ′µ3(z)− ω′2(z)
G′µ3 (z)
+
gν2(ω2(z))ω
′
2(z)
G′µ3(z)
= wω′1(z) +
gν3(z)(ω
′
1(z)− 1) + gν2(ω2(z))ω′2(z)
G′µ3(z)
.(10)
This provides the omplete formula for the subordination funtion Ω1. To onlude the
proof of part (b) of the proposition, one needs only to replae the above formula for o1 in (9), for
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j = 1:
wG′µ3 (z)+gν3(z) = wG
′
µ1(ω1(z))ω
′
1(z)+gν1(ω1(z))+G
′
µ1(ω1(z))·
(ω′1(z)− 1)gν3(z) + gν2(ω2(z))ω′2(z)
G′µ3(z)
;
multipliation by ω′1(z) and an appliation of Theorem 11 yields the desired formula
gν3(z) = gν1(ω1(z))ω
′
1(z) + gν2(ω2(z))ω
′
2(z).
The ompaity of the support of µ3 is known. It follows from the ompaity of the supports of
ν1, ν2, the above formula, and Theorem 11 that gν3 is analyti on a neighbourhood of innity, that
gν3(z¯) = gν3(z) and that limz→∞ zgν3(z) = 0. Expanding gν3 in power series around innity provides
the values ν3(t
n), n ≥ 0, as seen in Remark 10, and makes possible to dene ν3 as a linear funtional
on the spae of funtions t 7→ (z − t)−n in the obvious way. The property (ii), (b), of Denition 9
follows easily from the above and is left as an exerise. This onludes the proof of our proposition.

3.2. A onnetion with onditionally free onvolution. We follow next with a rather surprising
appliation of the result above, namely we show that the type B free additive onvolution enodes,
up to translation, the onditionally free onvolution (abbreviated -free onvolution) ⊞C introdued
by Bo»ejko, Leinert and Speiher in [7℄. This operation is dened on pairs of probability measures
on the real line (µ, ρ) ∈ M ×M, and on the rst oordinate ats as the free additive onvolution:
if (µ1, ρ1), (µ2, ρ2) ∈ M×M and we denote (µ3, ρ3) = (µ1, ρ1) ⊞C (µ2, ρ2), then µ3 = µ1 ⊞ µ2. In
partiular, the Cauhy transforms for the rst oordinate
1
satisfy Theorem 11.
For any λ ∈ M we shall denote hλ(z) = Fλ(z) − z, z ∈ C+. It is a onsequene of [1,
Equation 3.3℄ that hλ takes values in the losure of the upper half-plane, and is real if and only if λ
is a point mass.
Remark 19. The following representation for hλ, alled the Nevanlinna representation, will be used
in stating and proving our next result: for any λ ∈ M there exist a ∈ R and a positive nite Borel
measure σ on the real line so that
hλ(z) = a+
∫
R
1 + tz
t− z dσ(t), z ∈ C
+.
Observing that
1+tz
t−z = (1 + t
2)
(
1
t−z − t1+t2
)
, it follows that one an write
hλ(z) = a−
∫
R
t
1 + t2
(1 + t2)dσ(t)︸ ︷︷ ︸
a˜
+
∫
R
1
t− z (1 + t
2)dσ(t)︸ ︷︷ ︸
σ˜
= a˜−Gσ˜(z),
provided that σ has nite seond moment (i.e.
∫
R
t2 dσ(t) < +∞.) It is shown in [1, Chapter 3℄ that
this happens whenever λ has nite seond moment (for the onveniene of the reader, we will provide
a sketh of the proof in the lemma below.) Assume for now that this ondition holds. Then we an
dene an objet σ˜′ ∈ M0 by the relation Gσ˜′(z) = −G′σ˜(z), i.e.
Gσ˜′(z) = −G′σ˜(z) = h′λ(z), z ∈ C+.
In partiular, we observe that σ˜′ is the distributional derivative of σ˜, and in partiular it indeed
belongs to M0. For onveniene, we shall denote by Md the spae of distributional derivatives of
positive nite measures on the real line.
Lemma 20. For any σ ∈ Md there exists a unique ρ ∈ M so that
∫
R
t2 dρ(t) < +∞, ∫
R
t dρ(t) = 0,
and Gσ(z) = h
′
ρ(z). Conversely, for any ρ ∈ M so that
∫
R
t2 dρ(t) < +∞, ∫
R
t dρ(t) = 0, there exists
a unique σ ∈Md so that Gσ(z) = h′ρ(z).
1
It is ustomary in the theory of onditionally free onvolution for the seond oordinate to be hosen as the one
on whih ⊞C ats as ⊞, the usual free additive onvolution. We have reversed this onvention in our paper in order to
emphasize the onnetion with ⊞B .
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Proof. We mostly follow [1, Chapter 3℄. Let us rst observe that for a given positive nite measure
ρ, we have ∫
R
t dρ(t) = lim
y→+∞
iy[iyGρ(iy)− ρ(R)],
and ∫
R
t2 dρ(t) = lim
y→+∞
iy
[
(iy)2Gρ(iy)− iyρ(R)−
∫
R
t dρ(t)
]
,
provided both these numbers exist (these results are proved in [1, Theorem 3.2.1℄.) In partiular, for
a probability ρ, we have
(11) lim
y→+∞
((iy)4Gρ(iy)
2 − 2(iy)3Gρ(iy) + (iy)2) =
(∫
R
t dρ(t)
)2
.
Using the monotone onvergene theorem, we obtain
lim
y→+∞((iy)
2 − 2(iy)3Gρ(iy)− (iy)4G′ρ(iy)) = limy→+∞
∫
R
(iy)2 − 2 (iy)
3
iy − t +
(iy)4
(iy − t)2 dρ(t)
= lim
y→+∞
∫
R
(ity)2
(iy − t)2 dρ(t)
=
∫
R
t2 dρ(t).(12)
Combining (11) and (12), we get
lim
y→+∞
(iy)4(−G′ρ(iy)−Gρ(iy)2) = limy→+∞(iy)
2 − 2(iy)3Gρ(iy)− (iy)4G′ρ(iy)− [yi(iyGρ(iy)− 1)]2
=
∫
R
t2 dρ(t)−
(∫
R
t dρ(t)
)2
(13)
Also, by using Remark 20, we obtain that hρ(z) = a+
∫
R
1+tz
t−z dτ(t). Under the hypotheses that the
rst moment of ρ is zero and the seond moment of ρ is nite, we laim that τ must also have nite
seond moment. Indeed, assume this is not the ase. Aording to Setion 1 of [1, Chapter 3℄, there
is a sequene yn → +∞ so that limn→∞ |ynhρ(iyn)| = ∞. But, using the fat that the rst moment
of ρ is zero,
lim
n→∞ |ynhρ(iyn)| = limn→∞ yn
∣∣∣∣ iyn − (iyn)2Gρ(iyn)iynGρ(iyn)
∣∣∣∣ =
∫
R
t2 dρ(t) <∞,
providing a ontradition.
Observing that h′ρ(z) =
∫
R
1+t2
(t−z)2 dτ(t), we an apply the same methods as before to argue
that
(14) lim
y→+∞(iy)
2h′ρ(iy) =
∫
R
1 + t2 dτ(t).
On the other hand,
lim
y→+∞
(iy)2h′ρ(iy) = limy→+∞
(iy)2(F ′ρ(iy)− 1)
= lim
y→+∞
(iy)4(−G′ρ(iy)−Gρ(iy)2)
(iy)2Gρ(iy)2
=
∫
R
t2 dρ(t)− (∫
R
t dρ(t)
)2
1
=
∫
R
t2 dρ(t) <∞.(15)
Thus, dσ0(t) := (1 + t
2)dτ(t) is a nite measure on the real line, and by our previous remark,
h′ρ(z) = −G′σ0(z) = Gσ(z), where σ = σ′0 ∈Md.
Now proving the onverse statement is easier. Indeed, if σ ∈ Md, then there exists at least
one positive nite measure σ0 so that σ
′
0 = σ in distribution. Imposing the ondition of niteness
speies this measure uniquely. So we an dene ρa ∈ M by Fρa(z) = a + z − Gσ0(z). It follows
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easily from the previous omputations that in order for ρa to have rst moment zero, it is required
that a = 0. Similarily, the seond moment of ρ0 will be limy→+∞ iyGσ0(iy) = σ0(R). We will take
ρ = ρ0. Details are left to the reader as an exerise. 
In our proof we will need the following result [2, Corollary 4℄.
Proposition 21. Let (µ1, ρ1), (µ2, ρ2) ∈M×M, and denote (µ3, ρ3) = (µ1, ρ1)⊞C (µ2, ρ2). Then
hρ3(z) = hρ1(ω1(z)) + hρ2(ω2(z)), z ∈ C+,
where ωj is the subordination funtion orresponding to µj , provided by Theorem 11 (j ∈ {1, 2}.)
The following theorem answers an open question mentioned in the introdution of [6℄.
Theorem 22. Consider pairs (µj , ρj) ∈ M×M so that
∫
R
t2 dρj(t) < +∞,
∫
R
t dρj(t) = 0, j ∈ {1, 2}.
Let σj ∈ Md be so that h′ρj (z) = Gσj (z), z ∈ C+ (the existene and uniqueness of σj is guaranteed by
Lemma 20.) Denote (µ3, ρ3) = (µ1, ρ1)⊞C (µ2, ρ2) Then ρ3 satises the onditions
∫
R
t2 dρ3(t) < +∞,∫
R
t dρ3(t) = 0. Moreover, if we let (µ3, σ3) = (µ1, σ1)⊞B (µ2, σ2), then h
′
ρ3(z) = Gσ3(z), z ∈ C+.
Proof. We assume rst that (µ1, ρ1), (µ2, ρ2) have all ompat support. It follows then that σ1, σ2
also have ompat support (as desribed in Denition 9.) Propositions 18 and 21 guarantee then that
gσ3(z) = gσ1(ω1(z))ω
′
1(z) + gσ2(ω2(z))ω
′
2(z) = (hρ1(ω1(z)) + hρ2(ω2(z)))
′ = h′ρ3(z).
Lemma 20 onludes the proof for the ase of ompatly supported measures. The general ase
follows by using the denseness of the set of probabilities with ompat support in the spae of all
probabilities and Lemma 20.

Remark 23. (1) We observe immediately that one an generalize Theorem 15 to arbitrary pairs
of probabilities (µj , ρj), but at the ost of losing a signiant analyti objet on the seond
oordinate in the world of type B distributions. Indeed, relation (b) in Proposition 18, in
whih gνj is replaed by h
′
ρj , is easily seen to be stable when we onsider weak limits ρ
(n)
j → ρj .
(2) The theorem above together with the results of Krysztek [12℄ and of Wang [25℄ on onditionally
free innite divisibility and -free limit theorems gives a omplete haraterization of innite
divisibility for pairs in M×Md.
(3) We an also onlude from the above theorem and [2, Proposition 6℄ the existene of the type
B analogue of the Nia-Speiher partial semigroup with respet to free additive onvolution.
Indeed, if we denote (µt, ρt) = (µ, ρ)
⊞C t
, it follows easily from Theorem 22 and the orre-
sponding formula hρt(z) = thρ(ωt(z)) that (µt, σt) = (µ, σ)
⊞Bt
exists for t ≥ 1 and is dened
by
(16) µt = µ
⊞t, gσt(z) = tgσ(ωt(z))ω
′
t(z),
for all (µ, σ) ∈ M×Md. Here the funtion ωt is the subordination funtion orresponding
to the semigroup µ⊞t, provided by [3℄: Fµ⊞t(z) = Fµ(ωt(z)). We observe immediately that
equation (16) allows one to extend (µ, σ)⊞Bt to pairs (µ, σ) ∈ M×M0.
Theorem 22 suggests a more restrited spae of distributions of type B that is stable under
⊞B. Consider f : R→ R to be a (bounded) funtion of bounded variation, so that f ′(t)dt = df(t) is
a signed nite measure. We shall dene ν by gν(z) =
∫
R
1
z−tf
′′(t) dt. The seond derivative of f is
taken in the distributional sense
2
, so that gν(z) =
∫
R
2
(z−t)3 f(t) dt. We observe that one an reover
the distribution ν from the boundary values of gν in an appropriate topology. For details we refer to
[8℄ (see also [13℄.) Denote M2 the subset of M0 formed by funtionals ν dened this way.
2
In the most general ase, one should not understand the expression
R
R
1
z−t
f ′′(t) dt as an integral, but as a linear
funtional applied to t 7→ (z − t)−1, as in the denition of M0. The notation ν
h
1
z−t
i
would be more appropriate;
however, for our purposes and methods, we believe our notation to be more suggestive.
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Theorem 24. The set M×M2 is stable under the operation ⊞B. Moreover, for any (µj , νj) ∈
M×M2, j ∈ {1, 2}, with the notation (µ3, ν3) = (µ1, ν1)⊞B(µ2, ν2) we have µ3 = µ1⊞µ2 and gν3(z) =
gν1(ω1(z))ω
′
1(z) + gν2(ω2(z))ω
′
2(z), z ∈ C+, where ωj are the subordination funtions orresponding
to µj , j ∈ {1, 2}.
Proof. The result follows quite easily from Proposition 18. Indeed, in order to prove our theo-
rem, we need to show that, given f1, f2 generating ν1, ν2 as above, the formula gν1(ω1(z))ω
′
1(z) +
gν2(ω2(z))ω
′
2(z) has the form gν3(z) for ν3 = f3
′′
in the sense of distributions, f3 being a real funtion
with nite variation. We rst argue in the ase when ν1, ν2 have ompat support.
Consider the primitive Hν1(z) of gν1(z) whih satises the ondition limz→∞Hν1(z) = 0.
We shall prove that Hν1(z) =
∫
R
1
z−t df1(t), z ∈ C+. Indeed, sine H ′ν1(z) = gν1(z), the uniqueness
of the primitive under the hypothesis regarding the behaviour of Hν1 at innity, the denition of
distributional derivative and the relations[∫
R
1
z − t df1(t)
]′
= −
∫
R
1
(z − t)2 df1(t) = −
∫
R
(
1
z − t
)′
df1(t) =
∫
R
1
z − tf1
′′(t) dt = gν1(z),
omplete the proof of our statement.
Let σ be a monotone funtion on the real line with nite variane. Sine the funtion
z 7→ ∫
R
1
ω1(z)−t dσ(t) maps C
+
into the lower half-plane and limy→+∞ iy
∫
R
1
ω1(iy)−t dσ(t) = 1, it
follows from Setion 1 of [1, Chapter 3℄ that for any suh σ and ω1 as in Theorem 11, there exists
another monotone funtion τ with nite variane on R so that
∫
R
1
ω1(z)−t dσ(t) =
∫
R
1
z−t dτ(t), z ∈ C+.
Moreover, the variane of the two funtions oinides (i.e. the total mass of the real line is the same
under both measures dσ(t) and dτ(t).) Sine the bounded funtion f1 takes real values and has
nite variane, it an be written as the dierene of two positive nondereasing funtions f+1 and f
−
1 ;
applying the previous observation separately to f+1 and f
−
1 guarantees the existene of a real valued
funtion f˜1 with nite variation so that Hν1(ω1(z)) =
∫
R
1
z−t df˜1(t), z ∈ C+. As gν1(ω1(z))ω′1(z) =
H ′ν1(ω1(z))ω
′
1(z), we onlude that there exists ν˜1 = f˜1
′′ ∈M2 so that gν˜1(z) = gν1(ω1(z))ω′1(z). By
the same method we nd ν˜2 = f˜2
′′ ∈ M2 so that gν˜2(z) = gν2(ω2(z))ω′2(z). It follows now easily
that f3 = f˜1 + f˜2 provides a ν3 = f3
′′ ∈ M2 so that gν3(z) = gν1(ω1(z))ω′1(z) + gν2(ω2(z))ω′2(z),
z ∈ C+, and so, by Proposition 18, (µ3, ν3) = (µ1, ν2) ⊞B (µ2, ν2). This holds for any ν1, ν2 ∈ M2
with ompat support.
The general ase follows by approximating dfj(t) with ompatly supported measures
df
(n)
j (t), j ∈ {1, 2}. 
For onveniene, we shall ollet in the orollary below the three spaes of distributions
that have been shown to be stable under free additive onvolution of type B. Of ourse, we do not
laim these are all possible hoies of suh spaes, but only the ones that we onsider of partiular
importane for the puropses of this paper.
Corollary 25. The spaes M×M0, M×M2 and M×Md are stable under the operation ⊞B
of free additive onvolution of type B, where M0 is as in Denition 9, M2 onsists of all ν ∈ M0
with the property that there exists a funtion f : R → R of bounded variation so that ν[(z − t)−1] =∫
f(t)(z − t)−3 dt, and Md onsists of all ν ∈M2 so that if ν[(z − t)−1] =
∫
f(t)(z − t)−3 dt, then f
is nondereasing. The spae M is the spae of all Borel probability measures on the real line.
3.3. Innitesimal freeness. We establish next the appropriate analyti framework for the orre-
spondene bewtween type B free additive onvolution and the innitesimal freeness introdued in the
previous setion. Consider a path γ : [0, 1] →M. Eah probability γ(t) has a unique nondereasing
distribution funtion ft; following the above notations, we write dγ(t)(x) = f
′
t(x)dx. We shall say
that the path γ is dierentiable if limt→t0
ft−ft0
t−t0 is a (bounded) funtion of bounded variation for
any t0 ∈ [0, 1], where the limit is taken in the norm topology. We have then
∫
(z − x)−n d∂tft(x) =
∂t
∫
(z − x)−n dft(x), n ∈ N, ℑz 6= 0.
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One an easily observe that dierenes of probability measures belong to M2. Thus, it
follows from the above that γ′(t) ∈ M2. We exploit this observation in the following result, whih
generalizes Proposition 17 to distributions whih need not have moments:
Theorem 26. Assume that the funtions γj : [0, 1] → M are dierentiable on (0, 1) and γ′j extend
ontinuously to [0, 1], j ∈ {1, 2}. Then (γ1(t), γ′1(t))⊞B (γ2(t), γ′2(t)) = (γ1(t)⊞γ2(t), ddt(γ1(t)⊞γ2(t))),
for all t ∈ [0, 1].
Proof. Let us derivate in the subordination formula:
∂tGγ1(t)⊞γ2(t)(z) = Gγ′j(t)(ω
t
j(z)) +G
′
γj(t)
(ωtj(z))∂tω
t
j(z),
for any t ∈ (0, 1), z ∈ C+. (Here ωtj is the subordination funtion provided by Theorem 11 orre-
sponding to γj(t).) Part (2) of Theorem 11 implies
∂tω
t
1(z) + ∂tω
t
2(z) =
−∂tGγ1(t)⊞γ2(t)(z)
Gγ1(t)⊞γ2(t)(z)
2
.
Combining these two relations gives
∂tGγ1(t)⊞γ2(t)(z)−Gγ′1(t)(ωt1(z))
G′γ1(t)(ω
t
1(z))
+
∂tGγ1(t)⊞γ2(t)(z)−Gγ′2(t)(ωt2(z))
G′γ2(t)(ω
t
2(z))
=
−∂tGγ1(t)⊞γ2(t)(z)
Gγ1(t)⊞γ2(t)(z)
2
.
We multiply the two right-hand terms by (ωt1)
′(z) and (ωt2)
′(z), respetively and use Theorem 11 to
get
∂tGγ1(t)⊞γ2(t)(z) [(ω
t
1)
′(z) + (ωt2)
′(z)]−Gγ′1(t)(ωt1(z))(ωt1)′(z)−Gγ′2(t)(ωt2(z))(ωt2)′(z)
G′γ1(t)⊞γ2(t)(z)
=
−∂tGγ1(t)⊞γ2(t)(z)
Gγ1(t)⊞γ2(t)(z)
2
.
We multiply both sides of the equality by G′γ1(t)⊞γ2(t)(z):
∂tGγ1(t)⊞γ2(t)(z)
[
(ωt1)
′(z) + (ωt2)
′(z)
]−Gγ′1(t)(ωt1(z))(ωt1)′(z)−Gγ′2(t)(ωt2(z))(ωt2)′(z) =
∂tGγ1(t)⊞γ2(t)(z)F
′
γ1(t)⊞γ2(t)
(z).
Formula (2) of Theorem 11 together with the equation above assures us that
∂tGγ1(t)⊞γ2(t)(z) = Gγ′1(t)(ω
t
1(z))(ω
t
1)
′(z) +Gγ′2(t)(ω
t
2(z))(ω
t
2)
′(z),
so an appliation of Theorem 24 onludes the proof. 
An obvious onsequene of the above theorem is the following
Corollary 27. Let µj , νj ∈ M, j ∈ {1, 2}, and denote µtj = tνj + (1− t)µj . Then (µt1, ν1 − µ1)⊞B
(µt2, ν2 − µ2) = (µ1 ⊞ µ2, ddt(µt1 ⊞ µt2)).
In the following two setions we shall apply Theorem 26 and the orollary above to ertain
expliit type B analogues of some important distributions in free probability.
4. Some limit laws
We shall start with a disussion of the stable laws, rst identied in the free ontext by
Berovii and Voiulesu. Reall [4, Setion 7℄ that two probability measures µ, ν on the real line are
said to have the same type if there are s > 0, b ∈ R so that ν(A) = µ(sA+ b) for any borel set A ⊆ R.
We will say that µ is stable relative to free additive onvolution if ν ⊞ ν′ has the type of µ whenever
ν and ν′ have the type of µ.
We shall dene the Voiulesu transform φν of the probability measure ν by φν(z) =
F−1ν (z) − z, where z belongs to a trunated Stolz angle at innity. Its main property, shown in [4,
Corollary 5.8℄, is that φν⊞µ(z) = φν(z)+φµ(z) for z in the ommon domain of the two funtions
3
. It is
3
We remind the reader that the Voiulesu transform is related to the R-transform via the formula φν(z) = Rν(1/z).
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an easy onsequene of the denition of G and φ that Gν(z) = sGµ(sz+ b) and φν(z) =
1
s [φµ(sz)− b]
whenever ν(A) = µ(sA+ b) for any Borel set A ⊆ R.
In [4, Theorem 7.5℄ the authors provide a omplete list of the analyti funtions on C+
whih are Voiulesu transforms of stable laws relative to free additive onvolution. We reall here
the list for the onveniene of the reader:
(1) φ(z) = a, a ∈ R;
(2) φ(z) = a+ ib, a ∈ R, b < 0;
(3) φ(z) = a+ bz1−α, a ∈ R, α ∈ (1, 2], arg b ∈ [(α− 2)π, 0];
(4) φ(z) = a+ bz1−α, a ∈ R, α ∈ (0, 1), arg b ∈ [π, (1 + α)π];
(5) φ(z) = a+ b log z, a ∈ C− ∪ R, b < 0.
(The power and log funtions are dened via their prinipal branhes; thus, log maps the upper
half-plane into R+ i(0, π).)
Remark 28. We observe that if we identify onstants s(t) > 0, b(t) ∈ R so that tφµ(z) = φµ⊞t(z) =
1
s(t) [φµ(s(t)z)− b(t)], then the following formulas for s(t) and b(t) orrespond to the ve ases above:
Cases 1 and 2: s(t) = 1/t, b(t) = 0 for all t > 0;
Cases 3 and 4: s(t) = t−1/α, b(t) = a(1− t1− 1α ) for all t > 0;
Case 5: s(t) = 1/t, b(t) = b log t for all t > 0.
Thus, without loss of generality, we will restrit ourselves to the ase when a = 0; this simply
orresponds to translating our distributions a units, or, equivalently, onvolving with either δ−a, in
Cases 2-4, or with δ−ℜa ⊞ 1π
−ℑa
x2+(ℑa)2 dx, in Case 5.
Stable distributions an be obtained as limits of speial triangular arrays: onsider a type
A nonommutative probability spae (A, ϕ); if X1, X2, X3, . . . are free identially distributed random
variables in (A, ϕ), if Sn,α = X1 +X2 + · · ·+Xn − bn,α
n
1
α
and limn→∞ µSn,α exists, then its Voiulesu
transform is of one of the ve forms listed above (we denote by µY the distribution of Y with respet
to ϕ.) It is known that, exept for the rst ase (orresponding to Dira measures δa,) the numbers
α from the expression of Sn,α and from the exponent in the expression of φ are the same; thus, in
partiular, α = 1, orresponding to Case 2, provides the Cauhy distribution, and α = 2, overed
by Case 3, gives us the semiirular law (the free entral limit). The last ase is remarkable among
all others. Even though it orresponds to α = 1, as the Cauhy distribution, the variables Xj are
'unentered': it is impossible to obtain a limit in this ase if we try to take bn,α = 0. For details, we
refer to the work of Pata [17℄.
Let us onsider rst Cases 3-4. We let µ be so that φµ(z) = bz
1−α
. If Xj , j ∈ N, are free
(with respet to a state ϕ,) possibly unbounded, selfadjoint random variables distributed aording
to µ, then we observe that Sjn,α = n
− 1
α (Xnj+1 +Xnj+2 + · · ·+Xn(j+1)), j ∈ N, are free, identially
distributed, and, as observed above, tend in distribution also to µ when n tends to innity. Thus,
not surprisingly,
S1n,α + · · ·+ Sqn,α =
X1 +X2 + · · ·+Xqn
n
1
α
= q
1
α
X1 +X1 + · · ·+Xr
r
1
α
= q
1
αSr,α.
Letting n (and hene r) tend to innity, we obtain the obvious relation µ⊞q(A) = µ(q
1
αA), for any
Borel set A ⊆ R. But then,
∂q
∫
R
fz(x) dµ
⊞q(x) = ∂qGµ⊞q (z) = limr→∞
∂qϕ
(
[z − q 1αSr,α]−1
)
= lim
r→∞
ϕ
(
[z − q 1αSr,α]−1 1
α
q
1
α
−1Sr,α[z − q 1αSr,α]−1
)
=
1
αq
lim
r→∞
ϕ
(
[z − q 1αSr,α]−1q 1αSr,α[z − q 1αSr,α]−1
)
,
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where for any xed z ∈ C+, we have denoted fz(x) = (z − x)−1, x ∈ R. It is very easy to see that
this equality holds also in Cases 1 and 2 (with α = 1.) It is less trivial to observe this for Case 5, and
we will give a proof below.
Assume that, in a ontext similar to the one desribed above for Cases 1-4, the random
variables Xj , j ∈ N are distributed so that φµ(z) = b log z. We let Sjn,1 = n−1(Xnj+1 +Xnj+2 + · · ·+
Xn(j+1))− b logn. Then
S1n,1 + · · ·+ Sqn,1 =
X1 +X2 + · · ·+Xqn
n
− qb logn
= q
(
X1 +X1 + · · ·+Xr
r
− b log r + b log(qn)− b logn
)
= q(Sr,1 + b log q).
(We observe one again that φµSn,1 (z) = n
−1φµX1+···+Xn (nz)−b logn = φµ(nz)−b logn = b log(nz)−
b logn = b log z = φµ(z), so the translation by b logn is neessary.) As in the previous four ases,
with z ∈ C+ and fz(x) = (z − x)−1, x ∈ R,
∂q
∫
R
fz(x) dµ
⊞q(x) = ∂qGµ⊞q (z)
= lim
r→∞ ∂qϕ
(
[z − q(Sr,1 + b log q)]−1
)
= lim
r→∞ϕ
(
[z − q(Sr,1 + b log q)]−1(Sr,1 + b log q + b)[z − q(Sr,1 + b log q)]−1
)
=
1
q
lim
r→∞ϕ
(
[z − q(Sr,1 + b log q)]−1q(Sr,1 + b log q)[z − q(Sr,1 + b log q)]−1
)
+
1
q
lim
r→∞ϕ
(
[z − q(Sr,1 + b log q)]−1qb[z − q(Sr,1 + b log q)]−1
)
.
Let us now onsider the setup provided by Example 5 for a type B probability spae.
Corresponding to Cases 1-4 above, and with the same notations, let
Sn,α = n
−1/α(X1 + · · ·+ Xn) =
[
X1+···+Xn
n
1
α
1
α
X1+···+Xn
n
1
α
0 X1+···+Xn
n
1
α
]
=
[
Sn,α
1
αSn,α
0 Sn,α
]
,
let (µ, ν) be the type B distribution of Xj , j ∈ N, and denote (µq, νq) = (µ, ν)⊞q. Thus,
n−1/α(X1 + · · ·+ Xqn) =

 q 1α X1+···+Xqn(qn) 1α q 1α X1+···+Xqnα(qn) 1α
0 q
1
α
X1+···+Xqn
(qn)
1
α

 = q1/αr−1/α(X1 + · · ·+ Xr),
and passing to the limit when n → ∞ provides, together with Example 5, stability for the type B
distribution (µ, ν). We will prove that gν(z) = ∂q|q=1Gµq (z) = ∂q|q=1Gµ⊞q (z), where we remind
the reader that the lower ase g refers to the Cauhy transform of a distribution orresponding to a
seond oordinate in a type B probability spae. Indeed, let us write, for Z ∈ C,[
Z − q 1α Sr,α
]−1
=
[
z − q 1αSr,α w − 1αq
1
αSr,α
0 z − q 1αSr,α
]−1
=
[
(z − q 1αSr,α)−1 (z − q 1αSr,α)−1(w − 1αq
1
αSr,α)(z − q 1αSr,α)−1
0 (z − q 1αSn,α)−1
]
Applying (ϕ, ϕ) on the above, we obtain
(Gµq (z), wG
′
µq (z) + gνq (z)) = (Gµq (z), wG
′
µq (z) + q∂qGµ⊞q (z));
evaluating this relation in q = 1 of ourse proves our laim.
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We fous next on Case 5. For this we shall let
Sn,1 = n
−1(X1+ · · ·+Xn) =
[
X1+···+Xn
n − b logn b+ X1+···+Xnn − b logn
0 X1+···+Xnn − b logn
]
=
[
Sn,1 b+ Sn,1
0 Sn,1
]
,
(thus, on the seond oordinate we shift eah Xj with a b) and leave the rest of notations/onventions
as before. Then
n−1(X1 + · · ·+ Xqn) =
 q
(
X1+···+Xqn
qn − b log(qn) + b log q
)
q
(
b+
X1+···+Xqn
qn − b log(qn) + b log q
)
0 q
(
X1+···+Xqn
qn − b log(qn) + b log q
)

 =
qr−1(X1 + · · ·+ Xr),
Obviously, as for the rst four ases, we have
gνq (z) = q∂qGµ⊞q (z).
Evaluating in q = 1 provides the desired result.
It is worth mentioning that ∂qGµ⊞q (z) an be expressed in terms of Gµ⊞q (z) and its deriv-
ative with respet to z: for Cases 1-4, we have
∂qGµ⊞q (z) =
1
qα
∫
R
x
(z − x)2 dµ
⊞q(x)
=
1
qα
∫
R
xf ′z(x) dµ
⊞q(x),
= − 1
qα
(Gµ⊞q (z) + zG
′
µ⊞q
(z)),
while for Case 5,
∂qGµ⊞q (z) =
1
q
∫
R
x
(z − x)2 dµ
⊞q(x) +
∫
R
b
(z − x)2 dµ
⊞q(x)
=
1
q
∫
R
xf ′z(x) dµ
⊞q(x) − bG′
µ⊞q
(z)
= −1
q
(Gµ⊞q (z) + zG
′
µ⊞q (z))− bG′µ⊞q (z).
These two formulae guarantee us that (µ⊞q, ∂qµ
⊞q) ∈M×M2. (In Case 3, α = 2, Gµ⊞q (z) satises
a more famous equation, the omplex Burgers equation - see (17) below, with µ from equation (17)
taken to be δ0.)
Remark 29. The operation ⊞B behaves well with respet to translations. Indeed, let us onsider
(µ, σ), (ν, ρ) ∈M×M2. Then a simple omputation using Theorem 11 shows that for given translation
(µb, σb) = (µ(· − b), σ(· − b)) we have Gµb⊞νc(z) = Gµ⊞ν(z + b + c), so the subordination funtions
satisfy ωbc1 (z) = ω1(z+b+c)−b, ωbc2 (z) = ω2(z+b+c)−c, where Gµ⊞ν(z) = Gµ(ω1(z)), Gµb⊞νc(z) =
Gµb(ω
bc
2 (z)), and similarly for ω2, ν and c. So, aording to Theorem 24, gσb(ω
bc
1 (z))(ω
bc
1 )
′(z) +
gρb(ω
bc
2 (z))(ω
bc
2 )
′(z) = gσ(ω1(z + b+ c)− b+ b)ω′1(z + b+ c) + gρ(ω2(z+ b+ c)− c+ c)ω′2(z + b+ c) =
gλ(z + b+ c) = gλb+c(z), where we denote (µ, σ) ⊞B (ν, ρ) = (µ⊞ ν, λ). Thus, ⊞B behaves well with
respet to simple translations.
We an now prove the following orollary of Theorem 26:
Corollary 30. Let (A, ϕ) be a ∗-probability spae of type A, and X = X∗ ∈ A be selfadjoint random
variable whose distribution µ is stable with respet to free additive onvolution. Let (A, ϕ,A, ϕ) be the
type B nonommutative probability spae obtained from (A, ϕ) as in Example 5. Then there exists
b ∈ R so that (µ, ν)⊞Bq = (µ⊞q, ∂t|t=1(µ⊞tq)), where (µ, ν) denotes the distribution of (X,X+ b) with
respet to (ϕ, ϕ).
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Proof: The result follows from the above onsiderations, Remark 29 and Theorem 26.
Example 31. The above results allow us to reover Popa's Central Limit [18℄. Indeed, the Cauhy
transform of the entered semiirular law dγt(x) = (2t
2π)−1
√
4t− x2dx of variane t is Gγt(z) =
(z −√z2 − 4t)/2t. Dierentiating with respet to t gives
∂tGγt(z) =
1
t
(
1√
z2 − 4t −
z −√z2 − 4t
2t
)
,
whih is exatly t−1 times the seond oordinate of the type B free entral limit. It is easy to observe
from this expression that t∂tγt is nothing more than the dierene of an arsine law and a semiirular
distribution. This orresponds to Case 3, α = 2, among the stable distributions.
In the same way, one may obtain the type B orresopndent of the Cauhy distribution
(Case 2): if ct is the 'entered' Cauhy distribution dct(x) =
1
π
t
x2+t2 , t > 0, then Gct(z) =
1
z+it , so
that
∂tGct(z) =
−it
(z + it)2
,
and the orresponding measure is π−1 xt
2
(x2+t2)2 dx.
Case 1 (Dira measures) is simple: the seond oordinate is simply the distribution d whih
ats on any smooth funtion on R as d(f) = f ′(a). This is obviously not a measure.
The reader will notie that Corollary 30 does not laim to desribe all B-freely stable laws.
Indeed, due to the nature of type B random variables, it is not fully lear what a B-freely stable law
should be. To start with, if (X, ξ) is a type B random variable, then n−1[(X, ξ)− (b, c)] has a Cauhy
transform given on oordinates by(
nGX(nz + b), w[nGX(nz + b)]
′ + ngξ(nz + b) +
c
n
[nGX(nz + b)]
′
)
,
where the reader will notie that we have already impliitly assumed to be in the ontext provided
by Example 5. Indeed, taking the expetation of
(
Z − n−1[(X, ξ)− (b, c)])−1 gives
E
([
z − X−bn w − ξ−cn
0 z − X−bn
]−1)
= E
[ (
z − X−bn
)−1 − (z − X−bn )−1 (w − ξ−cn ) (z − X−bn )−1
0
(
z − X−bn
)−1
]
=

 ϕ
[(
z − X−bn
)−1] − (w + cn)ϕ [(z − X−bn )−2]
0 ϕ
[(
z − X−bn
)−1]


+
[
0 1nϕ
[(
z − X−bn
)−1
ξ
(
z − X−bn
)−1]
0 0
]
.
While the rst oordinate does not raise any issues, it is far from lear whether its interation with
the seond should be allowed to inlude the addition of
c
n [nGX(nz + b)]
′, when c 6= b, for example.
A way to answer this question would be to follow the one-variable results and onsider
limits of sums
(Sn,α, sn,α) =
(X1, ξ1) + (X2, ξ2) + · · ·+ (Xn, ξn)− (bn,α, cn,α)
n
1
α
,
where (X1, ξ1), (X2, ξ2), (X3, ξ3), . . . are B-free identially distributed in some type B probability
spae (A, ϕ,A, ϕ), with selfadjoint omponents, and the distribution belongs to M×M2. Thus, we
impliitly require that our probability spae is of the form provided by Example 5. It is lear that
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the rst omponent tends to one of the freely stable laws desribed by Berovii and Voiulesu. The
seond oordinate has a Cauhy transform given by
ϕ
[(
z − X1 + · · ·+Xn − bn,α
n
1
α
)−1
ξ1 + · · ·+ ξn − cn,α
n
1
α
(
z − X1 + · · ·+Xn − bn,α
n
1
α
)−1]
.
One an observe that, provided
ξ1+···+ξn−cn,α
n
1
α
and
X1+···+Xn−bn,α
n
1
α
onverge in distribution, our hoie
in the previous orollary orresponds to having Xj and ξj belong to the same domain of attration.
Under these irumstanes, one an onsider the problem of the stable laws answered. However, it is
a dierent, and onsiderably more ompliated, matter when these two variables belong to dierent
domains of attration, or espeially when
ξ1+···+ξn−cn,α
n
1
α
does not onverge in distribution, and we will
not attempt to solve these problems here (the orrespondene invoked in Remark 23 part 2 would be
useful provided that the nature of the limit laws, not only their existene, ould be identied.)
We disuss next in more detail several aspets of Popa's entral limit theorem.
4.1. The type B analogue of the heat equation. It was shown in [24℄ that if µ ∈ M, then the
type A free analogue of the heat equation is the omplex Burgers equation:
(17) ∂tGµ⊞γt(z) +Gµ⊞γt(z)∂zGµ⊞γt(z) = 0, z ∈ C+, t > 0.
For distributions of type B, one an speak a priori of two versions of the heat equation, depending
on whether one onsiders the parameter t to be a positive number (identied in C with the matrix
having t on the diagonal and zero elsewhere), or one takes t =
[
t s
0 t
]
with t > 0, s ∈ R instead.
We shall see that in fat (probably not surprisingly) there is no dierene between these two versions.
To prove this statement, we shall onsider the seond ase, and show it redues to the rst. Using the
essential observation of Biane, Goodman and Nia that type B freeness = type A freeness over C
(see Corollary 7 and remarks following it) and analytiity of the orrespondenes t 7→ Gµ⊞γt(z) and
z 7→ Gµ⊞γt(z), it is easy to observe that equation (17) holds when we replae z with Z =
[
z w
0 z
]
∈
C, z ∈ C+, and t with t from above. The meaning of ∂Z is quite lear when one uses the power series
formalism: if, as in introdution, f(Z) =
∑∞
n=0AnZ
n = (f1(z), wf
′
1(z) + f2(z)), An =
[
an bn
0 an
]
,
f1(z) =
∑∞
n=0 anz
n
, f2(z) =
∑∞
n=0 bnz
n
, then on omponents
∂Zf(Z) =
∞∑
n=1
nAnZ
n−1 = (f ′1(z), wf
′′
1 (z) + f
′
2(z)).
For funtions (maps) f(Z, t) : C × C → C, we have then
f(Z, t) =
∞∑
m,n=0
Am,nZ
m
t
n
=
∞∑
m,n=0
[
am,nz
mtn snam,nz
mtn−1 + wmam,nzm−1tn + bm,nzmtn
0 am,nz
mtn
]
=
[
f1(z, t) s∂tf1(z, t) + w∂zf1(z, t) + f2(z, t)
0 f1(z, t)
]
,
where obviously f1(z, t) =
∑∞
m,n=0 am,nz
mtn and f2(z, w) =
∑∞
m,n=0 bm,nz
mtn. It is lear that
∂Zf(Z, t) = (∂zf1(z, t), s∂z∂tf1(z, t) + w∂
2
zf1(z, t) + ∂zf2(z, t)) and similar for t. Thus writing the
omplex Burgers equation for f in Z and t on omponents gives the usual omplex Burgers equation
for f1(z, t), while for the seond one obtains
s(∂2t f1 + ∂t[f1∂zf1]︸ ︷︷ ︸
B1
) + w(∂z∂tf1 + ∂z[f1∂zf1]︸ ︷︷ ︸
B2
) + ∂tf2 + ∂z(f1f2)︸ ︷︷ ︸
Q
= 0.
22 S.T. BELINSCHI AND D. SHLYAKHTENKO
Here both f1, f2 are funtions of two variables (z, t). As f1 satises the omplex Burgers equation, it
follows trivially that B1 = B2 = 0. Thus, the only nontrivial omponent is Q. The omplex Burgers
equation on C should thus be written as
(18)
{
∂tf1(z, t) + f1(z, t)∂zf1(z, t) = 0
∂tf2(z, t) + ∂z [f1(z, t)f2(z, t)] = 0
What is remarkable is that the seond oordinates of the variables do not appear at all in the equation.
Thus, assume (γt, λt), t ≥ 0 is the one-parameter semigroup of the type B free entral limit law, and
(µ, σ) ∈M×M2 is xed. If we denote (γt, λt)⊞B (µ, σ) = (G(t),L(t)), then the type B free analogue
of the heat equation is given by
(19)
{
∂tGG(t)(z) +GG(t)(z)∂zGG(t)(z) = 0
∂tgL(t)(z) + ∂z [GG(t)(z)gL(t)(z)] = 0
with initial onditions
GG(0)(z) = Gµ(z), gL(0)(z) = gσ(z).
It might be of interest to reord the fat that if P is a one-variable analyti funtion dened on a
neighbourhood of the losed upper half-plane in C, then
∂t[gL(t)(z)P (GG(t)(z))] + ∂z [gL(t)(z)GG(t)(z)P (GG(t)(z))] = 0.
5. Some families of laws and the type B entral limit theorem
As observed above, the (single variable) entral limit theorem for innitesimal free onvo-
lution is equivalent to the entral limit theorem for type B free onvolution. Suh a theorem was
obtained by M. Popa [18℄. The assoiated innitesimal semiirle law is one for whih µ is the
semiirule measure and µ′(tn) = 0 if n is odd and µ′(t2k) = 2kµ(t2k) (the moments of the dierene
of the arsine and semiirular laws).
5.1. Combinatorial interpretation of type B semiirle law. As for the type A entral limit
distribution, a partiular ase of interest in this ontext among nonrossing partitions of type B is a
nonrossing pairing:
Denition 32. A type B non-rossing pairing of size n is a type B non-rossing partition π of
{1, . . . , n,−1, . . . ,−n}, so that either (i) all bloks of π, exept for the zero blok, onsist of two
elements and (ii) either π has no zero blok, or its zero blok has the form {i, j,−i,−j}.
Clearly, n has to be even for suh a non-rossing pairing to exist. In either ase, the
absolute value of π is a non-rossing pairing (of type A). In partiular, exatly one of i, j must be
even.
Lemma 33. The map π 7→ Abs(π) is a (k+1)-to-one over of the set of type A non-rossing pairings
of {1, . . . , 2k} by type B non-rossing pairings of size 2k. More preisely, given a type A non-rossing
pairing π′ and a set K whih is either empty or is a blok of π′, there exists a unique non-rossing
pairing ρ(π,K) of type B, with Abs(π) = π′ and so that the zero blok of π given by {±i : i ∈ K}.
Proof. Let π′ be a xed type A non-rossing pairing of {1, . . . , 2k}. Choose a blok {i, j} of π′,
and let's assume that i < j. Now onsider π dened on {1, . . . , n,−1, . . . ,−n} as follows. First,
{i, j,−i,−j} is a blok of π. Next, if {p, q} is a blok of π′ with i < p < q < j, then both {p, q} and
{−p,−q} are bloks of π. If {p, q} is a blok of π′ with p < q, and either q < i, or p > j or p < i <
j < q, then {p,−q} and {−p, q} are both bloks of π. Alternatively, π = ρ(π′,K) an be desribed by
insisting that π|{i+1,...,j−1} = π′|{i+1,...,j−1}, π|{j+1,...,n,−1,...,−(i−1)} = π′|{j+1,...,n,1,...,i−1} (whih is
non-rossing, sine we have applied a yli permutation of the set underlying π′) and by the ondition
that bloks of π are preserved by inversion. It is lear from this desription that π is non-rossing.
Moreover, it is lear from this desription that this is the unique B non-rossing parition π with zero
blok {i, j,−i,−j} and absolute value π′.
Sine there are k hoies of a blok of π′, we have onstruted k type B pair partitions
with absolute value π′ (and all having a speied zero blok). We an onstrut one more type B
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partition, by stating that {i, j}, {−i,−j} are both bloks of π whenever {i, j} is a blok of π′. This
partition has absolute value π and no zero blok, and hene is the unique type B non-rossing pairing
with this property. To onlude the proof, we set ρ(π′, ∅) = π. 
Let Cn be the number of non-rossing pairings of {1, . . . , 2n} (thus Cn is the Catalan
number
1
n+1
(
2n
n
)
). Let Bn be the number of non-rossing pairings of {1, . . . , 2n} having a nontrivial
zero blok. Then we see that Bn = nCn by Lemma 33. Thus we obtain a ombinatorial interpretation
for the moments of a type B semiirular law:
Proposition 34. Let (µ, µ′) be the innitesimal law of a type B semiirular random variable. Then
for all k = 0, 1, . . . , µ(t2k) = Ck, µ
′(t2k) = Bk and µ(t2k+1) = µ′(t2k+1) = 0.
5.2. Families of type B semiirular variables. Let C(i1, . . . , ik) be the number of all non-
rossing pairings of {1, . . . , k} for whih ip = iq whenever p π∼ q (i.e. these are olor-preserving
partitions of {1, . . . , k} in whih the p-th digit is olored by the olor ip). Let B(i1, . . . , ik; j) be the
number of type B non-rossing pairings of {1, . . . , k} for whih ip = iq whenever |p| π∼ |q| and for
whih the zero blok ontains j. Note that B(i1, . . . , ik; j) = C(i1, . . . , ik), sine Abs(π) together with
the designation of whih pair in Abs(π) omes from the zero blok of π determines π fully, and sine
the parity of j determines uniquely whether it an be the smallest or largest element in a lass of
Abs(π).
By analogy with the single-variable ase, we shall all a family of type B non-ommutative
random variables ((X1, ξ1), . . . , (Xn, ξn)) in a type B probability spae (A,V , τ, f,Φ) a type B semi-
irular family if its law is given by
τ(Xi1 · · ·Xik) = C(i1, . . . , ik)
f(Xi1 · · ·Xij−1ξijXij+1 · · ·Xik) = B(i1, . . . , ik, ; j).
In partiular, note that the variables (X1, . . . , Xn) form a free semiirular family.
Lemma 35. Let ((X1, ξ1), . . . , (Xn, ξn)) be type B non-ommutative random variables as above. Then
they are (type B) freely independent.
Proof. Sine the joint (type A) law of (X1, . . . , Xn) is that of a semiirular family, it follows that
X1, . . . , Xn are (type A) freely independent.
Fix i1, . . . , ik. For π a non-rossing pairing of type A, let c(π) = 1 if ij = ij′ whenever
j
π∼ j′ and c(π) = 0 otherwise. Then we may write, in view of Lemma 33
f(Xi1 · · ·Xij−1ξijXij+1 · · ·Xik) =
∑
pi type B non-rossing
having a zero blok sarting at j
c(Abs(π))
=
∑
Abs(π)
c(Abs(π))
=
∑
ρ type A non-rossing
∏
{a,b} lass of ρ
δia=ib .
Thus if we set κ(X1, . . . , ξj , . . . , Xp) = 0 unless p = 2 and let κ(Xi, Xj) = κ(ξi, Xj) = κ(Xi, ξj) = δi=j ,
then we have
f(Xi1 · · ·Xij−1ξijXij+1 · · ·Xik) =
∑
ρ type A non-rossing
κρ(Xi1 , . . . , ξij , . . . , Xik).
Sine X1, . . . , Xn are (type A) semiirular and free we also have a similar formula for τ :
τ(Xi1 · · ·Xik) =
∑
ρ type A non-rossing
κρ(Xi1 , . . . , Xik).
It follows from formula (6.13) on p. 2292 of [6℄ that the (A′) umulants of the type B familyX1, . . . , Xn
are exatly the funtionals κ that we dened above. Sine κ obviously satises the ondition that
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mixed umulants vanish, it follows that our family is indeed type B freely independent (see Theorem
6.4 on p. 2293, Proposition on p. 2298 and Corollary on p. 2300 of [6℄). 
5.3. The type B Poisson limit theorem. We onsider next the issue of the Poisson limit theorem
for type B distributions. Reall from the paper of M. Popa [18℄ that a type B Bernoulli variable has
the type B law given by
E((a, ξ)n) = ΛAn
where Λ =
[
λ1 λ2
0 λ1
]
and A =
[
α1 α2
0 α1
]
. The formula is valid for all n ≥ 1 (for n = 0 the
orret answer is the identity in C). Thus expliitely we have
E((a, ξ)n) =
[
λ1α
n
1 λ2α
n
1 + nλ1α
n−1
1 α2
0 λ1α
n
1
]
.
Let now
Xt = α1 exp
(
α2
α1
t
)
pt,
where pt is a family of projetions so that τ(pt) = λ1 + tλ2.
4
Then:
τ(Xnt ) = α
n
1 exp
(
α2
α1
nt
)
τ(pt) = α
n
1 exp
(
α2
α1
nt
)
(λ1 + tλ2)
= λ1α
n
1 + t(α
n
1
α2
α1
nλ1 + α
n
1λ2) +O(t
2)
= λ1α
n
1 + t(λ2α
n
1 + nλ1α
n−1
1 α2) +O(t
2),
so that Xt has the desired innitesimal law.
Thus, one an re-interpret Popa's type B Poisson summation theorem as essentially a diret
onsequene of the free Poisson summation theorem, sine for eah xed t, appropriately resaled free
sums of Xnt will have a free Poisson law with parameters (α1 exp(tα2/α1), λ1 + tλ2) as a limit.
(We remind the reader that a free Poisson law with parameters (α, λ) is the result of applying the
homotethy by α to the law with with R-transform λz(1− z)−1).
We state our result in the following orollary:
Corollary 36. Free type B Poisson laws are innitesimals to the family of free Poisson laws with
the parameters (α1 exp(tα2/α1), λ1 + tλ2). An operator model for these laws is
Yt = α1 exp(tα2/α1)XptX = X BtX
where X is a standard semiirular and pt are projetions with τ(pt) = λ1+tλ2, and Bt = α1 exp(tα2/α1)
is type B Bernoulli. Moreover, any produt of the form
Zt Bt Zt
where Zt is a type B semiirular and Bt a type B Bernoulli, is a type B Poisson.
In the spirit of the above orollary, we reall that, as shown by Nia and Speiher in
[15℄, for an arbitrary probability measure on the real line µ, one an dene the tth free additive
onvolution power µ⊞t for any t ≥ 1; moreover, [15℄ provides also an operatorial representation of
µ⊞t. If X = X∗ ∈ (A, ϕ) is distributed aording to µ, and p(t) = p(t)2 = p(t)∗ ∈ (A, ϕ) is a
projetion free from X with ϕ(p(t)) = t−1, then tp(t)Xp(t) ∈ (p(t)Ap(t), 1tϕ) is distributed aording
to µ⊞t. Thus, in a ertain sense, derivating along the path t 7→ µ⊞t with respet to t orresponds at
an operatorial level to derivating along a path of free projetors. This observation holds in partiular
for the stable laws desribed in Corollary 30.
4
Of ourse, we ould modify Xt by removing higher order terms in t, so for example we ould use Xt = α1(1 +
tα2/α1)pt.
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6. A matrix model for type B freeness.
The main result of this setion deals with the asymptotis of the law of a matrix XN whose
entries are semiirular variables. More preisely, we assume that XN = X
∗
N is N × N and that
its entries {X ijN : 1 ≤ i, j ≤ N} form a free semiirular family so that the ovariane of X ijN is
N−1/2(1 + δi=j). The matrix XN is a free probability analog of a real Gaussian random matrix (the
free probability analog of a omplex Gaussian random matrix diers in that the o-diagonal entries
X ijN , i < j, are irular rather than semiirular). Note in partiular that XN = X
t
N if by the latter
we denote the a kind of transpose of XN obained by swithing its rows and olumns.
Although XN has in the N →∞ limit a semiirular law of variane 1, its law varies with
N (in fat, we'll show that the law of XN is seiirular of variane (1+1/N) for all N). Thus one has
a anonial innitesimal law assoiated to XN . Indeed, every moment of XN admits an expansion
in powers of 1/N . Thus moments taken to order t = 1/N give rise to an innitesimal law, and the
main reult of this setion (Corollary 39) states that the innitesimal law assoiated to the matries
XN as N →∞ is the same as the innitesimal law assoiated to a type B semirular variable.
6.1. Matries with entries free reation operators. Let ℓ(i, j, k) be a family of ∗-free reation
operators in a non-ommutative probability spae (A,ψ). We thus assume that
ℓ(i, j, k)∗ℓ(i′, j′, k′) = δi=i′, j=j′, k=k′1
and ψ(w) = 0 whenever w is a word involving ℓ(i, j, k)'s and their adjoints that annot be redued to a
salar using the relation above. It is well-known (see e.g. [...℄) that these two requirements ompletely
determine the joint ∗-distribution of this family and moreover that the operators {ℓ(i, j, k)}i,j,k are
∗-free.
Consider algebra MN×N(A) = MN×N(C) ⊗ A of N × N matries with entries from A,
endowed with the state ψN =
1
N Tr ⊗ ψ. Let LN (k) be the matrix
LN (k) =
1√
N
(ℓ(i, j, k))1≤i,j≤N
and let LN (k)
t
be its transpose:
LN(k)
t =
1√
N
(ℓ(j, i, k))1≤i,j,≤N .
Lemma 37. The elements LN (k), LN (k)
t
satisfy:
LN (k)
∗LN (k′) = δk=k′1
(LN (k)
t)∗LN(k′)t = δk=k′1
(LN (k)
t)∗LN (k′) = δk=k′
1
N
(LN (k))
∗LN(k′)t = δk=k′
1
N
.
Moreover, if w is a word in {LN(k), LN (k)t : k = 1, 2, . . . } and their adjoint, whih annot be redued
to a salar using these relations, then ψN (w) = 0.
Proof. We ompute the a, b-th entry of eah of the matries listed above and use the relations among
ℓ(i, j, k) and their adjoints. For the matrix (LN (k)
t)∗LN (k′), we get as the a, b-th entry
1
N
∑
i
ℓ(a, i, k)∗ℓ(i, b, k′) = δk=k′δa=b
1
N
.
The other omutations are similar.
Finally, if w is an irreduible words, then all entries of w are either zero, or are irreduible
words and thus yield zero when supplied as an argument to ψ. 
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6.2. The law of XN .
Corollary 38. Let {s(i, j, k) : 1 ≤ i ≤ j ≤ N, k = 1, 2, . . .} be a free semiirular family, and let
XN be an N ×N matrix whose i, j-th entry is (1 + δi=j)N−1/2s(i, j, k) if i ≤ j and s(j, i, k) if i > j.
Then {XN(k) : k = 1, 2, . . .} form a free semiirular family, and eah XN(k) is semiirular with
variane (1 + 1/N). In partiular, for eah k, ψN (XN (k)
m) = 0 if m is odd, and
ψN (XN (k)
2n) = Cn
(
1 +
1
N
)n
,
where Cn is the number of non-rossing pairings of {1, . . . , 2n}.
Proof. Let XˆN(k) =
1√
2
(LN(k) + LN (k)
∗ + LN (k)t + (LN (k)t)∗). Then XˆN (k) is self-adjoint and
its i, j-th entry, for i ≤ j is equal to N−1/2(ℓ(i, j, k) + ℓ(j, i, k) + ℓ(i, j, k)∗ + ℓ(j, i, k)∗)/√2. Sine
l(i, j, k) = (ℓ(i, j, k) + ℓ(j, i, k))/
√
2 is a free reation operator for i 6= j and is √2 times a free
reation operator for i = j, it follows that the joint law of the entries of {XˆN(k) : k = 1, 2, . . . } and
{XN(k) : k = 1, 2, . . . } are the same. Thus the laws of these matries are the same as well.
Lk = 2
− 12 (LN (k)+LN (k)t), so that XN (k) = Lk+L∗k. Note that L
∗
kLk′ = (1+1/N)δk=k′
and ψN (w) = 0 whenever w is a word in {Lk, L∗k : k = 1, 2, . . . } whih annot be redued to a salar
using this relation. It then follows that eah Lk + L
∗
k is semiirular of variane (1 + 1/N), and that
{Lk : k = 1, 2, . . .} are ∗-free. 
6.3. Innitesimal laws assoiated to XN as N →∞. Let {XN(k) : k = 1, 2, . . .} be matries as
dened in Corollary 38. Thus the i, j-th entry s(i, j, k) of XN (k) is a semiirular variable of variane
N−1/2(1 + δi=j) and the variables {s(i, j, k) : 1 ≤ i, j ≤ N, k = 1, 2, . . . } are assumed to be freely
independent.
We now onsider the innitesimal law of the family {XN(k) : k = 1, 2, . . . } as t = 1/N
approahes 0 (so N →∞). Thus we dene µ, µ′ by
µ(p) = lim
1/N→0
ψN (p(XN (1), . . . , XN (m)),
µ′(p) = lim
1/N→0
1
1/N
(ψN (p(XN (1), . . . , XN(m))− µ(p)),
for p an arbitrary non-ommutative polynomial in m variables t1, . . . , tm.
Corollary 39. Let (µ, µ′) be as dened in the previous paragraph. Then the variables t1, . . . , tm are
innitesimally free when onsidered with the law (µ, µ′). Furthermore, the restrition of (µ, µ′) to any
variable tk yields an innitesimal (i.e., type B) semiirular law.
Proof. Indeed, the joint law of {XN(k) : k = 1, 2, . . . } with respet to ψN is that of a free semirular
family of ovariane (1+1/N). The statement of the orollary now follows using Corollary 30 applied
to the ase of the semiirular distribution and from Proposition 16. 
As we noted in the introdution, it is neessary to start with a matrix XN with semiirular
entries; a real Gaussian random matrix will not work.
7. Multipliative free onvolution of type B
It has been shown in [18℄ that one an dene a natural multipliative analogue of the
operation ⊞B, whih we will denote by ⊠B. Surprisingly, the main additive results have a formal
multipliative analogue, with the notable exeption of Theorem 22. Unlike in the additive ase, it
is far from lear what would be the narrowest appropriate lass of analyti objets for the seond
oordinate in the multipliative ase. Sine proofs are idential to the ones from the previous setion,
we will provide only the statements of our results.
First we shall introdue several notations. For any probability measure µ, let
ψµ(z) =
∫
zt
1− zt dµ(t),
FREE PROBABILITY OF TYPE B: ANALYTIC INTERPRETATION AND APPLICATIONS 27
be its moment generating funtion. If µ is supported on the unit irle T in the omplex plane, then
ψµ is dened and analyti inside the unit dis D and takes values in the half-plane {z : ℜz ≥ −1/2}.
If µ is supported on the positive half-line [0,+∞), then ψµ is an analyti self-map of C \ [0,+∞)
whih preserves the upper and lower half-planes and inreases the argument: π > argψµ(z) ≥ arg z
for 0 < arg z < π. In the following we shall denote by MT the set of Borel probability measures
supported on the unit irle and by M+ the set of Borel probability measures supported on the
positive half-line. Biane [5℄ has shown that a subordination result holds also for free multipliative
onvolution:
Theorem 40. Let µ1, µ2 be two Borel probability measures, and denote by µ3 = µ1 ⊠ µ2 their free
multipliative onvolution.
(1) If µ1, µ2 ∈ MT, then there exist two analyti self-maps ω1, ω2 of the unit dis so that
(a) |ωj(z)| ≤ |z|, z ∈ D, j ∈ {1, 2};
(b) ψµj (ωj(z)) = ψµ1⊠µ2(z), z ∈ D, j ∈ {1, 2}.
(2) If µ1, µ2 ∈ M+, then there exist two analyti self-maps ω1, ω2 of the slit omplex plane
C \ [0,+∞) so that
(a) π > argωj(z) ≥ arg z, z ∈ C+, j ∈ {1, 2};
(b) ψµj (ωj(z)) = ψµ1⊠µ2(z), z ∈ C \ [0,+∞), j ∈ {1, 2}.
Moreover, in both ases the subordination funtions satisfy the following relation:
(20)
zψµ1⊠µ2(z)
1 + ψµ1⊠µ2(z)
= ω1(z)ω2(z),
for z in the domain of ψµ1⊠µ2 .
Using this result and the work of Popa [18℄, one an prove the following results:
Proposition 41. Consider two type B random variables (a1, ξ1), (a2, ξ2) whih are B-free and dis-
tributed aording to (µ1, ν1) and (µ2, ν2), respetively. Assume all these distributions are ompatly
supported. Denote by (µ3, ν3) the distribution of (a1, ξ1)(a2, ξ2) = (a1a2, a1ξ2 + ξ1a2). Then, with the
notations from Theorem 40, we have
(a) µ3 = µ1 ⊠ ν1;
(b)
ψν3(z)
z
=
ψν1(ω1(z))
ω1(z)
ω′1(z) +
ψν2(ω2(z))
ω2(z)
ω′2(z).
Observe that we have not speied the domain on whih the funtions above are dened, or
the analyti nature of νj , at this moment. While the domains of the funtions involved are rather easy
to nd (the unit dis for distributions supported on T and the slit omplex plane for distributions on
the positive half-line), unfortunately it is not lear what appropriate sets of distributions are stable
under ⊠B. The following analogue of Theorem 26 is the only exeption we know.
Theorem 42. Assume that the funtions γj : [0, 1] → Mǫ (ǫ ∈ {T,+}) are dierentiable on (0, 1)
and γ′j extend ontinuously to [0, 1], j ∈ {1, 2}. Then (γ1(t), γ′1(t)) ⊠B (γ2(t), γ′2(t)) = (γ1(t) ⊠
γ2(t),
d
dt(γ1(t)⊠ γ2(t))), for all t ∈ [0, 1].
Proof. The proof is similar to the one of Theorem 26. We derivate in the subordination formula:
∂tψγ1(t)⊠γ2(t)(z) = ψγ′j(t)(ω
t
j(z)) + ψ
′
γj(t)
(ωtj(z))∂tω
t
j(z),
for j ∈ {1, 2}, with ωtj denoting the subordination funtion provided by Theorem 40. From (20),
together with the formula above, we get
z∂tψγ1(t)⊠γ2(t)(z)
(1 + ψγ1(t)⊠γ2(t)(z))
2
=
∂tψγ1(t)⊠γ2(t)(z)− ψγ′1(t)(ωt1(z))
ψ′γ1(t)(ω
t
1(z))
ωt2(z)+
∂tψγ1(t)⊠γ2(t)(z)− ψγ′2(t)(ωt2(z))
ψ′γ2(t)(ω
t
2(z))
ωt1(z).
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Realling that ψ′γ1(t)⊠γ2(t)(z) = ψ
′
γj(t)
(ωtj(z))(ω
t
j)
′(z), we may amplify the two frations in the right
hand term of the equality above by (ωt1)
′(z) and (ωt2)
′(z), respetively, and multiply by ψ′γ1(t)⊠γ2(t)(z)
in order to get, after regrouping,
zψγ1(t)⊠γ2(t)(z)
(
ψγ1(t)⊠γ2(t)(z)
1 + ψγ1(t)⊠γ2(t)(z)
)′
= ψγ1(t)⊠γ2(t)(z)[ω
t
1(z)(ω
t
2)
′(z) + (ωt1)
′(z)ωt2(z)]
−ψγ′1(t)(ωt1(z))(ωt1)′(z)ωt2(z)− ψγ′2(t)(ωt2(z))(ωt2)′(z)ωt1(z).
Equation (20) implies that z
(
ψγ1(t)⊠γ2(t)(z)
1+ψγ1(t)⊠γ2(t)(z)
)′
− ωt1(z)(ωt2)′(z)− (ωt1)′(z)ωt2(z) = −
ψγ1(t)⊠γ2(t)(z)
1+ψγ1(t)⊠γ2(t)(z)
.
Using this relation, mutliplying the equation above by [ωt1(z)ω
t
2(z)]
−1
and applying again (20) provides
∂tψγ1(t)⊠γ2(t)(z)
z
=
ψγ′1(t)(ω
t
1(z))
ωt1(z)
(ωt1)
′(z) +
ψγ′2(t)(ω
t
2(z))
ωt2(z)
(ωt2)
′(z).
The above equality holds for z ∈ D if ǫ = T and for z ∈ C \ [0,+∞) if ǫ = +. The theorem follows
now from Proposition 41. 
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