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Abstract
Communication services with heterogeneous performance requirements are emerging as key use
cases for 5G and beyond cellular networks. This paper deals with the coexistence of two service classes,
i.e., critical service (CS) and non-critical service (NCS) on a grant-free channel consisting of the radio
access and backhaul segments. On the radio access segment, Internet-of-Things (IoT) devices send
packets to a set of non-cooperative access points (APs) using slotted ALOHA (SA). The APs then
forward correctly received messages to a base station over a shared wireless backhaul segment adopting
SA. The APs hence play the role of low-complexity relays that improve space diversity and reduce
performance losses caused by interference on the access segment. We study first a simplified erasure
channel model, which is well suited for non-terrestrial applications. Then, in order to account for
terrestrial scenarios, the impact of fading is considered. Throughput and packet success rate metrics are
derived, and numerical results are provided to assess the performance trade-offs between CS and NCS.
Among the main conclusions, we show that orthogonal inter-service resource allocation is generally
preferred for NCS devices, while non-orthogonal protocols can improve the throughput and packet
success rate of CS devices for both terrestrial and non-terrestrial scenarios.
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2I. INTRODUCTION
Future generations of cellular and satellite networks will include new services with vastly
different performance requirements. In recent 3GPP releases [1], a distinction is made among
Ultra-Reliable and Low-Latency Communications (URLLC), with stringent delays and packet
success rate requirements; enhanced Mobile Broadband (eMBB) for high throughput; and mas-
sive Machine Type Communications (mMTC) for sporadic transmissions with large spatial
densities of devices [2]–[4]. In this paper, we focus on Internet of Things (IoT) scenarios, which
are typically assumed to fall into the mMTC service category [5]. We take a further step compared
to the mentioned 3GPP classification by considering a beyond-5G scenario characterized by the
coexistence of heterogeneous IoT devices having critical and non-critical service requirements.
Devices with critical service (CS) requirements must be provided more stringent throughput and
packet success rate performance guarantees than non-critical service (NCS) devices. The model
under study also applies to the case in which each device may require alternatively CS or NCS,
as envisioned for the massive URLLC (mURLLC) service class in recent proposals [6]. We note
that CS for IoT will be introduced in 3GPP release 17 [7] under the name enhanced Industrial
IoT (IIoT), while NCS IoT is a typical use case for New Radio-light (NR-light), which will also
be studied in release 17 [7].
In the presence of a large number of IoT devices [8] requiring the transmission of small
amounts of data, conventional grant-based radio access protocols can cause a significant overhead
on the access network due to the large number of handshakes to be established. A potentially
more efficient solution is given by grant-free radio access protocols. Under grant-free access,
devices transmit whenever they have a packet to deliver without any prior handshake [9]–[11].
This is typically done via some variations of the classical ALOHA random access scheme [12].
Grant-free access protocols are used by many commercial solutions in the terrestrial domain,
e.g., by Sigfox [13] and LoRaWAN [14]; as well as in the satellite domain, using constellations
of low-earth orbit satellites (LEO), e.g. Orbcomm [15] and Myriota [16].
In classical cellular IoT scenarios, orthogonal inter-service resource allocation schemes are
typically used [17]. However, due to their static nature, orthogonal schemes may cause an
inefficient use of resources when traffic patterns are hard to predict as in grant-free IoT systems.
To obviate this problem, dynamic spectrum access schemes have been proposed whereby devices
can use idle resources allocated to other devices. Reinforcement learning or online optimization
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Fig. 1: An IoT system with grant-free wireless radio access and shared backhaul with
uncoordinated APs, in which IoT devices generate CS or NCS messages. The setup in (a)
illustrates a non-terrestrial communications scenario with binary erasure channels modeling the
presence/absence of a line-of-sight link. The setup in (b) illustrates a terrestrial communications
scenario with fading channels.
solutions can be used to derive transmission strategies that maximize the throughput [18]–[20].
Though promising, these solutions can fall short when devices are equipped with very limited
computational capabilities and battery capacity, low memory, and when they are placed in highly
dynamic environments.
Non-orthogonal resource allocation, which allows the access of multiple devices to the same
time-frequency resource, presents a promising alternative solution [21]–[24]. Recent work has
proposed to apply non-orthogonal resource allocation to heterogeneous services [25]–[27]. In or-
der to mitigate the impact of interference in non-orthogonal schemes, one can leverage successive
interference cancellation (SIC) [28], time diversity [29], and/or space diversity [30] [31].
As illustrated in Fig. 1, space diversity is provided by multiple Access Points (APs) that play
the role of relays between the devices and the Base Station (BS). For terrestrial networks, this
topology reflects important deployments such as Cloud-RAN (C-RAN), ultra-dense networks as
well as the use of Unmanned Aerial Vehicles (UAV) as flying base stations [32]–[34] or relays
4[35], which could be coupled with non-orthogonal resource allocation [36]. Furthermore, the
space diversity model is relevant for non-terrestrial scenarios, in view of the renewed interest
on the deployment of Low-Earth Orbit (LEO), mega-constellations, e.g., Amazon Kuiper [37],
SpaceX Starlink [38] and OneWeb [39], and in light of the introduction of a new 3GPP work
item for IoT over non-terrestrial networks (NTN) [7]. With thousands of LEO satellites, these
constellations will offer connectivity to each earth location with multiple satellites at a time.
Satellite based IoT deployments can hence extend connectivity to remote areas with low or
no cellular coverage, enabling applications in many industries, such as maritime and road
transportation, farming, mining and environment monitoring.
Main Contributions: In this work, we study grant-free access for CS and NCS in space
diversity-based models for both non-terrestrial and terrestrial applications. We analytically derive
throughput and packet success rate measures for both CS and NCS as a function of key param-
eters such as the number of APs, traffic load and frame size. The analysis, which generalizes
conventional models used for slotted ALOHA (SA), accounts for orthogonal and non-orthogonal
inter-service access schemes, as well as for binary erasure channels modeling NTN (Fig. 1(a))
and for fading channels modeling terrestrial networks (Fig. 1(b)). Finally, two receiver models
are considered, namely, a collision model, where packets transmitted by the same device are
assumed to undergo destructive collision, and a superposition model, where packets transmitted
from the same device are superposed at the receiver. The analysis sheds lights on the advantages
of each access scheme with respect to the type of service in addition to giving insights on
different regimes as function of the number of time and space resources available.
Preliminary results for our model were presented in [40] and [41]. In [40], a simplified system
with a single service was considered with non-orthogonal access, erasure channels model and
a simplified collision model. In [41], the coexistence CS and NCS was considered under the
erasure channels model and a simpler collision model whereby CS transmissions are assumed
to be unaffected by NCS regardless of the NCS load. In addition, in contrast to this paper, the
analysis performed in [41] does not allow the derivation of closed-form expressions which are
of practical interest. Finally, these papers do not consider the terrestrial scenario.
The rest of the paper is organized as follows. In Sec. II we describe the system model used
and the performance metrics. In Sec. III we study the system in the presence of a single service
while Sec. IV and V tackle the heterogeneous services case under the general collision and
superposition model respectively. Finally, the heterogeneous service case is evaluated under the
5fading channel model in Sec. VI, conclusions and extensions are discussed in Sec. VII.
Notation: Throughout our discussion, we denote as X ∼ Bin(n, p) a Binomial random
variable (RV) with n trials and probability of success p; as X ∼ Poiss(λ) a Poisson RV with
parameter λ. We also write (X, Y ) ∼ f · g for two independent RVs X and Y with respective
probability density functions f and g.
II. SYSTEM MODEL AND PERFORMANCE METRICS
A. System Model
We first consider the system illustrated in Fig. 1, in which L APs, e.g., LEO satellites, provide
connectivity to IoT devices. The APs are in turn connected to a BS, e.g., a ground station, through
a shared wireless backhaul channel. We assume that time over both access and backhaul channels
is divided into frames and each frame contains T time slots. At the beginning of each frame, a
random number of IoT devices are active. The number of active IoT devices that generate CS
and NCS messages at the beginning of the frame follow independent Poisson distributions with
average loads γcG and (1−γc)G [packet/frame], respectively, for some parameter γc ∈ [0, 1] and
total load G. Users select a time-slot uniformly at random among the T time-slots in the frame
and independently from each other. By the Poisson thinning property [42], the random number
Nc(t) of CS messages transmitted in a time-slot t follows a Poisson distribution with average
Gc = γcG/T [packet/slot], while the random number Nc¯(t) of NCS messages transmitted in
slot t follows a Poisson distribution with average Gc¯ = (1− γc)G/T [packet/slot].
Radio Access Model: As in, e.g., [40], [43], [44], we model the access links between any
device and an AP as an independent interfering erasure channel with erasure probability ǫ1.
In non-terrestrial applications, as represented in Fig. 1a, this captures the presence or absence
of a line-of-sight link between the transmitter and the receiver. A packet sent by a user is
independently erased at each receiver with probability ǫ1, causing no interference, or is received
with full power with probability 1 − ǫ1. The erasure channels are independent and identically
distributed (i.i.d.) across all slots and frames. Interference from messages of the same type
received at an AP is assumed to cause a destructive collision. Furthermore, CS messages are
assumed to be transmitted with a higher power than NCS messages so as to improve their
packet success rate, hence creating significant interference on NCS messages. As a result, in
each time-slot, an AP can be in three possible states:
6• a CS message is retrieved successfully if the AP receives only one (non-erased) CS message
and no more than a number K of (non-erased) NCS messages. This implies that, due to
their lower transmission power, NCS messages generate a tolerable level of interference on
CS messages as long as their number does not exceed the threshold K;
• a NCS message is retrieved successfully if the AP receives only one (non-erased) NCS
message;
• no message is retrieved otherwise.
Backhaul model: The APs share a wireless out-of-band backhaul that operates in a full-duplex
mode and in an uncoordinated fashion as in [40]. The lack of coordination among APs can be
considered as a worst-case scenario in dense low-cost terrestrial cellular deployments [45] [31]
and as the standard solution for constellations of LEO satellites that act as relays between ground
terminals and a central ground station. In fact, satellite coordination, although feasible through
the use of inter-satellite links [46], may be costly in terms of on-board resources. In each time-
slot t + 1, an AP sends a message retrieved on the radio access channel in the corresponding
slot t over the backhaul channel to the BS. APs with no message retrieved in slot t remain silent
in the corresponding backhaul slot t+ 1. The link between each AP and the BS is modeled as
an erasure channel with erasure probability ǫ2, and destructive collisions occur at the BS if two
or more messages of the same type are received. As for the radio access case, erasure channels
are i.i.d. across APs, slots and frames. We note that different forwarding strategies and buffering
can be modelled by defining a forwarding probability at each AP. This can easily be accounted
for in our model by simply multiplying the probability of successfully receiving a packet at each
AP by the forwarding probability. We refer to [47] for details.
In order to model interference between APs, we consider two scenarios. The first, referred
to as collision model, assumes that multiple messages from the same device cause destructive
collision. Under this model, in each time-slot, the BS’s receiver can be in three possible states:
• as for radio access, a CS message is retrieved successfully at the BS if only one CS message
is received from any AP, along with no more than K NCS messages;
• a NCS message is retrieved successfully if no other CS or NCS message is received;
• no message is retrieved at the BS otherwise.
In the second model, referred to as superposition model, the BS is able to decode from the
superposition of multiple instances of the same packet that are relayed by different APs on
7the same backhaul slot, assuming no collisions from other transmissions. In practice, this can
be accomplished by ensuring that the time asynchronism between APs is no larger that the
cyclic prefix in a multicarrier modulation implementation. Synchronization can be ensured, for
example, by having a central master clock at the BS against which the local time bases of APs
are synchronized [48]. Overall, the BS’s receiver can be in three possible states:
• a CS message is retrieved successfully at the BS in a given time-slot if no other CS message
and no more than K NCS messages are received by the BS;
• a NCS message is retrieved successfully if no CS messages and no other NCS messages
are received in the same slot;
• no message is retrieved at the BS otherwise.
Inter-service TDMA: In addition to non-orthogonal resource allocation whereby devices from
both services share the entire frame of T time-slots, we also consider orthogonal resource
allocation, namely inter-service time division multiple access (TDMA), whereby a fraction αT
of the frame’s time-slots are reserved to CS devices and the remaining (1−α)T for NCS devices.
Inter-service contention in each allocated fraction follows a SA protocol as discussed above. In
the following, we derive the performance metrics under the more general non-orthogonal scheme
described above. The performance metrics under TDMA for each service can be directly obtained
by replacing T with the corresponding fraction of resources in the performance metrics equations
and setting the interference from the other service to zero.
B. Performance Metrics
We are interested in computing the throughput Rc and Rc¯ [packet/slot] and the packet success
rate Γc and Γc¯ [packet/frame] for CS and NCS respectively. The throughput is defined as the
average number of packets received correctly in any given time-slot at the BS for each type of
service. The packet success rate is defined as the average probability of successful transmission
of a given user given that the user is active, i.e., that it transmits a packet in a given frame.
C. Considerations on the System Model Assumptions
Before moving to the analysis, some remarks on the considered system model are in order.
First, the binary erasure collision channel model with i.i.d. erasures-also referred to as on-off
fading model in the literature [49]-entails some simplifications that need to be discussed. When
the aggregate channel traffic is high, in a realistic scenario, the aggregate interference power, even
8if very small on a single packet level, may become relevant and hinder the correct reception of a
data unit when many concurrent packets are transmitted. This particular aspect is not captured by
the considered channel model, which only models independent erasures. However, the relevance
of this scenario remains limited since high channel load conditions in an SA-based system yield
unacceptable packet success rates [50]. From this standpoint, the model we consider captures
well the behaviour of practical systems in the more interesting low-to-moderate channel load
conditions.
Secondly, assuming independent erasures across all links provides an upper bound on the
achievable performance in more realistic configurations in which fading events can render the
link towards multiple relays correlated [51]. In general, this bound is expected to provide a
good approximation for LEO constellation links towards different satellites due to the spatial
separation of the channels. In contrast, this assumption may be an optimistic estimate of the
performance for terrestrial systems with denser deployments.
Finally, the use of uncoordinated access in the APs-to-BS links should be considered against
the use of coordinated-access mechanisms. While the latter can ideally provide higher through-
puts, it may also become inefficient when the traffic activity seen at the APs varies heavily, is
difficult to predict, or when APs move as in a LEO constellation. In such cases, the overhead
required to coordinate the access among relays overcomes the increase in data delivery and thus
uncoordinated access may become preferable.
III. SINGLE SERVICE UNDER COLLISION MODEL
A. Performance Analysis
We start by considering the baseline case of a single service under the collision model. While
this can account for either CS or NCS, we consider here without loss of generality only the CS
by setting γc = 1. We note that this model is similar to a multiple-relay SA often referred to as
modern random access protocol [40]. An AP successfully retrieves a packet when only one of
the Nc = nc transmitted packets arrives unerased, i.e. with probability
pnc = nc (1− ǫ1) ǫ
nc−1
1 , (1)
9where the term ǫnc−11 is the probability that the remaining nc − 1 packets are erased. Removing
the conditioning on Nc, one can obtain the average radio access throughput as
ENc [pnc ] =
∞∑
nc=0
Gncc e
−Gc
nc!
· pnc = Gc(1− ǫ1) e
−Gc(1−ǫ1), (2)
which corresponds to the throughput of a SA link with erasures.
The overall throughput Rc depends also on the backhaul channel. In particular, for a successful
packet transmission, an AP must successfully decode one packet, which should then reach the
BS unerased over the backhaul channel. This occurs with probability
qnc = pnc (1− ǫ2). (3)
In addition, the packet should not collide with other packets. By virtue of the independence
of erasure events, the number of incoming packets on the backhaul during a slot follows the
binomial distribution Bin(L, qnc). Recalling that collisions are regarded as destructive under
the collision model, a packet is retrieved only when a single packet reaches the BS, i.e. with
probability qc = Lqnc(1− qnc)
L−1. The CS throughput can then be derived as
Rc = ENc [qc] =
∞∑
nc=0
Gncc e
−Gc
nc!
· L qnc(1− qnc)
L−1. (4)
This can be computed in closed form as stated in the following proposition.
Proposition 1: Under the collision model, assuming γc = 1 (single service), the throughput
Rc is given as function of the number of APs L, channel erasure probabilities ǫ1 and ǫ2, and
CS packet load Gc as
Rc =
L−1∑
ℓ=0
(−1)ℓ L
(
L− 1
ℓ
)[
(1− ǫ1)(1− ǫ2)
ǫ1
]ℓ+1
e−Gc · Hℓ+1
(
Gc ǫ
ℓ+1
1
)
, (5)
where the auxiliary function Hm(x) is defined recursively as
H0(x) = e
x
and Hm(x) = x
m−1∑
ℓ=0
(
m− 1
ℓ
)
Hℓ(x) m ≥ 1.
(6)
Proof: Denoting β = (1 − ǫ1)(1 − ǫ2), and recalling the definitions of probabilities pnc and
qnc in equations (1) and (3), the throughput (4) can be written as
Rc =
∞∑
nc=0
Gncc e
−Gc
nc!
· Lβ ncǫ
nc−1
1
(
1− β ncǫ
nc−1
1
)L−1
(a)
=
L−1∑
i=0
(−1)i L
(
L− 1
i
)
βi+1 e−Gc
ǫi+11
∞∑
nc=0
(
Gc ǫ
i+1
1
)nc
nc!
· nc
i+1,
(7)
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Fig. 2: Single service (here CS) throughput (solid line) and packet success rate (dashed line) as
a function of the number of time-slots T (ǫ = 0.5, G = 16 [packet/frame], γc = 1 and L = 3
APs).
where (a) follows by applying Newton’s binomial expansion and after some simple yet tedious
rearrangements. Let us now introduce the auxiliary function
Hm(x) =
∞∑
nc=0
xnc nc
m
nc!
. (8)
From the definition of Taylor’s series for the exponential function, we have H0(x) = ex.
Moreover, for m ≥ 1, we have
Hm(x) = x
∞∑
nc=0
xnc−1 nc
m−1
(nc − 1)!
(b)
= x
∞∑
t=0
xt (t + 1)m−1
t!
(9)
(c)
= x
m−1∑
ℓ=0
(
m− 1
ℓ
) ∞∑
t=0
xt tℓ
t!
(10)
= x
m−1∑
ℓ=0
(
m− 1
ℓ
)
Hℓ(x), (11)
where equality (b) applies the change of variable t = nc−1 and equality (c) results from applying
once more Newton’s binomial expansion to (t + 1)m−1. Plugging this result into the innermost
summation within (7) leads to the closed form expression of the CS throughput reported in
(5).
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We now turn to the packet success rate. Define the RV N ′c ≥ 1 to count the number of
transmitted messages given that at least one message is transmitted. This RV has the distribution
P (N ′c = n
′
c|N
′
c ≥ 1) = (1− e
−Gc)−1 ·
e−GcG
n′c
c
n′c!
(12)
which corresponds to a normalized Poisson distribution over the set {1, . . . ,∞}. For a given
value N ′c = n
′
c, the probability that the packet of a given user u reaches an AP given that u is
active is given by pu = (1− ǫ1)ǫ
n′c−1
1 . Furthermore, the probability that the user’s packet reaches
the BS is given as
qu = Lpu(1− ǫ2)︸ ︷︷ ︸
(a)
(1− qn′c)
L−1︸ ︷︷ ︸
(b)
, (13)
where pn′c and qn′c are defined in (1) and (3). In (13), term (a) is the probability that the user’s
packet is received at the BS from any of the L APs, while (b) denotes the probability that the
BS does not receive any CS message from the remaining L − 1 APs. The packet success rate
Γc, can be obtained by averaging (13) over N
′
c as Γc = EN ′c [qu]. This can be obtained in closed
form as stated in the following proposition.
Proposition 2: Under the collision model, assuming γc = 1 (single service), the packet success
rate Γc is given as function of the number of APs L, channel erasure probabilities ǫ1 and ǫ2,
and CS packet load Gc as
Γc = Lβ(1−e
−Gc)−1e−Gc
L−1∑
l=0
(−β)l
ǫl+11
(
L− 1
l
)[
1l=0(e
ǫ1Gc − 1) + 1l>0Hl(Gcǫ
l+1
1 )
]
, (14)
where the function Hl(·) is defined in (6) and we have β = (1− ǫ1)(1− ǫ2).
Proof: The proof follows using the same steps as for Proposition 1.
We note that in the regime of high number of APs, i.e., L → ∞, the throughput and packet
success rate derived in Proposition 1 and Proposition 2 are equal to zero as detailed in Appendix
D. This shows that the number of APs should be carefully selected. This will be further
investigated in Sec. V for heterogeneous services.
B. Examples
Using expressions derived in Proposition 1 and 2, we plot in Fig. 2 the throughput and packet
success rate for a single service as function of the number of time-slots T . Increasing T is seen
to improve the packet success rate: an active user has a larger chance of successful transmission
when more time-slots are available for random access. In contrast, there exist an optimal value
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of T for the throughput, as hinted by the analysis of the standard ALOHA protocol. Increasing
T beyond this optimal value reduces the throughput owing to the larger number of idle time-
slots. The asymptotic behaviors of packet success rate and throughput can be easily verified
theoretically using the expressions in Proposition 1 and Proposition 2 by taking their limit when
Gc tends to zero.
IV. HETEROGENEOUS SERVICES UNDER COLLISION MODEL
In this section, we extend the analysis in the previous section to derive the throughput and
packet success rate of both CS and NCS under the collision model described in Sec. II.
A. Heterogeneous Services with Ideal NCS-to-CS Interference Tolerance
We start by considering the case in which decoding of CS messages is not affected by NCS
traffic, i.e., we set K → ∞. Under this assumption, the CS throughput and packet success
rate expressions equals the expressions in Propositions 1 and 2. We hence focus here on the
performance of NCS, as summarized in the following proposition.
Proposition 3: Under the collision model with ideal NCS-to-CS interference tolerance, i.e.
K → ∞, the NCS throughput Rc¯ and packet success rate Γc¯ can be respectively written as
function of the number of APs L, channel erasure probabilities ǫ1 and ǫ2, and CS and NCS
packet loads Gc and Gc¯ as
Rc¯ = L
L−1∑
i=0
i∑
k=0
(−1)i
(
L− 1
i
)(
i
k
)(
β
ǫ1
)i+1
e−GHi−k(Gcǫ
i+1
1 )Hk+1(Gc¯ǫ
k+1
1 ) (15)
and Γc¯ =
L−1∑
l=0
Lβl+1ǫ
−(l+1)
1 (−1)
−l(1− e−Gc¯)−1
(
L− 1
l
){ l∑
m=0
(
l
m
)
A · B+
e−G[1l=0(e
ǫ1Gc¯ − 1) + 1l>0Hl(Gc¯ǫ
l+1
1 )]
}
,
(16)
where
A = e−Gc(eGcǫ
l+1
1 − 1)1m=0 + e
−GcHm(Gcǫ
l+1
1 )1m>0 (17)
B = e−Gc¯Hl−m(Gc¯ǫ
l−m+1
1 )1l−m6=0 + e
−Gc¯(eǫ1Gc¯ − 1)1l−m=0. (18)
Proof: The proof is detailed in Appendix A.
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Fig. 3: CS and NCS throughput as function of the fraction of CS messages γc for the
collision model and using non-orthogonal resource allocation (ǫ1 = ǫ2 = ǫ = 0.4 or 0.7,
G = 8 [packet/frame], T = 4 [time-slot/frame], and L = 3 APs).
B. Examples
In order to study the performance trade-offs between the two services, we start by investigating
the impact of γc by plotting in Fig. 3 the CS and NCS throughputs versus γc with ǫ1 = ǫ2 = ǫ,
G = 30 [packet/frame], T = 4 [time-slot/frame], and L = 3 APs. For CS, there is an optimal
value of γc that ensures an optimized CS load as in the standard analysis of the ALOHA protocol,
discussed also in the context of Fig. 2. In contrast, the NCS throughput decreases as function of
γc due to the increasing interference from CS transmissions. The NCS throughput is also seen
to increase as a function of the channel erasure ǫ when ǫ is not too large. This is because a
larger ǫ can reduce the interference from CS transmissions.
C. Heterogeneous Services with Limited NCS-to-CS Interference Tolerance
We now alleviate the assumption that CS transmissions can withstand any level of NCS
interference by assuming that interference from at most K NCS transmissions can be tolerated
without causing a collision from CS traffic. We derive both CS and NCS performance metrics.
We note that, perhaps counter-intuitively, both CS and NCS performance metrics are affected by
the CS interference tolerance parameter K. In fact, with a lower value of K, a smaller number
of CS packets tends to reach the BS, reducing interference to NCS transmissions. We start by
detailing the NCS performance metrics.
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Proposition 4: Under the collision model with limited NCS-to-CS interference tolerance, i.e.
finite K, the NCS throughput and packet success rate are given as a function of the number of
APs L, channel erasure probabilities ǫ1 and ǫ2, and CS and NCS packet loads Gc and Gc¯ as
Rc¯ =L
L−1∑
i=0
i∑
k=0
(−1)i
(
L− 1
i
)(
i
k
)(
β
ǫ1
)i+1
e−GHi−k(Gcǫ
i+1
1 )
[
ξ1(K,L,Gc¯, ǫ1) + ξ2(K,L,Gc¯, ǫ1)
]
(19)
and Γc¯ = ENc,N ′c¯
[
L(1− ǫ1)ǫ
N ′c¯−1
1 ǫ
Nc
1 (1− ǫ2)(1− q)
L−1
]
, (20)
where q = (1− ǫ2)(pNcγK−1(N
′
c¯, ǫ1) +N
′
c¯(1− ǫ1)ǫ
N ′c¯−1
1 ǫ
Nc
1 ) and,
ξ1(K,L,Gc¯, ǫ1) =
K∑
nc¯=0
(Gc¯ǫ
k+1
1 )
nc¯
nc¯!
nk+1c¯ (21a)
ξ2(K,L,Gc¯, ǫ1) =
+∞∑
nc¯=K+1
(Gc¯ǫ
k+1
1 )
nc¯
nc¯!
· nk+1c¯
[ K∑
l=0
(
nc¯
l
)
(1− ǫ1)
lǫnc¯−l1
]i−k
, (21b)
and the expectation in (20) is taken with respect to independent RVs Nc and N
′
c¯, with the latter
distributed as in (12) with the index c¯ in lieu of c.
Proof: The proof is detailed in Appendix D.
We now address the CS analysis. With finite K, a CS message is correctly received at any
AP if it is the only non-erased CS message and no more than K NCS messages are received
erasure-free at the AP. Conditioned on the number of messages Nc = nc and Nc¯ = nc¯, the
probability of the first event is given by pnc defined in (1), while the probability of the second
event is given by γK(nc¯, ǫ1) with
γK(x, ǫ) =


1 if x ≤ K∑K
i=0
(
x
i
)
(1− ǫ)i ǫx−i otherwise.
(22)
Removing the conditioning on Nc¯, the probability of the second event can be written as
K∑
nc¯=0
Gnc¯c¯ e
−Gc¯
nc¯!
+
∞∑
nc¯=K+1
Gnc¯c¯ e
−Gc¯
nc¯!
[
K∑
i=0
(
nc¯
i
)
(1− ǫ1)
i ǫnc¯−i1
]
= Q(K + 1, Gc¯) + ξ(K,Gc¯),
(23)
where the first term in (23) is the regularized gamma function and ξ(K,Gc¯) represents the second
term. For the CS performance metrics we distinguish the following two cases depending on the
number L of APs.
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1) Small number of APs (L ≤ K + 1): In this case, the effect of finite interference tolerance
K affects only the radio access transmission phase. In fact, in the backhaul transmission phase,
if L ≤ K + 1, the number of interfering NCS transmissions on a CS packet at the BS cannot
exceed K.
Proposition 5: Under the collision model, the CS throughput and packet success rate given
as a function of the number of APs L ≤ K +1, channel erasure probabilities ǫ1 and ǫ2 and CS
and NCS packet loads Gc and Gc¯ as
Rc =
L−1∑
ℓ=0
(−1)ℓ L
(
L− 1
ℓ
)[
(1− ǫ1)(1− ǫ2)
ǫ1
]ℓ+1
e−GcHℓ+1
(
Gc ǫ
ℓ+1
1
)
[Q(K+1, Gc¯)+ξ(K,Gc¯, ℓ)]
(24)
and Γc = EN ′c,Nc¯[Lpu(1− ǫ2)(1− qN ′c)
L−1], (25)
where
ξ(K,Gc¯, ℓ) =
∞∑
nc¯=K+1
Gnc¯c¯ e
−Gc¯
nc¯!
[
K∑
i=0
(
nc¯
i
)
(1− ǫ1)
iǫnc¯−i1
]ℓ+1
(26)
and qn′c = n
′
c(1− ǫ1)ǫ
n′c−1
1 γK(nc¯, ǫ1)(1− ǫ2) is the probability of receiving any CS packet at the
BS. and the expectation in (25) is taken with respect to independent RVs Nc¯ and N
′
c, with the
latter distributed as in (12).
Proof: The proof is provided in Appendix E.
Comparing the CS throughput in (24) with the expression (5) for K →∞ we observe that the ef-
fect of a finite interference tolerance is measured by the multiplicative term [Q(K + 1, Gc¯) + ξ(K,Gc¯, ℓ)].
It can be shown that this term is always smaller than one, which is in line with the fact that a
lower CS throughput is expected when K is finite.
2) Large Number of APs (L > K + 1): In this case, a successful CS transmission occurs in
all events where a single CS packet and only up to K < L NCS packets reach the BS. The total
probability of these events given Nc = nc and Nc¯ = nc¯ can be computed as
qc =
K∑
ℓ=0
(
L
1, ℓ, L− ℓ− 1
)
q′nc(qnc¯)
ℓ(1− q′nc − qnc¯)
L−ℓ−1, (27)
where q′nc = qnc¯γK(nc¯, ǫ1) (1− ǫ2) is the probability that a CS packet reaches the BS and qnc¯ is
the probability that a NCS packet reaches the BS (may also be not correctly received due to a
collision). Removing the conditioning on Nc = nc and Nc¯ = nc¯, we get the CS throughput as
Rc = ENc,Nc¯ [qc] , (28)
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where the expectation is taken with respect to independent RVs Nc¯ and Nc.
Moving to the CS packet success rate, conditioned on Nc = nc and Nc¯ = nc¯, the probability
pu of receiving a packet at an AP from a given user u is given as in pu = (1−ǫ1)ǫ
n′c−1
1 γK(nc¯, ǫ1).
The probability of receiving successfully a CS packet at the BS is then given as
qc = Lpu(1− ǫ2)(1− qn′c)
L−1
K∑
i=0
(
L− 1
i
)
pic¯(1− pc¯)
L−1−i
︸ ︷︷ ︸
(a)
(29)
where qn′c = pn′cγK(nc¯, ǫ1)(1 − ǫ2) and pc¯ = nc¯(1 − ǫ1)ǫ
n′c
1 ǫ
nc¯−1
1 (1 − ǫ2). The main difference
between (29) and the probability inside the expectation in (25) is the multiplication by the term
(a) in (29) which corresponds to the probability that a number of NCS packets lower or equal
to K should be received in order to be able to recover a CS packet. Removing the conditioning
on Nc = nc and Nc¯ = nc¯, we obtain the packet success rate as
Γc = EN ′c,Nc¯ [qc] , (30)
where the expectation is taken with respect to independent RVs N ′c¯ and N
′
c with the latter
distributed as in (12).
D. Examples
In order to capture the effect of the number of NCS messages K on the CS, in Fig. 4 we plot
the throughput region for K = 2 and K →∞, with the latter case corresponding to the analysis
in Sec. IV-A. The region includes all throughput pairs that are achievable for some value of the
fraction γc of CS messages, as well as all throughput pairs that are dominated by an achievable
throughput pair (i.e., for which both CS and NCS throughputs are smaller than for an achievable
pair). For reference, we also plot the throughput region for a conventional inter-service TDMA
protocol, whereby a fraction αT for α ∈ [0, 1] of the T time-slots is allocated for CS messages
and the remaining time-slots to NCS messages. For TDMA, the throughput region includes all
throughput pairs that are achievable for some value of α, as well as of γc.
A first observation from the figure is that non-orthogonal resource allocation can accommodate
a significant NCS throughput without affecting the CS throughput, while TDMA causes a
reduction in the CS throughput for any increase in the NCS throughput. This is due to the
need in TDMA to allocate orthogonal time resources to NCS messages in order to increase the
corresponding throughput. However, with non-orthogonal resource allocation, the maximum NCS
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Fig. 4: Achievable throughput region for CS and NCS under superposition and collision models
for K = 2 and K ≫ 1 (ǫ = 0.5, G = 8 [packet/frame], T = 2 [time-slot/frame], and L = 3
APs).
throughput is generally penalized by the interference caused by the collisions from CS messages,
while this is not the case for TDMA. In summary, TDMA is preferable when one wishes to
guarantee a large NCS throughput and the CS throughput requirements are loose; otherwise,
non-orthogonal resource allocation outperforms TDMA in terms of throughput. Furthermore,
the throughput region is generally decreased by lower value of K. Experiments concerning
packet success rate and performance as function of the number of APs will be presented in the
superposition model in the following section.
V. HETEROGENEOUS SERVICES UNDER SUPERPOSITION MODEL
In this section, we consider the superposition model described in Sec. II.
A. Performance Analysis
Unlike the collision model, in order to analyze the throughput and packet success rate under
the superposition model, one needs to keep track of the index of the messages decoded by the
APs. This is necessary to detect when multiple versions of the same message (i.e., sent by the
same device) are received at the BS. Accordingly, we start by defining the RVs Bi to denote the
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index of the message received at AP i and RV B for the BS at any time-slot. Accordingly, for
given values Nc = nc and Nc¯ = nc¯ of transmitted messages, RVs {Bi} can take values
Bi =


0 if no message is retrieved due to erasures or collisions
1 ≤ m ≤ nc if the m-th CS message is retrieved
nc + 1 ≤ m ≤ nc + nc¯ if the (m− nc)-th NCS message is retrieved.
(31)
Note that we have indexed CS messages from 1 to nc and NCS messages from nc+1 to nc+nc¯.
As for the RV B at the BS, it is defined as
B =


c if a CS message is retrieved
c¯ if a NCS message is retrieved
0 if no message is retrieved due to erasures or collisions.
(32)
Furthermore, we define as Mm =
∑L
i=1 1{Bi=m} the RVs denoting the number of APs that
have message of index m ∈ {0, 1, . . . , nc, nc + 1, . . . , nc + nc¯}. The joint distribution of RVs
{Mm}
nc+nc¯
m=0 given Nc and Nc¯ is multinomial and can be written as follows
{Mm}
nc+nc¯
m=0 |Nc, Nc¯ ∼ Multinomial
(
L,
0︷ ︸︸ ︷
1−pnc−pnc¯ ,
nc︷ ︸︸ ︷
pnc
nc
, . . . ,
pnc
nc
,
nc¯︷ ︸︸ ︷
pnc¯
nc¯
, . . . ,
pnc¯
nc¯
)
, (33)
where we used the the probabilities in (1) and (49) that one of the CS or NCS message is
received at an AP respectively in a given time-slot. The probability of retrieving a CS message
in a given time-slot at the BS conditioned on Nc, Nc¯ and {Mm′}
nc+nc¯
m′=0 can be then written as
qc = Pr[B = c|Nc = nc, Nc¯ = nc¯, {Mm′}
nc+nc¯
m′=0 ]
=γK
( nc¯+nc∑
m′=nc+1
Mm′ , ǫ2
) nc∑
m=1
Mm∑
j=1
(
Mm
j
)
(1− ǫ2)
jǫ
∑
nc
m′=0
m′ 6=m
M
m′
+Mm−j
2 ,
(34)
where the first sum is over all possible CS messages, the second sum is over all combinations
of APs that have the CS message m, and the third sum at the exponent is over all APs that
have a CS message m′ 6= m. The CS throughput can be computed by averaging (34) over all
conditioning variables as
Rc = ENc,Nc¯,{Mm}Nc+Nc¯m=0
[qc]. (35)
In a similar manner, the conditional probability of receiving a NCS message at the BS can be
written as
qc¯ = Pr[B = c¯|Nc = nc, Nc¯ = nc¯, {Mm′}
nc+nc¯
m′=0 ]
=
nc+nc¯∑
m=nc+1
Mm∑
j=1
(
Mm
j
)
(1− ǫ2)
jǫC2 ,
(36)
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where
C =
nc+nc¯∑
m′′=nc+1
m′′ 6=m
Mm′′ +Mm − j +
nc∑
m′=1
Mm′ (37)
where the first sum in (36) is over all possible NCS messages m; the second sum is over all
possible combinations of APs that have message m. The first and second sums in (37) are over
all APs that have a different NCS message and a CS message respectively. The NCS throughput
can be then obtained by averaging over the conditioning RVs as
Rc¯ = ENc,Nc¯,{Mm}Nc+Nc¯m=0
[qc¯]. (38)
The packet success rate under the superposition model for CS and NCS can be obtained by
fixing m to one and substituting nc and nc¯ by n
′
c and n
′
c¯ in (34) and (36).
B. Examples
In Fig. 4, we plot the throughput region for non-orthogonal resource allocation and inter-
service TDMA under the superposition model. Comparing the regions of the collision model
and the superposition model, it is clear that the latter provides a larger throughput region being
able to leverage transmissions of the same packets from multiple APs as compared to the collision
model. This can also be seen as function of K in Fig. 4.
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Fig. 5: CS and NCS throughputs as function of the number of APs L under the super-
position model under non-orthogonal resource allocation (G = 8 [packet/frame], T =
4 [time-slot/frame], γc = 0.5 and for ǫ1 6= ǫ2).
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(a) CS throughput and packet success rate
0 5 10 15 20
0
0.05
0.1
0.15
0.2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
TDMA
non-orthogonal
(b) NCS throughput and packet success rate
Fig. 6: CS and NCS throughputs and packet success rate levels as function of the number of
time-slots T for non-orthogonal resource allocation (solid lines) and inter-service TDMA (dashed
lines) (G = 15 [packet/frame], ǫ1 = ǫ2 = 0.5, L = 3 APs, α = 0.5 and γc = 0.5).
In Fig. 5, we explore the effect of the number of APs L on the CS and NCS throughputs.
In practice, in NTN, the number of LEO satellites available can be tuned by properly designing
their orbit, or by varying their speed of rotation in order to slow them down above areas of high
devices density. To capture separately the effects of the radio access and the backhaul channel
erasures, we consider different values for the channel erasure probabilities ǫ1 and ǫ2. We highlight
two different regimes: the first is when ǫ1 is large and ǫ2 is small, and hence larger erasures
occur on the access channel; while the second covers the complementary case where ǫ1 is small
and ǫ2 is large. In the first regime, increasing the number of APs is initially beneficial to both
CS and NCS messages in order to provide additional spatial diversity for the radio access, given
the large value of ǫ1; but larger values of L eventually increase the probability of collisions at
the BS on the backhaul due to the low value of ǫ2. In the second regime, when ǫ1 = 0.1 and
ǫ2 = 0.8 much lower throughputs are generally obtained due to the significant losses on the
backhaul channel. This can be mitigated by increasing the number of APs, which increases the
probability of receiving a packet at the BS.
Finally, we consider the interplay between the throughputs and packet success rate levels for
both non-orthogonal resource allocation and TDMA as function of the number of time-slots T .
These are plotted in Fig. 6 for G = 15 [packet/frame], ǫ1 = ǫ2 = 0.5, L = 3 APs, α = 0.5
and γc = 0.5. For both services, following the discussion around Fig. 2 we observe that the
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packet success rate level under both allocation schemes increases as function of T . This is
because larger value of T decrease chances of packet collisions. However, this not the case
for the throughput, since large values of T may cause some time-slots to be left unused, which
penalizes the throughput. For the CS in Fig. 6a, it is seen that non-orthogonal resource allocation
outperforms TDMA in both throughput and packet success rate level due to the larger number
of available resources. In contrast, Fig. 6b shows that TDMA provides better NCS throughput
and packet success rate level than non-orthogonal resource allocation. The main reason for this
is that the lower number of resources in TDMA is compensated by the absence of inter-service
interference for NCS messages.
VI. THROUGHPUT AND PACKET SUCCESS RATE ANALYSIS UNDER FADING CHANNELS
The binary erasure channel model discussed in the previous sections offers a tractable set-up
that facilitates the analysis of the throughput and packet success rate, enabling the derivation of
closed-form expressions in various cases of interest. It is also of practical interest as a simplified
model for mmwave channels [52] and non-terrestrial communications scenarios represented in
Fig. 1. In this section, we briefly study a more common scenario that accounts for fading channels
in both radio and backhaul channels. This typically represents terrestrial scenarios as shown in
Fig. 1b. More complex models that include both fading and erasures [53] can also be analyzed
following the same steps presented below (see Section VII for some details). We first detail the
channel and signal models, and then we derive the throughput and packet success rate metrics.
A. Channel and Signal Models
At any time-slot t, the channels between each user m and AP l and between each AP l
and the BS are assumed to follow the standard Rayleigh fading model, and are denoted as
hl,m(t) ∼ CN (0, α2) and gl(t) ∼ CN (0, β2), respectively. Ensuring consistency with the erasure
model, we assume that all channels are independent and that the average channel gains α2 and
β2 are fixed. Furthermore, as detailed below, we assume that each AP and the BS decode at most
one packet in each slot. Finally, we denote the transmission rates of CS and NCS messages as
rc and rc¯ bit/s/Hz, respectively. Assuming that both access and backhaul channels are allocated
the same amount of radio resources, the transmission rates are the same for both channels.
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Given the numbers Nc(t) = nc and Nc¯(t) = nc¯ of CS and NCS messages in the given time-slot
t, the signal received at the l-th AP as time-slot t can be written as
yl(t) =
nc∑
m=1
hlm(t)xm(t) +
nc+nc¯∑
m′=nc+1
hlm′(t)xm′(t) + nl(t), (39)
where nl(t) ∼ CN (0, 1) denotes complex white Gaussian noise at the l-th AP. The powers of
CS and NCS devices are respectively denoted as
E[|xm(t)|
2] = Pc and E[|xm′(t)|
2] = Pc¯, (40)
where we take Pc ≥ Pc¯ to capture the generally larger transmission power of CS transmissions.
The Signal-to-Interference-plus-Noise Ratio (SINR) of message m at AP l is given as
SINRAPl,m =
|hlm(t)|2Pm
1 +
∑nc+nc¯
m′=1
m′ 6=m
|hlm′(t)|2Pm′
, (41)
where Pm = Pc for a CS message m ∈ {1, . . . , nc} and Pm = Pc¯ for a non CS message
m ∈ {nc + 1, . . . , nc + nc¯}. Let m⋆l denote the message with the largest SINR at the l-th BS,
i.e.,
m⋆l = argmax
m∈{1,...,nc+nc¯}
SINRAPl,m. (42)
The l-th AP only attempts to decode message m⋆l . Decoding is correct if the standard Shannon
capacity condition SINRl,m⋆
l
≥ 2rm − 1 is satisfied, where rm = rc if m⋆l ∈ {1, . . . , nc} and
rm = rc¯ if m
⋆
l ∈ {nc, . . . , nc + nc¯}.
Each l-th AP transmits the decoded message m⋆l , if any, to the BS over the wireless backhaul
channel with transmission power PAPm⋆
l
= PAPc if m
⋆
l ∈ {1, . . . , nc} and P
AP
m⋆
l
= PAPc¯ if m
⋆
l ∈
{nc + 1, . . . , nc + nc¯}. Consequently, the signal yBS(t+ 1) received at the BS in time-slot t+ 1
can be written as the sum of messages sent by all APs as
yBS(t + 1) =
L∑
l=1
gl(t+ 1)xm⋆
l
(t) + nBS(t + 1), (43)
where nBS(t) ∼ CN (0, 1) denotes the white Gaussian noise at the BS. Let Lm = {l : m
⋆
l = m}
denote the set of indices of APs that decoded a message m ∈ M⋆, where M⋆ = {m : ∃ l =
1, . . . , L s.t. m = m⋆l } denotes the set of messages decoded by at least one AP in time-slot t.
The SINR of a message m ∈M⋆ received at the BS can be written as
SINRBSm =
|
∑
l∈Lm
gl(t+ 1)|2PAPm
1 +
∑
m′∈M⋆\{m} |
∑
l∈L
m′
gl(t + 1)|2PAPm′
. (44)
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In a manner similar to APs, the BS attempts decoding only of the message m⋆BS with the highest
SINR, namely
m⋆BS = argmax
m∈M⋆
SINRBSm . (45)
Message m⋆BS is decoded correctly if the standard Shannon capacity condition SINRm⋆BS ≥
2
rm⋆
BS − 1 is satisfied, where rm⋆
BS
= rc if m
⋆
BS ∈ {1, . . . , nc} and rm⋆BS = rc¯ if m
⋆
BS ∈
{nc + 1, . . . , nc + nc¯}.
B. Performance Analysis
The analysis follows the same steps as in Section V, as long as one properly redefines the
probabilities pc and pc¯ of decoding correctly a CS or a NCS message at any given AP, as well
as the probabilities qc and qc¯ of decoding correctly a CS or NCS message at the BS. According
to the discussion in Section VI-A, the former probabilities can be respectively written as
pc = Pr[m
⋆
l ∈ {1, . . . , nc} and SINR
AP
l,m⋆
l
> 2rc − 1] (46a)
and pc¯ = Pr[m
⋆
l ∈ {nc + 1, . . . , nc + nc¯} and SINR
AP
l,m⋆
l
> 2rc¯ − 1],
where m⋆l is defined in (42), while the latter probabilities can be redefined as
qc = Pr[m
⋆
BS ∈ {1, . . . , nc} and SINR
BS
m⋆
BS
> 2rc − 1] (47a)
and qc¯ = Pr[m
⋆
BS ∈ {nc + 1, . . . , nc + nc¯} and SINR
BS
m⋆
BS
> 2rc¯ − 1]. (47b)
While closed-form expressions for (46) and (47) appear prohibitive to derive (see, e.g., [54]),
these probabilities can be easily estimated via Monte Carlo Simulations. Having computed
probabilities (46)-(47), the throughputs of CS and NCS messages can be respectively obtained
using (35) and (38). The packet success rate can be computed by redefining qc and qc¯ to take
into account a single message sent by a single user (for instance, the first one) as follows:
qc = Pr[m
⋆
BS = 1 and SINR
BS
m⋆
BS
> 2rc − 1|Nc(t) ≥ 1] (48a)
and qc¯ = Pr[m
⋆
BS = 1 and SINR
BS
m⋆
BS
> 2rc¯ − 1|Nc¯(t) ≥ 1]. (48b)
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Fig. 7: CS and NCS throughput as function of the fraction of CS messages γc under the fading
channels model and using non-orthogonal resource allocation (G = 20 [packet/frame], T =
4 [time-slot/frame], Pc = P
AP
c = 10, Pc¯ = P
AP
c¯ = 4 and L = 3 APs).
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Fig. 8: CS and NCS throughputs as function of the number of APs L under the fading model and
under non-orthogonal resource allocation (G = 10 [packet/frame], T = 4 [time-slot/frame],
γc = 0.5, Pc = P
AP
c = 10, and Pc¯ = P
AP
c¯ = 9).
C. Examples
We now consider the fading channels model discussed in Sec. VI with the main aim of relating
the insights obtained from the analysis of erasure channels to the more common Rayleigh fading
setup. We fix Pc = P
AP
c = 10 and T = 4 [time-slot/frame]. In an analogy to Fig. 3, we start
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in Fig. 7 by investigating the throughput of CS and NCS messages as function of the fraction
of CS messages γc for different values of the average channel powers α
2 and β2. In general,
we observe similar trends as in Fig. 3. Most notably, the throughput of CS messages peaks at
a value of γc that strikes the best balance between the combining gains due to the transmission
of a message from multiple APs and the interference created by concurrent AP transmissions of
different message. However, in contrast to the erasure model in which increasing the erasure rate
can be advantageous, the throughput of both services improves as the average channel strengths
α2 and β2 are increased. This is because interference from concurrent transmissions has a more
deleterious effect under the collision model assumed when considering erasures than under the
SINR model. For the latter, reducing both channel strengths α2 and β2 has the net effect of
reducing the SINRs despite the decrease in interference power.
Finally, to compare some of the design insights from the erasure model, we plot in Fig. 8 the
throughput of both services as function of the number of APs L. We can see that, in a manner
similar to Fig. 5, when α2 is high and β2 is low, which is akin to lower ǫ1 and high ǫ2 in
Fig. 5, the throughput of both services increases as function of L. This is because low values
of the channel power β2 in the backhaul channel imply that the SINR is limited by the signal
power and not by interference. Therefore, increasing the space diversity via a larger L can be
advantageous in this regime. Furthermore, as evinced from Fig. 5, the SINR of the backhaul
channel may be limited by the level of interference and hence when α2 is low and β2 is high,
which is akin to high ǫ1 and low ǫ2 in Fig. 5, increasing the number of APs beyond a given
threshold reduces the throughput.
VII. CONCLUSIONS AND EXTENSIONS
This paper studies grant-free random access for coexisting CS and NCS in IoT systems with
shared wireless backhaul and uncoordinated APs whereby CS messages are transmitted with a
larger power. Non-orthogonal and orthogonal inter-service resource sharing schemes based on
random access are considered. From the CS perspective, it was found that non-orthogonal sharing
is preferable to a standard inter-service TDMA protocol in terms of both throughput and packet
success rate level. In contrast, this is not the case for the NCS, since inter-service orthogonal
resource allocation eliminates interference from the larger-power CS. The analysis is carried out
under two models that assume destructive or constructive superposition of the same packet sent
by multiple transmitters. Furthermore, both erasure and fading channels models are considered to
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capture non-terrestrial and terrestrial applications respectively. Similarities were found between
these models which proves the suitability of the erasure model for such type of analysis due to
its mathematical tractability properties. Through extensive numerical results, the impact of both
spatial and time resources is investigated, revealing trade-offs between throughput and packet
success rate for both services. Some possible extensions follow.
First, it would be interesting to consider a system where both terrestrial and non-terrestrial
relays coexist. In this case, several architectures could be considered and compared. For instance,
the first one could correspond to the case where the CS is served by terrestrial access points
due to low latency requirements and NCS by satellites. Another architecture could be a hybrid
architecture where both services are processed by both types of relays.
Second, we assumed in this work that the APs always forward on the backhaul correctly
received packets on the radio access. This might not necessarily be the case. For instance, one
could assume that APs probabilistically forward received packets. An interesting direction could
be the derivation of the optimal forwarding probability for each type of service.
Finally, it would interesting to consider the impact of coordination among APs through the
exchange of messages over capacity-limited channels.
APPENDIX
A. Proof of Proposition 3
An AP successfully retrieves a non-critical packet when only one of the Nc¯ non-critical packets
transmitted arrives unerased and all critical transmitted packets Nc do not reach the AP due to
erasures. This happens with probability
pNc¯ = nc¯ (1− ǫ1) ǫ
nc¯−1
1︸ ︷︷ ︸
(a)
ǫnc1︸︷︷︸
(b)
, (49)
where term (a) is the probability that one of the nc¯ non-critical messages is successfully received
at an AP and term (b) is the probability all critical messages are erased. On the backhaul, a
non-critical packet reaches the BS via one of the APs when the packet is not erased over the
backhaul channel and no other packet (critical and non-critical) is successfully received from
any of the remaining L − 1 APs. The overall probability of successful reception at the BS is
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thus qc¯ = Lqnc¯(1− qnc− qnc¯)
L−1, with qnc¯ = pnc¯ (1− ǫ2) and qnc defined in (3). The non-critical
throughput can then be written by averaging qc¯ over nc and nc¯ as
Rc¯ = ENc,Nc¯[qc¯] =
∞∑
nc¯=0
∞∑
nc=0
Gnc¯c¯ e
−Gc¯
nc¯!
Gncc e
−Gc
nc!
L qnc¯(1− qnc − qnc¯)
L−1. (50)
Following similar steps as the one detailed in the proof of Proposition 1 and after some tedious
yet straightforward rearrangements, the non-critical throughput in (50) can be written in closed
form as detailed in (15).
We now derive the non-critical packet success rate. Similar to the single-service case, the
probability of receiving a non-critical packet at an AP from a given user u given that u is active
is given by
pu = (1− ǫ1)ǫ
n′c¯−1
1 ǫ
nc
1 . (51)
The probability that the packet from user u is received successfully at the BS is then computed
as
qu = Lpu(1− ǫ2)(1− q)
L−1, (52)
where q = (1 − ǫ2)[pnc + pn′c¯] is the probability that the BS successfully receives a critical
message or a non critical message from any of the remaining L−1 APs. The non-critical packet
success rate Γc¯ can be obtained by averaging qu over n
′
c¯ and nc, where P [N
′
c¯ = n
′
c¯|N
′
c¯ ≥ 1] =
(1−e−Gc¯)−1(e−Gc¯G
n′c¯
c¯ )/(n
′
c¯!) is the distribution of non-critical packets given that user u is active.
The non-critical packet success rate Γc¯ can be obtained in closed form by following similar steps
in the proof of Proposition 1.
B. Proof of Proposition 4
The probability of receiving a non-critical message at the BS can be written as
qc¯ = Lqnc¯(1− qnc − qnc¯)
L−1, (53)
where qnc = pncγK(nc¯, ǫ1)(1 − ǫ2) and qnc¯ = pnc¯(1 − ǫ2) are the probabilities of receiving
successfully a critical or non-critical packet respectively at the BS. The non-critical throughput
Rc¯ can be then obtained by averaging qc¯ in (53) over all values of nc.
Moving to non-critical packet success rate Γc¯, the probability of receiving successfully the packet
of a given user u at an AP is defined in the same way as in (51). The probability of receiving
this packet at the BS can be written as
qc¯ = Lpu(1− ǫ2)(1− q)
L−1, (54)
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where q is the probability of receiving any critical or non-critical packet from the remaining
L − 1 APs. This can be written as q = (1 − ǫ2)[pncγK−1(n
′
c¯, ǫ1) + n
′
c¯pu], where the first part
corresponds to receiving any critical message at the BS while the second part to receiving any
non-critical message at the BS. The non-critical packet success rate Γc¯ can be then obtained by
averaging qc¯ over Nc = nc and Nc¯ = nc¯.
C. Proof of Proposition 5
The event that a transmitted critical packet is received at the BS passing through one of the
APs occurs if the AP successfully decodes one critical packet, and the packet is not erased over
the backhaul channel. Conditioned on Nc = nc and Nc¯ = nc¯, this event has the probability
q′nc = pncγK(nc¯, ǫ1) (1 − ǫ2). The number of incoming backhaul critical packets over a slot
follows the distribution Bin(L, q′nc). Hence, the critical throughput can be written as
Rc =
∞∑
nc=0
∞∑
nc¯=0
Gncc e
−Gc
nc!
Gnc¯c¯ e
−Gc¯
nc¯!
· L q′nc(1− q
′
nc
)L−1. (55)
Now we split the sum over the non-critical packets transmitted nc¯ in two parts, the first considers
a number of non-critical packets not exceeding nc¯ < K, while the second part corresponds
nc¯ ≥ K + 1. In the first part γK(nc¯, ǫ1) = 1 by definition, so q′nc = qnc . Consequently, (55) can
be written as the sum of two terms
Rc =
K∑
nc¯=0
Gnc¯c¯ e
−Gc¯
nc¯!
∞∑
nc=0
Gncc e
−Gc
nc!
· L qnc(1− qnc)
L−1
+
∞∑
nc¯=K+1
Gnc¯c¯ e
−Gc¯
nc¯!
∞∑
nc=0
Gncc e
−Gc
nc!
· L q′nc(1− q
′
nc
)L−1.
(56)
The first term in (56) is the product between the cumulative distribution function (CDF) of a
Poisson distribution of parameter Gc¯ computed in K and the same expression of the throughput
for the single service case found in Section III in (4). As for the second term, following a simple
yet tedious mathematical derivation it can be written as
∞∑
nc¯=K+1
Gnc¯c¯ e
−Gc¯
nc¯!
∞∑
nc=0
Gncc e
−Gc
nc!
· L q′nc(1− q
′
nc
)L−1
=
L−1∑
ℓ=0
(−1)ℓ L
(
L− 1
ℓ
)[
(1− ǫ1)(1− ǫ2)
ǫ1
]ℓ+1
e−Gc · Hℓ+1
(
Gc ǫ
ℓ+1
1
)
· ξ(K,Gc¯, ℓ),
(57)
where
ξ(K,Gc¯, ℓ)=
∞∑
nc¯=K+1
Gnc¯c¯ e
−Gc¯
nc¯!
[
K∑
i=0
(
nc¯
i
)
(1− ǫ1)
i ǫnc¯−i1
]ℓ+1
. (58)
29
Finally, putting together (56) and (57) the lemma can be concluded.
Moving to the packet success rate, the probability of receiving a given critical packet from a
user u at an AP is
pu = (1− ǫ1)ǫ
n′c−1
1 γK(nc¯, ǫ1). (59)
The probability of receiving this critical packet at the BS is given by
qc = Lpu(1− ǫ2)(1− qn′c)
L−1 (60)
where qn′c = n
′
c(1− ǫ1)ǫ
n′c−1
1 γK(nc¯, ǫ1)(1− ǫ2) is the probability of receiving any critical packet
at the BS. Finally the critical packet success rate can be obtained by averaging qc over n
′
c and
nc¯.
D. Asymptotic Throughput and Packet Success Rate for Single Service
We now state two theorems regarding the asymptotic behaviour of the throughput and packet
success rate for large number of APs.
Theorem 1: The critical throughput tends to zero for large number of APs, i.e., lim
L→+∞
Rc = 0.
Proof: Let us first start by defining Rc(m) =
∑m
nc=1
G
nc
c e
−Gc
nc!
·Lqnc(1−qnc)
L−1, which represents
the summation in (5) up to m terms. Note that the summation starts at nc = 1 as the throughput
is null otherwise. Consequently, we have
lim
L→∞
Rc = lim
L→∞
lim
m→∞
Rc(m)
=
(a)
lim
m→∞
lim
L→∞
Rc(m)
= lim
m→∞
m∑
nc=1
Gncc e
−Gc
nc!
· lim
L→∞
[
Lqnc(1− qnc)
L−1
]
=
(b)
0,
where (a) follows from Moore-Osgood theorem [55, Theorem 1] for interchanging limits using
the fact that Rc(m) converges for each value of L and (b) is due to the fact that the second limit
is null because (1− qnc) < 1.
Theorem 2: The critical packet success rate tends to zero for large number of APs, i.e.,
lim
L→+∞
Γc = 0.
Proof: The proof follows similar steps as the proof for Theorem 1 detailed above.
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