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ASYMPTOTIC VANISHING OF HOMOGENEOUS COMPONENTS
OF MULTIGRADED MODULES AND ITS APPLICATIONS
FUTOSHI HAYASAKA
Abstract. In this article, we give a condition on the vanishing of finitely many ho-
mogeneous components which must imply the asymptotic vanishing for multigraded
modules. We apply our result to multi-Rees algebras of ideals. As a consequence,
we obtain a result on normality of monomial ideals, which extends and improves the
results of Reid, Roberts and Vitulli [14], Singla [16], and Sarkar and Verma [15].
1. Introduction
Let (A,m) be a Noetherian local ring with the maximal ideal m and let R be a
Noetherian standard Nr-graded ring with R0 = A, i.e., R is generated in degrees
e1, . . . ,er over A with Rei 6= (0) for all i = 1, . . . , r. Let M be a finitely generated
Zr-graded R-module and let N be a graded R-submodule of M . In this article, we
study the asymptotic vanishing property of homogeneous components [M/N ]n of the
quotient M/N . Particularly, we give a condition on the vanishing.
Our main motivation comes from the following facts on the normality of monomial
ideals. Let S = k[X1, . . . ,Xd] be a polynomial ring over a field k and let I be a monomial
ideal in S. In 2003, Reid, Roberts and Vitulli [14] proved that if I, I2, . . . , Id−1 are
integrally closed, then all the powers of I are integrally closed, i.e., I is a normal ideal.
In 2007, Singla improved this result. Let ℓ = λ(I) be the analytic spread of I. Then
Singla [16] proved that I is a normal ideal if I, I2, . . . , Iℓ−1 are integrally closed. Note
that the inequality ℓ ≤ d always holds true. On the other hand, more recently, Sarkar
and Verma [15] gave the other generalization of the original result of Reid, Roberts and
Vitulli [14]. Let I1, . . . , Ir be (X1, . . . ,Xd)-primary monomial ideals in S. They proved
that if In = In11 · · · I
nr
r is integrally closed for any n ∈ N
r with 1 ≤ |n| ≤ d− 1, where
|n| = n1 + · · · + nr denotes the sum of all entries of a vector n = (n1, . . . , nr) ∈ Nr,
then all the power products In are integrally closed. Thus, the original result of Reid,
Roberts and Vitulli [14] was partially generalized to finitely many monomial ideals.
The approach in [15] is different from the ones in [14, 16]. In [15], the authors used
the local cohomology modules of the multi-Rees algebra R(I) of ideals I1, . . . , Ir and
its normalization R(I) instead of convex geometry as in [14, 16].
The purpose of this article is to extend and improve all of the above results with a
more general approach inspired by [15]. In order to state our results, let us recall some
notations associated to multigraded modules.
For a Noetherian standard Nr-graded ring R with R0 = A, let R++ = ReR be
the irrelevant ideal of R where e = e1 + · · · + er = (1, . . . , 1) ∈ Nr. Let R+ =
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(Re1 , . . . , Rer)R. Note that R++ = R+ when r = 1. Let M = mR + R+ be the
homogeneous maximal ideal of R. For a finitely generated R-module M , we set
Supp++(M) = {P ∈ SpecR |MP 6= (0), P is graded and R++ * P}.
Then the spread s(M) of M introduced by Kirby and Rees [10] is defined to be
s(M) = dimSupp++(M/mM) + 1.
Here we set dim ∅ = −1. Note that for an ideal I in A, the spread s(R(I)) of the Rees
algebra of I is just the analytic spread λ(I) of the ideal I. For any i = 1, . . . , r, let
ai(M) = sup{k ∈ Z | [HdimMM (M)]n 6= (0) for some n ∈ Z
r with ni = k},
where H iM(M) is the ith local cohomology module of M with respect to M in the
category of Zr-graded R-modules. Then the a-invariant vector is defined to be
a(M) = (a1(M), . . . , ar(M)) ∈ Zr.
Then our main result can be stated as follows.
Theorem 1.1. Let R be a Noetherian standard Nr-graded ring such that R0 = A
is a local ring. Let M be a finitely generated Zr-graded R-module and let N be a
graded R-submodule of M . Suppose that M is a Cohen-Macaulay graded R-module.
Let ℓ ≥ |a(M)|+ s(M) + r − 1 and assume that
[M/N ]n = (0) for all n ≥ a(M) + e with |n| = ℓ.
Then we have that
[M/N ]n = (0) for all n ≥ a(M) + e with |n| ≥ ℓ.
The most interesting case is the case where R is the multi-Rees algebra of ideals in
A and M is its normalization. Let I1, . . . , Ir be ideals in A. We set
R(I) = A[I1t1, . . . , Irtr]
the multi-Rees algebra of the ideals I1, . . . , Ir and
R(I) =
∑
n∈Nr
Intn
the multi-Rees algebra of its integral closure filtration, where t1, . . . , tr are indetermi-
nates. By applying Theorem 1.1 to this special case, we have the following.
Theorem 5.6. Let (A,m) be a Noetherian local ring of dimA = d > 0. Let I1, . . . , Ir
be ideals in A such that dimR(I) = d+ r. Suppose that R(I) ⊆ R(I) is module-finite
and R(I) is Cohen-Macaulay. Let ℓ ≥ λ(I1 · · · Ir)− 1 and assume that
In is integrally closed for all n ∈ Nr with |n| = ℓ.
Then we have that
In is integrally closed for all n ∈ Nr with |n| ≥ ℓ.
In particular, if
In is integrally closed for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1,
then all the power products In of I1, . . . , Ir are integrally closed.
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This is related to the classic Zariski’s theory on integrally closed ideals in a regular
local ring of dimension two. Let I and J be integrally closed ideals in a two-dimensional
regular local ring A. Then Zariski proved in [18, Appendix 5] that the product IJ is
also integrally closed. Lipman and Teissier [11] proved that the reduction number of
integrally closed ideals is always at most one. Huneke and Sally [7] proved that the Rees
algebra of integrally closed ideals is always Cohen-Macaulay. In this sense, Theorem
5.6 can be viewed as an analogue of the classic theorem of Zariski in higher dimensional
regular local rings.
Let I1, . . . , Ir be monomial ideals in a polynomial ring S = k[X1, . . . ,Xd] over a
field k. We consider the multi-Rees algebra R = R(I) of the ideals I1, . . . , Ir and its
normalization R = R(I). Then the ring extension R ⊂ R is module-finite because
R is a finitely generated algebra over a field and an integral domain. Also, R is a
normal semigroup ring so that it is Cohen-Macaulay by Hochster’s Theorem. Thus, by
localizing at the homogeneous maximal ideal (X1, . . . ,Xd) in S, we have the following
as a direct consequence of Theorem 5.6.
Corollary 5.8. Let S = k[X1, . . . ,Xd] be a polynomial ring over a field k and let
I1, . . . , Ir be arbitrary monomial ideals in S. Suppose that
In is integrally closed for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1.
Then all the power products In of I1, . . . , Ir are integrally closed.
This can be viewed as a common generalization of the original result of Reid, Roberts
and Vitulli [14] and the results of Singla [16], Sarkar and Verma [15]. Indeed, if we take
r = 1, then we can readily get the results in [14, 16]. The result [15] is a special case
of Corollary 5.8 where I1, . . . , Ir are (X1, . . . ,Xd)-primary monomial ideals.
Let me explain the construction of this article. Sections 2 and 3 are preliminaries.
In section 2, we will recall the notion of filter-regular sequences of multigraded modules
and its basic properties, in particular, a connection with the vanishing of homogeneous
components of the local cohomology modules. In section 3, we will recall some notion
associated to multigraded modules; in particular, the spread, complete and joint reduc-
tions. We will prove the key result, Theorem 3.7, on the existence of certain complete
and joint reductions. This can be viewed as a common generalization to both of the
results [10] about the existence of complete and joint reductions and [17] about the ex-
istence of filter-regular sequences. Our proof yields considerable simplifications of the
original one in [10, 13]. In section 4, we will prove Theorem 1.1. In fact, we will prove
a more general result, Theorem 4.1, and obtain Theorem 1.1 as a direct consequence.
In section 5, we will give some applications of Theorems 1.1 and 4.1. We will apply our
results to multi-Rees algebras of ideals. Theorem 5.6 and Corollary 5.8 stated above
will be proved in this section. To do this, we will give some fundamental results on the
spread and the a-invariant vector of multi-Rees algebras of ideals.
Throughout this article, r > 0 is a fixed positive integer. Let N be the set of
natural numbers with zero. For a finite set σ, ♯σ denotes the number of elements of
σ. Vectors in Zr will be written by bold-faced letters, e.g., a, b,n,m, · · · . For a vector
n = (n1, . . . , nr) ∈ Zr, we set |n| = n1 + · · · + nr the sum of all entries of n. We will
use the partial order on Zr as follows:
n ≥m
def
⇔ ni ≥ mi for all i = 1, . . . , r.
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Let 0 = (0, . . . , 0) be the zero vector and n ≫ 0 means that each entry ni of n is
large enough, i.e., ni ≫ 0 for all i = 1, . . . , r. Let ei = (0, . . . ,
i
1ˇ, . . . , 0) be the ith
standard base of Zr and set e = e1 + · · · + er = (1, . . . , 1). For ideals I1, . . . , Ir, we
write In = In11 · · · I
nr
r for short. Similarly, we write t
n = tn11 · · · t
nr
r for indeterminates
t1, . . . , tr.
2. Filter-regular sequences and local cohomology
Let R be a Noetherian standard Nr-graded ring with R0 = A and let M be a finitely
generated Zr-graded R-module. We will recall the notion of M -filter-regular sequences
and collect some basic properties. All of the results in this section are well-known. We
will give a proof of some of them for the reader’s convenience. See [1, 5, 9, 15, 17] for
more details.
Definition 2.1.
(1) A homogeneous element a ∈ R is called M -filter-regular (with respect to R++),
if
a /∈ P for any P ∈ AssR(M) \ V(R++)
where V(R++) is the set of prime ideals of R which contains R++.
(2) A sequence a1, . . . , as ∈ R of homogeneous elements is called an M -filter-regular
sequence (with respect to R++), if
ai is (M/(a1, . . . , ai−1)M)-filter-regular for all i = 1, . . . , s,
where we set (a1, . . . , ai−1)M = (0) when i = 1.
Note that we do not require the set AssR(M) \ V(R++) 6= ∅ for a homogeneous
element a ∈ R to be M -filter-regular. Thus, when AssR(M) \ V(R++) = ∅, any
homogeneous element of R is M -filter-regular by definition.
M -filter-regular sequences behave well as M -sequences.
Lemma 2.2. Let a1, . . . , as ∈ R be an M -filter-regular sequence. Then for any i =
1, . . . , s, the equality
[(a1, . . . , ai−1)M :M ai]n = [(a1, . . . , ai−1)M ]n
holds true for all n≫ 0.
Proof. It is enough to show that for an M -filter-regular element a ∈ R,
[0 :M a]n = (0) for all n≫ 0,
because [
0 :M/(a1,...,ai−1)M ai
]
n
= [(a1, . . . , ai−1)M :M ai]n/[(a1, . . . , ai−1)M ]n
for any i = 1, . . . , s. Let a ∈ R be an M -filter-regular element. Then
AssR(0 :M a) ⊆ V(R++).
Indeed, the case AssR(M) \ V(R++) = ∅ is clear. Suppose AssR(M) \ V(R++) 6= ∅.
Then a /∈ P for all P ∈ AssR(M) \ V(R++). Hence, (0 :M a)P = (0) for all P ∈
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AssR(M) \ V(R++). Thus, AssR(0 :M a) ⊆ V(R++). Hence,
√
AnnR(0 :M a) ⊇ R++
so that
Rn++[0 :M a] = (0)
for all n ≫ 0. Since [0 :M a] is finitely generated, we get [0 :M a]n = (0) for all
n≫ 0. 
Remark 2.3.
(1) If a ∈ R is M -filter-regular, then [0 :M a] is R++-torsion.
(2) The converse of Lemma 2.2 also holds true. That is, the equalities
[(a1, . . . , ai−1)M :M ai]n = [(a1, . . . , ai−1)M ]n for all n≫ 0
and any i = 1, . . . , s imply that the sequence a1, . . . , as is an M -filter-regular
sequence.
Lemma 2.2 implies the following useful exact sequence of multigraded local cohomol-
ogy modules with respect to the irrelevant ideal R++.
Lemma 2.4. Let a ∈ Rm be an M -filter-regular element of degree m ∈ Nr. Then for
any i ≥ 0 and any n ∈ Zr, there exists the following exact sequence of A-modules:
[H iR++(M)]n → [H
i
R++(M/aM)]n → [H
i+1
R++
(M)]n−m.
Proof. Let a ∈ Rm be an M -filter regular element. Consider the exact sequence
0→ [0 :M a]→M →M/[0 :M a]→ 0
of graded R-modules. Since [0 :M a] is R++-torsion, H
i
R++
(0 :M a) = (0) for all i ≥ 1
by [1, Corollary 2.1.7]. Hence,
H iR++(M)
∼= H iR++(M/[0 :M a]) for all i ≥ 1
as graded R-modules. On the other hand, the short exact sequence
0→ (M/[0 :M a]) (−m)
·a
→M →M/aM → 0
of graded R-modules implies the following exact sequence
H iR++(M)→ H
i
R++(M/aM)→ H
i+1
R++
(M/[0 :M a])(−m)
for any i ≥ 0. By taking degree n part, we get the desired exact sequence. 
By using the exact sequence in Lemma 2.4, we have the following.
Proposition 2.5. Let a1, . . . , as ∈ R be an M -filter-regular sequence with ai ∈ Rmi
for i = 1, . . . , s. Let b ∈ Zr and assume that
[H iR++(M)]n = (0)
for all i ≥ 0 and all n ≥ b. Then we have that
[H iR++(M/(a1, . . . , as)M)]n = (0)
for all i ≥ 0 and all n ≥ b+m1 + · · · +ms.
5
Proof. We use induction on s. By Lemma 2.4, for any i ≥ 0 and any n ∈ Zr, there
exists the exact sequence
[H iR++(M)]n → [H
i
R++(M/a1M)]n → [H
i+1
R++
(M)]n−m1 .
By assumption,
[H iR++(M)]n = [H
i+1
R++
(M)]n−m1 = (0)
for all i ≥ 0 and all n ≥ b+m1. Hence,
[H iR++(M/a1M)]n = (0)
for all i ≥ 0 and all n ≥ b + m1. Thus, we get the case s = 1. Suppose s ≥ 2.
Then [H iR++(M/a1M)]n = (0) for all i ≥ 0 and all n ≥ b+m1. Since a2, . . . , as is an
(M/a1M)-filter-regular sequence,[
H iR++ (M/(a1, a2, . . . , as)M)
]
n
=
[
H iR++ ((M/a1M)/(a2, . . . , as)(M/a1M))
]
n
= (0)
for all i ≥ 0 and all n ≥ (b+m1) +m2 + · · ·+ms by induction hypothesis. Thus, we
get the desired vanishing. 
Let ϕ : Zr → Zq be a group homomorphism satisfying ϕ(Nr) ⊆ Nq. We set
Rϕ =
⊕
m∈Nq

 ⊕
ϕ(n)=m
Rn

 .
For any Zr-graded module L, we set
Lϕ =
⊕
m∈Zq

 ⊕
ϕ(n)=m
Ln

 .
Then Rϕ is an Nq-graded ring and Lϕ is a Zq-graded Rϕ-module. The local cohomology
modules are compatible with a change of grading.
Lemma 2.6. [5, Lemma 1.1] Let ϕ : Zr → Zq be a group homomorphism satisfying
ϕ(Nr) ⊆ Nq. Then we have that for any i,(
H iM(M)
)ϕ
= H iMϕ(M
ϕ)
where M = mR+R+ is the homogeneous maximal ideal of R.
We need one more property on the local cohomology modules. Let I, J be subsets
of {1, . . . , r} such that J 6= ∅ and I ∩ J = ∅. Then we set
MI,J :=
[⋂
i∈I
ReiR
]
∩

∑
j∈J
RejR

 .
Note that M{1,...,r−1},{r} = R++. With this notation, Sarkar and Verma proved the
following, which can be viewed as a multigraded version of [9, Lemma 2.3], by using
the method of [3, Theorem 3.2.6].
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Proposition 2.7. [15, Proposition 3.2] Let a = (a1, . . . , ar) ∈ Zr. Suppose that
[H iM(M)]n = (0)
for all i ≥ 0 and all n ∈ Zr with nk > ak for some k = 1, . . . , r. Then for any subsets
I, J ⊆ {1, . . . , r} such that J 6= ∅ and I ∩ J = ∅, we have that
[H iMI,J (M)]n = (0)
for all i ≥ 0 and all n ≥ a+ e.
This can be proved by induction on the number ♯I of the set I and by using the
Mayer-Vietoris sequence of local cohomology modules. As is noted above, if we take
I = {1, . . . , r− 1} and J = {r}, then M{1,...,r−1},{r} = R++. Here is the special case of
Proposition 2.7 which we will use later.
Proposition 2.8. Let a = (a1, . . . , ar) ∈ Zr. Suppose that
[H iM(M)]n = (0)
for all i ≥ 0 and all n ∈ Zr with nk > ak for some k = 1, . . . , r. Then we have that
[H iR++(M)]n = (0)
for all i ≥ 0 and all n ≥ a+ e.
3. Complete and joint reductions
In this section, we will prove the key result in this article which plays an important
role in our proof of Theorem 1.1. Recall that for a finitely generated Zr-graded R-
module M , the homogeneous support of M is defined to be the set
Supp++(M) = {P ∈ SpecR |MP 6= (0), P is graded and R++ * P}.
In particular, we set Projr(R) := Supp++(R).
We begin with the following which is the special case of [4, Lemma 2.2].
Lemma 3.1. The following are equivalent.
(1) Supp++(M) = ∅
(2) Mn = (0) for all n≫ 0
(3) Supp++(M/mM) = ∅
Proof. Note that
Supp++(M) = ∅ ⇔ R++ ⊆
√
AnnR(M)
⇔ Rn++ ⊆ AnnR(M) for all n≫ 0
⇔ Rn++M = (0) for all n≫ 0.
Since M is finitely generated, the last condition is equivalent to
Mn = (0) for all n≫ 0.
Hence, we have (1) ⇔ (2). Therefore,
Supp++(M/mM) = ∅ ⇔Mn/mMn = (0) for all n≫ 0.
This is equivalent to Mn = (0) for all n ≫ 0 by Nakayama’s lemma. Hence, we have
(2)⇔ (3). 
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The spread s(M) of M , which was first introduced by Kirby and Rees [10], is defined
to be one more than the dimension of the homogeneous support of M/mM , i.e.,
s(M) = dimSupp++(M/mM) + 1.
Here we set dim ∅ = −1. Thus, the spread is an invariant associated to a multigraded
module with a non-negative integer and, by Lemma 3.1, it is zero if and only if its
homogeneous support is empty. The spread can be described as the Krull dimension
of a certain Z-graded module associated to M . We set
R∆ =
⊕
n∈N
Rne
and call it the diagonal subalgebra of R. Similarly, we set
M∆ =
⊕
n∈Z
Mne
and call it the diagonal submodule of M . Then R∆ is a Noetherian standard N-graded
ring with (R∆)0 = A and M
∆ is a finitely generated Z-graded R∆-module. With this
notation, we have the following which can be found in the proof of [10, Lemma 1.7].
Lemma 3.2. The map
φ : Supp++(M)→ Supp++(M
∆)
defined by φ(P ) = P ∩R∆ is well-defined and bijective.
Proof. Note that Supp++(M) = ∅ ⇔ Supp++(M
∆) = ∅ by Lemma 3.1. So, the
assertion is clear in this case. Suppose that Supp++(M) 6= ∅. Let P ∈ Supp++(M)
and set p := φ(P ) = P ∩R∆.
We first show that p ∈ Supp++(M
∆). It is clear that p is a graded prime ideal of
R∆. Suppose that (M∆)p = (0). Then there exists a ∈ R
∆ \ p such that aM∆ = (0).
Let x ∈M be a homogeneous element. Then there exists
b ∈ R \ P such that bx ∈M∆
because P + R++ so that P + Rei for all i = 1, . . . , r. Therefore, ab ∈ R \ P and
(ab)x = a(bx) = 0. This contradicts to the fact that MP 6= (0). Hence, (M
∆)p 6= (0).
Suppose that p ⊇ (R∆)+. Then
P ⊇ pR ⊇ (R∆)+R = ReR = R++
which is a contradiction. Hence, p + (R∆)+. Thus, p ∈ Supp++(M
∆).
We next show that φ is injective. Let P,P ′ ∈ Supp++(M) such that P ∩ R
∆ =
P ′ ∩ R∆. It is enough to show that P ⊆ P ′. Take any a ∈ P . Since P is graded, we
may assume that a is homogeneous. Then there exists
b ∈ R \ P ′ such that ab ∈ R∆
because P ′ + R++ so that P ′ + Rei for all i = 1, . . . , r. Hence,
ab ∈ P ∩R∆ = P ′ ∩R∆ ⊆ P ′.
Therefore, a ∈ P ′, and, hence, P ⊆ P ′.
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We finally show that φ is surjective. Take any p ∈ Supp++(M
∆) and set
P :=
{
a ∈ R | a =
∑
i
ai where ai is homogeneous and aiR ∩R
∆ ⊆ p
}
.
Then P is a graded ideal of R. If P ⊇ R++, then Re ⊆ p so that ReR
∆ = (R∆)+ ⊆ p.
This is a contradiction. Hence, P + R++. Let a, b ∈ R be homogeneous elements such
that ab ∈ P . Suppose that
a /∈ P and b /∈ P.
Then
aR ∩R∆ * p and bR ∩R∆ * p
so that there exist elements
f ∈ (aR ∩R∆) \ p and g ∈ (bR ∩R∆) \ p.
Then
fg ∈ abR ∩R∆ ⊆ p
since ab ∈ P . This is a contradiction. Therefore, a ∈ P or b ∈ P , and, hence, P is a
prime ideal of R. It is clear thatMP 6= (0) since (M
∆)p 6= (0). Thus, P ∈ Supp++(M).
It is also clear that P ∩ R∆ = p. Consequently, φ is surjective. This completes the
proof. 
Corollary 3.3. [10, Lemma 1.7] The equalities
s(M) = s(M∆) = dim(M∆/mM∆)
hold true.
Proof. The first equality is clear because (M/mM)∆ =M∆/mM∆ and the map
φ : Supp++(M/mM)→ Supp++(M
∆/mM∆)
defined by φ(P ) = P ∩ (R/mR)∆ is bijective by Lemma 3.2. To show the second
equality, we may assume that r = 1. Moreover, since s(M) = s(M/mM) and s(M) =
s(R/AnnR(M)), it is enough to show that
s(R) = dimR
for a Noetherian standard N-graded ring R such that R0 is a field. Then dimR =
htRR+ = dimProjR+ 1 = s(R). 
Remark 3.4. Let I1, . . . , Ir be ideals in A and let R = R(I1, . . . , Ir) be the multi-Rees
algebra of the ideals I1, . . . , Ir, which is a subalgebra A[I1t1, . . . , Irtr] of a polynomial
ring A[t1, . . . , tr]. Then the diagonal subalgebra of R
R∆ = R(I1 · · · Ir)
is the ordinary Rees algebra of the ideal I1 · · · Ir. Therefore, the spread of R
s(R) = dim(R∆/mR∆) = λ(I1 · · · Ir)
is the analytic spread of the ideal I1 · · · Ir.
Here is the definition of complete and joint reductions of multigraded modules which
was introduced by Kirby and Rees [10].
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Definition 3.5. Let ℓ ≥ 0 and q = (q1, . . . , qr) ∈ Nr.
(1) A set of homogeneous elements
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , ℓ}
is called a complete reduction of length ℓ with respect to M , if the equality
Mn = [(a1ja2j · · · arj | j = 1, . . . , ℓ)M ]n
holds true for all n≫ 0.
(2) A set of homogeneous elements
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , qi}
is called a joint reduction of type q with respect to M , if the equality
Mn = [(aij | i = 1, . . . , r, j = 1, . . . , qi)M ]n
holds true for all n≫ 0.
We define the empty set to be a complete reduction of length 0 and a joint reduction of
type 0 with respect to M .
Remark 3.6. Let q ∈ Nr such that |q| = ℓ. Then, as Kirby and Rees noted in
[10], joint reductions of type q with respect to M can be constructed from a complete
reduction of length ℓ with respect to M . Indeed, let
I := {aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , ℓ}
be a complete reduction of length ℓ with respect to M . Let σ1, . . . , σr be any partition
of {1, . . . , ℓ} into r-sets such that ♯σi = qi, i.e.,
σ1 ∐ · · · ∐ σr = {1, . . . , ℓ}.
Let σi = {si1, . . . , siqi}. Then the set
J := {aisij ∈ Rei | i = 1, . . . , r, j = 1, . . . , qi} ⊂ I
is a joint reduction of type q with respect to M because
Mn = [(a1ja2j · · · arj | j = 1, . . . , ℓ)M ]n ⊆ [JM ]n ⊆Mn
for all n≫ 0.
Here is our key result which plays an important role in our proof of Theorem 1.1.
Theorem 3.7. Assume that the residue field A/m is infinite and let s = s(M). Then
there exists a complete reduction of length s with respect to M
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , s}
such that for any i1, . . . , is ∈ {1, . . . , r},
ai11, ai22, . . . , aiss is an M -filter-regular sequence.
In particular, for any q ∈ Nr such that |q| = s, there exists a joint reduction of type
q with respect to M
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , qi}
such that
a11, a12, . . . , a1q1 , a21, . . . , a2q2 , . . . , arqr is an M -filter-regular sequence.
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Before the proof of Theorem 3.7, we need the following lemma.
Lemma 3.8. Let 0 ≤ t < s and consider a set
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , t}
such that
b1, . . . , bt is a subsystem of parameters for M
∆/mM∆
where bj := a1ja2j · · · arj ∈ Re for j = 1, . . . , t. Then for any finite subset X ⊂ Proj
r(R)
which allows the empty set, there exists a set
{ait+1 ∈ Rei | i = 1, . . . , r}
such that
• ait+1 /∈ Q for any Q ∈ X ,
• bt+1 := a1t+1a2t+1 · · · art+1 is a parameter for M
∆/(mM∆ + (b1, . . . , bt)M
∆).
Proof. Let AsshR∆(M
∆/(mM∆ + (b1, . . . , bt)M
∆)) = {p1, . . . , pu}. Then (R
∆)+ * pi
for all i = 1, . . . , u. Indeed, if (R∆)+ ⊆ pi for some i = 1, . . . , u, then
0 = dim(R∆/(mR∆ + (R∆)+))
≥ dim(R∆/pi)
= dim(M∆/(mM∆ + (b1, . . . , bt)M
∆)).
This contradicts to
dim(M∆/(mM∆ + (b1, . . . , bt)M
∆)) = dim(M∆/mM∆)− t = s− t > 0.
Hence,
AsshR∆(M
∆/(mM∆ + (b1, . . . , bt)M
∆)) ⊆ Supp++(M
∆/(b1, . . . , bt)M
∆).
Note that M∆/(b1, . . . , bt)M
∆ = (M/(b1, . . . , bt)M)
∆ since b1, . . . , bt ∈ Re. By Lemma
3.2, for each pi there exists the unique Pi ∈ Supp++(M/(b1, . . . , bt)M) such that pi =
Pi ∩ R
∆. Then each Pi + Rek for any k = 1, . . . , r because Pi + R++. On the other
hand, if we let
X = {Q1, . . . , Qv}
which allows the empty set, then each Qj + Rek for any k = 1, . . . , r becauseQj + R++.
Therefore, we have that for any k = 1, . . . , r, any i = 1, . . . , u and j = 1, . . . , v,
Pi ∩Rek ( Rek
Qj ∩Rek ( Rek .
Therefore,
Ui := ([Pi ∩Rek ] +mRek)/mRek ( Rek/mRek ,
Vj := ([Qj ∩Rek ] +mRek)/mRek ( Rek/mRek
by Nakayama’s Lemma. Since the residue field A/m is infinite,
W :=
[
u⋃
i=1
Ui
]
∪

 v⋃
j=1
Vj

 ( Rek/mRek .
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Hence, there exists akt+1 ∈ Rek such that akt+1 ∈ (Rek/mRek) \W . Thus,
akt+1 /∈
[
u⋃
i=1
Pi
]
∪

 v⋃
j=1
Qj

 .
Then it is clear that akt+1 /∈ Q for any Q ∈ X and bt+1 := a1t+1a2t+1 · · · art+1 ∈ Re is
a parameter for M∆/(mM∆ + (b1, . . . , bt)M
∆) because
bt+1 /∈
u⋃
i=1
pi.
This completes the proof. 
Proof of Theorem 3.7. The assertion is clear when s = 0. Suppose s ≥ 1 and let
0 ≤ t < s. Assume that there exists a set of homogeneous elements
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , t}
such that
• ai11, . . . , aitt is an M -filter-regular sequence for any i1, . . . , it ∈ {1, . . . , r},
• b1, . . . , bt is a subsystem of parameters for M
∆/mM∆
where bj = a1ja2j · · · arj ∈ Re for j = 1, . . . , t. Then by applying Lemma 3.8 for the
set
X :=
⋃
i1,...,it∈{1,...,r}
AssR(M/(ai11, . . . , aitt)M) \ V(R++)
which allows the empty set, we have a set of homogeneous elements
{ait+1 ∈ Rei | i = 1, . . . , r}
such that
• ai11, . . . , aitt, ait+1 is anM -filter-regular sequence for any i1, . . . , it, i ∈ {1, . . . , r},
• b1, . . . , bt, bt+1 is a subsystem of parameters for M
∆/mM∆
where bt+1 = a1t+1a2t+1 · · · art+1 ∈ Re. Thus, by repeating this procedure, we can
construct a set of homogeneous elements
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , s}
such that
• ai11, . . . , aiss is an M -filter-regular sequence for any i1, . . . , is ∈ {1, . . . , r},
• b1, . . . , bs is a system of parameters for M
∆/mM∆
where bj = a1ja2j · · · arj ∈ Re for j = 1, . . . , s. Since b1, . . . , bs is a system of parameters
for M∆/mM∆, we have that
0 = dim(M∆/(mM∆ + (b1, . . . , bs)M
∆))
= s(M∆/(b1, . . . , bs)M
∆)
= s(M/(b1, . . . , bs)M).
Hence, Supp++(M/(b1, . . . , bs)M) = ∅. By Lemma 3.1, [M/(b1, . . . , bs)M ]n = (0) for
all n≫ 0 so that
Mn = [(b1, . . . , bs)M ]n for all n≫ 0.
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Therefore, the set
{aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , s}
is a complete reduction of length s with respect to M . Then the last assertion on the
existence of a joint reduction follows immediately from Remark 3.6. 
Remark 3.9. Suppose that the residue field A/m is infinite and let ℓ ≥ s(M).
(1) One can construct a complete reduction of length ℓ with respect to M with the
same property in Theorem 3.7.
(2) Kirby and Rees proved the existence of a complete reduction of length ℓ with
respect toM ([10, Theorem 1.6]). Theorem 3.7 improves their result. Moreover,
our proof yields considerable simplification of the one in [10] and also the original
one in [13].
(3) Sarkar and Verma proved the last assertion in Theorem 3.7 under the assump-
tion that A is an Artinian local ring and M has positive mixed multiplicities
and dimM∆ ≥ 1 ([15, Theorem 2.3]). Theorem 3.7 generalizes and improves
their result.
(4) Let q ∈ Nr with |q| = s(M). Then Trung proved the existence of M -filter-
regular sequence of type q in bigraded cases ([17, Lemma 2.3]). Thus, Theorem
3.7 can be viewed as a common generalization of [10, 17].
4. Proof of Theorem 1.1
In this section, we will give a proof of Theorem 1.1. In fact, we prove the following
general result.
Theorem 4.1. Let R be a Noetherian standard Nr-graded ring such that R0 = A is
a local ring. Let M be a finitely generated Zr-graded R-module and let N be a graded
R-submodule of M . Let b ∈ Zr and ℓ ≥ |b|+ s(M)− 1. Assume that
• [H iR++(M)]n = (0) for all i ≥ 0 and all n ≥ b.
• [M/N ]n = (0) for all n ≥ b with |n| = ℓ.
Then we have that
[M/N ]n = (0) for all n ≥ b with |n| ≥ ℓ.
Proof. By passing to the faithfully flat R-algebra R′ := R⊗AA
′, where A′ := A[T ]mA[T ]
is the localization of a polynomial ring A[T ] at the prime ideal mA[T ], we may assume
that the residue field of R0 = A is infinite. We set s = s(M). Let n ≥ b with |n| ≥ ℓ.
We use induction on |n|. The case |n| = ℓ is clear. Suppose |n| ≥ ℓ + 1 and assume
that
[M/N ]m = (0) for all m ≥ b with |m| = |n| − 1.
Note that n − b ≥ 0 and |n − b| ≥ s since n ≥ b and |n| ≥ ℓ+ 1 ≥ |b|+ s. Then one
can find q ∈ Nr such that n− b ≥ q and |q| = s. By Theorem 3.7, there exists a joint
reduction of type q with respect to M
J := {aij ∈ Rei | i = 1, . . . , r, j = 1, . . . , qi}
such that
a11, a12, . . . , a1q1 , a21, . . . , a2q2 , . . . , arqr is an M -filter-regular sequence.
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By Proposition 2.5, the assumption
[H iR++(M)]ℓ = (0) for all i ≥ 0 and all ℓ ≥ b
implies that
[H iR++(M/(a11, . . . , arqr)M)]ℓ = (0) for all i ≥ 0 and all ℓ ≥ b+ q.(1)
Note that, since the set J is a joint reduction with respect to M , M/(a11, . . . , arqr)M
is R++-torsion. Hence, by (1), we have that
[M/(a11, . . . , arqr)M ]ℓ =
[
H0R++(M/(a11, . . . , arqr)M)
]
ℓ
= (0)
for all ℓ ≥ b+ q. Therefore, since the vector n satisfies n ≥ b+ q,
Mn = [(a11, . . . , arqr)M ]n
=
r∑
i=1

 qi∑
j=1
aijMn−ei

 .
Here, we note that if s = 0, then Mn = (0) so that the assertion is clear. Suppose
s > 0.
Claim For any i = 1, . . . , r, the equality
qi∑
j=1
aijMn−ei =
qi∑
j=1
aijNn−ei
holds true.
Fix any i = 1, . . . , r and set m := n − ei. If m  b, then mi = ni − 1 < bi ≤ ni.
Hence, ni = bi so that qi = 0. Thus, the desired equality is clear. Suppose m ≥ b.
Then |m| = |n − ei| = |n| − 1. By our induction hypothesis, Mm = Nm so that the
desired equality holds true.
Consequently, we have that
Mn =
r∑
i=1

 qi∑
j=1
aijMn−ei


=
r∑
i=1

 qi∑
j=1
aijNn−ei


⊆ Nn.
Hence, Mn = Nn. This completes the proof. 
Let me give a proof of Theorem 1.1.
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Proof of Theorem 1.1. We set s = s(M) and let a(M) = (a1(M), . . . , ar(M)) ∈ Zr be
the a-invariant vector of M . Suppose that M is a Cohen-Macaulay graded R-module.
Let ℓ ≥ |a(M)|+ s+ r − 1 and assume that
[M/N ]n = (0) for all n ≥ a(M) + e with |n| = ℓ.
Since M is Cohen-Macaulay, H iM(M) = (0) for all i 6= dimRM . Hence,
[H iM(M)]n = (0)
for all i ≥ 0 and all n ∈ Zr with nk > ak(M) for some k = 1, . . . , r. Then, by
Proposition 2.8, we have that
[H iR++(M)]n = (0)
for all i ≥ 0 and all n ≥ a(M) + e. Note that |a(M)|+ s+ r− 1 = |a(M) + e|+ s− 1.
By taking b = a(M) + e and applying Theorem 4.1, we get that
[M/N ]n = (0) for all n ≥ a(M) + e with |n| ≥ ℓ.
This completes the proof. 
Remark 4.2. Suppose s(M) = 0. Then M is R++-torsion by the proof of Lemma 3.1
so that H0R++(M) =M . Hence, the assumption
[H iR++(M)]n = (0) for all i ≥ 0 and all n ≥ b
in Theorem 4.1 implies that Mn = (0) for all n ≥ b. In particular, if M is Cohen-
Macaulay with s(M) = 0, then
[H iR++(M)]n = (0) for all i ≥ 0 and all n ≥ a(M) + e
by Proposition 2.8, and, hence, Mn = (0) for all n ≥ a(M) + e.
5. Applications
In this section, we will apply Theorems 1.1 and 4.1 to multi-Rees algebras of fil-
trations of ideals. Let I1, . . . , Ir be ideals in a Noetherian local ring A. Let R(I) =
R(I1, . . . , Ir) be the multi-Rees algebra of I1, . . . , Ir, which is a subalgebra
R(I) = A[I1t1, . . . , Irtr] =
∑
n∈Nr
Intn
of a polynomial ring A[t1, . . . , tr]. Let
F = {F (n)}n∈Nr
be a filtration of ideals in A, i.e., each F (n) is an ideal in A such that
• F (n) ⊇ F (m) if n ≤m
• F (n)F (m) ⊆ F (n +m).
A filtration F is said to be I-filtration if the following one more condition is satisfied.
• In ⊆ F (n) for all n ∈ Nr.
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Typical examples of I-filtrations are an I-adic filtration {In}n∈Nr and its integral
closure filtration {In}n∈Nr . For an I-filtration F , we set
R(F) =
∑
n∈Nr
F (n)tn
and call it the multi-Rees algebra of the filtration F . R(F) is a subalgebra of A[t1, . . . , tr]
which contains the ordinary multi-Rees algebra R(I) as an A-subalgebra. The multi-
Rees algebra of the I-adic filtration {In}n∈Nr will be denoted by R(I) for short. Also,
the multi-Rees algebra of the integral closure filtration {In}n∈Nr will be denoted by
R(I) =
∑
n∈Nr
Intn,
which coincides with the integral closure of R(I) in A[t1, . . . , tr] ([8, Proposition 5.2.1]).
Then our main application can be stated as follows.
Theorem 5.1. Let (A,m) be a Noetherian local ring of dimA = d > 0. Let I1, . . . , Ir
be ideals in A and let F be an I-filtration such that dimR(F) = d+ r. Suppose that
• R(I) ⊆ R(F) is module-finite,
• R(F) is Cohen-Macaulay.
Let ℓ ≥ λ(I1 · · · Ir)− 1 and assume that
In = F (n) for any n ∈ Nr with |n| = ℓ.
Then we have that
In = F (n) for any n ∈ Nr with |n| ≥ ℓ.
In particular, if
In = F (n) for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1,
then In = F (n) for any n ∈ Nr, i.e., R(I) = R(F).
In order to prove Theorem 5.1, we begin with the following.
Proposition 5.2. Let R ⊆ S be a Noetherian Nr-graded ring extension such that
• R0 = S0 = A is a local ring,
• R is a standard Nr-graded ring, and
• R ⊆ S is module-finite.
Then s(R) = s(S).
Proof. By Corollary 3.3, we may assume that r = 1 and it is enough to show that
dimR/mR = dimS/mS.
By passing to the ring A[T ]mA[T ] where T is an indeterminate, we can assume that the
residue field A/m is infinite. Let ℓ := s(S) = dimS/mS. Since S is a finitely generated
R-module, there exists a1, . . . , aℓ ∈ R1 such that a1, . . . , aℓ is a complete reduction of
S, that is,
Sn = [(a1, . . . , aℓ)S]n for all n≫ 0.
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Let T := A[a1, . . . , aℓ] be the subalgebra of R. Then T ⊆ S is module-finite, and, hence,
the natural map T/mT → S/mS is also finite. Therefore, dimT/mT ≥ dimS/mS = ℓ.
Consider the exact sequence
0→ K → (A/m)[X1, . . . ,Xℓ]→ T/mT → 0,
where (A/m)[X1, . . . ,Xℓ] is a polynomial ring. Then, by comparing the Krull dimen-
sions, we have K = (0), and, hence, (A/m)[X1, . . . ,Xℓ] ∼= T/mT . Thus, the natural
map T/mT → S/mS is injective. Therefore, the natural map T/mT → R/mR is also
injective and finite. Hence, dimR/mR = dimT/mT = ℓ = dimS/mS. 
As a corollary, we immediately get the following.
Corollary 5.3. Let I1, . . . , Ir be ideals in A and let F be an I-filtration of ideals in A
such that R(I) ⊆ R(F) is module-finite. Then we have s(R(F)) = λ(I1 · · · Ir).
Next we recall the following general fact on the a-invariant.
Lemma 5.4. Let B be a Noetherian Nr-graded ring such that B0 = A is a local ring.
Let H = {H(m)}m∈N be a filtration of graded ideals in B. Let n := mB + B+ be the
homogeneous maximal ideal of B and set
RB(H) =
∑
m∈N
H(m)tm
the Rees algebra of H. Let M := nRB(H)+RB(H)+ be the homogeneous maximal ideal
of RB(H). Consider RB(H) as an N-graded B-algebra and set
a(RB(H)) = sup{k ∈ Z | [H
dimRB(H)
M (RB(H))]k 6= (0)}.
Assume that RB(H) is Noetherian and dimRB(H) = dimB + 1. Then we have
a(RB(H)) = −1.
Proof. By passing to the ring Bn, we may assume that (B, n) is a local ring. Then the
assertion is well-known (see [2, 5] for instance). 
Let (A,m) be a Noetherian local ring of dimA = d > 0. Let
F = {F (n,m)}(n,m)∈Nr+1
be a filtration of ideals in A. We set
G = {G(n)}n∈Nr := {F (n, 0)}n∈Nr .
Consider the multi-Rees algebra of F and G
R(F) =
∑
(n,m)∈Nr+1
F (n,m)tntm ⊆ A[t1, . . . , tr, t],
R(G) =
∑
n∈Nr
G(n)tn =
∑
n∈Nr
F (n, 0)tn ⊆ A[t1, . . . , tr].
Let ϕ : Zr+1 → Z be a group homomorphism defined by ϕ(n,m) = m. Then
R(F)ϕ =
∑
m∈N
(∑
n∈Nr
F (n,m)tn
)
tm
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is the ring R(F) as an N-graded ring with the homogeneous component of degree m
H(m) :=
∑
n∈Nr
F (n,m)tn.
We set
H := {H(m)}m∈N.
Then H is a filtration of graded ideals in B := R(G) and
R(F)ϕ = RB(H)
as N-graded B-algebras. Let M = mR(F)+R(F)+ be the homogeneous maximal ideal
of R(F) as an Nr+1-graded ring. Assume that RB(H) is Noetherian and dimRB(H) =
dimB + 1. Then, by Lemma 5.4,
a(R(F)ϕ) = a(RB(H)) = −1.
On the other hand, by Lemma 2.6,(
H
dimR(F)
M (R(F))
)ϕ
= H
dimR(F)
Mϕ (R(F)
ϕ)
as Z-graded modules. Hence, for any k ∈ Z, we have[
H
dimR(F)
Mϕ (R(F)
ϕ)
]
k
=
[(
H
dimR(F)
M (R(F))
)ϕ]
k
=
⊕
n∈Zr
[
H
dimR(F)
M (R(F))
]
(n,k)
.
If we set
ar+1(R(F)) := sup
{
k ∈ Z |
[
H
dimR(F)
M (R(F))
]
(n,k)
6= (0) for some n ∈ Zr
}
,
then
ar+1(R(F)) = a(R(F)ϕ) = −1.
This observation implies the following.
Corollary 5.5. Let (A,m) be a Noetherian local ring of dimA = d > 0. Let F =
{F (n)}n∈Nr be a filtration of ideals in A. Suppose that
• R(F) =
∑
n∈Nr F (n)t
n is Noetherian
• dimR(F) = d+ r.
Then we have
a(R(F)) = −e = (−1,−1, . . . ,−1).
Proof. When r = 1, it is well-known ([2]). Suppose r ≥ 2. Fix i = 1, . . . , r and let
B = R(G) be the Nr−1-graded Rees algebra defined by the filtration
G := {G(n)}n∈Nr−1
where G(n) = F (n1, . . . ,
i
0ˇ, . . . , nr). Let ϕi : Zr → Z be a group homomorphism defined
by ϕ(n) = ni. Then R(F)
ϕi is the Rees algebra of the filtration of ideals in B and
dimB = d+r−1. Therefore, ai(R(F)) = a(R(F)ϕi) = −1 so that a(R(F)) = −e. 
Theorem 5.1 is now a direct consequence of Theorem 1.1.
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Proof of Theorem 5.1. Let R = R(I) and let M = R(F). By the assumptions, M
is a finitely generated Cohen-Macaulay graded R-module with dimM = d + r. Then
s(M) = λ(I1 · · · Ir) by Corollary 5.3 and a(M) = −e by Corollary 5.5. Hence, |a(M)|+
s(M) + r − 1 = λ(I1 · · · Ir)− 1. Therefore, we get the assertion by Theorem 4.1. 
The following is the special case of Theorem 5.1.
Theorem 5.6. Let (A,m) be a Noetherian local ring of dimA = d > 0. Let I1, . . . , Ir
be ideals in A such that dimR(I) = d+ r. Suppose that R(I) ⊆ R(I) is module-finite
and R(I) is Cohen-Macaulay. Let ℓ ≥ λ(I1 · · · Ir)− 1 and assume that
In is integrally closed for all n ∈ Nr with |n| = ℓ.
Then we have that
In is integrally closed for all n ∈ Nr with |n| ≥ ℓ.
In particular, if
In is integrally closed for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1,
then all the power products In of I1, . . . , Ir are integrally closed.
In Theorem 5.6, if we assume that A is an analytically unramified Noetherian local
ring, then the multi-Rees algebra R(I) has finite integral closure ([12]). As a direct
consequence of Theorem 5.6, we have the following.
Corollary 5.7. Let A be an analytically unramified Noetherian local ring of dimA =
d > 0. Let I1, . . . , Ir be ideals in A such that dimR(I) = d + r. Assume that the
integral closure R(I) of R(I) is Cohen-Macaulay. Suppose that
In is integrally closed for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1.
Then In is integrally closed for all n ∈ Nr.
Let I1, . . . , Ir be monomial ideals in a polynomial ring S = k[X1, . . . ,Xd] over a field
k. Then, the multi-Rees algebra R(I) has finite integral closure since R(I) is a finitely
generated algebra over a field and an integral domain. Moreover, the integral closure
R(I) of R(I) is a normal semigroup ring so that it is Cohen-Macaulay by Hochster’s
Theorem ([6]). Thus, by localizing at (X1, . . . ,Xd), we have the following.
Corollary 5.8. Let S = k[X1, . . . ,Xd] be a polynomial ring over a field k and let
I1, . . . , Ir be arbitrary monomial ideals in S. Suppose that
In is integrally closed for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1.
Then all the power products In of I1, . . . , Ir are integrally closed.
It would be interesting to know whether or not the assumption in Corollary 5.7
that the normalization of the multi-Rees algebra is Cohen-Macaulay is needed if A
is a regular local ring. In dimension two, it is known as Zariski’s theorem on the
product of integrally closed ideals that we do not need the assumption. How about in
higher dimensions? In particular, it would be interesting to know whether the following
Question holds true or not.
Question 5.9. Let A be a ring satisfying that either
19
• A is a polynomial ring over a field, or
• A is a regular local ring.
Let I1, . . . , Ir be ideals in A. Suppose that
In is integrally closed for any n ∈ Nr with 0 ≤ |n| ≤ λ(I1 · · · Ir)− 1.
Then are all the power products In integrally closed?
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