Abstract. We show that iterative scheme due to Karahan andÖzdemir (2013) can be used to approximate fixed point of contraction mappings. Furthermore, we prove that CR iterative scheme converges faster than the iterative scheme due to Karahan andÖzdemir (2013) for the class contraction mappings. Finally, we prove a data dependence result for contraction mappings by employing iterative scheme due to Karahan andÖzdemir (2013).
introduction
Fixed point theory has been appeared as one of the most powerful and substantial theoretical tools of mathematics. This theory has a long history and has been studied intensively by many researchers in various aspects. For the past 30 years or so, the study of iterative procedures for the approximation of fixed points of various classes of operators have been flourishing areas of research for many mathematicians. Consequently, considerable research efforts have been devoted to introduce various iteration methods and study its more qualitative features, for example, [1, 8, 12, 15, 16, 17, 18, 19, 20, 22, 23, 26, 29, 32] .
We begin our exposition with an overview of various iterative methods. Throughout this paper N denotes set of all nonnegative integers including zero. Let B be a Banach space, S be a subset of B and T be a selfmap of S. Let α i n ∞ n=0 , i ∈ {1, 2, 3} be real sequences in [0, 1] satisfying certain control condition(s).
An iterative sequence {x n } ∞ n=0 defined by (1.1) x 0 ∈ S, x n+1 = T x n , n ∈ N, is known as Picard iteration procedure [23] , which is commonly used to approximate fixed point of contraction mappings satisfying (1.2) T x − T y ≤ δ x − y , δ ∈ (0, 1) , for all x, y ∈ B.
The following iteration methods are called Noor [18] , and SP [22] iteration methods, respectively: (ii) SP iteration method (1.6) reduces to a two-step Mann iteration method [32] for α 3 n = 0.
Agarwal et al. [1] inroduced an S-iteration method as follows
The following iteration method is referred to as CR iteration method [9] (1.6)
Very recently, Karahan andÖzdemir [13] introduced a new three step iteration as follows
Convergence analysis of iterative methods has an important role in the study of iterative approximation of fixed point theory. Fixed point iteration methods may exhibit radically different behaviors for various classes of mappings. While a particular fixed point iteration method is convergent for an appropriate class of mappings, it may not be convergent for the others. Due to various reasons, it is important to determine whether an iteration method converges to fixed point of a mapping. In many cases, there can be two or more than two iteration procedures approximating to a fixed point of a mapping, for example, [7, 14, 25, 31] . In such cases, the critical and important point is to compare rate of convergence of these iterations to find out which ones converge faster to that fixed point, e.g., [2, 4, 5, 6, 10, 11, 21, 24, 27, 28, 34, 35] .
Recently, several authors introduced different type iteration methods and they have proved that their iteration methods converges faster than Picard, Mann and Ishikawa iteration methods, e.g., [9, 13, 14, 21, 28] .
In this paper, we are concerned with two recent iteration methods defined by (1.6) and (1.7). We show that iteration method (1.7) converges to fixed point of a contraction mapping satisfying (1.2). Also, we prove that CR iteration method (1.6) is equivalent and faster than iteration method (1.7) for the class of contraction mappings. Finally, we give a data dependence result for the fixed point of contraction mappings using iteration method (1.7).
In order to obtain our main results we need following lemmas and definitions. 
and {ρ n } ∞ n=0 be nonnegative real sequences satisfying the following inequality:
where η n ∈ (0, 1), for all n ≥ n 0 ,
η n = ∞, and
be a nonnegative sequence for which one assumes there exists n 0 ∈ N, such that for all n ≥ n 0 one has satisfied the inequality
where µ n ∈ (0, 1) , for all n ∈ N, ∞ n=0 µ n = ∞ and η n ≥ 0, ∀n ∈ N. Then the following inequality holds
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Theorem 1. Let S be a nonempty closed convex subset of a Banach space B and T : S → S be a contraction map satisfying condition (1.2). Let {p
be an iterative sequence generated by (1.7) with real sequences α
Proof. Picard-Banach theorem guarantees the existence and uniqueness of x * . We will show that p n → x * as n → ∞. From (1.2) and (1.7) we have
Since δ ∈ (0, 1) and α i n ∈ [0, 1], for all n ∈ N and for each i ∈ {1, 2, 3}
By using δ ∈ (0, 1), (2.4) and (2.5) in (2.3), we obtain
It is well-known from the classical analysis that 1 − x ≤ e −x for all x ∈ [0, 1]. By considering this fact together with (2.6), we obtain
Taking the limit of both sides of inequality (2.7) yields p n → x * as n → ∞. Proof. We will prove (i)⇒(ii), that is, if iteration method (1.7) converges to x * , then CR iteration method (1.6) does too. Now by using iteration method (1.7), CR iteration method (1.6) and condition (1.2), we have
Substituting (2.9) in (2.8)
] for all n ∈ N and for each i ∈ {1, 2, 3},
By applying inequalities (2.11) and (2.12) to (2.10), we obtain
Using the fact x * = T x * and triangle inequality for norms, we derive
Substituting (2.14) in (2.13)
Denote that a n = p n − u n ,
Thus, an application of Lemma 1 to (2.15) yields a n = p n − u n → 0 as n → ∞. Also, since u n − x * ≤ p n − u n + p n − x * , we have u n − x * → 0 as n → ∞.
Next, we will prove (ii)⇒(i). Assume that u n − x * → 0 as n → ∞. It follows from CR iteration method (1.6), iteration method (1.7) and condition (1.2) that 
Hence, (2.21) becomes
Thus, an application of Lemma 1 to (2.23) yields a n = u n − p n → 0 as n → ∞. Also, since p n − x * ≤ p n − u n + u n − x * , we have p n − x * → 0 as n → ∞. 
Using now (1.7) and (1.2) we have
From assumption (i), we obtain (2.27)
Since δ ∈ (0, 1) and α i ∈ (0, 1) for each i ∈ {1, 2, 3}
and thus, we have
It thus follows from ratio test that ∞ n=0 θ n < ∞. Hence, we have lim n→∞ θ n = 0 which implies that {p n } ∞ n=0 is faster than {u n } ∞ n=0 .
We are now able to establish the following data dependence result. From Theorem 1 we know that lim n→∞ p n = x * . Thus, using this fact together with the assumption lim n→∞ p n = u * we obtain (2.47) x * − u * ≤ 5ε 1 − δ .
