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Del I
Creol
1
The Creol project is an ongoing research project 2004 - 2008,
funded by the Research Council of Norway through the strate-
gic programme IKT-2010. The goal of the project is to develop
a formal framework and tool for reasoning about dynamic and
reflective modifications in object-oriented open distributed sys-
tems, ensuring reliability and correctness of the overall system.
http://heim.ifi.uio.no/∼creol/
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Kapittel 1
Innledning
Denne oppgaven er en del av Creol-prosjektet ved gruppen for Presis Mo-
dellering og Analyse (PMA) [13] ved Institutt for Informatikk. Prosjektet
har som mål å utvikle et egnet rammeverk for å kunne spesifisere og utvikle
objektorienterte åpne distribuerte systemer.
Creol - Concurrent REflective Object-oriented Language [14, 2, 6, 1, 5] -
er et programmeringsspråk som langt på vei oppfyller målet satt av Creol-
prosjektet. Språket tar sikte på å inneholde muligheter for refleksiv program-
mering, dynamiske oppdateringer (under kjøring) og et koordinasjons-språk
basert på “viewpoint-spesifikasjoner”.
En del av de underliggende ideene til språket er hentet fra ADAPT-FT-
prosjektet [15], og spesielt fra språket OUN (Oslo University Notation) [9]
som ble utviklet med bakgrunn i dette prosjektet. OUN’s idé var å kom-
binere formelle metoder med objektorienterte språk. Dette med bakgrunn i
at de fleste eksisterende formelle metoder ikke tillater den samme åpenhet
som objektorienterte språk tilbyr. I tillegg blir objektorienterte språk brukt
mer og mer i forbindelse med distribuerte systemer. Samtidig øker interessen
for å benytte seg av formelle metoder ved utviklingen av systemer. Arbeidet
med dette språket ble startet i 1998, og den første versjonen kom i november
1999. Språket er utarbeidet av Olaf Owe i samarbeid med Ole-Johan Dahl
og Isabelle Ryl.
En videreutvikling av OUN, utarbeidet av Olaf Owe og Einar Broch Johnsen,
har stort sett bestått av diverse videreutviklinger av OUN og dette har ført
fram til dagens Creol med en operasjonell semantikk som er definert i Maude.
Språket er ment brukt til å spesifisere og utvikle objektorienterte åpne dist-
ribuerte systemer. Dette på en slik måte at sikkerhet og liveness ivaretas på
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en god måte. Så lenge statisk resonnement er mulig, forsøker man å inklude-
re så mye som mulig av høynivå objektorienterte programmerings-begreper i
språket.
1.1 Motivasjon
Det er tidligere laget en kompilator for OUN i hovedoppgaven “Kompilator
fra OUN til Java” [10]. Her ble det lagt vekt på at oversettelsen fra OUN til
Java skulle bli mest mulig direkte. Dette for at det skulle være lett å kjenne
seg igjen i den oversatte koden.
Et av problemene som dermed ikke lot seg løse i den oppgaven, var det
faktum at OUN tillater multippel arv, mens Java kun tillater enkel arv, og
det ble valgt å se bort fra OUN’s mulighet for multippel arv. I tillegg obser-
verte man at Java har begrensninger på hvor mange tråder som kan kjøres
samtidig. Effektivitetsmessig var det heller ikke gunstig å ha mange tråder
kjørende samtidig.
I hovedfagsoppgaven “En abstrakt maskin for Creol i Maude” [1, 5] ble det
utviklet en interpret for Creol i Maude. Denne interpreten kan motta og ek-
sekvere Creol-kode i form av høynivå “maskinkode” CMC (Creol Machine
Code). CMC beskriver Creol innenfor rammen av Maude, og så tett opp mot
Creol-syntaks som mulig. Interpreten ble utviklet med ønske om å ha et en-
kelt og fleksibelt verktøy for testing av Creol-programmer. Med denne kunne
man se om ideer som ser bra ut i teorien vil fungere i praksis. Interpreten er
kodet slik at den enkelt kan endres ved eventuelle endringer i semantikken.
Dette er svært nyttig da språk under utvikling gjerne endres under utprøving,
fram til man får et tilfredsstillende resultat.
Med dette som bakgrunn er det derfor ønskelig å lage en kompilator for
oversetting av Creol-programmer til CMC. Denne kompilatoren må da også
kunne utføre syntaktisk og semantisk sjekk av koden. Siden det er viktig at
koden til kompilatoren er kodet slik at den gjør det enkelt å gjøre endringer
eller utvidelser ved eventuell videreutvikling av språket, har jeg i denne opp-
gaven, valgt å benytte løsninger (Flex/Bison i kombinasjon med C) som er
enkle å gjøre forandringer på underveis i utviklingsprosessen.
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1.2 Problemstillinger
Vi kan oppsummere hovedproblemstillingene i denne oppgaven som følger:
Hvilke problemstillinger oppstår i forbindelse med type-
analyse og annen statisk sjekk av Creol-programmer?
Vi ser på type-analysen og ser på hvilke utfordringer som oppstår i forbindelse
med analyse av programmer skrevet i Creol.
Hvordan kan vi best lage en kompilator for Creol, slik
at den er fleksibel i forbindelse med endring av Creols
syntaks og ved endring av målspråk?
Creol er et språk under utvikling. Nye syntaksideer skal prøves ut, og det er
derfor viktig med fleksible verktøy som enkelt kan endres ved slike endringer
i språket. Det vil være ønskelig å benytte seg av metoder som gjør at en
endring i språket ikke fører til noen større endring for det som allerede er
implementert i kompilatoren.
Creol blir i denne oppgaven oversatt til CMC-kode, som kan interpreteres
i CMC-interpreten i Maude. Det kan også være interessant å oversette Cre-
ol til andre målspråk, og det vil derfor være nyttig at FrontEnd-delen av
kompilatoren leverer programmet fra seg i form av en tre-struktur, som er
innholdsrik nok til å kunne danne grunnlaget for oversetting til forskjellige
målspråk.
Med dette i tankene kan hovedproblemstilling 2 deles opp i følgende to del-
problemstillinger:
Hvilke metoder kan hjelpe oss å lage en FrontEnd-del som
er enkel å gjøre endringer og utvidelser på?
Vi vil se på konkrete verktøy som gjør det mulig å lage en FrontEnd-del, som
er fleksibel i forhold til endringer og utvidelser.
Hvordan kan vi bygge opp et syntakstre, og hvordan bør
trestrukturen være, slik at dette enkelt kan brukes til ge-
nerering av forskjellige målkoder?
Vi vil se på en nodestruktur som kan brukes til å bygge opp innholdsrike syn-
takstrær og se om denne strukturen kan brukes i genereringen av forskjellige
målkoder.
7
1.3 Kort oversikt over oppgaven
I kapittel 2 ser vi på Creols syntaks og type-regler. Sist i kapittelet beskri-
ver vi Creols syntaks på EBNF-form [16, 8]. EBNF (Extended Backus-Naur
form) brukes til å beskrive programmeringsspråk ved hjelp av kontekstfri
grammatikk (spesifiserer den syntaktiske strukturen til et programmerings-
språk). Mer om EBNF finner vi i delkapittel 3.2.
I kapittel 3 og 4 ser vi på kompilatoren CreolC. Vi ser på den leksikalske,
syntaktiske og semantiske analysen av Creol og hvordan vi kan bygge opp et
syntakstre som kan brukes av kodegenereringen, i kapittel 3. I kapittel 4 viser
vi CMCs syntaks og ser på selve kodegenereringen, og hvordan syntakstreet
kan brukes til å oversette til CMC-kode.
I kapittel 5 ser vi på et større programmerings-eksempel i Creol og en over-
setting av dette.
I kapittel 6 oppsummerer vi de viktigste resultatene i oppgaven.
1.4 Konkrete resultater fra arbeidet med opp-
gaven
Arbeidet med oppgaven har resultert i en kompilator “CreolC” som analyser-
er Creol-kode og oversetter denne til CMC-kode. CMC er designet slik at den
blir så lik Creol-koden som skal oversettes. Ved å gjøre det på denne måten
vil man enkelt kunne gjenkjenne strukturer fra Creol-koden i CMC-koden.
Dette har medført at det å analysere og semantikk-sjekke Creol-programmer
blir en minst like stor del av oppgaven, som det å oversette til Creol.
I kapitlene 3 og 4 har de enkelte delene av kompilatoren blitt definert, og
i kapittel 5 viser vi hvordan kompilatoren fungerer og hvordan kompilator-
en installeres. Kompilatoren er bygget opp av 10 filer på totalt cirka 4.000
håndkodete kodelinjer. I tillegg kommer cirka 7.000 kodelinjer generert av
forskjellige kompilator-verktøy (Flex og Bison, se kapittel 3).
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Kapittel 2
Creol
Creol er et objektorientert språk laget for å kunne designe åpne distribuerte
systemer. Creol er ment å gjøre det lettere å designe systemer på en slik måte
at sikkerhet og progresjon blir godt ivaretatt.
Creol baserer seg på samtidige/parallelle objekter som kommuniserer ved
hjelp av metodekall. Objektene kjøres i ekte parallell, og hvert objekt har
sin egen prosessor, som styrer objektets prosesser. Disse prosessene kjøres
kvasiparallelt. Ved bruk av prosessor-slippunkter/ventepunkter vil objekte-
ne kunne skifte mellom aktiv og reaktiv oppførsel. Dette medfører at vi får
ikke-blokkerende asynkrone metodekall, og en dynamisk skifting mellom ak-
tiv og reaktiv atferd for objektene. En prosess kan avløses ved hjelp av en
vakt (“guard”), mens denne vaktens betingelser venter på å bli oppfylt kan
andre oppgaver utføres. Vaktene beskriver en betingelse som må oppfylles
for at prosessen skal kunne gå videre med utførelsen av sitt kall. Hvis denne
betingelsen ikke er oppfylt vil vakten fungere som et ventepunkt og gir da
signaler til objektet at det kan behandle forespørsler fra andre objekter, eller
fortsette å kjøre eventuelle interne metoder. Hvert objekt har sin prosessor,
og vil da veksle mellom å være aktiv eller reaktiv.
Det er ønskelig å unngå problemer som venting og “vranglås” ved synkro-
ne metodekall, som lett vil kunne oppstå ved bruk av kjente objektorienterte
språk i programmeringen av et distribuert system. I Creol er det derfor inn-
ført asynkrone metodekall for å minske disse problemene. Dette medfører at
et objekt kan kalle på et annet objekt via et metodekall, men slippe å ven-
te på svar fra den kalte prosessen (hvis det da ikke fra programmets side er
nødvendig å vente på svar). Uansett kan det kalte objektet behandle returen
når den er klar for det.
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Det tillates multippel arv, både for grensesnitt og klasser, med muligheter for
metode-overlasting og redefinisjon av metoder. Et objekt sees på gjennom de
grensesnitt objektet støtter. Objekter av forskjellige klasser kan støtte sam-
me grensesnitt, selv om implementasjonen av dette grensesnittet kan være
ulik i de forskjellige klassene. Arv gir opphav til subtyping, og i Creol er
grensesnitt-typer og verdi-typer knyttet sammen i et type-hierarki med Data
som ytterste supertype. Alle objekt-pekere types ved hjelp av grensesnitt.
“Resonneringskontroll” er sikret ved utbyttbarhet på grensesnitt-nivå. Et ob-
jekt som støtter grensesnitt G kan altså byttes ut med et annet objekt som
støtter grensesnitt G, eller et subgrensesnitt av G, i en kontekst avhengig av
G. Denne utbyttbarheten fører til at alle eksterne metodekall vil bli virtuelt
bundet, da runtime-klassen til det kalte objektet ikke er statisk kjent.
Creol er et sterkt typet språk [4] og det garanteres at et program skrevet
i Creol, forutsatt at koden blir godkjent av den statiske typeanalysen også,
er typeriktig, i den forstand at ingen typefeil kan oppstå under kjøring. Dette
kan garanteres ved å kreve at alle typer skal være deklarert, og at alle meto-
dekall må være lovlig definert.
Beskrivelsen av et system i Creol kan deles inn i to nivåer. Det mest abstrak-
te nivået inneholder spesifikasjonsspråket Creol-SL, som gjør det mulig å
spesifisere grensesnitt (“interface”) og kontrakter (“contract”). Design-nivået
inneholder språket Creol-DL, som gjør det mulig å spesifisere klasser (“class”)
og å generere objekter.
2.1 Creol-SL
På dette nivået har vi ikke klasser. Objekter blir sett gjennom grensesnitt
(roller). De objektene som implementerer en bestemt rolle (tilbyr samme
grensesnitt) kan bli brukt på samme måte som for andre objekter som imple-
menterer den samme rollen. Typen på de synlige objekt-variable og parametre
defineres i grensesnittene, slik at det alltid vil være statisk kontroll over lov-
lige metodekall. I spesifikasjonsspråket eksisterer det også et underliggende
språk for å definere data-typer, inkludert noen predefinerte typer, som hel-
tall (“int”), boolske variable (“bool”), strenger (“string”) og labels (“label”).
Datatypene listet her er alle subtyper av typen “Data”.
I hovedfagsoppgaven “Datatyper og eksempelstudier i Creol” [11] er det sett
på ulike muligheter for definisjon av nye datatyper, og hvordan opprettelse
av nye datatyper kan implementeres i Maude-interpreten, som ble definert
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i hovedfagsoppgaven “En abstrakt maskin for Creol i Maude” som tidligere
nevnt på side 6. I interpreten brukes Call for å konstruere nye datatyper. I
tillegg må det opprettes ligninger for de nye datatypene i interpreten slik at
riktige operasjoner kan utføres på disse. En klar syntaks for definisjon av nye
datatyper ble imidlertid ikke definert i denne oppgaven. Det blir derfor heller
ikke implementert noen oversetting av mulige nye datatyper.
2.1.1 Grensesnitt
Et grensesnitt inneholder syntaktiske definisjoner av metoder og semantis-
ke kravspesifikasjoner. Kravspesifikasjonen kan inneholde en invariant etter
nøkkelordet inv, som gir betingelser som grensesnittet må oppfylle (garanti).
Invarianten må være oppfylt mellom hver metode og ved alle ventepunkt.
Den kan også inneholde en forutsetning (“assumption”) etter asm, som an-
gir forventet oppførsel til omgivelsene. Spesifikasjonen kan inneholde hjelpe-
funksjoner etter func som vil være nyttig for å kunne uttrykke riktig spesi-
fikasjon av grensesnittet.
I definisjonene under av Creols syntaks vil nøkkelordene i språket være
uthevet.
Et grensesnitt har følgende syntaks:
interface <GrensesnittNavn> (<objekt-parametre>)
inherits <Liste-av-arvede-grensesnitt>
begin
with <Ko-GrensesnittNavn>
op m1(. . . )
. . .
op mi(. . . )
asm <>
inv <>
where
func <navn> == . . .
. . .
end
Et grensesnitt kan ha verdi- og objekt-parametrene (mellom vanlige parente-
ser), som består av en liste av typer som beskriver de minimale omgivelsene
som et objekt av dette grensesnittet må kjenne til ved opprettelse.
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Alle grensesnitt arver ett felles super-grensesnitt, any, som er det tomme
grensesnittet. Grensesnittene kan igjen arve “grensesnitt-innholdet” fra and-
re grensesnitt ved hjelp av en inherits-setning. Denne setningen gjør det
mulig med multippel arv, slik at et grensesnitt kan være et sub-grensesnitt
av flere grensesnitt.
Grensesnittet definerer metoder som klassene som implementerer dette gren-
sesnittet må støtte i sin klasse-definisjon. Metodene kan kun kalles av de
kallere som har implementert det ko-grensesnittet, som er definert i with-
klausulen, eller et subgrensesnitt av dette. Et grensesnitt kan i utgangspunk-
tet kun ha en with-tilknytning, men på grunn av arv kan den allikevel ha
flere with-tilknytninger. Hvis ko-grensesnittet angitt av with-klausulen er
super-grensesnittet any, vil alle objekter kunne kalle på metodene.
2.1.2 Kontrakter
I tillegg til krav-spesifikasjonene angitt i grensesnittene kan man spesifise-
re såkalte kontrakter. Kontraktene beskriver sammenhengen mellom to eller
flere grensesnitt. De gjør det mulig å sette krav til hvordan grensesnittene
fungerer i en sammenheng, altså et krav mellom et sett objekter som imple-
menterer disse grensesnittene. En kontrakt har følgende syntaks:
contract <KontraktNavn> (o1 : Grensesnitt1, . . . . . . , on : Grensesnittn)
begin
inv <>
where
. . .
end
Kontraktene har sine egne invarianter som setter krav til interaksjonen mel-
lom de objektene som implementerer grensesnittene listet opp innenfor pa-
renteser. Disse må i tillegg tilfredsstille de krav som objektene har fått fra
grensesnittene som beskriver dem. Kontraktene sier altså mer enn grensesnit-
tene om de globale egenskapene systemet må oppfylle.
2.2 Creol-DL
Design-språket Creol-DL introduserer klasser. Mye av begrepene rundt åpen-
het og mobilitet blir innført på design-nivå i form av konstruksjoner som
klasse-utvidelser (“class extensions”). Disse gjør det mulig å forandre/utvide
klasser på et allerede kjørende (run-time) system. Multippel-arv tillates uten
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begrensninger, og uten å miste statisk kontroll over lovlige metodekall. Det-
te kan tillates da objekt-parametre og variable blir definert i grensesnitte-
ne. Den viktigste semantiske sjekken på design-nivå blir derfor sjekking av
implementasjons-kravene til klassene.
2.2.1 Klasser
En klasse inneholder deklarasjon av variable (attributter), som blir brukt i
klassen, samt implementasjoner av metoder som er beskrevet i grensesnitt-
ene. Som for grensesnittene inneholder klassene også en invariant og noen
forutsetninger. En klasse-definisjon har følgende syntaks:
class <KlasseNavn>(<parametre>)
implements Grensesnitt1(), . . . ,Grensesnittm()
inherits Klasse1(), . . . , Klassen()
begin
var v1 : V1
v2 : V2
. . .
op init == <imperativ-kode>
op run == <imperativ-kode>
op lokale_metoder == <imperativ-kode>
with KoGrensesnittn
op m1(. . . ) == <imperativ-kode>
. . .
op mi(. . . ) == <imperativ-kode>
asm <>
. . .
with KoGrensesnittp
op mj(. . . ) == <imperativ-kode>
. . .
op ml(. . . ) == <imperativ-kode>
asm <>
inv <>
where
end
I denne definisjonen kan vi ha parametre, innenfor parentesene, som er para-
metre som må bli gitt ved opprettelse av objekter fra denne klassen. En klasse
kan implementere flere grensesnitt, og det tillates multippel arv for klasser,
slik at en klasse kan arve fra flere klasser. Hvis klassen implementerer et
grensesnitt, må den ha metoder med samme signatur som i grensesnittet,
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disse kan eventuelt ha “større inn-typer” og “mindre ut-typer”, slik at alle
lovlige kall for grensesnittet også svarer til lovlige kall for klassen. Hvis vi
arver fra en klasse kan vi legge til variabler og metoder. Vi kan også redefine-
re variabler og metoder. De variablene og metodene som ikke blir redefinert
arver vi slik de er definert i (super)-klassen. Sub-klassen arver derimot ikke
krav-spesifikasjonen, altså invarianten og forutsetningene, dette for å sikre at
en klasse kan arves uavhengig av om klassen støtter de samme semantiske
spesifikasjonene som er valgt i super-klassen. Sub-klassen arver heller ikke
det som blir definert i implements-setningen til super-klassen. Vi må altså
sørge for at implementasjonen av grensesnittene blir riktig definert for sub-
klassen også.
En klasse kan ha 3 forskjellige typer metoder, en init-metode, en run-metode
og vanlige metoder. I init-metoden opprettes en passende initialtilstand for
klassen. Run-metoden er start-metoden til klassen som setter det hele igang.
Etter disse to metodene kan det komme vanlige metoder både inne i og uten-
for with-deklarasjoner. Disse metodene må ha unike navn innen klassen.
with-setningen fungerer på samme måte for klasser som for grensesnitt. Den
eneste forskjellen er at en klasse kan ha flere with-setninger. En klasse arver
ikke invariant og forutsetninger fra grensesnittene, så vi må sette forutsetnin-
ger for hver with-kommando. I tillegg må vi ha en invariant for hele klassen.
Her vil også forutsetninger og invariant bli satt til true hvis de ikke blir opp-
gitt i koden.
Vi har <imperativ-kode> for metoder, init-delen og run-delen. Den impe-
rative koden kan bestå av lokale variabel-deklarasjoner og setningssekvenser,
og <imperativ-kode> kan derfor like godt representeres ved kombinasjonen
<vardekl> <kode>. En deklarert variabel blir tillagt sin type i deklarasjo-
nen. Denne typen må enten være av de predefinerte datatypene, en av de
egendefinerte datatypene eller hvis variabelen skal være en peker-variabel,
må denne types med grensesnittet (objekter blir sett gjennom grensesnitt)
variabelen er tenkt å peke på.
2.2.1.1 Setningstypene
Creol har fem forskjellige setningstyper; if-setninger, while-setninger, tilord-
ninger, metodekall og vakter (“guards”). Setningssekvensene består av setnin-
ger adskilt med setningsskilletegn. Det finnes tre måter å adskille setninger
på, ;, [] og |||, som bestemmer hvordan setningene blir utført i forhold til
hverandre. Av disse skilletegnene har ; høyest presedens og binder sterkest. I
14
tillegg kan det legges til parenteser på setningssekvensene for å fortelle hvor-
dan setningene er tenkt utført.
Vi har to setninger, S1 og S2, og skal se på hvilke måter disse kan settes
sammen på:
S1 ; S2 betyr utfør først S1, så S2.
S1 [] S2 betyr utfør enten S1 eller S2, og samtidig på en slik
måte at man slipper å måtte vente unødvendig.
S1 ||| S2 betyr at både S1 og S2 skal utføres i kvasiparallell.
Prosessene utføres vevd sammen i en vilkårlig
rekkefølge, og det kan ”byttes” mellom hvilken
prosess som skal utføres når det oppstår
ventepunkter.
If-setninger
if uttrykk then
setningssekvens
else
setningssekvens
fi
if etterfølges av et uttrykk som må være et boolsk uttrykk. Hvis uttrykket
evaluerer til “true” vil setningssekvensen som then definerer, utføres. Det
finnes også en valgfri else gren for if-setninger. Hvis denne er definert, vil
setningssekvensen som else definerer utføres hvis uttrykket evalueres til “fal-
se”.
While-setninger
while uttrykk
do
setningssekvens
od
while etterfølges av et uttrykk som må være et boolsk uttrykk. Så lenge
uttrykket evaluerer til true, vil setningssekvensen innenfor do od konstruk-
sjonen bli utført.
Tilordninger
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variabelNavn := uttrykk
variabelNavn := new KlasseNavn(uttrykk, . . . ,uttrykk)
En variabel kan enten tilordnes et uttrykk, eller den kan tilordnes en peker
til et nyopprettet objekt ved new.
Metodekall
Creol har flere forskjellige “kall-typer”. Det finnes synkrone og asynkrone,
både lokale og objekt, kall. I tillegg finnes det statiske objektkall, som kan
kalles både synkront og asynkront.
Kall der “i” er innparametre og “u” er utparametre, “l” er navn på label,
“m” er en metode og “o” er en peker til et objekt.
m@Klassenavn(i;u) Statisk objektkall
l!m@Klassenavn(i) Statisk asynkront objektkall med etikett
!m@Klassenavn(i) Statisk asynkront objektkall uten etikett
o.m(i;u) Synkront objektkall
m(i;u) Lokalt synkront kall
!m(i) Lokalt asynkront kall uten etikett
!o.m(i) Asynkront objektkall uten etikett
l!o.m(i) Asynkront objektkall med etikett
l!m(i) Lokalt asynkront kall med etikett
l?(u) Metoderetur fra asynkrone kall med etikett
Ved synkrone kall vil man vente aktivt på at kallet skal avsluttes. Ved slik
venting vil ikke objektet kunne utføre nye oppgaver før kallet er blitt avslut-
tet. Dette er en løsning som ofte er uheldig for distribuerte systemer, da en
mangel på avslutning av kallet vil føre til deadlock for objektet.
Ved asynkrone kall vil derimot objektet kunne fortsette sin eksekvering fram
til man får et svar på kallet. For å kunne se forskjellen på de kall som et
objekt venter på, legger vi til en etikettverdi for de asynkrone kallene. Et
asynkront kall med etikettverdi, må være kalt før man plukker opp et re-
turkall med den samme etikettverdien. Hver etikett tilhører kun et kall, og
returkall med matchende etikett kobles opp mot kallet.
De statiske objektkallene er også synkrone kall, men det legges føringer på
hvilken klasse, eller superklasse, objektet vi utfører kallet mot er.
Vakter
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await uttrykk
Vaktsetningen krever at en tilstand er oppnådd (gitt ved en evaluering av
uttrykket) før neste setning i setningslisten kan eksekveres. Uttrykket må
enten være en boolsk-betingelse, nøkkelordet “wait” , et returkall fra meto-
der av typen l? eller l?(x), eller en sammensetning av disse ved nøkkelordet
&. Dette betyr at setningssekvensen ikke kan utføres før betingelsen til ut-
trykket er oppfylt. Er uttrykket en “wait” så vil det ventes en “runde” før
setningssekvensen kan utføres, da en slik vente-tilstand initielt vil være satt
til “false”, men etter første gjennomløp vil settes til “true”. Hvis uttrykket er
en boolsk-betingelse må denne evaluere til “true” før setningssekvensen kan
utføres. Ved mottak av returkall som ønskes vil vakten bli oppfylt og set-
ningssekvensen kan utføres, og i tilfeller hvor vakten er en sammensetning av
flere vakter ved & må alle betingelsene være oppfylt før setningssekvensen
kan utføres.
Når det gjelder vakter kan de forekomme for alle metoder foruten init. Dette
for å unngå deadlock og andre problemer ved initialisering av objekter.
2.2.1.2 Uttrykk
Creol har uttrykk for tekster, heltall og relasjonsoperatorer som returnerer
en boolsk verdi fra uttrykk. Under lister vi opp alle Creols operasjoner, der
“u” er et generelt uttrykk, “b” er et boolsk uttrykk, “i” er et heltallsutrrykk
(int), og “g” er en guard. Operasjonene tillater overlasting, så lenge typene
til operasjonen matcher hverandre på en lovlig måte:
b1 or b2 b1 and b2 u1 < u2
u1 <= u2 u1 > u2 u1 >= u2
u1 /= u2 u1 = u2 u1 + u2
i1 - i2 i1 * i2 i1 / i2
not b - i g1 & g2
Begge sider av et uttrykk må være av lovlig type i forhold til hvilken ut-
trykksoperator uttrykket har. De to unære operatorene not og ’-’, vil kun
være avhengig av et uttrykk. For eksempel vil uttrykksoperatoren ’+’ kunne
godta to tekstuttrykk sammensetning av to tekstuttrykk eller to heltallsut-
trykk addering av to heltallsuttrykk. De minste typene uttrykk i språket vil
være konstant-verdier og variable.
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2.3 Philosophers.creol
Philosophers.creol er et av Creol-prosjektets mange eksempel-programmer.
Programmet er en løsning av synkroniseringsproblemet “De spisende filoso-
fer”. Denne versjonen er laget for å illustrere veksling mellom aktiv og reaktiv
oppførsel.
Rundt et bord har vi fem filosofer, som ikke gjør annet i livet enn å ten-
ke og å spise. Hver filosof har en spisepinne, og midt på bordet er en bolle
med mat. For å kunne spise må en filosof ha to spisepinner, og han må da
spørre sin kollega til venstre om å få låne en spisepinne.
Vi har en Butler som plasserer filosofene rundt et bord og presenterer dem for
kollegaen til venstre ved getNeighbour metoden. En filosof veksler da mellom
å være sulten, tenkende eller fordøyende, dette gjøres ved at asynkrone-kall
på metodene eat, think og digest blir utført kvasi-parallelt på en mest mu-
lig effektiv måte i metoden run. Når en filosof blir sulten bruker han kall-
et l!neighbour.borrowStick() for å se om kollegaens spisepinne er ledig, og
!neighbour.returnStick() for å levere tilbake en spisepinne når han er ferdig
å spise.
1 interface Phil 8 interface Butler
2 begin 9 begin
3 with Phil 10 with Phil
4 op borrowStick 11 op getNeighbour(out neighbour : Phil)
5 op returnStick 12 end
6 end
14 class Philosopher(butler : Butler) implements Phil
15 begin
16 var hungry : bool,
17 chopstick : bool,
18 neighbour : Phil,
19 history : string
21 op init == history := ””; chopstick := true; hungry := false;
22 butler.getNeighbour(; neighbour) .
24 op run == !think() ||| !eat() ||| !digest() .
26 op digest == await wait ; hungry := true;
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27 history := history + “d”; await wait; !digest() .
29 op eat == var l : label
30 await hungry; l!neighbour.borrowStick();
31 await l?(); await chopstick; history := history + “e”;
32 hungry := false; !neighbour.returnStick(); await wait; !eat() .
34 op think == await not hungry; history := history + “t”;
35 await wait; !think() .
37 with Phil
38 op borrowStick == await chopstick; chopstick := false .
39 op returnStick == chopstick := true .
40 end
42 class Butler implements Butler
43 begin
44 var p1, p2, p3, p4, p5 : Phil
46 op run ==
47 p1 := new Philosopher(this);
48 p2 := new Philosopher(this);
49 p3 := new Philosopher(this);
50 p4 := new Philosopher(this);
51 p5 := new Philosopher(this) .
53 with Phil
54 op getNeighbour(out neighbour: Phil) ==
55 if caller = p1 then neighbour := p2 else
56 if caller = p2 then neighbour := p3 else
57 if caller = p3 then neighbour := p4 else
58 if caller = p4 then neighbour := p5 else
59 neighbour := p1 fi fi fi fi .
60 end
Vi ser i eksempelet over at et filosof-objekt vil ha 3 aktive prosesser, for
hver av de tre operasjonene en filosof kan utføre, i kvasi-parallell. Hver av
disse prosessene har ventepunkter der prosessen kan bli avløst av en annen.
For eksempel hvis man prøver å spise uten å være sulten (eat metoden), vil
man frigi kontrollen i objektet, slik at andre prosesser i objektet kan overta.
Prosessen har da gått fra en aktiv (kjørende) tilstand og over til en reaktiv
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(ventende) tilstand. Tilsvarende har vi også for think og digest metodene. Når
en filosof har utført et av sine grunnleggende behov (metoder), blir det utført
et rekursivt kall på den samme metoden for å gi filosofen mulighet til å få
oppfylt dette behovet på nytt ved en senere anledning.
2.4 Creols type-regler
Vi ser nå på språkets type-regler, og hva som må sjekkes av type-analysen.
En grundigere gjennomgang av hva som må sjekkes kommer vi tilbake til i
type-analysen i kapittel 3.3. Generelt for grensesnitt, kontrakter og klasser
er at den semantiske spesifikasjonen (asm,inv og where) ikke blir analysert
da reglene for hvordan disse skal representeres i Creol foreløpig er uklare.
For alle navn deklarert i språket må det sjekkes at de er unike innenfor
sitt nivå. Navn i Creol blir bundet statisk til sitt nivå, det vil si at et navn på
et indre nivå ikke vil være synlig utenfor sitt nivå. For eksempel vil en varia-
bel deklarert inne i en metode, ikke være synlig hverken for klassen metoden
ligger i, eller i noen av klassens andre metoder. Dette gjør det mulig for flere
metoder i samme klasse å deklarere variable med samme navn. Det gir også
muligheten for at man i metodene kan redefinere klassens variable.
Generelt vil det kreves at det ikke finnes flere klasser med samme navn, det
vil heller ikke være lovlig med flere metoder med samme navn i samme klasse.
Parametrene til og variablene i metodene/klassene kan ikke ha samme navn.
Ellers gjelder også at nøkkelord i språket ikke kan brukes som navn. Det som
derimot er lov er at et metodenavn og et variabelnavn/parameternavn kan
ha samme navn.
For alle typer må det sjekkes at de er av lovlig type (er det en av de prede-
finerte typene skjer dette automatisk i parseren). Alle grensesnitt og klasser
som arves eller implementeres må være deklarert, og parametrene til disse
må stemme overens med deklarasjonen.
Det som kommer innen with-klausulen til klassene må sjekkes opp mot imple-
mentasjonskravene til klassen. Det må altså eksistere metoder i klassen med
samme signatur som i grensesnittet som blir implementert. Metodene kan
eventuelt ha “større inn-typer” (supertyper) og “mindre ut-typer” (subtyp-
er), slik at alle lovlige kall for grensesnittet også er lovlig for et objekt som
implementerer de samme grensesnittet.
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Setningene i språket må være lovlig typet. Uttrykksdelen av with og if set-
ninger må være av type boolsk betingelse. Ved tilordninger må den variablen
som skal tilordnes være av samme type som uttrykket, eller større, eller ob-
jektet som blir tilordnet denne variablen. Vaktene må sjekkes at er av type
guard, en boolsk betingelse eller et returkall, eller sammensetningen av flere
av disse ved &.
For alle kall må det sjekkes at de er lovlige. Det må altså sjekkes om det
finnes en metode, direkte eller via arv, som tillater kallet. For lokale metoder
vil man se etter metoden lokalt for så å se etter metoden via de arvede klass-
ene. Ved objektkall, sjekkes det om det finnes en metode i grensesnittet som
tillater kallet, hvis ikke søker man videre etter metoden via grensesnittets
arvede grensesnitt. Statiske objektkall legger føring på hvilken klasse man
skal begynne å søke etter metode som tillater kallet. Finnes ikke en metode
som passer her søker man videre utover via klassens arvede klasser.
Ved asynkrone kall med etiketter må kall matches med sitt tilsvarende re-
turkall. Når disse blir matchet på en lovlig måte, det vil si kall kommer før
returkallet, kan en sammenslåing av disse sjekkes som et vanlig synkront kall.
2.5 En EBNF-syntaks for Creol
Vi beskriver Creols syntaks på EBNF-form, se delkapittel 3.2 form mer om
EBNF, og velger kun å ta med den delen av språket som vil bli implementert
i kompilatoren. Det vil si at all semantisk spesifikasjon av type asm, inv og
where blir utelatt i syntaksen under. I syntaksen under har vi CICNAME,
som er klasse,grensesnitt og kontraktnavn som starter med stor forbokstav.
VARNAME er variabelnavn som starter med liten forbokstav.
program → {interfaceDecl | contractDecl | classDecl}+
interfaceDecl → interface CICNAME
[ ’(’ [ IFACEparam ] ’) ]
[ inherits IFACEinherits ]
beg [ IFACEwithDecl ] end
IFACEparam → name ’:’ CICNAME { ’,’ IFACEparam }∗ }
IFACEinherits → CICNAME [ ’(’ paramList ’)’ ]
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{’,’ IFACEinherits }∗
IFACEwithDecl → with ( CICNAME | ANY ) {IFACEop}+
IFACEop → op VARNAME [ ’(’ [ IFACEoutinParams ]
[ out IFACEoutinParams ] ’)’ ]
IFACEoutinParams → VARNAME ’:’ type { ’,’ IFACEoutinParams }∗
contractDecl → contract CICNAME ’(’ VARNAME ’:’ CICNAME
{ ’,’ VARNAME ’:’ CICNAME }+ ’)’
begin end
classDecl → class CICNAME [ ’(’ CLASStypeParam ’)’]
[ implements CLASSimplements ]
[ inherits CLASSinherits ]
begin
[ var CLASSvar ]
[ op init ’==’ imperativeCode ’.’ ]
[ op run ’==’ imperativeCode ’.’ ]
[ CLASSopList ]
[ CLASSwithDecl ]
end
CLASStypeParam → CICNAME ’:’ CICNAME { ’,’ CLASStypeParam }∗
CLASSparam → name ’:’ type { ’,’ CLASSparam }∗
CLASSimplements → CICNAME [ ’(’ paramList ’)’ ]
{ ’,’ CLASSimplements }∗
CLASSinherits → CICNAME [ ’(’ paramList ’)’ ] { ’,’ CLASSinherits }∗
CLASSvar → VARNAME { ’,’ VARNAME }∗ ’:’ type
{ ’,’ CLASSvar }∗
CLASSopList → {op VARNAME [ ’(’ CLASSoutin ’)’ ]
’==’ imperativeCode ’.’ }+
CLASSoutin → [ CLASSoutinParams ] [ out CLASSoutinParams ]
CLASSoutinParams → VARNAME ’:’ type { ’,’ CLASSoutinParams }∗
CLASSwithDecl → with CICNAME CLASSopList
| with any CLASSopList
paramList → name { ’,’ name }∗
imperativeCode → [ var CLASSvar ] statementSeq
statementSeq → statement { ’[]’ statement }∗
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| statement { ’|||’ statement }∗
| statement { ’;’ statement }∗
statement → ’(’ statementSeq ’)’
| ifState
| whileState
| assignState
| guardState
| callState
ifState → if expression then statementSeq
[ else statementSeq ] fi
whileState → while expression do statementSeq od
assignState → VARNAME ’:=’ ( expression | newObj )
newObj → new CICNAME [ ’[’ typeList ’]’ ] [ ’(’ parametreList ’)’ ]
typeList → type { ’,’ typeList }∗
parametreList → expression { ’,’ parametreList }∗
guardState → await guard
callState → call
| ’!’ asyncall
| VARNAME ’!’ asyncall
| VARNAME ’?’ ’(’ [ outPart ] ’)’
call → VARNAME ’(’ [ inPart ] [ ’;’ outPart ] ’)’
| VARNAME ’.’ VARNAME ’(’ [ inPart ] [ ’;’ outPart ] ’)’
| VARNAME ’@’ CICNAME ’(’ [ inPart ] [ ’;’ outPart ] ’)’
asyncall → VARNAME ’(’ [ inPart ] ’)’
| VARNAME ’.’ VARNAME ’(’ [ inPart ] ’)’
| VARNAME ’@’ CICNAME ’(’ [ inPart ] ’)’
inPart → expression { ’,’ expression }∗
outPart → VARNAME { ’,’ VARNAME }∗
guard → expression
| expression ’&’ expression
| VARNAME ’?’ [ ’(’ [ outPart ] ’)’ ]
| wait
expression → expression or expression
| expression and expression
| expression ( ’<’ | ’<=’ | ’>’ | ’>=’ | ’/=’ | ’=’ ) expression
| expression ( ’+’ | ’-’ | ’*’ | ’/’ ) expression
| not expression
| ’-’ expression
| ’(’ expression ’)’
| true
| false
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| DIGITS
| STRING
| VARNAME
| null
| this
| caller
name → VARNAME | CICNAME
type → INT
| STR
| BOOL
| DATA
| LABEL
| THIS
| CALLER
| CNULL
| CICNAME
| error
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Del II
CreolC - kompilatoren
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Kapittel 3
FrontEnd-delen av kompilatoren
“FrontEnd”-delen er den delen av en kompilator som tar seg av analyse og
testing som kun er avhengige av kildekoden, og som gir resultatet av dette
videre til “BackEnd”-delen av kompilatoren, som regel i form av et syntakst-
re. Operasjonene i FrontEnd-delen vil typisk være:
— Leksikalsk analyse - Scanner - Innlesning av kildekode,
og oppdeling i leksemer/tokens.
— Syntaktisk analyse - Parser - Struktur-sjekk av kildekode,
og oppbygging av syntaks-tre.
— Semantisk analyse - typeanalyse - Type-sjekk av kildekode,
og beriking av syntakstreet
med type-informasjon.
3.1 Scanner - leksikalsk analyse
Scanneren leser inn kildekoden som er en strøm av tegn. Scanneren utfører
så en leksikalsk analyse, som består av å sette sammen tegnene som kommer
inn til lengst mulig meningsfulle "ord”, kalt leksemer. Disse leksemene kan
enten være nøkkelord (if, then, class ...), navn, tall, strenger eller de kan være
symboler som <=, ?, +, -. Disse leksemene blir så kategorisert i forskjellige
klasser, og den aktuelle klassen sendes videre til parseren som et “token”.
Hvert token må samtidig sørge for å bringe med seg verdien av selve leksem-
et, slik at det er mulig å finne igjen dette ved parsering.
Scanneren sørger også for at kommentarer, mellomrom og linjeskift “forsvinn-
er”, da disse ikke er interessante i den videre utførelsen av kompilatoren. Ved
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fjerning av linjeskift må det samtidig sørges for at det finnes en linje-teller
som holder orden på hvilken linje i programmet vi befinner oss på for hvert
enkelt token. Dette er nødvendig for å kunne angi riktig linje-nummer ved
generering av feilmeldinger.
Da oppgaven til scanneren i hovedsak består i å gjenkjenne mønstre (pattern
matching), trengs det en enkel og mest mulig effektiv måte å utføre den lek-
sikalske analysen på. Det er også ønskelig at en scanner kan lages mest mulig
automatisk. Med bakgrunn i dette ser vi på en standard fremgangsmåte for
å lage en automatisk scanner.
Først må de forskjellige token-klassene beskrives som regulære uttrykk el-
ler definisjoner. Et regulært uttrykk representerer mønstre av strenger med
tegn. Et slikt regulært uttrykk er entydig definert av mengden av strenger
som uttrykket genererer. Denne mengden kaller vi språket L for det regulære
uttrykket. For å beskrive et regulært uttrykk er vi avhengige av et alfabet
som generelt er mengden av tegn i ASCII tegn-settet eller en del-mengde
av den. I tillegg behøver man en mengde tegn som kalles metasymboler. De
metasymbolene som brukes er ( , ) , | , * , ǫ , φ. Vi ser da at noen av disse
metasymbolene kunne være nyttige å også godta som lovlige tegn i alfabetet.
Derfor er det nødvendig med “escape” tegn som “slår av” metasymbolene sin
mening i språket.
Definisjon 1 De tre basale operasjonene på regulære uttrykk.
Vi har x og y som er regulære uttrykk.
1. Valg mellom mulige alternativer brukes metasymbolet |.
Det regulære uttrykket x|y genererer alle strenger som genereres av en-
ten x eller y.
2. Sammensetning brukes ingen metasymboler.
Det regulære uttrykket xy genererer alle strenger som er sammenset-
ningen av noe x genererer og noe y genererer.
3. Repetisjon av regulære uttrykk brukes metasymbolet *.
Det regulære uttrykket x* genererer alle strenger som er en sammen-
setning av null eller flere sammensetninger av noe x genererer.
3.1.1 Flex - fast lexical analyzer generator
Flex [7, 17] er et verktøy for å generere program som utfører “pattern matching”
på tekster. Typiske oppgaver er å lage scannere for kompilatorer. Flex er ut-
viklet som et gratis alternativ til Lex [7] og er også kompatibel med denne.
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Flex følger fremgangsmåten som vist foran, men har i tillegg utvidede ope-
rasjoner for regulære uttrykk. Dette for å gjøre koden kortere og enklere å
lese. Vi ser på hvordan metasymbolene brukes i Flex.
Mønster Betydning
x tegnet x
“x” strengen x selv (om x inneholder et metasymbol)
\x tegnet x selv (om x er et metasymbol)
x* null eller flere repetisjoner av x
x+ en eller flere repetisjoner av x
x? valgfri x
x|y x eller y
(x) bare x
[xyz] x|y|z
[x-z] [xyz]
[ˆ xy] ethvert tegn, bare ikke x eller y
. ethvert tegn, bare ikke ny linje
{name} det regulære uttrykket som name representerer
Tabell 3.1: Metasymboler i Flex
Flex er delt inn i tre hoveddeler (se eksempel 1 under):
• Definisjonsdelen, er delen fra starten av koden til første %%. Her legges
all C-kode vi ønsker å bruke i scanneren. Koden (mellom %{ og %}) vil
bli kopiert direkte til den genererte C-filen. Mellom %} og %% finnes
muligheten til å definere lange og komplekse mønstre. Disse navngitte
definisjonene kan så brukes videre i regeldelen hvor man kun henviser
til slike mønstre ved det navnet som er gitt til definisjonen av mønstret
i definisjonsdelen.
• Regeldelen, mellom første %% og andre %%. Her legges alle regler vi
trenger. Reglene er bygget opp av to deler, mønsteret som skal gjen-
kjennes og dens tilhørende aksjon. Disse reglene må bygges opp slik at
ikke en regel overkjører en annen.
• Subrutinedelen, etter andre %% og til slutten av koden. Her legges alle
subrutiner og kode vi har behov for til.
Vi må altså definere regulære uttrykk for de enkelte token-klassene i Flex,
og sørge for at disse blir sendt videre til parseren. I tillegg må det sørges for
at det bli holdt orden på riktig linjenummerering.
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Eksempel 1 Regulære uttrykk for heltall og matematiske operasjoner i Flex.
%{
int lineno = 1;
%}
nat [1-9]
digit [0-9]
digits 0|{nat}{digit}*
newline \n
%%
digits return DIGITS;
“+” return PLUSS;
“-” return MINUS;
“*” return TIMES;
“/” return DIV;
newline lineno++;
. return ERROR;
%%
int getLineno(){
return lineno;
}
Denne lille koden vil gjenkjenne alle heltall som leses inn og returnerer token-
et DIGITS. Verdien til tokenet vil da ligge i variabelen yytext, en innebygget
variabel i Flex som alltid vil holde siste leksem som er lest inn. Koden gjen-
kjenner også de matematiske operasjonene og returnerer et token for hver
av dem. Ved ny linje økes linjenummeret, som kan hentes inn ved kall på
getLineno(). Hvis noe annet leses inn, returneres et feil-token ERROR.
3.1.2 CreolC.l - scanneren
Scanneren CreolC.l er implementert i Flex. Den leser inn koden og tolker
den i henhold til de regulære uttrykkene som er gitt til scanneren. Vi har
definisjoner for “navn” (med store og små forbokstaver), heltall, relasjons-
operatorer, strenger, linjeskift og blanke. Disse definisjonene brukes så videre
i reglene.
Alle nøkkelord i språket blir gjenkjent i regel-delen, og vi sender videre dens
token til parseren. Vi ser spesielt at vi har tre forskjellige regler for metoder:
“op init” return INIT;
“init” return ERRINIT; /* init only as an operation */
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“op run” return RUN;
“run” return ERRRUN; /* run only as an operation */
“op” return OP;
Dette er gjort for å sikre at nøkkelordene init og run ikke kan forekomme
som variabelnavn i språket. Det gis en feilmelding ved innlesning av disse
ordene uten nøkkelordet “op” foran. Denne oppbygningen gir samtidig par-
seren mulighet til å enklere skille lokale metoder og init/run-metoder. Dette
er nyttig da init- og run-metodene skal komme før lokale metoder og with-
deklarasjoner, og det kan kun eksistere en init- og en run-metode pr. klasse,
og heller ikke to metoder med samme navn i samme klasse.
Viktig er det også å sørge for at “navne”-definisjonene også legges til som regel,
men etter alle nøkkelordene, slik at alle innleste ord testes som nøkkelord før
de eventuelt blir regnet som et “navn” (variabel/klasse/kontrakt/grensesnitt-
navn). Foreløpig kan et “navn” kun bestå av bokstaver og tall, men må be-
gynne med en bokstav. Sist i regeldelen er det også lagt til en regel som tolker
alt annet og gir en feilmelding.
I tillegg er det laget en regel som fanger opp kommentarer, og hopper over
disse på en korrekt måte:
“-/-” {int c1 = 0, c2 = 0, c3 = input();
for(;;){
if(c3 == ’\n’)
lineno++;
if(c3 == EOF)
break;
if(c1 == ’-’ && c2 == ’/’ && c3 == ’-’)
break;
c1 = c2;
c2 = c3;
c3 = input();
}
}
Når scanneren oppdager symbolet for starten på en kommentar “-/-” forkas-
ter den alle tegn fram til den oppdager sluttsymbolet “-/-” for kommentaren.
Scanneren leser her altså inn ett og ett tegn, helt til vi har kombinasjonen der
c1 == ’-’,c2 == ’/’ og c3 == ’-’. Ved linjeskift oppdateres linje-telleren, slik
at telleren alltid vil være korrekt. Denne måten å fange opp kommentarer på
er en veldig enkel og grei løsning, og er lett å endre hvis det skulle komme nye
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konstruksjoner i språket som for eksempel gjør det ønskelig å endre måten
kommentarer skrives på i Creol.
3.2 Parser - syntaktisk analyse
Parseren mottar kildekoden som en strøm av tokens fra scanneren, og utfører
syntaktisk analyse i henhold til de regler som gjelder i kildespråket, og som
er bygget inn i parseren. Her blir strukturen i programmet sjekket, og det
bygges opp et parserings/syntaks tre. Hvis det finnes syntaktiske feil, gis det
feilmelding, “syntax error”. Ved eventuelle syntaks-feil bør parseren “bla for-
bi” feilen og fortsette kompileringen. Etter fullført syntaktisk analyse, sendes
treet videre til semantisk analyse.
Syntaksen til et programmeringsspråk er normalt bygd opp av regler gitt
av en kontekstfri grammatikk. Disse reglene er bygd opp rekursivt. Parse-
ren bruker disse reglene for å bygge opp et syntaks-tre ut fra det aktuelle
programmet som leses inn. Som de regulære uttrykkene vi så på tidligere er
også grammatikk-reglene bygd opp over et alfabet eller en mengde symboler.
Disse vil typisk være tokens som ble generert i scanneren. I tillegg behøver
man også metasymbolene | og →. Metasymbolet | fungerer på samme måte
her som for regulære uttrykk.
Hver regel, skrevet på Backus-Naur Form (BNF ) [18, 8], består av en venst-
re side og en høyre side med → som skille. På venstre side er det en “ikke-
terminal”, mens det på høyre side er et antall symbolsekvenser adskilt med |.
Disse symbolene kan være enten “ikke-terminaler” eller “terminaler”. Terminal-
symbolene er tokens (skrevet med store bokstaver) og ikke-terminalene er
strukturer i språket som vil dukke opp igjen som venstre side i en regel. Ikke-
terminalene må kunne avledes videre til noe som bare inneholder terminal-
symboler. De må også kunne inngå i en streng avledet fra start-symbolet,
som er det av ikke-terminalene som en avledning skal starte fra.
I delkapittel 2.5 har vi angitt en EBNF-syntaks for Creol. EBNF er en utvidet
form for BNF, som i tillegg til å støtte de samme konstruksjoner som BNF,
også tillater konstruksjoner for repetisjon og valgfrihet. Dette medfører at en
syntaks skrevet på EBNF-form vil være kortere og gjerne også mer oversikt-
lig enn den samme syntaksen på BNF-form. Bison [7, 19] som vi senere skal
benytte som parseringsgenerator (se delkapittel 3.2.1) oversetter derimot kun
grammatikk skrevet på BNF-form.
32
Eksempel 2 Kontekstfri grammatikk skrevet i BNF
exp → exp op exp | DIGITS
op → + | - | * | /
I eksemplet ser vi en grammatikk som tolker matematiske operasjoner på
heltall (DIGITS er tokenet fra Flex eksempelet). Vi har to ikke-terminaler,
exp og op, og vi har fem “terminal-symboler”, DIGITS, +, -, * og /. Begge
ikke-terminalene kan avledes til terminal-symboler slik at grammatikken er
lovlig.
LR-parsering [8] er en av de mest benyttede metodene når det gjelder bottom-
up parsering. Bottom-up parsering bruker en stack for å parsere input. Stack-
en vil være tom ved start av parsering, og vil ende opp med start-symbolet
til BNF’en ved en vellykket parsering. Bottom-up parsere har 3 mulige hand-
linger:
1. Shift en terminal fra input til stacken.
2. Reduce en streng s på toppen av stacken til en ikke-terminal S, gitt
av BNF valget S → s.
3. Accept er siste handling som viser oss at parseringen har vært vellyk-
ket, og vil føre oss til en aksepterende tilstand.
Slike parsere blir ofte kalt shift-reduce parsere på grunn av sine to mulige
handlinger (i tillegg til accept). En shift-reduce parser vil skifte terminaler
fra input til stacken helt til det er mulig å utføre en lovlig reduksjon til en
ikke-terminal.
Kompleksiteten til en bottom-up parser er avhengig av hvor langt frem i
input det er mulig å se under parseringen. Det vil si hvor mange lookahead-
tokens som er definert i parseren.
Vi ser først på definisjonen av en LR(0)-grammatikk [20, 8]. Grammatikken
parseres fra venstre til høyre, og det benyttes ingen tokens for å se fram-
over i input. For å kunne parsere en LR(0)-grammatikk overføres den til en
deterministisk endelig automat (DFA). DFA’en bygger opp tilstander basert
på grammatikkens itemer. Disse itemene er basert på produksjonsvalg og
har unik lovlig posisjon på høyre siden. De unike lovlige produksjonene blir
vist ved metasymbolet punktum. Itemer som kan nås fra samme tilstand
grupperes sammen.
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Definisjon 2 LR(0)-grammatikk.
En grammatikk er LR(0) hvis det ikke eksisterer en tilstand i DFAen til gram-
matikken der det finnes flere mulige handlinger for samme input. Det vil si
at en grammatikk er LR(0) hviss hver tilstand kun inneholder shift itemer,
eller en reduce-tilstand som kun inneholder ett komplett item, det vil si et
item som punktumet til slutt.
Eksempel 3 Vi ser videre på Eksempel 2. Vi legger til start-symbolet exp’,
slik at vi får følgende produksjoner:
exp’ → exp
exp → exp op exp | DIGITS
op → + | - | * | /
Vi får følgende 16 itemer:
exp’ → .exp
exp’ → exp.
exp → .exp op exp
exp → exp .op exp
exp → exp op .exp
exp → exp op exp.
exp → .DIGITS
exp → DIGITS.
op → .+
op → +.
op → .-
op → -.
op → .*
op → *.
op → ./
op → /.
Vi konstruerer DFAen til eksempel 3 og får resultatet angitt i figur 3.1:
I tilstand 1 oppstår det en shift/reduce konflikt, og dermed er ikke gramma-
tikken LR(0).
LALR(1)-parsering [21, 8] baserer seg på lookahead-tokens, men man kan
ikke se lenger fram enn ett token. DFA’en til en LALR(1)-grammatikk er
lik DFA’en til en LR(0)-grammatikk, hvis man ser bort ifra lookahead. Da
det tillates lookahead-tokens i LALR(1) må disse tillegges itemene i DFA’en.
Altså vil et LALR(1)-item ha et LR(0)-item som første del og en mengde
lookahead-tokens som sin andre del.
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Figur 3.1: DFA for Eksempel 3
Definisjon 3 LALR(1)-grammatikk.
En grammatikk er LALR(1) hvis det ikke eksisterer parserings- konflikter i
LALR(1)-parseringsalgoritmen. Det vil si at det ikke eksisterer noen tilstand
i DFA’en der det finnes flere mulige handlinger for samme input.
Eksempel 4 Vi ser videre på Eksempel 3. Vi legger til lookahead-tokens for
hvert LR(0)-item i DFA’en i figur 3.1, og får følgende ny LALR(1)-DFA i
figur 3.2:
Vi registrerer at eksempelet vårt er en LALR(1)-grammatikk da det ikke ek-
sisterer konflikter i DFA’en. Ser at det i tilstand 1, der det var konflikt for
LR(0)-DFA’en, ikke er noen konflikter da lookahead-tokenene gir informa-
sjon av om det skal utføres en shift-handling eller en reduce-handling.
3.2.1 Bison
Bison er en LALR(1)-parseringsgenerator som oversetter kontekstfrie gram-
matikkregler skrevet i BNF til et C-program som kan parsere denne gramma-
tikken. Bison er utviklet som et gratis alternativ til Yacc [7] og er kompatibel
med denne. Et program skrevet for Yacc vil derfor fungere med Bison og om-
vendt.
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Figur 3.2: DFA for Eksempel 4
Bison er som Flex delt opp i tre hoveddeler, adskilt med samme symbol-
er. Vi har altså:
• Definisjonsdelen, fra starten til første %% . Her legges all C-kode vi
ønsker å bruke i parseren. Koden (mellom %{ og %}) vil bli kopiert
direkte til den genererte C-filen. Mellom %} og %% gis alle token-
deklarasjonen som godkjennes i parseren.
• Regeldelen, mellom første %% og andre %%. Her legges alle regler vi
trenger. Reglene er bygget opp på BNF form med ikke-terminaler på
venstre side og symboler på venstre side med sine tilhørende aksjoner
skrevet ut som C kode.
• Subrutinedelen, etter den andre %% og til slutten av koden. Her legges
alle subrutiner og kode vi har behov for til.
Dette medfører at alle tokens som returneres fra scanneren må defineres etter
%token i definisjons-delen. Reglene skrives ut på BNF-form som vist foran,
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men med den forandring at → erstattes med kolon. Hvert symbol får også
tildelt en variabel ($1,$2 ...) etter hvilken plass den har blant symbolene på
høyresiden. Venstresiden blir tildelt variabelen $$. Hver regel kan også ha en
eller flere aksjoner omgitt av { og } som normalt vil ha med oppbygging av
trestruktur og eventuelle feilmeldinger å gjøre.
Eksempel 5 Gitt at vi har definert en metode newNode(nodeKind,char *)
som oppretter tre-noder, så vil eksempel 2 bli slik i Bison:
%{
%}
%token DIGITS PLUSS MINUS TIMES DIV
%%
exp : exp op exp
{$$ = $2;
$$->left = $1;
$$->right = $3;
}
| DIGITS {$$ = newNode(digitsKind,strdup(yytext);}
| error {fprintf(stderr,”Error in line %d”,getLineno());}
;
op : PLUSS {$$ = newNode(opKind,”PLUSS”);}
| MINUS {$$ = newNode(opKind,”MINUS”);}
| TIMES {$$ = newNode(opKind,”TIMES”);}
| DIV {$$ = newNode(opKind,”DIV”);}
| error {fprintf(stderr,”Error in line %d”,getLineno());}
;
%%
Vi bruker grunnlaget gitt av Flex-eksempelet for å returnere tokens til par-
seren. Koden over tolker matematiske uttrykk og bygger opp et syntaks-tre
for uttrykket. Det er lagt inn aksjoner for å bygge opp nodene der dette skal
utføres. Her gis feilmelding “Syntax error” hvis det mottas et token som ikke
passer i henhold til det som regelen forventer å motta. Det blir også gitt be-
skjed til brukeren om hvilken linje feilen oppsto i.
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3.2.2 CreolC.y - parseren
Parseren CreolC.y er implementert i Bison. Parseren er basert på Creol-
grammatikken beskrevet på BNF form, se Appendiks A. Når Bison behandler
denne grammatikken resulterer det i en LALR(1)-DFA med 552 tilstander,
hvorav ingen tilstander der det eksisterer konflikter. Det betyr at enhver kode
skrevet i Creol skal la seg parsere på en riktig måte.
Parseren leser inn tokens gitt fra scanneren. Alle tokens må være definert
i definisjons delen for å kunne bli tolket av parseren. Disse tolkes i henhold
til de reglene som er gitt til parseren, og det opprettes et syntaks-tre.
Hovedoppgaven til parseren er å bygge opp et korrekt syntaks-tre. Så lenge
det ikke eksisterer noen syntaks-feil i den parserte koden, går dette utmerk-
et. De færreste av oss skriver perfekt kode ved første forsøk og vil som regel
skrive en kode som inneholder syntaktiske feil. Disse feilene må oppdages,
og genereres feilmelding for. Det er også ønskelig at feilmeldingen som blir
generert er mest mulig forståelig.
Om man ikke gjør noe spesielt gir Bison feilmelding “Syntax error”, og stopp-
er parseringen, hvis den mottar et token som ikke passer i henhold til reglene
som er gitt. Dette er en lite informativ feil-melding og gjør det vanskelig for
en bruker å debugge koden sin. En enkel forbedring av denne måten å gi
feilmelding er å legge til linjenummeret og setningen hvor feilen oppsto. Det-
te ble gjort ved å redefinere Bison’s innebygde metode for feilrapportering
yyerror, som vist under.
yyerror(char *s){
printf(“%d: %s: \n%s\n”,getLineno(),s,linebuf);
errcount++;
}
Ved kall på denne metoden vil programmereren få beskjed om hvilken linje
feilen oppsto i, hvilken feil-type det dreier seg om og hva som står på linja
der feilen ble oppdaget. Med denne løsningen stopper heller ikke parseringen
opp etter kun én feil som er standardløsningen til Bison.
Denne løsningen gir oss en noe bedre feilmelding, men fortsatt er det ønske-
lig å kunne generere enda mer konkrete feilmeldinger. For å få til dette må
feilene bli plukket opp på et mest mulig hensiktsmessig sted i parseringen.
Hvilket “nivå” feilene skal oppdages på må også velges, og det er da naturlig å
prøve å oppdage feil på lavest mulig nivå. Dette gir den beste forutsetningen
38
for fornuftige feilmeldinger og for i størst mulig grad å unngå følgefeil.
Når syntaks-feil påtreffes, må det samtidig bli sørget for at syntaks-treet ikke
blir uforståelig for semantikk-sjekkeren. Derfor opprettes det feilnoder (error-
Kind) ved eventuelle feil. Disse feilnodene kan da bli tolket som godkjente
noder ved type-sjekk, for å prøve å unngå eventuelle doble feilmeldinger.
Når dette er gjort må det sørges for at parseringen starter opp igjen på
et fornuftig sted og dette blir gjort ved hjelp av såkalte “feil-produksjoner”.
Feilproduksjoner kan kun legges til i tilfeller der en endring av grammatikken
(ved tillegging av “feil-produksjoner”) ikke fører til noen konflikter.
Det er ønskelig at feil blir oppdaget så tidlig som mulig i programmet. Derfor
er det fornuftig å starte med å tillegge feilproduksjoner for de laveste nivåene
i syntaksen. I vårt tilfelle legges det først til feilproduksjoner for “name” og
“type” på følgende måte:
name : VARNAME {$$ = newNode(name,var);}
| CICNAME {$$ = newNode(name,cic);}
| error
{yyclearin;
yyerrok;
$$ = newNode(errorKind,””);
fprintf(stderr,”Expecting name, got %s\n”,getName());
}
;
type : INT {$$ = newNode(preDefType,”int”);}
| STR {$$ = newNode(preDefType,”string”);}
| BOOL {$$ = newNode(preDefType,”bool”);}
| DATA {$$ = newNode(preDefType,”Data”);}
| LABEL {$$ = newNode(preDefType,”label”);}
| THIS {$$ = newNode(preDefType,”this”);}
| CALLER {$$ = newNode(preDefType,”caller”);}
| CNULL {$$ = newNode(preDefType,”null”);}
| CICNAME {$$ = newNode(type,cic);}
| error
{yyclearin;
yyerrok;
$$ = newNode(errorKind,””);
fprintf(stderr,”Expecting type, got %s\n”,getName());
}
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;Der det nå forventes et “name”, men parseren ikke får treff på de god-
kjente navn-typene VARNAME (variabelnavn med små forbokstaver) og
CICNAME (grensesnitt/kontrakt/klasse-navn med stor forbokstav), retur-
nerer parseren et error-token som plukkes opp i error-produksjonen og det
skrives ut en detaljert feilmelding. Tilsvarende skjer også for “type”, hvis par-
seren ikke får treff på de godkjente typene.
I tilfellene over kreves det ingen synkronisering for å få parseren på rett
kjøl igjen, da den kun forventet en terminal og denne feil-terminalener blitt
plukket opp, og feilmelding er blitt skrevet ut. I andre tilfeller der det for-
ventes at det skal komme flere terminaler i en sammenheng er det viktig å
legge til feil-produksjonenepå en slik måte at parseren kan fortsette vanlig
parsering på en raskest mulig måte.
Etter å ha lagt til feil-produksjoner der det er mulig på laveste nivå, leg-
ges det gradvis til feilproduksjoner, der det er mulig på nivåene utover. Til
slutt ender man med å plukke opp de eventuelt siste feilmeldingene, som ikke
blir plukket opp ellers, i startproduksjonen, og før det igjen i grensesnitt-,
kontrakt- og klasse-produksjonene. Ser under et eksempel på hvordan disse
feilmeldingene er plukket opp for start-produksjonen og klasse-produksjonen.
Start-produksjonen program med sine nærmeste produksjoner:
program : {root = newNode(rootKind,”root”);} cicSequence
;
cicSequence : cic cicSequence
| {$$ = NULL;}
;
cic : interfaceDecl /* IFACE root->children[0] */
| contractDecl /* CONTR root->children[1] */
| classDecl /* CLASS root->children[2] */
| error
{yyclearin;
yyerrok;
fprintf(stderr,”Expected interface/contract/class\n”);
}
;
Hvis det fanges opp input som ikke kan tolkes av interfaceDecl, contractDecl
eller classDecl produksjonen, plukkes den opp som en feil og gir feilmelding
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ut til brukeren.
Tilsvarende har vi for classDecl og dens nærmeste produksjoner:
classDecl : CLASS CICNAME {className = cic;}
CLASSdecl BEG
CLASSbody END
{$$ = newNode(classKind,className);
$$->children[0] = $4; /* CLASSdecl*/
$$->children[1] = $6; /* CLASSbody */
}
;
CLASSdecl : CLASSparamDecl CLASSimplementsDecl CLASSinheritsDecl
{$$ = newNode(CLASSdecl,””);
$$->children[0] = $1;
$$->children[1] = $2;
$$->children[2] = $3;
$$->children[3] = $4;
}
| error ENDPAR CLASSimplementsDecl CLASSinheritsDecl
{$$ = newNode(CLASSdecl,””);
$$->children[1] = newNode(errorKind,””);
$$->children[2] = $3;
$$->children[3] = $4;
fprintf(stderr,”Missing ’(’ => Wrong parameter declaration\n”);
}
| error
{$$ = newNode(errorKind,””);
yyclearin;
yyerrok;
fprintf(stderr,”Incorrect declaration %s\n”,getName());
}
;
CLASSbody : CLASSvarDecl CLASSinitDecl CLASSrunDecl CLASSopList
CLASSwithDecl CLASSinvDecl CLASSwhereDecl
{$$ = newNode(CLASSbody,””);
$$->children[0] = $1;
$$->children[1] = $2;
$$->children[2] = $3;
$$->children[3] = $4;
$$->children[4] = $5;
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$$->children[5] = $6;
$$->children[6] = $7;
}
| error
{$$ = newNode(errorKind,””);
fprintf(stderr,”Incorrect input %s\n”,getName());
}
;
Over er det blitt brukt såkalte “synkroniseringspunkter” for å kunne plukke
opp feilmeldinger så tidlig som mulig. Et synkroniseringspunkt er en lovlig
terminal (nøkkelord) i språket som er forventet å etterfølge syntaksen der fei-
len oppstår. I tilfellet over er det naturlig å velge sluttparentes (ENDPAR)
som synkroniseringspunkt for classDecl produksjonen. Når det er blitt de-
finert et synkroniseringspunkt etter en feilproduksjon, vil parseren forkaste
input-tokens fram til den ser synkroniseringspunktet. For å kunne plukke ut
bra synkroniseringspunkt er det viktig å vite mulige tokens som kan avslutte
den konstruksjonen det er feil i.
Når programmet blir parsert blir det opprettet tilsvarende noder i syntakstreet.
Nodestrukturen inneholder nok informasjon og plass til å takle alle noder vi
vil ha i treet, slik at deler av strukturen kun vil bli brukt for enkelte node-
typer. Se figur 3.3. Ved opprettelse av nodene vil de inneholde informasjon
om hva slags type node “nodeKind” de er, og hvilket navn noden har. Node-
typene nodeKind beskriver hvilken struktur noden har. En node av type
“classKind” forteller oss at denne noden beskriver selve klassen, mens for
eksempel node-typen CLASSopKind forteller oss at noden beskriver en me-
tode. En liste over alle gyldige node-typer finnes i Appendiks B. Noden vil
også inneholde informasjon om hvilken linje i programmet noden blir opp-
rettet. Noden får også fylt inn pekere til eventuelle barne-noder som måtte
finnes, og får også lagt til pekere til eventuelle neste-noder.
I typeanalysen vil så noden berikes ytterligere med pekere til foreldre-noden.
Decl peker til hvor strukturen det henvises til i programmet, via nodenavnet,
opprinnelig er deklarert. Data peker til nodens type. Pointer blir brukt av
objektkall og peker til grensesnittet objektet er definert ved. For statiske ob-
jektkall går denne pekeren til klassen som det henvises på i kallet. Noder som
ikke har behov for denne informasjonen bruker da heller ikke de respektive
pekerne.
Når hele den innleste koden er parsert ender vi opp med en trestruktur som
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Figur 3.3: Nodestrukturen for Creol
i figurene 3.4 grensesnitt, 3.5 kontrakter, 3.6 klasser, og vi kan kalle på
typeanalysen.
3.3 Semantisk analyse
Den semantiske analysen tar utgangspunkt i resultatet av syntaks-analysen,
som er det syntakstreet denne analysen genererer. Hovedjobben til den se-
mantiske analysen er å sjekke at det innleste treet er lovlig i henhold til
språkets type-regler, angitt i delkapittel 2.4. Dette medfører at hver node i
syntakstreet må sjekkes opp mot de regler som gjelder for språket.
Ulikt det som var tilfellet for scanneren og parseren eksisterer det ingen
god måte å automatisk lage et typeanalyse-program ved hjelp av noen slags
“typeanalyse-generator”. Dette medfører at den semantiske analysen må ko-
des for hånd. Hvor mye arbeid dette innebærer er avhengig av språket som
skal analyseres. Et typisk dynamisk typet programmeringsspråk vil ha lite,
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Figur 3.4: Nodestruktur for grensesnittene
Figur 3.5: Nodestruktur for kontraktene
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Figur 3.6: Nodestruktur for klassene
eller ingen semantisk analyse, mens et statisk typet språk vil kreve mye mer
av den semantiske analysen.
3.3.1 Typeanalysen - Analyze.c
I dette delkapittelet skal vi se på de tingene som den semantiske analysen
må sjekke for de forskjellige konstruksjonene i språket.
3.3.1.1 Analyse av grensesnitt - AnalyzeIFACE.c
Når det gjelder grensesnittene så har syntaks-analysen gjort mesteparten
av analysejobben, siden det ikke finnes tilordninger, kall og uttrykk i grense-
snittene. Det som imidlertid må sjekkes er følgende:
• at det ikke eksisterer flere grensesnitt med samme navn. Grensesnitt-
navnet blir derfor sjekket mot alle tidligere deklarerte grensesnitt.
• at parameternavnene til grensesnittet er unike. Parametrene kan ikke
ha samme navn som andre parameternavn i parameterlisten til grense-
snittet, alle arvede grensesnitt, grensesnittnavnet til with-deklarasjonen
eller noen av metodenavnene.
• at de arvede grensesnittene faktisk er deklarert, og at typen av para-
metrene til disse stemmer overens med deklarasjonen.
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• at grensesnitt-navnet i with-deklarasjonen er deklarert.
• at metode-navn innenfor grensesnittet er unike. Det vil si at en me-
tode ikke kan ha samme navn som noen av grensesnittets parametre.
Metoden kan ikke dele navn med grensesnitt-navnene til de arvede gren-
sesnitt, eller grensesnittet deklarert ved with. Metodenavnet må også
være unikt i forhold til navnene til de andre metodene som er deklarert
i grensesnittet. Metoder deklarert i et grensesnitt kan heller ikke ha
navnene init og run.
• at parameter-navnene deklarert av metoden må være unike innen sitt
nivå. De må altså ikke ha samme navn som noen av de andre paramet-
rene i parameterlisten til metoden.
• at typen til parametrene som deklareres eksisterer. De predefinerte ty-
pene blir sjekket av parseren, mens “grensesnitt-typene” må sjekkes av
typeanalysen. Det må derfor sjekkes at grensesnittet typen peker på
eksisterer.
3.3.1.2 Analyse av kontraktene - AnalyzeCONTRACT.c
Kontraktene “inneholder” mindre semantikk enn grensesnittene, så her er
det enda mindre sjekking som behøves. Det som imidlertid må sjekkes er:
• at det ikke finnes flere kontrakter med samme navn.
• at grensesnittene vi finner i listen over inkluderte grensesnitt til kont-
rakten må være unike.
• at grensesnittene må eksistere og være deklarert.
• at grensesnitt-parametrene må stemme overens med antallet parametre
i grensesnitts-deklarasjonen.
• at det ikke eksisterer flere parametre med samme navn.
3.3.1.3 Analyse av klassene - AnalyzeCLASS.c
Typesjekking av klassene innebærer litt større utfordringer enn hva type-
sjekking av grensesnitt og kontrakter gjorde. Vi begynner med å sjekke klas-
senavnet og “graver” oss nedover i syntakstreet.
• Hver klasse må ha sitt eget unike navn. Kompilatoren sjekker derfor
mot alle tidligere klasser og ser om klassenavnet eksisterer fra før.
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• Klassens parametre (innenfor vanlige parenteser) må sjekkes og vi ser
om parameter-navnet er unikt og om typen til parametrene eksister-
er. Parameter-navnet kan ikke ha samme navn som noen av de andre
parametrene i listen, klassenavnene som arves via inherits setningen,
klassens metodenavn eller grensesnittet deklarert ved with.
• De grensesnittene som skal implementeres av klassen må sjekkes at ek-
sisterer. Det må også sjekkes at antall parametre stemmer overens med
grensesnitts-deklarasjonen. Vi må samtidig sjekke at klassen faktisk
implementerer grensesnitt-innholdet.
• Tilsvarende gjøres for klasse-arv, der det sjekkes om klassen eksisterer
og om parametre stemmer overens med klasse-deklarasjonen.
• Det må sjekkes om variabel-navnene som deklareres ikke er deklarert
fra før. Disse navnene skal være unike innenfor sin enhet. Klassens
variable sjekkes opp mot klassens type-parametre og parametre, og de
andre variablene deklarert i variabeldeklarasjonen. De lokale variablene
i metodene sjekkes opp mot sin metodes parametre og andre lokale
variable.
• Typene til variablene må sjekkes om er deklarert, eller om de er av de
predefinerte typene i språket.
• I Creol finnes det tre forskjellige slags metoder, de to unike “init” og
“run”, og de andre metodene (“op” etterfulgt av “navn”). Alle metodenes
“metode-innhold” sjekkes på samme måten, med unntak for init, der
man i tillegg må sjekke at det ikke finnes noen await-setninger. Dette
siste fordi det er uønskelig med en initialiseringsmetode som kan føre til
deadlock allerede ved opprettelse av et objekt. Dette garanterer derimot
ikke at init vil være “deadlock-fri” da det kan eksistere konstruksjoner
i forbindelse med kall hvor man ikke kan garantere at returkallet vil
komme. Metodenavnene “run” og “init” er ikke nødvendig å sjekke da
disse uansett er unike, da parseren krever at init-metoden kommer før
run-metoden, som igjen kommer foran alle andre metoder.
• For de andre metodene må man i tillegg sjekke at metodenavnet ikke
allerede eksisterer for inneværende klasse. Inn/ut variablene til metoden
må sjekkes opp mot metodens lokale variable, og det må gis feilmelding
hvis variabel-navnet allerede eksisterer.
• Metodene tilknyttet with-deklarasjonene må sjekkes på samme måte
som de andre metodene. Det må samtidig sjekkes om grensesnittet til
with-deklarasjonen eksisterer.
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• Det finnes fem forskjellige setningstyper, “guard”, “if”, “while”, tilord-
ning og kall, adskilt av setningsskilletegnene ’;’, ’[]’ og ’;’. Vi må derfor
sjekke at uttrykkene til de forskjellige setningstypene stemmer over-
ens med det som er lovlig. For eksempel må betingelses-uttrykket i en
if-setning være av type bool. Når det gjelder tilordning må uttrykket
være av samme type eller en subtype av typen til variabelen som vi
ønsker å tilordne uttrykket.
• Når det gjelder uttrykk må vi sjekke at uttrykkene er riktig typet. Dette
blir sjekket bottom-up, ved at resultatet av en uttrykks-operasjon går
videre inn i neste.
• Det må sjekkes at alle variabel-navn som brukes er deklarert, og de må
linkes til riktig variabel-deklarasjon, slik at man kan se at typen er rikt-
ig. Det sjekkes først mot inn/ut parametrene til metoden, og metodens
lokale variabel deklarasjoner. Hvis variabelen ikke er deklarert lokalt i
metoden, sjekker vi videre mot klassens parametre og type-parametre
og klassens globale variable.
• Ved metodekall må det sjekkes at det eksisterer en metode enten i
et grensesnitt (for objekt-kall) eller i en klasse (for lokale kall eller
statiske kall). Metoden som kalles må ha samme type parametre som i
kallet (eller den kan eventuelt ha videre inn-parametre og trangere ut-
parametre). Det vil si at inn-parametrene til metoden kan ha samme
type som parametrene til kalleren, eller en supertype av denne. For ut-
parametrene til metoden så må kalleren ha parametre som er av samme
type som metodens parametre eller en supertype av disse. Finnes det
da en metode som passer til kravene, vil metoden ved run-time bli
bundet til kallet enten dynamisk, (med unntak av “statiske objekt-kall”)
(objekt-kall) eller statisk (lokale kall eller statiske kall). I Creol har vi
flere forskjellige “kall-typer”:
– Synkrone kall
Synkrone objekt-kall av typen objekt-uttrykk.metode(). Her må
det sjekkes om grensesnittet uttrykket representerer eksisterer og
om det har en metode med riktig navn, og har parametre som
matcher kallets inn/ut parametre. Hvis metoden ikke finnes blant
grensesnittets metoder, søkes det videre i grensesnittets arvede
grensesnitt.
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Synkrone lokale kall av typen metode(), sjekkes som for synk-
rone objekt-kall, med unntak av at vi nå begynner å søke etter
metoden lokalt i klassen. Får vi ikke treff her søker vi videre opp
i arve-hierarkiet.
Synkrone statiske objekt-kall på formenmetode@Klasse(), der
vil metodekallet bli statisk bundet til Klasse, eller en super-klasse
av denne, sin metode. Her må det altså sjekkes om klassen eksis-
terer og er en superklasse av inneværende klasse. Deretter sjekk-
es det om det finnes en metode med korrekt navn, og parametre
som matcher kallets inn/ut variable. Hvis metoden ikke finnes her,
sjekkes det om den eksisterer blant klassens superklasser, og vide-
re opp i arve-hierarkiet.
– Asynkrone kall
Generelt for asynkrone kall med label i type-analysen, vil vi ha
at hver label kan kun brukes av et kall. Dette kallet må ha mini-
mum et returkall, men kan ha flere returkall, hvis disse opptrer på
hver sin side av en konstruksjon som krever at man velger en av
sidene, og kallet er gjort før denne konstruksjonen. Hvert returkall
kan også ha maksimalt en vakt av typen await l? (venter på at
det skal foreligge en retur for kallet) foran seg i samme konstruk-
sjon. I de tilfellene det eksisterer flere returer fra et asynkront kall,
sjekkes det at disse returkallene mottar samme typer (subtyper).
Disse kallene kan da slås sammen i type-analysen, og man bruker
de videste typene videre. En slik sammensetning representeres ved
l?() i gjennomgangen av asynkrone kall under.
Vi kan da skissere følgende algoritme for labels, der l er en la-
bel:
For l! - kall, sjekk at label l er deklarert og at det ikke
er utført noen kall med denne label tidligere.
For await l?, sjekk at det eksisterer et l! - kall.
Sjekk foran i setningslisten om det eksisterer
tidligere await l? eller returer l?().
Sjekk forover i setningslisten til man finner
l! - kallet. Er setningslisten vi
søker i inne i en else eller then gren,
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og vi ikke finner kallet, søker man videre
i setningslisten if-setningen er en del av.
Er setningslisten på en av sidene av en []
konstruksjon søker vi videre opp på
nivået før denne konstruksjonen,
hvis kallet ikke blir funnet.
For l?() - returer, sjekk som for await l?,
men se nå etter tidligere l?() - returer.
Asynkrone objekt-kall uten label av typen !Interface.metode().
Her er det ikke brukt label og det er derfor ikke meningen å få
noe retur-kall. Derfor kan det sjekkes som for synkrone objekt-kall,
men det blir kun sett på inn-verdiene til metoden, da det ikke er
noen formelle krav til ut-parametrene.
Asynkrone objekt-kall med label. Her skal man da finne par-
et label!Interface.metode() og label?() i programteksten og i denne
rekkefølgen. Dette paret kan sees på som en oppsplitting av et
vanlig synkront objekt-kall, der label’en brukes for å koble disse
sammen. Disse kan derfor slås sammen i type-sjekken (uten at
det blir noen endring i det språket som senere skal oversettes), og
sjekke dem som et vanlig synkront objekt-kall.
Asynkrone lokale-kall uten label av typen !metode(), gjøres
som for asynkrone objekt-kall uten label, men med unntak at vi
begynner å søke etter metoden lokalt i klassen. Får vi ikke treff
her søker vi videre opp i arve-hierarkiet. Finnes ikke metoden via
arv, returneres en feilmelding.
Asynkrone lokale kall med label. Med par label!metode() og
label?(). Vi gjør som for asynkrone objekt-kall og slår sammen par-
et for typesjekking, og sjekker som for vanlige synkrone lokale-kall.
Asynkrone statiske objekt-kall uten label av typen !meto-
de@Klasse(). Her er det ikke brukt label, og det er derfor ikke
meningen å få noe retur-kall. Derfor kan denne typen kall sjekkes
som for synkrone statiske objekt-kall, men det blir kun sett på
inn-verdiene til metoden.
Asynkrone statiske objekt-kall med label av typen label!metode@Klasse().
Her vil man få paret label!metode@Klasse() og label?(). Disse kan
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slås sammen i typeanalysen og de kan sjekkes som et vanlig synk-
ront statisk objekt-kall.
– Returkall
Returkall på formen label?() må komme etter et asynkront kall
med samme label. En label er kun knyttet til ett asynkront kall,
men dette kallet kan ha flere lovlige returkall hvis disse kommer
i ulike grener av en if-setning eller på hver side av setningsskille-
tegnet [], som angitt over i algoritmen for labels.
Etter endt typeanalyse vil vi sitte igjen med et dekorert syntakstre. Treet
vil nå inneholde mer informasjon om selve programmet enn det opprinnelige
syntakstreet som ble mottatt av typeanalysen. Vi vil nå ha pekere opp til
foreldre-nodene, alle grensesnitt og klasser i arve listen vil vi ha pekere til dek-
larasjonen av disse. Alle variable vil ha pekere til deklarasjonen av variabelen.
De trær som blir generert av FrontEnd-delen vil nå inneholde nok infor-
masjon til å kunne brukes for å oversette til de programmeringsspråk man
måtte ønske. Hver enkelt node vil inneholde informasjon om selve noden, og
vil også få pekere til de deklarasjoner som er nødvendig for noden å kjenne til.
Hvis programmet som har blitt analysert er korrekt, vil vi gå videre til
BackEnd-delen av kompilatoren. I de tilfellene programmet ikke er korrekt
er det heller ikke ønskelig å gå videre, og kompilatoren stoppes.
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Kapittel 4
BackEnd-delen
4.1 Kodegenerator
For å gjøre kodegenerering er man avhengig av å kjenne alle detaljer både
om kildespråket og om målspråket. Kildeprogammet som skal oversettes vil
normalt foreligge for kodegeneratoren i form av et beriket syntaks-tre, som er
resultatet fra Front End-delen av kompilatoren. Treet blir så traversert etter
gitte regler og kode blir produsert slik at resultatet blir en kjørbar kode, som
gjør det samme som det opprinnelige programmet.
Den kjørbare koden kan være på flere former. Det kan være som binær
maskinkode, maskinkode skrevet i assembler eller også kode skrevet på en
form som kan tolkes av en interpret eller som skal oversettes videre av en
annen kompilator.
Ved oversettelse direkte til maskinkode er programmereren av kompilator-
en avhengig av å kjenne målmaskinen og dens arkitektur godt. Man må vite
hvilke registre som kan brukes og hvilke spesial-funksjoner maskinen har. I
tillegg må man vite hvilket operativsystem målmaskinen har. En slik løsning
vil ikke være særlig portabel, og kodegeneratoren må stort sett programmeres
på nytt når man får en ny arkitektur og operativsystem.
En mer fleksibel løsning vil være å oversette til et språk som skal inter-
preteres eller oversettes videre. Her vil en ikke være like bundet i forhold til
arkitekturen og operativsystemet til målmaskinen. Man må da ha en inter-
pret som interpreterer programmet eller oversetter det videre til maskinkode
slik at programmet kan kjøres. Sun Microsystems [22] Java [23] bruker den-
ne typen løsning, der programkode blir oversatt til Java-byte-code, og blir
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interpretert av JVM (Java Virtual Machine), eller blir oversatt ved en såkalt
JIT-kompilator (Just-In-Time-kompilator).
Den tredje muligheten er å oversette til et annet høynivå-språk, som igjen
kompileres til kjørbar kode, ved en egen kompilator.
4.2 CMC
I november 2003 ble hovedoppgaven “En abstrakt maskin for Creol i Maude”
sluttført. Resultatet av denne oppgaven var en interpret for Creol i Mau-
de. Denne interpreten er laget for å motta og eksekvere Creol-kode i form av
“høynivå maskinkode” som kalles CMC (Creol Machine Code). Under arbeid-
et med den oppgaven måtte all Creol-kode oversettes for hånd til CMC-kode.
Med bakgrunn i dette var det altså et ønske om å få laget en kompilator som
oversatte Creol-kode til CMC-kode automatisk. Språket CMC er laget kun
for oversettelse av klassene definert i det Creol-programmet som skal overset-
tes. Derfor har ikke grensesnittene og kontraktene definert i Creol-koden noen
interesse for selve oversettelsen i vårt tilfelle, bortsett fra i type-analysen.
CMC er idag kun definert indirekte gjennom interpreten i Maude. CMC
kan sees som en definisjon av Creol i Maude, der man prøver å beholde så
mye som mulig av Creols opprinnelige syntaks.
4.2.1 Maude
For å forstå definisjonen av CMC-syntaksen angitt i delkapittel 4.2.2 under,
trenger vi noe kjennskap til Maude [24, 12]. Maude er et “formelt” deklara-
tivt høynivåspråk som er basert på omskrivningslogikk. Et program i Maude
består av en eller flere moduler, som hver kan bestå av signaturer, ligninger
og omskrivningsregler. Ligningene og omskrivningsreglene beskriver hvordan
Maude skal interpretere en hver lovlig gitt initiell tilstand. Den initielle til-
standen må være lovlig typet i forhold til signaturene til modulene i Maude-
programmet.
CMC-koden som vi skal produsere ved hjelp av kodegeneratoren vil da be-
skrive en initiell tilstand som skal gis til CMC-interpreten i Maude. En initiell
tilstand kan i Maude kun beskrives ved hjelp av de lovlige signaturene som
er gitt i Maude programmet, og vi ser derfor kun på hvordan signaturer blir
definert i Maude.
54
En signatur i Maude består av en mengde sorter (sort) og en familie av
operasjonssymboler (op).
Sorter blir opprettet ved nøkkelordet sort. En sort kan være en subsort av en,
eller flere andre sorter. Subsorter angis ved nøkkelordet subsort på følgende
måte:
sorts s1 s2 s3 s4 .
subsort s1 < s2 .
subsort s3 < s2 s4 .
Her har vi definert sortene s1,s2,s3,s4 og ved subsortrelasjonen vil vi ha at
s1 er en subsort av s2. Vi vil også ha at s3 er en subsort av både s2 og s4.
Generelt kan vi angi at en mengde sorter kan være en subsort av en mengde
andre sorter.
Operasjoner blir opprettet ved nøkkelordet op. Noen operasjoner blir brukt
til å definere verdien til data-typene (sortene), disse operasjonene blir kalt
konstruktør- (ctor-) operasjoner. I operasjonene kan man også angi om ope-
rasjonen er assosiativ og/eller kommutativ. Dette angis henholdsvis med nøk-
kelordene assoc og comm. Operasjonens identitets-element kan angis ved
nøkkelordet id: etterfulgt av elementets navn. Hvis man ved flere etterføl-
gende overlastede operasjoner f.eks vil angi samme type assosiativitet og
identitet, brukes nøkkelordet ditto som angir at det skal være samme som
tidligere. I tillegg kan man ha andre operasjoner som definerer lovlige opera-
sjoner for sortene.
Operasjonene i Maude kan defineres både ved prefix- og mixfix-notasjon. Ved
prefix-notasjon angis operasjonsnavnet etterfulgt av de sortene operasjonen
tar som argument. Ved mixfix notasjon vil det angis plass (angis ved _ - un-
derscore) til argumentene sammen med operasjonsnavnet, også her etterfulgt
av sortene operasjonen tar som argument. Operasjoner i Maude tillater også
overlasting over et subtype hierarki, det vil si at argumentene til den over-
lastede operatoren må være en subtype av argumentene til den opprinnelige
operatoren. Vi ser under i eksempel 6 hvordan prefix- og mixfix-notasjon vil
se ut for et enkelt eksempel.
Eksempel 6 Prefix- og mixfix-versjon av addisjonsoperatoren til heltall og
positive heltall.
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sorts Nat Int .
subsort Nat < Int .
op + : Int Int → Int . *** prefix-notasjon
op _+_ : Int Int → Int . *** mixfix-notasjon
op + : Nat Nat → Nat . *** overlastet prefix-notasjon
op _+_ : Nat Nat → Nat . *** overlastet mixfix-notasjon
Både mixfix- og mixfix-operasjonene tar samme argumenter for å gi sam-
me verdi ut. Eneste forskjellen er hvordan operasjonen har blitt definert. Vi
ser også at operasjonene er overlastet, slik at hvis begge argumenter er av
type Nat (subtypen til Int) vil det returneres en Nat.
4.2.2 Definisjon av CMC syntaks gitt ved Maude
For å kunne oversette til CMC-kode, må vi kjenne CMCs syntaks og seman-
tikk. Vi skal nå se på den syntaksen, men ser kun på den delen av data-
strukturen som er viktig for oss når vi skal oversette. De strukturene vi må
vite hvordan vi skal oversette er klassestrukturen, setningsstrukturen, vakter,
uttrykk og datatyper.
Interpreten består av en mengde operasjoner, regler og likninger. Likningene
og reglene bestemmer hvordan et ferdig kompilert program blir eksekvert i
CMC. Operasjonene bygger opp datastrukturen og selve syntaksen til CMC.
Interpreten består av filene interpreter.maude og datatypes.maude. Den første
filen definerer selve interpreten og den andre filen definerer de lovlige data-
typene i språket.
Vi ser derfor kun på de operasjonene i interpreten som er nødvendig å kjen-
ne til ved kodegenerering, og ser bort fra likninger og regler. Vi ser på CMC
definert i Maude som en samling av sort, subsort, og konstruktør definisjoner
i Maude.
Generelt vil alle navn i Creol bli oversatt til en Qid (Quoted identifier),
dette for å sørge for at Maude forstår at et navn ikke er en ny konstruksjon
i språket. For å oversette et navn til Qid tillegges det bare en apostrof (’)
foran navnet.
4.2.2.1 Uttrykk og datatyper
DATA-modulen i datatypes.maude inneholder informasjon om CMCs data-
typer, uttrykk og lister av disse.
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10 *** Qid = local variable ident
11 sorts Aid Oid Data Expr . *** Aid = attribute identifier
12 subsort Oid < Data < Expr . *** Oid = object identifier
13 subsort Qid < Aid < Expr .
Over er CMCs sorter definert, og vi har altså sortene Aid (attributt identifi-
kator), Oid (objekt identifikator), Data (supertypen for data-typer) og Expr
(uttrykk). Her er Oid definert som en subtype av Data, som igjen er en sub-
type av Expr. Qid er en subtype av Aid, som igjen er en subtype av Expr.
Listen over uttrykk, Aid og Data defineres slik i figur 4.1.
Figur 4.1: Subsortrelasjonen til CMCs sorter
15 sorts EmpList AidList ExprList DataList .
16 subsort Aid < AidList < ExprList .
17 subsort Expr < ExprList .
18 subsort Data < DataList < ExprList .
19 subsort EmpList < DataList AidList .
21 op emp : -> EmpList [ctor] .
22 op _„_ : ExprList ExprList -> ExprList [ctor assoc id: emp] .
23 op _„_ : DataList DataList -> DataList [ctor ditto] .
24 op _„_ : EmpList EmpList -> EmpList [ctor ditto] .
29 op _„_ : AidList AidList -> AidList [ctor ditto] .
Over definerer vi de tilsvarende liste-sortene og deres subsortrelasjoner. Sam-
mensetningsoperatoren _„_ for lister defineres assosiativt og tar den tomme
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listen som sin identitet (emp for alle lister). Det er i CMC brukt „ som sam-
mensetningsoperator for lister istedenfor komma, som brukes i Creol. Dette
er gjort for å unngå kollisjon med Maudes innebygde lister.
33 op _[[_]] : Qid ExprList -> Expr . *** function application
34 op _[[_]] : Qid DataList -> Data . *** function application
Over definerer vi funksjonsapplikasjonen i CMC, som tar en uttrykksliste som
argument. For eksempel så vil Creol syntaksen f(x,y) der x og y er variable
oversettes til ’f[[’x „ ’y]] i CMC.
36 *** Basic conversion of data types into sort Data
37 op null : -> Data [ctor] . *** undef. value/none pointer
38 op ob : Qid -> Oid [ctor] .
39 op int(_) : Int -> Data [ctor] .
40 op str(_) : String -> Data [ctor] .
41 op bool(_) : Bool -> Data [ctor] .
42 op lab : Nat -> Data [ctor]. *** label values
Data-konstruktørene (linjene 36 – 43) null, ob, int, string, bool, og lab, er
alle modellert ved konstruktører inn iData. Konstanter som strenger, heltall
og de “boolske konstantene”, må pakkes inn i sin tilsvarende konstruktør ved
oversetting til CMC.
Uttrykksoperatorene kan representeres i CMC, både med mixfix-notasjon
og med prefix notasjon. Creols uttrykksoperatorer bruker mixfix-notasjon,
og det kunne være fristende å oversette til CMCs mixfix-notasjon. Men ut-
trykk definert med mixfix-notasjon blir direkte omgjort i interpreten til prefix
notasjon, dette skjer ved ligninger. En slik oversettelse krever et ekstra re-
dukjsonssteg i interpreten for hver operator i et uttrykkstre. Vi velger derfor
å oversette til prefix notasjon for å spare interpreten for ekstra arbeid. Prefix
notasjonen bruker funksjonsapplikasjonen i linje 33 som mal, der vi har et
operasjonsnavn etterfulgt av en liste.
4.2.2.2 Vakter
GUARDS-modulen i interpreter.maude inneholder definisjonen av CMCs
vakter. Vi gir her en forenklet versjon som inneholder den informasjonen
vi trenger.
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90 sort Guard .
91 subsort Expr < Guard .
93 op noGuard: -> Guard [ctor] .
94 op wait : -> Guard [ctor] . *** suspension
95 op _? : Aid -> Guard [ctor] . *** reply guard
97 op _&_ : Guard Guard -> Guard [ctor id: noGuard assoc comm] .
Vaktene konstrueres i modulen, ved at en guard kan være tom (noGuard),
wait, l? (reply guard) og sammensetningen av to vakter. Måten vakter re-
presenteres i CMC er da helt likt hvordan de representeres i Creol og kan
oversettes direkte, må bare legge til ’ foran labelnavnene på returvakten.
4.2.2.3 Setninger
Modulene STATEMENTS og STM-LIST i interpreter.maude definerer CMCs
setninger.
120 sorts Mid Cid Stm . *** Mid = method identifiers
121 subsort Qid < Mid Cid . *** Cid = class identifiers
123 op _._ : Expr Mid -> Mid [ctor] . *** remote call
124 op _@_ : Qid Cid -> Mid [ctor] . *** local method qualified by class name
127 *** CREOL program syntax
128 op skip : -> Stm [ctor] .
129 op _::=_ : AidList ExprList -> Stm [ctor] . *** multiple assignment
130 op _::= new_(_) : Aid Cid ExprList -> Stm [ctor] . *** object creation
131 op _(_;;_) : Mid ExprList AidList -> Stm [ctor] . *** sync. call
132 op !_(_) : Mid ExprList -> Stm [ctor] . *** async. call (without label)
133 op _!_(_) : Qid Mid ExprList -> Stm [ctor] . *** async. call (with label)
134 op _?(_) : Qid AidList -> Stm [ctor]. *** async. reply statement
137 op await_ : Guard -> Stm [ctor] . *** guard statements
138 op return : ExprList -> Stm [ctor] . *** method return
166 op if_th_el_fi : Expr StmList StmList -> Stm [ctor] .
167 op if_th_fi : Expr StmList -> Stm [ctor] .
168 op while_do_od : Expr StmList -> Stm [ctor] .
169 op _[]_ : StmList StmList -> Stm [ctor comm assoc] . *** choice
170 op _|||_ : StmList StmList -> Stm [ctor comm assoc] . *** merge
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Kall er definert i linjene 131 – 135. Der vi har definert synkrone kall, asynk-
rone kall med og uten label og returkall. Disse defineres på samme måte som
i Creol med unntak av at skilletegnet mellom inn og ut parametre ved synk-
rone objektkall er ;;, dette for å unngå kollisjon med Maudes liste syntaks.
Retursetningen return til en metode er definert i linje 138, og returnerer en
liste av de ut-parametrene som er definert i metoden, returnerer emp hvis
metoden ikke har ut-parametre.. De samme ut-parametrene må også være
deklarert som lokale variable i metodens lokale attributt liste Latt. Await,
definert i linje 137, etterfølges av en guard som den også gjør i Creol.
Tilordninger er definert i linjene 129 og 130 og er like som i Creol med
unntak av tilordningssymbolet som her er ::=.
While-setningene (linje 168) er definert likt som i Creol og kan derfor over-
settes direkte, if-setningene (linjene 166 og 167) har eneste forskjell fra Creol-
syntaks at de istedenfor else og then, har brukt el og th for å unngå kollisjoner
med Creols innebygde metoder. Setningsskilletegnene er definert i linjene 169
og 170 og er definert på samme måte som i Creol.
4.2.2.4 Klasser
226 sort Subst .
227 op noSub : -> Subst [ctor] .
228 op _|->_ : Aid Data -> Subst [ctor] .
229 op _,_ : Subst Subst -> Subst [ctor assoc comm id: empty] .
231 sorts Class Mtd MMtd Inh InhList . *** inheritance list
233 subsorts Inh < InhList .
235 op _<_> : Cid ExprList -> Inh . *** initialised superclass
236 op noInh : -> InhList [ctor] .
237 op _##_ : InhList InhList -> InhList [ctor assoc id: noInh] .
252 op <_: Mtdname | Param:_, Latt:_, Code:_> :
253 Qid AidList Subst StmList -> Mtd [ctor] .
256 subsort Mtd < MMtd . *** Multiset of methods
258 op noMtd : -> Mtd [ctor] .
259 op _*_ : MMtd MMtd -> MMtd [ctor assoc comm id: noMtd] .
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261 op <_: Cl | Inh:_, Par:_, Att:_, Mtds:_, Ocnt:_> :
262 Cid InhList AidList Subst MMtd Nat -> Class [ctor] .
Klassen definert i linje 261 representeres ved klassenavnet, liste over de ar-
vede klassene, klassens parametre, klassens variable, et multisett av metoder
og objekttelleren, som brukes til generering av unike objektnavn. En super-
klasse representeres på formen ’klassenavn<parametre>. Listen over arvede
klasser beskrives ved et antall arvede klasser adskilt med ##.
Metodene definert i linje 252, representeres ved metodenavnet, liste over inn-
parametre til metoden, metodens lokale variable og metodens kodeinnhold.
4.3 Philosophers.cmc
Creol-eksempelet angitt i delkapittel 2.3 kan oversettes til CMC-syntaks og
blir seende ut som dette i CMC:
1 rew
2 < ’Philosopher : Cl |
3 Inh: noInh,
4 Par: ’butler,
5 Att: (’hungry |-> null), (’chopstick |-> null), (’neighbour |-> null),
(’history |-> null),
6 Mtds:
7 < ’init : Mtdname |
8 Param: emp,
9 Latt: noSub
, 10 Code: ((((’history ::= str(””)) ; (’chopstick ::= bool(true))) ;
(’hungry ::= bool(false))) ;
(’butler . ’getNeighbour(emp ;; ’neighbour))) ;
return(emp) > *
11 < ’run : Mtdname |
12 Param: emp,
13 Latt: noSub,
14 Code: ((( ! ’think(emp)) ||| ( ! ’eat(emp))) |||
( ! ’digest(emp))) ; return(emp) > *
15 < ’digest : Mtdname |
16 Param: emp,
17 Latt: noSub,
18 Code: (((((await wait) ; (’hungry ::= bool(true))) ;
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(’history ::= (’plus[[’history „ str(”d”)]]))) ;
(await wait)) ; ( ! ’digest(emp))) ; return(emp) > *
19 < ’eat : Mtdname |
20 Param: emp,
21 Latt: (’l |-> null),
22 Code: (((((((((await ’hungry) ; (’l ! ’neighbour . ’borrowStick(emp))) ;
(await (’l ? ss(emp)))) ; (await ’chopstick)) ;
(’history ::= (’plus[[’history „ str(”e”)]]))) ;
(’hungry ::= bool(false))) ; ( ! ’neighbour . ’returnStick(emp))) ;
(await wait)) ; ( ! ’eat(emp))) ; return(emp) > *
23 < ’think : Mtdname |
24 Param: emp,
25 Latt: noSub,
26 Code: ((((await (’not[[’hungry]])) ;
(’history ::= (’plus[[’history „ str(”t”)]]))) ;
(await wait)) ; ( ! ’think(emp))) ; return(emp) > *
27 < ’borrowStick : Mtdname |
28 Param: emp,
29 Latt: noSub,
30 Code: ((await ’chopstick) ;
(’chopstick ::= bool(false))) ; return(emp) > *
31 < ’returnStick : Mtdname |
32 Param: emp,
33 Latt: noSub,
34 Code: (’chopstick ::= bool(true)) ; return(emp) >,
35 Ocnt: 0 >
36 < ’Butler : Cl |
37 Inh: noInh,
38 Par: emp,
39 Att: (’p1 |-> null), (’p2 |-> null), (’p3 |-> null),
(’p4 |-> null), (’p5 |-> null),
40 Mtds:
41 < ’run : Mtdname |
42 Param: emp,
43 Latt: noSub,
44 Code: (((((’p1 ::= new ’Philosopher(ob(’this))) ;
(’p2 ::= new ’Philosopher(ob(’this)))) ;
(’p3 ::= new ’Philosopher(ob(’this)))) ;
(’p4 ::= new ’Philosopher(ob(’this)))) ;
(’p5 ::= new ’Philosopher(ob(’this)))) ; return(emp) > *
45 < ’getNeighbour : Mtdname |
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46 Param: emp,
47 Latt: (’neighbour |-> null),
48 Code: (if (’equal[[ob(’caller) „ ’p1]])
th (’neighbour ::= ’p2) el (if (’equal[[ob(’caller) „ ’p2]])
th (’neighbour ::= ’p3) el (if (’equal[[ob(’caller) „ ’p3]])
th (’neighbour ::= ’p4) el (if (’equal[[ob(’caller) „ ’p4]])
th (’neighbour ::= ’p5)
el (’neighbour ::= ’p1) fi) fi) fi) fi) ; return(’neighbour) >,
49 Ocnt: 0 >
50 .
4.4 Oversetting til CMC
Vi har nå definert syntaksen til CMC og vi kan nå se på hvordan Creol-
klasser oversettes til CMC. Under har vi gjengitt klassedefinisjonen som ble
presentert i kapittel 2, med følgende modifikasjoner:
• De delene som ikke vil bli oversatt til CMC har blitt streket over. Dette
gjelder:
– Grensesnittene som klassen implementerer blir ikke oversatt til
CMC, da CMC ikke har representasjon for grensesnitt.
– Tilsvarende vil heller ikke grensesnittene i with-klausulen overset-
tes, men vi vet fra typeanalysen at de kall som gjøres er lovlige.
– Antagelser, invarianter og where-deklarasjoner blir heller ikke over-
satt til CMC.
• Utvider <imperativ-kode> til <vardekl> <kode>. Dette kan gjøres da
imperativ-koden består av variabeldeklarasjoner etterfulgt av kode.
• Legger til forskjellig innparametre og utparametre til m metodene.
class ClassName (<parametre>)
implements Interface1(), . . . ,Interfacem()
inherits Class1(), . . . , Classn()
begin
var v1 : V1
v2 : V2
. . .
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op init == <imperativ-kode>
op run == <imperativ-kode>
op lokale_metoder == <imperativ-kode>
with Interfacen
op m1(. . . ) == <imperativ-kode>
. . .
op mi(. . . ) == <imperativ-kode>
asm <>
. . .
with Interfacep
op mj(. . . ) == <imperativ-kode>
. . .
op ml(. . . ) == <imperativ-kode>
asm <>
inv <>
where
end
Klassedefinisjonen over skal oversettes til følgende format for representasjon
av Creol-klasser som Maude-objekter:
< _ : Cl | Inh: _ , Par: _ , Att: _ , Mtds: _ , Ocnt: _ >
Cl gir plass til klassenavnet med en apostrof i forkant av navnet.
Inh gir plass til en liste av de arvede klassene adskilt av ##. Får verdi-
en noInh hvis klassen ikke har arv.
Par gir plass til en liste av klassens parametre adskilt av „ . Kun parameter-
navn med en apostrof blir lagt til for hver parameter i listen. Par får verdien
emp hvis klassen ikke har noen parametre.
Att gir plass til en liste av klassens variable, adskilt av ,. Variablene defineres
på formen ’var |-> initialverdi der var er variabelnavnet og initialverdien
blir satt default til null for alle typer. Att får verdien noSub hvis klassen
ikke har noen variable.
Mtds gir plass til et multisett av metoder, adskilt av *. Mtds får verdi-
en noMtd hvis klassen ikke har metoder
Ocnt gir plass til en teller, som holder orden på antall objekter som har
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blitt opprettet av denne klassen. Initiellt satt til 0.
Metodene representeres på følgende format i CMC:
< _ : Mtdname | Param : _ , Latt : _ , Code : _ >
Mtdname gir plass til metodenavnet med en apostrof i forkant av navn-
et.
Param representeres på samme måte som klassens Par. Inneholder inn pa-
rametrene til metoden. Param får verdien emp hvis metoden ikke har inn-
parametre.
Latt gir plass til en liste av metodens variable adskilt av , som for klas-
sens variable. Variablene defineres på samme måte og med initialverdi. Latt
får verdien noSub hvis metoden ikke har variable.
Code gir plass til metodens kode.
Dette gir oss følgende oversetting til CMC av klassene angitt over, på si-
de 63:
< ’ClassName : Cl |
Inh: ’Class1[emp] ## . . . ## ’Classn[emp],
Par: <parametre>,
Att: ((’v1 |-> null), (’v2 |-> null)),
Mtds:
< ’init: Mtdname |
Param: emp,
Latt: <vardeklinit>,
Code: <kodeinit> ; return(emp) > *
< ’run: Mtdname |
Param: emp,
Latt: <vardeklrun>,
Code: <koderun>, end(emp) > *
< ’lokale_metoder: Mtdname |
Param: emp,
Latt: <vardekllm>,
Code: <kodelm> ; end(emp) > *
< ’m1: Mtdname |
Param: <innparam1>,
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Latt: <vardekl1>,
Code: <kode1> ; end(<utparam1>) > *
< ’mi: Mtdname |
Param: <innparami>,
Latt: <vardekli>,
Code: <kodei> ; end(emp) > *
< ’mj : Mtdname |
Param: emp,
Latt: <vardeklj>,
Code: <kodej> ; end(utparamj) > *
< ’ml : Mtdname |
Param: emp,
Latt: <vardekll>,
Code: <kodel> ; end(emp) > ,
Ocnt: 0 >
Når vi skal se på oversetting av metodenes kode, må vi se litt mer på hvordan
de forskjellige symbolene og typene blir oversatt til CMC. Vi definerer « »
som oversettingsfunksjon. Vi ser først på oversetting av konstantverdier:
«null» => null
«heltall» => int(heltall)
«string» => str(string)
«boolsk verdi» => bool(boolsk verdi)
«this» => ob(’this)
«caller» => ob(’caller)
Vi ser her at string, heltalls og boolske verdier blir innkapslet i en funksjon
bestående av konstantens type som funksjonsnavn og verdien som parameter.
Konstantfunksjonen null blir oversatt direkte uten omgjøring, mens this og
caller blir oversatt tilsvarende som andre navn, men innkapslet med ob for
å vise at de er av type objekt-pekere.
Vi ser videre på oversettelse av uttrykk, der vi bruker notasjonen e for ut-
trykk.
«e1 or e2» => ’or[[«e1» „ «e2»]]
«e1 and e2» => ’and[[«e1» „ «e2»]]
«e1 < e2» => ’less[[«e1» „ «e2»]]
«e1 <= e2» => ’lessEq[[«e1» „ «e2»]]
«e1 > e2» => ’less[[«e2» „ «e1»]]
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«e1 >= e2» => ’lessEq[[«e2» „ «e1»]]
«e1 /= e2» => ’not[[’equal[[«e1» „ «e2»]]]]
«e1 = e2» => ’equal[[«e1» „ «e2»]]
«e1 + e2» => ’plus[[«e1» „ «e2»]]
«e1 - e2» => ’minus[[«e1» „ «e2»]]
«e1 * e2» => ’times[[«e1» „ «e2»]]
«e1 / e2» => ’div[[«e1» „ «e2»]]
«not e» => ’not[[«e»]]
«- e» => ’neg[[«e»]]
Alle uttrykkene blir oversatt til prefix notasjon.
Vaktene blir oversatt på følgende måte, der g er et guard-uttrykk og l er
en label.
«g1 & g2» => «g1» & «g2»
«l?» => ’l?
«wait» => wait
Creols kode består av en mengde setninger adskilt av setningskilletegn, disse
skilletegnene oversettes direkte og får samme syntax i CMC. Det eksisterer
5 forskjellige setningstyper i Creol, if-setninger, while-setninger, tilordninger,
vakter og kall. Disse setningene oversettes på følgende måte, der expr er
uttrykk, stmList er en setningssekvens og var er et variabelnavn.:
• If-setninger
«if expr then stmList fi» =>
if «expr» th «stmList» fi
«if <expr then stmList1 else stmList2 fi» =>
if «expr» th «stmList1» el «stmList2» fi
• Tilordninger (begrenser oss her til enkel tilordning)
«var := expr» => ’var ::= «expr»
«var := new Klassenavn(expr1, . . . , exprn)» =>
’var ::= new ’Klassenavn(«expr1» „ . . . „ «exprn»)
• While-setninger
«while expr do stmList od» => while «expr» do «stmList» od
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• Vakter
«await expr» => await «expr»
• Kall, der i er innparametre og u er utparametre, l er navn på label, m
er en metode og o er en peker til et objekt, oversettes slik:
«m(i;u)» => ’m («i» ;; «u»)
«l!m(i)» => ’l ! ’m («i»)
«!m(i)» => ! ’m («i»)
«l?(u)» => ’l ? («u»)
«l!o.m(i)» => ’l ! ’o . ’m(«i»)
«!o.m(i)» => ! ’o . ’m(«i»)
«m@Klassenavn(i;u)» => ’m @ ’Klassenavn («i» ;; «u»)
«l!m@Klassenavn(i)» => ’l ! ’m @ ’Klassenavn («i»)
«!m@Klassenavn(i)» => ! ’m @ ’Klassenavn («i»)
Som tidligere ser vi at det aller meste oversettes nesten helt direkte. Et unn-
tak er if-setningene hvor nøkkelordene er endret for å unngå kollisjon med
Maudes innebygde typer. Skilletegnet mellom inn og ut parametrene til et
metodekall oversettes altså til ;;. Vi har også endret skilletegnet mellom me-
todeparametrene til „ for at denne skal stemme overens med CMCs ønskede
representasjon av metodeparametre.
Omtrent all Creol-kode kan oversettes direkte til CMC uten mere utford-
ring enn å legge til litt “syntaktisk sukker”, som f.eks innkapsling av heltall
som int(heltall) og navn som oversettes til ’navn. I tillegg må enkelte stan-
dard attributter på plass, som Att, Code og Ocnt for å nevne noen.
Kodegeneratoren cgenCMC.c har som oppgave å oversette den innleste
Creol-koden, i form av et beriket syntaks-tre, og gi ut en fil som inneholder
CMC-kode, som innehar den samme funksjonaliteten som den opprinnelige
Creol-koden. Kodegeneratoren traverserer fra rot-noden og nedover i treet.
Den genererte CMC-koden vil starte med rew og avsluttes med et punktum,
dette for at koden skal kunne leses inn og tolkes av interpreten. Ellers gene-
reres linje for linje av koden ved traversering av syntaks-treet.
Av det som er verdt å merke seg ved oversettelsen er blant annet at metoder
i CMC er definert som et multisett av metoder, der metodene er adskilt med
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*. For å få til dette i kodegeneratoren, må den hele tiden ha kontroll på om
det er siste metode den skriver til fil eller ikke, slik at den kan skrive ut *
mellom metodene, men ikke etter siste metode er skrevet til fil. I tillegg til
dette vil hver metode i CMC avsluttes med et returkall (return) og med en
liste av eventuelle ut-parametre fra metoden i parentes. Eksisterer ingen slike
ut-parametre returner metoden med den tomme listen emp.
Uttrykksoperatorene har vi valgt å oversette til prefix-notasjon og det er
derfor viktig at kodegeneratoren genererer riktig kode for disse. Verdt å mer-
ke seg er enkelte av relasjonsoperatorene som ’>’, ’>=’ og ’/=’, da disse
ikke kan oversettes rett fram. Vi ser på disse tre operatorene som tidligere
vist på side 66:
«e1 > e2» => ’less[[«e2» „ «e1»]]
«e1 >= e2» => ’lessEq[[«e2» „ «e1»]]
«e1 /= e2» => ’not[[’equal[[«e1» „ «e2»]]]]
Her legger vi merke til at ’>’ oversettes tilsvarende ’<’, men med argumen-
tene snudd om. Dette skjer også for ’>=’ som oversettes tilsvarende ’<=’,
men med argumentene snudd om. Uttrykksoperatoren ’/=’ oversettes til
’not funksjonen, med likhetsoperatoren ’equal som argument. Og ’equal
tar igjen ’/=’’s argumenter som sine argumenter.
Det er også viktig å få på plass “nok” blanke-tegn i utfilen da Maude trenger
slike mellom attributter og sine tilhørende mixfix-operatorer.
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Kapittel 5
Eksempel på bruk av CreolC
Arbeidet i kapittel 3 og 4 har resultert i en ferdig kompilator CreolC. I dette
kapitlet vil vi se på hvordan kompilatoren er bygget opp, og viser hvordan
man kan få tak i sin egen kopi av CreolC. Det blir så gitt en innføring i
hvordan kompilatoren brukes ved hjelp av et eksempel.
5.1 CreolC’s oppbygging
CreolC er bygget opp av følgende filer:
CreolC.h Header fil der alle globale definisjoner blir deklarert. Her blir alle
nodetyper som kan opprettes deklarert, nodestrukturen til syntakstreet
blir også definert her.
CreolC.l Scanneren implementert i Flex.
CreolC.y Parseren implementert i Bison. Her ligger også main metoden som
sørger for at programmet blir lest inn og at alle trinn i kompilatoren
blir utført.
tree.c Inneholder metode for oppretting av nye trenoder. Bruker nodestruk-
turen definert i syntakstreet til å opprette noder.
Analyze.c Inneholder kode for å starte den semantiske analysen. Sørger for
at alle grensesnitt, kontrakter og klasser blir analysert.
AnalyzeIFACE.c Utfører analyse av grensesnittene.
AnalyzeCONTR.c Utfører analyse av kontraktene.
AnalyzeCLASS.c Utfører analyse av klassene.
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cgenCMC.c Oversetter fra Creol til CMC.
Makefile Setter sammen alle filene over ved kallet make.
Kompilatoren kan lastes ned her:
http://home.ifi.uio.no/∼larsg/Creol/
Man vil da ha en fil med navn CreolC.tar.gz. Her ligger alle filene listet
over pakket, eksempelprogrammene ligger også i samme pakken. Disse kan
pakkes ut med følgende kommando:
tar -xvzf CreolC.tar.gz
og vil resultere i at de opprettes en ny mappe CreolC hvor alle filene som
trengs for å installere kompilatoren vil ligge. Det vil se ut omtrent som dette
hvis kommandoen over er blitt utført på riktig måte.
larsg@Aeries:~/Creol-Project> tar -xvzf CreolC.tar.gz
CreolC/
CreolC/tree.c
CreolC/AnalyzeCLASS.c
CreolC/AnalyzeCONTR.c
CreolC/Makefile
CreolC/CreolC.h
CreolC/CreolC.l
CreolC/Examples/
CreolC/Examples/Philosophers.creol
CreolC/Examples/Philosophers.cmc
CreolC/Examples/lager.cmc
CreolC/Examples/lager.creol
CreolC/AnalyzeIFACE.c
CreolC/Analyze.c
CreolC/cgenCMC.c
CreolC/CreolC.y
larsg@Aeries:~/Creol-Project>
Kompilatoren installeres ved kommandoen make fra inne i CreolC mappen.
Og det vil se ut omtrent som dette hvis kommandoen er utført riktig.
larsg@Aeries:~/Creol-Project/CreolC> make
bison -vgd CreolC.y
flex CreolC.l
gcc -w -ggdb lex.yy.c CreolC.tab.c tree.c Analyze.c AnalyzeIFACE.c
AnalyzeCONTR.c AnalyzeCLASS.c cgenCMC.c -lfl -o CreolC
larsg@Aeries:~/Creol-Project/CreolC>
Dette gir oss da en kjørbar kompilator CreolC. Kompilatoren kan da brukes
med følgende kall:
./CreolC <source-file> <output-file>
der source-file er filen som skal kompileres og output-file er navnet på den
filen kodegeneratoren skal skrive til.
Vi har da det vi trenger av verktøy for å se på et kompileringseksempel.
5.2 lager.creol
Vi ser på et lager-system, som behandler mottak av varer fra leverandør og
utlevering av varer til kunder. Dette er et veldig lite lager som foreløpig kun
fører en type vare. Når varer kommer inn må de registreres inn i systemet via
et mottaks-grensesnitt. Ved utlevering skjer registreringen via et utleverings-
grensesnitt. Vi ser at kommentarer blir lagt til som -/- kommentar -/-. I
scanneren vil da kommentarer på denne formen hoppes over.
5.2.1 Grensesnittene
interface Kunde
begin
end
interface LagerArbeider
begin
with Kunde
op hentVarer(antall : int out levert : int)
end
interface Reservasjon
begin
with Kunde
op reserverVarer(antall : int)
end
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interface Utlevering
begin
with LagerArbeider
op utlevVarer(antall : int out levert : int)
end
interface Mottak
begin
with LagerArbeider
op regMottatteVarer
op sjekkOmBestille
end
interface LagerUtl
begin
with Utlevering
op sjekkBeholdning(out beholdning : int)
op reduserBeholdning(antall : int)
end
interface LagerRes
begin
with Reservasjon
op reserverVarer(antall : int)
end
interface LagerMot
begin
with Mottak
op motta
op økBestilling(antall : int)
op regMottatteVarer
op sjekkOmBestille
op sjekkBeholdning(out beholdning : int)
end
Vi har over beskrevet de grensesnittene som lager-systemet vil benytte seg
av. Kall på metodene i grensesnittene vil være avhengig av grensesnittets
ko-grensesnitt. Kalleren av disse metodene må altså ha implementert ko-
grensesnittet for at kallet skal være lovlig. I klassene under må de klassene
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som implementerer disse grensesnittene opprette de samme metodene med
samme signatur. Her kan vi ha inn-parametre som har “videre typer” og
ut-parametre som har “ ‘trangere typer”.
5.2.2 Klassene
class Kunde(res : Reservasjon, lager : LagerArbeider)
implements Kunde
begin
var mottatt : bool,
reservert : bool,
antall : int,
levert : int
op init ==
antall := 0;
levert := 0;
mottatt := true;
reservert := false .
op run ==
await mottatt; reserverVarer() ||
await reservert; hentVarer() .
op reserverVarer ==
antall := 1;
-/- foreløpig 1, burde ha lesinn funksjon her -/-
res.reserverVarer(antall);
mottatt := false .
op hentVarer ==
lager.hentVarer(antall;levert);
antall := antall - levert;
if antall = 0 then
mottatt := true;
reservert := false
fi .
end
class LagerArbeider(utlev : Utlevering, mottak : Mottak)
implements LagerArbeider
begin
op run ==
while true
do
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await wait; mottak.sjekkOmBestille() []
await wait; mottak.regMottatteVarer()
od .
with Kunde
op hentVarer(antall : int out levert : int) ==
utlev.utlevVarer(antall;levert) .
end
class Reservasjon(lager : LagerRes)
implements Reservasjon
begin
with Kunde
op reserverVarer(antall : int) ==
lager.reserverVarer(antall) .
end
class Utlevering(lager : LagerUtl)
implements Utlevering
begin
with LagerArbeider
op utlevVarer(antall : int out levert : int) ==
var beholdning : int
lager.sjekkBeholdning(;beholdning);
if beholdning >= antall then
lager.reduserBeholdning(antall);
levert := antall
else
lager.reduserBeholdning(beholdning);
levert := antall - beholdning
fi .
end
class Mottak(lager : LagerMot)
implements Mottak
begin
var lagerMin, lagerMax : int
op init ==
lagerMin := 10;
lagerMax := 250 .
op bestillVarer(antall : int) ==
lager.økBestilling(antall) .
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with LagerArbeider
op regMottatteVarer ==
lager.motta() .
op sjekkOmBestille ==
var beholdning : int
lager.sjekkBeholdning(;beholdning);
if beholdning < lagerMin then
bestillVarer(lagerMax - beholdning)
fi .
end
class Lager
implements LagerUtl, LagerRes, LagerMot
begin
var antIBeholdning, antReservert, antIBestilling : int
op init ==
antIBeholdning := 0;
antReservert := 0;
antIBestilling := 0 .
with Utlevering
op sjekkBeholdning(out beholdning : int) ==
beholdning := antIBeholdning .
op reduserBeholdning(antall : int) ==
antIBeholdning := antIBeholdning - antall .
with Reservasjon
op reserverVarer(antall : int) ==
antReservert := antReservert + antall .
with Mottak
op sjekkBeholdning(out beholdning : int) ==
beholdning := antIBeholdning
op økBestilling(antall : int) ==
antIBestilling := antIBestilling + antall .
op motta ==
antIBeholdning := antIBeholdning + antIBestilling;
antIBestilling := 0 .
end
Vi ser i eksempelet over at alle operasjoner som er definert i grensesnittene
blir implementert i klassene. De variable vi trenger blir deklarert og initiali-
sert i init-delen av klassen. Alle variable i eksemplet er deklarert som heltall,
int. Variablene blir også initialisert til null, disse verdiene kunne eventuellt
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Figur 5.1: Lagerets samspill med kunde og leverandør
blitt hentet fra en database hvor de aktuelle verdiene er lagret. Operasjons-
kallene vi har sender riktig antall argumenter, og vi ser at de også er lovlige
i henhold til with-klausulen. Altså grensesnittet som er satt av with kan
kalle på de operasjoner som er definert etter with og før en ny with eller før
slutten av klassen.
Kunde-klassen over har har typisk aktiv oppførsel, og vil ikke kunne motta
noen kall fra andre objekter. LagerArbeider-klassen vil kunne skifte mellom
aktiv og reaktiv oppførsel. En LagerArbeider vil prøve å utføre sine oppgaver
med å bestille varer og motta varer, og er i en aktiv tilstand. Før han utfører
noen av disse vil han ha nådd et ventepunkt (reaktiv tilstand), og kan mot-
ta henvendelser fra Kunde-objekter som ønsker å få utlevert sine varer. Når
varene er blitt utlevert vil LagerArbeideren fortsette eksekveringen av sine
oppgaver etter ventepunktet og gå tilbake til aktiv tilstand. De resterende
klassene har kun reaktiv atferd og venter kun på å motta kall utenfra.
5.3 lager.cmc
Kompilatoren returnerer følgende tilbakemelding ved forsøk på å kompilere
eksempelet over:
larsg@Aeries:~/Creol-Project/CreolC> ./CreolC lager.creol lager.cmc
Analyzing file lager.creol
Compiling ............ done
larsg@Aeries:~/Creol-Project/CreolC>
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Eksempelet over er blitt analysert og funnet type-riktig, som antydet over.
Kodegeneratoren har så generert filen lager.cmc, gjengitt under:
1 rew
2 < ’Kunde : Cl |
3 Inh: noInh,
4 Par: ’res „ ’lager,
5 Att: (’mottatt |-> null), (’reservert |-> null),
(’antall |-> null), (’levert |-> null),
6 Mtds:
7 < ’init : Mtdname |
8 Param: emp,
9 Latt: noSub,
10 Code: ((((’antall ::= int(0)) ; (’levert ::= int(0))) ;
(’mottatt ::= bool(true))) ; (’reservert ::= bool(false))) ;
return(emp) > *
11 < ’run : Mtdname |
12 Param: emp,
13 Latt: noSub,
14 Code: (((await ’mottatt) ; (’reserverVarer(emp ;; emp))) |||
((await ’reservert) ; (’hentVarer(emp ;; emp)))) ;
return(emp) > *
15 < ’reserverVarer : Mtdname |
16 Param: emp,
17 Latt: noSub,
18 Code: (((’antall ::= int(1)) ;
(’res . ’reserverVarer(’antall ;; emp))) ;
(’mottatt ::= bool(false))) ; return(emp) > *
19 < ’hentVarer : Mtdname |
20 Param: emp,
21 Latt: noSub,
22 Code: (((’lager . ’hentVarer(’antall ;; ’levert)) ;
(’antall ::= (’minus[[’antall „ ’levert]]))) ;
(if (’equal[[’antall „ int(0)]]) th ((’mottatt ::= bool(true)) ;
(’reservert ::= bool(false))) fi)) ; return(emp) >,
23 Ocnt: 0 >
24 < ’LagerArbeider : Cl |
25 Inh: noInh,
26 Par: ’utlev „ ’mottak,
27 Att: noSub,
28 Mtds:
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29 < ’run : Mtdname |
30 Param: emp,
31 Latt: noSub,
32 Code: (while bool(true) do
(((await wait) ; (’mottak . ’sjekkOmBestille(emp ;; emp))) []
((await wait) ; (’mottak . ’regMottatteVarer(emp ;; emp))))
od) ; return(emp) > *
33 < ’hentVarer : Mtdname |
34 Param: ’antall,
35 Latt: (’levert |-> null),
36 Code: (’utlev . ’utlevVarer(’antall ;; ’levert)) ;
return(’levert) >,
37 Ocnt: 0 >
38 < ’Reservasjon : Cl |
39 Inh: noInh,
40 Par: ’lager,
41 Att: noSub,
42 Mtds:
43 < ’reserverVarer : Mtdname |
44 Param: ’antall,
45 Latt: noSub,
46 Code: (’lager . ’reserverVarer(’antall ;; emp)) ;
return(emp) >,
47 Ocnt: 0 >
48 < ’Utlevering : Cl |
49 Inh: noInh,
50 Par: ’lager,
51 Att: noSub,
52 Mtds:
53 < ’utlevVarer : Mtdname |
54 Param: ’antall,
55 Latt: (’beholdning |-> null), (’levert |-> null),
56 Code: ((’lager . ’sjekkBeholdning(emp ;; ’beholdning)) ;
(if (’lessEq[[’antall „ ’beholdning]]) th
((’lager . ’reduserBeholdning(’antall ;; emp)) ;
(’levert ::= ’antall)) el
((’lager . ’reduserBeholdning(’beholdning ;; emp)) ;
(’levert ::= (’minus[[’antall „ ’beholdning]]))) fi)) ;
return(’levert) >,
57 Ocnt: 0 >
58 < ’Mottak : Cl |
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59 Inh: noInh,
60 Par: ’lager,
61 Att: (’lagerMin |-> null), (’lagerMax |-> null),
62 Mtds:
63 < ’init : Mtdname |
64 Param: emp,
65 Latt: noSub,
66 Code: ((’lagerMin ::= int(10)) ; (’lagerMax ::= int(250))) ;
return(emp) > *
67 < ’bestillVarer : Mtdname |
68 Param: ’antall,
69 Latt: noSub,
70 Code: (’lager . ’økBestilling(’antall ;; emp)) ; return(emp) > *
71 < ’regMottatteVarer : Mtdname |
72 Param: emp,
73 Latt: noSub,
74 Code: (’lager . ’motta(emp ;; emp)) ; return(emp) > *
75 < ’sjekkOmBestille : Mtdname |
76 Param: emp,
77 Latt: (’beholdning |-> null),
78 Code: ((’lager . ’sjekkBeholdning(emp ;; ’beholdning)) ;
(if (’less[[’beholdning „ ’lagerMin]]) th
(’bestillVarer((’minus[[’lagerMax „ ’beholdning]]) ;; emp)) fi)) ;
return(emp) >,
79 Ocnt: 0 >
80 < ’Lager : Cl |
81 Inh: noInh,
82 Par: emp,
83 Att: (’antIBeholdning |-> null), (’antReservert |-> null),
(’antIBestilling |-> null),
84 Mtds:
85 < ’init : Mtdname |
86 Param: emp,
87 Latt: noSub,
88 Code: (((’antIBeholdning ::= int(0)) ; (’antReservert ::= int(0))) ;
(’antIBestilling ::= int(0))) ; return(emp) > *
89 < ’sjekkBeholdning : Mtdname |
90 Param: emp,
91 Latt: (’beholdning |-> null),
92 Code: (’beholdning ::= ’antIBeholdning) ; return(’beholdning) > *
93 < ’reduserBeholdning : Mtdname |
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94 Param: ’antall,
95 Latt: noSub,
96 Code: (’antIBeholdning ::= (’minus[[’antIBeholdning „ ’antall]])) ;
return(emp) > *
97 < ’reserverVarer : Mtdname |
98 Param: ’antall,
99 Latt: noSub,
100 Code: (’antReservert ::= (’plus[[’antReservert „ ’antall]])) ;
return(emp) > *
101 < ’sjekkBeholdning : Mtdname |
102 Param: emp,
103 Latt: noSub,
104 Code: (’beholdning ::= ’antIBeholdning) ; return(’beholdning) > *
105 < ’økBestilling : Mtdname |
106 Param: ’antall,
107 Latt: noSub,
108 Code: (’antIBestilling ::= (’plus[[’antIBestilling „ ’antall]])) ;
return(emp) > *
109 < ’motta : Mtdname |
110 Param: emp,
111 Latt: noSub,
112 Code: ((’antIBeholdning ::= (’plus[[’antIBeholdning „ ’antIBestilling]])) ;
(’antIBestilling ::= int(0))) ; return(emp) >,
113 Ocnt: 0 >
114 .
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Kapittel 6
Oppsummering og videre arbeid
I denne oppgaven har vi sett på hvordan man kan lage en kompilator som
oversetter fra Creol-kode til CMC-kode. Jeg vil under prøve å besvare pro-
blemstillingen fra kapittel 1.2, og vi begynner med hovedproblemstilling 1,
som var som følger:
Hvilke problemstillinger oppstår i forbindelse med type-
analyse og annen statisk sjekk av Creol-programmer?
Type-analysen av grensesnittene og kontraktene var som tidligere nevnt in-
gen større utfordring, og er forholdsvis rett frem å analysere. Når det derimot
gjelder klassene så har det generelt sett vært metodekallene som har vært den
største utfordringen. Her må arvehierarkiet traverseres for å finne en metode
som matcher kallet. Ved statiske kall må også treet traverseres, men man star-
ter da fra den angitte klassen og traverserer derfra. Man må samtidig sørge
for at den angitte klassen er en del av arvehierarkiet til det kallende objektet.
De asynkrone kallene med label skaper den største utfordringen. Dette da
et asynkront kall kan ha flere lovlige returkall, og type-analysen må plukke
opp alle returkallene med matchende labelnavn og kontrollere at disse ikke vil
kollidere med hverandre. Samtidig må returkallene være typet slik at de kan
motta retur fra det samme kallet. I delkapittel 3.3.1.3 har vi antydet en al-
goritme for å sjekke om alle de asynkrone kallene, med sine returer, er lovlige.
Den andre hovedproblemstillingen lød som følger:
Hvordan kan vi best lage en kompilator for Creol, slik
at den er fleksibel i forbindelse med endring av Creols
syntaks og ved endring av målspråk?
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Denne problemstillingen kunne deles inn i to delproblemstillinger som vi gjen-
tar hver for seg.
Den første delproblemstillingen lød som følger:
Hvilken metodikk kan hjelpe oss å lage en FrontEnd-del
som er enkel å gjøre endringer og utvidelser på?
Vi har i kapittel 3 vist hvordan man kan bygge opp FrontEnd-delen av kom-
pilatoren på en slik måte at syntaktiske endringer vil kunne implementeres
uten de store inngrepene. Dette er løst ved at vi har delt opp FrontEnd-delens
oppgaver i tre deler, hvorav to av delene (scanning og parsering) genereres
ved hjelp av “generatorspråkene” Flex og Bison. Disse språkene er i seg selv
enkle å gjøre endringer i. For Flex kan man for eksempel uten problemer
legge til nye nøkkelord i språket, man må bare sørge for at parseren plukker
opp de nye nøkkelordene i form av tokens. Ved endring av Creols syntaks,
må man i Bison sørge for at grammatikken fortsatt er LALR(1), men det har
for den gjeldende syntaks vist seg å ikke være veldig problematisk.
Type-analysen er delt opp slik at grensesnitt blir type-sjekket av grensesnitt-
analysen, og klassene blir sjekket av sin tilsvarende analyse, og det samme
for kontraktene. Dette medfører at endringer i syntaksen til grensesnittene
får liten innvirkning på analysen av klassene og kontraktene. I tillegg vil hver
node-type type-sjekkes på sin måte, og kun de node-typer som har blitt berørt
av syntaksendringene må kodes om, og eventuelt deres tilhørende metoder.
Hvis en metode må kodes om, må man samtidig sjekke at denne metoden
ikke brukes av andre node-typer som ikke er berørt av syntaks-endringen.
Den andre delproblemstillingen lød som følger:
Hvordan kan vi bygge opp et syntakstre, og hvordan bør
nodestrukturen være, slik at dette enkelt kan brukes til
generering av forskjellige målkoder?
Vi har vist eksempel på en nodestruktur som har plass til all informasjon
som vi har behov for at en node skal inneholde. Parseren bygger opp syn-
takstreet under parseringen, og legger inn den grunnleggende informasjonen
nodene må ha. Under type-analysen blir hver enkelt node beriket med mer
informasjon, og vi sitter igjen med et beriket syntakstre. Her vil for eksempel
en variabel få peker til sin tilhørende variabel-deklarasjon. Metodekall vil ha
en peker til den metode-deklarasjonene som svarer til metodekallet. Inherits-
nodene vil ha pekere til sine tilhørende klasse-noder, for å nevne noen.
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Det berikete syntakstreet skulle da inneholde den informasjonen man er av-
hengig av å ha for å oversette til hvilket som helst annet målspråk. Så gjenstår
det bare å se om det ønskede målspråket har nok funksjonalitet til å imple-
mentere informasjonen i det berikete syntaks-treet.
Ofte vil man også legge til variable i trenodene i forbindelse med kodege-
nereringen, for eksempel til verdier for labler og relativadresser for variable
og lignende. I forbindelse med oversettelse til CMC ble det lite av dette siden
kildekoden og måklkoden er såpass like.
6.1 Videre arbeid
Det finnes flere mulige retninger å gå i det videre arbeidet med kompilatoren.
Vi vil under se på noen av disse mulighetene:
• Data-typer - Som tidligere nevnt i delkapittel 2.1 har det i hovedfags-
oppgaven “Datatyper og eksempelstudier i Creol” blitt sett på hvordan
nye data-typer kan implementeres i Maude-interpreten. Det ville der-
for vært interessant å inkludere syntaks for å definere nye datatyper
i henhold til dette. Denne syntaksen bør da kunne analyseres i type-
analysen, og kodegeneratoren burde kunne modifiseres til å generere
kode for egendefinerte data-typer. Da Creol tillater type-overlasting vil
opprettelse av nye datatyper føre til at type-hierarkiet må oppdateres
og type-analysen må ta høyde for dette under type-sjekking. Kompila-
toren må utvides til å kunne oversette de nye funksjonsdeklarasjonene,
og definisjonen av de nye funksjonene må oversettes slik at de vil være
forståelig for målmaskinen. I Maude interpreten vil dette bestå i å over-
sette definisjonen til et sett med likninger som gis med til interpreten.
• Sjekking av de semantiske spesifikasjonene - Da reglene for hvor-
dan den semantiske spesifikasjonen skal implementeres i Creol foreløpig
er under utvikling, er det ikke blitt sett på analyse av de semantiske
spesifikasjonene. Det vil derfor være interessant å få klargjort disse reg-
lene og få lagt disse reglene til den BNF som blir gitt til Bison for
å generere parseren. Når disse reglene er klargjort bør type-analysen
utvides til å sjekke de semantiske spesifikasjonene også. Avhandlingen
“Verification of Concurrent Objects with Asynchronous Method Calls”
[3] kunne her brukes som utgangspunkt til å utvide type-analysen til å
sjekke verifikasjons betingelsene.
87
• Klasse-utvidelser - Creol-prosjektet har som mål å kunne designe
programmer som kan oppdateres under kjøring ved hjelp av klasse-
utvidelser. Det vil derfor være nyttig å utvide kompilatoren til å kunne
type-sjekke klasse-utvidelsene, og til å kunne generere kode som kan
legges inn i et allerede kjørende program.
• Oversetting til andre språk - Vi har i denne oppgaven laget en
FrontEnd-del som gir fra seg et beriket syntaks-tre. Dette treet inne-
holder som sagt nok informasjon til å kunne oversette også til andre
programmeringsspråk. Det kunne derfor være av interesse å se hvordan
Creols ideer vil kunne la seg implementere i andre språk.
• Kompilatorens effektivitet - Ved arbeidet med å lage denne kompi-
latoren har det ikke blitt sett på hvor effektiv kompilatoren er. Dette er
heller ikke viktig så lenge språket er under utvikling, og så lenge end-
ringer i syntaks skjer ofte. Men når man etterhvert vil si seg fornøyd
med syntaksen, vil det også være av interesse at kompilatoren kan gjøre
jobben effektivt.
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Del IV
Appendiks
iii
A En LALR(1)-grammatikk for
Creol
Denne grammatikken er den eksakt samme grammatikken som er implemen-
tert i Bison for å lage den parseren som er brukt i kompilatoren. Denne
grammatikken er, som tidligere nevnt i delkapittel 3.2.2, konfliktfri.
program → cicSequence
cicSequence → cic cicSequence
| ǫ
cic → interfaceDecl
| contractDecl
| classDecl
| error
interfaceDecl → INTERFACE CICNAME IFACEdecl
BEG IFACEbody
IFACEdecl → IFACEtypeParamDecl IFACEparamDecl
IFACEinheritsDecl
| error ENDPAR IFACEinheritsDecl
| error
IFACEbody → IFACEwithDecl IFACEasmDecl
IFACEinvDecl IFACEwhereDecl END
| error END
IFACEtypeParamDecl →
IFACEparamDecl → BEGPAR IFACEparam IFACEparamList ENDPAR
| ǫ
IFACEparamList → KOMMA IFACEparam IFACEparamList
| ǫ
IFACEparam → name colon CICNAME
v
| ǫ
IFACEinheritsDecl → INHERITS CICNAME paramList IFACEinheritsList
| INHERITS error
| ǫ
IFACEinheritsList → KOMMA CICNAME paramList IFACEinheritsList
| ǫ
paramList → BEGPAR name param ENDPAR
| ǫ
param → KOMMA name param
| ǫ
typeParamList → BEGHPAR name param ENDHPAR
| ǫ
IFACEwithDecl → WITH CICNAME IFACEop IFACEopDecl
| WITH ANY IFACEop IFACEopDecl
| WITH error IFACEop IFACEopDecl
| ǫ
IFACEopDecl → IFACEop IFACEopDecl
| ǫ
IFACEop → OP VARNAME IFACEoutin
| OP error IFACEoutin
IFACEoutin → BEGPAR IFACEinparam
IFACEoutparam ENDPAR
| BEGPAR error ENDPAR
| ǫ
IFACEinparam → IFACEinvar IFACEinlist
| ǫ
IFACEinlist → KOMMA IFACEinvar IFACEinlist
| ǫ
IFACEinvar → VARNAME colon type
IFACEoutparam → OUT IFACEoutvar IFACEoutlist
| ǫ
IFACEoutlist → KOMMA IFACEoutvar IFACEoutlist
| ǫ
IFACEoutvar → VARNAME colon type
IFACEasmDecl → ASM
| ǫ
IFACEinvDecl → INV
| ǫ
IFACEwhereDecl → WHERE IFACEfunc IFACEfuncDecl
| ǫ
IFACEfuncDecl → IFACEfunc IFACEfuncDecl
vi
| ǫ
IFACEfunc → FUNC VARNAME OPASSIGN
imperativeCode EDOT
contractDecl → CONTRACT CICNAME BEGPAR
CONTRinterfaceDecl ENDPAR
BEG CONTRbody END
CONTRbody → CONTRinvDecl CONTRwhereDecl
| error
CONTRinterfaceDecl → CONTRinterface KOMMA CONTRinterface
CONTRinterfaceList
CONTRinterfaceList → KOMMA CONTRinterface CONTRinterfaceList
| ǫ
CONTRinterface → VARNAME colon CICNAME
CONTRinvDecl → INV
| ǫ
CONTRwhereDecl → WHERE CONTRfunc CONTRfuncDecl
| ǫ
CONTRfuncDecl → CONTRfunc CONTRfuncDecl
| ǫ
CONTRfunc → FUNC VARNAME OPASSIGN
imperativeCode EDOT
classDecl → CLASS CICNAME CLASSdecl
BEG CLASSbody END
CLASSdecl → CLASStypeParamDecl CLASSparamDecl
CLASSimplementsDecl CLASSinheritsDecl
| error ENDHPAR CLASSparamDecl
CLASSimplementsDecl CLASSinheritsDecl
| error ENDPAR CLASSimplementsDecl
CLASSinheritsDecl
| error
CLASSbody → CLASSvarDecl CLASSinitDecl CLASSrunDecl
CLASSopList CLASSwithDecl
CLASSinvDecl CLASSwhereDecl
| error
vii
CLASStypeParamDecl → BEGHPAR CLASStypeParam
CLASStypeParamList ENDHPAR
| BEGHPAR error ENDHPAR
| ǫ
CLASStypeParamList → KOMMA CLASStypeParam
CLASStypeParamList
| ǫ
CLASStypeParam → CICNAME colon CICNAME
CLASSparamDecl → BEGPAR CLASSparam
CLASSparamList ENDPAR
| BEGPAR error ENDPAR
| ǫ
CLASSparamList → KOMMA CLASSparam CLASSparamList
| ǫ
CLASSparam → name colon type
CLASSimplementsDecl → IMPLEMENTS CICNAME
paramList CLASSinterfaceList
| ǫ
CLASSinterfaceList → KOMMA CICNAME paramList
CLASSinterfaceList
| ǫ
CLASSinheritsDecl → INHERITS CICNAME paramList
typeParamList CLASSinheritsList
| ǫ
CLASSinheritsList → KOMMA CICNAME paramList
typeParamList CLASSinheritsList
| ǫ
CLASSvarDecl → VAR CLASSvar CLASSvarList
| ǫ
CLASSvarList → KOMMA CLASSvar CLASSvarList
| ǫ
CLASSvar → VARNAME CLASSvars colon type
| error CLASSvars colon type
CLASSvars → KOMMA VARNAME CLASSvars
| ǫ
CLASSinitDecl → INIT OPASSIGN imperativeCode EDOT
| ERRINIT OPASSIGN imperativeCode EDOT
| ǫ
CLASSrunDecl → RUN OPASSIGN imperativeCode EDOT
| ERRRUN OPASSIGN imperativeCode EDOT
| ǫ
viii
CLASSwithDecl → CLASSwith CLASSwithDecl
| ǫ
CLASSwith → WITH CICNAME CLASSop
CLASSopList CLASSasmDecl
| WITH ANY CLASSop
CLASSopList CLASSasmDecl
CLASSopList → CLASSop CLASSopList
| ǫ
CLASSop → OP VARNAME CLASSoutin
OPASSIGN imperativeCode EDOT
| OP error OPASSIGN imperativeCode EDOT
CLASSoutin → BEGPAR CLASSinparam
CLASSoutparam ENDPAR
| BEGPAR error ENDPAR
| ǫ
CLASSinparam → CLASSinvar CLASSinlist
| ǫ
CLASSinlist → KOMMA CLASSinvar CLASSinlist
| ǫ
CLASSinvar → VARNAME colon type
CLASSoutparam → OUT CLASSoutvar CLASSoutlist
| ǫ
CLASSoutlist → KOMMA CLASSoutvar CLASSoutlist
| ǫ
CLASSoutvar → VARNAME colon type
CLASSinvDecl → INV
| ǫ
CLASSasmDecl → ASM
| ǫ
CLASSwhereDecl → WHERE CLASSfunc CLASSfuncDecl
| ǫ
CLASSfuncDecl → CLASSfunc CLASSfuncDecl
| ǫ
CLASSfunc → FUNC VARNAME OPASSIGN
imperativeCode EDOT
imperativeCode → CLASSvarDecl statementSeq
statementSeq → statementSeq CHOOSE statementSeq1
| statementSeq PARALLELL statementSeq1
| statementSeq1
statementSeq1 → statementSeq1 SEMI statement
| statement
ix
statement → BEGPAR statementSeq ENDPAR
| ifState
| whileState
| assignState
| guardState
| callState
guardState → AWAIT expression
ifState → IF expression THEN
statementSeq elsePart FI
elsePart → ELSE statementSeq
| ǫ
whileState → WHILE expression DO
statementSeq OD
assignState → VARNAME ASSIGN assignTo
assignTo → expression
| newObj
expression → expression OR expr1
| expr1
expr1 → expr1 AND expr2
| expr2
expr2 → expr3 RELOP expr3
| expr3
expr3 → expr3 PLUSS expr4
| expr3 MINUS expr4
| expr4
expr4 → expr4 MULT expr5
| expr4 DIVI expr5
| expr5
expr5 → NOT expr6
| MINUS expr6
| expr6
expr6 → expr6 GUARDAND expr7
| expr7
expr7 → BEGPAR expression ENDPAR
| VARNAME QUEST BEGPAR
outPartQUEST ENDPAR
| VARNAME QUEST
| TRUE
| FALSE
| DIGITS
| STRING
x
| VARNAME
| CNULL
| WAIT
| THIS
| CALLER
| error
newObj → NEW CICNAME newTypes newParams
| NEW error newTypes newParams
newTypes → BEGHPAR typeParams ENDHPAR
| ǫ
typeParams → type typeList
| ǫ
typeList → KOMMA type typeList
| ǫ
newParams → BEGPAR params ENDPAR
| ǫ
params → expression parametreList
| ǫ
parametreList → KOMMA expression parametreList
| ǫ
callState → VARNAME call
| EXCL VARNAME DOT VARNAME callOutin
| EXCL VARNAME callOutin
| EXCL VARNAME AT CICNAME callOutin
| EXCL error DOT VARNAME callOutin
| EXCL error callOutin
call → EXCL VARNAME DOT VARNAME callOutin
| EXCL VARNAME callOutin
| EXCL VARNAME AT CICNAME callOutin
| QUEST BEGPAR outPartQUEST ENDPAR
| DOT VARNAME callOutin
| AT CICNAME callOutin
| BEGPAR inPart outPart ENDPAR
| EXCL error DOT VARNAME callOutin
| EXCL error callOutin
| AT error callOutin
| DOT error callOutin
callOutin → BEGPAR inPart outPart ENDPAR
inPart → expression in
| ǫ
in → KOMMA expression in
xi
| ǫ
outPart → SEMI VARNAME out
| ǫ
outPartQUEST → VARNAME out
| ǫ
out → KOMMA VARNAME out
| ǫ
colon → COLON
| error
name → VARNAME
| CICNAME
| error
type → INT
| STR
| BOOL
| DATA
| LABEL
| THIS
| CALLER
| CNULL
| CICNAME
| error
xii
B Gyldige node-typer i
syntakstreet
rootKind — rotnoden i treet
ifaceKind — grensesnitt-noden
contrKind — kontrakt-noden
classKind — klasse-noden
Grensesnitt-noder:
IFACEdecl — grensesnitt-deklarasjoner
IFACEbody — grensesnitt-kroppen
IFACEparamKind — grensesnitt-parametrene
IFACEinherits — arvede grensesnitt
IFACEwith — with-deklarasjoner for grensesnitt
IFACEopKind — metoder
IFACEoutin — ut/inn-parametrene til metodene
IFACEinKind — inn-parametre
IFACEoutKind — ut-parametre
IFACEfunc — grensesnittets funksjoner
Kontrakt-noder:
CONTRinterface — kontraktens parametre
CONTRfunc — kontraktens funksjoner
Klasse-noder:
CLASSdecl — klasse-deklarasjoner
CLASSbody — klasse-kroppen
CLASSparamKind — klasse-parametrene
CLASSinherits — arvede klasser
CLASSimplements — grensesnitt klassen implementerer
CLASSvarList — variabel-deklarasjoner
CLASSopKind — metoder
xiii
CLASSwith — with-deklarasjoner for klassen
CLASSoutin — ut/inn-parametre til metodene
CLASSinKind — inn-parametre
CLASSoutKind — ut-parametre
CLASSfunc — klassens funksjoner
Universelle node-typer:
name — parameter/variabel navn
type — parameter/variabel type
preDefType — predefinerte typer
variable — variabel navn ved bruk
impCode — imperativ kode
statement — setning
stateSeparator — setningsskilletegn
exprKind — uttrykk
newObj — opprettelse av nytt objekt
new — parametre til nyopprettet objekt
callType — kalltype
labelKind — labels
obj — objekt-peker
op — metode-peker
outin — ut/inn-parametre til metodekall
outinList — liste av ut/inn-parametre
constant — konstanter
Feil node:
errorKind — feilnode
xiv
