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TWO POINT EXTREMAL GROMOV-WITTEN INVARIANTS OF
HILBERT SCHEMES OF POINTS ON SURFACES
JUN LI1 AND WEI-PING LI2
Abstract. Given an algebraic surface X, the Hilbert scheme X[n] of n-points
on X admits a contraction morphism to the n-fold symmetric product X(n)
with the extremal ray generated by a class βn of a rational curve. We determine
the two point extremal GW-invariants of X[n] with respect to the class dβn
for a simply-connected projective surface X and the quantum first Chern class
operator of the tautological bundle on X[n]. The methods used are vertex
algebraic description of H∗(X[n]), the localization technique applied to X =
P2, and a generalization of the reduction theorem of Kiem-J. Li to the case of
meromorphic 2-forms.
1. Introduction
The Hilbert scheme X [n] of n-points of an algebraic surface X is a crepant reso-
lution of the n-fold symmetric product X(n). The extremal ray of the contraction
map π : X [n] → X(n) is generated by the class of a rational curve βn in X [n]. The
k-point extremal Gromov-Witten invariants on X [n] is defined by〈
A1, . . . , Ak
〉
0,k,d
=
∫
[M0,k(X[n],d)]vir
ev∗(A1 ⊗ . . .⊗Ak), Ai ∈ H∗(X [n],C).
When X is a simply-connected projective surface, the 1-point extremal Gromov-
Witten invariants of X [n] are computed in [L-Q]. The main goal of this paper is to
compute the 2-point extremal Gromov-Witten invariants of X [n].
Besides its own interest, this research is motivated by the following two reasons.
The first comes from a conjecture of Y. Ruan. Since X(n) = Xn/Sn is an orbifold,
one may ask a McKay correspondence type question relating the cohomolgy ring
of X [n] with the orbifold cohomolgy ring of X(n). The orbifold cohomology ring
H∗CR(X
n/Sn) was defined by Chen and Ruan in [C-R] (see also [AGV]). Using the
extremal Gromov-Witten invariants, Ruan defined a “restricted” quantum coho-
mology ring H∗π(X
[n]) of the Hilbert scheme X [n] and conjectured in [Ruan] that
H∗CR(X
n/Sn) is isomorphic to H
∗
π(X
[n]) as rings (see also [B-G]). The orbifold
cohomology ring H∗CR(X
n/Sn) was computed by Fantechi-Go¨ttsche and Uribe in-
dependently in [F-G, Ur]. Thus the complete determination of the cohomology ring
of X [n] depends upon the computation of the extremal Gromov-Witten invariants
on X [n].
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The other motivation is the vertex algebraic nature of the cohomology ring of
X [n]. Grojnowski [Gro] and Nakajima [Na1] discovered that the direct sum of the
cohomology groups of X [n] over all n is a highest weight irreducible representation
of a Heisenberg algebra. From the work of Lehn [Lehn], Lehn-Sorger [L-S], Li-Qin-
Wang [LQW], and Costello-Grojnowski [C-G] on the cohomology ring of X [n], the
ring structure of X [n] can be understood via Chern characters of the tautological
bundle on X [n] twisted by cohomology classes of X . In particular, the first Chern
class of the tautological bundle plays a fundamental role. The right viewpoint is
that the first Chern class should be regarded as an operator on the cohomology
group X [n] via the cup product. The operator is determined by Lehn in [Lehn]
expressed in terms of Heisenberg operators. In the same spirit, to understand the
quantum cohomology ring H∗π(X
[n]), one needs to study the quantum first Chern
class operator, which comes from the first Chern class acting on the cohomology
group ofX [n] via the quantum product inH∗π(X
[n]). This is equivalent to computing
the two-point extremal Gromov-Witten invariants. When X is the complex plan
equipped with a torus action, the full equivariant quantum cohomology ring of
X [n] is determined in [O-P]. The method used there is via localization, and the
key is to compute the quantum first Chern class operator. In this paper, we shall
determine the quantum first Chern class operator when X is projective and simply-
connected. As a consequence, the two point extremal Gromov-Witten invariants
are determined.
The main technique used in this paper is a generalized version of the reduction
theorem of the virtual cycle of the moduli space Mg,k(X
[n], d) of stable maps to the
Hilbert scheme X [n]. The reduction theorem was first observed by Lee and Parker
in symplectic geometry. The algebro-geometric treatment of it was done by Kiem
and the first author in [K-L]. The original theorem deals with projective surfaces
X with a holomorphic two-form. In order to cover general surfaces, we extend the
reduction theorem to cover the case where only meromorphic sections of Ω2X are
used. We now briefly outline the argument used in this paper.
The Hilbert scheme X [n] contains a rational curve
{ξx0 + x1 + . . .+ xn−2 ∈ X
[n] | Supp{ξx0} = x0},
where x0, x1, . . . , xn−2 are fixed points on X . This curve is a generator of the
extremal ray of the contraction map
π : X [n] −→ X(n).
Let βn represent the class of this curve in H2(X
[n],Z).
A stable map ϕ ∈Mg,k(X [n], d) can be factorized through the product of punc-
tual Hilbert schemes
ϕ = (ϕ1, · · · , ϕl) : C −→
∏
X [ni]pi ⊂ X
[n],
where ϕ∗(C) = dβn and ϕi is a morphism from C to the punctual Hilbert scheme
X
[ni]
pi consisting of closed subschemes of X of length ni supported at a fixed point
pi.
Suppose X admits a holomorphic 2-form θ. The reduction theorem basically
says that the virtual cycle [Mg,k(X
[n], d)]vir is a homology class of a much smaller
space consisting of stable maps ϕ satisfying that for each i, either ϕi is a constant
map or its support pi lies in the vanishing locus of θ. To extend the reduction
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theorem to an arbitrary projective surface, we have to consider meromorphic two-
forms on X . The main part of the section §4 is to prove the reduction theorem for a
general surface. The conclusion is similar except we replace the vanishing locus of a
holomorphic two-form by the zero locus and pole locus of a meromorphic two-form.
Using the reduction theorem, we conclude that the two-point extremal Gromov-
Witten invariants satisfy a universal formula with universal coefficients to be deter-
mined. To get the explicit expressions for the universal coefficients, we study the
equivariant two-point extremal Gromov-Witten invariants on the projective plane
P2 equipped with a torus action. Using the localization, the computation is reduced
to that on the complex plane C2 which was done by Okounkov and Pandharipande
in [O-P]. By the divisor axiom in the Gromov-Witten theory, we also get the for-
mula for the quantum first Chern class operator expressed in terms of Heisenberg
operators.
In this paper, all the homology and cohomology classes on X [n] are expressed in
terms of Nakajima’s basis. Let ai(α) be the Heisenberg operators on the direct sum
of the cohomology of Hilbert schemes X [n] over all n, where α is a cohomology class
on X . Let M(q) be the quantum first Chern class operator c1(O
[n])∪π where O
[n]
is the tautological bundle on X [n] and ∪π is the extremal quantum cup product
defined via extremal Gromov-Witten invariants. We have the following theorem.
Theorem 1.1. As an operator, the quantum first Chern class operator M(q) can
be expressed in terms of Heisenberg operators as
M(q) =
∑
k>0
(k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−kak(τ2∗[KX ])
−
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ + a−k−ℓakaℓ
)
(τ3∗[X ]).
Again by the divisor axiom in the Gromov-Witten theory, the two-point extremal
Gromov-Wittin invariants of X [n] is thus completely determined. As a corollary,
Ruan’s conjecture that
H∗CR(X
n/Sn) ∼= H
∗
π(X
[n])
is also verified for two-point case.
The paper is organized as follows. In Section two, we review some basic facts
and notations about cohomology H∗(X [n]) of the Hilbert scheme X [n], especially
Nakajima’s treatment of H∗(X [n]). We review the extremal Gromov-Witten invari-
ants of Hilbert schemes. In Section three, we generalize the reduction technique
via holomorphic two-forms of [K-L] to the case of meromorphic sections. In Section
four, we prove the universality of two-point extremal Gromov-Witten invariants
of X [n] based on the reduction theorem. As the result, the mentioned Gromov-
invariants only depend on certain universal coefficients. In the next two Sections,
we study the operator M(q) and determine these universal coefficients by work-
ing on the projective plane with a torus action. We achieve this by using the
localization technique to reduce to the computation of equivariant Gromov-Witten
invariants on the complex plane, which was already done in [O-P]. In Section seven,
we determine the explicit formula for the quantum first Chern class operator and
the two-point extremal Gromov-Witten invariants of the Hilbert scheme. We also
verify Ruan’s conjecture for two-point case.
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2. Preliminary on Hilbert schemes
2.1. The cohomology groupsH∗(X [n],C) of the Hilbert scheme. For a smooth,
simply-connected projective surfaceX , we letX [n] be the Hilbert scheme of length-n
zero dimensional subschemes of X . The Hilbert scheme X [n] is smooth; its Hilbert-
Chow morphism π : X [n] → X(n) is a crepant resolution of the symmetric product
X(n).
It is known that the cohomology groups of X [n] form an infinite dimensional
vector space
HX =
∞⊕
n=0
4n⊕
k=0
Hk(X [n],C)
that is the highest weight irreducible representation of a Heisenberg algebra
{ai(α)}i∈Z,α∈H∗(X)
of which the operators ai(α) satisfy the Heisenberg commutation relation
[ai(α), aj(β)] = −iδi+j,0
∫
X
α ∪ β, (2.1)
and the highest weight vector
|0〉 = 1 ∈ H0(pt,C).
We also know the generators of the vector space H∗(X [n],C): it is generated by
elements of the forms
Aν = Aν(α1, . . . , αr) = a−ν1(α1) . . . a−νr (αr)|0〉
where ν : ν1 ≥ ν2 ≥ . . . ≥ νr is a partition of n and α1, . . . , αr are cohomology
classes of X .
The same results hold for the homology groups of X [n]. The infinite dimensional
vector space
HX =
∞⊕
n=0
4n⊕
k=0
Hk(X
[n],C)
is the highest weight irreducible representation of a Heisenberg algebra
{ai(e)}i∈Z,e∈H∗(X)
where the operators ai(e) satisfy the Heisenberg commutation relation
[ai(e), aj(e
′)] = −iδi+j,0
∫
X
PD−1e ∪ PD−1e′, (2.2)
and the highest weight vector
|0〉 = 1 ∈ H0(pt,C).
The homology group H∗(X
[n],C) is also generated by classes
Aν = Aν(e1, . . . , er) = a−ν1(e1) . . . a−νr (er)|0〉.
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It is known that PD−1Aν = A
ν if we take αi = PD
−1ei.
The homology class Aν has a geometric description. If we represent ei by geo-
metric representatives Zi ⊂ X , then Aν(e1, . . . , er) is a multiple of the closure of
the set
{ξ1 + . . .+ ξr ∈ X
[n] | Supp(ξi) = xi ∈ Zi, xi 6= xj for i 6= j; ℓ(ξi) = νi}
One more useful remark: under the pairing
〈
Aλ, Aµ
〉
=
∫
X[n]
Aλ∪Aµ, the operator
ai(α) is the adjoint operator of (−1)ia−i(α).
A convention used through out the paper: for a subvariety Y of a variety X , we
use [Y ] to represent the cohomology class in H∗(X) dual to Y .
For the details of the results quoted here, the readers can consult [Na2].
2.2. Extremal Gromov-Witten invariants of Hilbert schemes. It is known
that the Hilbert-Chow morphism π : X [n] → X(n) contracts the curve class βn
mentioned in the introduction; the class βn also spans the extremal ray of the
morphism π (see [LQZ, V]).
In this paper, we shall investigate the moduli space of genus zero stable mor-
phisms to X [n] with a d-multiple of the extremal curve βn as the fundamental class;
we denote this moduli space by M0,k(X
[n], d), where k stands for the number of
marked points on the domains of the morphisms. The k-point extremal Gromov-
Witten invariants are defined via〈
A1, . . . , Ak
〉
0,k,d
=
∫
[M0,k(X[n],d)]vir
ev∗(A1 ⊗ . . .⊗Ak), Ai ∈ H∗(X [n],C), (2.3)
where ev : M0,k(X
[n], d) → X [n] × . . . × X [n] is the evaluation map at k marked
points.
Using the extremal Gromov-Witten invariants (2.3), Ruan in [Ruan] defined an
extremal quantum cup-product structure on H∗(X [n]) as follows: by denoting〈
A1, A2, A3
〉
qc
(q) =
∑
d>0
〈
A1, A2, A3
〉
0,3,d
· qd
and denoting 〈
A1, A2, A3
〉
qc
=
〈
A1, A2, A3
〉
qc
(q)|q=−1,
he defined the quantum corrected cup product A1 ∪π A2 by〈
A1 ∪π A
2, A3
〉
=
〈
A1 ∪ A2, A3
〉
+
〈
A1, A2, A3
〉
qc
.
The cohomology group H∗(X [n]) with so defined quantum product ∪π is denoted
by H∗π(X
[n]).
Chen and Ruan defined a ring structure on the orbifold cohomology group
H∗orb(M/G) of the quotient of a manifold M by a finite group G. We denote this
cohomology ring by H∗CR(M/G). Applying this to the quotient X
(n) = Xn/Sn,
we obtain the Chen-Ruan orbifold cohomology ring H∗CR(X
(n)). The cohomologi-
cal crepant resolution conjecture formulated by Ruan that relates the Chen-Ruan
cohomology ring of an orbifold with the quantum corrected cohomology ring of its
crepant resolution, in the case of Hilbert schemes, is of the following form:
Conjecture 2.1 (Ruan). H∗CR(X
(n)) ∼= H∗π(X
[n]) as rings.
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Since the ring H∗CR(X
(n)) was computed in [F-G, Ur], to verify this conjecture,
we need to derive an explicit form of the quantum corrected cohomology ring of
H∗π(X
[n]), which will be the task of the most of the remaining sections.
3. The reduction Lemma
Our approach relies on the reduction theorem of the virtual cycle of the moduli
space Mg,k(X
[n], d) observed by Lee-Parker in symplectic geometry. The algebro-
geometric treatment is the localization technique worked out by Kiem and the first
author in [K-L]. To begin with, we suppose the surface X admits a non-trivial
holomorphic differential two-form θ ∈ Γ(Ω2X). Then following Beauville, θ induces
a holomorphic two form θ[n] of the Hilbert scheme X [n], and by the result of [K-L],
it defines a regular cosection of the obstruction sheaf of M = Mg(X
[n], d):
η : ObM −→ OM. (3.1)
Here ObM is the obstruction sheaf and OM is the structure sheaf of M. We remark
that marked points don’t play any role here. For simplicity, we only consider the
case without marked points.
This cosection reduces the virtual cycle of M to a smaller subset of it.
Lemma 3.1 ([K-L]). Let Λ ⊂ M be the loci of points over which η fails to be
surjective. Then the virtual cycle [M]vir ∈ H∗(Λ).
To identify the vanishing loci of η, we recall the vanishing criterion stated in
[K-L]: η vanishes at ϕ ∈ M if the image of ϕ∗ : TCreg → TX
[n] lies in the null
space of
θ[n] : TX [n] −→ T∨X [n]. (3.2)
To pinpoint such ϕ, we notice that because of our choice of the fundamental class
of stable morphisms under investigation, the composite of any ϕ ∈ M with the
Hilbert-Chow morphism
π : X [n] −→ X(n) (3.3)
is a constant map. Let
Spt : M −→ X(n)
be the induced map. Then in case Spt(ϕ) =
∑l
nipi, the morphism ϕ factors
through the product of punctual Hilbert schemes:
ϕ = (ϕ1, · · · , ϕl) : C −→
∏
X [ni]pi ⊂ X
[n] (3.4)
in which each ϕi is a morphism from C to the punctual Hilbert scheme X
[ni]
pi .
(Here, X
[m]
p is the preimage π−1(mp) of mp ∈ X(m).) In the following, we call the
collection ϕ = (ϕi) the standard decomposition of ϕ and call pi the support of ϕi.
Note that the collection {ϕi} is canonical except the ordering; the ordering depends
on the ordering of points in Spt(ϕ).
Lemma 3.2. Let Λθ ⊂M be the set of those ϕ ∈M whose decompositions ϕ = (ϕi)
satisfying that for each i either ϕi is a constant or its support pi = Spt(ϕi) lies in
the vanishing locus of θ. Then the locus where η fails to be surjective is contained
in Λθ.
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Proof. Suppose ϕ ∈ M lies in the vanishing loci of η and suppose ϕ = (ϕi) is its
decomposition. By the criterion stated in [K-L], η(ϕ) = 0 if and only if ϕ∗(TCreg)
lies in the null space of θ[n]. Because at a zero-dim subscheme ξ that is a union of
l mutually disjoint zero-dim subscheme ξi ∈ X [ni],
TξX
[n] = ⊕ki=1TξiX
[ni]
and the form θ[n] is a direct sum of θ[ni], the image space ϕ∗(TCreg) lies in the null
space of θ[n] if and only if ϕi∗(TCreg) lies in the null space of θ
[ni] for all i. Now
suppose ξi is supported at a single point pi. By the work of Beauville, the form
θ[ni] is non-degenerate along X
[ni]
pi if pi 6∈ θ
−1(0). Applying this to the support of
ϕi, we obtain the desired inclusion, thus proving the Lemma. 
This reduction Lemma is sufficient for our application in case we have a regular
section θ ∈ H0(X,KX). For general surfaces, we might not have such sections.
Instead, we will work with meromorphic sections ofKX and show that such sections
will provide us the reduction lemma we need.
To this end, we let
f : C −→ X [n] and π : C → M (3.5)
be the universal family of M. As shown in [L-T], the obstruction sheaf ObM of
M is a quotient sheaf of R1π∗f
∗TX[n] . We then pick a locally free sheaf E that
surjects onto R1π∗f
∗TX[n] , of which the later surjects onto the obstruction sheaf
ObM. We let E be the vector bundle on M whose sheaf of sections is E . Then the
construction of virtual cycle provides us a cone cycle V ∈ C∗E whose intersection
with the zero section of E gives rise to the virtual cycle [M]vir.
Next, a meromorphic section θ of KX , viewed as a meromorphic section of Ω
2
X ,
induces a meromorphic section θ[n] of Ω2
X[n]
, and hence a meromorphic homomor-
phism
η : E −→ OM.
We let D0 (resp. D∞) be the vanishing (resp. pole) divisor of θ.
Adopting the proof of the previous lemma, we immediately see that the degen-
eracy loci of η:
Deg(η) = {ϕ ∈M | either η is undefined or fails to be surjective at ϕ }
is contained in the set of all ϕ = (ϕi) such that either for some i the support of ϕi
is contained in D0 ∪D∞ or for each i the map ϕi is a constant.
It is the purpose of the remaining section to prove the reduction Lemma, which
says that the virtual cycle [M]vir lies in a much smaller set than Deg(η).
Proposition 3.3. Let Λθ ⊂ M be the subset that consists of those ϕ ∈ M whose
decompositions ϕ = (ϕi) have the property that for each i either ϕi is constant
or the support of ϕi lies in the union D0 ∪ D∞. Then the virtual cycle [M]vir is
supported in Λθ.
We first investigate the behavior of η over where it is undefined. For this, we
introduce a partition of the moduli stack M based on the standard stratification
of X(n). Recall that the standard stratification of X(n) is indexed by the set of all
partitions of n, and that to each partition λ = (λ1 ≥ . . . ≥ λl) the stratum Xλ is
Xλ = {z =
l∑
i=1
λixi ∈ X
(n) | x1, · · · , xl ∈ X are distinct}.
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Using preimages of the support map Spt :M→ X(n) mentioned in (3.3), we obtain
a partition of M indexed by λ: Mλ = Spt
−1(Xλ), each endowed with the reduced
stack structure.
To proceed, we shall split the maps in Mλ into l individual maps. To achieve
this, we need an ordering of the points occurring in the support of elements in Xλ.
We let
ψλ : X
(λ1) × · · · ×X(λl) −→ X(n)
be the map that sends (ξ1, · · · , ξl) to
∑
ξi. Within the domain of ψλ, we let Bλ be
the open subset of all (ξ1, · · · , ξl) such that the support of ξi are mutually disjoint.
Clearly, ψλ(Bλ) = X
λ, and ψλ :Bλ → Xλ is e´tale.
Using Bλ, we form Uλ and the projection
λ : Uλ = M×X(n) Bλ −→M;
we let
fλ : Cλ −→ X
[n], πλ : Cλ −→ Uλ
be the pull back to Uλ of the universal family f via λ. Because elements in Uλ are
(ϕ, (ξ1, . . . , ξl)) ∈ M×X(n) Bλ
with support Spt(ϕ) =
∑
ξi, as in (3.4) ϕ canonically splits into l maps (ϕ1, · · · , ϕl)
so that the support of ϕi is ξi. Obviously, this construction can be carried over to
the family fλ. In this way, we obtain l morphisms
fλ,i : Cλ −→ X
[λi]
such that over each closed point (ϕ, (ξi)) ∈ Uλ the morphism fλ,i is the ϕi alluded
before.
Next we look at the obstruction sheaf ObM. Recall that in constructing the vir-
tual cycle we have picked a locally free sheaf E surjects onto the sheaf R1π∗f∗TX[n] .
As shown in [L-T], we can pick E so that over each Uλ, we have direct sum decom-
position
∗λE = Eλ,1 ⊕ · · · ⊕ Eλ,l (3.6)
and surjective homomorphisms
Eλ,i −→ R
1πλ∗f
∗
λ,iTX[λi]
that fits into the following commutative diagram
∗λE Eλ,1 ⊕ · · · ⊕ Eλ,ly y
∗λR
1πλ∗f∗TX[n] R
1πλ∗f
∗
λ,1TX[λ1] ⊕ · · · ⊕R
1πλ∗f
∗
λ,lTX[λl]
(3.7)
We next look at the meromorphic homomorphism η. Following its construction,
η is the composite
E −→ R1π∗f
∗TX[n] −→ R
1π∗f
∗ΩX[n] −→ R
1π∗ωC/M ∼= OM
in which the second arrow is induced by applying θ[n], the third arrow by f∗ and
the last isomorphism by Serre’s duality. Similarly, replacing E by Eλ,i and replacing
f∗T
[n]
X by f
∗
λ,iTX[λi] , we obtain a homomorphism
ηλ,i : 
∗
λE
pr
−→Eλ,i −→ R
1πλ∗f
∗
λ,iTX[λi] −→ OUλ .
GROMOV-WITTEN INVARIANTS OF HILBERT SCHEMES 9
These individual (meromorphic) homomorphisms fit into the identity
∗λη = ηλ,1 + · · ·+ ηλ,l,
over where all make sense.
We now let Λλ,i ⊂ Uλ be those (ϕ, (ξi)) such that either ϕi are constant or the
supports Spt(ϕi) of ϕi satisfy
Spt(ϕi) ∩ (D0 ∪D∞) 6= ∅.
Mimicking the proof in [K-L], we immediately see that each ηλ,i is surjective away
from Λλ,i. Then applying results in [K-L], we obtain
Lemma 3.4. Away from Λλ,i, the pull back cone 
∗
λN ⊂ 
∗
λE is contained in the
kernel of ηλ,i. Namely,
∗N |Uλ−Λλ,i ⊂ ker{ηλ,i : 
∗
λE −→ OU}.
Proof of Proposition 3.3. First we shall transform the problem from stacks to schemes.
Let N ⊂ E be the cone over M whose intersection with the zero section gives the
virtual cycle [M]vir. We let Nα be the irreducible components of N with cα its
multiplicities. For each α, we let Tα ⊂ M be the image stack of the projection
Nα →M; we pick a proper variety Tα and a morphism
φα : Tα −→ Tα ⊂M
so that φα is generically finite. Since M has a projective coarse moduli space, such
Tα does exist.
We then let Eα be the pull back vector bundle φ
∗
αE , and let Nα ⊂ Eα be the
subvariety so that under the projection Eα → E|Yα the variety Nα maps generically
finitely onto Nα. Since both Nα and Tα are irreducible, such Nα is unique. Finally,
we let sα be the zero section of Eα; let dα be the degree of the map φα, which is
identical to the degree of Nα → Nα. Then
[M]vir =
∑
α
cαd
−1
α · φα∗s
∗
α[Nα].
The reduction Proposition will follow from the following reduction statement for
each of the class s∗α[Nα]:
s∗α[Nα] ∈ H∗(Λα,Q), where Λα = φ
−1
α (Λθ). (3.8)
We now prove this statement for any fixed α. We first cover Tα by open subsets
Va so that each of its image φα(Va) is contained in the image of some Uλ → M. By
choosing Va small enough, we can assume that Va →M lifts to φaλ :Va → Uλ. Using
this, we can pull back the direct sum decomposition (3.6) and the meromorphic
homomorphisms ηλ,i:
Eα|Va ∼= φ
∗
aλEλ,1 ⊕ · · · ⊕ φ
∗
aλEλ,l
⊕φ∗aληλ,i−−−−−−→ OVa ⊕ · · · ⊕ OVa .
We denote Ea,i = φ
∗
aλEλ,i and ηa,i = φ
∗
aληλ,i.
Like what we have done in [K-L], we shall pick (smooth) almost splittings of the
above homomorphisms. To control the behavior of these splittings near φ−1aλ (Λλ,i),
we pick a small (analytic) neighborhood Λǫλ,i of Λλ,i ⊂ Uλ so that it deformation
retracts to Λλ,i.
Over Va, we then pick a smooth section δa,i ∈ C
∞(Va, Ea,i) so that
(1) δ−1a,i (0) ⊂ φ
−1
aλ (Λ
ǫ
λ,i);
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(2) the support of δa,i, which is the (analytic) closure of {δa,i 6= 0}, is disjoint
from φ−1aλ (Λλ,i);
(3) for w ∈ Va with δa,i(w) 6= 0, ηa,i(δa,i(w)) is a positive real number.
By first picking a smooth section h of Ea,i over Va − φ
−1
aλ (Λλ,i) so that ηa,i ◦ h = 1
and then multiplying it by a cut off function, we obtain the desired smooth section
δa,i.
Because of our choice of δa,i, the section
δa =
l∑
i=1
δa,i ∈ C
∞(Va, Eα)
has the property that
(1) δa(w) = 0 if and only if δa,i(w) = 0 for all i;
(2) in case δa(w) 6= 0, then the fiber of Nα over w, Nα|w, lies in the kernel of
ηa,i(w) :Eα|w → C for all i of which δa,i(w) 6= 0.
Therefore, away from δ−1a (0) the cone Nα|Va lies in the kernel of δa :Eα|Va → CVa .
Our last step is to pick a partition of unity ga :Va → R≥0 of the covering {Va};
namely {ga > 0} ⋐ Va (its closure in Va is compact) and
∑
a ga ≡ 1 on Tα. The
sum
δα =
∑
a
ga · δa
is then a smooth section of Eα. It is direct to check that away from δα = 0, the
cone Nα is disjoint from δα. This proves that
s∗α[Nα] ∈ H∗(δ
−1
α (0)).
It remains to pinpoint the set δ−1α (0). This time, because ηa,i(δa,i(w)) ≥ 0
whenever it makes sense, δ(w) 6= 0 if and only if for some a: ga(w) > 0. Then
δα(w) = 0 implies δa,i(w) = 0 for all i, which imply that w ∈ ∩iφ
−1
aλ (Λ
ǫ
λ,i). There-
fore, δ−1α (0) ⊂ ∪aφ
−1
aλ (Λ
ǫ
λ). Finally, because of our choice of Λ
ǫ
λ,i, we can retract
∪aφ
−1
aλ (Λ
ǫ
λ) to Λα = φ
−1
α (Λθ) in Tα. This proves that s
∗
α[Nα] ∈ H∗(Λα). This
proves the reduction Proposition. 
4. Universality of two point Gromov-Witten invariants
In this section, we will use the technique developed in the previous section to
prove a structure result on the two-point extremal Gromov-Witten invariants of a
general algebraic surface.
We consider the moduli space M0,2(X
[n], d) of two point genus zero stable mor-
phisms to X [n] of the d-multiple of the extremal curve class βn as the fundamental
class. To determine the two point Gromov-Witten invariants of this moduli space,
we need to investigate all possible〈
A1, A2
〉X[n]
0,2,d
for A1, A2 ∈ H
∗(X [n]).
Using the reduction Proposition of the previous section, we shall prove in this
section that, with Ai chosen among the Nakajima basis, all but a few such numbers
vanish; and, for those that don’t, their values only depend on the intersection of
KX with the relevant curve classes involved.
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To this end, we shall first recall the Nakajima basis ofH∗(X [n]) and their geomet-
ric representatives. We let µ1, µ2 and µ3 be three partitions of lengths ℓ(µ1) = r,
ℓ(µ2) = s and ℓ(µ3) = t; we write
µ1 : µ11 ≥ µ
1
2 ≥ . . . ≥ µ
1
r, |µ
1| = µ11 + µ
1
2 + . . .+ µ
1
r
and write µ2 and µ3 accordingly. For the point class q ∈ H4(X), curve classes
c1, · · · , cs ∈ H2(X) and the fundamental class [X ] ∈ H0(X), the triple µ =
(µ1, µ2, µ3) gives a cohomology class
Aµ
c
= a−µ11(q) . . . a−µ1r(q)a−µ21 (c1) . . . a−µ2s(cs)a−µ31([X ]) . . . a−µ3t ([X ])|0〉; (4.1)
it is a class in H∗(X [n]) if |µ1|+|µ2|+|µ3| = n. By going through all possible µi and
classes ci, the above form a basis of the cohomology groups of X
[n]. To proceed,
we keep one such homology class Aµ
c
as in (4.1) and pick three more partitions λ1,
λ2 and λ3 of lengthes a, b and c; pick curve classes e1, · · · , eb ∈ H2(X) and form
Aλ
e
= a−λ11(q) . . . a−λ1a(q)a−λ21(e1) . . . a−λ2b (eb)a−λ31([X ]) . . . a−λ3c ([X ])|0〉. (4.2)
Again, it is a cohomology class of X [n] if |λ1|+ |λ2|+ |λ3| = n.
Our immediate task is to investigate the possibility of the vanishing of
〈
Aλ
e
, Aµ
c
〉
0,2,d
.
For this, we need the geometric representatives of the Poincare´ dual of Aλ
e
and Aµ
c
.
We pick points q1, . . . , qr, p1, . . . , pa in X ; pick Riemann surfaces Ci and Ej that
represent the Poincare´ dual of the classes ci and ej , respectively. Without lose of
generality, we can pick these points and Riemann surfaces in general position that
any subcollection of them intersects transversally. Then the Poincare´ dual of Aµ
c
is
represented by
Acµ = a−µ11(q1) . . . a−µ1r (qr)a−µ21(C1) . . . a−µ2s(Cs)a−µ31(X) . . . a−µ3t (X)|0〉.
Acµ is a multiple of the closure of the following subset of X
[n]:
{
ξ11 + . . .+ ξ
1
r + ξ
2
1 + . . .+ ξ
2
s + ξ
3
1 + . . .+ ξ
3
t
∣∣∣ ξij ∈ X [µij ], Supp(ξ3j ) = yj ∈ X
Supp(ξ2j ) = xj ∈ Cj , Supp(ξ
1
j ) = qj
}
.
Because the expected dimension of the moduli space M0,2(X
[n], d) is 2n − 1,〈
Aλ
e
, Aµ
c
〉
0,2,d
6= 0 is possible only if
degAλ
e
+ degAµ
c
= exp. dimM0,2(X
[n], d) = 2n− 1.
Then because the operators a−k(q), a−k(ci) and a−k([X ]) increase cohomology
degrees by 2k + 2, 2k and 2k − 2 respectively, the cohomology degree of Aµ
c
is
2(n+ ℓ(µ1)− ℓ(µ3)). Therefore, the above identity forces(
ℓ(λ3)− ℓ(µ1)
)
+
(
ℓ(µ3)− ℓ(λ1)
)
= 1. (4.3)
Furthermore, by the reduction Proposition of the previous section,
〈
Aλ
e
, Aµ
c
〉
0,2,d
6=
0 only if for the set Λθ defined there, with π : X
[n] → X(n),
Λθ ∩ π
−1(Aeλ) ∩ π
−1(Acµ) 6= ∅, (4.4)
Proposition 4.1. Suppose d > 0 and
〈
Aλ
e
, Aµ
c
〉
0,2,d
6= 0, then
ℓ(λ3) = ℓ(µ1) + δ and ℓ(µ3) = ℓ(λ1) + 1− δ, for either δ = 0 or 1.
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In case δ = 0 holds, then λ3 = µ1 as partitions; and there exists an integer ℓ =
µ3i = λ
2
j for some integers i and j such that the partition λ
1 is obtained from µ3
with ℓ deleted, and the partition µ2 is obtained from λ2 with ℓ deleted.
Proof. Since
〈
Aλ
e
, Aµ
c
〉
0,2,d
6= 0, there is an (f,Σ) in the intersection (4.4). We let
its support be the zero-cycle
Spt(f) = m1x1 + · · ·+mkxk, x1, · · · , xk distinct.
Since f ∈ π−1(Aeλ), there are three maps u1 : [a]→ [k], u2 : [b]→ [k] and u3 : [c]→ [k],
where [k] is the set of integers {1, · · · , k}, such that xu1(i) = pi, xu2(i) ∈ Ei, that
the coproduct
u1 ⊔ u2 ⊔ u3 : [a]
∐
[b]
∐
[c] −→ [k] (4.5)
is surjective, and that
ml =
∑
i∈u−11 (l)
λ1i +
∑
i∈u−12 (l)
λ2i +
∑
i∈u−13 (l)
λ3i . (4.6)
For the same reason, since f ∈ π−1(Acµ), we have maps v1, v2 and v3 from [s], [t]
and [r] to [k], respectively, such that xv1(i) = qi, xv2(i) ∈ Ci, that the coproduct
v1 ⊔ v2 ⊔ v3 is surjective, and that
ml =
∑
i∈v−11 (l)
µ1i +
∑
i∈v−12 (l)
µ2i +
∑
i∈v−13 (l)
µ3i . (4.7)
We first show that ℓ(λ3) ≥ ℓ(µ1). Indeed, since q1, · · · , qr are distinct, v1 : [r]→
Im(v1) is an isomorphism. But then because of our general position requirement
on the points pi and qj ’s and of the Riemann surfaces Ci and Ei’s, q1, . . . , qr do not
lie on E1, . . . , Eb, Im(v1) ∩
(
Im(u1) ∪ Im(u2)
)
= ∅. Hence Im(v1) ⊂ Im(u3) since
u1 ⊔ u2 ⊔ u3 is surjective. This proves
ℓ(µ1) = #Im(v1) ≤ #Im(u3) ≤ ℓ(λ
3).
For the same reason, we have ℓ(µ3) ≥ ℓ(λ1). Combined with (4.3), we obtain the
first conclusion of the Proposition.
Now suppose δ = 0; namely, ℓ(µ1) = ℓ(λ3), then all the identities above hold. In
particular, u3 is an isomorphism [c] ∼= Im(u3) ∼= Im(v1).
We next show that Im(v3) = Im(u1) ∪ {k0} for an integer k0 ∈ [k] − Im(u1).
First, following the same reason as before, we have Im(u1) ⊂ Im(v3). Because
#Im(u1) = ℓ(λ
1) and because ℓ(λ1)+1 = ℓ(µ3), either Im(v3) = Im(u1) or Im(v3) =
Im(u1)∪{k0} for an k0 ∈ [k]−Im(u1). We will show that only the later can happen.
For this, we decompose f into k individual morphisms fi :Σ→ X
[mi]
xi , whereX
[m]
x
is the preimage of mx ∈ X(m) under the Hilbert-Chow morphism X [m] → X(m).
Because π(f(Σ)) =
∑
mixi, such decomposition is possible. Since d > 0, there is
at least one k0 so that fk0 is non-constant. By the characterization of Λθ, this is
possible only if xk0 ∈ D0 ∪D∞. Because of this, xk0 6= pi’s, and thus k0 6∈ Im(u1);
also k0 6∈ Im(u3) because Im(u3) = Im(v1). Thus there is an i0 ∈ [b] such that
u2(i0) = k0. Thus xk0 ∈ Ei0 ∩ (D0 ∪D∞), which then exclude the possibility that
xk0 ∈ Cj ’s. Hence k0 ∈ Im(v3); and Im(v3) = Im(u1) ∪ {k0}. Note that this also
proves that fk0 is the only non-constant fj ’s.
Now let i ∈ [b]− {i0} and consider xu2(i). Because
{xl | l ∈ Im(v1) ∪ Im(v3)} ⊂ {q1, · · · , qr} ∪ {p1, · · · , pa} ∪
(
Ei0 ∩ (D0 ∪D∞)
)
,
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u2(i) 6∈ Im(v1) ∪ Im(v3); hence there is a j ∈ [s] so that u2(i) = v2(j), and con-
sequently xu2(i) ∈ Ei ∩ Cj . Because Ci’s and Ej ’s are in general positions, once
xu2(i) ∈ Ei ∩Cj , it does not lie in any other Ei′ ’s and Cj′ ’s. In particular, u
−1
2 ◦ v2
defines an isomorphism [s]→ [b]− {i0}.
Combined, we see that the map u1 ⊔ u2 ⊔ u3 is injective and thus is an isomor-
phism. Similarly, v1
∐
v2
∐
v3 is also an isomorphism. Therefore, by (4.6) and
(4.7), we have
λ1
u−11 (i)
= µ3
v−13 (i)
, λ2
u−12 (i)
= µ2
v−12 (i)
and λ3
u−13 (i)
= µ1
v−11 (i)
when i ∈ Im(u1), i ∈ Im(u2)− {i0} and i ∈ Im(u3), respectively.
Putting them together, we have proved, in case δ = 0, that λ3 = µ1 as partitions,
that there is an integer ℓ so that λ2 is µ2 with ℓ added, and that λ1 is µ3 with ℓ
deleted. Furthermore, the decomposition of f has all but one component constant;
the non-constant component is the one associated to the part ℓ. 
Let A
λ−λ2j
e be the cohomology class on X [n] obtained from Aλe in (4.2) with
a−λ2j (ej) deleted. Similarly, we can define A
λ−λ1j
e , A
λ−λ2i−λ
2
j
e , etc. For example,
A
λ−λ21
e = a−λ11(q) . . . a−λ1a(q)a−λ22(e2) . . . a−λ2b (eb)a−λ31([X ]) . . . a−λ3c ([X ])|0〉.
Corollary 4.2. Suppose λ and µ fit into the case δ = 0 in Proposition 4.1, then〈
Aλ
e
, Aµ
c
〉
0,2,d
=
∑
µ3i=λ
2
j
〈
A
λ−λ2j
c , A
µ−µ3i
e
〉
·
〈
a−λ2j (ej)|0〉, a−µ3i ([X ])|0〉
〉
0,2,d
.
Proof. The proof is obvious and is omitted. 
Thus we only need to determine
〈
a−ℓ(e)|0〉, a−ℓ([X ])|0〉)
〉X[ℓ]
0,2,d
. For this we have
Lemma 4.3. There exists a universal function c·,· such that for any positive inte-
gers ℓ and d, and homology class e ∈ H2(X),〈
a−ℓ(e)|0〉, a−ℓ([X ])|0〉
〉
0,2,d
= cℓ,d · (e · c1(KX)).
Proof. We first introduce the universal constant cℓ,d. We let U be a smooth analytic
surface, let θ+ ∈ H0(U,KU ) be an analytic section vanishing along a smooth curve
C ⊂ U , and let E ⊂ U be another smooth curve that intersects transversally with
C at a single point p ∈ U . We can form the Hilbert scheme U [ℓ] as an analytic
space and form the moduli of stable morphisms M0,2(U
[ℓ], d). By choosing U as an
analytic open subset of a smooth algebraic surface, both U [ℓ] and the moduli space
are analytic spaces of a projective scheme and of a Deligne-Mumford stack; thus
their existence are well established.
We now apply the localization by holomorphic two-form to this moduli space.
First, the form θ+ allows us to represent the virtual cycle δ of M0,2(U
[ℓ], d) as a
homology class in the Borel-Moore homology group HBM∗ (Λθ+), of the set Λθ+ that
is defined in (3.2). By the explicit construction of Λθ+ , the Cartesian product
Λθ+ ×U [ℓ] (a−ℓ(E)|0〉) −−−−→ Λθ+y ev1y
a−ℓ(E)|0〉
ι
−−−−→ U [ℓ]
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is compact. Here ι is the tautological embedding and ev1 is the morphism defined
by evaluating on the first marked point. Hence because U [ℓ] is smooth, the Gysin
map
ι∗ : HBM∗ (Λθ+) −→ H∗
(
Λθ+ ×U [ℓ] (a−ℓ(E)|0〉)
)
sends a Borel-Moore homology class to ordinary homology class.
We let ∗ be the Gysin map associated to the taugological inclusion and the
second evaluation map:
Λθ+ ×U [ℓ] (a−ℓ(E)|0〉) −−−−→ Λθ+ ×U [ℓ] (a−ℓ(E)|0〉)y ev2y
(a−ℓ(X)|0〉)

−−−−→ U [ℓ].
Note that (a−ℓ(E)|0〉) is a closed subset of (a−ℓ(X)|0〉), and thus
Λθ+ ×U [ℓ] (a−ℓ(E)|0〉)×U [ℓ] (a−ℓ(X)|0〉) = Λθ+ ×U [ℓ] (a−ℓ(E)|0〉).
Then an easy dimension count gives us
∗ι∗δ ∈ H0(Λθ+ ×U [ℓ] (a−ℓ(E)|0〉)).
We let cℓ,d be the degree of this cycle.
We remark that by the construction of the localized virtual cycle δ and by the
property of the Gysin maps, the so defined number is universal in the sense that it
does not depend on the choice of the surface U , the form θ+ and the curve C, so
long as θ−1+ (0) intersects E transversally at a single point.
We define another universal constant c−ℓ,d similarly. We keep the surface U , the
curve C, but replace the holomorphic two form θ+ by a meromorphic two-form θ−
that has no vanishing divisor and has a smooth pole divisor E that intersects C
transversally at a single point. Then we take localized virtual cycle δ− ∈ HBM∗ (Λθ−)
of M0,2(U
[ℓ], d), and define c−ℓ,d to be the degree of the class
∗ι∗δ− ∈ H0(Λθ− ×U [ℓ] (a−ℓ(E)|0〉)).
To proceed, we represent the Poincare´ dual of e as
P.D−1(e) = α1[E1]− α2[E2] + α0[E0],
where E1 and E2 are two smooth very ample divisors, E0 ⊂ X is a Riemann surface
disjoint fromD0∪D∞, and α1, α2 are non-negative rational numbers. Then because〈
a−ℓ([E0])|0〉, a−ℓ([X ])|0〉
〉
0,2,d
= 0,
by the linearity of GW-invariants, we have
〈
a−ℓ(e)|0〉, a−ℓ([X ])|0〉
〉
0,2,d
=
2∑
i=1
(−1)i−1αi
〈
a−ℓ([Ei])|0〉, a−ℓ([X ])|0〉
〉
0,2,d
.
Then since we can arrange Ei to intersects D0 and D∞ transversally, the above
sum is (
(α1[E1]− α2[E2]) · [D0]
)
cℓ,d +
(
(α1[E1]− α2[E2]) · [D∞]
)
c−ℓ,d.
In case c−ℓ,d = −cℓ,d, then it becomes(
(α1[E1]− α2[E2]) · ([D0]− [D∞])
)
cℓ,d = (e · c1(KX))cℓ,d,
as desired.
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The identity c−ℓ,d = −cℓ,d is easy to see. We let X be a smooth K3 surface. Since
its Hilbert scheme is holomorphic symplectic, all its GW-invariants vanish. On the
other hand, since KX is trivial, we can find a meromorphic two form θ so that D0
and D∞ are non-empty. Following what we just proved, say take E2 = ∅, we have
0 = [E1] · [D0]cℓ,d + [E1] · [D∞]c
−
ℓ,d
for all smooth divisor E1. This proves c
−
ℓ,d = cℓ,d, and thus the Lemma. 
From the proof of the previous Proposition and the Lemma above, we can get
the following result.
Corollary 4.4. Let λ and µ be as in Corollary 4.2, then∑
d≥0
〈
Aλ
e
, c1(O
[n]), Aµ
c
〉
0,3,d
qd
= Aλ
e
∪ c1(O
[n]) ∪Aµ
c
+
∑
µ3i=λ
2
j=ℓ
〈
A
λ−λ2j
e , A
µ−µ3i
c
〉∑
d>0
d cℓ,d
〈
ej ,KX
〉
qd.
5. The quantum first Chern class operator
The Hilbert scheme X [n] admits a universal subscheme
Zn ⊂ X
[n] ×X, Zn = {(ξ, x) |x ∈ Supp(ξ)}.
The sheaf π1∗(OZn) on X
[n], where π1 is the first factor projection, is a locally
free sheaf of rank n. We use O[n] to denote this sheaf. The first Chern class c1(O[n]),
treated as an operator on the cohomology ring H∗(X [n]) via the cup product, plays
the fundamental role in determining the ring structure of H∗(X [n]) (see [Lehn,
LQW, C-G]). Naturally, the action of c1(O[n]) on H∗(X [n]) via the quantum cup
product should play the equally important role in the quantum cohomology ring
H∗π(X
[n]). We call c1(O[n])∪π the quantum first Chern class operator on H∗π(X
[n])
when it acts via the quantum product defined in subsection §2.2.
When X = C2, the equivariant quantum first Chern class is determined in [O-P]
via localization technique. The main task of the rest of the paper is to determine
the quantum first Chern class operator for simply-connected surfaces.
Consider the operator
M(q) =
∑
k>0
(
k
(−q)k
(−q)k − 1
−
q
1 + q
)
a−kak(τ2∗[KX ])
−
∑
k>0
k − 1
2
a−kak(τ2∗[KX ])−
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ + a−k−ℓakaℓ
)
(τ3∗[X ]).
Here for k ≥ 1, τk∗ : H
∗(X) → H∗(Xk) is the linear map induced by the diagonal
embedding τk : X → Xk, and am1 . . . amk(τk∗(α)) denotes
∑
j
am1(αj,1) . . . amk(αj,k)
when τk∗α =
∑
j
αj,1 ⊗ . . .⊗ αj.k via the Ku¨nneth decomposition of H
∗(Xk).
From Lehn’s result [Lehn] (see [Q-W] also),M(0) is the first Chern class operator,
M(0)(Aµ
c
) = c1(O
[n]
X ) ∪ A
µ
c
.
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To calculate M(q)(Aµ
c
), it suffices to carry out the following computations:
a−kak(τ2∗[KX ])(A
µ
c
), a−ka−ℓak+ℓ(τ3∗[X ])(A
µ
c
), a−k−ℓakaℓ(τ3∗[X ])(A
µ
c
). (5.1)
For the first term in (5.1), we have
a−kak(τ2∗[KX ])A
µ
c
=
s∑
i=1
µ2i=k
(−µ2i )a−k([KX · Ci])A
µ−µ2i
c (5.2)
+
t∑
i=1
µ3i=k
(−µ3i )a−k([KX ])A
µ−µ3i
c (5.3)
For the second term in (5.1), we have
a−ka−ℓak+ℓ(τ3∗[X ])A
µ
c
=
r∑
i=1
k+ℓ=µ1i
(−µ1i )a−ka−ℓ(τ2∗[qi])A
µ−µ1i
c +
s∑
i=1
k+ℓ=µ2i
(−µ2i )a−ka−ℓ(τ2∗[Ci])A
µ−µ2i
c
+
t∑
i=1
k+ℓ=µ3i
(−µ3i )a−ka−ℓ(τ2∗[X ])A
µ−µ3i
c .
For the third term in (5.1), we have
a−k−ℓakaℓ(τ3∗[X ])A
µ
c
=
r∑
i=1
µ1i=ℓ
(−µ1i )a−k−ℓak(τ2∗[qi])A
µ−µ1i
c +
s∑
i=1
µ2i=ℓ
(−µ2i )a−k−ℓak(τ2∗[Ci])A
µ−µ2i
c
+
t∑
i=1
µ3i=ℓ
(−µ3i )a−k−ℓak(τ2∗[X ])A
µ−µ3i
c
=
r∑
i=1
µ1i=ℓ
t∑
j=1
µ3j=k
kℓa−k−ℓ([qi])A
µ−µ1i−µ
3
j
c +
s∑
i=1
µ2i=ℓ,i6=j
s∑
j=1
µ2j=k
kℓa−k−ℓ([Ci · Cj ])A
µ−µ2i−µ
2
j
c
+
s∑
i=1
µ2i=ℓ
t∑
j=1
µ3j=k
kℓa−k−ℓ([Ci])A
µ−µ2i−µ
3
j
c +
t∑
i=1
µ3i=ℓ
r∑
j=1
µ1j=k
kℓa−k−ℓ([qj ])A
µ−µ1j−µ
3
i
c
+
t∑
i=1
µ3i=ℓ
s∑
j=1
µ2j=k
kℓa−k−ℓ([Cj ])A
µ−µ2j−µ
3
i
c +
t∑
i=1
µ3i=ℓ,i6=j
t∑
j=1
µ3j=k
kℓa−k−ℓ([X ])A
µ−µ1j−µ
3
i
c
The following result is the analogue of the Proposition 4.1.
Proposition 5.1. If
〈
Aλ
e
,M(q)(Aµ
c
)
〉
is not a constant function of q, then either
ℓ(µ3) = ℓ(λ1) + 1 and ℓ(λ3) = ℓ(µ1), or ℓ(µ3) = ℓ(λ1) and ℓ(λ3) = ℓ(µ1) + 1.
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In addition, assume ℓ(µ3) = ℓ(λ1) + 1 and ℓ(λ3) = ℓ(µ1). Then λ3 = µ1 as
partitions, and there exists an integer ℓ = µ3i = λ
2
j for some integers i and j such
that the partition λ1 is obtained from µ3 with ℓ deleted, and the partition µ2 is
obtained from λ2 with ℓ deleted.
Proof. One can check easily, as cohomology class, M(q)(Aµ
c
) is of cohomology de-
gree degAµ
c
+ 2. Now take Aλ
e
with degAλ
e
= 4n− 2− degAµ
c
. Therefore
ℓ(λ1)− ℓ(λ3) + ℓ(µ1)− ℓ(µ3) + 1 = 0, i.e.
(
ℓ(λ3)− ℓ(µ1)
)
+
(
ℓ(µ3)− ℓ(λ1)
)
= 1.
Since the second term and the third term in (5.1) only contribute to the constant
term of
〈
Aλ
e
,M(q)(Aµ
c
)
〉
, we only need to consider the first term in (5.1).
If ℓ(λ3) − ℓ(µ1) < 0, then ℓ(µ3) ≥ ℓ(λ1) + 2. Then, for the terms in the sum-
mation of (5.2) and (5.3), the number of terms a−k([X ]) is more than ℓ(λ
1), thus〈
Aλ
e
,M(q)(Aµ
c
)
〉
= 0.
Similarly, by symmetry, if ℓ(µ3)− ℓ(λ1) < 0, we also have
〈
Aλ
e
,M(q)(Aµ
c
)
〉
= 0.
Therefore if
〈
Aλ
e
,M(q)(Aµ
c
)
〉
is not a constant function of q, we must have ℓ(λ3)−
ℓ(µ1) ≥ 0 and ℓ(µ3)− ℓ(λ1) ≥ 0. Thus either ℓ(µ3) = ℓ(λ1) + 1 and ℓ(λ3) = ℓ(µ1),
or ℓ(µ3) = ℓ(λ1) and ℓ(λ3) = ℓ(µ1) + 1.
Assume ℓ(µ3)−ℓ(λ1) = 1 and ℓ(λ3) = ℓ(µ1). If
〈
Aλ
e
,M(q)(Aµ
c
)
〉
is not a constant
function of q, then
〈
Aλ
e
,M ′(q)(Aµ
c
)
〉
cannot be a constant function of q, where
M ′(q) =M(q)−M(0).
The contribution from the terms in the summation of (5.2) must be zero since
the number of terms a−k([pt]) there is ℓ(µ
1) + 1 > ℓ(λ3).
Each term in the summation of (5.3) has one more a−k([curve]) term and one
less a−ℓ([X ]) term than A
µ
c
. Thus by the Heisenberg commutation relation, we
prove the Proposition. 
Corollary 5.2.〈
Aλ
e
,M(q)(Aµ
c
)
〉
−
〈
Aλ
e
,M(0)(Aµ
c
)
〉
=
∑
1≤i≤t,
1≤j≤b,
µ3
i
=λ2
j
=ℓ
〈
A
λ−λ2j
e , A
µ−µ3i
c
〉〈
Ej ,KX
〉
(−1)ℓℓ2
(
ℓ(−q)ℓ
(−q)ℓ − 1
−
q
1 + q
)
.
6. The projective plane
In Proposition 4.1 in §4, we see that the two point extremal Gromov-Witten in-
variants can be reduced to the computation of the case
〈
a−n([C])|0〉, a−n([X ])|0〉
〉
0,2,d
where C is a curve. By Lemma 4.3, it suffices to carry out the computation for a
particular surface. We choose the projective plane. Since it is a toric surface, we
can use computations in [O-P] for the affine plane.
The main purpose of this section is to prove the following result.
Proposition 6.1. Let L be a line on the projective plane X. We have
∞∑
d=0
〈
a−n([L])|0〉, c1(O
[n]), a−n([X ])|0〉
〉
0,3,d
qd
=
〈
a−n([L])|0〉,M(q)(a−n([X ])|0〉)
〉
. (6.1)
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Since X is a toric surface, we can use the localization technique to compute
the corresponding equivariant Gromov-Witten invariants. Since both sides of (6.1)
are non-equivariant, we get the conclusion of the Proposition 6.1. The equivariant
set-up is as follows.
Let [z1, z2, z2] represent a point in the projective space X = P
2, and T = C∗ ×
C∗ × C∗ act on X by
(s1, s2, s3) · [z1, z2, z3] = [s1z1, s2z2, s3z3], for (s1, s2, s3) ∈ T.
We have H∗
T
(pt) = C[t1, t2, t3].
Let Y be a T-stable subvariety ofX . We use [Y ] to represent the equivariant class
Y ×TET. By the abuse of notation, we also use [Y ] to represent the corresponding
dual cohomology class D−1[Y ] where D : Hk
T
(X)→ HTk (X) is the Poincare´ duality
morphism. Note the unusual convention on the degree of the equivariant homology:
if Y has real codimension k in X , then [Y ] is a class in HTk (X) (see [Vas]).
There are three T-fixed points:
q1 = [1, 0, 0], q2 = [0, 1, 0], q3 = [0, 0, 1].
At q1, under the identification [z1, z2, z3] = [1, z2/z1, z3/z1], the group T acts as
(s1, s2, s3) · (z2/z1, z3/z1) = (s2s
−1
1 z2/z1, s3s
−1
1 z3/z1) for (s1, s2, s3) ∈ T.
The normal bundle N1 of q1 in X , as a T-module, is isomorphic to T
−1
1 T2⊕T
−1
1 T3,
where Ti is the one-dimensional representation given by (s1, s2, s3)→ si. Similarly,
we also have
N2 = T
−1
2 T1 ⊕ T
−1
2 T3, N3 = T
−1
3 T1 ⊕ T
−1
3 T2
as T-modules, where Ni is the normal bundle of qi in X regarded as a T-module.
Let L1 be the line in X passing through q2 and q3, L2 be the line passing through
q1 and q3, and L3 be the line passing through q1 and q2. Near q1, L3 is given by
the equation z3/z1 = 0 and near q2, L3 is given by the equation z3/z2 = 0. Thus
by the localization, in the localized equivariant cohomology
H∗T(X)
′ = H∗T(X)⊗C[t1,t2,t3] C(t1, t2, t3),
we have
[L3] =
(t2 − t1)[q1]
(t2 − t1)(t3 − t1)
+
(t1 − t2)[q2]
(t1 − t2)(t3 − t2)
=
[q1]
(t3 − t1)
+
[q2]
(t3 − t2)
. (6.2)
Similarly we have
[L2] =
[q1]
t2 − t1
+
[q3]
t2 − t3
,
[L1] =
[q2]
t1 − t2
+
[q3]
t1 − t3
,
[X ] =
[q1]
(t3 − t1)(t2 − t1)
+
[q2]
(t3 − t2)(t1 − t2)
+
[q3]
(t1 − t3)(t2 − t3)
. (6.3)
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The anti-canonical class −KX can be written as, via localization,
[−KX ]
= [L1] + [L2] + [L3]
=
[q2]
t1 − t2
+
[q3]
t1 − t3
+
[q1]
t2 − t1
+
[q3]
t2 − t3
+
[q1]
(t3 − t1)
+
[q2]
(t3 − t2)
=
(t2 + t3 − 2t1)[q1]
(t2 − t1)(t3 − t1)
+
(t1 + t3 − 2t2)[q2]
(t1 − t2)(t3 − t2)
+
(t1 + t2 − 2t3)[q3]
(t1 − t3)(t2 − t3)
. (6.4)
We also have, by the excess intersection formula
[q1] · [q1] = (i1∗[q1]) · (i1∗[q1]) = i1∗
(
[q1] · i
∗
1i1∗[q1]
)
= eT(N1)[q1] = (t3 − t1)(t2 − t1)[q1].
Here ik : qk → X is the embedding. We don’t distinguish between [q1] with i1∗[q1]
unless it is necessary.
Let’s introduce a convention. Let Yi be T-stable subvarieties of X , 1 ≤ i ≤ k.
We write
an1 . . . ank([Y1 × . . .× Yk]) : = an1([Y1]) . . . ank([Yk]).
Recall the operator
M(q) =
∑
k>0
(k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−kak(τ2∗[KX ])
−
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ + a−k−ℓakaℓ
)
(τ3∗[X ]). (6.5)
With all the notations ready, let’s prove the Proposition 6.1.
Proof of Proposition 6.1. Take L = L3. Given d > 0, we have
〈
a−n([L3])|0〉, c1(O
[n]), a−n([X ])|0〉
〉
0,3,d
= d
〈
a−n([L3])|0〉, a−n([X ])|0〉
〉
0,2,d
= d
〈
a−n
(
[q1]
(t3 − t1)
+
[q2]
(t3 − t2)
)
|0〉,
a−n
(
[q1]
(t3 − t1)(t2 − t1)
+
[q2]
(t3 − t2)(t1 − t2)
+
[q3]
(t1 − t3)(t2 − t3)
)
|0〉
〉
0,2,d
= d
1
(t3 − t1)2(t2 − t1)
〈
a−n([q1])|0〉, a−n([q1])|0〉
〉
0,2,d
+d
1
(t3 − t2)2(t1 − t2)
〈
a−n([q2])|0〉, a−n([q2])|0〉
〉
0,2,d
. (6.6)
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Let’s introduction following notations for convenience.
M ′1(q) =
t2 + t3 − 2t1
(t2 − t1)(t3 − t1)
∑
k>0
(k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−k([q1])ak([q1]),
M ′2(q) =
t1 + t3 − 2t2
(t1 − t2)(t3 − t2)
∑
k>0
(k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−k([q2])ak([q2]),
M ′3(q) =
t1 + t2 − 2t3
(t1 − t3)(t2 − t3)
∑
k>0
(k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−k([q3])ak([q3]).
M ′′1 =
1
2
∑
k,ℓ>0
1
(t3 − t1)(t2 − t1)
(
a−k([q1])a−ℓ([q1])ak+ℓ([q1])− a−k−ℓ([q1])ak([q1])aℓ([q1])
)
,
M ′′2 =
1
2
∑
k,ℓ>0
1
(t3 − t2)(t1 − t2)
(
a−k([q2])a−ℓ([q2])ak+ℓ([q2])− a−k−ℓ([q2])ak([q2])aℓ([q2])
)
,
M ′′3 =
1
2
∑
k,ℓ>0
1
(t2 − t3)(t1 − t3)
(
a−k([q3])a−ℓ([q3])ak+ℓ([q3])− a−k−ℓ([q3])ak([q3])aℓ([q3])
)
.
The terms
〈
a−n([qi])|0〉, a−n([qi])|0〉
〉
0,2,d
in (6.6) was calculated in [O-P]. In
fact
∞∑
d=1
d
〈
a−n([qi])|0〉, a−n([qi])|0〉
〉
0,2,d
qd
=
∞∑
d=1
〈
a−n([qi])|0〉, c1(O
[n]), a−n([qi])|0〉
〉
0,3,d
qd
=
〈
a−n([qi])|0〉, (M
′
i(q) +M
′′
i −M
′
i(0))a−n([qi])|0〉
〉
. (6.7)
Now we have
∑
k>0
(
k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−kak(τ2∗[−KX ])
=
∑
k>0
(
k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
a−kak
(
t2 + t3 − 2t1
(t2 − t1)(t3 − t1)
[q1 × q1] +
t1 + t3 − 2t2
(t1 − t2)(t3 − t2)
[q2 × q2] +
t1 + t2 − 2t3
(t1 − t3)(t2 − t3)
[q3 × q3]
)
=
∑
k>0
(
k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
)
·
( t2 + t3 − 2t1
(t2 − t1)(t3 − t1)
a−k([q1])ak([q1]) +
t1 + t3 − 2t2
(t1 − t2)(t3 − t2)
a−k([q2])ak([q2])
+
t1 + t2 − 2t3
(t1 − t3)(t2 − t3)
a−k([q3])ak([q3])
)
= M ′1(q) +M
′
2(q) +M
′
3(q), (6.8)
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Similarly, we also have
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ − a−k−ℓakaℓ
)
(τ3∗[X ])
=
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ − a−k−ℓakaℓ
)
(
[q1 × q1 × q1]
(t3 − t1)(t2 − t1)
)
+
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ − a−k−ℓakaℓ
)
(
[q2 × q2 × q2]
(t3 − t2)(t1 − t2)
)
+
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ − a−k−ℓakaℓ
)
(
[q3 × q3 × q3]
(t2 − t3)(t1 − t3)
)
= M ′′1 +M
′′
2 +M
′′
3 (6.9)
The first equality comes from τ3∗(qi) = qi × qi× qi and the localization formula for
X expressed in terms of fixed points qi.
Combination of the formulae (6.6), (6.7), (6.8) and (6.9) gives the conclusion of
the Proposition. 
7. General surfaces and applications
7.1. General surfaces. One-point extremal Gromov-Witten invariants on the Hilbert
scheme X [n] for a simply-connected projective surface X are computed in [L-Q]. As
a consequence, the 3-point extremal Gromov-Witten invariants are computed for
X [2] and the Ruan’s Cohomological Crepant Resolution Conjecture holds in this
case.
In this section, we will determine two-point extremal Gromov-Witten invariants
of X [n].
Theorem 7.1. Let X be a simply connected projective surface. Then∑
d≥0
〈
Aλ
e
, c1(O
[n]), Aµ
c
〉
0,3,d
qd =
〈
Aλ
e
,M(q)Aµ
c
〉
. (7.1)
Proof. Let L(q) denote the left hand side of (7.1) and R(q) denote the right hand
side of (7.1).
If ℓ(λ3) − ℓ(µ1) + ℓ(µ3) − ℓ(λ1) 6= 1, both L(q) and R(q) equal to zero for the
cohomological degree reason.
If ℓ(λ3) − ℓ(µ1) + ℓ(µ3) − ℓ(λ1) = 1, but ℓ(λ3) 6= ℓ(µ1) and ℓ(µ3) 6= ℓ(λ1), by
Proposition 4.1 and Proposition 5.1, we have
L(q) = Aλ
e
∪ c1(O
[n]) ∪Aµ
c
= L(0), R(q) =
〈
Aλ
e
,M(0) ∪ Aµ
c
〉
= R(0).
Now L(0) = R(0) follows from Lehn’s result in [Lehn] (see [Q-W] as well).
Next let’s assume without loss of generality that ℓ(µ3) = ℓ(λ1) + 1 and ℓ(λ3) =
ℓ(µ1).
If λ3 6= µ1, by Proposition 4.1 and Proposition 5.1, both L(q) and R(q) are
constant functions of q. Therefore L(q) = L(0) = R(0) = R(q).
If λ3 = µ1, from Corollary 4.4 and Lemma 4.3, we get the formula
L(q) = L(0) +
∑
1≤i≤t,
1≤j≤b,
µ3
i
=λ2
j
=ℓ
〈
A
λ−λ2j
e , A
µ−µ3i
c
〉〈
Ej ,KX
〉(∑
d>0
dcℓ,dq
d
)
.
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From the discussion in §5, we get
R(q) =
〈
Aλ
e
,M(0)Aµ
c
〉
+
〈
Aλ
e
,
(
M(q)−M(0)
)
Aµ
c
〉
=
〈
Aλ
e
,M(0)Aµ
c
〉
+
∑
1≤i≤t,
1≤j≤b,
µ3
i
=λ2
j
=ℓ
〈
A
λ−λ2j
e , A
µ−µ3i
c
〉〈
Ej ,KX
〉
(−1)ℓℓ2
(
ℓ(−q)ℓ
(−q)ℓ − 1
−
q
1 + q
)
.
Now we need to determine cℓ,d explicitly. Since cℓ,d is independent of the surface
X , it suffices to consider the case X = P2, Aλ
e
= aℓ(L) and A
µ
c
= aℓ(X) where L is
a line in X . By Proposition 6.1, we have
−3
∑
d>0
dcℓ,dq
d =
〈
a−ℓ(L)|0〉,
(
M(q)−M(0)
)
a−ℓ([X ])|0〉
〉
= −3(−1)ℓℓ2
(
ℓ(−q)ℓ
(−q)ℓ − 1
−
q
1 + q
)
.
Combination of all the formulae above gives us L(q) = R(q). 
Thus we see that the quantum first Chern class has an explicit formula, i.e., it
is the operator M(q).
7.2. Application to Ruan’s conjecture. In [Q-W], a vertex algebraic study of
the cohomology H∗CR(X
(n)) was carried out. There is an irreducible Heisenberg ac-
tion {pi(α)}i∈Z,α∈H∗(X) on H
∗
CR(X
(n)) with a highest weight vector |0〉. Therefore
there is a natural isomorphism
Φ: H∗(X [n]) −→ H∗CR(X
(n))
as vector spaces. There is a counterpart of the first Chern class of the tautological
bundle on H∗CR(X
(n)) defined in [Q-W]. This class O1(1X , n) ∈ H∗CR(X
(n)) defines
an operator b on H∗CR(X
(n)) via the Chen-Ruan product, which plays the similar
role as c1(O[n]). It has the expression
b = −
1
2
∑
k,ℓ>0
(
p−kp−ℓpk+ℓ + p−k−ℓpkpℓ
)
(τ3∗[X ]).
Therefore, a consequence of the Conjecture 2.1 for the operator b on H∗CR(X
(n))
and the quantum first Chern class operator on H∗π(X
[n]) is the following equation
〈
Aλ
e
, c1(O
[n]) ∪π A
µ
c
〉
=
〈
Φ(Aλ
e
), O1(1X , n) ∪CR Φ(A
µ
c
)
〉
. (7.2)
Recall that c1(O[n])∪π is the operator M(−1). Therefore the way to prove the
formula (7.2), under the identification of Heisenberg operators ak(α) → pk(α), is
to prove the operator
M(−1) = −
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ + a−k−ℓakaℓ
)
(τ3∗[X ]).
Note that
k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
is well defined at q = −1 by using L’Hospital’s rule. In fact,
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(
k
2
(−q)k + 1
(−q)k − 1
−
1
2
(−q) + 1
(−q)− 1
) ∣∣
q=−1
= 0,
and therefore
M(−1) = −
1
2
∑
k,ℓ>0
(
a−ka−ℓak+ℓ + a−k−ℓakaℓ
)
(τ3∗[X ]).
Thus we proved the formula (7.2).
Remark 7.2. When the surface X is K3, the combination of results in [L-S] and
[F-G, Ur] verifies Ruan’s conjecture. When X = P2, it is is shown in [ELQ] that the
three-point extremal GW-invariants for X [3] can be reduced to two-point extremal
GW-invaraints. By the result in this paper, the three-point extremal GW-invariants
for X [3] are determined.
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