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Abstract
The probabilistic representation of weak solutions to a parabolic boundary
value problem is established in the following framework. The boundary
value problem consists of a second order parabolic equation defined on a
time-varying Lipschitz domain in a Euclidean space and of a mixed bound-
ary condition composed of a Robin and the homogeneous Dirichlet con-
ditions. It is assumed that the time-varying domain is included in a fixed
smooth domain and that a certain part of the boundary of the time-varying
domain is also included in the boundary of the fixed domain, say the fixed
boundary. The Robin condition is imposed on a part of the boundary in-
cluded in the fixed one and the Dirichlet condition on the rest of the bound-
ary. Such a parabolic boundary value problem always has a unique weak
solution for given data; however it does not possess a classical or strong
solution in general, even in the case of equations with constant coefficients.
The stochastic solution to the boundary value problem is also considered
and, by showing the equality between both the solutions, it is obtained
the probabilistic representation for the weak solution. Furthermore, it is
ensured that, for the weak solution, the stochastic solution gives a version
which is continuous up to the lateral boundary of the domain except the
border of the adjoining place imposed each of the boundary conditions. As
an application, it is shown the continuity property of a functional (cost
function) related to an optimal stopping problem motivated by an inverse
problem determining the shape of a domain.
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1. Introduction
The probabilistic representation of solutions to second order parabolic equations is
a useful tool to analyze these solutions (e.g., boundary sensitive analysis of solu-
tions in [7], numerical analysis of solutions in [8]) and has several applications (e.g.,
the literature cited in [11], [24], [31], and [16]). For classical solutions to elliptic or
parabolic equations, such probabilistic representation has been studied extensively in
[11]. Parabolic equations encountered in applications have often no solutions with suf-
ficient regularity. Several authors have studied the probabilistic representation of weak
solutions to parabolic equations on a whole Euclidean space via backward stochastic
differential equations (e.g., [24], [31]).
This paper concerns with the probabilistic representation of weak solutions to a
parabolic equation with a mixed boundary condition on a time-varying Lipschitz do-
main in a Euclidean space: the boundary condition is composed of a Robin and the
homogeneous Dirichlet conditions. Such a parabolic equation is treated in [19] to study
an inverse problem determining the shape of a time-varying domain; in general, it does
not possess a classical or strong solution, even if the equation has constant coefficients.
The probabilistic representation is considered in the following framework: The time-
varying domain is included in a fixed smooth domain and a certain part of the boundary
of the time-varying domain is also included in the boundary of the fixed domain, say the
fixed boundary. The Robin condition is imposed on a part of the boundary included in
the fixed boundary and the homogeneous Dirichlet condition is imposed on the rest of
the boundary; we call the place setting the Robin condition (resp. Dirichlet condition)
the Robin part (resp. Dirichlet part). Accordingly the Dirichlet part may be varied
with time and both of the parts may be adjoining. As a basic stochastic process for
the representation, we take the corresponding oblique reflecting diffusion process on
the closure of the fixed domain to the parabolic equation.
Then the probabilistic representation of a weak solution is given by the stochastic
solution, which is the expectation of the quantity obtained by applying Itoˆ’s formula
formally to the weak solution and the diffusion process. The equality within the domain
is verified based on an appropriate approximation of the weak solution; the boundedness
and regularity of the weak solution and a Poincare´ type inequality with weight (see
Lemma 4.1 of [19]) play key roles. To show the equality on the lateral boundary, we
need to examine the continuity up to the boundary for the stochastic solution, since
the boundary values of weak solutions are given by their traces on the boundary.
The continuity of the stochastic solution is shown through the coupled martingale
formulation for the oblique reflecting diffusion process (see [14], [29], [18] for such
martingale formulations), because we have to use the continuity of the local time with
respect to random parameter and to treat the weak convergence property of functionals
which contain the local time. Then we ensure that the stochastic solution is continuous
up to the lateral boundary except the border between the Robin and Dirichlet parts: it
is derived from the continuity property of the local time and the entrance time to the
Dirichlet part and further from a certain estimate for the distribution of the entrance
time in the case the process starts from a point near the Dirichlet part.
The paper is organized as follows. In Section 2, we provide a necessary setting
and assumptions: they are concerned with the considered domain and the parabolic
boundary value problem. The main result (Theorem 3.1 and Corollary 3.1) is stated
with proof in Section 3 after describing the coupled martingale problem for the oblique
reflecting diffusion process. In Section 4, as a simple application of the main result,
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we show the continuity of a functional whose argument is a domain belonging to an
admissible class. In Appendix, we provide several technical details for the proof of the
main result: the boundedness and regularity of weak solutions; no attainability of the
process to closed null sets of the boundary; the continuity of the entrance time to the
Dirichlet part; the estimate for the distribution of the entrance time; a variant of the
mapping theorem in weak convergence of probability measures.
2. Preliminaries and a parabolic boundary value problem
We start with introducing necessary notations for describing the parabolic boundary
value problem. It is treated in the backward form adapted to the probabilistic consid-
eration. In what follows, we treat the time-varying domain in Rn as a non-cylindrical
domain in the time-space R1+n = Rt × Rnx. For a subset G of R1+n, denote the
t–section of G by
G(t) := G ∩ ({t} ×Rn) .
If necessary, we identify G(t) with the set {x : (t, x) ∈ G} in Rn. For a bounded open
subset G of R1+n, we consider its parabolic boundary, lateral boundary and ceiling
(the time reversed notion of the bottom in the forward form) in the backward form
and denote by ∂PG, ∂LG and ∂CG, respectively, which are subsets of the boundary ∂G
in R1+n. Here, for the precise definition (in the forward form), we refer to page 1787
in [6]. For 0 ≤ a < b and E ⊂ Rn, denote by Ea,b := (a, b) × E the cylindrical set
determined by a, b and E; in particular, we put ET := E0,T .
Now we denote the usual Sobolev space on an open set E in Rn with a nonnegative
integral order r by Hr(E); that is,
Hr(E) := {f ∈ L2(E) : ∂αx f ∈ L2(E) for |α| ≤ r},
where ∂αx f indicates the weak derivative of f with respect to multi-index α. Moreover,
we recall Sobolev spaces and another function space on a domain G in the time-space
R1+n : For nonnegative integers r and s, we set
Hr,s(G) := {g ∈ L2(G) : ∂αt g ∈ L2(G) for 0 ≤ α ≤ r; ∂βxg ∈ L2(G) for |β| ≤ s},
and, when G ⊂ [a, b]×Rn, we set
V 0,1(G) := {g ∈ H0,1(G) : g¯ ∈ C([a, b];L2(Rn))},
where let g¯(t, x) := g(t, x)1G(t)(x). These function spaces are equipped with the follow-
ing norms, respectively:
‖f‖Hr(E) =
∑
|α|≤r
‖∂αx f‖2L2(E)

1/2
,
‖g‖Hr,s(G) =
 ∑
0≤α≤r
‖∂αt g‖2L2(G) +
∑
|β|≤s
‖∂βxg‖2L2(G)

1/2
,
‖g‖V 0,1(G) = max
a≤t≤b
‖g(t, ·)‖L2(G(t)) + ‖∂xg‖L2(G).
For a Lipschitz domain E in Rn, denote by γ∂E the boundary trace operator from
H1(E) into L2(∂E); it can be given by the following pointwise limit (see [10], p. 133):
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for v ∈ H1(E)
γ∂Ev(x) = lim
r→0
−
∫
Br(x)∩E
v(y)dy Hn−1–a.e. x ∈ ∂E, (2.1)
where Br(x) = {y ∈ Rn : |y − x| < r} (r > 0) and Hn−1 stands for the (n − 1)–
dimensional Hausdorff measure (then Hn−1|∂E is the surface measure on ∂E). More
generally, if ∆ is an open subset of ∂E, V is a neighborhood of ∆ in E and v ∈
H1(V ∩E), then the limit in (2.1) by replacing E with V ∩E exists Hn−1–a.e. x ∈ ∆.
Hence, if necessary, we use the notion of boundary trace in this extended sense; the
limit is also denoted by γ∆v(x).
We need the notion of regularized distance for the Euclidean distance. Following
Theorem 2 on page 171 of [25], we summarize the fundamental properties. For a closed
set F in a Euclidean space, there exists a function ∆F , the regularized distance for
the Euclidean distance ρF := d(·, F ), such that (i) there are positive constants c1, c2
satisfying c1ρF ≤ ∆F ≤ c2ρF for every closed set F , where c1 is taken as an absolute
constant and c2 is taken as a constant depending only on and increasing with the
dimension of the Euclidean space; (ii) ∆F is a C
∞ function in F c and for any multi-
index α there is a positive constant Bα satisfying |∂α∆F | ≤ Bαρ1−|α|F for every closed
set F. For a subset A of the Euclidean space, let ρ˜A := c
−1
1 ∆A¯. Then ρA ≤ ρ˜A ≤ c∗ρA
for every subset A with c∗ := c−11 c2 > 1; so that, in what follows, we use ρ˜A instead of
∆A¯ in R
n and R1+n, where c2 is taken as the constant in the time-space.
This paper concerns with a domain which varies with time of (0, T ) in a fixed
bounded Lipschitz domain Ω in Rn. Therefore the time-varying domain, say D, is
described as a domain of R1+n in the cylindrical domain ΩT . Moreover we take a
Lipschitz dissection of the boundary Γ := ∂Ω of Ω; Γ = Γ′∪Π∪Γ′′. Here by a Lipschitz
dissection of Γ we mean that Γ′ and Γ′′ are disjoint open subsets of Γ and Π is an
(n − 2)–dimensional closed Lipschitz surface in Γ (see [23] for the precise definition).
In the following, we further need the notion of Lipschitz lateral surface with extreme
time edges in the time-space (see Condition 3.1 in [19] for the definition).
We first impose the following condition on the considered domain D.
Condition 2.1 (i) D is a bounded Lipschitz domain in R1+n;
(ii) for each t ∈ [0, T ], D(t) is a non-empty Lipschitz domain in Rn and D(t) ⊂ Ω,
where D(0) :=
(
D(0)
)◦
and D(T ) :=
(
D(T )
)◦
;
(iii) ∂D \ ∂PD = D(0) and ∂CD = D(T );
(iv) the lateral boundary ∂LD of D is a Lipschitz lateral surface with extreme time
edges and includes the set [0, T ] × (Γ′ ∪ Π), and further there is an open subset
U in Γ satisfying Π ⊂ U, [0, T ] × U ⊂ ∂LD and {∂LD \ ([0, T ]× (Γ′ ∪ Π))} ∩
([0, T ]× U) ⊂ [0, T ]× Γ′′.
Therefore the time-varying portion of the lateral boundary of D is included in the
set Σ := ∂LD \ ([0, T ]× (Γ′ ∪Π)) . In the paper, we mainly treat the case where Σ
has no connected component included in [0, T ]× Ω and Π 6= ∅, although we can treat
some of general types of division of ∂LD into two parts: one includes the time-varying
portion and the other does not. The case treated here is a typical one where each of
both the parts has a component adjoining each other; such a case needs a complicated
treatment to obtain the result.
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Let A ≡ A(t, x), a ≡ a(t, x), b ≡ b(t, x) and a ≡ a(t, x) be an n × n real matrix-
valued function, n-dimensional real vector-valued functions and a real-valued function
defined on ΩT respectively, and σ(t, x) a real-valued function defined on Γ′T . Further-
more suppose that A(t, x) is symmetric and positive definite. For such A, a, b and a,
define a second-order differential operator L ≡ Lx(t) on ΩT :
Lu(t, x) := ∇x • (A(t, x)∇xu(t, x) + a(t, x)u(t, x))− b(t, x) •∇xu(t, x)− a(t, x)u(t, x).
As mentioned in the beginning, we treat the parabolic equation in the backward
form and hence we consider weak solutions to the terminal-boundary value problem for
the parabolic equation. Define the parabolic operator P ≡ Px(t) on D in the backward
form, and the conormal derivative ∂/∂N ≡ ∂/∂Nx(t) relative to L and the boundary
operator B ≡ Bx(t) on Γ′T by
Pu(t, x) := ∂u
∂t
(t, x) + Lu(t, x) for (t, x) ∈ D,
∂u
∂N (t, x) := − [A(t, x)∇xu(t, x) + a(t, x)u(t, x)] •n(t, x) for (t, x) ∈ Γ
′
T ,
Bu(t, x) := ∂u
∂N (t, x) + σ(t, x)u(t, x) for (t, x) ∈ Γ
′
T ,
where n = n(t, x) is the inward unit normal vector at x ∈ Γ′ ⊂ ∂(D(t)), the boundary
of D(t) in {t} ×Rn. We note that (∂LD)(t) = ∂(D(t)) under Condition 2.1.
Now consider the following terminal-boundary value problem on the domain D:
Pu(t, x) = −∇x • f (t, x) + f(t, x) if (t, x) ∈ D
Bu(t, x) = −ψ(t, x) if (t, x) ∈ Γ′T
u(t, x) = 0 if (t, x) ∈ Σ
u(T, x) = h(x) if x ∈ D(T ).
(2.2)
In what follows, assume that h is extended onto Ω with value zero outside D(T ), and
f , f are extended onto ΩT with value zero outside D. On the problem (2.2) we impose
the following assumption.
Assumption 2.1 The coefficients and source terms of the terminal-boundary value
problem (2.2) satisfy the following conditions.
(i) There exists a constant ν > 0 such that for every (t, x) ∈ ΩT and ξ ∈ Rn
A(t, x)ξ • ξ ≥ ν|ξ|2.
(ii) The coefficients of the parabolic operator P and σ are bounded measurable on ΩT
and Γ′T , respectively.
(iii) Suppose that h ∈ L2(Ω), f ∈ L2(ΩT ), f = (f1, . . . , fn) ∈ L2(ΩT )n, ψ ∈ L2(Γ′T ),
where L2(ΩT ) (resp. L
2(Γ′T )) stands for the L
2 space with respect to the measure
dt × dx (resp. dt × S(dx), here S(dx) is the surface measure on Γ). Moreover,
γΓ′f = (γΓ′f1, . . . , γΓ′fn) is defined and it belongs to L
2(Γ′T )
n, where γΓ′fj(t, x) :=
(γΓ′f(t, ·))(x) for (t, x) ∈ Γ′T (j = 1, 2, . . . , n).
The notion of weak solutions to (2.2) is defined as follows.
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Definition 2.1 A function u(t, x) ∈ V 0,1(D) is called a weak solution in V 0,1(D) to
the terminal-boundary value problem (2.2) if it satisfies the following conditions:
(i) u|Σ = 0, that is, γ∂(D(t))u(t, ·) = 0 on Σ(t) for almost every t ∈ (0, T );
(ii) for every η ∈ H1,1(D) with η|Σ = 0 and η(0, ·) = 0∫
D
u ∂tη dtdx−
∫
D(T )
h(x)η(T, x) dx
+
∫
D
{(A∇xu+ au) •∇xη + (b •∇xu+ au) η} dtdx
+
∫
D
(f •∇xη + fη) dtdx+
∫
Γ′T
(ψ + γΓ′f •n) γΓ′η dtS(dx)
+
∫
Γ′T
σγΓ′u · γΓ′η dtS(dx) = 0. (2.3)
By the results in [19], we see that, under Assumption 2.1, there exists a unique
weak solution in V 0,1(D) to the problem (2.2). Moreover, in the proof of the main
theorem, the boundedness of the weak solution plays a key role. The boundedness
result is shown in Appendix A.1. There we use the following norms: for a measurable
function ϕ(t, x) on ΩT or on ΞT for a measurable subset Ξ of Γ and q, r ≥ 1, let
‖ϕ‖q,r;ΩT :=
{∫ T
0
(∫
Ω
|ϕ(t, x)|q dx
) r
q
dt
} 1
r
,
‖ϕ‖q,r;ΞT :=
{∫ T
0
(∫
Ξ
|ϕ(t, x)|q S(dx)
) r
q
dt
} 1
r
.
3. Main result
3.1. Coupled martingale problem
To state and prove the main result, we use the coupled martingale formulation for
the oblique reflecting diffusion process associated with the parabolic and boundary
operators. For this purpose, we need a further assumption on the domain Ω, the set
Σ, and the coefficients and the source terms in (2.2).
Assumption 3.1 (i) Ω is a bounded C2,α domain in Rn for an α ∈ (0, 1].
(ii) Let Σ1 := Σ∩ ([0, T ]×Γ) and Σ2 := Σ∩ ([0, T ]×Ω). For j = 1, 2 denote by δΣj,
Σ◦j and Σj the boundary of Σj, the interior of Σj and the closure of Σj in ∂LD,
respectively, and let Λ = δΣ2. Suppose that
δΣ1 = Λ ∪ ([0, T ]× Π), Σ1 = Λ ∪ Σ◦1 ∪ ([0, T ]×Π),
d(Λ, [0, T ]×Π) > 0, S(Λ(t)) = 0 for a.e. t ∈ [0, T ],
where d indicates the Euclidean distance.
(iii) A and a are Lipschitz continuous in t ∈ [0, T ] and their Lipschitz constants are
uniformly bounded in x ∈ Ω; furthermore, A and a are differentiable in x ∈ Ω
and their derivatives are (α/2, α)–Ho¨lder continuous on ΩT . In addition, b and
a are also (α/2, α)–Ho¨lder continuous on ΩT , and σ is Lipschitz continuous on
Γ′T .
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(iv) Suppose that f = 0, f is continuous on ΩT , ψ is Lipschitz continuous on Γ′T and
h is Lipschitz continuous on Ω.
In what follows, assume that such coefficients and source terms defined on [0,∞)×Ω
in such a way as A(t, x) = A(T, x), a(t, x) = a(T, x), and so on for t ≥ T and x ∈ Ω.
According to the extension of the coefficients and the source terms, we also extend the
domain D and a subset Ξ of the lateral boundary ∂LD to D(∞) and Ξ(∞) along the
time axis as follows:
D(∞) := D ∪ ([T,∞)×D(T )), Ξ(∞) := Ξ ∪ ([T,∞)× Ξ(T )).
In addition, if necessary, σ and ψ are appropriately extended onto ΓT with the same
property and further extended onto Γ(∞) in the same way as above. Under Assumption
3.1, the operator L and the boundary operator B are rewritable in the non-divergence
and in the oblique derivative forms, respectively:
L = Tr(A(t, x)∇2x) + c(t, x) •∇x + c(t, x); B = β(t, x) •∇x + γ(t, x).
Further set
L0 ≡ L0;x(t) := Lx(t)− c(t, x); B0 ≡ B0;x(t) := Bx(t)− γ(t, x); P0 := ∂
∂t
+ L0.
Then we consider the coupled martingale problem associated with (P0,B0) as in [29],
[18]. Let W := C([0,∞) → Ω), V := C([0,∞) → [0,∞)) ∩ {increasing functions}
and U :=W × V . We assume that W , V and U each are equipped with the locally
uniform convergence topology. Denote generic elements of U ,W and V by ω, w and
v, respectively; that is, ω = (w, v). Then put
X(t,ω) ≡ X(t,w) := w(t), L(t,ω) ≡ L(t, v) := v(t)
and define the σ fields Ust (0 ≤ s ≤ t < ∞) and U generated by (X(r, ·), L(r, ·))
(r ∈ [s, t]) and by (X(r, ·), L(r, ·)) (r ∈ [0,∞)), respectively. We now introduce two
spaces of test functions for the coupled martingale problem: C1,2b ([0,∞) × Ω) stands
for the space of functions f on [0,∞)×Ω having bounded continuous derivatives ∂αt ∂βx
with 2α+ |β| ≤ 2 and C0(Ω) for the space of continuous functions on Ω with sptf ⊂ Ω.
By [29], [18], under Assumptions 2.1 and 3.1, for each (s, x) ∈ [0,∞)×Ω, the coupled
martingale problem associated with (P0,B0) has a unique solution starting from (s, x),
say Ps,x; that is, Ps,x is a unique probability measure on (U , U) satisfying the following
conditions:
(i) Ps,x(X(r) = x and L(r) = 0 for all 0 ≤ r ≤ s) = 1;
(ii) Ps,x
(
L(t) =
∫ t
s
1Γ(X(r))L(dr) for all t ≥ s
)
= 1;
(iii) for every g ∈ C1,2b ([0,∞)× Ω), the process {Mg(t); t ≥ s} defined by
Mg(t) := g(t, X(t))− g(s,X(s))−
∫ t
s
P0g(r,X(r))dr−
∫ t
s
B0g(r,X(r))L(dr)
is a martingale on the filtered probability space (U ,U , Ps,x;Ust ).
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We know that, under the condition (i), the condition (iii) is equivalent to the
fact: for every g ∈ C1,2b ([0,∞) × Ω), the process {Mg(t); t ≥ s} is a martingale on
the filtered probability space (U ,U , Ps,x;U0t ); that is, the filtration {Ust } may be re-
placed with {U0t }. Moreover we note that the condition (ii) is equivalent to the con-
dition Ps,x
(∫ t
s
1Ω(X(r))L(dr) = 0 for all t ≥ s
)
= 1, that is, for every h ∈ C0(Ω),
Ps,x
(∫ t
s
h(X(r))L(dr) = 0 for all t ≥ s
)
= 0. This is also equivalent to the condition
that, for every h ∈ C0(Ω), the process
{
M˜h(t) :=
∫ t
s
h(X(r))L(dr); t ≥ s
}
is a {Ust }–
martingale, because {M˜h(t); t ≥ s} is a {Ust }–adapted continuous bounded variation
process with M˜h(s) = 0. We also observe that, for s ≥ 0, if we set Ls(t) := L(t)−L(t∧s)
(t ≥ 0), then Ls(dr) = L(dr) for dr ⊂ [s,∞). Accordingly we have another equivalent
formulation of the coupled martingale problem as in the following remark.
Remark 3.1 A probability measure P on (U , U) is called a solution to the coupled
martingale problem associated with (P0,B0) starting from (s, x) ∈ [0,∞) × Ω, if it
satisfies the following conditions:
(i) P (X(r) = x and L(r) = 0 for all 0 ≤ r ≤ s) = 1;
(ii) for every g ∈ C1,2b ([0,∞)×Ω) and h ∈ C0(Ω), the process {(Mg(t), M˜h(t)); t ≥ s}
is a two-dimensional martingale on the filtered probability space (U ,U , P ;U0t ).
(There are various equivalent types of the condition in (ii) just above as in Theorem
4.2.1 of [27].) By this unified martingale formulation, the fundamental facts on the
martingale problem described in §6.1 and §6.2 of [27] can be directly applied to the
coupled martingale problem (see also [9], Chap. 4 for a general treatment of martingale
problems and the Markov property of their solutions).
The coupled martingale formulation for diffusion processes with reflecting barrier is
crucial for our treatments, since the continuity in (t,ω) of the canonical process L(t,ω)
for the local time on the boundary is essentially used. By virtue of the fundamental facts
derived from the unified martingale formulation, noted in Remark 3.1, the uniqueness
of solutions implies that the family {Ps,x; (s, x) ∈ [0,∞)× Ω} is strong Markov in the
sense as in Theorem 6.2.2 of [27].
In addition, we need the uniform exponential integrability of L(T ):
sup
(s,x)∈[0,T ]×Ω
Es,x
[
eλL(T )
]
<∞ for every λ > 0 (3.1)
(see Proof of Theorem 4.3 in [18] and also Proposition 3.5 in [7]).
Moreover, under Assumptions 2.1 and 3.1, the transition probability Ps,x(X(t) ∈
dy) has a transition density p(s, x; t, y) with respect to the n–dimensional Lebesgue
measure Ln(dy) = dy, which is a fundamental solution to the parabolic equation P0u =
0 on Ω with the boundary condition B0u = 0. In addition, the transition density and
its first order derivatives in x have the usual upper Gaussian bound: for every T > 0,
there exist positive constants K and C such that
|∂αx p(s, x; t, y)| ≤ K(t− s)−
n+|α|
2 exp
{
−C |x− y|
2
t− s
}
(3.2)
for every 0 ≤ s < t ≤ T, x, y ∈ Ω and |α| ≤ 1 (see [12], [18]).
3.2. Statement and proof of the main result
For a Borel set G in [0,∞)× Ω and s ≥ 0, we set
σs(G) := inf{t ≥ s : (t, X(t)) ∈ G} = inf{t ≥ s : X(t) ∈ G(t)},
σs+(G) := inf{t > s : (t, X(t)) ∈ G} = inf{t > s : X(t) ∈ G(t)};
in particular, in the case G = [0,∞) × E, σs(G) = inf{t ≥ s : X(t) ∈ E} =: σs(E)
and σs+(G) = inf{t > s : X(t) ∈ E} =: σs+(E). Whenever (s,X(s)) /∈ G, it holds that
σs(G) = σs+(G) and that σs(G)(ω) = σ0(G)(ω) and σs+(G)(ω) = σ0+(G)(ω) for ω
with X(r,ω) = X(s,ω) (0 ≤ r ≤ s). Moreover, for a closed set G, σs(G) is a stopping
time relative to the filtration {Ust ; t ≥ s} and, for an open set G, σs+(G) is a stopping
time relative to the filtration {Ust+; t ≥ s}.
Let
Zs(t) :=
∫ t
s
c(r,X(r))dr +
∫ t
s
γ(r,X(r))L(dr) for 0 ≤ s ≤ t.
Then, under Condition 2.1, Assumptions 2.1 and 3.1, we have the following probabilistic
representation of the weak solution u = uD to the problem (2.2).
Theorem 3.1 The equality
uD(s, x) =−Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t)f(t, X(t))dt
]
−Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t)ψ(t, X(t))L(dt)
]
+ Es,x
[
expZs(T )h(X(T )); σs(Σ(∞)) > T
]
(3.3)
holds in the following each case:
(i) ds× dx–a.e. (s, x) ∈ D;
(ii) ds × Ss(dx)–a.e. (s, x) ∈ ∂LD, where Ss(dx) indicates the surface measure on
(∂LD)(s).
Furthermore, the right hand side of (3.3) is continuous on D ∪ (∂LD \ ([0, T ]× Π)).
Proof. We first verify the equality (3.3) in the case (i). Throughout the proof, we
extend uD onto ΩT with value zero outsideD and use the same symbol for the extension.
Choose a C∞ increasing function λ˜ on [0,∞) such that λ˜(ξ) = 0 for 0 ≤ ξ ≤ 1,
λ˜
′
(ξ) > 0 for 1 < ξ < 2 and λ˜(ξ) = 1 for ξ ≥ 2. In the following, we take ε > 0 and
δ > 0 satisfying the conditions:
(1) The set {y ∈ Ω : ρΠ(y) ≤ 2ε} is contained in a tubular neighborhood of Γ in Ω
(see [13], Chap. 14, Appendix for such a neighborhood).
(2) [0, T ]× {y ∈ Ω : ρΠ(y) ≤ 2ε} ⊂ D ∪ ∂LD.
(3) δ < 1
2
d(Σ2(∞), [0,∞)× (Π ∪ Γ′)).
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For such ε and δ, let
µ˜δ(t, y) := λ˜(δ
−1ρ˜Σ2(∞)(t, y)), u
D
 δ(t, y) := µ˜δ(t, y)u
D(t, y),
χε(y) := λ˜(ε
−1ρ˜Π(y)), u
D
ε (t, y) := χε(y)u
D(t, y),
uDε,δ(t, y) := χε(y)u
D
 δ(t, y) = µ˜δ(t, y)u
D
ε (t, y) = χε(y)µ˜δ(t, y)u
D(t, y).
Using the argument on page 27 in [19], we know that the family {uD(t, ·)2; 0 ≤ t ≤ T}
is uniformly integrable and that for a positive constant M, supt≥0 Ln(Σ2δ2(∞)(t)) ≤ Mδ
for sufficiently small δ > 0. Therefore
max
0≤t≤T
‖uD(t, ·)− uDε,δ(t, ·)‖L2(Ω) −→ 0 as δ ↓ 0 and ε ↓ 0. (3.4)
Moreover, we see that
uDε,δ ∈ H1,2(ΩT ); (3.5)
which is verified in Appendix A.2. Hence, applying the smoothing procedure in The-
orem 3 on page 127 in [10] separately to the time variable and the space variable, we
can take an approximating sequence
{
uDε,δ;m
}∞
m=1
to the function uDε,δ such that
uDε,δ;m ∈ H1,2(ΩT ) ∩ C∞
(
ΩT
)
(m = 1, 2, . . .),
uDε,δ;m → uDε,δ in H1,2(ΩT ) as m→∞.
We recall briefly the smoothing procedure for functions to use again it later. It is
based on a partition of unity for ΩT subordinate to a finite open covering of ΩT and on
mollifying the localized ones of the functions on each open set consisting of the covering;
in particular, in each open set including some part of the boundary, the mollifying is
combined with a certain inward parallel displacement. Moreover, by Theorem A.1, we
see that
‖uD‖∞;D := ess sup(t,y)∈D|uD(t, y)| <∞;
then, from the smoothing procedure for uDε,δ, it follows that
‖uDε,δ;m‖∞;D ≤ ‖uD‖∞;D
for ε > 0, δ > 0 and m = 1, 2, . . . . For η > 0, let
Ση2(∞) := {(t, y) ∈ D(∞) : ρ˜Σ2(∞)(t, y) < η},
Πη := {y ∈ Ω : ρ˜Π(y) < η}.
Then, for s ∈ (0, T ) and sufficiently small ε and δ mentioned above, define
σˆδ := σs(Σ(∞)) ∧ σs
(
Σ2δ2(∞)
)
,
σ˜ε := σs([0,∞)×Π2ε) = σs(Π2ε)
and, for 0 < s < s′ < T, set σˆδ ∧ T ∧ σ˜ε ∨ s′ := (σˆδ ∧ T ∧ σ˜ε) ∨ s′. Itoˆ’s formula implies
expZs(σˆδ ∧ T ∧ σ˜ε ∨ s′) uDε,δ;m(σˆδ ∧ T ∧ σ˜ε ∨ s′, X(σˆδ ∧ T ∧ σ˜ε ∨ s′))
− expZs(s′) uDε,δ;m(s′, X(s′))
=
∫ σˆδ∧T∧σ˜ε∨s′
s′
expZs(t)PuDε,δ;m(t, X(t))dt
+
∫ σˆδ∧T∧σ˜ε∨s′
s′
expZs(t)BuDε,δ;m(t, X(t))L(dt) + a martingale difference.
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Now let
D˜ε,δ := {(t, y) ∈ D : ρ˜Σ2(∞)(t, y) > 2δ, ρ˜Π(y) > 2ε}.
For (s, x) ∈ D, we further take ε and δ so small that (s, x) ∈ Dε,δ. Then
Es,x
[
expZs(s
′) uDε,δ;m(s
′, X(s′)); s′ < σˆδ ∧ T ∧ σ˜ε
]
= −Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
s′
expZs(t)PuDε,δ;m(t, X(t))dt
]
− Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
s′
expZs(t)BuDε,δ;m(t, X(t))L(dt)
]
+ Es,x
[
expZs(σˆδ ∧ T ∧ σ˜ε ∨ s′) uDε,δ;m(σˆδ ∧ T ∧ σ˜ε ∨ s′, X(σˆδ ∧ T ∧ σ˜ε ∨ s′))
]
. (3.6)
From now on, denote by I0(s, x; s
′, ε, δ,m) the left hand side and by Ij(s, x; s
′, ε, δ,m)
the j th term of the right hand side (j = 1, 2, 3) of (3.6). For showing the assertion (i)
of the theorem, it is enough to verify the following equalities:
l˜im
s′↓s
lim
ε↓0
lim
δ↓0
l˜im
m→∞
I0(s, x; s
′, ε, δ,m) = uD(s, x) (3.7)
for each s ∈ (0, T ), a.e. x ∈ D(s), and
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
I1(s, x; s
′, ε, δ,m) = −Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t) f(t, X(t))dt
]
,
(3.8)
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
I2(s, x; s
′, ε, δ,m) = Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t)ψ(t, X(t))L(dt)
]
,
(3.9)
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
I3(s, x; s
′, ε, δ,m) = Es,x
[
expZs(T ) h(X(T )); σs(Σ(∞)) > T
]
, (3.10)
for (s, x) ∈ D. Here “ l˜im
m→∞
” means that there is a subsequence {mk}∞k=1 (independent
of s, x; s′, ε and δ) of {m}∞m=1 and the limit takes through the subsequence, and
“ l˜im
s′↓s
” means that for each s ∈ (0, T ) there is a subsequence {sℓ}∞ℓ=1 with sℓ ↓ s
(ℓ→∞) and the limit takes through the subsequence.
In the following, for a given ε > 0, we take δ > 0 as δ < 1
2
d(Σ2(∞), [0,∞)×(Π2ε∪Γ′)).
Verifying (3.7): First divide I0(s, x; s
′, ε, δ,m)− uD(s, x) as follows:
I0(s, x; s
′, ε, δ,m)− uD(s, x)
=
{
Es,x
[
expZs(s
′) uDε,δ;m(s
′, X(s′)); s′ < σˆδ ∧ T ∧ σ˜ε
]−Es,x [uDε,δ;m(s′, X(s′))]}
+
{
Es,x
[
uDε,δ;m(s
′, X(s′))
]−Es,x [uDε,δ;m(s,X(s′))]}
+
{
Es,x
[
uDε,δ;m(s,X(s
′))
]− uDε,δ;m(s, x)}
+
{
uDε,δ;m(s, x)− uD(s, x)
}
.
In the equality above, we denote by I0,j(s, x; s
′, ε, δ,m) the j th difference of the right
hand side (j = 1, 2, 3) and by I0,4(s, x; ε, δ;m) the fourth difference of the right hand
side. Since ‖uDε,δ;m‖∞;D ≤ ‖uD‖∞;D, we have
|I0,1(s, x; s′, ε, δ,m)| ≤ ‖uD‖∞;DEs,x
[∣∣expZs(s′)1{s′<σˆδ∧T∧σ˜ε} − 1∣∣]
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for every (s, x) ∈ D and m ∈ N . It holds that Ps,x(σ˜ε ↑ σs(Π) as ε ↓ 0) = 1 by the
continuity of the sample paths X(·) and Ps,x(σs(Π) = ∞) = 1 (see Appendix A.3).
The continuity of the sample paths X(·) implies also Ps,x(σˆδ ↑ σs(Σ(∞)) as δ ↓ 0) = 1.
Therefore
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
|I0,1(s, x; s′, ε, δ,m)| = 0 for (s, x) ∈ D.
Next examine the terms I0,2 and I0,3. Since u
D
ε,δ;m → uDε,δ in H1,2(ΩT ) as m→∞, using
the upper Gaussian bound (3.2) for the transition density, we have
lim
δ↓0
lim
m→∞
I0,2(s, x; s
′, ε, δ,m)2
≤ lim
δ↓0
K(s′ − s)−n2
∫
Ω
{
uDε,δ(s
′, y)− uDε,δ(s, y)
}2
exp
{
−C |y − x|
2
s′ − s
}
dy
≤ K
∫
Rn
{
uD(s′, x+ (s′ − s)1/2z)− uD(s, x+ (s′ − s)1/2z)}2 e−C|z|2dz.
Here uD(t, ·) is extended onto Rn with value zero outside Ω. Let
J0,2(s, x; s
′) := lim
ε↓0
lim
δ↓0
lim
m→∞
I0,2(s, x; s
′, ε, δ,m)2.
Noting that uD ∈ C([0, T ];L2(Ω)), we see that
lim
s′↓s
∫
Ω
J0,2(s, x; s
′)dx = 0. (3.11)
For the term I0,3, letting
J0,3 ≡ J0,3(s, x; s′) := lim
ε↓0
lim
δ↓0
lim
k→∞
I0,3(s, x; s
′, ε, δ,mk)
2,
we get for each s ∈ (0, T )
lim
s′↓s
∫
Ω
J0,3(s, x; s
′)dx = 0 (3.12)
as in the calculation on I0,2. Thus, combining (3.11) with (3.12), for each s ∈ (0, T ),
we can select a subsequence {sℓ}∞ℓ=1 with sℓ ↓ s such that
lim
ℓ→∞
J0,2(s, x; sℓ) = 0 and lim
ℓ→∞
J0,3(s, x; sℓ) = 0
for x ∈ Ω \ N ′(s) with Ln(N ′(s)) = 0.
We proceed to examine the term I0,4. For v ∈ C([0, T ];L2(Ω)), let {vm}∞m=1 be its
approximating sequence given by the smoothing procedure described above. Then
supmmax0≤t≤T ‖vm(t, ·)‖L2(Ω) ≤ Bmax0≤t≤T ‖v(t, ·)‖L2(Ω) for a constant B. In partic-
ular, if {uD;m}∞m=1 means the approximating sequence for uD,
sup
m
max
0≤t≤T
‖uD;m(t, ·)− uDε,δ;m(t, ·)‖L2(Ω) ≤ B max
0≤t≤T
‖uD(t, ·)− uDε,δ(t, ·)‖L2(Ω). (3.13)
Using (3.4), (3.13) and fact that uDε,δ;m −→ uDε,δ in H1,2(ΩT ) as m → ∞ (hence in
V 0,1(ΩT ) as m→∞), we ensure that
max
0≤t≤T
‖uD;m(t, ·)− uD(t, ·)‖L2(Ω) −→ 0 as m→∞.
This implies that
lim
m→∞
max
0≤s≤T
Ln({x ∈ Ω : ∣∣uD;m(s, x)− uD(s, x)∣∣ > η}) = 0 for each η > 0; (3.14)
accordingly, we can select a subsequence {mk}∞k=1 of {m}∞m=1 so that
uD;mk(s, x) −→ uD(s, x) as k →∞
for each s ∈ (0, T ) and x ∈ Ω \ N (s) with Ln(N (s)) = 0. Now we show that
lim
ε↓0
lim
δ↓0
lim
k→∞
∣∣uDε,δ,mk(s, x)− uD(s, x)∣∣ = 0 (3.15)
for each s ∈ (0, T ) and x ∈ Ω \ (Σ2(s) ∪N (s)). Let Υ := Σ2(∞) ∪ Π and for η > 0 set
Υ(η) := {(t, y) ∈ ΩT : ρ˜Σ2(∞)(t, y) < η, ρ˜Π(y) < η}.
By the procedure of constructing uDε,δ;m and u
D
;m, we see that for any η > 0 there is a
positive integer m0 such that
uDε,δ;m(s, x) = u
D
;m(s, x)
for every (s, x) ∈ ΩT \Υ(3η), m ≥ m0 and 0 < ε, δ < η, because uDε,δ(s, x) = uD(s, x) for
every (s, x) ∈ ΩT \Υ(2η) and 0 < ε, δ < η. These imply the relationship (3.15). Instead
of Σ2(s) ∪N (s) we write it N (s) simply because Ln(Σ2(s)) = 0. Therefore we obtain
lim
ε↓0
lim
δ↓0
lim
k→∞
|I0,4(s, x; ε, δ,mk)| = 0 for each s ∈ (0, T ) and x ∈ Ω \ N (s). (3.16)
Thus we have checked the relationship (3.7).
Next we will verify the equality (3.10). For a given (s, x) ∈ D, without generality,
we further take ε and δ so small that
(s, x) ∈
{
(t, y) ∈ D : ρ˜Σ(∞)(t, y) > 4c∗δ, ρ˜Π(y) > 2ε
}
.
We divide I3(s, x; s
′, ε, δ,m) into the four terms:
I3(s, x; s
′, ε, δ,m) = Es,x
[
expZs(s
′) uDε,δ;m(s
′, X(s′)); σˆδ ∧ T < s′, σˆδ ∧ T < σ˜ε
]
+ Es,x
[
expZs(s
′) uDε,δ;m(s
′, X(s′)); σ˜ε < s
′, σ˜ε ≤ σˆδ ∧ T
]
+ Es,x
[
expZs(σˆδ ∧ T ) uDε,δ;m(σˆδ ∧ T,X(σˆδ ∧ T )); s′ ≤ σˆδ ∧ T < σ˜ε
]
+ Es,x
[
expZs(σ˜ε) u
D
ε,δ;m(σ˜ε, X(σ˜ε)); s
′ ≤ σ˜ε ≤ σˆδ ∧ T
]
and denote by I3j(s, x; s
′, ε, δ,m) the j th divided term of I3(s, x; s
′, ε, δ,m)
(j = 1, 2, 3, 4). Then it is easily seen that for j = 1, 2, 4
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
|I3j(s, x; s′, ε, δ,m)| = 0.
Furthermore divide I33(s, x; s
′, ε, δ,m) as
I33(s, x; s
′, ε, δ,m) = I331(s, x; s
′, δ, ε,m) + I332(s, x; ε, δ,m),
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where for each s′ ∈ (s, T )
I331(s, x; s
′, ε, δ,m) := Es,x
[
expZs(σˆδ) u
D
ε,δ;m(σˆδ, X(σˆδ)); s
′ ≤ σˆδ < σ˜ǫ ∧ T
]
,
I332(s, x; ε, δ,m) := Es,x
[
expZs(T ) u
D
ε,δ;m(T,X(T ));T ≤ σˆδ, T < σ˜ǫ
]
.
Note that
I331(s, x; s
′, ε, δ,m)2
≤ e2‖c‖∞TEs,x
[
e2‖γ‖∞L(T )
]
Es,x
[(
uDε,δ;m
)2
(σˆδ, X(σˆδ)); s
′ ≤ σˆδ < T ∧ σ˜ǫ
]
. (3.17)
In the sequel, for a given ε > 0, we write ε∗ := ε/c∗, and further take δ > 0 so small
that
0 < δ < δ∗ε :=
1
4c∗
{
d(Σ(∞), [0,∞)× Γ′[−ε∗/2]) ∧ ε
∗
4
}
,
where Γ′[−η] := Γ′ \ Π[η] (η > 0), and Π[η] = {y ∈ Ω : ρΠ(y) < η}. For such δ, set
µ¯2c∗δ(t, y) := λ˜((2c
∗δ)−1ρ˜Σ(∞)(t, y)).
Then µ¯2c∗δ(t, y) = 1 if ρ˜Σ(∞)(t, y) ≥ 4c∗δ, so that the equality also holds on a neighbor-
hood of [0,∞)× Γ′(−ε), where Γ′(−η) := Γ′ \ Πη (η > 0). Therefore if we set
u˜Dε,δ;m(t, y) := (1− µ¯2c∗δ(t, y))uDε,δ;m(t, y),
then
Ps,x
(
u˜Dε,δ;m(σˆδ, X(σˆδ)) = u
D
ε,δ;m(σˆδ, X(σˆδ)); σˆδ <∞
)
= Ps,x (σˆδ <∞) , (3.18)
because
Ps,x
(
ρ˜Σ(∞)(σˆδ, X(σˆδ)) ≤ 2c∗δ; σˆδ <∞
)
= Ps,x (σˆδ <∞) .
In addition, for η > 0, let
Ση(∞) :=
{
(t, y) ∈ (D ∪ ∂LD)(∞) : ρ˜Σ(∞)(t, y) < η
}
and σˇδ := σs(Σ4c
∗δ
(∞) ).
By definition, Ps,x(σˇδ ≤ σˆδ) = 1. Moreover
Ps,x
(
u˜Dε,δ;m(σˇδ, X(σˇδ)) = 0; σˇδ <∞
)
= Ps,x (σˇδ <∞) , (3.19)
because Ps,x
(
ρ˜Σ(∞)(σˇδ, X(σˇδ)) = 4c
∗δ; σˇδ <∞
)
= Ps,x (σˇδ <∞) . Hence, by Itoˆ’s for-
mula, it holds
Es,x
[(
u˜Dε,δ;m
)2
(σˆδ ∧ T ∧ σ˜ε ∨ s′, X(σˆδ ∧ T ∧ σ˜ε ∨ s′))
]
− Es,x
[(
u˜Dε,δ;m
)2
(σˇδ ∧ T ∧ σ˜ε ∨ s′, X(σˇδ ∧ T ∧ σ˜ε ∨ s′))
]
= Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
σˇδ∧T∧σ˜ε∨s′
P0
(
u˜Dε,δ;m
)2
(t, X(t))dt
]
+ Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
σˇδ∧T∧σ˜ε∨s′
B0
(
u˜Dε,δ;m
)2
(t, X(t))L(dt)
]
. (3.20)
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Here, by the equality u˜Dε,δ;m(t, y) = 0 on a neighborhood of (Γ
′(−ε))T , we see that
Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
σˇδ∧T∧σ˜ε∨s′
B0
(
u˜Dε,δ;m
)2
(t, X(t))L(dt)
]
= Es,x
[∫ (σˆδ∧T∧σ˜ε∨s′)−
σˇδ∧T∧σ˜ε∨s′
B0
(
u˜Dε,δ;m
)2
(t, X(t))L(dt)
]
= Es,x
[∫ (σˆδ∧T∧σ˜ε∨s′)−
σˇδ∧T∧σ˜ε∨s′
1(Γ′(−ε))T (t, X(t))B0
(
u˜Dε,δ;m
)2
(t, X(t))L(dt)
]
= 0.
On the other hand, letting D˜∗ε,δ := {(t, y) ∈ D : ρ˜Σ(∞)(t, y) < 4c∗δ, ρ˜Π(y) > 2ε}
(⊂ D \ (Π2ε)T ), we have∣∣∣∣∣Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
σˇδ∧T∧σ˜ε∨s′
P0
(
u˜Dε,δ;m
)2
(t, X(t))dt
]∣∣∣∣∣
≤ Es,x
[∫ (σˆδ∧T∧σ˜ε∨s′)−
σˇδ∧T∧σ˜ε∨s′
∣∣∣P0 (u˜Dε,δ;m)2 (t, X(t))∣∣∣ dt
]
= Es,x
[∫ (σˆδ∧T∧σ˜ε∨s′)−
σˇδ∧T∧σ˜ε∨s′
1D˜∗ε,δ
(t, X(t))
∣∣∣P0 (u˜Dε,δ;m)2 (t, X(t))∣∣∣ dt
]
≤ Es,x
[∫ T
s′
1D˜∗ε,δ
(t, X(t))
∣∣∣P0 (u˜Dε,δ;m)2 (t, X(t))∣∣∣ dt]
=
∫ T
s′
dt
∫
D˜∗ε,δ(t)
∣∣∣P0 (u˜Dε,δ;m)2 (t, y)∣∣∣ p(s, x; t, y)dy
≤ K(s′ − s)−n2
∫ T
s′
dt
∫
D˜∗ε,δ(t)
∣∣∣P0 (u˜Dε,δ;m)2 (t, y)∣∣∣ dy.
Since, for each ε and δ, u˜Dε,δ;m converges to u˜
D
ε,δ := (1− µ¯2c∗δ)uDε,δ as m→∞ in H1,2(ΩT )
as m→∞ (which is derived from the property (3.5) for uDε,δ), the last term of the right
hand side of the inequality just above converges to
K(s′ − s)−n2
∫ T
s′
dt
∫
D˜ε,δ(t)
∣∣∣P0 (u˜Dε,δ)2 (t, y)∣∣∣ dy (3.21)
as m→∞.
In the following, we will show that the integral of (3.21) converges to zero as δ ↓ 0
for a given ε. Let νδ := (1−µ¯2c∗δ)µ˜δ. Then spt νδ∩D ⊂ {(t, y) ∈ D : c∗δ ≤ ρ˜Σ(∞)(t, y) ≤
4c∗δ} and u˜Dε,δ = νδuDε  on D. Therefore
P0
(
u˜Dε,δ
)2
= 2ν2δu
D
ε 
{
∂uDε 
∂t
+ Tr(A∇2uDε ) + c •∇uDε 
}
+ 2
{
νδ(u
D
ε )
2∂νδ
∂t
+ (uDε )
2(A∇νδ) •∇νδ + νδ(uDε )2Tr(A∇2νδ)
+ 4νδu
D
ε (A∇νδ) •∇uDε  + ν2δ (A∇uDε ) •∇uDε  + νδ(uDε )2c •∇νδ
}
(3.22)
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on D in the strong form. Letting fε and gε the first and second terms of the right hand
side of (3.22), we note
fε = 2ν
2
δu
D(f − cuD) on D \ (Π2ε)T ,
since uDε  = u
D on D \ (Π2ε)T . Here, for variables ξ and η, the notations ξ / η and
ξ ≈ η designate the relationships ξ ≤ cη and c1η ≤ ξ ≤ c2η with some positive
constants c and c1, c2, respectively. Now we take a number in (0, δ
∗
ε), say δ0, and put
D∗δ := {(t, y) ∈ D : ρΣ(∞)(t, y) < 4c∗δ} for 0 < δ ≤ δ0. Note that
0 ≤ νδ ≤ 1, νδ −→ 0 as δ ↓ 0, (3.23)∣∣∣∣∂νδ∂t (t, y)
∣∣∣∣ ≈ ∣∣∣∣∂νδ∂yi (t, y)
∣∣∣∣ ≈ 1δ ≈ 1ρ˜Σ(∞)(t, y) on spt νδ ∩D, (3.24)∣∣∣∣ ∂2νδ∂yi∂yj (t, y)
∣∣∣∣ ≈ 1δ2 ≈ 1ρ˜Σ(∞)(t, y)2 on spt νδ ∩D, (3.25)
ρΣ(∞)(t, y) ≈ ρΣ[−ε∗/2]
(∞)
(t, y) on D∗δ0 \
(
Π[ε
∗]
)
T
, (3.26)
where Σ[−ε
∗/2] := Σ \ (Π[ε∗/2])
T
. Therefore, by (3.23), for s′ ∈ (s, T ) and sufficiently
small ε > 0, ∫ T
s′
dt
∫
D˜ε,δ(t)
|fε(t, y)| dy −→ 0 as δ ↓ 0.
Next examine the integral for |gε(t, y)|. Noting the facts (3.25), (3.26) and uDε  = 0 on
(Πε)T which includes
(
Π[ε
∗]
)
T
, and then applying Lemma 4.1 in [19] by replacing G,
Ξ and Ξ′ with D∗δ0 , Σ and Σ
[−ε∗/2], respectively, we have
uDε (t, y)
d((t, y),Σ[−ε∗/2])
∈ L2(D∗δ0);
hence for 0 < δ < δ0∫ T
s′
dt
∫
D˜ε,δ(t)
∣∣∣∣ ∂2νδ∂yi∂yj (t, y)
∣∣∣∣ (uDε )2(t, y)dy
≤
∫ T
s′
dt
∫
D˜δ(t)
∣∣∣∣ ∂2νδ∂yi∂yj (t, y)
∣∣∣∣ (uDε )2(t, y)dy
/
∫ T
s′
dt
∫
D∗δ (t)
uDε (t, y)
2
d((t, y),Σ[−ε∗/2])2
dy −→ 0 as δ ↓ 0.
Similar integrals for the other terms consisting of the function gε also converge to zero
as δ ↓ 0; hence for s′ ∈ (s, T ) and sufficiently small ε > 0∫ T
s′
dt
∫
D˜ε,δ(t)
|gε(t, y)|dy −→ 0 as δ ↓ 0.
These ensure that
Es,x
[∫ T
s′
1D˜∗ε,δ
(t, X(t))
∣∣∣P0 (u˜Dε,δ)2 (t, X(t))∣∣∣ dt] −→ 0 as δ ↓ 0;
as a result, for each (s, x) ∈ D, s′ ∈ (s, T ) and sufficiently small ε > 0,
lim
δ↓0
lim
m→∞
∣∣∣∣∣Es,x
[∫ σˆδ∧T∧σ˜ε∨s′
σˇδ∧T∧σ˜ε∨s′
P0
(
u˜Dε,δ;m
)2
(t, X(t))dt
]∣∣∣∣∣ = 0.
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That is,
lim
δ↓0
lim
m→∞
∣∣∣Es,x [(u˜Dε,δ;m)2 (σˆδ ∧ T ∧ σ˜ε ∨ s′, X(σˆδ ∧ T ∧ σ˜ε ∨ s′))]
− Es,x
[(
u˜Dε,δ;m
)2
(σˇδ ∧ T ∧ σ˜ε ∨ s′, X(σˇδ ∧ T ∧ σ˜ε ∨ s′))
]∣∣∣ = 0 (3.27)
for each (s, x) ∈ D, s′ ∈ (s, T ) and sufficiently small ε > 0. Now we divide the first and
second terms of the left hand side of (3.20) as follows:
Es,x
[(
u˜Dε,δ;m
)2
(σˆδ ∧ T ∧ σ˜ε ∨ s′, X(σˆδ ∧ T ∧ σ˜ε ∨ s′))
]
= Es,x
[(
u˜Dε,δ;m
)2
(σˆδ, X(σˆδ)); s
′ ≤ σˆδ < T ∧ σ˜ε
]
+ Es,x
[(
u˜Dε,δ;m
)2
(T,X(T ));T ≤ σˆδ ∧ σ˜ε
]
+ Es,x
[(
u˜Dε,δ;m
)2
(σ˜ε, X(σ˜ε)); s
′ ≤ σ˜ε ≤ T ∧ σˆδ
]
+ Es,x
[(
u˜Dε,δ;m
)2
(s′, X(s′)); σˆδ ∧ σ˜ε < s′
]
(3.28)
and
Es,x
[(
u˜Dε,δ;m
)2
(σˇδ ∧ T ∧ σ˜ε ∨ s′, X(σˇδ ∧ T ∧ σ˜ε ∨ s′))
]
= Es,x
[(
u˜Dε,δ;m
)2
(σˇδ, X(σˇδ)); s
′ ≤ σˇδ < T ∧ σ˜ε
]
+ Es,x
[(
u˜Dε,δ;m
)2
(T,X(T ));T ≤ σˇδ ∧ σ˜ε
]
+ Es,x
[(
u˜Dε,δ;m
)2
(σ˜ε, X(σ˜ε)); s
′ ≤ σ˜ε ≤ T ∧ σˇδ
]
+ Es,x
[(
u˜Dε,δ;m
)2
(s′, X(s′)); σˇδ ∧ σ˜ε < s′
]
. (3.29)
Here we indicate by I˜ and I˜k the left hand side and the k th term of the right hand
side of (3.28) (k = 1, 2, 3, 4) , and by J˜ and J˜k the left hand side and the k th term of
the right hand side of (3.29) (k = 1, 2, 3, 4), respectively. Then by (3.18) and (3.19),
I˜1 = Es,x
[(
uDε,δ;m
)2
(σˆδ, X(σˆδ)); s
′ ≤ σˆδ < T ∧ σ˜ε
]
,
J˜1 = 0. (3.30)
These equalities in (3.30) imply
0 ≤ Es,x
[(
uDε,δ;m
)2
(σˆδ, X(σˆδ)); s
′ ≤ σˆδ < T ∧ σ˜ε
]
= (I˜ − J˜)− (I˜2 − J˜2)− (I˜3 − J˜3)− I˜4 + J˜4
≤ |I˜ − J˜ |+ J˜4, (3.31)
because I˜k − J˜k ≥ 0 (k = 2, 3) and I˜4 ≥ 0. By (3.27), we have
lim
δ↓0
lim
m→∞
|I˜ − J˜ | = 0.
Moreover, the inequality 0 ≤ J˜4 ≤ ‖uD‖2∞;D {Ps,x(σˇδ < s′) + Ps,x(σ˜ε < s′)} yields
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
J˜4 = 0.
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Hence, by (3.17) and (3.31), it holds
lim
s′↓s
lim
ε↓0
lim
δ↓0
lim
m→∞
|I331(s, x; s′, ε, δ,m)|2 = 0
for each (s, x) ∈ D. Noting the facts that Ps,x(σ˜ε ↑ ∞ as ε ↓ 0) = 1 and Ps,x(σs(Σ(∞)) =
T ) = 0 (which is derived from the facts {σs(Σ(∞)) = T} ⊂ {X(T ) ∈ Σ(T )} and
Ln(Σ(T )) = 0), we also have
lim
ε↓0
lim
δ↓0
lim
m→∞
∣∣I332(s, x; δ, ε,m)− Es,x [expZs(T )h(X(T )); σs(Σ(∞)) > T ]∣∣ = 0
for each (s, x) ∈ D. Therefore (3.10) is verified.
The equalities (3.8) and (3.9) are verified more easily by using the upper Gaussian
bound of the transition density and the regularity of the weak solution. Thus the proof
in the case (i) is complete.
Next we proceed to verify the equality (3.3) in the case (ii). In the first stage, we
show that the right hand side of (3.3), say vD, is continuous up to the Robin part.
Note that for s ∈ [0, T ] and x ∈ D(s) ∪ Γ′
Ps,x(σs(Σ(∞)) = σ0(Σ(∞))) = 1, Ps,x(σs(δΣ1(∞)) = σ0(δΣ1(∞))) = 1; (3.32)
hence
vD(s, x) =− exp
(
−
∫ s
0
c(r, x)dr
){
Es,x
[∫ σ0(Σ(∞))∧T
0
expZ0(t)f(t, X(t))dt
]
−
∫ s
0
exp
(
−
∫ t
0
c(r, x)dr
)
f(t, x)dt
}
− exp
(
−
∫ s
0
c(r, x)dr
)
Es,x
[∫ σ0(Σ(∞))∧T
0
expZ0(t)ψ(t, X(t))L(dt)
]
+ exp
(
−
∫ s
0
c(r, x)dr
)
Es,x
[
expZ0(T ) h(X(T )) 1(T,∞)(σ0(Σ(∞)))
]
.
(3.33)
For each m ∈ N , take an appropriate cut-off function hm for the indicator function
1[0,∞) (e.g., the cut-off function hm on page 275 in [29]). Then
hm(L(T ))
∫ t∧T
0
g(r,X(r))L(dr) is continuous in (t,ω) ∈ [0,∞)×U for every bounded
continuous function g on [0,∞)×Ω. On the other hand, in Appendix A.4 (see Theorem
A.3), we will show that there exists a measurable subset U˜ of U such that Ps,x(U˜) =
1 for every s ∈ [0, T ], x ∈ D(s) ∪ Γ′ and the restriction of σ0(Σ(∞)) into U˜ , say
σ0(Σ(∞))
∣∣
U˜
, is continuous. Therefore the function
hm(L(T ))
∫ σ0(Σ(∞))∧T
0
g(r,X(r))L(dr)
of ω is bounded on U and its restriction into U˜ is continuous. Combining the con-
tinuity property of {Ps,x} on weak convergence and with a mapping theorem in weak
convergence given in Appendix A.6 (see Theorem A.4), we ensure that
Es,x
[
hm(L(T ))
∫ σ0(Σ(∞))∧T
0
g(r,X(r))L(dr)
]
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is continuous in (s, x) with s ∈ [0, T ], x ∈ D(s) ∪ Γ′. Noting (3.1), the uniform expo-
nential integrability of L(T ), we see that vD is continuous in (s, x) with s ∈ [0, T ], x ∈
D(s)∪Γ′, and also the first term of the right hand side of (3.33) is continuous in (s, x)
with s ∈ [0, T ], x ∈ D(s) ∪ Γ′. By virtue of the fact Ps,x(σ0(Σ(∞)) = T ) = 0 with the
semicontinuity of functions 1(T,∞)(ξ) and 1[T,∞)(ξ), it follows that 1(T,∞)(σ0(Σ(∞))) is
continuous on U˜ ∩ {σ0(Σ(∞)) 6= T}. Hence the third term of the right hand side of
(3.33) is continuous in (s, x) with s ∈ [0, T ], x ∈ D(s) ∪ Γ′. As a result, the trace of
vD into the set Γ′T coincides with its ordinary boundary value almost everywhere with
respect to the measure ds× S(dx).
Finally we examine the continuity of vD on the Dirichlet part Σ. Since vD = 0 on
Σ, it is enough to see that for every (s0, x0) ∈ Σ
lim
D∋(s,x)→(s0,x0)
vD(s, x) = 0. (3.34)
In the case of (s0, x0) ∈ Σ2, by using the same way as in the proof of Theorem 13.1 in
[30], we have for any η > 0
Ps,x(σs(Σ(∞)) ≥ s+ η)→ 0 as (s, x)→ (s0, x0), (3.35)
because Ps,x
(
σs(Σ2(∞)) = σs+(((0,∞)× Ω) \D(∞)
)
= 1 for s ≥ 0 and x ∈ D(s)∪Γ′; it
is shown in (2–2) of (2) in Appendix A.4. The relationship (3.35) implies the continuity
property (3.34) of vD at (s0, x0). The continuity property is verified as in the more
complicated case of (s0, x0) ∈ Σ1; so it is omitted. Next consider the case of (s0, x0) ∈
Σ1. Take an arbitrarily fixed positive number η. Then we see that for any ǫ > 0 there
exists δ ∈ (0, η) such that
Ps,x(σs(Σ(∞)) ≥ s+ 2η) < 2ǫ+ Ps0,x0(σs0(Γ′) < s0 + 4η) (3.36)
for every (s, x) ∈ D with d((s, x), (s0, x0)) < δ; which will be verified in Appendix A.5.
Then the continuity property (3.34) is proved as follows. From now on, suppose that
(s, x) ∈ D with d((s, x), (s0, x0)) < δ. We examine the second term of vD :∣∣∣∣∣Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t)ψ(t, X(t))L(dt)
]∣∣∣∣∣
≤ ‖ψ‖∞e‖c‖∞T
{
Es,x
[∫ σs(Σ(∞))∧T
s
e‖γ‖∞L(T )L(dt); σs(Σ(∞)) ∧ T < s + 2η
]
+ Es,x
[∫ σs(Σ(∞))∧T
s
e‖γ‖∞L(T )L(dt); σs(Σ(∞)) ∧ T ≥ s+ 2η
]}
.
Denote by I and II the first and second terms in the braces of the right hand side of
the inequality just above, respectively. Then we have
I ≤ Es,x
[
e‖γ‖∞L(T )L(s + 2η)
]
≤
√
sup
(s,x)∈D
Es,x [e2(‖γ‖∞+1)L(T )]
√
Es,x [e−2L(T )L(s0 + 3η)2].
Since Es,x
[
e−2L(T )L(s0 + 3η)
2
] → Es0,x0 [e−2L(T )L(s0 + 3η)2] as (s, x) → (s0, x0) and
Es0,x0
[
e−2L(T )L(s0 + 3η)
2
] → 0 as η → 0, we have I → 0 as (s, x) → (s0, x0). On the
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other hand,
II ≤ Es,x
[
e‖γ‖∞L(T )L(T ); σs(Σ(∞)) ≥ s+ 2η
]
≤ e−1
√
sup
(s,x)∈D
Es,x [e2(‖γ‖∞+1)L(T )]
√
2ǫ+ Ps0,x0
(
σs0(Γ
′) < s0 + 4η
)
.
Therefore, letting ǫ → 0 and then η → 0, we see that lim sup
D∋(s,x)→(s0,x0)
II = 0, since
Ps0,x0
(
σs0(Γ
′) > s0
)
= 1. The continuity property of the other terms of vD is checked
easily. Consequently, the last assertion of the theorem is verified. That is, the weak
solution uD has a version which is continuous up to the lateral boundary ∂LD except
[0, T ]× Π, which is given by the stochastic solution vD. 
In addition, the continuity and Lipschitz continuity of the source terms f, ψ and
the terminal value h in (iv) of Assumption 3.1 are relaxed as follows.
Corollary 3.1 Replace the conditions on f, ψ, h in (iv) of Assumption 3.1 with the
following ones:
(a) f ∈ Lp1(ΩT ) for some p1 > n+ 2
2
,
(b) ψ ∈ Lp2(Γ′T ) for some p2 > n+ 1,
(c) h ∈ Lp3(Ω) for some p3 ≥ 2.
Then the conclusion of Theorem 3.1 holds.
Proof. For given p1, p2, p3, choose q1, q2, q3 and r1, r2, r3 in such a way:
p1 > q1 >
n+ 2
2
, r1 =
p1
q1
; p2 > q2 > n+ 1, r2 =
p2
q2
; p3 > q3 > 1, r3 =
p3
q3
.
First assume that f, ψ, h satisfy the condition (iv) of Assumption 3.1. Then, using the
upper Gaussian bound (3.2) and the estimate (1.2) in Lemma 7.1.1 in [27] and noting
Theorems 4.1 and 4.3 in [18], we have the following: there exist positive constants
Λi = Λi(K,C, n, qi, ri, T ) (i = 1, 2) and Λ3 = Λ3(K,C, n, q3, r3) such that
(a′) sup
(s,x)∈D∪∂LD
∣∣∣∣∣Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t)f(t, X(t))dt
]∣∣∣∣∣
≤ Λ1 sup
(s,x)∈ΩT
Es,x [exp{r∗1‖γ‖∞L(T )}]1/r
∗
1 ‖f‖p1;ΩT ;
(b′) sup
(s,x)∈D∪∂LD
∣∣∣∣∣Es,x
[∫ σs(Σ(∞))∧T
s
expZs(t)ψ(t, X(t))L(dt)
]∣∣∣∣∣
≤ Λ2 sup
(s,x)∈ΩT
Es,x [exp{(r∗2‖γ‖∞ + 1)L(T )}]1/r
∗
2 ‖ψ‖p2;Γ′T ;
(c′) for each s ∈ [0, T )
sup
x∈D(s)
∣∣Es,x [expZs(T )h(X(T )); σs(Σ(∞)) > T ]∣∣
≤ Λ3 sup
(s′,x′)∈ΩT
Es′,x′ [exp{r∗3‖γ‖∞L(T )}]1/r
∗
3 (T − s)−(1/2)(n/r3)(1−1/q∗3 )‖h‖p3;Ω,
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where q∗i and r
∗
i (i = 1, 2, 3) indicate the conjugate Ho¨lder exponents of qi and ri
(i = 1, 2, 3), respectively.
Now, for f ∈ Lp1(ΩT ), ψ ∈ Lp2(Γ′T ) and h ∈ Lp3(Ω), choose sequences {fm}, {ψm}
and {hm} such that each fm, ψm, hm has the same condition for f , ψ, h in the condition
(iv) of Assumption 3.1, respectively, and
fm → f in Lp1(ΩT ), ψm → ψ in Lp2(Γ′T ), hm → h in Lp3(Ω)
as m→∞. Denote by vD and vDm the right hand side of (3.3) corresponding to f, ψ, h
and fm, ψm, hm, respectively. Then v
D
m converges to v
D locally uniformly on D ∪ ∂LD
as m→∞. Therefore vD has the same continuity property as vDm. On the other hand,
denote by uD and uDm the left hand side of (3.3) corresponding to f, ψ, h and fm, ψm, hm,
respectively. Then, using the energy estimate for weak solutions (see Theorem 7.2 in
[19] and also Theorem 3.1 in [17]), we see that uDm → uD in V 0,1(D) as m → ∞.
Consequently, the equalities between uD and vD in both of the cases of Theorem 3.1
hold and hence the assertion is verified. 
Remark 3.2 Note that if the weak solution uD is continuous on D, then the equality
(3.7) holds everywhere on D; hence the equality (3.3) in the case (i) holds everywhere
on D and the equality is verified in a more simple way. On the other hand, combining
the result on the Ho¨lder continuity of bounded weak solutions of parabolic equations on
cylindrical domains with Dirichlet boundary conditions (e.g., Theorem 1.1 on page 419
of [22]) with a localization argument as in the proof of the existence of weak solutions
in [19], we see that the weak solution uD has a version which is continuous within
D and up to the Dirichlet part (except the Robin part and the border between both
parts).
4. A simple application
Here we apply the probabilistic representation of weak solutions given in Theorem 3.1
to show the continuity of a functional concerned with an estimation problem treated
in [19] for the shape of a domain.
Let D be the class of domains satisfying the properties described in Condition 2.1
and Assumption 3.1. Hence the lateral boundary of each domain of D includes Γ′T
commonly, but the rest of the lateral boundary may be varied each other and suppose
that its shape is unknown. The operator L on ΩT and B on Γ′T are given and the
terminal-boundary problem (2.2) on each domain D ∈ D is considered with given
source terms and terminal value.
We want to estimate the shape of the unknown portion (i.e., the Dirichlet part Σ)
via thermal data on a part Γω of the accessible portion Γ′ of the boundary of each section
D(t) for t ∈ [0, T ]; the thermal data is regarded as the boundary value of the weak
solution of the initial-boundary value problem corresponding to the terminal-boundary
value problem (2.2) on some domain of D (see outline of the proof of Theorem A.1
in Appendix on the correspondence between forward and backward problems). In the
sequel, we treat the solution in the backward form as before, that is, the solution to the
terminal-boundary value problem (2.2). Then consider the following functional V(D)
for D ∈ D associated to the inverse problem:
V(D) :=
∫ T
0
dt
∫
Γω
∣∣uD(t, x)− d(t, x)∣∣2 S(dx),
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where d(t, x) (t ∈ [0, T ], x ∈ Γω) is a given observed data, supposing that d(t, x) =
uD0(t, x) for some domain D0 ∈ D. We examine a certain continuity property of the
functional V(D) related to the Hausdroff metric dH on the space of non-empty compact
sets in R1+n. To verify the result, we use the first exit time from some sets: For a
Borel set G of R1+n, let
τs(G) := inf{t ≥ s : (t, X(t)) /∈ G};
then set τs;T (G) := τs(G) ∧ T and also σs;T (G) := σs(G) ∧ T.
Theorem 4.1 Let D,Dm ∈ D (m = 1, 2, . . . ) and Σ, Σm their Dirichlet parts, respec-
tively. Suppose that dH(Σm,Σ)→ 0 as m→∞. Then V(Dm)→ V(D) as m→∞.
Proof. As in the proof to the second case in Theorem 3.1, we denote by vDm and
vD the right hand side of (3.3) for Dm and D, respectively. Since v
Dm(s, x) (m =
1, 2, . . . ; (s, x) ∈ Γ′T ) are uniformly bounded, for verifying the assertion of the theorem,
it is enough to show
vDm(s, x) −→ vD(s, x) as m→∞ (4.1)
for each (s, x) ∈ Γ′T . Put D˜ := D ∪ ΠT ∪ Γ′T , and for ε > 0 set
D˜+ε := {(t, y) ∈ ΩT : d((t, y), D˜) < ε} ∪ D˜,
D˜−ε := {(t, y) ∈ ΩT : d((t, x),ΩT \ D˜) ≥ ε}.
By assumption, for any ε > 0, Σm ⊂ D˜+ε \ D˜−ε for sufficiently large m ∈ N . Take a
sufficiently small ε > 0. Then we see that, for (s, x) ∈ (Γ′ \ Πε)T ,
Ps,x
(
τs;T (D˜
−ε
(∞)) ≤ σs;T (Σm(∞)) ≤ τs;T (D˜+ε(∞))
)
= 1
for sufficiently large m. On the other hand, by using the continuity of the sample paths
of X(·) and that each point of Σ2 is regular for the set ΩT \D (see A.4 in details), it
holds
Ps,x
(
lim
ε↓0
τs;T (D˜
−ε) = lim
ε↓0
τs;T (D˜
+ε) = σs;T (Σ(∞))
)
= 1
for (s, x) ∈ Γ′T . Accordingly we have
Ps,x
(
lim
m→∞
σs;T (Σm(∞)) = σs;T (Σ(∞))
)
= 1
for (s, x) ∈ Γ′T ; that is, the convergence property (4.1) is verified. 
Using the continuity of the functional V(D) and the result on the uniqueness in
shape identification in [19], we can show that any minimizing sequence for the functional
converges to a unique optimal domain in some cases, under certain a priori information.
Furthermore, based on the functional V(D) and the probabilistic representation of
solutions, the paper [16] gives an algorithm for reconstruction of the position and
shape of unknown cavities.
Remark 4.1 A probabilistic cost function which plays the same role as V(D) is given
by
E0,ν
[∫ T
0
tγ1Γω(X(t))
∣∣uD(t, X(t))− d(t, X(t))∣∣2 L(dt)] ,
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where the symbol “E0,ν” designates the expectation with respect to the probability
measure P0,ν(·) :=
∫
Γω
P0,x(·)ν(dx) with a given initial distribution ν on Γω and γ ≥
0; the initial distribution ν and the weight tγ may be chosen according to actual
applications. Such a cost function driven by local times is used in [21] to provide an
algorithm for an inverse problem determining coefficients of thermal conductivity.
A. Appendix
A.1. Boundedness of weak solutions
The following boundedness result for weak solutions is proved by the method given
by Ladyz˘enskaja et al in [22]. They treat the case of a Dirichlet boundary condition
and the case without boundary condition on a cylindrical domain in the time-space.
However, their method is applicable to the case of a mixed boundary condition on a
non-cylindrical domain under some additional considerations.
Theorem A.1 In addition to Definition 2.1 and Assumption 2.1(i), suppose that
the following integrability conditions for the coefficients and the source terms of the
terminal-boundary problem (2.2) are fulfilled:
(i)
µ ≡ ∥∥|a|2∥∥
q,r;D
∨ ∥∥|b|2∥∥
q,r;D
∨ ∥∥|f |2∥∥
q,r;D
∨ ‖a‖q,r;D ∨ ‖f‖q,r;D <∞
for a pair (q, r) satisfying the relationships
1
r
+
n
2q
= 1− κ, q ∈
[
n
2(1− κ) ,∞
]
, r ∈
[
1
1− κ,∞
]
for some κ ∈ (0, 1), and further ‖‖A‖‖∞;D ∨ ‖|a|‖∞;D ∨ ‖|b|‖∞;D < ∞ and
‖|f |‖2;D <∞;
(ii)
µ˜ ≡ ‖σ‖q˜,r˜;Γ′T ∨ ‖ψ‖q˜,r˜;Γ′T ∨ ‖|γΓ′f |‖q˜,r˜;Γ′T <∞
for a pair (q˜, r˜) satisfying the relationships
1
r˜
+
n− 1
2q˜
=
1− κ˜
2
, q˜ ∈
[
n− 1
1− κ˜ ,∞
]
, r˜ ∈
[
2
1− κ˜ ,∞
]
for some κ˜ ∈ (0, 1).
Moreover assume that ess supx∈D(T )h(x) ≤ kˇ with kˇ ≥ 0. Then for any weak solution u
in V 0,1(D) to the problem (2.2) there is a positive constant K such that
ess sup(t,x)∈Du(t, x) ≤ K.
Remark A.1 The additional conditions for A, a, b and f in (i) of Theorem A.1 are
unnecessary when D is a cylindrical domain, that is, D = ΩT and hence Σ = [0, T ]×Γ′′.
We begin with preparing key results corresponding to those in [22]. Let
◦
V
0,1
Σ (D) := {u ∈ V 0,1(D) : u|Σ = 0},
◦
H
1,1
Σ (D) := {u ∈ H1,1(D) : u|Σ = 0}.
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For u ∈ ◦V 0,1Σ (D), denote by u¯ the extension of u by zero:
u¯ =
{
u on D,
0 on Dc.
Then u¯ ∈ V 0,1(ΩT ) with the properties:
‖u¯‖V 0,1(ΩT ) = ‖u‖V 0,1(D); u¯|Γ′T = u|Γ′T , u¯|Γ′′T = 0;
ess sup(t,x)∈ΩT u¯(t, x) = ess sup(t,x)∈Du(t, x)
(see Proof of Lemma 4.1 and Lemma A.1 in [19]; see also Example 10.2.1 in [3]).
Therefore it is enough to show that ess sup(t,x)∈ΩT u¯(t, x) ≤ K for an arbitrarily given
weak solution u.
First we recall the key estimates (3.3), (3.8) and (3.10), (3.11) in Chapter II of [22]
for functions in V 0,1(ΩT ) as the following lemmas.
Lemma A.1 Take a pair (q, r) with the following conditions:
q ∈
[
2,
2n
n− 2
]
, r ∈ [2,∞) if n ≥ 3,
q ∈ [2,∞), r ∈ (2,∞] if n = 2
and
1
r
+
n
2q
=
n
4
.
Then there is a positive constant β such that
‖v‖q,r;ΩT ≤ β‖v‖V 0,1(ΩT )
for every v ∈ V 0,1(ΩT ).
Lemma A.2 Take a pair (q˜, r˜) with the following conditions:
q˜ ∈
[
2(n− 1)
n
,
2(n− 1)
n− 2
]
, r˜ ∈ [2,∞] if n ≥ 3,
q˜ ∈ [1,∞), r˜ ∈ (2,∞] if n = 2
and
1
r˜
+
n− 1
2q˜
=
n
4
.
Then there is a positive constant β˜ such that
‖v‖q˜,r˜;ΓT ≤ β˜‖v‖V 0,1(ΩT )
for every v ∈ V 0,1(ΩT ).
Given v ∈ V 0,1(ΩT ), for each t ∈ (0, T ), we can take the following version v˜ which
is quasi-continuous with respect to the space variable:
v˜(t, x) := lim
r→0
−
∫
Br(x)∩Ω
v(t, y)dy for x ∈ Ω.
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In what follows, we always take the version for any element of V 0,1(ΩT ). Hence we can
regard as v = γΓv on the lateral boundary.
For v ∈ V 0,1(ΩT ), k ∈ R and t ∈ (0, T ) we set
v(k) := (v − k) ∨ 0,
Ak(t) := {x ∈ Ω : v(t, x) > k},
A˜k(t) := {x ∈ Γ : v(t, x) > k}.
Moreover, define
µ(k) ≡ µT (k) :=
∫ T
0
mesr/q(Ak(t))dt,
µ˜(k) ≡ µ˜T (k) :=
∫ T
0
m˜esr˜/q˜(A˜k(t))dt,
where “mes” and “m˜es” denote the n–dimensional Lebesgue measure and the surface
measure on Γ, respectively. Then we have the following result which is a miner mod-
ification of Theorem 6.1 in Chapter II of [22] (see also Remark 6.2 for the theorem),
and is proved in the same way.
Theorem A.2 Suppose that for a given v ∈ V 0,1(ΩT ) there exists kˆ ≥ 0 satisfying the
following condition: for a pair (q, r) with the conditions in Lemma A.1 and for a pair
(q˜, r˜) with the conditions in Lemma A.2, it can be chosen positive constants ̺, λ, λ˜
such as
‖v(k)‖V 0,1(ΩT ) ≤ ̺k
{
µ(1+λ)/r(k) + µ˜(1+λ˜)/r˜(k)
}
(A.1)
for every k ≥ kˆ. Then, for some constant m = mT > 1, it holds
ess sup(t,x)∈ΩT v(t, x) ≤ 2mkˆ;
such a constant m is given by
m ≡ mT := 1 + (β + β˜)̺ ζ1/(λ∧λ˜)21/(λ∧λ˜)2
×
{
T (1+λ)/rmes(1+λ)/q(Ω) + T (1+λ˜)/r˜mes(1+λ˜)/q˜(Γ)
}
, (A.2)
where
ζ ≡ ζT :=

4(β + β˜)̺2λ
{
T (λ˜−λ)/r˜mes(λ˜−λ)/q˜(Γ) + 1
}
if λ < λ˜
4(β + β˜)̺ if λ = λ˜
4(β + β˜)̺2λ˜
{
T (λ−λ˜)/rmes(λ−λ˜)/q(Ω) + 1
}
if λ > λ˜.
Outline of the proof of Theorem A.1 .
It is enough to show the boundedness of the extension u¯ of the weak solution u. For
this purpose, we verify that u¯ fulfills the condition on v in Theorem A.2. Replacing
each test function η ∈ ◦H1,1Σ (D) with µ˜δη for δ ∈ (0, 12d(Σ(2),Γ′T )) in the weak form (2.3)
for the weak solution u, we see that uδ = µ˜δu becomes a weak solution to the terminal-
boundary value problem (2.2) by replacing f , f and h with g, g and h˜ respectively,
where
g := µ˜δf − uA∇xµ˜δ,
g := µ˜δf + u∂tµ˜δ + (A∇xu+ au− bu+ f ) •∇xµ˜δ,
h˜ := µ˜δ(T, ·)h. (A.3)
25
Moreover, since µ˜δη ∈
◦
H
1,1
Σ (D) for η ∈
◦
H
1,1
Γ′′T
(ΩT ) (which is defined in the same way
as
◦
H
1,1
Σ (D)), we also see that u¯δ = µ˜δu¯ becomes a weak solution in V
0,1(ΩT ) to the
following terminal-boundary value problem on ΩT :
Pu(t, x) = −∇x •g(t, x) + g(t, x) if (t, x) ∈ ΩT
Bu(t, x) = −ψ(t, x) if (t, x) ∈ Γ′T
u(t, x) = 0 if (t, x) ∈ Γ′′T
u(T, x) = h˜(x) if x ∈ Ω.
(A.4)
Here u in g and g in (A.3) is replaced with u¯.
In the following, to obtain the boundedness result, we treat the problem (A.4) and
its weak form in the forward form. For this purpose, we consider the time reversion
t −→ T − t on the operators, solutions, etc., that is, we set LT := Lx(T − t), BT :=
Bx(T − t), uT (t, x) := u(T − t, x), AT (t, x) := A(T − t, x), etc. Then (u¯δ)T ∈ V 0,1(ΩT )
is a weak solution to the following initial-boundary value problem on ΩT :
∂v
∂t
− LTv(t, x) = ∇x • gT (t, x)− gT (t, x) if (t, x) ∈ ΩT
BT v(t, x) = −ψT (t, x) if (t, x) ∈ Γ′T
v(t, x) = 0 if (t, x) ∈ Γ′′T
v(0, x) = h˜(x) if x ∈ Ω.
(A.5)
In the rest of the proof, for notational simplicity, we drop the subindex “T” and suppose
k ≥ 0. Then we can take the Steklov average (u¯(k)δ )h of u¯(k)δ := (u¯δ)(k) as a test function
to the weak form for the weak solution u¯δ to the problem (A.5); so that using the
argument on page 141 in [22] and then taking limit as h→ 0, we get
1
2
∫
Ω
(
u¯
(k)
δ (t, x)
)2
dx
∣∣∣∣t=t2
t=t1
+
∫
Ωt1,t2
{
(A∇xu¯δ + au¯δ + g) •∇xu¯(k)δ
+ (b •∇xu¯δ + au¯δ + g) u¯(k)δ
}
dtdx
+
∫
Γ′t1,t2
(σu¯δ + ψ + γΓ′f •n) γΓ′u¯
(k)
δ dtS(dx) = 0
for every 0 ≤ t1 ≤ t2 ≤ T. Noting u¯δ → u¯ in V 0,1(ΩT ) as δ → 0 and using similar
treatments to the second term of the right hand side of (3.22) (see also the proof of
Lemma A1 in [19]), we see that∫
Ωt1,t2
(g − µ˜δf ) •∇xu¯(k)δ dtdx = −
∫
Ωt1,t2
u¯A∇xµ˜δ •∇xu¯(k)δ dtdx→ 0,∫
Ωt1,t2
(g − µ˜δf)u¯(k)δ dtdx =
∫
Ωt1,t2
{u¯ ∂tµ˜δ + (A∇xu¯+ au¯− bu¯+ f ) •∇xµ˜δ} u¯(k)δ dtdx→ 0
as δ → 0; this yields the following key equality:
1
2
∫
Ω
(
u¯(k)(t, x)
)2
dx
∣∣∣∣t=t2
t=t1
+
∫
Ωt1,t2
{
(A∇xu¯+ au¯+ f ) •∇xu¯(k)
+ (b •∇xu¯+ au¯+ f) u¯(k)
}
dtdx
+
∫
Γ′t1,t2
(σu¯+ ψ + γΓ′f •n) γΓ′u¯
(k)dtS(dx) = 0 (A.6)
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for every 0 ≤ t1 ≤ t2 ≤ T. Let
D := 2
{
4
ν
|a|2 + 4
ν
|f |2 + 2
ν
|b|2 + 2|a|+ |f |
}
,
E := 2 {2|σ|+ |ψ|+ |γΓ′f |} .
Then we have(
1
2
∧ ν
2
)
‖u¯(k)‖V 0,1(Ωt1 ) ≤ ‖D‖q,r;Ωt1(k)‖(u¯− k)2 + k2‖q′,r′;Ωt1(k)
+ ‖E‖q˜,r˜;Γ′t1(k)‖(u¯− k)
2 + k2‖q˜′,r˜′;Γ′t1(k) ,
where
q′ :=
q
q − 1 , r
′ :=
r
r − 1 , q˜
′ :=
q˜
q˜ − 1 , r˜
′ :=
r˜
r˜ − 1 ,
Ωt1(k) := {(t, x) ∈ Ωt1 : u¯(t, x) > k},
Γ′t1(k) := {(t, x) ∈ Γ′t1 : u¯(t, x) > k} (= Γt1(k) := {(t, x) ∈ Γt1 : u¯(t, x) > k}).
Now letting qˆ := 2(1+ϑ)q′ and rˆ := 2(1+ϑ)r′ with ϑ :=
κ
2n
, we find that the pair (qˆ, rˆ)
fulfills the conditions on a pair (q, r) in Lemma A.1. Similarly, letting qˇ := 2(1 + ϑ˜)q˜′
and rˇ := 2(1 + ϑ˜)r˜′ with ϑ˜ :=
κ˜
n
, we also find that the pair (qˇ, rˇ) fulfills the conditions
on a pair (q˜, r˜) in Lemma A.2. Therefore, in the same way as in [22], we see the
following: taking t1 > 0 so small that
β2‖D‖q,r;Ωt1 t
2ϑ/rˆ
1 mes
2ϑ/qˆ(Ω) + β˜2‖E‖q˜,r˜;Γ′t1 t
2ϑ˜/rˇ
1 m˜es
2ϑ˜/qˇ(Γ′) ≤ 1
2
(
1
2
∧ ν
2
)
,
we have
‖u¯(k)‖2V 0,1(Ωt1 ) ≤ ̺k
{
µ
(1+ϑ)/rˆ
t1 (k) + µ˜
(1+ϑ˜)/rˇ
t1 (k)
}
for k ≥ kˆ := kˇ ∨ 1
with
̺ :=
(
1
4
∧ ν
4
)−1/2 {(
‖D‖q,r;Ωt1
)1/2
+
(
‖E‖q˜,r˜;Γ′t1
)1/2}
.
This shows that Theorem A.2 holds for u¯ by replacing T with t1, and hence
ess sup(t,x)∈Ωt1 u¯(t, x) ≤ 2mt1 kˆ,
where mt1 indicates the constant defined in (A.2) by replacing T with t1. In the case
t1 < T, we divide the interval (0, T ) into a finite number of intervals with length less
than t1, say L the number of the intervals, and then, noting mt1 ≤ mT , we conclude
that
ess sup(t,x)∈ΩT u¯(t, x) ≤ (2mT )Lkˆ.
Consequently the theorem is proved. 
27
A.2. Regularity of weak solutions
As described in the outline of the proof of Theorem A.1, the extension u¯Dδ := u
D
δ of
uDδ for u = u
D becomes a weak solution to the terminal-boundary value problem (A.4)
on the cylindrical domain ΩT . Moreover, since u¯
DA∇xµ˜δ = u¯Dδ/2A∇xµ˜δ ∈ V 0,1(ΩT )n
under Assumption 3.1 (iii) and since its boundary value u¯DA∇xµ˜δ
∣∣
ΓT
= 0, u¯Dδ is a
weak solution to the following terminal-boundary value problem on ΩT :
Pu(t, x) = g¯(t, x) if (t, x) ∈ ΩT
Bu(t, x) = −ψ(t, x) if (t, x) ∈ Γ′T
u(t, x) = 0 if (t, x) ∈ Γ′′T
u(T, x) = h˜(x) if x ∈ Ω
with g¯(t, x) := ∇x • (u¯DA∇xµ˜δ)(t, x) + g(t, x), because we suppose f = 0. Therefore,
noting Assumption 3.1 and then using Theorem 3.3 in [17], we see that u¯Dδ ∈ H1,1(ΩT )
and further, from the results on boundary regularity of weak solutions in Theorem
3.4 of [17] and the results on interior regularity of weak solutions, it follows that
u¯Dε,δ ∈ H1,2(ΩT ). Thus the regularity (3.5) for uDε,δ is verified.
A.3. Proof of Ps,x(σs(Π) =∞) = 1 ((s, x) ∈ D)
More generally, we show the following.
Proposition A.1 Suppose that Ξ is a closed set in [0,∞) × Γ and that S(Ξ(t)) = 0
for almost every t ≥ 0. Then Ps,x(σs(Ξ) =∞) = 1 for (s, x) ∈
(
[0,∞)× Ω) \ Ξ.
We begin with noting the precise form of the density of the joint distribution of the
entrance time and the entrance place of the process {X(t)} on the boundary Γ. Let
σs(Γ) = inf{t ≥ s : X(t) ∈ Γ} and denote by p0(s, x; t, y) the fundamental solution of
the equation P0u = 0 on Ω with the homogeneous Dirichlet boundary condition (see
[15] for the fundamental solution). Then Ps,x(σs(Γ) < ∞) = 1 for s ≥ 0 and x ∈ Ω
(see Corollary 3.3 and its consequence in [20]) and
Ps,x(X(t) ∈ dy; σs(Γ) > t) = p0(s, x; t, y)dy (0 ≤ s < t, x ∈ Ω, dy ⊂ Ω).
Now we denote the formal adjoint operator of L0 by L∗0. For the operators, we specify
the time variable s or t of those coefficients and the space variable x or y acting on a
test function ϕ(s, x; t, y) under the operations such as L0 = L0;x(s) and L∗0 = L∗0;y(t).
Then we know the following.
Lemma A.3 For every (s, x) ∈ [0,∞)× Ω, it holds
Ps,x((σs(Γ), X(σs(Γ))) ∈ (dt, dy)) = ∂
∂N ∗y (t)
p0(s, x; t, y)dtS(dy),
where ∂/∂N ∗y (t) denotes the conormal derivative associated with L∗0;y(t).
Proof of Proposition A.1 .
We first note that for s ≥ 0 and x ∈ Γ it holds
Ps,x(X(t) ∈ Ω for some t ∈ (a, a+ h) with any a ≥ s and h > 0) = 1, (A.7)
because the sample paths X(·) are continuous, Ω is an open set and Ps,x(X(t) ∈ Γ) = 0
for every t > s. To verify the proposition, we divide the case x ∈ Ω \ Ξ(s) into two
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cases: the case of x ∈ Ω and the case of x ∈ Γ \Ξ(s). We only treat the first case, since
the second case can be treated in the same way. Take a sequence {εm}∞m=1 with εm ↓ 0
(m→∞), and set
Ωm := Ω
−εm = {y ∈ Ω : d(y,Γ) ≥ εm}.
Without generality, we may suppose that x ∈ Ω1(⊂ Ωm). For s ≥ 0 and m = 1, 2, . . . ,
define the hitting times σ(k)(m) and τ (k)(m) (k = 0, 1, 2, . . .) as follows:
σ(0)(m) := σs(Γ), τ
(0)(m) := s;
τ (k+1)(m) := σσ(k)(m)(Ωm), σ
(k)(m) := στ (k)(m)(Γ).
By using (A.7), we see that
Ps,x(σs(Ξ) <∞) ≤
∞∑
m=1
∞∑
k=0
Ps,x(σs(Ξ) = σ
(k)(m) <∞).
Since Ξ is closed, using the strong Markov property,
Ps,x(σs(Ξ) = σ
(k)(m) <∞)
≤ Ps,x((σ(k)(m), X(σ(k)(m)) ∈ Ξ)
= Es,x
[
Pt,y ((σt(Γ), X(σt(Γ)) ∈ Ξ)|t=τ (k)(m),y=X(τ (k)(m)) ; τ (k)(m) <∞
]
.
If τ (k)(m) <∞, then y = X(τ (k)(m)) ∈ Ω. Hence from the assumption that S(Ξ(r)) = 0
for almost every 0 ≤ r <∞ and Lemma A.3, it follows that
Ps,x((σ
(k)(m), X(σ(k)(m)) ∈ Ξ) = 0.
Consequently, we have Ps,x(σs(Ξ) < ∞) = 0, that is, Ps,x(σs(Ξ) = ∞) = 1; hence the
proposition is proved. 
A.4. The continuity of σ0(Σ(∞))
Since Σ(∞) = Σ1(∞) ∪Σ2(∞), we have σ0(Σ(∞)) = σ0(Σ1(∞))∧ σ0(Σ2(∞)). Therefore it is
enough to examine the continuity of σ0(Σ1(∞)) and σ0(Σ2(∞)).
(1) The continuity of σ0(Σ1(∞))
For a given s ≥ 0 and ω ∈ U , suppose that L(r,ω) = 0 (0 ≤ r ≤ s), and let
τs(t) ≡ τs(t,ω) := inf{u > s : L(u,ω) > t} for t ≥ 0. Then we have
(1–1) τs(t,ω) = τ0(t,ω).
(1–2) τs(0,ω) = s iff L(u,ω) > s for every u > s
iff L(u,ω) > s for some u ∈ (s, s+ h] with every h > 0.
(1–3) If L(u,ω) =
∫ u
s
1Γ(X(r,ω))L(dr,ω) for every u ≥ s, then the equality τs(0,ω) =
s implies that X(u,ω) ∈ Γ for some u ∈ (s, s+ h] with every h > 0.
For each s ≥ 0 let
M(t) ≡Ms(t) := X(t)−X(s)−
∫ t
s
c(r,X(r))dr−
∫ t
s
β(r,X(r))L(dr).
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Then {M(t); t ≥ s} is an n–dimensional square integrable continuous martingale on
the filtered probability space (U ,U , Ps,x;Ust ) (x ∈ Ω) with the quadratic variational
processes 〈Mi,Mj〉 (i, j = 1, 2, . . . , n) :
〈Mi,Mj〉(t) =
∫ t
s
2aij(r,X(r))dr,
whereMi(t) is the i th component ofM(t) and aij(r, z) is the (i, j) entry of the diffusion
matrix A(r, z). Moreover let
Xˆ(t) ≡ Xˆs(t) := X(t)−
∫ t
s
β(r,X(r))L(dr).
Approximating the integral
∫ t
s
β(r,X(r,ω))L(dr,ω) by a Riemann sum, we get the
continuity of the map
U ∋ ω 7→
∫ ·
s
β(r,X(r,ω))L(dr,ω) ∈ C([s,∞)→ Rn),
where we suppose that C([s,∞) → Rn) is equipped with the locally uniform con-
vergence topology. Therefore the map U ∋ ω 7→ Xˆ(·,ω) ∈ C([s,∞) → Rn) is also
continuous, and we see the following:
(1–4) For s ≥ 0, let σs+(Ω c; Xˆ) := inf{t > s : Xˆ(t) ∈ Ω c}. Then, for x ∈ Γ,
Ps,x(σs+(Ω
c
; Xˆ) = s) = 1.
Indeed, letting n = n(x) the outward unit normal vector to the boundary Γ = ∂Ω at
x, we see that {m(t) :=M(t) •n; t ≥ s} is a square integrable continuous martingale
with the quadratic variational process
〈m〉(t) =
∫ t
s
2A(r,X(r))n •n dr.
By the uniform ellipticity of the diffusion matrix A, we have 〈m〉(t) ≈ t− s.
Therefore {B(t) := m(〈m〉−1(t)); t ≥ 0} is a one–dimensional Brownian motion on
(U ,U , Ps,x;Us〈m〉−1(t)). Hence the law of the iterated logarithm for the Brownian motion
{B(t)} yields the law for {m(t)}. Since
Xˆ(t) •n = X(s) •n+
∫ t
s
c(r,X(r)) •n dr +m(t),
the behavior of {Xˆ(t) •n} at time near the starting time s is governed by that of
{m(t)}; hence {Xˆ(t) •n} hits Ω and Ω c instantaneously. Since Γ is of class C2,α, if
necessary, via a local flattening of the boundary, we therefore see that the process
{Xˆ(t)} has also the same property as {Xˆ(t) •n} and (1–4) is verified.
By (1–2), if τs(0,ω) > s, then there exists an h = h(ω) > 0 such that L(t,ω) = 0
for every t ∈ [s, s+ h]. Therefore, if Ps,x(τs(0) > s) > 0, then it holds
Ps,x(X(t) = Xˆ(t) for every t ∈ (s, s+ h] with some h > 0) > 0.
This contradicts the fact (1–4) and hence we get the following:
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(1–5) For s ≥ 0, x ∈ Γ, we have Ps,x(τs(0) = s) = 1.
This implies the following fact:
(1–6) For (s, x) ∈ Σ◦1(∞), Ps,x(σs+(Σ◦1(∞)) = s) = 1.
Indeed, since (s, x) ∈ Σ◦1(∞) ⊂ [0,∞)× Γ, using the fact (1–5), we have
Ps,x(X(t) ∈ Γ with some t ∈ (s, s+ h] for every h > 0) = 1.
On the other hand, Ps,x((s,X(s)) = (s, x) ∈ Σ◦1(∞)) = 1 and the set Σ◦1(∞) is open
in ∂LD(∞) and open in [0,∞) × Γ. Therefore, when t is sufficiently close to s and
X(t,ω) ∈ Γ, it holds that (t, X(t,ω)) ∈ Σ◦1(∞). This means s ≤ σs+(Σ◦1(∞))(ω) ≤ t;
that is, the fact (1–6) is verified.
Since Ps,x
(
σs(Σ1(∞)) = σs(Σ
◦
1(∞))
)
= 1, the strong Markov property yields
(1–7) For s ≥ 0, x ∈ D(s) ∪ Γ′,
Ps,x(τσs(Σ1(∞))(0) = σs(Σ1(∞)); σs(Σ1(∞)) <∞) = Ps,x(σs(Σ1(∞)) <∞).
Thus we state the continuity property of σ0(Σ1(∞)) in the following.
Lemma A.4 Let
U˜1 :=
{
ω ∈ U : τσ0(Σ1(∞))(ω)(0,ω) = σ0(Σ1(∞))(ω), σ0(δΣ1(∞))(ω) =∞,
L(t,ω) =
∫ t
0
1Γ(X(r,ω))L(dr,ω) for t ≥ 0
}
,
provided τ∞(0) =∞. Then, for s ≥ 0 and x ∈ D(s)∪Γ′, Ps,x
(
U˜1
)
= 1 and σ0(Σ1(∞))
∣∣
U˜1
is continuous.
Proof. The fact Ps,x
(
U˜1
)
= 1 is derived from the facts (3.32), (1–1), (1–7) and
Ps,x
(
σs(Σ1(∞)) = σ0(Σ1(∞)), σs(δΣ1(∞)) = σ0(δΣ1(∞)),
L(t) =
∫ t
0
1Γ(X(r))L(dr) for t ≥ 0
)
= 1.
Take ω0 ∈ U˜1 with σ0(Σ1(∞))(ω0) =∞. For R > 0, letting
G[0,R](ω0) := {(t, X(t,ω0)) : 0 ≤ t ≤ R},
we have d(G[0,R](ω0), Σ1(∞)) > 0 for every R > 0. Therefore, when ω → ω0 in U , we
get σ0(Σ1(∞))(ω)→∞; that is,
lim
ω→ω0
σ0(Σ1(∞))(ω) =∞ = σ0(Σ1(∞))(ω0).
In the sequel, for an arbitrarily given ω0 ∈ U˜1 with σ0(Σ1(∞))(ω0) <∞, we examine
the continuity property of σ0(Σ1(∞)) at ω0. In the case where
σ := lim infω→ω0 σ0(Σ1(∞))(ω) < ∞, we take a sequence {ωm}∞m=1 ⊂ U such that
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ωm → ω0 and σ0(Σ1(∞))(ωm)→ σ as m→∞. Then there exists a decreasing sequence
{εm}∞m=1 of positive numbers such that εm ↓ 0 and(
σ0(Σ1(∞))(ωm) + εm, X(σ0(Σ1(∞))(ωm) + εm,ωm)
)
(∈ Σ1(∞))
−→ (σ,X(σ,ω0))(∈ Σ1(∞)) as m→∞.
Hence
σ = lim inf
ω→ω0
σ0(Σ1(∞))(ω) ≥ σ0(Σ1(∞))(ω0). (A.8)
The inequality (A.8) is also holds whenever σ =∞. This shows
U˜1 ⊂ {ω ∈ U : σ0(Σ1(∞)) is lower semicontinuous at ω}.
Next let
(σ0, x0) := (σ0(Σ1(∞))(ω0), X(σ0(Σ1(∞))(ω0),ω0)).
Then
(σ0, x0) = (σ0(Σ
◦
1(∞))(ω0), X(σ0(Σ
◦
1(∞))(ω0),ω0)) ∈ Σ◦1(∞).
Therefore, noting that Σ◦1(∞) is open in [0,∞)×Γ, we can provide an interval [a, b) and
an open ball Bδ(x0) in R
n such that a ≤ σ0 < b and
([a, b)× Bδ(x0)) ∩ ([0,∞)× Γ) ⊂ Σ◦1(∞);
and for given δ there exists an h0 > 0 with σ0 + h0 ≤ b and
X(t,ω0) ∈ Bδ/2(x0) for every t ∈ [σ0, σ0 + h0).
Since L(σ0,ω0) < L(σ0 + h,ω0) for every h > 0 and since L(σ0,ω) and L(σ0 + h,ω)
are continuous in ω ∈ U , it holds for an arbitrarily fixed h ∈ (0, h0]
L(σ0,ω) < L(σ0 + h,ω),
provided ω ∈ U˜1 is sufficiently close to ω0 in U . In particular, for any R > 0, we
can take δ′ ∈ (0, δ/2) such that for every ω ∈ U˜1 with ‖ω − ω0‖[0,R] < δ′ it holds
L(σ0,ω) < L(σ0 + h,ω). For such an ω, noting
L(σ0 + h,ω)− L(σ0,ω) =
∫ σ0+h
σ0
1Γ(X(r,ω))L(dr) > 0,
we can choose t′ ∈ [σ0, σ0 + h] with X(t′,ω) ∈ Γ. This implies
(t′, X(t′,ω)) ∈ ([a, b)× Bδ(x0)) ∩ ([0,∞)× Γ) ⊂ Σ◦1(∞) ⊂ Σ1(∞);
hence σ0(Σ1(∞))(ω) ≤ t′ ≤ σ0 + h. Therefore
lim sup
ω→ω0,ω∈U˜1
σ0(Σ1(∞))(ω) ≤ σ0 = σ0(Σ1(∞))(ω0).
Thus we conclude that σ0(Σ1(∞))
∣∣
U˜1
is continuous. 
(2) The continuity of σ0(Σ2(∞))
In the sequel, we assume that the coefficients A and c of L0 are extended boundedly
onto [0,∞) × Rn with the uniform ellipticity as in Assumption 2.1(i) and with the
same regularity as in Assumption 3.1(iii). We begin with preparing necessary facts.
32
(2–1) For (s, x) ∈ Σ2(∞), Ps,x
(
σs+(((0,∞)× Ω) \D(∞)) = s
)
= 1.
Indeed, for x ∈ Σ2(∞)(s) ⊂ Ω, there exists a neighborhood G of x with G ⊂ Ω. Because
of the uniqueness of solutions to the P0–martingale problem on Rn, we get
Ps,x|Us
σs(∂G)
= P¯s,x
∣∣
Us
σs(∂G)
,
where P¯s,x denotes the solution to the P0–martingale problem on Rn starting at (s, x).
In particular,
Ps,x (X(t) ∈ dy; σs(∂G) > t) = P¯s,x (X(t) ∈ dy; σs(∂G) > t) =: pG(s, x; t, y)dy
and hence
p(s, x; t, y) ≥ pG(s, x; t, y) for 0 ≤ s < t and x, y ∈ G.
Using the upper and lower Gaussian bounds for the density p¯(s, x; t, y) of the transition
probability P¯s,x (X(t) ∈ dy) in [1] (see also [2]) and the localization argument in [26]
(see Lemma 5.2.10 or Theorem 5.2.11), we can obtain a lower Gaussian bound for
pG(s, x; t, y) in a sufficiently small neighborhood G′ of x with G′ ⋐ G. Then we use the
argument in the proof of Lemma 2.3 in [7]. For R > 0, δ > 0 and x¯ ∈ Rn, set
T R,δ,x¯(s,x) :=
{
(t, y) : s < t < s + δ,
∣∣y − x− x¯√t− s∣∣2 < R2(t− s)} .
It follows from Condition 2.1 for D that D satisfies the following tusk condition: for
some R > 0, δ > 0 and x¯ ∈ Rn there exists a T R,δ,x¯(s,x) with T R,δ,x¯(s,x) ∩ D = {(s, x)}. We
take R, δ so small that ∪0<h<δ T R,δ,x¯(s,x) (s+ h) ⊂ G′. Then
ps,x;h := Ps,x
(
(t, X(t)) /∈ D for some t ∈ (s, s+ h])
≥ Ps,x
(
(s,X(s+ h)) ∈ T R,δ,x¯(s,x)
)
≥
∫
T R,δ,x¯
(s,x)
(s+h)
pG(s, x; s+ h, y)dy
≥
∫
|z−x¯|2<R
1
K
e−K|z|
2
dz
for some constant K > 0 independent of h > 0. This implies that inf
0<h<δ
ps,x;h > 0 and
hence, by Blumenthal’s 0–1 law, we obtain the result (2–1).
(2–2) For s ≥ 0 and x ∈ D(s) ∪ Γ′,
Ps,x
(
σs(Σ2(∞)) = σs+(((0,∞)× Ω) \D(∞)
)
= 1.
Indeed, since σs(Σ2(∞)) ≤ σs+(((0,∞) × Ω) \ D(∞)) on {X(s) = x}, σs(Σ2(∞)) =
σs(Σ2(∞)) on {σs(δΣ2(∞)) =∞} and Ps,x
(
σs(δΣ2(∞)) =∞
)
= 1, we have
Ps,x
(
σs(Σ2(∞)) = σs+(((0,∞)× Ω) \D(∞)); σs(Σ2(∞)) =∞
)
= Ps,x
(
σs(Σ2(∞)) =∞
)
.
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Moreover, it holds
Ps,x
(
(σs(Σ2(∞)), X(σs(Σ2(∞))) ∈ Σ2(∞); σs(Σ2(∞)) <∞
)
= Ps,x
(
σs(Σ2(∞)) <∞
)
,
Ps,x
(
σs+(((0,∞)× Ω) \D(∞)) = σσs(Σ2(∞))+(((0,∞)× Ω) \D(∞)); σs(Σ2(∞)) <∞
)
= Ps,x
(
σs(Σ2(∞)) <∞
)
.
Hence, by (2–1) and the strong Markov property, we have (2–2).
Therefore the continuity property of σ0(Σ2(∞)) is stated as follows:
Lemma A.5 Let
U˜2 :=
{
ω ∈ U : σ0(Σ2(∞))(ω) = σ0+(((0,∞)× Ω) \D(∞))(ω),
σ0(δΣ2(∞))(ω) =∞
}
.
Then, for s ≥ 0 and x ∈ D(s) ∪ Γ′, Ps,x(U˜2) = 1 and
U˜2 ⊂ {ω ∈ U : σ0(Σ2(∞)) is continuous at ω}.
Proof. From the previous argument, we have Ps,x(U˜2) = 1, and by the same argument
as in the proof of Lemma A.4, we see that
U˜2 ⊂ {ω ∈ U : σ0(Σ2(∞)) is lower semicontinuous at ω}.
On the other hand, since ((0,∞)× Ω) \D(∞) is open, it is easy to see that
U˜2 ⊂ {ω ∈ U : σ0+(((0,∞)× Ω) \D(∞)) is upper semicontinuous at ω};
hence the lemma is proved. 
Consequently, we obtain the continuity property for σ0(Σ(∞)) :
Theorem A.3 Let U˜ := U˜1 ∩ U˜2. Then, for s ≥ 0 and x ∈ D(s) ∪ Γ′, Ps,x(U˜) = 1
and σ0(Σ(∞))
∣∣
U˜
is continuous.
A.5. Proof of (3.36)
We first show the following.
(3–1) For arbitrarily given ǫ > 0, there exists δ1 > 0 such that
Ps,x(σs(Γ) < s+ 2η) > 1− ǫ
for every (s, x) ∈ [0,∞)× Ω with d((s, x), (s0, x0)) < δ1.
Indeed, It follows from the argument in the proof of the continuity of σ0(Σ1(∞)) (see
(1–5) and (1–7) in particular) that
Ps,x
(
τs(0) = τσs(Γ)(0) = σs(Γ)
)
= 1
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for (s, x) ∈ [0,∞) × Ω. Noting (1–2) in the proof of the continuity of σ0(Σ1(∞)), we
have
1 = Ps0,x0(τs0(0) = s0)
= Ps0,x0(L(r) > 0 for some r ∈ (s0/2, s0 + η] ∩Q)
for any η > 0. Then we use the same argument as in the proof of Theorem 13.1 of [30]
in the following. Let (s0/2, s0+ η]∩Q = {r1, r2, . . . }. For sufficiently large m, it holds
that
Ps0,x0({L(r1) > 0} ∪ {L(r2) > 0} ∪ · · · ∪ {L(rm) > 0}) ≥ 1−
ǫ
3
,
that is,
Ps0,x0(L(r1) = 0, L(r2) = 0, . . . , L(rm) = 0) <
ǫ
3
.
Since Ps,x −→ Ps0,x0 weakly as (s, x)→ (s0, x0) and {L(r1) = 0, L(r2) = 0, . . . , L(rm) =
0} is closed in U , we have
lim sup
(s,x)→(s0,x0)
Ps,x(L(r1) = 0, L(r2) = 0, . . . , L(rm) = 0)
≤ Ps0,x0(L(r1) = 0, L(r2) = 0, . . . , L(rm) = 0).
Therefore we find a δ1 ∈ (0, η) for which
Ps,x(L(r1) = 0, . . . , L(rm) = 0) < ǫ
for every (s, x) ∈ [0,∞) × Ω with d((s, x), (s0, x0)) < δ1, here we take δ1 satisfying
0 < δ1 < s0/2 in the case s0 > 0. Then for such an (s, x),
Ps,x(τs(0) ≥ s+ 2η) < ǫ.
Noting Ps,x (τs(0) = σs(Γ)) = 1, we see that
Ps,x (σs(Γ) < s+ 2η) > 1− ǫ
for every (s, x) ∈ [0,∞)× Ω with d((s, x), (s0, x0)) < δ1. This proves (3–1).
Next we show the following.
(3–2) For arbitrarily given ǫ > 0, there exists δ2 ∈ (0, η) such that
Ps,x(σs(Γ′) < s+ 2η) ≤ Ps0,x0(σs0(Γ′) < s0 + 4η) + ǫ
for every (s, x) ∈ [0,∞)× (Ω ∪ Γ′′) with d((s, x), (s0, x0)) < δ2.
For given η, take a piecewise linear function λη(s) satisfying
λη(s) = 0 for 0 ≤ s ≤ s0 + 3η, λη(s) = 1 for s ≥ s0 + 4η.
Then
1[s0+3η,∞) ≥ λη(s) ≥ 1[s0+4η,∞).
In the same way as in the proof of the continuity of σ0(Σ1(∞)), we see that σ0(Γ′) has
an analogous continuity property like as Lemma A.4 with respect to the probability
measures Ps,x for (s, x) ∈ [0,∞)× (Ω ∪ Γ′′). Therefore, using Theorem A.4 below, we
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ensure that Es,x[λη(σs(Γ′))] = Es,x[λη(σ0(Γ′))] is continuous in (s, x) ∈ [0,∞)×(Ω∪Γ′′).
Hence for given ǫ > 0 there exists δ2 ∈ (0, η) such that
Es,x[λη(σs(Γ′))] > Es0,x0[λη(σs0(Γ
′))]− ǫ
for every (s, x) ∈ [0,∞)× (Ω ∪ Γ′′) with d((s, x), (s0, x0)) < δ2. Accordingly, for such
an (s, x),
Ps,x(σs(Γ′) ≥ s0 + 3η) ≥ Ps0,x0(σs0(Γ′) ≥ s0 + 4η)− ǫ.
Consequently,
Ps,x(σs(Γ′) < s + 2η) ≤ Ps0,x0(σs0(Γ′) < s0 + 4η) + ǫ,
since s+ η < s0 + 2η for such an (s, x). That is (3–2) is verified.
(3–3) For given ǫ > 0, put δ := δ1 ∧ δ2. Then
Ps,x(σs(Σ(∞)) ≥ s+ 2η) < Ps0,x0(σs0(Γ′) < s0 + 4η) + 2ǫ
for (s, x) ∈ D with d((s, x), (s0, x0)) < δ.
Indeed, let
Θ := ([0,∞)× Γ) \ {Σ1(∞) ∪ ([0,∞)× Γ′)}.
By (3–1), we see that for (s, x) ∈ D with d((s, x), (s0, x0)) < δ
1− ǫ < Ps,x(σs(Γ) < s+ 2η)
= Ps,x(σs(Γ) < s+ 2η; σs(Γ) = σs(Θ))
+ Ps,x(σs(Γ) < s+ 2η; σs(Γ) = σs(Σ1(∞)))
+ Ps,x(σs(Γ) < s+ 2η; σs(Γ) = σs(Γ′)). (A.9)
Noting the relationships:
Ps,x(σs(Θ) ≥ σs(Σ(∞))) = 1,
σs(Σ
◦
1(∞)) ≥ σs(Σ1(∞)) ≥ σs(Σ(∞)), Ps,x(σs(Σ◦1(∞)) = σs(Σ1(∞))) = 1,
Ps,x(σs(Γ) < s+ 2η; σs(Γ) = σs(Γ′)) ≤ Ps0,x0(σs0(Γ′) < s0 + 4η) + ǫ
for (s, x) ∈ D with d((s, x), (s0, x0)) < δ, we ensure that the right hand side of (A.9) is
dominated by
Ps,x(σs(Σ(∞)) < s+ 2η) + Ps0,x0(σs0(Γ
′) < s0 + 4η) + ǫ.
Hence
Ps,x(σs(Σ(∞)) ≥ s+ 2η) < Ps0,x0(σs0(Γ′) < s0 + 4η) + 2ǫ;
that is, (3–3) is verified and the proof of (3.36) is complete. 
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A.6. Mapping theorem
We need the following variation of the usual mapping theorem with respect to weak
convergence of probability measures (see [28] and also [4], [5] for the usual one). Using
Skorohod’s theorem (cf. Theorem 6.7 in [4]) as in the proof of Theorem 25.7 in [5], we
have
Theorem A.4 Let S be a polish space with Borel field S ≡ B(S) and S ′ a separable
metric space with Borel field S ′ ≡ B(S ′). Consider a family of probability measures
{µn;n = 0, 1, . . .} on (S,S) with µn → µ0 weakly as n →∞. Suppose that h : S → S ′
is a measurable map such that there exists a set S˜ ∈ S with the properties: µn(S˜) = 1
for n = 0, 1, . . . and the restriction h|S˜ is continuous. Then µnh−1 → µ0h−1 weakly as
n→∞. Here µnh−1(dy) := µn(h−1(dy)).
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B. Appendix
(by Hajime Kawakami)
B.1. Shape identification inverse problem in the Bayesian framework
We consider the shape identification inverse problem stated in §4 in the Bayesian
framework based on [B2] and [B4]. In the following, Theorem 4.1 plays an essentially
important role. Our inverse problem is an identification problem of the unknown shape
of the Dirichlet boundary Σ from the thermal data uD(t, x) on Γω, where Ω is fixed
and uD is the solution to the parabolic problem (2.2) with f = 0, f = 0, and h = 0.
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The authors proved the uniqueness of this inverse problem in [19].
In the Bayesian framework, it is often assumed that the observational data is a
set of finite dimensional vectors, and the posterior distribution of unknown shapes is
considered under the observational data. Although this setting is underdetermined as
an inverse problem, we can obtain a stability result of the posterior distribution as
described below. Let D be the set of all possible domains of our inverse problem. Let
G1 be a map defined by
G1 : D −→ L2([0, T ]× Γω), D 7−→ γΓωuD,
where γΓω is the trace operator. Let m be a positive integer and G2 be a suitable
discretization map
G2 : L
2([0, T ]× Γω) −→ Rm,
where G2 is linear and continuous. Then, we define a map F by F := G2 ◦G1 and call
it a forward operator. We consider that D is a metric space equipped with Hausdorff
metric. Then, Theorem 4.1 ensures that F is continuous. We assume that, for given
domain D ∈ D, we can observe data y ∈ Rm with noise η ∈ Rm,
y = F (D) + η,
where η is an m–dimensional Gaussian random variable. Many researches consider the
case that the distribution of η is an m–dimensional Gaussian distribution with some
covariance matrix or consider more general situations (e.g. [B2]). For simplicity, we
assume that the elements {ηi : i = 1, 2, . . . , m} of η = (ηi) are mutually independent
and ηi ∼ N (0, σ2), that is, each ηi follows the normal distribution with mean 0 and
variance σ2.
Let B be the topological σ-field on D. Then, F is a measurable map on (D,B). Let
µ0 be a probability measure on (D,B) and denote by ‖ · ‖ the standard Euclidean
norm. Define
Ψ(D; y) :=
1
(2πσ2)m/2
exp
(
− 1
2σ2
‖y − F (D)‖2
)
(D ∈ D, y ∈ Rm)
and
ZΨ(y) :=
∫
D
Ψ(D; y)µ0(dD) (y ∈ Rm) .
Using Theorem 3.1, we can show that there exists CF > 0 such that ‖F (D)‖ < CF for
every D ∈ D, and ZΨ(y) > 0 for every y ∈ Rm. Denote by dy the Lebesgue measure
on Rm and define a measure Q0 on R
m by
Q0(dy) := ZΨ(y)dy.
Then, Q0 is a probability measure from Fubini’s theorem. Define a measure µ on
D ×Rm by
µ(dD, dy) :=
1
ZΨ(y)
Ψ(D; y)(µ0 ⊗Q0)(dD, dy) = Ψ(D; y)µ0(dD)⊗ dy,
where ⊗ means the product measure. Then, µ is a probability measure. For y ∈ Rm
define a measure µy on D by
µy(dD) :=
1
ZΨ(y)
Ψ(D; y)µ0(dD). (B.1)
Then, µy satisfies the following from Fubini’s theorem:
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• µy is a probability measure on D for each y ∈ Rm,
• for every nonnegative measurable function f on D ×Rm, the function
y 7−→
∫
D
f(D, y)µy(dD)
is measurable on Rm,
• for every nonnegative measurable function f on D ×Rm, the equation∫
D×Rm
f(D, y)µ(dD, dy) =
∫
Rm
{∫
D
f(D, y)µy(dD)
}
Q0(dy)
holds.
Therefore, µy is a disintegration of µ (see [B1] p.292 for the definition of disintegration)
and µy is a probability measure of the conditional random variable D|y from the view-
point of Kolmogorov approach to conditioning (see [B1] p.293). Then, we can consider
(B.1) is a Bayesian formula, where
• µ0 is the prior,
• Ψ(D; y) is the likelihood,
• µy is the posterior.
For given data y and y′ ∈ Rm, define
σ(y, y′) := sup {‖y − F (D)‖ ∨ ‖y′ − F (D)‖ : D ∈ D} .
Because that there exists CF > 0 such that ‖F (D)‖ < CF for every D ∈ D, we have
σ(y, y′) <∞. The Hellinger distance between µy and µy′ is defined by
dHell
(
µy, µy
′
)
:=
√√√√1
2
∫
D
{√
dµy
dµ0
(D)−
√
dµy′
dµ0
(D)
}2
µ0(dD)
=
√√√√1
2
∫
D
{
1√
ZΨ(y)
√
Ψ(D; y)− 1√
ZΨ(y′)
√
Ψ(D; y′)
}2
µ0(dD).
Note that D is not a complete metric space. To apply the results of [B2] and [B4] to
our problem directly, D must be complete. This completeness ensures that we can use
the theory of disintegration. However, in the same manner as [B2] and [B4] we can
obtain the following Lipschitz stability of posterior density:
dHell
(
µy, µy
′
)
≤ exp
(
3σ(y, y′)2
4σ2
)
σ(y, y′)
σ
‖y − y′‖
σ
(B.2)
for given data y and y′ ∈ Rm.We will discuss more details and other results in [B3]. As
can be easily seen, the above discussion can be generalized and applied to other inverse
problems. This fact will be also discussed in [B3]. The framework described in this
Appendix is based on the measurability of F. When we consider a shape identification
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inverse problem in the Bayesian framework, we need such a property of the forward
operator of that inverse problem. If we can know more properties about the forward
operator, we will be able to know more properties about the posterior density than
(B.2). In [B3], we will also discuss such properties mainly based on [7] and [22]. Then,
we replace the space of possible shapes with a small one as needed. Theorem 4.1 holds
for a sufficiently large class of domains. For further progress, it is desirable that we
obtain more properties for such a large class of domains.
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