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ABSTRACT 
Shock wave/boundary-layer interactions (SWBLIs) are complex flow phenomena that are important 
in the design and performance of internal supersonic and transonic flow fields such as engine inlets. This 
investigation was undertaken to study the effects of passive flow control devices on normal shock 
wave/boundary layer interactions in an effort to gain insight into the physics that govern these complex 
interactions. The work concentrates on analyzing the effects of vortex generators (VGs) as a flow control 
method by contributing a greater understanding of the flowfield generated by these devices and 
characterizing their effects on the SWBLI. The vortex generators are utilized with the goal of improving 
boundary layer health (i.e., reducing/increasing the boundary-layer incompressible shape factor/skin 
friction coefficient) through a SWBLI, increasing pressure recovery, and reducing flow distortion at the 
aerodynamic interface plane while adding minimal drag to the system. The investigation encompasses 
experiments in both small-scale and large-scale inlet testing, allowing multiple test beds for improving the 
characterization and understanding of vortex generators.  
Small-scale facility experiments implemented instantaneous schlieren photography, surface oil-flow 
visualization, pressure-sensitive paint, and particle image velocimetry to characterize the effects of an 
array of microramps on a normal shock wave/boundary-layer interaction. These diagnostics measured the 
time-averaged and instantaneous flow organization in the vicinity of the microramps and SWBLI. The 
results reveal that a microramp produces a complex vortex structure in its wake with two primary counter-
rotating vortices surrounded by a train of Kelvin- Helmholtz (K-H) vortices. A streamwise velocity deficit 
is observed in the region of the primary vortices in addition to an induced upwash/downwash which 
persists through the normal shock with reduced strength. The microramp flow control also increased the 
spanwise-averaged skin-friction coefficient and reduced the spanwise-averaged incompressible shape 
factor, thereby improving the health of the boundary layer. The velocity in the near-wall region appears to 
be the best indicator of microramp effectiveness at controlling SWBLIs. 
Continued analysis of additional micro-vortex generator designs in the small-scale facility revealed 
reduced separation within a subsonic diffuser downstream of the normal shock wave/boundary layer 
interaction. The resulting attached flow within the diffuser from the micro-vortex generator control 
devices reduces shock wave position and pressure RMS fluctuations within the diffuser along with 
increased pressure recovery through the shock and at the entrance of the diffuser. The largest effect was 
observed by the micro-vortex generators that produce the strongest streamwise vortices. High-speed 
pressure measurements also indicated that the vortex generators shift the energy of the pressure 
fluctuations to higher frequencies. 
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Implementation of micro-vortex generators into a large-scale, supersonic, axisymmetric, relaxed-
compression inlet have been investigated with the use of a unique and novel flow-visualization 
measurement system designed and successfully used for the analysis of both upstream micro-VGs 
(MVGs) and downstream VGs utilizing surface oil-flow visualization and pressure-sensitive paint 
measurements. The inlet centerbody and downstream diffuser vortex-generator regions were imaged 
during wind-tunnel testing internally through the inlet cowl with the diagnostic system attached to the 
cowl. Surface-flow visualization revealed separated regions along the inlet centerbody for large mass-
flow rates without vortex generators. Upstream vortex generators did reduce separation in the subsonic 
diffuser, and a unique perspective of the flowfield produced by the downstream vortex generators was 
obtained. In addition, pressure distributions on the inlet centerbody and vortex generators were measured 
with pressure-sensitive paint. 
At low mass-flow ratios the onset of buzz occurs in the large-scale low-boom inlet. Inlet buzz and 
how it is affected by vortex generators was characterized using shock tracking through high-speed 
schlieren imaging and pressure fluctuation measurements. The analysis revealed a dominant low 
frequency oscillation at 21.0 Hz for the single-stream inlet, corresponding with the duration of one buzz 
cycle. Pressure oscillations prior to the onset of buzz were not detected, leaving the location where the 
shock wave triggers large separation on the compression spike as the best indicator for the onset of buzz. 
The driving mechanism for a buzz cycle has been confirmed as the rate of depressurization and 
repressurization of the inlet as the buzz cycle fluctuates between an effectively unstarted (blocked) inlet 
and supercritical operation (choked flow), respectively. High-frequency shock position 
oscillations/pulsations (spike buzz) were also observed throughout portions of the inlet buzz cycle. The 
primary effect of the VGs was to trigger buzz at a higher mass-flow ratio. 
  
iv 
 
ACKNOWLEDGMENTS 
Most importantly this work is dedicated to my loving parents, Geno and Patty, and sister, Amy. You 
all have always been amazingly encouraging and unconditionally supportive in all of my endeavors. 
Thank you for inspiring me to work hard and fueling my passion for learning and wonderment. I have 
truly loved my time at the University of Illinois, forever having a place in my heart as I bleed Orange and 
Blue. I am thankful that you all have been able to share in my time and love of this place, allowing Amy 
and me to become close siblings.  
I would like to thank my doctoral research advisors, Professor Craig Dutton and Professor Greg 
Elliott for their support, encouragement, and insight through the learning process of being a researcher as 
we all work to discover and understand more. Thank you for the patience and guidance as I continue to 
learn; I know that my learning has not always stayed on the most direct path to completing this document. 
Thank you also to the remaining members of my dissertation committee, Professor Michael Bragg and 
Professor Kenneth Christensen for their expertise and assistance in reviewing and helping to improve this 
work.  
Thank you to my friends and colleagues, Todd Reedy, Bill Flaherty, Ryan Fontaine, Albert Lee, Chris 
Cirone, Andrew Knisely, Brad DeBlauw, Andy Swantek, Wilbur Chang, Nachiket Kale, Brad Sanders, 
Becca Ostman, Ruben Hortensius, Erik Kroeker, Eli Lazar, Jason Hale, and Michael Rybalko (and to 
many other personal friends that I haven’t named). I have enjoyed this journey with you and I am better 
for having known you. Additional acknowledgements are extended to the undergraduate research 
assistants, Piotr Szponder and Robyn McDonald, for their time and efforts.  
Thank you to Greg Milner, Yeol Lee, Jim Crafton, Stefanie Hirt, Professor Eric Loth, Tim Conners, 
Tom Wayman and Rod Chima for their technical assistance on this wonderful project that I am happy to 
have been a part of. Thank you to the 8’x6’ supersonic wind tunnel team at NASA Glenn Research Center 
for their work on tunnel program management, tunnel integration, and test execution in addition to Tri 
Models Inc. for completing the final mechanical design, construction, and instrumentation of the LSLB 
inlet model. Finally, thank you to Gulfstream, Rolls Royce, and the NASA Fundamental Aeronautics 
Program, Supersonics Project for the funding for this work. 
  
v 
 
TABLE OF CONTENTS 
LIST OF ABBREVIATIONS ............................................................................................................................. vii 
LIST OF SYMBOLS .......................................................................................................................................... viii 
CHAPTER 1 : INTRODUCTION .......................................................................................................................... 1 
1.1 Supersonic Inlet Shock Wave/Boundary Layer Interaction ................................................................... 2 
1.2 Flow Control Methods ........................................................................................................................... 4 
1.3 Motivation and Objectives ..................................................................................................................... 5 
CHAPTER 2 : MICRORAMP BOUNDARY LAYER CHARACTERIZATION ................................................. 7 
2.1 Introduction and Background ................................................................................................................ 7 
2.2 Experimental Arrangement .................................................................................................................. 11 
2.3 Schlieren Measurements ...................................................................................................................... 32 
2.4 Surface Oil Flow Results ..................................................................................................................... 35 
2.5 Pressure-Sensitive Paint Measurements ............................................................................................... 38 
2.6 Particle Image Velocimetry ................................................................................................................. 41 
2.7 Summary and Conclusions .................................................................................................................. 61 
CHAPTER 3 : FLOW CONTROL SHOCK STABILITY ................................................................................... 63 
3.1 Introduction and Background .............................................................................................................. 63 
3.2 Experimental Arrangement .................................................................................................................. 66 
3.3 Schlieren Imaging ................................................................................................................................ 72 
3.4 Surface Oil-Flow Visualization Results ............................................................................................... 78 
3.5 Pressure Fluctuation Measurements .................................................................................................... 81 
3.6 Summary and Conclusions .................................................................................................................. 90 
CHAPTER 4 : LARGE-SCALE LOW-BOOM INLET TEST ............................................................................ 91 
4.1 Introduction and Background .............................................................................................................. 91 
4.2 Experimental Arrangement .................................................................................................................. 93 
4.3 Surface Flow Results ......................................................................................................................... 100 
4.4 Pressure-Sensitive Paint Measurements ............................................................................................. 110 
4.5 Summary and Conclusions ................................................................................................................ 125 
CHAPTER 5 : LARGE-SCALE LOW-BOOM INLET BUZZ ......................................................................... 127 
5.1 Introduction and Background ............................................................................................................ 127 
5.2 Inlet Dynamic Instrumentation and Operation ................................................................................... 133 
5.3 Inlet Buzz Characterization................................................................................................................ 136 
5.4 Vortex Generator and Mach Number Effects .................................................................................... 146 
vi 
 
5.5 Additional Shock Wave and Pressure Fluctuation Comparisons ....................................................... 150 
5.6 Summary and Conclusions ................................................................................................................ 154 
CHAPTER 6 : CONCLUSIONS AND RECOMMENDATIONS ..................................................................... 156 
6.1 Research Summary and Conclusions ................................................................................................. 156 
6.2 Suggestions for Future Work ............................................................................................................. 159 
REFERENCES ................................................................................................................................................... 161 
APPENDIX A: SHEAR STRESS MEASUREMENTS ..................................................................................... 171 
A.1 Introduction and Background ............................................................................................................ 171 
A.2 Experimental Arrangement ................................................................................................................ 171 
A.3 Surface Stress Sensitive Film Measurements .................................................................................... 179 
A.4 Summary and Conclusions ................................................................................................................ 188 
APPENDIX B: CAMERA HOUSING WATER COOLING ............................................................................. 189 
APPENDIX C: FIGURE REFERENCE FORMATTING IN MICROSOFT WORD ....................................... 193 
 
  
vii 
 
LIST OF ABBREVIATIONS 
AOA = angle of attack 
AIP = aerodynamic interface plane 
CCD = charge-coupled device 
CFD = computational fluid dynamics 
CMOS = complementary metal-oxide-semiconductor 
D0 = no downstream control (LSLB inlet) 
D1 = large downstream vane (upwash) 
D2 = large downstream vane (downwash) 
D3 = large downstream plow 
D4 = large downstream ramp 
D5 = small downstream vane (downwash) 
D6 = small downstream ramp 
DEHS = diethylhexyl sebacate 
DES = detached eddy simulation 
DNS = direct-numerical simulation 
FEA = finite element analysis 
GRC = Glenn Research Center 
ILES = implicit large eddy simulations 
ISSI = Innovative Scientific Solutions Inc. 
K-H = Kelvin-Helmholtz 
LED = light emitting diode 
LES = large-eddy simulation 
LSLB = large-scale low-boom 
MFR = mass-flow ratio 
MVG = micro-vortex generator 
Nd: YAG = neodymium-doped yttrium aluminum garnet 
PDF = probability density function 
PIV = particle image velocimetry 
PTV = particle tracking velocimetry 
PSD = power spectral density 
PSP = pressure-sensitive paint 
RANS = Reynolds-averaged Navier-Stokes 
RMS = root mean square 
RSM = response surface method 
S3F = Surface Stress Sensitive Film 
SBVG = sub-boundary layer vortex generator 
SWBLI = shock wave/boundary layer interaction 
U0 = no upstream control (LSLB inlet) 
U1 = large upstream microramp 
U2 = small upstream microramp 
U3 = large upstream split-ramp 
U4 = small upstream split-ramp 
VG = vortex generator 
  
viii 
 
LIST OF SYMBOLS 
A = area 
A(T) = Stern-Volmer coefficient (Equation (11)) 
Ap = microramp angle of incidence 
a = constant used in modified wall-wake profile 
ap = particle acceleration, m/s
2 
B(T) = Stern-Volmer coefficient (Equation (11)) 
C = constant in Law of the Wall, usually equals 5.2  
Cf = skin friction coefficient, τw/[(1/2) ρeue
2
 ] 
c = vortex generator chord length, mm 
cp = specific heat, J/(kg K) 
D = cavity depth, mm 
d = distance from camera lens to calibration scale, mm 
dp = particle diameter, µm 
f = frequency, Hz 
G(f) = power spectral density 
H = incompressible boundary-layer shape factor, δ
*
/θ 
Htr = transformed form factor 
h = vortex generator height, mm 
I = image intensity 
i = horizontal pixel location 
j = vertical pixel location 
K = Von Karman’s constant, usually equals 0.41 
Kn = Knudsen number (Equation (17)) 
k = thermal conductivity, W/(m K), or Rossiter convective velocity, 0.57 
L = characteristic length, mm, or length of scale used for calibration, pixels 
l = length of scale used for calibration, mm 
M = Mach number 
M∞ = freestream Mach number 
m = Rossiter mode of oscillation 
N = number of samples 
n = acoustic frequency mode 
Pr = Prandtl number (µcp/k) 
p = static pressure, kPa 
po = stagnation pressure, kPa 
p∞ = freestream static pressure, kPa 
R = coefficient of determination 
Re∞ = unit Reynolds number 
Reθ = Reynolds number based on incompressible momentum thickness 
Reδ2 = Reynolds number based on incompressible momentum thickness and density at wall 
r = recovery factor for turbulent boundary layer, r = Pr
1/3
 
S = sensitivity coefficient 
St = Stern-Volmer constant (Equation (12)) 
StL = Strouhal number (Equation (24)) 
s = spanwise vortex generator spacing, mm 
T = temperature, K 
t = time, s 
U∞ = mean freestream velocity in streamwise direction, m/s 
u = velocity in streamwise direction, m/s 
ix 
 
ũ = velocity in streamwise direction, pixel/s 
uτ = wall-friction velocity, (τw/ρw)
1/2
, m/s 
u
+
 = mean velocity in streamwise direction in inner-wall coordinates, u/uτ 
uʹ = turbulence intensity in streamwise direction, m/s 
uʹvʹ = Reynolds shear stress, m
2
/s
2
 
v = velocity in wall-normal direction, m/s 
vʹ = turbulence intensity in wall-normal direction, m/s 
w = uncertainty value, or velocity in spanwise direction, m/s 
wʹ = turbulence intensity in spanwise direction, m/s 
Xd = distance between diffuser shoulder and microramp array, mm 
Xs = distance between normal shock and microramp array, mm 
x = streamwise coordinate, mm 
y = wall-normal coordinate, mm 
y
+
 = wall-normal coordinate in inner-wall coordinates, yuτ/νw 
z = spanwise coordinate, mm 
zc = confidence coefficient 
α = angle of attack, degrees, or Rossiter constant, 0.062(L/D) 
γ = ratio of specific heats 
∆ = change in property 
δ = boundary-layer thickness, mm 
δ
*
 = boundary-layer incompressible displacement thickness, mm 
ε = mass-flow ratio, A∞/Ac 
θ = boundary-layer incompressible momentum thickness, mm 
η = y/δ, inlet pressure recovery, po,AIP/po,∞ 
λ = wavelength, mm, or distance from camera lens to calibration scale, mm 
µ = absolute viscosity, kg/(s m) 
ν = kinematic viscosity, m
2
/s 
ξp = particle relaxation length, µm 
Π = wake parameter 
ρ = density, kg/m
3
 
σ = standard deviation, or parameter used in modified wall-wake profile 
τ = shear stress, kPa 
τp = particle relaxation time, µs 
φ = pressure-sensitive paint uncertainty parameter (Equation (13)) 
 
Subscripts 
a = acoustic 
c = inlet capture 
d = diffuser 
ds = dual-stream inlet 
e = conditions at the edge of the boundary layer, inlet exit 
w = conditions at wall 
p = particle 
s = shock 
ss = single-stream inlet 
∞ = incoming freestream condition 
o = total or stagnation condition 
 
1 
 
Chapter 1: Introduction 
Over many years extensive research has been conducted on the subject of shock wave/boundary layer 
interactions (SWBLIs) due to the important influence shock waves have, for example, on supersonic 
inlets and transonic aircraft. SWBLIs are a complex flow phenomenon with many facets and continuing 
research in order to provide a deeper understanding. SWBLIs are especially important for the design and 
performance of internal supersonic and transonic flow fields such as engine intakes where such 
interactions can cause unsteady separation of the boundary layer and fluctuating pressure loads [1-3]. This 
emphasizes the importance of controlling the SWBLIs in supersonic inlets, where the SWBLI exerts a 
dominant influence over the subsonic flowfield downstream of the shock [4].  
An inlet’s function in the propulsion system is to capture and decelerate flow to a Mach number and 
pressure suitable for the engine fan face, with minimal losses and distortions, while maintaining minimal 
external drag [5]. Often with such designs, supersonic inlets contain an additional subsonic diffuser 
following the initial compression of a shock wave system created with a supersonic diffuser. The adverse 
pressure gradient produced by shock waves can create boundary layer separation if the SWBLIs are 
strong enough. In a supersonic inlet this can lead to downstream spatial distortions at the engine 
compressor blades due to the propagation of separated flow in the diffuser. Inlet unstart can even occur as 
a result of excess boundary-layer thickening [6].  
Early work on supersonic inlets dictated using a series of oblique shock waves to decelerate the flow 
to a low local Mach number of approximately 1.33 upstream of the terminating shock in order to generate 
an incipiently separated flow [7]. In the past, detailed examination of the physics involving flow control 
methods in large-scale inlet tests was often unrealistic due to the complexity and cost of these tests. 
Historically, supersonic inlet tests focused on analyzing the inlet performance directly with pressure tap 
rakes at the aerodynamic interface plane (AIP) and mass-flow ratio (MFR) measurements without 
evaluating the fundamental flow physics in the throat region near the SWBLI [8]. Boundary-layer suction, 
or bleed, became the inlet flow control technique of choice due its ability to suppress shock-induced 
separation and maintain shock position, reducing shock oscillations and flow unsteadiness [9]. Although 
effective, the removal of the low-momentum fluid in the near-wall region reduces the mass flow to the 
engine. Thus, bleed can necessitate added weight and volume to the propulsion system design, as well as 
mechanical complexity. It is these limitations that have led to alternative SWBLI control research  
[10, 11].  
Many fundamental investigations into SWBLIs have been conducted, with numerous thorough 
reviews of these works offering insight into the physics of SWBLIs [1, 12-14]. Recent fundamental 
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studies have investigated the use of sub-boundary layer vortex generators (SBVGs) in order to replace, or 
augment, bleed as a method of reducing SWBLI separation, improving boundary layer health in 
supersonic inlets, and reducing shock unsteadiness [6, 10, 11, 15-21]. Improved boundary-layer health is 
characterized by a reduced incompressible shape factor, H, and/or an increased skin-friction coefficient, 
Cf. By reducing the need for conventional bleed systems, future supersonic inlets can be designed with 
simpler geometries and optimal aerodynamic properties with less drag and weight [22-24]. Therefore, 
experimental research and further fundamental understanding of SWBLIs and their control are of 
substantial importance along with a greater comprehension of how these results translate into better 
supersonic inlet performance. 
1.1 Supersonic Inlet Shock Wave/Boundary Layer Interaction 
For an ideal shock wave, the pressure on the surface would increase discontinuously through the 
shock wave. In the presence of a boundary layer this abrupt pressure rise cannot occur [12]. The viscous 
flow adjacent to the wall in the inner part of the boundary layer has a subsonic velocity and is unable to 
undergo a discontinuous change in pressure. Because of this, the overall pressure rise is partially 
transmitted upstream through the subsonic part of the boundary layer resulting in the divergence of the 
streamlines in the subsonic region. This creates compression waves in the outer, supersonic region of the 
flow. Consequently, this aspect is the fundamental element in the nature of a SWBLI, where the shock 
modifies the boundary layer, which in turn affects the shock structure. The details and nature of the 
interaction depend on a wide range of flow parameters such as the boundary layer Reynolds number, 
shape factor, and pressure rise [3].  
At low Mach numbers, the pressure rise across the shock is too small to cause the boundary layer to 
separate [12, 25]. As shown in Fig. 1a, the subsonic portion of the unseparated boundary layer thickens 
upstream of the shock, causing compression waves to emanate from the sonic line which eventually 
coalesce forming a foot for the outer shock. The wall static pressure increases in a continuous fashion, 
while the static pressure in the core flow increases discontinuously, reflecting the mixed 
subsonic/supersonic nature of the interaction [25]. Such normal shock interactions, where the downstream 
flow is totally or partially subsonic, are of special interest because of the possibility that downstream 
disturbances can influence the shock and initiate an interactive process at the origin of large-scale 
unsteadiness involving the whole flow, as in transonic buffeting or air-intake buzz [14].  
Across a strong shock wave the inertia forces in the subsonic layer near the wall are not strong 
enough to negotiate the increased pressure rise causing the boundary layer to separate at the foot of the 
shock (Fig. 1b). This will thereby increase the complexity of the interaction. Weak oblique compression 
waves coalesce to form a weak oblique shock, or leading shock, which eventually intersects the strong, 
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nearly normal shock in the outer supersonic flow at the bifurcation, or triple, point. At this point a second 
weak oblique shock, or trailing shock, is generated which propagates back toward the wall. This structure 
is referred to as a lambda shock with the triple point being approximately 4-5 boundary-layer heights 
above the surface [25-29]. In these interactions the surface pressure rises modestly through the separated 
region, and the flow reattaches by a process of strong interaction between the boundary layer and 
freestream. 
Figure 1: Shock wave/boundary layer interaction schematics: (a) unseparated normal shock [25], and  
(b) separated normal shock (derived from [27]). 
 
The dynamical behavior of the interaction is known to exhibit a wide range of spatial and temporal 
scales [2, 30]. In order to accurately describe these interactions and fully understand their unsteadiness, 
experimental studies, numerical large-eddy simulation (LES), and direct-numerical simulation (DNS) 
methods are required. The nature of the interaction unsteadiness involves both low and high frequency 
aspects [3]. These local features consist of small-scale shock oscillations as well as unsteady separation 
and reattachment processes accompanied with global flow oscillations [31]. This includes large-scale 
low-frequency motion of the shock wave system and separated region that is orders of magnitude lower in 
frequency than the incoming boundary layer frequency. Much work has been conducted trying to 
correlate the high-frequency perturbations of the incoming boundary layer and freestream with the low-
frequency oscillations of shock waves. Evidence has shown a correlation between upstream boundary 
layer velocity fluctuations and oscillations in the shock foot position occurring at the separation point  
[13, 14, 30, 32, 33]. Other studies have seen a greater correlation between shock oscillations and 
downstream large-scale fluctuations created from the flapping of the mixing layer surrounding the 
expanding and contracting separation bubble of the SWBLI [13, 14, 31, 34-37]. Shock wave oscillations 
have also been found to be triggered from downstream pressure perturbations and wind tunnel or inlet 
acoustical effects [38, 39].  
normal
shock
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vortex sheet
supersonic tongue
bubble
y/δ∞
δ∞
x/δ∞
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layer
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rear shock
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: separation
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1.2 Flow Control Methods 
As previously discussed, passive SWBLI control methods may offer a lower weight, cost, and drag 
solution for supersonic inlet design [8, 40]. Thus, research has been conducted on various passive shock 
wave/boundary layer interaction control devices. These control methods have included micro-vortex 
generators, such as microramps [6, 17, 18], open cavities [41], streamwise slots [42], 3D bumps [43], 
mesoflaps [44], and porous plates over open cavities [45]. The criterion for flow separation corresponds 
to a velocity gradient of zero at the wall, or zero wall friction. These separation control techniques can be 
classified into the following four general approaches to mitigating a near-wall velocity gradient of zero: 
decrease the imposed adverse pressure gradient, impose a wall slip layer, remove the low-momentum 
near-wall flow, or add momentum to the near-wall flow [40]. 
The most popular flow control method to emerge from these various studies, as well as the control 
method primarily presented currently (micro-vortex generators), sweeps high momentum fluid from the 
outer boundary layer into the near-wall region, thus helping to energize the boundary layer and reducing 
the likelihood of separation [6]. Numerous studies have investigated the use of sub-boundary layer vortex 
generators (SBVGs) as a method of reducing SWBLI separation and improving boundary layer health in 
supersonic inlets [5, 6, 10, 11, 15-18, 20, 21, 46]. These sub-boundary layer, micro-, or low-profile vortex 
generators are similar to traditional vortex generators, but have heights less than the boundary layer 
thickness [10]. Micro-vortex generators (MVGs) are positioned upstream of the SWBLI, and have been 
shown to eliminate or reduce separation by inducing vorticity into the near-wall region. MVGs generate 
streamwise vortices that entrain high-momentum flow to energize the low-momentum portion of the 
boundary layer. It is believed that their smaller heights can reduce parasitic drag while maintaining 
similar levels of entrainment observed with traditional vortex generators [6, 10, 11, 15, 16]. This concept 
was proven with force balance measurements demonstrating the reduced drag of micro-vortex generator 
devices compared with traditional vanes [40]. Many designs of MVGs have been studied. These designs 
include vanes [11, 18, 19], forward-facing wedges or ramps [6, 17-19], backward-facing wedges or plows 
[11, 47], robust vanes [20], ramped vanes and split-ramps [19, 21, 48]. An additional row of staggered 
microramps has been shown to further reduce separation of an SWBLI [2]. 
Early pioneering studies involving ramp-type, low-profile vortex generators for normal shock 
wave/boundary-layer interaction control revealed that the VGs significantly suppressed the shock-induced 
separation bubble. Reduced boundary-layer losses with improved boundary-layer characteristics and 
static pressure recovery downstream of the shock were also observed [16, 49]. Unfortunately, the 
suppression of the separation bubble resulted in an increase in total pressure loss through the shock 
system. Nevertheless, McCormick [16] recommended the application of micro-vortex generators in 
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supersonic diffusers citing that the increased pressure recovery should more than make up for the 
increased shock loss. Early computational analysis confirmed the alleviation of shock-induced separation 
using a 3D multiblock, multizone, time-dependent Euler/Navier-Stokes solution algorithm [26]. The 
computational results indicated that the best placement of the VGs is at a sufficient distance upstream of 
the shock to ensure ample time and distance, for the generated streamwise vortices to energize the low-
momentum boundary-layer flow near the surface.  
Most recently, the investigation of these control devices on SWBLIs was extended into the testing of 
the Gulfstream large-scale low-boom (LSLB) inlet with both numerical and experimental methods. The 
investigation included analyzing the effects of the vortex generators near the SWBLI as well as the effects 
on the inlet aerodynamic performance. Reynolds-averaged Navier-Stokes (RANS) methods provided 
numerical simulations investigating the effects of MVGs on the separation generated by the normal shock 
wave and on the radial distortion at the AIP it creates [50]. It was discovered that micro-vortex generators 
placed upstream of the normal shock wave did significantly reduce separation downstream of the 
terminating normal shock near the geometric throat of the inlet, but had no noticeable effect at the AIP. 
The vortices produced by the upstream MVGs dissipated before reaching the AIP. Because of this, further 
RANS simulations showed that traditional vanes and ramps placed in the diffuser of the LSLB inlet, with 
a height on the order of the boundary layer thickness, reduced radial distortion at the AIP [50, 51]. The 
experimentally measured effect of VGs in the LSLB inlet will be described in the present work. 
Investigations such as the LSLB inlet experiment provide a means of coupling the observed effect of 
passive flow control devices between fundamental wind tunnel work and supersonic inlet applications. 
1.3 Motivation and Objectives 
The objective of this dissertation is to study the effects of passive flow control devices on normal 
shock wave/boundary layer interactions in an effort to gain insight into the physics that govern these 
complex interactions. The work will concentrate on analyzing the effects of vortex generators by 
contributing a greater understanding of the flowfield generated by these devices and characterizing their 
effects on the SWBLI. The VGs are utilized with the goal of improving boundary layer health through an 
SWBLI, increasing pressure recovery, and reducing flow distortion at the AIP while adding minimal drag 
to the system.  
Small-scale facility experiments implementing schlieren photography, surface oil-flow visualization, 
pressure-sensitive paint, and particle image velocimetry to characterize the effects of an array of 
microramps and ramped vanes on a normal shock wave/boundary-layer interaction are the focus of 
Chapters 2 and 3. These diagnostics measure the time-averaged and instantaneous flow quantities of 
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interest in the vicinity of the MVGs and SWBLI along with the stability of the shock wave with the 
various control devices.  
The design and implementation of a camera housing attached to the LSLB inlet cowl provides a novel 
diagnostic system to characterize the flow along the inlet centerbody in a region typically inaccessible to 
visualization techniques, and to measure and describe the local flowfield around the VGs inside the inlet. 
Surface oil flow visualization and PSP techniques are employed with the camera housing and are 
discussed in Chapter 4. Additional observations on the effect of VGs during inlet unstart, or buzz, are 
offered in Chapter 5 with the use of high-speed schlieren photography and pressure measurements. 
This study serves to add to the previous work on SWBLIs and their control by offering measurements 
with diagnostic techniques not previously implemented in such flowfields in order to provide insight into 
the fundamental understanding of SWBLIs and their passive control. This work also serves to perform 
measurements in both small-scale fundamental research facilities and large-scale inlet tests, offering 
understanding of how the results translate between test beds.  
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Chapter 2: Microramp Boundary Layer Characterization 
2.1 Introduction and Background 
One particular design of micro-vortex generators that has been receiving special research interest is 
the ramp type, or microramp. Microramps are similar to the previously described micro-vortex generators 
in that they induce vorticity into the near-wall region and are characterized by heights less than the 
boundary-layer thickness. However, microramps are given special attention due to their structural 
robustness [17]. The current incarnation of microramp geometry most often investigated, and used 
presently, is based on the optimization performed by Anderson et al. [15]. This study demonstrated that 
microramps have the ability to produce benefits comparable to traditional boundary-layer bleed. Several 
geometrical parameters were included in the optimization: microramp height, chord length, element 
spacing, streamwise distance upstream of the SWBLI, and number of elements in the microramp array. 
The response surface method (RSM) was used to determine the optimal design with the minimization of 
the transformed shape factor (Htr) and the maximization of the total pressure difference across the SWBLI 
(∆p/po) used as the response parameters. However, when the microramp geometry was optimized for one 
criterion, the other criterion suffered. Three optimized geometries scaled by microramp height were 
derived, one for each criterion separately and one for which each criterion was equally weighted [15]. 
Several experimental and numerical studies have implemented this microramp geometry with hopes of 
improving the fundamental understanding of the detailed fluid physics and their effects on SWBLIs  
[17-19, 21, 22, 50, 52-57].  
The primary model used to describe the microramp flow topology has been inferred from time-
averaged measurements and computations [17, 19, 58-60]. According to this description, the microramp 
generates streamwise vortices by inducing a pressure gradient across the trailing edge of the device  
[26, 50]. A set of primary counter-rotating vortices is produced in the ramp’s wake. These counter-
rotating vortices function similarly to the vortices produced by conventional vortex generators in that they 
entrain higher-momentum fluid from the outer boundary layer to energize the low-momentum fluid in the 
near-wall region. Numerical simulations confirm that the momentum redistribution is due to the primary 
vortices that originate from the top surface of the microramp [6, 58, 61]. The momentum exchange occurs 
through both an induced upwash and downwash along the center and edge span of the microramp, 
respectively. The entrainment produces a fuller boundary-layer velocity profile and is thought to play the 
major role in SWBLI control, allowing the boundary layer to better negotiate the adverse pressure 
gradient of the SWBLI [17, 18, 50]. As one might expect, a circular streamwise velocity deficit is 
observed in the wake of the microramp device with increased momentum on either side of the ramp near 
the surface and beneath the low-momentum region. The velocity deficit originates from the primary-
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vortex pair created along the top surface of the microramp. This is established through the tracking of the 
streamlines passing over the microramp surface [6, 17, 58, 61, 62]. The strength of the streamwise 
vortices and magnitude of the low-momentum wake scales with device height [17, 59]. As the flow 
evolves downstream, the velocity deficit region moves away from the surface while the high-momentum 
flow spreads along the wall. The magnitudes of both the velocity deficit and surplus are reduced as the 
flow progresses further downstream [17].  
The finer points in the microramp flow topology are surprisingly complex for such a simple geometry 
[6, 53, 61]. In addition to the primary counter-rotating vortices, the flow topology of a microramp is 
characterized as having two sets of counter-rotating secondary vortices that are believed to originate in 
small separation regions at the top edge and wall junction of the ramp trailing edge [17, 50, 53]. Some 
authors prefer to call these flow structures vortex filaments [6, 53, 61]. An additional set of secondary 
vortices is induced by the primary vortex tubes near the wall (Fig. 2a). The five-pair vortex model is 
completed with a horseshoe vortex created from a small leading edge separation that confines the 
microramp and high-shear region formed by the primary vortex pair downstream of the ramp  
[6, 17, 50, 53].  
 
 
 
Figure 2: Microramp flow structure: (a) time-averaged five-pair vortex model [6, 61], and (b) vorticity 
distribution in microramp wake [56]. 
(a) 
(b) 
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Recently, additional studies on the instantaneous flowfield have added a more detailed explanation 
regarding the fundamental understanding of microramp flow control [56, 62]. These studies have 
incorporated such tools as stereoscopic and tomographic particle image velocimetry (PIV) [2, 56] together 
with implicit large eddy simulations (ILES) [61-63]. The first example of a more complex flowfield was 
observed by Blinde et al. [2] with the use of stereoscopic PIV in planes parallel with the wall in the inner 
and outer boundary-layer regions. As in previous studies, counter-rotating longitudinal streamwise vortex 
pairs were detected in a time-averaged view. Again, these vortices induced both low-speed and high-
speed regions downstream of the microramp vertex and intermediate spanwise locations, respectively. 
Instantaneously, however, the streamwise vortices were not detected. Instead wall-normal vortex pairs, 
reminiscent of hairpin vortex legs were revealed in the cross plane. A model was conjectured with a train 
of large-scale hairpin vortices developing downstream of the microramp in the low-speed region [2]. This 
model is similar to the naturally occurring hairpin vortices observed around the low-speed streaks of a 
turbulent boundary layer [64].  
The three-dimensional flow organization in the wake of a microramp has been further illuminated 
with the use of tomographic PIV [56]. Qualitatively, the measurements agree with the mean flow of the 
studies previously described. The circular streamwise velocity wake was bounded by a shear layer at its 
outer edge, with the counter-rotating vortex pair contained within the wake. Both the wake and vortices 
are lifted when traveling downstream due to the positive lift force of the induced upwash. The extent of 
the downwash region was larger with approximately half the intensity as the upwash region. Boundary-
layer velocity profiles distinguished the difference in velocity gradients between the upper and lower 
shear layers of the velocity deficit. A train of arc-shaped vortices wrapping over the trailing counter-
rotating vortex pair was revealed in the instantaneous flow structure (Fig. 2b). It is believed that the arc-
shaped vortices are generated by a Kelvin-Helmholtz instability occurring in the shear layer surrounding 
the velocity deficit [6, 56, 61]. The instability in the shear layer is likely aggravated by symmetry 
breaking as the two primary vortices impinge on one another [6]. Evidence of such ring, or hairpin, 
vortices is also provided through implicit large eddy simulations [6, 61, 62]. The tomographic PIV results 
characterized these vortices as arc-vortices due to the lack of data in the near wall-region. Additional 
laser-light visualization experiments have also revealed similar flowfield structures [54]. A nanoparticle-
based planar laser-scattering technique has highlighted that at the microramp trailing edge, the primary 
vortex pair maintains a coherent round cross section. In this region the wake lifts off rapidly. By 
approximately 4δ downstream of the ramp, the coherent structure has broken down into the complex train 
of large-scale hairpin-like vortices. Thus, the authors hypothesize that the basic flow pattern is established 
by the counter-rotating vortex pair and maintained by the dynamics of the large-scale hairpin vortices 
[65]. Instantaneously, the streamwise vortices tend to approach each other under the clockwise-rotating 
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ring vortices due to an ejection event. Each ring vortex produces a local high-speed and low-speed region 
outside and inside the wake, respectively. These studies highlight the complexity of the flow inside the 
wake due to the interaction between the streamwise vortices and ring vortex train. 
Although recent insight into the flow physics of the microramp wake has been offered, the exact 
mechanism involved in its control of SWBLIs has not been discovered [6]. Numerous studies reveal the 
overall effectiveness of microramps without providing or fully understanding the working principles of a 
microramp-controlled SWBLI. The interaction between the microramp vortex pattern and the separated 
shock system of a SWBLI is likely a very complex vortex/shock interaction that is not as simple as 
originally reasoned prior to the discovery of the vortex ring pattern [6, 65].  
As was previously mentioned in the study by McCormick [16], microramps have been shown to 
reduce separation and improve boundary-layer characteristics and static pressure recovery downstream of 
a shock wave. Both transonic normal, or near normal, shock waves [5, 18-21, 66] and supersonic oblique 
shock waves [2, 15, 17, 58, 59, 65] impinging on the boundary layer have been controlled using 
microramps. To date, only one research group has focused on ramp-induced shock interactions  
[6, 61, 63]. Additional studies have also displayed the ability for microramps to reduce shock-induced 
separation [17-19, 66]. Implicit Large Eddy Simulation methods have been found to have substantial 
prediction improvements compared with RANS results for these types of SWBLI investigations [59]. The 
same study found that the microramps tend to increase the boundary-layer thickness behind their 
centerline, with an overall improvement in boundary-layer health. The smaller microramp devices yielded 
an improved total pressure recovery and had a greater impact at reducing separation when placed closer to 
the shock interaction. Lee et al. [59] attributed this effect to decreased wave drag with the smaller device 
and increased vortex strength through proximity of the device to the SWBLI. The smaller vortices 
produced by the smaller device were also observed to stay closer to the wall [59]. The drag from the 
microramp device was determined to be negligible and non-detrimental as described by the difference in 
the stagnation pressure recovery factor compared to the no-control case [19]. The study of Mach number 
effects on microramps has revealed that the streamwise vortices decay faster at lower Mach number, 
possible necessitating larger devices at lower Mach numbers [60]. The spanwise spacing between vortex 
cores also increases with decreasing Mach number.  
Blinde et al. [2] determined the size of the reversed flow region in a controlled oblique shock 
wave/boundary-layer interaction using stereo PIV. The microramps created a spanwise variation in the 
SWBLI flow reversal, breaking up the separation regions. A conceptual sketch of the SWBLI was 
developed upon which the extent of the separation region is based on the mean velocity distribution 
within the incoming boundary layer. This model has similarities to the instantaneous structure of an 
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oblique shock impinging on a turbulent boundary layer [30]. Specifically, downstream of the microramp 
vertex, in the low-speed wake region, the flow becomes sonic farther upstream, while the opposite trend 
occurs in the high-speed region between ramps. Overall, a 20% reduction in the probability of reversed 
flow at 0.1δ away from the wall was observed. However, the conclusion that the microramps enhance 
separation in their direct wake is converse to the conclusions reached in other studies [19, 65]. In such a 
study, Bo et al. [65] found a similar averaged shock foot and separation line undulation based on the 
velocity distribution of the modified incoming boundary layer. However, the strongest control effect 
appears in the direct wake of the microramp, beside the center plane, with a large region of reverse flow 
in the span between. An additional momentum deficit zone is present directly behind the center of the 
microramp; nevertheless, at the SWBLI the extent of the momentum deficit in the spaces between the 
microramps is greater. This more accurately corresponds to the high- and low-speed regions produced in 
the wake of a microramp device. The energized portions of the boundary layer are able to reduce the 
separation. Similar patterns of separation have been detected in ILES studies [19]. Bo et al. also found 
that the hairpin, or ring vortices, survive passing through the SWBLI with clearly measured shock 
distortions and high frequency fluctuations [65]. These shock distortions have also been observed using 
ILES in the control of ramp-induced SWBLIs [6, 61]. The added benefit of a second row of staggered 
microramps has also been measured in the control of a SWBLI [2]. 
In this chapter, a normal SWBLI is characterized in a supersonic blow-down tunnel facility both with 
and without microramp flow control. The geometry of the microramp is chosen based on the reduction of 
the transformed form factor through an oblique SWBLI [15]. The microramp array was investigated in a 
Mach 1.4 flow, for which the SWBLI is incipiently separated. The flowfield is analyzed using 
instantaneous schlieren photography, surface oil-flow visualization, pressure-sensitive paint (PSP), and 
particle image velocimetry (PIV). Both time-averaged and instantaneous aspects of the microramp wake 
and SWBLI are characterized. 
2.2 Experimental Arrangement 
The microramp characterization experiments were performed in a supersonic blow-down wind tunnel 
designed for Mach 1.4. The wind tunnel is shown schematically in Fig. 3 and has a test section with 
cross-sectional area of 63.5 × 63.5 mm (2.5 × 2.5 in). The tunnel is presented with the flow direction from 
left to right. The wind tunnel facility is capable of generating Mach numbers of 1.4, 1.7, 2.25, and 3 with 
interchangeable converging-diverging nozzle blocks. The test section has a length of 416 mm (16.4 in). 
The air supply for the wind tunnel is an Ingersoll-Rand compressor with a 34 m
3
/min flow rate at 1 MPa 
pressure. From the compressor, the flow is filtered, dried and cooled before entering a 140 m
3
 tank farm. 
The tunnel stagnation pressure is controlled by both a pneumatic valve, with a Fisher TL 101 process 
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controller, and a manual gate valve. After passing through the stagnation chamber, the air accelerates 
through the converging-diverging nozzle to a nominal freestream Mach number (M∞) of 1.4. The tunnel 
exhausts through a subsonic diffuser, perforated duct, and exhaust muffler to atmospheric pressure [67]. 
The wind tunnel is capable of running longer than 20 min. There are three pressure transducers: one for 
the supply tank, one for the tunnel stagnation pressure, and one for the static pressure in the test section. 
The supply tank and tunnel stagnation pressure measurements are made with Ashcroft K1 transducers 
with 1% full-scale accuracy. The static pressure measurements in the test section are made with an 
Omega PX209-015A5V transducer with 1.5% full-scale accuracy. A thermocouple mounted in the 
contraction section of the tunnel measures the stagnation temperature. The tunnel has windows in each 
side wall (107.95 mm × 228.6 mm), providing optical access for schlieren photography, surface oil-flow 
visualization, pressure-sensitive paint (PSP) and particle image velocimetry (PIV) measurements. A small 
50.8 mm (2 in) diameter window was placed in the top wall for additional surface oil-flow visualization 
and PSP measurements. The top and side windows were fabricated from BK-7 grade A glass. An 
additional Lexan insert was used along the bottom surface for PIV laser sheet access (Fig. 3). The Lexan 
material allowed good transmission of the laser light, reducing reflections and allowing resolved 
measurements closer to the wind tunnel wall. 
Figure 3: Experimental schematic showing wind tunnel test section and diffuser. 
 
The stagnation pressure and total temperature of the wind tunnel for this investigation are 247 ± 0.7 
kPa (35.9 ± 0.1 psi) and 302 ± 1 K, respectively. The stagnation pressure and temperature ranges are due 
to small fluctuations throughout the duration of a wind tunnel run. The incoming Mach number (M∞) was 
measured to be 1.42 ± .02 using PIV measurements and adiabatic relations. Stagnation and static pressure 
isentropic relations calculated the Mach number to be 1.38 ± .02. The difference is likely due to non-
isentropic boundary-layer losses through the wind tunnel nozzle and test section. The incoming boundary 
layer is 4.78 ± .15 mm thick, as determined by PIV, and the unit Reynolds number is 38.6 ± 1 × 10
6
 m
–1
.  
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2.2.1 Incoming Boundary Layer and Flow Properties 
PIV measurements of the incoming boundary layer were conducted in order to accurately determine 
the incoming boundary-layer parameters of the wind-tunnel test section and to determine the correct 
microramp sizing. The measurements were performed in an empty test section at the location where the 
microramp array was to be positioned. The incoming boundary layer is characterized by the values shown 
in Table 1 and the mean velocity profile displayed in Fig. 4. The boundary-layer thickness (δ) of the 
incoming flow was determined by the wall-normal distance at 99% of the mean freestream velocity.  
Table 1: Incoming Boundary Layer Properties 
Parameter Symbol Value 
boundary-layer thickness δ 4.78 ± .15 mm 
displacement thickness δ
* 
0.655 mm 
momentum thickness θ 0.509 mm 
incompressible shape factor H 1.29 
skin-friction coefficient Cf 0.0020 
wake parameter Π 0.56 
 
A modified wall-wake velocity profile for turbulent compressible boundary layers, as discussed by 
Sun and Childs in [68], was fit to the mean velocity measurements of the incoming boundary layer. The 
normalized boundary-layer velocity profile was fit to Equation (1) using the least-squares method 
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The Crocco-Busemann relation (Equation (5)) was used with a recovery factor of r = Pr
1/3
 to estimate the 
adiabatic-wall temperature, where Pr is the Prandtl number [69]. 
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The values of Cf and δ are determined by the curve fit. The value of δ determined from the modified-wall 
wake profile corresponds to the wall-normal distance at 99.5% of the mean freestream velocity. The 
comparison of the modified wall-wake velocity profile to the experimental measurements for the 
incoming boundary layer is shown in Fig. 4. The boundary-layer incompressible displacement thickness, 
momentum thickness, and shape factor were calculated using Equation (6) [69].  
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The resulting velocity profile fit in normalized outer coordinates (y/δ and u/U∞) is shown in Fig. 4a. 
The incoming boundary-layer profile in wall coordinates (Equation (7)) is what would be expected for a 
fully developed compressible turbulent boundary layer, as shown in [70], for comparable Reynolds 
numbers (Fig. 4b) [71]. 
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In Equation (7), ρw was calculated using the Ideal Gas Law assuming a constant static pressure throughout 
the boundary layer and the adiabatic wall temperature calculated from Equation (5). The corresponding 
friction velocity from the modified-wall wake fit is uτ = 15.4 m/s The Reynolds number based on 
incompressible momentum thickness for the incoming boundary layer is Reθ = ρeueθ/µe = 1.97 × 10
4
. The 
wake strength parameter for the incoming boundary layer is comparable to Π ≈ 0.55 ± 0.05 for a 
compressible turbulent boundary layer with Reθ > 2000 [69, 70]. The skin friction coefficient for the 
incoming boundary layer (Cf = 2.0 × 10
–3
) is also quite similar to that observed for turbulent compressible 
boundary layers, as described in [68], and the incompressible shape factor compares well with that for a 
fully developed turbulent boundary layer at Reδ2 = ρeueθ/µw = 1.53 × 10
4
 [71, 72]. 
Figure 4b includes the log law fit from Equation (8), indicating that the resolved log region of the 
boundary layer approximately covers nine measurement points between 560 < y
+ 
< 1600, which 
corresponds to 0.15 < y/δ < 0.44 [71]. Due to reflections of the PIV laser sheet along the surface of the 
wind tunnel, the closest measurement point to the wall is at y
+ 
= 561 (y = 0.72 mm). The lack of resolved 
measurements in the log region of the boundary layer produces uncertainty in the skin friction coefficient 
calculations, which is why Cf is only presented to two significant figures rather than three, as specified in 
[68]. The wake component of the boundary layer corresponds to measurement points for which y
+ 
> 1600. 
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Figure 4: Measured incoming boundary-layer velocity profile compared with the fit for a modified wall- 
wake velocity profile: (a) in normalized outer coordinates and (b) in wall coordinates (BL: boundary 
layer). 
 
The turbulence intensities of the freestream are less than 1% of the freestream velocity. Figure 5 
shows the wall-normal profiles of the turbulent fluctuations compared with planar PIV data of 
undisturbed compressible boundary layers from Sun [56] and Humble [30], and an incompressible 
boundary layer measured using hot-wire anemometry from Klebanoff [73]. The root mean square (RMS) 
fluctuating velocity components, uʹ and vʹ, are normalized by the friction velocity in Fig. 5. The 
incompressible and compressible data are compared by normalizing the data by the density ratio (ρe/ρw)
1/2
 
according to Morkovin’s hypothesis. The boundary-layer thickness used for the normalization in Fig. 5 
was determined by the wall-normal distance at 99.9% of the mean freestream velocity. The fluctuations of 
the streamwise velocity component (uʹ) agree well with those for compressible turbulent boundary layers, 
while having mostly higher values compared to the incompressible boundary layer. This is true except 
near the outer region of the boundary layer. The wall-normal fluctuations (vʹ) also correspond well with 
those for compressible turbulent boundary layers. However in this case, the largest difference between the 
data sets occurs in the near-wall region with the compressible results yielding lower values than the 
incompressible results. The differences between the measurements may partially be attributed to the 
limited validity of the scaling in addition to measurement uncertainty. A summary of the relevant test 
section parameters for this investigation are listed in Table 2. 
(a) (b) 
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Figure 5: Scaled turbulence intensity comparison for incoming boundary layer [30, 56, 73]. 
 
 
Table 2: Summary of Experiment Test Conditions 
Parameter Symbol Value 
stagnation pressure po 247 ± 0.7 kPa 
static pressure p∞ 80.0 ± 0.7 kPa 
boundary-layer thickness δ 4.78 ± .15 mm 
freestream Mach number M∞ 1.42 ± .02 
freestream velocity U∞ 418.5 ± 4 m/s 
stagnation temperature To 302 ± 1 K 
freestream temperature T∞ 215.3 ± 1 K 
incompressible shape factor H 1.29 
skin-friction coefficient Cf 0.0020 
unit Reynolds number Re∞ 38.6 ± 1 × 10
6
 m
–1
 
 
 
2.2.2 Experimental Configuration 
A schematic of the microramp array positioned along the bottom wall of the wind tunnel is displayed 
in Fig. 6. The normal shock position is included in the schematic. The dimensions used for the microramp 
array examined were based on the optimized geometries from [15] and are listed in Table 3, as well as 
shown in Fig. 6. These dimensions were obtained by minimizing the transformed shape factor (Htr) as 
explained in [15], based on a design-of-experiments response surface methodology study of 27 unique 
computational fluid dynamics (CFD) cases varying the Ap, h, c, s, and Xs parameters of the microramp 
array. The CFD simulations used the Reynolds-averaged Navier-Stokes WIND code with a grid 
containing 263,552 mesh points [15]. 
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Figure 6: Schematic of microramp array in test section with normal shock wave. 
 
Table 3: Microramp dimensions 
Parameter Value Physical Dimensions  
δ 4.78 ± 0.15 mm -- 
Ap 24.0° -- 
h/δ 0.36 h = 1.7 mm 
c/h 7.20 c = 12.24 mm 
s/h 7.50 s = 12.75 mm 
Xs/δ 15.94 Xs = 70.0 mm 
 
The microramp array was machined into an insert that could be replaced with a blank for 
measurements of the normal shock/boundary-layer interaction without the microramp array. The normal 
shock was held in place with a 5 deg expansion of the upper wind-tunnel wall that continued for 114.3 
mm in the x direction before ending with a lip; this expansion is referred to as the shock holder. The 
shock holder location with respect to the wind tunnel is shown in Fig. 3. The shock holder held the 
normal shock at an average Xs/δ value of 14.64 (dimensionally, 70.0 mm), from the leading edge of the 
microramp array to the normal shock bifurcation point, with a standard deviation of 3.7 mm. The target 
Xs/δ value was 15.94. This is an 8% difference in shock location from the design value. However, effects 
of the microramp array are not strongly sensitive to such small changes in shock location, and a complete 
sensitivity analysis on the effects of varying normal shock position is outside the scope of the current 
investigation [17]. Without the microramp array, the normal shock was held with a standard deviation of 
4.8 mm, and the average shock position moves downstream to x = 79.2 mm.  
The effects of the microramp array on the flowfield were evaluated using instantaneous schlieren 
imaging, surface oil-flow visualization, PSP, and PIV measurements. The investigated regions of the 
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flowfield include the microramp array and SWBLI, in addition to the region downstream of the normal 
shock wave. The origin of the coordinate system for the measurements presented is located at the center 
span of the microramp array leading edge. The streamwise, wall-normal, and spanwise coordinate axes 
are x, y, and z, respectively. 
2.2.3 Schlieren Photography 
The schlieren optical setup was in a standard Z arrangement (Fig. 7a). Schlieren photography was 
performed to qualitatively visualize the effects of the microramp array on the boundary layer. 
Instantaneous schlieren photography also provides a means by which to measure the change in normal 
shock shape, position, and fluctuations due to the VGs. The instantaneous schlieren photography was 
conducted using a Newport Corporation flashlamp model LM-1 pulsed at 10 Hz for a duration of 
approximately 20 ns, a Quantum Composers model 9514 pulse generator, and a Xenon Corporation 
Nanopulser model 437B. An iris was positioned in front of the flashlamp, effectively creating a point 
source of light, while the short duration of the flashlamp essentially froze the turbulent structures of the 
flowfield. The pulsed light was reflected through the test section using collimating mirrors and then 
focused to a point that is positioned at a knife edge. Both collimating mirrors had a focal length of 1.6 m.  
 
 
 
 
Figure 7: Schematic of flow visualization setups: (a) Schlieren photography and (b) surface oil-flow 
visualization. 
 
(a) (b) 
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The collimated light was aligned perpendicularly, both horizontally and vertically, to the wind tunnel test 
section. The image was cut horizontally from below with a knife edge before passing into the PCO.1600 
charge-coupled device (CCD) camera manufactured by Cooke, Inc. The resolution of the camera was 
1600 × 1200 pixels. A photodiode was used to determine camera and flashlamp timing with the pulse 
generator [74].  
The instantaneous schlieren images were processed with a MATLAB script to remove window 
imperfections and improve image quality. The image background (flow off, light source off) and flatfield 
(flow off) were acquired prior to each wind tunnel run. The MATLAB script averaged 100 background 
and flatfield images before subtracting the averaged background from the run image (wind on) and 
average flatfield image. The program then divided each instantaneous run image by the result of the 
averaged flatfield minus the averaged background. The presented schlieren images were transformed to 
the physical xy plane using a first-order linear mapping and scale shot. The schlieren images’ normalized 
intensity levels are set at arbitrary levels that improve image contrast and display. 
2.2.4 Surface Oil-Flow Visualization 
Surface oil-flow visualization is a long-standing technique for studying the local flowfield of VGs 
[53, 75, 76]. The method is used for visualizing the local near-wall flow topology around the microramp 
array and SWBLI. A schematic of the surface oil-flow visualization setup for visualizing the microramp 
array region is shown in Fig. 7b as a side-view schematic. The oil used for the surface flow visualization 
is one part oleic acid, five parts titanium dioxide, and 10 parts silicone oil. Images of the microramp and 
surface oil flow were obtained through the window in the top of the wind tunnel, while the images of the 
shock/boundary-layer interaction region were acquired through the large side windows. The same 
PCO.1600 CCD camera used for schlieren photography was used to obtain the surface oil-flow 
visualization images. The bottom wind tunnel wall was painted black prior to the application of the oil. 
The oil was applied generously with a standard foam brush. The brush lines were oriented in the 
streamwise direction, and images were acquired shortly after the start of the tunnel. 
 The surface flow images were mapped to the physical xz plane using three linear mapping equations 
(Equation (9)), where i and j are pixel coordinates and x, y, and z are physical coordinates.  
 
x = a1i+a2j+a3, y = const., z = b1i+b2j+b3 (9) 
 
The mapping coefficients were determined from a linear least-squares curve fit from pixel locations to 
physical coordinates located through a scale shot. 
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2.2.5 Pressure-Sensitive Paint 
Pressure-sensitive paint (PSP) measurements allow non-intrusive and high spatial resolution static 
pressure measurements of the microramp array and SWBLI regions [77]. The pressure-sensitive paint 
used is composed of an oxygen-sensitive fluorescent molecule (luminophore) and an oxygen permeable 
binder, specifically, Platinum tetra(pentafluorophenyl)porphine (PtTFPP) in Fluoro/Isopropyl/Butyl 
(FIB), or Uni-Fib, manufactured by Innovative Scientific Solutions, Inc. PSP measurements function on 
the principle of oxygen-quenching luminescence from the paint. Namely, when a luminescent molecule 
absorbs a photon, it is excited to a high energy state, upon which it can return to the ground state with 
either the emission of a photon of a longer wavelength or a non-radiative interaction with an oxygen 
molecule (quenching). With a higher oxygen partial pressure, quenching is higher and the luminescent 
molecules emit less total light [77].  
Images of the microramp array and PSP intensity signal were obtained with a similar setup as the 
images for the surface flow visualizations (Fig. 7b). The microramp array and bottom wind tunnel wall 
were coated with the Uni-Fib PSP. The paint was excited using a blue LED array (ISSI LM-2 Lamp) with 
an emitted wavelength of 470 nm. Images of the PSP signal were acquired with a PCO.1600 CCD 14 bit 
camera fitted with a 610 nm long-pass filter to remove the incident, excitation light. Thus, only the 
luminescent signal was collected. A series of wind-on images, wind-off (reference) images and 
background images was acquired both with and without flow control in the regions of interest. The 
images of the microramp array were obtained with an exposure time of 300 ms. A longer exposure time 
of 2 s was required for adequate PSP intensity in the SWBLI region. The image intensities were increased 
by using 2 × 2 binning that reduced the image resolution to 800 × 600 pixels. The image sequences were 
acquired for approximately 15 minutes, resulting in a total ensemble of 50 microramp array images and 7 
SWBLI region images. Each wind-on, wind-off, and background sequence was ensemble-averaged in an 
effort to reduce shot noise. The average background image was subtracted from the wind-on and 
reference images to remove any background noise from the images. The wind-on and wind-off images 
were aligned using a MATLAB script to compensate for any wind tunnel displacement between image 
acquisitions. The MATLAB script used intensity-based image registration to align the images. Indicated 
regions of the images were iteratively aligned using translational image transformations. The average 
translational displacement from these regions was used to align the wind-on and wind-off images. The 
intensity ratio (Iref/I) of the images was calculated by dividing the wind-on image by the wind-off image, 
and was used for the calibration of the paint.  
Five pressure-tap holes were positioned in and near the microramp array, in addition to along the 
normal shock/ boundary-layer interaction region. The locations of the pressure taps, both around the 
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microramp array and normal shock position, were chosen to encompass the pressure range in the PSP 
images and thus minimize the errors from the paint calibration curves. While the tunnel was running, the 
pressure-tap values were read by the Omega PX209-015A5V transducer and recorded for an in-situ PSP 
image calibration. Prior to each run the reference pressure was measured. 
The intensity ratio corresponding to each pressure tap was extracted using a MATLAB script. The 
MATLAB program calculated the average intensity ratio from an annulus surrounding each pressure tap. 
The average tap pressure normalized by the reference pressure gives the in-situ PSP calibration curves 
shown in Fig. 8. Each investigation region and control case has a separate calibration. The calibration 
curves used a second-order polynomial fit and had a coefficient of determination in excess of R
2
= 0.995. 
The PSP measurements were mapped to the physical xz plane using Equation (9) in the same manner as 
the surface-oil flow results. 
 
 
  
 
Figure 8: Calibration curve for PSP measurements: (a) microramp array region, (b) SWBLI region 
without control, and (c) SWBLI region with control. 
 
(a) 
(b) (c) 
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The PSP uncertainty can be estimated using two separate methods that yield a similar maximum 
uncertainty. The first method uses the distribution of in-view pressure tap measurements around the 
corresponding PSP pressure value and the uncertainty of the pressure transducers. Combining these 
sources of uncertainty using Equation (10) results in a maximum uncertainty of wPSP/p∞ = 0.031 located in 
the region of the fluctuating normal shock wave. 
2
2 2
var( )tap tapPSP p ww
p p p∞ ∞ ∞
= +  (10) 
 
The second method for PSP measurement uncertainty involves the use of the Stern-Volmer equation. 
The Stern-Volmer equation gives the relationship between temperature, pressure, and intensity for a 
specific paint and can be used for its calibration rather than an in-situ calibration. The Stern-Volmer 
equation for Uni-Fib is given in Equation (11) and is used for the second method of uncertainty 
estimation. The largest source of uncertainty in the current PSP measurements is temperature variations. 
The PSP is sensitive to temperature changes. Temperature can have an effect on how the excited 
luminescent molecule returns to its ground state and also on the oxygen permeability of the binder. Other 
sources of uncertainty include illumination, model displacement and deformation, sedimentation (dirt and 
oil deposits), photo-degradation, and camera shot noise. The variance in the PSP measurement due to a 
specific uncertainty source was calculated by multiplying a sensitivity coefficient by the variance of that 
uncertainty source as outlined in Refs. [77, 78]. 
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The PSP uncertainty associated with temperature variations is due to changes in the temperature 
distribution on the wind tunnel wall between the wind-on and wind-off images. The equation for the 
sensitivity coefficient of the PSP measurement to temperature variations is listed in Equation (12) [78]. 
'( ) '( )
( )
ref
T
PT
S B T A T
B T P
 −
= + 
 
 (12) 
 
The largest temperature variation occurs in the SWBLI region with an estimated ∆T of 4 K. The 
temperature variation was estimated using PIV data and Equation (5) at different streamwise locations 
within the viewing area. The temperature variations result in a maximum uncertainty of wT/p∞ = 0.0263.  
The next primary source of uncertainty in the PSP measurement is the uncertainty in the reference 
pressure measurement. As indicated in the Experimental Configuration section, the Omega PX209-
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015A5V transducer has a 1.5% full-scale accuracy. The sensitivity coefficient for this uncertainty is unity, 
resulting in an uncertainty of wref/p∞ = 0.0194.  
Illumination errors can be a major contributor to the overall uncertainty in pressure-sensitive paint 
measurements because the relationship between surface illumination and paint luminescence is linear. 
The illumination uncertainty can be a result of fluctuations in the illumination source in addition to model 
displacement. However, the current rigid experimental setup minimizes these uncertainties. The model 
deformation is essentially zero (∆x ≈ 0) due to minimal wind tunnel movement and the alignment of the 
PSP images during processing. The reported temporal variation in the LED lamp is ∆I/I ≈ 0.1%, and the 
sensitivity coefficient for illumination uncertainties is defined in Equation (13) [77, 78]. Thus, the 
uncertainty estimation in the measurement due to illumination uncertainties is wI/p∞ = 0.0014. 
( )
1
( ) ref
A T P
B T P
ϕ = +  (13) 
 
The remaining uncertainty sources have smaller contributions to the total PSP uncertainty and are 
summarized in Table 4. The primary uncertainty associated with the intensity measurement is due to shot 
noise. Shot noise is an inverse function of the square root of the number of photo-electrons used in the 
measurement. Using multiple frames will drive the shot noise to zero. The sensitivity coefficient for 
detector noise and the described shot noise relationship are given in Equation (14). The PCO.1600 CCD 
camera used for the intensity measurements has a full-well capacity depth of 40,000 photo-electrons. 
Acquiring seven images of the SWBLI region and estimating that the average pixel reached 40% of the 
full-well capacity results in an uncertainty of wnoise/p∞ = 0.0063. The intensity measurement uncertainty 
for both the reference image and wind-on image must be taken into account.  
1 ( ) ( )
noise
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P
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Bias uncertainties are introduced into the PSP measurement through photo-degradation of the 
luminescent probe and sedimentation on the painted surface. An in-situ pressure tap can account for these 
bias uncertainties if they occur uniformly over the measurement surface. Unfortunately, often these 
effects are a function of the local flow conditions. The rear wake region of the microramp array is 
susceptible to sedimentation effects. Sedimentation and photo-degradation uncertainties were reduced 
with frequently repainted surfaces and a short interval between wind-on and wind-off image acquisition. 
The estimated photo-degradation of Uni-Fib is 1% per hour, resulting in an uncertainty of 0.25% over the 
15 minute testing interval [77].  
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The remaining sources of uncertainty are filter leakage and the uncertainty associated with the paint 
calibration parameters (A(T) and B(T)). The filter leakage of the LED short-pass filter is estimated to be 
0.05%, while the uncertainty in determining the Stern-Volmer coefficients is estimated at 1% for each 
coefficient [77]. The total pressure-sensitive paint measurement uncertainty is calculated by summing the 
square of each uncertainty source and taking its square root (i.e., root-sum-square). This results in a PSP 
uncertainty of wPSP/p∞ = 0.034. It is actually quite remarkable that two separate methods for PSP 
uncertainty analysis result in such similar measurement uncertainty values. 
Table 4: Estimated errors for pressure-sensitive paint measurements 
Uncertainty Source 
Sensitivity 
Coefficient 
Estimated Source 
Uncertainty  
Uncertainty Contributed 
to PSP Measurement  
temperature ST, Equation (12) ∆T/T ≈ 0.0135 wT/p∞ = 0.0263 
reference pressure 1 ∆p/p∞ ≈ 0.019 wref/p∞ = 0.0194 
model displacement φ, Equation (13) ∆x ≈ 0 wx/p∞ = 0 
illumination variation φ ∆I/I ≈ 0.1% wI/p∞ = 0.0014 
photo-detector noise Equation (14) shot noise = 0.003 wnoise/p∞ = 0.0063 
degradation and sedimentation φ ∆D/D ≈ 0.25% wdeg/p∞ =0.0036 
filter leakage φ ∆Π/Π ≈ 0.05% wfilter/p∞ = 7.15×10
–4
 
coefficient A 1 – φ ∆A/A ≈ 1% wA/p∞ = 4.31×10
–4
 
coefficient B –1 ∆B/B ≈ 1% wB/p∞ = 0.001 
 
2.2.6 Particle Image Velocimetry 
Planar particle image velocimetry provides an excellent diagnostic for quantitatively evaluating the 
effects of the microramp array. Two-component planar velocity measurements of the xy plane were 
obtained at three streamwise and five spanwise positions with the microramp array present in the 
flowfield (Fig. 9). A schematic of the experimental setup used for acquiring the PIV images in this 
investigation is shown in Fig. 9a. The diagram in Fig. 9b displays the PIV measurement locations.  
Figure 9b is a plan view of the xz plane; however, the images were obtained in the xy plane at the three 
streamwise positions for five equally spaced spanwise locations within one symmetry unit of the 
microramp array. A symmetry unit covers the span from the centerline of the center ramp (span 1) to the 
plane bisecting the gap to the adjacent ramp (span 5). PIV data for the experimental setup without the 
microramps were only obtained at spanwise positions 1 and 5 for all three streamwise positions. It was 
felt unnecessary to include measurements at all five spanwise locations since the flow is nominally two-
dimensional. Streamwise position 1 is located downstream of the microramp array, and slightly upstream 
of the mean normal shock location to help understand the flow organization in the near wake of the 
microramp array. The leading edge of the lambda shock is in view of streamwise position 1. Since the 
normal shock position fluctuates, there are numerous instantaneous velocity measurements with the 
normal shock in-view of streamwise position 1. Streamwise position 2 is located downstream and 
adjacent to position 1 to expose the influence of the microramp array through a SWBLI. The mean normal 
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shock location is along the upstream edge of position 2 at x = 70.0 mm with the microramp array present 
in the flowfield. However, without the microramp array, the shock is located near the center of 
streamwise position 2 at x = 79.2 mm. Streamwise position 3 is set further downstream to reveal the 
effects of the microramp array as the boundary layer redevelops downstream of the SWBLI.  
 
 
 
 
Figure 9: PIV: (a) schematic of setup and (b) locations of measurements. 
 
A Laskin nozzle was used to seed the main flow with diethylhexyl sebacate (DEHS), which generated 
particles with an approximate diameter less than 1 µm [79]. The seeding was introduced approximately 
3.5 m upstream of the test section, which provided an adequate dispersion of the particles into the 
freestream flow. The particles were illuminated by a 0.5-mm-thick laser light sheet that spanned the 
distance of each streamwise position, as indicated in Fig. 9b. The uncertainty in the position of the laser 
sheet in the spanwise direction was approximately ±0.2 mm. The light sheet was produced by a dual-head 
(a) 
(b) 
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New Wave neodymium-doped yttrium aluminum garnet (Nd: YAG) laser in combination with cylindrical 
and spherical lenses. The laser was operated at 532 nm, with each pulse delivering approximately 40 mJ 
of energy.  
The time separation between laser pulses to illuminate the DEHS particles was 676 ns. The pulse 
timing uncertainty of the laser due to jitter was 1 ns (wt1 = 1 ns), while the uncertainty of the pulse 
generator was 1.5 ns (wt2 = 1.5 ns). The acquisition frequency of the system was 15 Hz. The PIV images 
recorded in the study were obtained with the same CCD camera as described previously, with an image 
resolution of 1600 × 640 pixels, and an average scaling magnification of 0.0184 mm/pixel for streamwise 
positions 1 and 2 and 0.0239 mm/pixel for streamwise position 3. The camera lens was a distance of 0.28 
m from the calibration scale location (λ = 0.28 m), with an uncertainty in position of 1 mm (wλ = 1 mm). 
The length of the scale used for calibration was 7.62 mm (l = 7.62 mm), with an accuracy of 10 µm  
(wl = 10 µm). Uncertainty of pixel locations used in image scaling and image distortions by lens 
aberrations resulted in uncertainties of 1 pixel (wL1 = 1 pixel) and 2.1 pixels (wL2 = 2.1 pixels), 
respectively. 
The resulting image pairs were processed using the DaVis 8.1.4 software package. The images were 
preprocessed by subtracting the sliding background with a scale length of 8 pixels from each image. The 
PIV images were interrogated using multiple passes with decreasing window size. Four passes with a 
window size of 64 × 64 pixels, 50% overlap, and no weighting were performed to determine the best-
choice window shift for the final 32 × 32 interrogation window. The final four passes were accomplished 
using the 32 × 32 window size with an adaptive weighting function and 50% overlap. The initial and final 
passes used a standard FFT, no zero-padding and normalized correlation function, respectively. The 
vectors were post-processed by removing vectors with a peak ratio less than 1.2. A median universal 
outlier detection filter was used to remove vectors with a residual greater than two. Additionally, any 
vector groups with less than five vectors and outside the specified vector range were removed. From the 
remaining vector fields, the mean streamwise velocity, mean wall-normal velocity, streamwise and wall-
normal RMS velocity, and Reynolds shear stress were computed. Linear interpolation of removed vectors 
was not used in the calculation of the mean flowfield and turbulence statistics. However, it was used to 
replace missing vectors in the instantaneous and spatial-correlation results. 
Uncertainty in the PIV velocity measurements is a result of both the capability of the seed to follow 
the flow and the ability of the imaging and analysis system to record and process the images of the 
flowfield [80]. The mean velocity measurement uncertainty was estimated using four primary sources of 
uncertainty: equipment, sampling size, particle lag, and processing algorithm as outlined by Lazar et al. 
[81] and DeBlauw [82]. Figure 10 displays the uncertainty in mean speed attributed to each source of 
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uncertainty for streamwise position1/spanwise position 1 with the microramp array. Uncertainties in 
velocity due to the equipment and calibration procedures used in recording images were calculated using 
Equation (15) along with the values previously listed, where ũ is the PIV velocity measurement in a pixel-
time reference frame.  
2 2 2 2 2
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The equipment and calibration uncertainty results in a maximum u velocity uncertainty normalized by the 
freestream velocity of 0.0072. The maximum equipment and calibration uncertainty occurs in the region 
with highest velocity, in this case the freestream region (Fig. 10a). 
  
 
  
 
Figure 10: Average speed uncertainty at streamwise position 1/spanwise position 1 with microramp array 
due to: (a) equipment and calibration uncertainty, (b) sampling size uncertainty, (c) particle lag 
uncertainty, and (d) processing algorithm uncertainty.  
 
Equation (16) was used to calculate the sampling uncertainty from the velocity standard deviation 
using a 95% confidence level where zc = 2.  
 
,
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(a) (b) 
(c) (d) 
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The measurement ensemble size for streamwise position 1/spanwise position 1 was N = 928 images. 
However, the average uncorrelated ensemble size for all twenty-one measurement locations is N = 1284 
images. The relative uncertainty in the mean velocity due to sampling was estimated to be a maximum of 
0.01 at a 95% confidence level in the microramp wake region (Fig. 10b). 
The PIV measurement uncertainty due to the fidelity with which the particles track the flowfield is 
quantified by the particle response time τp. The amount of particle slip is estimated by multiplying the 
particle response time with a relevant particle acceleration ap [81]. Particle response time can be estimated 
using Equation (17) along with the particle diameter and density, where Kn is the Knudsen number [83]. 
The Mach number M∆u and Reynolds number are based on the maximum particle slip velocity, ∆u. The 
DEHS seeding has a density of 912 kg/m
3
 and a previously estimated diameter of approximately 1 µm 
[79]. However, the normal shock wave viewed in streamwise position 2 provides a velocity jump for 
directly estimating particle response time using the method outlined by Ragni et al. [84]. Using a velocity 
profile along a line normal to the shock wave, the particle response time can be calculated from the slope 
of the velocity through the shock (Fig. 11). Figures 11a and 11b present the mean and instantaneous 
velocity profile through the shock wave, respectively, in normalized velocity and spatial coordinates. The 
mean velocity was calculated with a conditional averaging procedure that aligned the shock wave 
position. Figure 11b provides increased spatial resolution by means of a 16 × 16 pixel interrogation 
window size. A least squares linear fit was applied along the center points of the shock wave velocity 
change. The relaxation time was calculated using Equation (18) from the result of the linear fit for a 
particle relaxation length (ξp) corresponding to the upstream (un1) and downstream (un2) velocity. The 
relaxation time was estimated to be τp = 2.6 ± 0.2 µs from both the mean and instantaneous velocity 
profiles, returning a more accurate particle diameter estimate of 0.81 µm via Equation (17).  
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Using the resulting particle diameter, the slip velocity was calculated throughout the entire PIV 
measurement region area using Equations (17) - (19). The viscosity of the air in the slip velocity 
calculation was estimated using Sutherland’s Law. Figure 10c displays the slip velocity at streamwise 
position 1/spanwise position 1. The maximum particle lag uncertainty occurs in the lambda shock region, 
corresponding to the largest velocity gradient. The downstream leg of the lambda shock produces the 
largest slip velocity uncertainty and the largest contributing source of velocity measurement uncertainty, 
wu,slip/U∞= 0.13 (Fig. 12b). 
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Figure 11: Velocity jump across shock wave including fit: (a) mean velocity with 32 × 32 pixel 
interrogation window, and (b) instantaneous velocity with 16 × 16 pixel interrogation window. 
 
The measurement uncertainty attributed to the PIV processing algorithm used by DaVis 8.1.4 was 
estimated using synthetic PIV images generated from the mean velocity field [81, 82]. A MATLAB script 
was implemented in the generation of the synthetic images following a technique outlined by Raffel et al. 
[85]. The 100 × 41 mean velocity vector field was used to generate 16-bit images at 1600 × 1200 pixels 
containing a uniform distribution of random particle locations. The initial velocity field was interpolated 
back to the original camera resolution in addition to extrapolating the velocity field to the image edge. 
Based on the high resolution velocity field, the particle locations in the image pairs were calculated using 
central differences. The intensity distribution for each particle was recreated using a Gaussian distribution 
with a peak intensity based on the random spanwise position of the particle within the estimated laser 
sheet thickness and 5% noise [81, 82]. The mean particle diameter was estimated to be 3 pixels with a 
standard deviation of one pixel and maximum diameter of 5 pixels. The number and size of particles were 
estimated to match the original PIV measurement image pairs.  
The synthetic images were processed using the same method as the measured PIV images. Figure 10d 
shows the normalized difference in speed between the original and reconstructed PIV data in the wake of 
the microramp array centerline. The largest differences reside in the shear layer surrounding the 
(a) (b) 
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streamwise vortices and along the wall, reaching a maximum uncertainty of wu,proc/U∞= 0.04 near the 
wall. 
The total uncertainty was calculated using the root-sum-square of the four primary sources of 
uncertainty and is presented in Fig. 12. Figures 12a and 12b indicate the total uncertainty along the center 
span (z = 0 mm) at streamwise position 1 with VGs and position 2 without VGs, respectively. In the wake 
of the microramp array, the uncertainty reaches a maximum of wspeed/U∞= 0.05, and is primarily due to 
processing uncertainty. In the lambda shock region, the particle-lag uncertainty predominantly contributes 
to a maximum uncertainty of wspeed/U∞ = 0.13 at the trailing shock. The leading shock of the lambda 
structure results in a particle-lag uncertainty of wu,slip/U∞ = 0.03. The processing uncertainty is the second 
largest source of uncertainty in the SWBLI region at wu,proc/U∞ = 0.04, near the wall. 
  
 
 
Figure 12: Total uncertainty of measured speed along z = 0 mm at (a) streamwise position 1 with the 
microramp array and (b) streamwise position 2 without the microramp array. 
 
Unlike the uncertainty in the mean velocity measurements, turbulence intensities and turbulence 
stress uncertainties are dominated by statistical convergence uncertainties. The uncertainty of the 
turbulence intensity was estimated using Equation (20), while the Reynolds shear stress uncertainty was 
calculated using Equation (21). Both equations were formulated by Benedict and Gould [86] in the 
analysis of turbulence statistics uncertainty.  
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The uncertainty in the turbulence intensity (uʹ and vʹ) and Reynolds shear stress (uʹvʹ) measurements 
are presented in Fig. 13 at the same positions and flow control configurations as in Fig. 12. The sample 
(a) (b) 
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size of these measurements is N = 969, and the results in Fig. 13 are normalized by the maximum 
corresponding turbulence statistic value (〈uʹ〉max, 〈vʹ〉max, or (uʹvʹ)max). Expectedly, the maximum turbulence 
statistic uncertainty is in the region with the largest turbulence fluctuations. The maximum uncertainty in 
the streamwise turbulence intensity is 4.5%〈uʹ〉max located in the microramp wake and SWLBI region. The 
microramp wake region also correlates to the maximum uncertainty in the wall-normal velocity 
fluctuations and Reynolds shear stress at 4.5%〈vʹ〉max and 13%(uʹvʹ)max, respectively. 
  
 
  
 
  
 
 
Figure 13: Turbulence statistic uncertainties along span 1 (z = 0 mm): (a) w〈uʹ〉 at streamwise position 1 
with VGs, (b) w〈uʹ〉 at streamwise position 2 without VGs, (c) w〈vʹ〉 at streamwise position 1 with VGs,  
(d) w〈vʹ〉 at streamwise position 2 without VGs, (e) w(uʹvʹ ) at streamwise position 1 with VGs, and (f) w(uʹvʹ ) at 
streamwise position 2 without VGs. 
(a) (b) 
(c) (d) 
(e) (f) 
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2.3 Schlieren Measurements 
Instantaneous schlieren photographs display the flowfield of the normal shock wave/boundary layer 
interaction in Fig. 14. The Mach 1.4 flow is from left to right with the leading edge of the microramp 
array at x = 0 mm. In the schlieren images, the normal shock wave is positioned at its mean streamwise 
position for each flow control case. The shock wave shape and position were extracted from points along 
the shock wave in 300 images (Fig. 15). This information allows an analysis of the change in shock 
structure when using microramp flow control. The mean normal shock positions are x = 79.2 mm and  
x =70.0 mm with and without the microramp array, respectively.  
 
 
Figure 14: Instantaneous schlieren photography of normal shock wave/boundary-layer interaction:  
(a) wide view without control, (b) zoomed-in view without control, (c) wide view with control, and  
(d) zoomed-in view with control. 
 
The SWBLI without microramp flow control is presented in Figs. 14a and 14b. A close up view of 
the interaction is provided in Fig. 14b. The instantaneous schlieren shows that there is no clear evidence 
of separation due to the SWBLI; however, there is an increase in boundary-layer thickness across the 
normal shock. The flow is likely incipiently separated, and the rapid thickening of the boundary layer 
(a) (b) 
(c) (d) 
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creates a lambda shock structure. A Mach 1.4 SWBLI is usually incipiently separated because the shock 
strength is not high enough to cause full separation [25]. The schlieren images reveal that the shock is not 
exactly normal but rather is a near-normal shock with curvature as it approaches the upper wind tunnel 
wall. The shock wave is approximately normal in the bottom half of the wind tunnel and in the SWBLI 
region. A weak secondary shock downstream is also present in Fig. 14, showing the transonic nature of 
the flowfield. 
Figures 14c and 14d display instantaneous schlieren photographs with microramp flow control. The 
boundary layer in the wake of the microramp array apparently thickens in comparison to the incoming 
boundary layer, and periodic large-scale turbulent structures develop. The increase in the boundary-layer 
thickness will affect the necessary geometry of a supersonic inlet when compared with traditional inlet 
designs using a bleed system for boundary-layer control. The leading and trailing edges of the microramp 
array both produce oblique shock waves. These shock waves are three dimensional, similar to a cone-
shaped shock wave. The shock wave at the trailing edge is created because of the necessary turning, or 
recompression, into the increased boundary-layer height wake following the rapid expansion after the 
microramps. The angle of the leading- and trailing-edge shock waves with respect to the wall is 
approximately 48 and 42 deg, respectively, with more fluctuation in the trailing-edge shock angle. The 
leading-edge shock angle relates well to the 46 deg angle of a shock generated by an ideal cone with 
equivalent angle of the microramp array in a Mach 1.4 flow.  
Comparing the control cases in Fig. 14, it appears that the boundary layer is thicker after the normal 
shock with the microramp array present in the flowfield. Again, there does not appear to be any evidence 
of separation with the microramp array. From the schlieren images (Fig. 14) and mean shock shapes  
(Fig. 15), the extent of the lambda structure in both the streamwise and wall-normal direction has been 
reduced with the microramp array. This likely indicates an even weaker propensity for separation with the 
microramp-controlled SWBLI. Figure 15 also clearly indicates that the shock wave becomes more normal 
with the microramp configuration present. Tracking the bifurcation point through multiple schlieren 
images helps visualize the decrease in shock fluctuations with the microramp array (Fig. 15b). The 
standard deviation in shock position is decreased from 4.8 mm to 3.7 mm with flow control. An 
interesting trend is also visible in the distribution of bifurcation points; as the shock moves downstream, 
the height of the bifurcation increases, and conversely, as the shock moves upstream the bifurcation 
height decreases. This trend is present for both control cases. 
Figure 16 shows a more detailed look at the wake region of the microramp array. It appears that the 
primary vortex pair is present immediately downstream of the ramps as coherent vortices. These coherent 
vortices are slightly elevated from the wind tunnel wall and become less visible within approximately  
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20 mm (4δ) of the microramp trailing edge. The loss in visibility is likely due to the creation of the 
complex vortex structure containing streamwise vortices surrounded with a train of vortex rings, or large-
scale hairpins [6, 65]. From the schlieren images, it appears that the instabilities in the wake region create 
what others have described as Kelvin-Helmhotz (K-H) vortices within 4δ of the microramp trailing edge 
(Fig. 16) [56]. Comparing the schlieren images between the control cases in the post-shock region  
(Fig. 14) reveals an increase in periodic large-scale turbulent structures with microramp control. This may 
give evidence that the K-H vortices persist through the SWBLI. However, this is not clear because the 
schlieren images integrate the boundary layer structures through the entire test-section span.  
  
 
Figure 15: (a) Mean shock wave structure and (b) distribution of bifurcation points. 
 
 
 
 
 
Figure 16: Instantaneous schlieren photography of (a) microramp array and (b) microramp wake region. 
 
(a) (b) 
(a) (b) 
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2.4 Surface Oil Flow Results 
A surface oil-flow visualization photograph of the microramp array is shown in Fig. 17 with the 
prominent features corresponding well with the previously proposed five-pair vortex model [6]. The 
streaklines past the trailing edges of each microramp show how the microramp creates two large counter-
rotating vortices: one on each side. The darker areas are indicative of the high-momentum/high-shear 
flow of these vortices along the surface of the wind tunnel. The surface flow visualization also shows how 
the flow curves over the edges of the front face of the microramp, creating the vortices as this flow 
separates from the ramp. The formation of the two large vortices is evident from the streaklines left along 
the wind tunnel surface as highlighted in Fig. 17. Flow separation from the microramp trailing edge is 
indicated by the oil left along the ramp edges in addition to a large oil deposit at the ramp vertex. Even 
though the flow appears separated at the trailing edge, the lack of oil downstream of the ramp indicates a 
high-momentum/shear region created from the vortices along the wall in the wake of the ramp. Additional 
shear stress measurements downstream of MVG devices are discussed in Appendix A. The high-
momentum regions show that the flow near the surface is energized in the wake of the microramp, 
signifying that it may indeed help with separation created in a SWBLI. 
 
 
Figure 17: Microramp array surface oil-flow visualization with important flowfield features highlighted. 
 
The surface flow measurements also reveal evidence of two additional pairs of secondary vortices. 
Oil located in the ramp/wall junction denotes a secondary vortex pair that develops along the microramp 
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and is marked in Fig. 17. The primary vortex pair induces a secondary vortex pair further downstream of 
the ramp at approximately x = 16 mm. The formation of this secondary vortex is clarified through a series 
of surface flow images. The proposed third set of secondary vortices in the five-pair vortex model  
(Fig. 2a), created along the top trailing edge of the ramp, is not in view with the current measurements 
[6]. However, a small separation region is present at the ramp leading edge with a horseshoe vortex 
encasing the high-shear region downstream of the microramp (Fig. 17). Outside of the horseshoe vortex, 
to either side of the ramp, the flow appears to be relatively unaffected, indicating that an array of 
microramps is necessary to have a substantial effect on the flow in a supersonic inlet. Each microramp in 
the array has similar surface flow characteristics, showing that the flow at the microramps is unaffected 
by neighboring microramps, and the flow appears to be essentially symmetric over each microramp. 
The surface oil-flow visualization of the normal shock wave/boundary-layer interaction region is 
displayed in Fig. 18, both with and without the microramp array. Figure 18 confirms that there is no clear 
evidence of separation in the SWBLI with either flow control case. One of two possibilities for the lack of 
separation is that the flow is incipiently separated and the incoming Mach number is not high enough to 
trigger separation; or the other possibility is that small amounts of separation occur, but the shock wave 
position fluctuations wash out any evidence of separation in the time-averaged surface oil-flow 
measurements.  
As indicated with the schlieren photography, the surface flow measurements confirm that the shock 
wave has an average position further upstream when microramps are present in the flowfield. The high-
shear/momentum wakes of the microramps are clearly present in the SWBLI region (Fig. 18b). In the 
SWBLI region, less oil is present in the wake of the ramps when compared to the oil located in the span 
between ramps. This is an indication that directly downstream of the microramps the propensity for 
separation at the SWBLI has been reduced, while the gap between ramps experiences similar levels of 
separation as the no-control case. The surface oil-flow results support the idea that an array of 
microramps has the ability to break up separation in a SWBLI. These conclusions are more clearly 
supported when analyzing a series of surface oil-flow images. Downstream of the SWBLI there is still an 
indication of the microramp wakes with reduced clarity.  
One aspect of SWBLIs studied in small-scale facilities requiring discussion is side-wall effects or 
corner effects. The surface oil-flow results show that the oil moves towards the wind tunnel centerline at 
the SWBLI. This is a symptom of wind tunnel wall effects. The normal shock wave/boundary-layer 
interaction creates a small separation zone in the wind tunnel corners. It is this separation that is measured 
with the surface flow visualization. Past studies have shown evidence that corner effects can affect the 
flow along the wind tunnel centerline in a complex three-dimensional interaction [87, 88]. Experimental 
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investigations have discovered that for a set incoming Mach number, the separation along the centerline 
of a SWBLI can be eliminated with increased separation in the sidewall region. Conversely, if the 
separation in corners is reduced, the centerline separation can be enhanced. Burton and Babinsky [87] 
believe that the primary mechanism behind this to be that the corner separations alter the lambda-foot 
structure, which in turn influences the adverse pressure gradient imposed at the centerline. Thus, the 
adverse pressure gradient in the corner region is smeared by compression waves created from a blockage 
effect of the corner separations. However, the same study also reveals that the corner separation size does 
not influence the downstream velocity. The blockage effect from the corner separations is negligible in 
the downstream subsonic region. Therefore, boundary-layer health (H and Cf) measurements from 
velocity profiles downstream of the SWBLI are not affected by a change in corner effects between control 
cases. In the present investigation, even though there is evidence of small corner effects, there is little 
difference in them between the control cases (Fig. 18). Hence, any conclusions reached in these 
experiments on the effects of microramps in the control of SWBLIs are not influenced by corner effects 
but rather only by the microramps themselves. 
 
 
Figure 18: Surface flow visualization of normal shock wave region: (a) without microramp array and  
(b) with microramp array. 
(a) 
(b) 
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2.5 Pressure-Sensitive Paint Measurements 
Figure 19 depicts PSP measurements in the vicinity of the microramp array. A pressure contour map 
is displayed in Fig. 19a with the locations of the calibration pressure taps indicated as black dots. The 
locations of the pressure traces in Fig. 19c are also marked. The pressure traces are at five equally spaced 
spanwise positions between the center microramp vertex (span 1) and the plane bisecting the gap to the 
adjacent ramp (span 5). All displayed pressures are normalized by the incoming freestream static 
pressure.  
  
 
 
Figure 19: PSP measurements of microramp array: (a) pressure contour map, (b) overlaid pressure and 
surface oil-flow data, and (c) streamwise pressure traces along each spanwise location. 
(b) (a) 
(c) 
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The pressure distribution around each microramp is very similar with a slight asymmetry possibly due 
to unsteadiness. A high pressure region at the leading edge of the forward face reveals a localized SWBLI 
induced by the microramp. The three-dimensional nature of the shock wave is signified with a slight 
reduction in pressure at the microramp leading-edge vertices. Along the microramp leading edge there is 
also a higher pressure in the gap between microramps when compared to the freestream static pressure. 
The pressure decreases as the flow moves up the forward ramp face, spilling over the microramp edges 
and generates the primary vortices. A large pressure deficit is present along the trailing edges nearest the 
microramp/wall junction. When compared to the surface flow results (Fig. 19b), this low pressure 
correlates well with the separation region in the wake of the ramp. The area of expanded flow between the 
ramps ends in a recompression line sweeping at an angle from the ramp vertex. This recompression is 
necessary for turning the flow direction back towards the streamwise direction. The angle of the 
recompression line confirms the three-dimensional nature of the trailing-edge shock observed with 
schlieren photography. High pressure exists just downstream of the microramp vertex, with low pressure 
to each side at the approximate location of the primary vortices. This places the primary vortex core at 
approximately 1.2 mm in the spanwise direction from the microramp vertex and between spans 1 and 2. 
Looking at the pressure traces in Fig.19c, span 1 shows the pressure increase on the upstream portion 
of the forward face due to the created local SWBLI in addition to the decrease in pressure along the 
forward face as the flow moves downstream generating the counter-rotating vortices. Span 2 shows the 
greatest pressure drop along the trailing edge of the ramp. Since the trailing edge moves further upstream 
as the spans increase in number, the pressure drop also moves further upstream until spans 4 and 5. At 
spans 4 and 5, there is less of a pressure change because span 4 is along the edge of the microramp and 
span 5 is between ramps. Downstream of the microramp the pressure approaches the freestream static 
pressure at each span. The pressure fluctuation in span 4at x = 17.7 mm is due to a surface defect that is 
visible in Fig.19a. 
Figure 20 shows the PSP data of the SWBLI region both with and without flow control. The five 
pressure taps used for the in-situ calibration are barely visible in Figs. 20a and 20b along the wind tunnel 
centerline in addition to the five spanwise planes. The slight pressure smearing along the wind tunnel 
walls indicates minor wind tunnel side-wall effects. Streamwise pressure distributions were calculated 
from the spanwise-averaged PSP data between spans 1 and 5 (Fig. 20c). The pressure traces displayed in 
Fig. 20c also include the pressure tap data used in the PSP calibration. As would be expected for the 
pressure distribution across a normal shock wave, Fig. 20c shows a large increase in pressure across the 
shock. The effects of the microramp array are clearly observed as an improved static pressure recovery 
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through the SWBLI. As with the other diagnostic measurements, the shock location has shifted upstream 
with the microramp array present. 
 
 
 
 
Figure 20: PSP measurements in the SWBLI region: (a) pressure contour map without control,  
(b) pressure contour map with microramp control, and (c) streamwise pressure distribution across normal 
shock wave. 
 
In addition to using the PSP measurements to help understand the microramp flowfield and effects, 
the PSP can be used to assess the pressure drag created from the microramp array. Figure 21a represents 
the PSP data around the microramp array with additional lines located downstream of the ramp edges. 
The drag of the microramps is estimated by projecting the pressure data into the yz plane (Figs. 21b and 
21c). A MATLAB script was used to map the pressure into the frontal area of the microramp. The PSP 
data on the top of the microramp was used to estimate the pressure in the front view as shown in Fig. 21b 
for the center microramp. The pressure on the trailing edge was approximated by using the pressure 
distribution along the lines downstream of the ramp in Fig. 21a. The pressure distribution was then 
projected across the height of the ramp at each spanwise position. The trailing edge pressure distribution 
is presented in Fig. 21c for the center ramp. Integrating the pressure distribution across each face provides 
the pressure force on that surface in addition to the difference in pressure force or drag of the device. The 
total estimated pressure drag produced by the microramp is 0.1 lbf or 0.45 N. Thus, the pressure drag 
created from the microramp array is very small with this experimental configuration.  
(a) 
(b) 
(c) 
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Figure 21: Microramp pressure drag estimation: (a) pressure estimation location, (b) projected front view 
of center-ramp pressure, and (c) projected back view of center-ramp pressure. 
 
2.6 Particle Image Velocimetry 
2.6.1 Mean Flow Organization 
The mean velocity results are addressed first as a means of characterizing the effects of microramp 
control on a SWBLI. The mean flowfield provides a framework for understanding the more complex 
instantaneous velocity distribution and turbulent statistics needed for insight into the flow physics.  
Figure 22 presents the mean velocity (u/U∞) in the streamwise direction at all three streamwise positions, 
with Fig. 22a displaying span 1 (centerline) without control and Figs. 22b and 22c with microramp 
control at spans 1 and 5, respectively. A schematic of the microramp array is included in the velocity 
distribution diagrams. The spanwise position 5 data without the microramp array are not presented here, 
since the flow is nominally two-dimensional. The average shock position and shape, determined from the 
schlieren images, is incorporated with the velocity results to clarify the flowfield (Fig. 22). The shock 
position and shape do vary between control cases.  
Figure 22 shows how the microramp array increases the boundary-layer thickness directly behind the 
center span of the microramp array (span 1) compared to the case without flow control. However, it 
appears that the boundary-layer thickness decreases in the span between ramps (span 5) when compared 
to the no-control case. The mean velocity data in Fig. 22 show no clear evidence of flow separation for 
(a) 
(b) 
(c) 
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either control case, as also shown by the schlieren and surface oil-flow visualization measurements. An 
increase in the boundary-layer thickness is observed in the data for each control case in the SWBLI region 
as compared to upstream of the shock. However, there is still a thicker and thinner boundary layer 
downstream of the ramp vertex (span 1) and between ramps (span 5), respectively, as compared with the 
no-array case. The boundary layer is clearly redeveloping as it moves downstream of the SWBLI, since 
Fig. 22 reveals that higher-momentum flow is moving closer to the wall as it moves further downstream 
and the effects of the microramps are becoming less pronounced.  
 
 
 
Figure 22: Average normalized u/U∞ velocity: (a) without microramp array spanwise position 1, (b) with 
microramp array spanwise position 1, and (c) with microramp array spanwise position 5.  
 
The main features of the microramp flowfield become clearer when viewing the velocity difference 
between the no-control and microramp cases (Fig. 23). Along the center span there is a distinct velocity 
deficit that loses intensity downstream of the SWBLI as the boundary-layer redevelops and the vortex 
structure weakens. Below this velocity deficit there is increased momentum in the near-wall region with 
reduced magnitude when compared with the velocity deficit. At span 5 the velocity deficit is not present, 
but a larger increase in velocity is observed downstream of the SWBLI. The path of the streamwise 
velocity deficit in Fig. 23 gives a good representation for the trajectory of the primary-vortex core through 
the flowfield. With increasing distance downstream, the vortex system moves up in height away from the 
(a) 
(b) 
(c) 
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wall. However, only a gradual 3 mm increase in vortex height through the SWBLI is observed over  
116 mm.  
  
 
 
Figure 23: Difference in average u velocity between control cases (uramp – uno ramp)/U∞: (a) spanwise 
position 1, and (b) spanwise position 5. 
 
Figure 24 shows yz end views of the average u/U∞ velocity with the microramp array at x = 50 mm,  
x = 88 mm, and x = 145 mm to help display the three-dimensional effects of the microramps. Since 
measurements were obtained at only five spanwise positions, or five z positions, the resulting contour 
plots rely heavily on interpolation and sometimes have sharp peaks.  
 
 
 
Figure 24: Average normalized u/U∞ velocity yz end views of flowfield at x = 50 mm, x = 88 mm, and  
x = 145 mm. 
(a) 
(b) 
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Figure 25 displays the raw data locations of the yz end view at x = 50 mm with the u/U∞ and v/U∞ 
velocity data scaled to more clearly visualize the streamwise vortices. For ease of interpretation, the data 
for the five spanwise positions were reflected across the z = 0 axis in Fig. 24, since this is a nominally 
symmetric flow. The dashed outline of the center microramp is also sketched in each figure. The u/U∞ 
velocity difference between control cases in the yz plane is presented in Fig. 26 at the same streamwise 
locations. The u/U∞ velocity distributions without flow control in spans 2-4 were estimated by linearly 
interpolating the data between spans 1 and 5. 
  
  
 
Figure 25: u/U∞ and v/U∞ raw data locations for the yz end view of flowfield before interpolation at 
streamwise position 1, x = 50 mm.  
 
 
 
 
Figure 26: Difference in average u velocity between control cases (uramp – uno ramp)/U∞: yz end views at  
x = 50 mm, x = 88 mm, and x = 145 mm. 
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Figures 24 and 26 help to further demonstrate the results observed in Figs. 22 and 23. At x = 50 mm, 
there is evidence of the velocity deficit at a wall-normal distance greater than the microramp height and 
higher-momentum flow near the edges of the microramp. The streamwise vortices contained in the nearly 
circular velocity deficit region are bounded by a shear layer of changing velocity (Fig. 26). The high-
momentum fluid has approximately a third of the magnitude as the velocity deficit. Again, the effects of 
the vortices and velocity deficit are observed further downstream with decreasing intensity due to the 
redeveloping boundary layer approaching equilibrium after its interaction with the normal shock (Figs. 24 
and 26). The vortex system continues to move away from the wall downstream of the SWBLI. Along the 
edges of the x = 145 mm velocity profile (Figs. 24 and 26), there is an area of lower-momentum flow 
further from the surface, as observed in the center span where the effects of the vortices are greatest. This 
area of lower-momentum fluid is likely due to the diffusion and expansion of the vortices as they move 
downstream from the other microramps in the array. There is clearly an increase in streamwise velocity in 
the near-wall region downstream of the microramp, especially immediately downstream of the SWLBI. 
The normalized wall-normal velocity and difference in wall-normal velocity between control cases 
are observed in the yz plane in Figs. 27 and 28, respectively. The upwash and downwash regions are 
plainly visible in the wake of the microramp. As expected, the upwash region exists along the center span. 
However, the maximum upwash occurs at a height lower than the largest streamwise velocity deficit. The 
principal downwash intensity for the streamwise position of x = 50 mm occurs at z = 3.2 mm. The 
location of the downwash region helps give an estimate of the size and location of the streamwise 
vortices. The raw v/U∞ data locations in Fig. 25 also help visualize the vortex core more accurately at  
x = 50 mm, estimating it at a height of y ≈ 4.2 mm and a spanwise value of z ≈ ±1.2 mm. Downstream of 
the SWBLI the vortex structure is much less coherent. An upwash region is still observed, but there 
appears to be large regions of downwash. When comparing this result from Fig. 27 to Fig. 28, it is clear 
that most of the downwash is occurring as the boundary layer redevelops and equalizes downstream of the 
normal shock. The difference in wall-normal velocity, (vramp – vno ramp)/U∞, reveals a small region of 
downwash near the microramp edges at x = 145 mm. Even though the velocity difference is small at  
x = 145 mm, the fact that downwash is observed means a weak vortex structure still exists 75 mm 
downstream of the SWBLI. 
To further clarify the velocity contours, Fig. 29 displays the boundary-layer velocity profiles of the 
average u/U∞ velocity across all spans at streamwise position x = 50 mm, x = 88 mm, and x = 145 mm 
both with and without flow control. Figure 29 shows quantitatively how the boundary layer is thicker with 
the microramp on the centerline (span 1), as seen with the contour plots.  
46 
 
 
 
 
Figure 27: Average normalized v/U∞ velocity yz end views of flowfield at x = 50 mm, x = 88 mm, and  
x = 145 mm. 
 
 
 
 
Figure 28: Difference in average v velocity between control cases (vramp – vno ramp)/U∞: yz end views at  
x = 50 mm, x = 88 mm, and x = 145 mm. 
 
Figure 29 confirms that there is a small increase in mean velocity/momentum near the wall in spans 
3-5 at x = 50 mm. As the flow progress downstream to x = 88 mm and x = 145 mm the velocity profile 
has increased momentum in the near-wall region across all spanwise locations. The boundary-layer 
profile has become fuller with the microramp array control. The streamwise velocity deficit is clearly 
observed in the boundary layer profiles. The upper and lower shear layer surrounding the streamwise 
vortices can be distinguished in Fig. 29. In the upper shear layer, at x = 50 mm, the velocity increases 
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from the minimum deficit to the free stream magnitude in approximately 2 mm. A lesser velocity gradient 
is observed in the lower shear layer due to the slower near-wall velocity. The upper and lower shear 
layers spread out and decay in intensity as the flow moves downstream, before all but vanishing at  
x = 145 mm. The profiles are also a good indicator of how the streamwise vortices increase in height as 
they move downstream, but their effects become substantially less prominent. The upward shift of the 
wake can be explained by considering the upwash induced by the primary vortices.  
 
 
Figure 29: Boundary-layer velocity (u/U∞) profiles for all spanwise locations with and without microramp 
control at streamwise position: (a) x = 50 mm, (b) x = 88 mm, and (c) x = 145 mm. 
 
The modified wall-wake velocity profile described in section 2.2.1 for the incoming boundary layer 
was also applied to the boundary-layer profiles at x = 145 mm for each spanwise position, both with and 
without the microramp array. The use of the modified wall-wake velocity profile at streamwise position 3 
was felt justified due to the similarity of the boundary-layer velocity profiles in wall coordinates between 
the incoming flow and that at x = 145 mm. When comparing the fitted boundary-layer thicknesses to the 
experimental results, the largest percent difference is 9%, which means that there is reasonable correlation 
between the fitted wall-wake velocity profile and the experimental data. 
Figure 30 presents the integral boundary-layer properties at streamwise position 3 (x = 145 mm) for 
all five spanwise positions with the array and at spanwise positions 1 and 5 without the array. Table 5 lists 
the spanwise-averaged values of these same properties at streamwise position x = 145 mm for each 
control case. From Fig. 30a, it can be seen that the boundary-layer thickness is greater at all spans except 
(a) (b) (c) 
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spans 3 and 4 with microramp control, while the displacement thickness and momentum thickness are 
greater with control only on the center span (span 1). Table 5 illustrates that the spanwise-averaged value 
of the boundary-layer thickness is greater with the array, while the average displacement and momentum 
thicknesses are less than without the array. 
 
  
 
Figure 30: Boundary-layer properties at streamwise position 3 (x = 145 mm) for all spanwise positions 
with and without microramp control: (a) boundary-layer thickness, incompressible displacement 
thickness, and incompressible momentum thickness; and (b) incompressible shape factor and skin friction 
coefficient. 
 
 
Table 5: Boundary layer properties at streamwise position 3 (x = 145 mm) 
Parameter 
Average Spanwise Value 
With Array 
Spanwise Value 
Without Array 
δ 8.48 mm 7.30 mm 
δ
* 
1.38 mm 1.52 mm 
θ 1.02 mm 1.05 mm 
H 1.35 1.45 
Cf 0.0017 0.0014 
 
 
Figure 30b and Table 5 indicate that the boundary layer at x = 145 mm is closer to separation without 
the microramp control, based both on the incompressible shape factor and skin friction coefficient at all 
five spanwise positions. This is shown by the fact that the incompressible shape factor with the array is 
always less than without, while the skin friction coefficient with the array is always larger than without 
the microramp array. These results show that the microramp array does indeed improve the boundary-
layer health downstream of the normal shock wave/boundary-layer interaction and can likely help resist 
boundary-layer separation in stronger SWBLIs. 
(a) (b) 
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2.6.2 Turbulence Properties 
Figure 31 shows the normalized u' turbulence intensity (u RMS/U∞) characteristics of the flowfield in 
the same arrangement shown in Fig. 22. The xy plane measurements indicate the largest streamwise 
velocity fluctuations occur in the upper shear layer surrounding the velocity deficit and primary vortex 
core in addition to along the wall in the SWBLI.  
 
 
 
Figure 31: Normalized u'/U∞ streamwise velocity RMS: (a) without microramp array spanwise position 1, 
(b) with microramp array spanwise position 1, and (c) with microramp array spanwise position 5.  
 
Figure 32 helps confirm that large streamwise velocity fluctuations occur within the upper shear layer 
region with a view of the yz plane. The large u' values above the wake region are not observed in spans  
3-5. This is more clearly displayed with the boundary layer u' turbulence intensity profiles in Fig. 33. The 
profiles also show that along the wall, the normal shock increases u' at each span, with and without 
microramp control, as expected. Comparing the mean velocity profiles (Fig. 29) with the u' profiles  
(Fig. 33) confirms that the maximum streamwise velocity fluctuations occur at a height greater than the 
streamwise velocity deficit. This likely indicates that the large fluctuations are a result of spanwise 
movement of the primary vortices and/or fluctuations due to the complex vortex ring train surrounding 
the streamwise vortices. Figure 32 also reveals large streamwise fluctuations corresponding to the shear 
layer on either side of the primary vortex pair.  
(a) 
(b) 
(c) 
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Figure 32: Normalized u'/U∞ streamwise velocity RMS yz end views at x = 50 mm, x = 88 mm, and  
x = 145 mm. 
 
 
 
 
Figure 33: Boundary-layer uʹ/U∞ profiles for all spanwise locations with and without microramp control 
at streamwise position: (a) x = 50 mm, (b) x = 88 mm, and (c) x = 145 mm. 
 
The turbulence generated by the microramps is still localized after the normal shock (Fig. 32). 
However, at the downstream position x = 145 mm, the u' turbulence is more uniform along all spans, both 
with and without the microramp array. At this most downstream position, the controlled case observes 
(a) (b) (c) 
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less u' turbulence in the near-wall region across all spans with an increase in fluctuations away from the 
wall at spans 1 and 2 when compared to the case without control (Fig. 33). This result means that less 
turbulent kinetic energy is produced in the near-wall region downstream of a SWBLI with microramp 
control. The dissipation in u' values downstream indicates a weakening of the microramp vortex structure 
and redevelopment of the boundary layer downstream of the normal shock. 
The v' turbulence (v RMS) characteristics are very similar to the observed u' turbulence trends  
(Fig. 34). The primary difference is that larger v fluctuations are observed in the streamwise velocity 
deficit region. The maximum v' value still corresponds to the upper shear layer region; however, between 
the primary vortices the flowfield experiences large v fluctuations. This most likely correlates with 
distortion in the instantaneous upwash motion that appears to be wall-normal in the time-averaged frame.  
 
 
 
Figure 34: Normalized v'/U∞ wall-normal velocity RMS: (a) without microramp array spanwise position 
1, (b) with microramp array spanwise position 1, and (c) with microramp array spanwise position 5. 
 
 
Again, downstream at x = 145 mm, the v fluctuations have dispersed across the entire span (Fig. 35). 
The v' boundary layer profiles (Fig. 36) demonstrate that both control cases have similar wall-normal 
fluctuations in the near-wall region at x = 145 mm. However, along span 1 it appears that the microramps 
reduce wall normal fluctuations in the SWBLI.  
(a) 
(b) 
(c) 
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Figure 35: Normalized v'/U∞ wall-normal velocity RMS yz end views at x = 50 mm, x = 88 mm, and  
x = 145 mm. 
 
 
 
Figure 36: Boundary-layer vʹ/U∞ profiles for all spanwise locations with and without microramp control at 
streamwise position: (a) x = 50 mm, (b) x = 88 mm, and (c) x = 145 mm. 
 
The Reynolds shear stress (u'v') of the flowfield is displayed in Figs. 37-39, and clearly shows the 
large scale turbulent structures occurring in the upper shear layer above the velocity deficit wake. The 
large negative u'v' values indicate a high level of mixing in the shear layer surrounding the primary vortex 
pair.  
(a) (b) (c) 
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Figure 37: Normalized Reynolds shear stress (u'v'/U∞
2
): (a) without microramp array spanwise position 1, 
(b) with microramp array spanwise position 1, and (c) with microramp array spanwise position 5. 
 
 
 
 
Figure 38: Normalized Reynolds shear stress (u'v'/U∞
2
) yz end views at x = 50 mm, x = 88 mm, and  
x = 145 mm. 
 
The magnitude of u'v' is reduced at the side of the wake since in this region the primary mixing would 
occur in the spanwise direction, making u'w' more applicable. Along the bottom of the wake less mixing 
(a) 
(b) 
(c) 
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appears to take place, as indicated by the reduced shear stress levels and is likely due to a weaker shear 
layer. The Reynolds shear stress of spanwise position 1 without the microramp array at a given 
streamwise position is very similar to that at spanwise position 5 with the microramp array. 
Figures 37-39 suggest that the large-scale turbulent structures/vortices produced by the microramps 
continue through the normal shock, but are reduced in strength (i.e., peak shear stress) and appear quite 
weak at x = 145 mm. However, there appears to be a reduced level of turbulence near the wall at 
streamwise position x = 145 mm with microramp control compared to without. In the SWBLI the 
microramps appear to reduce turbulence in spans 1 and 2 between the near-wall region and upper shear 
layer. This region corresponds to a height right below the primary vortex height.  
 
 
Figure 39: Boundary-layer uʹvʹ/U∞
2
 profiles for all spanwise locations with and without microramp 
control at streamwise position: (a) x = 50 mm, (b) x = 88 mm, and (c) x = 145 mm. 
 
2.6.3 Instantaneous and Conditionally Averaged Flowfield 
A comparison between the instantaneous u/U∞ flowfields for each control case is presented in Fig. 40 
along z = 0 mm. The instantaneous results in Fig. 40 are a typical representation of the measurement 
ensemble. In Fig. 40 streamwise positions 1 and 2 are viewed together for both control methods. The 
displayed vectors are in the average convective velocity frame of each measurement region. The 
convective velocity was calculated by conditionally averaging the regions of the flowfield with high-
swirling strength (Fig. 41). The normal shock wave is located at approximately x = 75.6 mm and x = 70.3 
mm without control (Fig. 40a) and with the microramp array (Fig. 40b), respectively. Without flow 
(a) (b) (c) 
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control, the instantaneous velocity in the SWBLI appears close to separation. No separation was measured 
in the near-wall region with the current measurement spacing near the wall. The minimum measured 
velocity in Fig. 40a is u = 45 m/s (u/U∞ = 0.1). Clearly there is increased vorticity in the wake of the 
microramp as compared to without, and the microramp array increases the velocity in the near-wall region 
of the SWBLI.  
 
 
 
 
 
Figure 40: Instantaneous u/U∞ velocity field with vectors at streamwise positions 1 and 2: (a) without 
control and (b) with microramp array (vectors presented in convective velocity reference frame). 
 
 
The swirling strength corresponding to the instantaneous flowfield is displayed in Fig. 41. 
Unmistakably, the measurement plane bisects vortices produced in the shear layer of the microramp 
wake. It is also clear that these vortices induce a higher- and lower-momentum region above and below 
their wall-normal location, respectively (Fig. 40b). The average convective velocity of these vortices is 
0.8U∞. Based on the previous microramp literature, it is likely that these observed vortices are the upper 
part of a ring (Kelvin-Helmholtz) or a large-scale hairpin vortex. The current data set cannot confirm 
whether these are a train of ring or hairpin vortices. All that can be determined is that the microramp wake 
creates a train of vortices with clockwise rotation above the primary vortex pair, and that these vortices 
survive the SWBLI (Fig. 41). These vortices are likely created through a K-H instability in the shear layer 
of the microramp wake and thus will be referred to as K-H vortices.  
(a) 
(b) 
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Figure 41: Swirling strength at streamwise positions 1 and 2: (a) without control and (b) with microramp 
array. 
 
In order to estimate the average spacing of the K-H vortices within the vortex train, a spatial auto-
correlation was performed on the spanwise swirling strength at streamwise position 1 upstream of the 
normal shock for each instantaneous measurement and then averaged. In this analysis, missing velocity 
vectors were replaced using interpolation in order to perform a more accurate auto-correlation of the 
swirling strength. The auto-correlation gives three distinct peaks in Fig. 42a. The center peak, with largest 
magnitude, is the result of the multiplication of the swirling strength field with itself. However, the other 
two peaks correspond to the distance between vortices. The wavelength is the distance measured from a 
secondary peak to the center peak. As depicted in Fig. 42a, the vortex spacing is λK-H = 4.9 mm. This 
corresponds well with a visual inspection of Fig. 41. A spatial auto-correlation was also performed on the 
SWBLI region (streamwise position 2) since it appears that the K-H vortices survive through the SWBLI 
(Fig. 42b). The vortex pattern at streamwise position 2 (Fig. 42b) has a wider dispersion of wavelengths 
around an average peak of λK-H = 5.3 mm, revealing that the SWBLI modestly increases the average 
distance between vortices while disrupting their organization into a pattern that does not correlate as 
strongly. Streamwise position 3 (x = 145 mm) was inspected to determine if the K-H vortices could 
survive a large distance downstream of the SWBLI. K-H vortices with substantially reduced strength do 
propagate through this measurement region randomly, but the K-H vortices were difficult to distinguish 
from vortices within the uncontrolled boundary layer.  
 
(b) 
(a) 
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Figure 42: Spatial auto-correlation of swirling strength at (a) streamwise position 1 (x = 37.6 to 65.7 mm) 
and spanwise position 1 (z =0 mm), and (b) streamwise position 2 (x = 67.7 to 96.1 mm) and spanwise 
position 1 (z =0 mm). 
 
 
Conditional velocity averaging of the normal SWBLI region was performed based on normal shock 
location in order to evaluate the effects of the microramp array without shock wave fluctuation. Assuming 
that the dominant flow feature of the velocity field is the shock wave, with otherwise little streamwise 
variation over short distances, the instantaneous velocity measurements with the shock wave in view were 
all aligned to a set normal shock location (Fig. 43a). The set normal shock position corresponds to the 
shock location in the instantaneous flowfields displayed in Fig. 40, x = 70.3 mm and x = 75.6 mm with 
the microramp array and without control, respectively. The conditionally averaged velocity shows an 
increased near-wall velocity when compared with the instantaneous flowfield, and the microramp array 
does still increase the near-wall streamwise velocity, although the boundary layer is clearly thicker with 
control at this z = 0 spanwise location. 
(a) 
(b) 
58 
 
microramp control no control 
  
 
  
 
  
 
  
 
 
Figure 43: Conditionally averaged velocity fields based on shock position both with and without 
microramp flow control: (a) u/U∞, (b) u'/U∞, (c) v'/U∞, and (d) u'v'/U∞
2
. 
 
(a) 
(b) 
(c) 
(d) 
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The turbulence statistics (Figs. 43b-43d) indicate that the normal shock wave without control 
produces more turbulence and mixing downstream of the rear-lambda structure. This also corresponds to 
the low-momentum region in the instantaneous velocity (Fig. 40a), and is further downstream than most 
schematics indicate (e.g., Fig. 1b). It appears that it is the downstream leg of the lambda structure that 
induces separation (or near separation), at least in the present flowfield. The microramp-controlled 
turbulence statistics results are very similar to the spatially averaged results described previously and thus 
do not need to be discussed further. 
Figure 44 displays the difference in velocity field between the two control cases after aligning the 
flowfields based on shock position. Clearly the streamwise velocity deficit of the primary vortex pair is 
present along the center span in addition to the induced upwash, Figs. 44a and 44b, respectively. 
However, more interesting is the streamwise and wall-normal velocity in the near wall xz plane. At a 
height of y = 0.5 mm, u is greater using microramp control at every spanwise position through the 
SWBLI, with nearly zero velocity difference at span 5 (Fig. 44c). Upwash is induced behind the 
microramp vertex, with downwash beside the centerline at the approximate primary vortex core location 
and position of maximum streamwise velocity increase (Figs. 44c and 44d). Moving away from the wall 
to y = 3.5 mm (Figs. 44e and 44f), the velocity deficit is present downstream of the ramp along z = 0 mm. 
There is also an increase in upwash and downwash at this height. This is because y =3.5 mm is closer to 
the height of the primary vortices. The difference in conditionally averaged results in the near-wall region 
indicates that even if a complex vortex/shock interaction occurs with a controlled SWBLI, the mean 
velocity profile in the near wall region best indicates the effectiveness of the microramps at reducing 
separation. 
To further analyze the separation region of the SWBLI and its control, a probability-density function 
(PDF) of the conditionally averaged velocity was obtained for velocities below the arbitrarily picked 
threshold of u = 100 m/s (Fig. 45). Since the flowfield is incipiently separated with the measurement 
plane too far from the wall to measure reversed flow, the threshold and PDF of the flowfield do not truly 
indicate the separated-flow region. However, it is reasonable to assume that they represent the distribution 
of separated flow (if it exists) in the normal SWBLI region and the effects of the microramps on that 
separation. The average normal shock shape, extracted from schlieren imaging (Fig. 15) and aligned with 
the conditionally averaged shock position, is included in the PDF distribution for clarity of the separation 
threshold analysis. Figures 45a and 45b plainly indicate that the downstream leg, or rear leg, of the 
lambda structure induces separation (or would in a stronger SWBLI) that continues downstream of the 
shock wave. This separation structure is similar to the schematic of a separated normal shock 
wave/boundary-layer interaction presented in Fig. 1b.  
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Figure 44: Difference in conditionally averaged and aligned velocity field based on shock position:  
(a) (uramp – uno ramp)/U∞ in xy plane at z =0 mm, (b) (vramp – vno ramp)/U∞ in xy plane at z =0 mm,  
(c) (uramp – uno ramp)/U∞ in xz plane at y =0.5 mm, (d) (vramp – vno ramp)/U∞ in xz plane at y =0.5 mm,  
(e) (uramp – uno ramp)/U∞ in xz plane at y =3.5 mm, and (f) (vramp – vno ramp)/U∞ in xz plane at y =3.5 mm. 
 
The distribution of velocity values below the threshold reveals that a microramp reduces the likeliness 
of separation along its centerline (Fig. 45a). The threshold distribution in the near-wall region of the  
xz plane at y = 0.5 mm signals that the separation is not two-dimensional without flow control, as would 
be expected. This result could be due to a small error in PIV location calibration or wind tunnel three-
dimensional effects. Nonetheless, it is clear that the microramp control device reduces separation in the 
near-wall region at y = 0.5 mm, particularly at the approximate spanwise location of the primary vortex 
core, adjacent to the centerline plane. Along the centerline of the microramp the likeliness of separation is 
(a) (b) 
(c) (d) 
(e) (f) 
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increased over the spanwise minimum but still maintains a value below the uncontrolled flowfield. These 
results confirm the observations of the spanwise velocity flowfield in Fig. 44. 
 
 
 
 
Figure 45: Percentage of conditionally average velocity field below u = 100 m/s threshold, indicating 
shape of separated flow region relative to shock and microramp position: (a) with flow control in xy plane 
at z =0 mm, (b) without flow control in xy plane at z =0 mm, (c) with flow control in xz plane at  
y =0.5 mm, and (d) without flow control in xz plane at y =0.5 mm. 
 
2.7 Summary and Conclusions 
A microramp array has been examined at Mach 1.4, and its effects on normal SWBLIs have been 
investigated. The flowfield in the vicinity of the microramp array has been described in detail. At the 
trailing edge of the microramps, separation occurs, forming a counter-rotating primary vortex pair. A 
streamwise velocity deficit is observed in the region of the primary vortices. As the flow moves 
downstream, this velocity deficit slowly moves away from the wall. The microramp vortex structure is 
strongest in the region directly downstream and beside the centerline of the ramps. The streamwise 
velocity deficit and induced upwash/downwash persist through the normal shock, but they are 
substantially reduced in strength. The vortices are all but dissipated by the most downstream observation 
location examined here. 
(a) (b) 
(c) (d) 
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The effects of the microramps appear to be spanwise localized to the region directly behind the 
microramps and are not apparent in the gap regions of the array. This necessitates the use of an array of 
microramps for large-scale inlet flow control. The normal shock was apparently not strong enough to 
induce large-scale boundary-layer separation in the current experimental arrangement. Therefore, it is not 
possible to fully characterize the effectiveness of the microramp array in resisting large-scale separation. 
However, the microramps did increase the streamwise velocity in the near-wall region of the SWBLI.  
The microramp array did increase the spanwise-averaged boundary-layer thickness downstream of the 
SWBLI. However, the microramp array increases flow momentum near the surface, as shown by a 
decrease in the spanwise-averaged values of δ*, θ, and H, and an increase in Cf relative to the no-array 
case. This indicates that microramps can definitely improve the health of the boundary layer and likely 
could resist separation in stronger SWBLIs. The shear layer in the microramp wake created a train of K-H 
vortices that could survive the SWBLI. The K-H vortices appeared just above the primary vortices. 
Nevertheless the velocity in the near wall region appears to be the best indicator for microramp 
effectiveness at controlling SWBLIs. Microramps may thus be employed to augment or possibly replace 
bleed in the design of future supersonic inlets, thereby reducing drag and improving aircraft performance. 
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Chapter 3: Flow Control Shock Stability 
3.1 Introduction and Background 
As previously stated in Section 1.2, separation control can be placed into four general categories 
based on its approach to mitigating a near-wall velocity gradient of zero: decrease the imposed adverse 
pressure gradient, impose a wall slip layer, remove the low-momentum near-wall flow, or add momentum 
to the near-wall flow [40]. The two primary types of passive shock wave/boundary-layer interaction 
control devices studied to date are passive porous surfaces over cavities and micro-vortex generators 
(MVGs). Porous cavity control is implemented with the goal of mitigating separation by removing low-
momentum near-wall flow and reducing entropy increases through the shock wave, while MVGs are 
employed to add momentum to the near-wall flow through the redirection of momentum from the outer 
boundary layer [16].  
The concept of porous cavity control of SWBLIs was introduced by Bahi et al. in 1983 [89], and 
involves the placement of a thin cavity with a porous top surface in the region of the normal shock 
wave/boundary-layer interaction. The pressure rise across the shock induces a passive suction 
downstream of the shock, creating a recirculation of flow through the cavity and injection of fluid 
upstream of the shock. The fluid injection triggers a thickening of the upstream boundary layer, creating a 
series of compression waves ahead of the shock. These waves cause a more isentropic compression and 
spreading of the shock wave’s adverse pressure gradient over a larger streamwise distance. In reality it 
appears that a single oblique shock wave emanates from the leading edge of the cavity in contrast to a 
series of Prandtl-Meyer compression waves as indicated from schlieren photographs [16, 40, 41, 44, 89]. 
This results in a lambda-foot shock wave structure indicative of solid wall shock-induced separation but 
with a greater extent and size. The large lambda shock decelerates the flow through a pair of oblique 
shocks. Thus, a smaller total pressure loss results when compared to a single normal shock with the same 
static pressure rise [90]. Evidence also suggests that the downstream suction tends to reduce the size of 
the resulting separation bubble, fully closing the separation bubble in some cases [16, 41]. However, 
increased viscous drag is observed with detrimental effects to the boundary layer displacement and 
momentum thicknesses even though experimental studies show that this flow control method can have a 
positive impact on total pressure recovery [44]. The increased separation bubble size in the control region 
resulting from the combined injection-suction effect is the primary source of viscous drag and boundary 
layer destabilization, with the rough porous surface providing a secondary source [41, 44, 91]. The 
viscous losses nearly over-balance the reduction in wave drag; thus, the potential benefit of passive 
porous cavity control results from a delicate balance between two opposing tendencies [91].  
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As long as the cavity depth is not too shallow, it appears that the cavity depth has a negligible impact 
on the control mechanism [91] along with the size and/or inclination of the plate holes. Most porous 
surface configurations explored thus far tend to enhance separation with little or no effect on the pressure 
distribution due to varying porosity between 6.8 to 17.6 percent [40]. An increased shape factor indicates 
the porous cavity aggravates the boundary-layer by increasing it tendency to separate and revealing that 
often the separation bubble is not fully closed with passive downstream suction [16]. However, another 
possible benefit of porous cavity control that requires further research is the porous cavity’s influence on 
fixing shock wave location and preventing large amplitude oscillations (i.e., shock stability) [41, 91]. The 
porous surface and cavity have the potential to damp pressure fluctuations associated with SWBLIs. 
Previous porous cavity investigations have revealed a reduction in low-frequency pressure fluctuations 
with a slight increase in high-frequency fluctuations [41].  
The potential for SWBLI control demonstrated using microramps has been expanded upon with the 
investigation of similar micro-vortex generators created from the combination of microramps with 
traditional vane-type VGs [5, 19, 21, 48]. Evidence suggests that improved SWBLI separation control can 
be achieved with the stronger streamwise vortices produced by micro-vanes as opposed to microramps 
[18, 92]. However, micro-vanes are often delicate and not physically robust enough for actual inlet 
implementation. Thus, MVGs such as ramped vanes and split vanes offer a passive control solution that 
combines the high performance of conventional vane devices with the robustness of microramp devices 
[19, 21, 93]. Implicit large-eddy simulations (ILES) of various MVG designs revealed that the ramped 
vane design with large gap spacing and a height of half the boundary-layer thickness (largest device 
height investigated) delivered the largest amount of vorticity, eliminating the separation length through an 
SWBLI and subsonic diffuser downstream of the device centerline. The same ramped vane configuration 
provided the largest reduction in the pressure fluctuations, shape factor, displacement thickness, and 
turbulent kinetic energy [19, 93]. Conversely, the split ramp and smaller ramped vane devices had the 
least impact on boundary layer health due to strong wake deficits regardless of the fact that they generated 
stronger streamwise vortices than the microramp devices. All of the investigated devices had negligible 
drag as indicated by the stagnation pressure recovery factor [19]. Experimental investigations of split 
ramps [21] and ramped vanes [5, 21, 92] reveal that these devices eliminate flow separation along the 
wind tunnel centerline through the post-shock region and a subsonic diffuser. However, the devices 
increase the three-dimensionality of the flow via sidewall interactions and seem to be especially 
prominent and intrusive in supersonic wind tunnel number 1 in the Aeronautics Laboratory at the 
University of Cambridge [5, 21, 92]. Corner suction was added to the test section as a means of 
suppressing corner effects in the SWBLI, demonstrating that the ramped vanes still eliminate center-span 
separation with minimized corner effects [5, 92]. In Ref. [5] the investigators hypothesized that the 
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centerline wall static pressure was a good indicator of control performance and corner effects since it was 
only significantly improved when the entire span of separation was reduced. In general, the ramped vanes 
performed better than the split ramps. The ramped vanes were found to improve pressure recovery, reduce 
separation, decrease shock unsteadiness, and create a fuller post-shock boundary-layer profile [21]. 
Unfortunately, these benefits were not observed with all configurations of the same device shape. The  
h = 0.75δ ramped vanes positioned 25δ upstream of the normal shock showed the most promise [21]. 
Some of the perceived differences in MVG configuration performance could be attributed to the rotation 
of the vortex near the sidewall or the extent of downwash in the center-span region [92].  
With respect to time-averaged results, McCormick [16] recommended the use of micro-vortex 
generators (MVGs) over porous cavity control for use in supersonic diffusers, favoring shock-induced 
separation reduction and improving subsonic pressure recovery through the diffuser over reduced total 
pressure loss. One aspect of supersonic inlet design that has not been studied as thoroughly as SWBLI 
separation suppression and post-shock boundary-layer health (increased Cf / reduced H) with MVG 
control techniques is their effect on normal shock stability [21, 93-95]. In supersonic inlet design, bleed 
methods have primarily been used as a means of reducing shock wave buzz and improving shock 
stability, but recent efforts [21, 95, 96] show that shock stability can be improved using MVGs. Overall 
system performance would be improved if passive techniques could be utilized to improve normal shock 
stability and improve boundary layer health. 
Barter and Dolling [95] discovered that MVGs reduced the length of the separation shock motion by 
64% in a Mach 5 compression corner, and in the separation region, they decreased the maximum wall 
pressure RMS by 23 - 29%. With MVG control, the static pressure fluctuations were shifted to higher 
frequencies, reducing the maximum fraction of energy in the 100 - 500 Hz band by 11 - 23%. These 
effects were attributed to a fuller boundary-layer profile, a weaker separation shock, and increased 
turbulence in the boundary layer, increasing separation shock jitter and inducing a shorter range of shock 
motion [95]. ILES of ramped vanes confirm that the flow control devices reduce pressure fluctuation 
amplitude and the time interval between pressure fluctuation peaks, decreasing the pressure energy 
spectrum in the low-frequency range [93]. Lee and Loth [93] credited the reduced pressure fluctuations 
and decreased turbulent kinetic energy to the strong mixing of the high-momentum flow in the incoming 
boundary layer, thus removing low-momentum large-scale structures present in the boundary layer. 
However, a stronger statistical relation likely exists between the reduced fluctuations and diminished 
separation region size, reducing the “breathing” of the separation bubble and associated flapping of the 
separated shear layer, thus resulting in lower amplitude shock motion [31, 34, 36]. 
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Presently, instantaneous schlieren photography was used to determine normal shock stability as a 
function of streamwise position in addition to shock sensitivity of streamwise position to changes in 
stagnation pressure near a 5 deg expansion, or subsonic diffuser. The 5 deg expansion is used to model 
the effects of a supersonic external compression inlet and diffuser. Various passive flow control devices, 
including microramps, ramped vanes, porous plates over cavities, and an open cavity, were utilized with 
the goal of minimizing normal shock unsteadiness compared to the case without flow control in a Mach 
1.4 flow. Surface oil-flow visualization provided a method for determining separation control, and 
boundary layer static pressure fluctuation-measurements downstream of the diffuser entrance were 
obtained for each of these control devices to help better determine their effects on shock wave stability. 
3.2 Experimental Arrangement 
The same supersonic blowdown wind tunnel designed for Mach 1.4 used in Chapter 2 to characterize 
the effects of microramps was used to investigate the results of various passive flow control devices on 
normal shock stability and position sensitivity. During the normal shock stability investigation, the wind 
tunnel test section was configured in a similar manner as described in Section 2.2, with the addition of a  
5 deg expansion, or subsonic diffuser, and the removal of the shock holder (Fig. 46). The 5 deg diffuser 
was added to model the effects of a supersonic external compression inlet and diffuser. Again, the cross-
sectional area of the test section upstream of the diffuser entrance, or shoulder, measured 63.5 × 63.5 mm 
(2.5 × 2.5 in). Optical access for schlieren photography and surface oil-flow visualization was provided 
by the windows positioned in each side wall measuring 107.95 mm × 228.6 mm.  
As with the previous investigation, three pressure transducers were used to monitor the wind tunnel 
flow conditions: one for the supply tank, one for the tunnel stagnation pressure, and one for the static 
pressure in the test section. The supply tank and tunnel stagnation pressure measurements were made with 
Ashcroft K1 transducers with 1% full-scale accuracy, while the static pressure measurements in the test 
section were made with an Omega PX209-015A5V transducer with 1.5% full-scale accuracy. A high-
speed pressure transducer positioned 25.4 mm downstream of the diffuser shoulder along the wind tunnel 
centerline provided time-series measurements of the boundary layer static pressure in order to determine 
the static pressure standard deviation and frequency content (via PSD analysis). A schematic of the wind 
tunnel test section without flow control is displayed in Fig. 46. During testing the target stagnation 
pressure was varied between 134.4 to 148.2 kPa (19.5 - 21.5 psi) with a stagnation temperature of 302 K 
and unit a Reynolds number of 38.6 ± 1 × 10
6
 m
–1
. The stagnation pressure was varied to determine the 
mean shock position and standard deviation at each streamwise position using the various flow-control 
techniques. Each wind tunnel run maintained a set stagnation pressure to within a standard deviation of 
0.14 kPa (0.02 psi) of the target value. 
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Figure 46: Experimental schematic showing wind tunnel test section without flow control. 
 
The incoming boundary layer characteristics of the wind tunnel test section are listed in Section 2.2.1 
and are again provided in Table 6. These parameters were determined from PIV measurements during the 
previous investigation and compare well with that for a fully developed turbulent boundary layer at 
similar Reynolds numbers [72].  
Table 6: Summary of Shock Stability Experiment Test Conditions 
Parameter Symbol Value 
stagnation pressure po 134.4 - 148.2 ± 0.14 kPa 
static pressure p∞ 42.1 - 47.3 ± 0.05 kPa 
boundary-layer thickness δ 4.78 ± .15 mm 
freestream Mach number M∞ 1.42 ± .02 
freestream velocity U∞ 418.5 ± 4 m/s 
stagnation temperature To 302 ± 1 K 
freestream temperature T∞ 215.3 ± 1 K 
incompressible shape factor H 1.29 
skin-friction coefficient Cf 0.0020 
unit Reynolds number Re∞ 38.6 ± 1 × 10
6
 m
–1
 
 
3.2.1 Control Devices 
A schematic of the wind tunnel test section containing the various passive control devices is shown in 
Fig. 47. The dimensions of each control device are provided in the schematics. The dimensions used for 
the microramp array are identical to the dimensions used in the study to characterize the effects of 
microramps (Section 2.2.2 and Fig. 47a). The dimensions were based on the optimized geometry obtained 
by minimizing the transformed shape factor through an oblique shock wave / boundary-layer interaction 
[15]. Two ramped vane MVG sizes were investigated based on a device height of h = 0.4δ and h = 0.6δ. 
The dimensions of the ramped vanes were obtained from Ref. [21] and are shown in Figs. 47b and 47c. 
The distance from the trailing edge of the microramp array to the diffuser shoulder (Xd) is 18.2δ, while 
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Xd for both sets of ramped vanes is 15δ. The control devices were machined into an insert that could be 
replaced with a blank for measurements of shock stability without the arrays. 
  
  
  
  
  
 
 
 
Figure 47: Schematics of wind tunnel test section with diffuser and (a) microramp array, (b) ramped 
vanes, h = 0.4δ, (c) ramped vanes, h = 0.6δ, (d) 13.5δ length porous plate, (e) open cavity, (f) 7.5δ length 
porous plate, and (g) 10δ length porous plate located 3.5δ upstream of diffuser entrance. 
 
Figures 47d and 47e show the wind tunnel configuration for the porous plate and open cavity with 
streamwise length and depth of 13.5δ and 5δ, respectively, while spanning the width of the wind tunnel. 
(a) (b) 
(c) (d) 
(e) (f) 
(g) 
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Figure 47f shows the porous plate with streamwise length of 7.5δ, while Fig. 47g details the porous plate 
with length 10δ, positioned 3.5δ upstream of the diffuser shoulder. Each of the porous plates has a 
porosity of 5% with staggered holes. 
The porous plate surface is dimensioned in Fig. 47d. The holes have a diameter of 1.32 mm (0.05 in) 
and are spaced 3.7 mm (0.146 in) apart in the streamwise direction. The porous plate has a thickness of 
3.175 mm (0.125 in) with each row of holes spaced 5.8 mm (0.228 in) apart in the spanwise direction and 
staggered in the streamwise direction [44, 91]. The porous plate surface of the 7.5δ porous plate and 10δ 
upstream porous plate are the same with shortened length for the porous region in order to maintain a 
porosity of 5%. The design for the length and position of the 7.5δ porous plate and 10δ upstream porous 
plate were determined from our initial shock stability measurements with the 13.5δ porous plate. 
3.2.2 Schlieren Photography 
Instantaneous schlieren images were collected at various stagnation pressures in order to determine 
the mean shock position and standard deviation at each streamwise position using the various flow-
control techniques. The schlieren experimental arrangement is described in Section 2.2.3. A LabVIEW 
program acquired the corresponding stagnation pressure and static pressure data when triggered by a 
camera exposure. The images were acquired at a rate of 10 Hz with a resolution of 1600 × 1200 pixels at 
64 µm/pixel. The duration of light exposure was approximately 20 ns, resulting in a frozen shock position 
with essentially zero smearing.  
The shock tracking was performed using a MATLAB script implementing the algorithm outlined in 
Table 7 and Fig. 48 using an example instantaneous schlieren image. However, shadowgraph images with 
the knife edge removed were actually used to track shock position in the results reported here. 
Shadowgraph images were utilized to remove the small-scale structures of the flowfield and more easily 
track shock position through large data sets. The average normal shock width in the shadowgraph images 
was 5 pixels, or 0.32 mm. The shock position was determined with an estimated uncertainty of ±2 pixels 
(±0.13 mm), since the minimum shadowgraph intensity was used to determine shock position (Table 7) 
and was not always located at what appeared to be the center of the shock wave.  
At each target stagnation pressure, 516 images were obtained to determine mean position and 
standard deviation. A total of 37,644 schlieren images were obtained for all cases. As Fig. 48 shows, the 
flow is highly transonic as indicated by the shock train. The “position” of the normal shock in each 
schlieren image was determined by the leading normal shock at either a height of 6δ above the wall or 
above the bifurcation point of the lambda shock. As the normal shock moved into the diffuser, the 
bifurcation point increased in height from the surface of the wind tunnel for each of the control cases.  
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Table 7: Shock tracking algorithm 
Step # Description 
Step 1: original image reduced in resolution using a Gaussian pyramid reduction 
Step 2: 
Canny method used to return binary image of all edges in reduced resolution image using 
empirically determined threshold [97] 
Step 3: spurious edges such as side walls removed from image leaving shock wave edges 
Step 4: boundary tracing located connected shock wave edges in binary image 
Step 5: region surrounding connected shock wave edges was filled in 
Step 6: 
image specifying shock region was expanded to original resolution using Gaussian pyramid 
expansion 
Step 7: shock region was filled in using original image intensities 
Step 8: 
Canny method used to return binary image of all edges in shock region image with more 
sensitive threshold than previously used 
Step 9: region boundary and edges containing few connected pixels were removed 
Step 10: leading shock wave edge located using trace of boundary outline 
Step 11: cubic smoothing spline applied to remove small-scale variations in shock shape 
Step 12: 
shock wave located at minimum intensity within 4 pixels to either side of smoothed line 
position at specified height 
Step 13: output image marking measured shock wave location for error analysis  
 
 
 
Figure 48: Outline of shock tracking algorithm (steps are described in Table 7). 
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When the normal shock was located on the middle and downstream portions of the porous plates, the 
bifurcation point also increased in height above the surface of the wind tunnel. This is due to the weak 
oblique shocks generated by the holes in the porous plate.  
The Gaussian pyramid resolution reduction was implemented as a low-pass filter to remove small-
scale spatial features from the images. This provided a robust method for determining the shock wave 
region [98]. However, the MVG devices generated oblique shock waves that complicated the detection of 
the normal shock wave. This complication was circumvented by removing the edges created from the 
oblique shock waves using an average of all images within a device data set. The resulting average image 
only contained edges of the wind tunnel side walls and oblique shock waves due to the fluctuations in 
normal shock position.  
3.2.3 Surface Oil-Flow Visualization 
Surface oil-flow visualization offered a method to qualitatively measure the effect of the control 
devices on separation in the 5 deg diffuser. The shoulder region of the diffuser was imaged through the 
side wall windows. The wind tunnel surface was painted black prior to the use of oil containing one part 
oleic acid, five parts titanium dioxide, and 10 parts silicone oil. The oil was applied generously with a 
standard foam brush. The brush lines were oriented in the streamwise direction, and images were acquired 
shortly before the start of the tunnel run. The series of surface flow images improved the interpretation of 
flow features within the images. A PCO.1600 CCD camera acquired the surface oil-flow visualization 
images at a 1600 × 1200 pixel resolution.  
The surface flow images were mapped to the physical plane using three linear mapping equations 
(Equation (22)), where i and j are pixel coordinates and x, y, and z are physical coordinates. The mapping 
coefficients were determined from a linear least-squares curve fit from pixel locations to physical 
coordinates located through a scale shot. Each surface within the images used separate mapping 
coefficients. All surface oil-flow visualization images were aligned with the scale shot to ensure an 
accurate mapping. 
x = a1i
2
+a2j
2
+a3ij+ a4i+ a5j+ a6 y = const. z = b1i
2
+b2j
2
+b3ij+ b4i+ b5j+ b6 (22) 
 
3.2.4 Pressure Fluctuation Measurements 
An Endevco piezoresistive pressure transducer Model 8530C-15 was located an inch downstream of 
the diffuser entrance along the center span to provide time-series measurements of the boundary layer 
static pressure. The transducer measured the absolute pressure in a range from 0-103.4 kPa with a 
sensitivity of 1.738 mV/kPa, and was statically calibrated. An Endevco Model 136 DC amplifier was 
used as the signal conditioner and filter. The data were acquired using a National Instruments PCI-6120 
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DAQ board and LabVIEW software along with a National Instruments BNC-2110 BNC adapter. The 
pressure transducer signal was filtered using 10 Hz and 80 kHz high- and low-pass filters, respectively. 
The filtered signal was passed into a LabVIEW program that took a sample size of 40,000 with sampling 
frequency of 80 kHz resulting in a frequency resolution of 2 Hz where 64 data sets were averaged with 
linear weighting in order to calculate the RMS average using the built-in LabVIEW PSD analysis and 
standard deviation calculations. 
3.3 Schlieren Imaging 
Instantaneous schlieren images of the normal shock position with no control, microramps, ramped 
vanes, porous plates, and the open cavity were obtained as well as the associated stagnation and static 
pressures for each image. The mean shock position and standard deviation at each streamwise location 
were extracted from the schlieren images using the algorithm outlined in Section 3.2.2 over a range of 
stagnation pressures (134.4 to 148.2 kPa) for each flow control device and also for the case without 
control. Figure 49 shows an example instantaneous schlieren photograph for each control case at a 
stagnation pressure that places the normal shock at the entrance of the diffuser except for the open cavity 
control case (Fig. 49h). In Fig. 49, the abscissa displays the streamwise coordinate subtracted by the 
diffuser entrance location and normalized by the incoming boundary layer thickness.  
Figure 50 details the shock position and associated stagnation pressure for every schlieren image 
obtained. The clusters of data points are centered on target stagnation pressures with the average 
stagnation pressure and associated mean shock position represented as a white data point in the center of 
each cluster. From Fig. 50 we see that, as the mean stagnation pressure increases, the normal shock moves 
further downstream, as expected. Figure 50 also shows that the open cavity streamwise position data do 
not cover a large range of shock positions because when the normal shock moves past the first third of the 
open cavity it becomes an oblique shock spanning the cavity. The normal shock is able to sit on the shear 
layer generated by the cavity for the first third before becoming an oblique shock. 
The schlieren photographs in Fig. 49 show the transonic nature of the flowfield with the presence of a 
shock train. The shock train exists regardless of control device; however it is not in view of the ramped 
vane schlieren photographs (Figs. 49c and 49d). The no-control case produces a lambda shock near the 
diffuser entrance without clear indication of a separated flow. In the shock region the flow is likely 
incipiently separated, i.e., no separation occurs in the mean but the probability of observing 
instantaneously reversed flow is significant [34]. The surface oil-flow visualization will reveal that the 
flow is separated downstream of the normal shock in the diffuser. Though the separation is difficult to 
observe with schlieren photography due to spanwise integration through the tunnel, the boundary layer 
does clearly grow downstream of the diffuser entrance, or shoulder. 
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Figure 49: Instantaneous schlieren images of control devices: (a) no control, (b) microramps, (c) ramped 
vanes, h = 0.4δ, (d) ramped vanes, h = 0.6δ, (e) 7.5δ porous plate, (f) 10δ upstream porous plate,  
(g) 13.5δ porous plate, and (h) open cavity. 
 
(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
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Figure 50: Stagnation pressure vs. normal shock position (a) no control, (b) microramp array, (c) ramped 
vanes, h = 0.4δ, (d) ramped vanes, h = 0.6δ, (e) 7.5δ porous plate, (f) 10δ upstream porous plate,  
(g) 13.5δ porous plate, and (h) open cavity. 
(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
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Large periodic turbulent structures are generated in the boundary layer with microramp and ramped 
vane control (Figs. 49b, 49c, and 49d). The ramped vanes appear to generate larger structures compared 
with the microramps. The largest growth in boundary layer thickness is produced by the h = 0.6δ ramped 
vanes. These observations suggest that the ramped vanes produce stronger streamwise vortices when 
compared to the microramp control devices, with the larger ramped vanes injecting the largest amount of 
vorticity into the boundary layer. Unfortunately, the oblique shock wave reflections generated by the 
microramp and h = 0.6δ ramped vane control devices intersect the normal shock in the vicinity of the 
SWBLI when the normal shock is positioned near the diffuser entrance. This unavoidable result is due to 
the dimensions of the tunnel and recommended positioning of the MVG devices. However, this likely had 
little effect on the shock stability results which is evident when comparing the observed trends between 
the two ramped vane cases, since their generated shocks intersect the normal shock at different locations.  
The porous plate flow control devices result in an increased lambda structure size (Figs. 49e, 49f, and 
49g), with the larger the streamwise extent of the porous cavity, the larger the subsequent lambda 
structure. When the normal shock is positioned near the diffuser shoulder, the 7.5δ and 13.5δ length 
porous-plate cavity devices appear to create two lambda structures. One is generated at the leading edge 
of the cavity, and one is positioned inside the large lambda with a similar size to that observed without 
flow control. The 10δ length porous-plate cavity device located upstream of the diffuser entrance  
(Fig. 49f) generates the leading lambda shock from the downstream edge of the cavity. Based on visual 
inspection, the boundary layers created with the porous plate control devices are very similar to the no 
control case in terms of thickness and turbulent structure size.  
As is expected, the open cavity control device generates a shear layer across its streamwise length. 
For the stagnation pressures for which a shock is able to sit on the cavity shear layer, the lambda shock is 
surprisingly quite stable. Conversely, the flow downstream of the cavity is highly disturbed by its 
presence.  
Figure 51 displays the stagnation pressure vs. mean shock position, as well as the standard deviation 
in shock position vs. mean shock position for each of the cases shown in Fig. 50. Figure 51 shows that the 
mean shock position associated with each stagnation pressure varies depending on the passive control 
device. In order to concentrate on shock stability around the diffuser shoulder, each control device 
displayed in Fig. 50 has varying target stagnation pressures and not every target stagnation pressure was 
run for each control device. Figure 50a displays the shock positions for the no-control case. The ultimate 
goal for the passive control devices is to decrease the amount that the shock position varies in the 
streamwise direction for a given target stagnation pressure, thereby increasing the shock position stability. 
In other words, the goal of the control device is to decrease the width of the data clusters in Fig. 50 for a 
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target stagnation pressure. Figures 50b, 50c, 50d and 51b show that the micro-vortex generators (the 
microramps and ramped vanes) increase shock position stability once the shock has moved into the 
diffuser, but do not display much of an effect on shock stability upstream of the diffuser entrance. It also 
shows that the ramped vanes improve the shock position stability in the diffuser to a greater extent than 
the microramp array. Figures 50e, 50f, 50g, and 51d do not exhibit much variation in shock position 
stability for the porous plate control devices compared to the no-control case. Figures 50h and 51d show 
that the shock position stability is improved with the open cavity where the normal shock occurs, but  
Fig. 49h shows that the flow downstream of the cavity is disrupted. 
  
  
 
Figure 51: (a) Stagnation pressure vs. mean normal shock position for micro-vortex generators  
(b) standard deviation vs. mean normal shock position for micro-vortex generators, (c) stagnation 
pressure vs. mean normal shock position for recirculation devices, and (d) standard deviation vs. mean 
normal shock position for recirculation devices (control device location indicated by thick solid lines at 
bottom of each plot). 
 
(a) (b) 
(c) (d) 
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The larger the slope of the mean position curves in Figs. 51a and 51c the less sensitive the shock 
position is to stagnation pressure changes. This is due to the fact that a large stagnation pressure change 
then results in a smaller mean shock position change. Figures 51a and 51c show that upstream of the 
diffuser shoulder is where the mean shock position is most sensitive to stagnation pressure changes for all 
of the control cases, and that the shock position becomes less sensitive to stagnation pressure changes 
once the shock moves into the diffuser, as would be expected in a diverging duct. Figure 52 displays the 
slopes of linear least-squares curve fits to the data, both upstream and in the diffuser. 
 
 
Figure 52: Slope of mean shock position vs. stagnation pressure. 
 
 
Figure 52 shows that the porous plate control devices slightly decrease the mean shock position 
sensitivity upstream of the diffuser relative to the no-control case with the open cavity decreasing the 
sensitivity the most by far. In Fig. 51c it appears that the initial slope of the position curve using the 
porous plate control devices is steep all the way until the shock is located at the midpoint of the porous 
plate. However, downstream of this point the slope decreases, indicating an increased sensitivity to 
stagnation pressure changes. The increased sensitivity helps reveal the tendency for the shock to “snap” 
downstream close to the downstream edge of the cavity with small increases in stagnation pressure 
confirming a similar trend observed by Orphanides et al. [94]. The micro-vortex generators somewhat 
increase shock position sensitivity upstream of the diffuser shoulder relative to no-control with the 
microramps slightly decreasing sensitivity and the ramped vanes again somewhat increasing sensitivity 
downstream of the diffuser shoulder. The porous plates also somewhat increased mean shock position 
sensitivity downstream of the diffuser shoulder relative to the no-control case. 
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Figures 51b and 51d show the standard deviation of the shock position at each streamwise shock 
location. It should be noted that the standard deviation in shock position has a relatively large uncertainty 
due to the variability in shock location between wind tunnel runs. Figure 51b shows that the micro-vortex 
generators greatly reduce the shock position fluctuations relative to no control once the shock has moved 
to an average streamwise position inside the diffuser. However, it also shows that the shock position 
fluctuations upstream of the diffuser entrance are slightly increased, with the h = 0.4δ ramped vanes 
increasing the fluctuations the least. Figure 51d illustrates that porous plates greatly reduce shock position 
fluctuations relative to the solid wall on the upstream portion of their respective cavities. Only the 10δ 
upstream porous plate reduces shock position fluctuations at the diffuser entrance, but only to a small 
degree. All of the porous plate control devices increase shock position fluctuations relative to no control 
once the shock moves into the diffuser. Figure 51d also shows that the open cavity greatly reduces shock 
position fluctuations over the limited range examined. 
3.4 Surface Oil-Flow Visualization Results 
Surface oil-flow visualization images are displayed in Figs. 53 and 54 for the MVG and recirculation 
control devices, respectively, for a mean shock position near the diffuser entrance. The images are 
displayed with the flow from left to right in addition to a schematic outlining the control device locations. 
A vertical line at (x – xd)/δ = 2.34 is present in the results from a sealed seam in the model. The location 
of the pressure transducer blank is also visible along the centerline at (x–xd)/δ = 5.32. A three-dimensional 
region of separated and recirculating flow is produced in the diffuser without flow control (Fig. 53a). This 
separation is reduced with the microramp array (Fig. 53b) and is completely eliminated with the ramped 
vanes (Figs. 53c and 53d). It is difficult to determine if the microramps are able to fully eliminate the 
separation. It is perceived that the microramps do not fully eliminate the separation downstream of  
(x–xd)/δ = 7 using video sequences of the surface flow results. Also, a small region of oil collected at the 
diffuser entrance suggests a very small separation region with attached flow downstream of the entrance 
(Figs. 53b, 53c, and 53d). The upwash regions along the centerlines of the ramped vanes are also 
observed in the surface flow results of Figs. 53c and 53d. The fact that the MVGs reduce separation in the 
diffuser helps explain the trends observed with the reduction in shock fluctuations in Fig. 51b.  
The MVG surface flow results do show the presence of some sidewall/corner effects. However, the 
no-control case also displays sidewall effects to some extent indicating that the reduced separation is 
likely due to the flow control methods and not modified sidewall effects. Also, the controlled flowfield is 
still symmetric unlike the flowfields observed in Refs. [5, 21].  
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Figure 53: Surface flow: (a) no control at po = 139.2 kPa (20.2 psi) and (xs – xd)/δ = –1.41, (b) microramp 
array at po = 138.7 kPa (20.1 psi) and (xs – xd)/δ = –2.06, (c) ramped vanes, h = 0.4δ at po = 137.8 kPa  
(20.0 psi) and (xs – xd)/δ = –1.07, and (d) ramped vanes, h = 0.6δ at po = 137.1 kPa (19.9 psi) and  
(xs – xd)/δ = –2.18. 
 
(a) 
(b) 
(c) 
(d) 
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Figure 54: Surface flow: (a) 7.5δ porous plate at po = 140.0 kPa (20.3 psi) and (xs – xd)/δ = –1.89, (b) 10δ 
upstream porous plate at po = 140.0 kPa (20.3 psi) and (xs – xd)/δ = –2.41, (c) 13.5δ porous plate at  
po = 140.6 kPa (20.4 psi) and (xs – xd)/δ = –2.01, and (d) open cavity at po = 141.3 kPa (20.5 psi) and  
(xs – xd)/δ = –10.51. 
(a) 
(b) 
(c) 
(d) 
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The surface flow results of the recirculation flow control devices (Fig. 54) demonstrates that the 
porous plate control devices do not reduce separation and possibly enhance it. A massively separated 
recirculation region exists in the diffuser exhibiting a three-dimensional behavior. The oil along the 
regions of the porous holes is removed indicating that the flow is not separated, probably due to the 
generation of small streamwise vortices that are not strong enough to reduce the separation in the diffuser. 
The 7.5δ and 10δ porous plates do generate vortices that extend into the start of the separation region 
(Figs. 54a and 54b). Interestingly, the open cavity flow control eliminates the separation region in  
Fig. 54d. The surface flow results show evidence of the creation of two large streamwise vortices near the 
side walls of the open cavity. A similar streamwise circulating flow pattern near the cavity side walls has 
been observed in cavities with finite width, imposing a clockwise rotation on the shear layer and 
downwash along the cavity centerline [99, 100]. Oil collected on the sidewalls (not shown) helps indicate 
the large size of the vortices, and evidence of the vortices’ impingement on the back cavity wall is 
detailed with the collection of oil at z/δ = ± 1.9. 
3.5 Pressure Fluctuation Measurements 
Figure 55 displays the mean (pd/po) and RMS (σpd) static pressure in the diffuser for each control 
device and shock position obtained using the high-speed pressure transducer located one inch downstream 
of the diffuser entrance. The black vertical line indicates the location of the transducer, helping to 
visualize the results corresponding to a downstream shock position. The MVGs generally produce a 
higher pressure recovery compared with the no-control case when the normal shock is located upstream 
of the diffuser (Fig. 55a), while the porous plate and open cavity control devices generally have a reduced 
pressure recovery no matter the shock position (Fig. 55c). The ramped vanes create the largest gains in 
pressure recovery, with the 7.5δ porous plate almost matching the no flow control values. The trends in 
pressure recovery provide the best explanation for the average shift in shock position for the various flow 
control devices observed in Figs. 51a and 51c. The MVGs produce a higher static pressure recovery due 
to reduced separation which results in a shock position further downstream for a given stagnation pressure 
when compared to the case without flow control. The opposite trend is observed with the recirculation 
control devices which decrease the static pressure recovery. 
The diffuser static pressure RMS, or standard deviation, is presented in Figs. 55b and 55d for the 
MVG and recirculation control devices, respectively. Figure 55b shows that the MVGs generally reduce 
the static pressure fluctuations compared to the case without flow control when the normal shock is 
positioned upstream/near the diffuser entrance. The ramped vanes also reduce the fluctuations for a shock 
location inside the diffuser but upstream of the pressure transducer; the h = 0.6δ ramped vanes reduce it 
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furthest. This result confirms the assumption from the schlieren photography that the h = 0.6δ ramped 
vanes generate the strongest streamwise vortices.  
  
  
 
Figure 55: Boundary-layer static pressure in diffuser vs. mean shock position: (a) mean pressure with 
micro-vortex generators, (b) standard deviation in pressure with micro-vortex generators, (c) mean 
pressure with recirculation control devices, and (d) standard deviation in pressure with recirculation 
control devices. 
 
The increased static pressure fluctuations created by the MVGs with a shock position slightly 
downstream of the transducer are the consequence of variations in the lambda structure size between the 
control cases. Since the shock location was measured above the bifurcation point, the first σpd point 
downstream of the transducer without control corresponds to a leading lambda shock leg upstream of the 
transducer. The MVG cases correlate to a leading lambda shock impinging near the pressure transducer 
and explain the increased fluctuations over the no-control case. The mean no-control shock location 
furthest downstream is the streamwise position that corresponds to an impingement of the leading leg of 
the lambda shock over the transducer, resulting in the observed larger pressure fluctuations for that case. 
Note that the MVGs reduce the RMS pressure fluctuations with the impingement of the lambda shock on 
(a) (b) 
(c) (d) 
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the transducer compared to the case without flow control. In the diffuser the size of the lambda shock in 
increasing order for each MVG control method is as follows: h = 0.6δ ramped vanes, h = 0.4δ ramped 
vanes, microramps, no control. The increasing order of lambda shock size correlates with a decreasing 
streamwise vortex strength. Once the shock wave is well downstream of the transducer, a significant 
reduction in the fluctuating pressure is observed using MVGs. It is speculated that this effect is due to 
both the reduced separation region and because the RMS fluctuation levels decrease across expansions 
[101]. Unfortunately, RMS pressure data were not acquired for a shock position that far downstream 
without flow control, which would allow a direct comparison between the control cases.  
The recirculation flow control methods reveal increased static pressure fluctuations compared to the 
case without flow control across all shock wave positions except for the 7.5δ porous plate when the shock 
is located near the downstream third of the device (Fig. 55d). The furthest downstream measurement 
point results in the impingement of the lambda shock’s leading leg on the transducer for each of the 
control cases in Fig. 55d, explaining the high fluctuation values for these points. The dominant 
frequencies in the shock wave fluctuations are likely due to wind tunnel acoustic tones as will be 
illustrated by PSD measurements. It is also interesting to note that, even though Fig. 51d showed that the 
open cavity results in the lowest fluctuations in shock position by far just upstream of the open cavity and 
Fig. 54d revealed attached flow in the diffuser, the open cavity results in the greatest static pressure 
fluctuations compared with all other flow control devices. This outcome makes the open cavity the least 
favorable control device to use for controlling shock stability.  
Figure 56 displays the PSD measurements of the boundary layer static pressure fluctuations in the 
form of the normalized power spectral density (G(f)*f/σ
2
) vs. frequency on a linear-log plot for each of the 
control cases. The target stagnation pressure for each of the PSDs is the stagnation pressure placing the 
mean shock position near the diffuser entrance and is listed in the Fig. 56 caption along with the mean 
shock position for each of the cases. The PSD normalization was done to help with the comparison of the 
energy in the pressure fluctuations vs. frequency for each control case [102]. The normalized PSD 
measurements corresponding to the placement of the leading lambda leg on the transducer are shown in 
Fig. 57. 
In Fig. 56 most of the energy in the pressure fluctuations for all of the control cases, excluding the 
open cavity, is concentrated over the frequency range between 10 and 200 Hz, with what appears to be 
three primary peaks centered around 44 Hz, 72 Hz, and 126 Hz. Due to the low frequency and the fact 
that the peaks exist at similar frequencies for all control cases regardless of whether separation occurs or 
not, indicates that the frequencies are most plausibly created from acoustic waves traveling within the 
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wind tunnel downstream of the normal shock. The dominant acoustic frequencies of the wind tunnel can 
be estimated using Equation (23).  
( )22 1
4
ac
a
f n M
L
 = − 
 
 (even mode) ( ) ( )22 1 1
4
ac
a
f n M
L
 = − − 
 
 (odd mode) (23) 
 
Assume that the downstream boundary condition occurs at the 90 deg turn in the exit pipe downstream of 
the wind tunnel diffuser, while the upstream boundary condition occurs at the normal shock. The 
downstream end is closed, but the upstream end is unknown a priori [103]. If the normal shock has an 
infinitely large acoustic impedance (closed end) an even-mode duct resonance frequency will result, while 
a low acoustic impedance (open end) will result in an odd-mode resonance frequency. The first harmonic 
for each mode results in an acoustic frequency of 69.1 Hz and 34.6 Hz for the even and odd modes, 
respectively. The even mode corresponds extremely well with the frequency peak observed at 72 Hz, 
indicating that the normal shock likely acts as a closed end with large acoustic impedance and that the 
high energy content of the low frequencies is apparently due to the acoustic effects of the wind tunnel. 
Furthermore, a possible explanation for the observed peak around 126 Hz is the acoustic feedback 
resulting from the lip connecting the wind tunnel diffuser flange to the downstream exit pipe. The lip 
created from the junction of the exit pipe and flange could reflect a portion of the acoustic wave acting as 
a closed end and producing a first harmonic of 124.0 Hz (Equation (23)). Presently, the origin of the 
pressure fluctuation centered near 44 Hz is unknown. Most likely it corresponds to an undetermined 
tunnel acoustic mode due to its low frequency requiring a very long length scale. 
Unfortunately, the exact separation length scales are unknown making it difficult to determine 
frequencies related to fluctuations of the separation region. It is important to mention that one avenue for 
determining the separation-related frequencies is by comparing the no-control and MVG cases since the 
MVGs reduce separation. However, only the frequencies between 10-200 Hz have a reduction in energy 
content with reduced separation, while increasing the energy in the fluctuations near 560 Hz in addition to 
the higher frequencies. Using the streamwise extent of the lambda shock as an approximation for the 
separation, or interaction, length, the characteristic frequencies of the SWBLI can be estimated using 
Equation (24) where StL is the Strouhal number, f is the frequency, L is the length of the interaction, and 
U∞ is the velocity upstream of the interaction [31, 35, 36]. 
L
fL
St
U∞
=  (24) 
 
Historically, two dominant regimes of Strouhal numbers exist when describing SWBLIs at similar Mach 
numbers, StL = 0.03 - 0.04 and StL = 0.1 - 0.3 [36]. The StL = 0.03 - 0.04 range corresponds to lambda 
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shock fluctuations from the interaction while StL = 0.1 - 0.3 describes the separation bubble dynamics. In 
this case, the lambda shock covers a distance of approximately 23.9 mm with ramped vane control, 
resulting in characteristic frequencies of 524 Hz and 1747 Hz using Strouhal numbers of 0.03 and 0.1, 
respectively. These frequencies correlate well with the peaks observed near 560 Hz and 1720 Hz for the 
ramped vane control cases, indicating that the SWBLI is the probable source of these pressure 
fluctuations (Figs. 56c - 56d). The fact that a peak exists in the pressure fluctuations near 560 Hz for all of 
the other control cases except the open cavity, further adds to the evidence that this peak corresponds to 
fluctuations in the lambda shock due to the SWBLI. One possible explanation for the absence of the peak 
near 1720 Hz using the other control methods is that an isolated separation bubble does not exist in the 
SWBLI due to the large separation in the diffuser as observed with the surface oil-flow visualization 
results. However, with the available data it is impossible to pinpoint the exact cause for each frequency 
peak or whether the dominant fluctuations are in fact due to tunnel acoustics or separation in the diffuser. 
Nonetheless the important takeaway is that the MVGs shift the fluctuations to a higher frequency with the 
reduction of the separation in the diffuser (Figs. 56b - 56d).  
The porous plates that terminate at the diffuser entrance produce less energy in the pressure 
fluctuations at a lower frequency than the no-control case with the upstream porous plate producing 
energy in the pressure fluctuations similar with no control (Figs. 56e - 56g). This result aligns with the 
observations from Ref. [41] revealing a reduction in low-frequency pressure fluctuations with a slight 
increase in high-frequency fluctuations. The porous plate flow control devices do produce more energy in 
the pressure fluctuations between 3 - 7 kHz possibly due to feedback within the cavities or the creation of 
a separation region of specific size associated with the porous plates.  
Figure 56h shows the strong tonal behavior of the open cavity. There are large peaks in the 
normalized PSD generated by the Rossiter tone frequencies [104]. Rossiter proposed that the periodic 
component of the oscillations is due to an acoustic resonance within the cavity formed through pressure 
oscillations created by shear layer structures impinging against the rear wall and propagating back 
upstream. These waves then generate small disturbances after impacting the cavity front wall that move 
back downstream, creating a closed feedback loop. Equation (25) was put forth as a semi-empirical model 
predicting the longitudinal oscillation frequency harmonics, with the subsequent modified equation 
created to account for a higher speed of sound within the cavity [105, 106]. 
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Figure 56: Normalized power spectral density with normal shock near diffuser shoulder (shock position 
and stagnation pressure listed in Table 8): (a) no control, (b) microramp array, (c) ramped vanes, h = 0.4δ, 
(d) ramped vanes, h = 0.6δ, (e) 7.5δ porous plate, (f) 10δ upstream porous plate, (g) 13.5δ porous plate, 
and (h) open cavity. 
(a) 
(g) 
(c) 
(e) 
(h) 
(f) 
(d) 
(b) 
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Table 8: Shock position and stagnation pressure of control devices corresponding to PSDs in Fig. 56 
figure part control device (xs – xd)/δ po 
(a) no control 0.17 140.0 kPa (20.3 psi) 
(b) microramp array 0.18 139.2 kPa (20.2 psi) 
(c) ramped vanes, h = 0.4δ 1.54 138.5 kPa (20.1 psi) 
(d) ramped vanes, h = 0.6δ 0.93 137.8 kPa (20.0 psi) 
(e) 7.5δ porous plate –0.44 140.6 kPa (20.4 psi) 
(f) 10δ upstream porous plate –0.30 140.6 kPa (20.4 psi) 
(g) 13.5δ porous plate –2.01 140.6 kPa (20.4 psi) 
(h) open cavity –9.88 141.9 kPa (20.6 psi) 
 
In Equation (25) L is the cavity length, U∞ is the freestream velocity, m is the mode of oscillation, k is 
the convective velocity of the structures, M is the freestream Mach number, r is the temperature recovery 
factor, γ is the ratio of specific heats, and α is a constant based on a phase delay related to the lag between 
instabilities in the shear layer and upstream-travelling pressure waves given by α = 0.062(L/D) = 0.206 
[105, 106]. From previous experiments, a value of k = 0.57 most accurately characterizes the cavity shear 
layer [107-109]. Using a value of k = 0.57 and α = 0.206, Equation (25) predicts the measured tones listed 
in Table 9, matching the measured values fairly well. 
Table 9: Predicted and Measured Rossiter Tones for Upstream Normal Shock 
Harmonic Predicted Measured 
m = 1 1725 1760 
m = 2 3898 3922 
m = 3 6072 6088 
m = 4 8245 7828 
m = 5 10418 9916 
 
Figure 57 displays the PSDs corresponding to a shock location with the leading leg of the lambda 
shock positioned in the diffuser over the transducer. Except for the open cavity case, the energy in the 
pressure fluctuations is completely dominated by frequencies between 10 to 500 Hz. The results shown 
are most likely due to shock fluctuations created by the wind tunnel acoustic effects described previously. 
The pressure fluctuations produced with the ramped vanes cause a reduction in the energy content 
between 130 Hz to 560 Hz, while increasing the energy content somewhat near the high frequency tail. 
The no control, microramp, and porous plate devices all have very similar pressure fluctuation frequency 
content. The Rossiter tones are still present for the open cavity at this stagnation pressure with a slight 
shift to higher frequencies as a result of the higher Mach number flow over the cavity. 
The only PSD measurements with a normal shock position downstream of the transducer are 
presented in Fig. 58 for the ramped vane cases with a drastic shift in pressure fluctuation frequency 
content. The low-frequency shock motion is not a factor now with the shock downstream of the  
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Figure 57: Normalized power spectral density with shock on transducer (shock position and stagnation 
pressure listed in Table 10): (a) no control, (b) microramp array, (c) ramped vanes, h = 0.4δ, (d) ramped 
vanes, h = 0.6δ, (e) 7.5δ porous plate, (f) 10δ upstream porous plate, (g) 13.5δ porous plate, and (h) open 
cavity.  
(a) (b) 
(c) (d) 
(f) 
(h) 
(e) 
(g) 
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Table 10: Shock position and stagnation pressure of control devices corresponding to PSDs in Fig. 57 
figure part control device (xs – xd)/δ po 
(a) no control 12.80 148.2 kPa (21.5 psi) 
(b) microramp array 13.59 148.2 kPa (21.5 psi) 
(c) ramped vanes, h = 0.4δ 7.56 142.0 kPa (20.6 psi) 
(d) ramped vanes, h = 0.6δ 8.56 141.9 kPa (20.6 psi) 
(e) 7.5δ porous plate 12.19 148.3 kPa (21.5 psi) 
(f) 10δ upstream porous plate 11.57 148.3 kPa (21.5 psi) 
(g) 13.5δ porous plate 11.70 148.2 kPa (21.5 psi) 
(h) open cavity oblique shock 148.2 kPa (21.5 psi) 
 
transducer. The incoming turbulent boundary layer has a characteristic frequency of f = U∞/δ ≈ 88 kHz, 
which is outside the range of the pressure transducer. Typically, a shift to lower frequencies is observed 
after an expansion when compared to the high characteristic frequencies of the incoming boundary layer. 
This shift is due to the reduction of small-scale, high-frequency motions by the dilatation associated with 
the expansion region of the wall resulting in frequencies in the 20 kHz range [101, 110]. The PSD 
measurements in Fig. 58 may show some of the effects of the 5 deg expansion on the characteristic 
frequencies of the boundary layer with a small increase in the energy of the pressure fluctuations above 
10 kHz. Nonetheless, this explanation does not provide substantial insight into the flowfield physics when 
trying to explain the pressure fluctuation frequency peak around 3 kHz. 
  
 
 
Figure 58: Normalized power spectral density with normal shock downstream of transducer: (a) h = 0.4δ 
ramped vanes at po = 146.3 kPa (21.2 psi), (xs – xd)/δ = 14.48 and (b) h = 0.6δ ramped vanes at po = 146.3 
kPa (21.2 psi), (xs – xd)/δ = 15.25 
 
The peak is not likely due to turbulent structures generated by the ramped vanes which would 
generate pressure fluctuations near the 52 kHz range, and the flow is likely attached due to the streamwise 
vortices and favorable pressure gradient from the 5 deg expansion. The most likely cause of the 3 kHz 
(a) (b) 
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peak is pressure fluctuations due to the reflected shocks generated from the leading and trailing edges of 
the ramped vanes. Specifically, the shock waves generated from the leading edges of the ramped vanes 
produce reflected shocks impinging just upstream of the transducer. From the schlieren images the length 
of the interaction is approximated to be 4.4 mm resulting in a frequency of 3040 Hz with Equation (24) 
for a Strouhal number of 0.03, which characterizes shock fluctuations caused by SWBLIs. The strong 
similarity between this characteristic frequency and the measured frequencies supports the hypothesis that 
the measured pressure fluctuations are the result of the reflected shock waves from the ramped vanes. A 
good explanation for the pressure fluctuation frequency peak around 6.5 kHz is not currently available. 
3.6 Summary and Conclusions 
The shock stability experiments show that passive control devices are capable of affecting the 
stability of a normal shock located upstream and in the diffuser of a supersonic inlet. The results 
presented show that the micro-vortex generators reduce fluctuations of the normal shock position, 
compared with no control, once the shock has moved into the diffuser with both ramped vane control 
cases reducing the fluctuations more than the microramp array. The micro-vortex generators also 
increased shock position fluctuations slightly when the mean position of the normal shock was directly 
upstream of the diffuser shoulder. The porous plate control cases reduced shock position fluctuations 
along their upstream portion, while increasing fluctuations once the shock moved into the diffuser. The 
7.5δ and 13.5δ porous plates also increased shock position fluctuations near the diffuser entrance with the 
10δ upstream porous plate slightly decreasing fluctuations at the diffuser entrance.  
The mean shock position sensitivity to stagnation pressure changes was improved by all the porous 
plate control devices when the shock was upstream of the diffuser shoulder with the micro-vortex 
generators somewhat increasing sensitivity. The mean shock position sensitivity to stagnation pressure 
when the shock was located inside the diffuser slightly decreased with the microramps and somewhat 
increased for all other control cases relative to the no-control case.  
Surface-oil flow visualization revealed that the flow was separated in the diffuser without flow 
control. The micro-vortex generator control devices reduced the separation in the diffuser, while the 
porous plate control devices had little measureable effect, possible enhancing the separation.  
High-frequency pressure fluctuation measurements demonstrated that the ramped vanes reduced the 
RMS static pressure in the diffuser and increased the pressure recovery with a mean shock location just 
upstream of the diffuser entrance. The high-frequency measurements also showed that the open cavity 
should not be used to improve stability because of large, tonal static pressure fluctuations, due to cavity 
resonance phenomena.   
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Chapter 4: Large-Scale Low-Boom Inlet Test 
4.1 Introduction and Background 
The large-scale low-boom (LSLB) inlet test program investigated the large-scale wind-tunnel version 
of the supersonic axisymmetric-relaxed external compression inlet with vortex generators [111]. Two 
inlet designs were examined in this study. The first was a dual-stream inlet with a nonzero cowl angle and 
splitter plate (Fig. 59a), whereas the second was a single-stream inlet featuring a zero-angle cowl  
(Fig. 59b). Both inlet designs included the same centerbody with a relaxed isentropic compression spike 
that redistributes a greater fraction of the compression process toward the terminal shock when compared 
to an axisymmetric isentropic surface. This design experiences a larger velocity gradient along the 
terminating shock from centerbody to cowl, but allows a lower cowl angle for reduced flow turning, thus 
reducing nacelle drag. This design was also shown numerically to increase supersonic aircraft 
performance and reduce sonic-boom overpressure as compared to traditional high-speed inlets [111]. 
Computational and experimental analysis of a model in the NASA John H. Glenn Research Center (GRC) 
1-by-1 ft supersonic wind tunnel showed that this mechanically simple inlet had two main restrictions: a 
tip-distortion increase due to a stronger normal shock at the cowl, and flow separation along the 
centerbody behind the base of the normal shock/boundary-layer interaction. To reduce separation and 
improve radial distortion at the aerodynamic interface plane (AIP), the use of vortex-generator, boundary-
layer, flow-control devices was proposed [112-114]. 
 
Figure 59: Large-Scale Low-Boom Inlet in the NASA Glenn 8-by-6 ft wind tunnel: (a) single-stream 
configuration, and (b) dual-stream configuration.  
 
Reynolds-averaged Navier-Stokes (RANS) simulations were used to investigate the effects of MVGs 
on the separation generated by the normal shock wave and the radial distortion at the AIP it creates in the 
large-scale relaxed-compression inlet or the LSLB inlet [50]. Figure 60 presents an approximated 
(a) (b) 
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schematic of the investigated flowfield. It was discovered that micro-vortex generators placed upstream of 
the normal shock wave did significantly reduce separation downstream of the terminating normal shock 
near the geometric throat of the inlet, but they had no noticeable effect at the AIP. The vortices produced 
by the upstream MVGs dissipated before reaching the AIP. The dominant design factor of the microramp 
array for reducing separation was the device height. 
 
Figure 60: Flowfield schematic of upstream and downstream vortex generators and the resulting vortex 
production through the LSLB inlet SWBLI. 
 
Conventional vane vortex generators with heights on the order of the boundary-layer thickness were 
implemented in the subsonic diffuser portion of the LSLB inlet with the aim of reducing radial distortion 
at the AIP (Fig. 60) [50, 51]. Traditional vanes have been used for reducing separation on transonic wings 
[10] and reducing cabin noise in vehicles [115]. They have also been studied for managing distortion at 
engine faces [10, 116]. Conventional VGs usually appear as thin rectangular or triangular vanes mounted 
perpendicular to the surface and set at an angle of attack to the local flow direction. A vane produces a 
pressure difference across its surfaces, resulting in the formation of a tip vortex, which energizes the 
boundary layer with high-momentum fluid from the freestream. The strength of the vortex, as well as the 
device’s drag, scales with its height [10, 51, 115]. Vane pairs are usually used, creating pairs of trailing 
vortices that tend to lift off the surface as they move downstream due to the mutually-induced upward 
velocity. Ramps and plows have been suggested as replacements for traditional vane VGs, with the aim of 
increasing VG physical robustness. A pair of vanes whose leading edges are further apart than their 
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trailing edges produces vortices with upwash along the vortex pair’s centerline. Ramp VGs produce 
vortices in the same direction as these vanes, whereas plows produce vortices with opposite rotation. 
RANS simulations of the traditional vane, ramp, and plow VGs in the LSLB inlet yielded fuller AIP 
boundary-layer profiles than with no VGs present. The VGs were placed downstream of the geometric 
throat in the subsonic diffuser of the inlet. The conventional vane-type VGs performed better than both 
the ramp and plow devices [51, 115]. 
Surface oil-flow visualization is a long-standing technique for studying the local flowfield of VGs  
[6, 17, 18, 20, 21, 53, 75, 76]. Pressure-sensitive paint (PSP) measurements have also been used for 
studying such flowfields [117]. Surface-flow visualization and PSP were employed in the current work to 
study the local flowfield of the upstream and downstream-diffuser VGs in the single-stream LSLB inlet. 
The upstream MVGs were visualized externally through a large window in the 8-by-6 ft supersonic wind 
tunnel at the NASA GRC [118]. The larger downstream ramps and vanes located in the subsonic diffuser 
of the inlet were visualized through the single-stream inlet cowl with a camera housing designed at the 
University of Illinois at Urbana-Champaign and located on the outer cowling. Only the results from the 
internal visualization measurement methods are presented here. The objectives of the experiments were to 
use a novel diagnostic system to characterize the flow along the inlet centerbody in a region typically 
inaccessible to visualization techniques, as well as to measure and describe the local flowfield around the 
VGs inside the inlet. More details of the test facility and methodology used in the LSLB inlet test are 
found in Hirt et al. [22]. A more detailed analysis of the single-stream and dual-stream inlet performance 
is found in [23, 24, 57, 119-121]. 
4.2 Experimental Arrangement 
The LSLB inlet was evaluated using the NASA GRC 8-by-6 ft supersonic wind tunnel in Cleveland, 
Ohio [118]. The tunnel is capable of Mach numbers between 0.25 and 2.0 and has perforated test section 
walls. The 8-by-6 ft tunnel can be run continuously in either closed- or open-loop modes. The tunnel was 
operated in the open-loop and the closed-loop mode for the pressure-sensitive paint and surface oil-flow 
tests, respectively. A flexible wall nozzle is used to vary the Mach number during testing, and the wind 
tunnel runs at a unit Reynolds number between 9.8 and 15.7 × 10
6
 /m. For the test cases presented here, 
the nominal test section Mach number was 1.6, 1.7 and 1.8, with actual Mach numbers of 1.57 ± 0.0017, 
1.67 ± 0.0017, and 1.78 ± 0.0017, respectively. For Mach 1.7, the average stagnation and test-section 
static pressures were 149.7 ± 0.08 kPa and 31.63 ± 0.08 kPa, along with 139.7 ± 0.08 kPa and  
34.35 ± 0.08 kPa for Mach 1.6 and 157.7 ± 0.08 kPa and 28.12 ± 0.08 kPa for Mach 1.8. The average 
stagnation temperatures during wind-tunnel operation were 352.7 ± 0.05 K, 355.0 ± 0.05 K and  
363.4 ± 0.05 K for Mach 1.6, 1.7 and 1.8, respectively [118].  
94 
 
4.2.1 Inlet Configuration and Instrumentation 
During the LSLB-inlet test, both single-stream and dual-stream inlet configurations were examined 
with the same centerbody contour. The results presented here were acquired using the single-stream inlet. 
The inlets (both single and dual-stream) were designed for a Mach 1.6 vehicle with a Mach 1.7 flow over 
the wing. The relaxed compression centerbody results in Mach numbers at the terminal normal shock of 
approximately 1.3 and 1.6 near the centerbody and cowl, respectively. The inlet was positioned on a 
floor-mounting strut in the 7.16-m-long test section that was capable of varying the angle of attack 
between –2 and +5 deg ± 0.002 deg [22]; see Fig. 61. The inlet tip was maintained along the centerline of 
the 0.673 m (26.5 in) diameter schlieren windows by varying the height of the mounting strut. The inlet 
model consisted of the inlet portion, cold pipe section attached to the tunnel mounting strut, and 
downstream mass-flow plug. The captured flow expanded through a facility diffuser into the 0.106 m  
(16 in). diameter cold pipe, and was throttled using an axially varying mass-flow plug. The translational 
position of the mass-flow plug with respect to the cold pipe determined the mass-flow ratio through the 
inlet (Fig. 61) [22]. A larger mass-flow plug position resulted in a larger mass-flow ratio. The mass-flow 
ratio is defined as the mass flow entering the inlet normalized by the mass flow in the freestream passing 
through an area equal to the capture area of the inlet. 
 
Figure 61: Single-stream Large-Scale Low-Boom Inlet model and support hardware. 
 
Figure 59b shows an image of the single-stream LSLB inlet configuration in the wind tunnel. Clearly 
visible in Fig. 59b are both the upstream and downstream vortex generators as well as the camera housing 
attached to the outer cowl used for internal visualization of the centerbody. The cowl lip was located at  
x = 20.57 cm (8.10 in) from the centerbody tip in the axial direction, while the aerodynamic interface 
plane (AIP) was located at x = 66.17 cm (26.05 in) from the centerbody tip. The 1:4.86 scale single-
stream inlet has a cowl diameter of 0.3048 m (12 in) at the leading edge and five centerbody struts 
upstream of the AIP. The circumferential centerlines between pairs of struts were located at 0, 72, 144, 
216, and 288 deg, where 0 deg is at the top of the inlet and the angle is measured counter-clockwise 
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viewing downstream (Fig. 62a). The camera housing was centered along the 216 deg circumferential 
position and is displayed in Figs. 62a and 62b.  
 
 
Figure 62: Single-stream LSLB inlet (a) front view, and (b) side view with camera housing and diagram 
of viewing area. 
 
Data were acquired using both steady state and high-frequency response pressure measurements 
along with several flow visualization techniques. Steady-state pressure data were measured with Pressure 
Systems, Inc. ESP pressure scanners and stored by the Escort D+ data system. The data had a sampling 
frequency of 1 Hz with 5 samples averaged for each recording with an uncertainty of ±0.08 kPa. The 
single-stream inlet was instrumented with a total of 127 static pressure taps. The static pressure taps were 
located axially along the centerbody at circumferential positions of 0 deg, 10 deg, 72 deg, 90 deg,  
144 deg, 216 deg, and 288 deg with additional taps positioned on the inner cowl and cold pipe. Total 
pressure measurements at the AIP were made using 8 total pressure rakes with 5 probes arrayed at the 
centers of equal area sections, as outlined in SAE ARP1420 [122]. An additional probe was added to each 
rake in order to better resolve the hub-side boundary-layer. The AIP instrumentation measured the total 
pressure recovery and steady-state distortion of the inlet [22, 123].  
Kulite pressure transducers were used for the high-speed pressure measurements. A Dewetron data 
system recorded the data at 5 kHz. The single-stream inlet had 20 Kulites with eight positioned on the 
centerbody surface, eight in the AIP rake array with a high-frequency response probe on each rake, and 
four in the cold pipe. Unsteady pressures were measured for a duration of 5 seconds, giving a total of 
25,000 samples per recording. The schlieren system utilized a Phantom V310 high-speed camera 
recording at either 2000 or 4200 frames per second. The schlieren setup captured low-frequency 
dynamics near the design point, as well as buzz cycles. Typically 7,132 images were acquired during a 
buzz event. Still images were captured for a subset of steady operating points, as well [22]. The high-
speed pressure and schlieren measurements will be discussed in Chapter 5. 
(a) (b) 
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4.2.2 Vortex Generator Arrangement 
The effects of various upstream and downstream vortex generator (VG) arrangements were examined 
for both inlet configurations. The upstream and downstream vortex generators were machined onto 
interchangeable sections of the centerbody (Figs. 59b and 61). The upstream VGs were located on the 
compression surface upstream of the normal shock with the trailing edge at x = 18.16 cm (7.15 in). The 
goal of the upstream VGs was to reduce separation and normal shock unsteadiness due to SWBLIs. The 
downstream VGs were positioned in the downstream diffuser with their trailing edges at x = 32.02 cm 
(12.605 in). The downstream VGs were designed to reduce the radial distortion at the AIP. Four upstream 
and six downstream VG configurations were tested and are displayed in Fig. 63 with their dimensions 
listed in Table 11. Two sizes of microramps and split ramps were used for the upstream VG 
configurations. The downstream VGs consisted of traditional vanes, ramps, and plows. The large 
downstream VGs were arranged with one vortex pair (one ramp, one plow, or two vanes) between 
primary struts, while the small downstream VGs were arranged with two vortex pairs (two ramps, or four 
vanes) between each of the five primary struts. The dimensions of the VGs are displayed in Fig. 63 with 
the corresponding configurations listed in Table 11. 
 
 
Figure 63: Vortex generator configurations displaying the dimensions of the (a) inlet without flow 
control, U0D0, (b) microramp, U1 and U2, (c) split ramp, U3 and U4, (d) vane, D1, D2, and D5, (e) plow, 
D3, and (f) ramp, D4 and D6, devices. 
 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
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Table 11: Upstream and downstream vortex generator dimensions [22] 
configuration designation s, in h, in cx, in 
number of devices 
(pairs of devices) 
microramp U1 0.549 0.075 0.308 20 
microramp U2 0.283 0.038 0.156 40 
split ramp U3 0.733 0.075 0.308 15 
split ramp U4 0.377 0.038 0.156 30 
      
vane (upwash) D1 1.181 0.400 0.961 10 (5) 
vane (downwash) D2 1.181 0.400 0.961 10 (5) 
plow D3 3.104 0.400 0.961 5 
ramp D4 3.054 0.400 0.961 5 
vane (downwash) D5 0.565 0.250 0.600 20 (10) 
ramp D6 3.054 0.250 0.600 10 
 
The VGs are referred to based on their designations listed in Table 11. The U0 VG case refers to the 
baseline upstream configuration with no vortex generators, while D0 indicates the baseline downstream 
arrangement with no VGs. The traditional vanes are differentiated by whether they produce upwash or 
downwash along the centerline of each pair. The D1 vanes produce upwash along their centerline while 
D2 and D5 produce downwash (Table 11 and Fig. 63). The angle of attack of the vanes with respect to the 
local flowfield is ±16 deg. 
Surface oil-flow visualization and pressure-sensitive paint measurements along internal surfaces of 
the inlet were conducted to evaluate the effects of the VGs on the local flowfield of the single-stream 
inlet. However, not all VG configurations presented in Fig. 63 were examined using PSP and surface oil-
flow visualization measurements. Table 12 lists the wind-tunnel conditions during the surface-flow 
measurements, whereas Table 13 displays the PSP test cases presented here. Only the important test cases 
measured near the inlet design Mach number (Mach 1.7) are presented herein, with Ref. [124] listing all 
PSP inlet test cases. The U4D2 and U2D4 VG configurations were the only configurations studied with 
PSP measurements. U2 and U4 designate small upstream microramps and split ramps, respectively, 
whereas D1 and D2 denote a pair of large downstream vanes with vortex pairs between struts. D4 and D6 
both refer to downstream ramps, with D4 referring to larger ramps with one ramp between inlet struts,  
 
Table 12: Surface flow test cases 
Configuration Mach # α deg mass-flow plug position 
U0D0 1.7 0, 5 19.05 ± 0.04 cm (7.5 in), 16.26 cm (6.4 in) 
U0D1 1.7 0 19.05 cm (7.5 in), 16.26 cm (6.4 in) 
U0D2 1.7 0, 5 19.05 cm (7.5 in), 16.26 cm (6.4 in) 
U0D4 1.7 0, 5 19.05 cm (7.5 in), 16.26 cm (6.4 in) 
U2D4 1.7,1.8 0, 5 19.05 cm (7.5 in), 16.26 cm (6.4 in) 
U0D6 1.7 0, –2
 
19.05 cm (7.5 in), 16.26 cm (6.4 in) 
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and D6 referring to smaller ramps with two ramps between inlet struts. The mass-flow plug positions 
listed in Tables 12 and 13 correspond to various MFRs for different model angles of attack (α), Mach 
numbers, and VG arrangements, and they are listed instead of MFRs to make the tables more compact. 
Table 13: Presented PSP test cases 
Configuration Mach # α deg mass-flow plug position 
U4D2 1.6 –2, 0, 3 19.30 cm (7.6 in), 16.26 cm (6.4 in) 
U2D4 1.6 –2, 0, 3 19.30 cm (7.6 in), 16.26 cm (6.4 in) 
U4D2 1.7 –2, 0, 5 19.30 cm (7.6 in), 16.26 cm (6.4 in) 
U2D4 1.7 –2, 0, 5 19.30 cm (7.6 in), 16.26 cm (6.4 in) 
U2D4 1.8 –2, 0, 5 19.05 cm (7.5 in), 16.26 cm (6.4 in) 
 
4.2.3 Camera Housing Configuration 
Figure 62a shows the camera housing attached to the cowl of the single-stream inlet used to visualize 
the centerbody in the region of the downstream VGs. The camera housing contained the camera and 
optical components necessary for viewing the centerbody and remained inside the frontal area of the cold 
pipe to avoid increasing wind-tunnel blockage. Figure 64 displays a schematic of the components of the 
camera housing. The camera used was a universal serial bus (USB) 2.0, 12 bit 5MP monochrome 
complementary metal-oxide-semiconductor (CMOS) camera manufactured by Mightex. The images 
acquired had a resolution of 1296 × 972 pixels after using 2-by-2 binning to increase the image intensity. 
The camera imaged the centerbody surface through a 12 mm micro-video lens, a mirror, and a window  
 
 
 
Figure 64: Camera-housing components viewed (a) from outside the inlet cowling and (b) through the 
inside of the inlet. 
 
(a) 
(b) 
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for maintaining the pressure difference across the cowl. The illumination source was two 5 W UV light-
emitting diodes (LEDs) with peak transmission wavelengths of 400 nm. Windows were also placed in 
front of each LED. An additive blue dichroic filter from Edmund Optics, part number NT30-635, was 
used so that the incident light in the range of the luminescent signal wavelength of the PSP was mostly 
filtered. For the PSP, a 610 nm high-pass filter was placed in front of the camera to reduce glare from the 
LEDs, but for the surface-flow measurements, a 560 nm high-pass color filter was used. Because the 
average stagnation temperature of the test section was 357 K, water cooling was required for both the 
camera and LEDs. The water cooling for the camera circulated through a copper plate positioned on top 
of the camera, whereas the LEDs were thermally epoxied in the bottom portion of the camera housing, 
requiring water to circulate through the outer and bottom camera housing to reach the LEDs (Fig. 64a). 
The water cooling calculations required in the design of the camera housing are detailed in Appendix B. 
The Mightex camera was chosen due its small size, high resolution, and sufficient bit depth. The 
camera housing was positioned downstream of the viewing area to ensure that the inlet cowl thickness 
could support the camera housing. The use of a mirror was found to be the most efficient way to image 
the required region of the centerbody while minimizing the camera housing size. The support structure for 
the camera and LEDs was designed to ensure that the filters could be properly positioned while 
maintaining some flexibility in the viewing region and area in focus. The camera housing configuration 
was optimized prior to the large-scale test using a to-scale optical table arrangement of the inlet 
centerbody and outer cowling. Numerous optical arrangements and cameras were examined before 
settling on the final configuration. Final design and fabrication of the camera housing were performed by 
Tri Models Inc. To ensure that the water-cooling system was sufficient for the camera and LEDs, a 
temperature test of the camera housing preceded the LSLB inlet test. The camera housing was heated to 
the wind tunnel stagnation temperature at test conditions using heat tape while the temperature of the 
camera and LED region was monitored using thermocouples. The cooling system was able to maintain an 
average camera temperature of 317.8 K for a Mach 1.7 freestream flow during the LSLB inlet test. 
The mixture used for the surface-flow visualization measurements consisted of STP Oil Treatment 
and Dayglo GT series blaze-orange fluorescent pigment. At the start of testing, the mixture consisted of 
one part oil treatment and one part fluorescent pigment. Thorough mixing was conducted prior to oil 
application, and a small amount of STP Oil Treatment was added as necessary to maintain oil consistency 
over long periods of time due to pigment settling and STP evaporation. The oil and pigment mixture was 
applied with foam paint brushes in a random pattern to determine that the surface pattern seen was an 
actual result of the physical flow and not a result of the application pattern. 
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The PSP used for these measurements was Uni-Fib, manufactured by Innovative Scientific Solutions, 
Inc. A thin coat of white primer paint was applied to the model prior to application of the PSP to help the 
PSP stay attached to the model. 
4.3 Surface Flow Results 
Figure 65 displays the viewing area of the camera mapped onto the inlet surfaces to help visualize the 
imaged flowfield. The surface-flow images shown in Fig. 65 were obtained from the U0D0 inlet 
configuration at Mach 1.7 with an angle of attack of α = 5 deg and a mass-flow ratio of 0.953. The area 
imaged by the camera housing includes the centerbody from the shoulder downstream to the streamwise 
middle of the struts along a circumferential position with the centerline at 216 deg, including parts of the 
struts at 180 and 252 deg. 
 
 
Figure 65: Area imaged by the camera housing for (a) a schematic with the outer cowl, and (b) a side 
view without the cowling. 
 
The inlet configuration and test cases studied using surface-oil visualization are listed in Table 12. 
For each vortex-generator configuration, Mach number, and angle of attack, the mass-flow plug was 
positioned at either 16.26 or 19.05 cm (6.4 or 7.5 in), resulting in either a “low” or “high” mass-flow ratio 
(MFR), respectively. The total pressure recovery versus MFR (i.e., cane curve) for the single-stream 
U0D0 inlet is displayed in Fig. 66a for Mach 1.7 at angles of attack of –2, 0, and 5 deg. Figure 66b zooms 
in on the MFR region at which the inlet was operated for surface-flow visualization and PSP 
measurements, and also highlights the corresponding mass-flow plug positions of 16.26 and 19.05 cm on 
the cane curves for each angle of attack. The mass-flow-plug position of 19.05 cm resulted in an MFR 
(a) (b) 
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closer to the design point. The inlet cane curve helps to describe the overall inlet performance. The total 
pressure recovery is defined as the average total pressure measured at the AIP divided by the freestream 
total pressure. The single-stream inlet had a maximum MFR of 0.978 because the tunnel operated at Mach 
1.67 rather than the inlet design point MFR of 0.985 for Mach 1.7. Surface oil-flow visualization movie 
frames were obtained throughout the process of the wind tunnel starting and reaching the test condition. 
The resulting movies were very useful in the analysis of the surface-flow data, and they helped reveal 
flow features and oil-flow directions not easily obtained from still images. The oil continued to flow 
throughout wind-tunnel operation; oil that flowed downstream of the camera view was replenished with 
oil initially on the upstream compression spike. 
 
 
Figure 66: Cane curves for U0D0 at Mach 1.7 for (a) all MFRs, and (b) the MFRs used for surface flow 
visualization and PSP measurements. 
 
Surface-flow visualization images of the U0D0 VG configuration are shown in Fig. 67. The layout of 
the images in Fig. 67, as well as in subsequent figures, is with the flow from top to bottom with the 
bottom inlet strut (180 deg) located on the left side of the image. Two seams are visible between the 
centerbody and the replaceable VG configuration model piece (Fig. 67a). In Fig. 67a, the streaklines are 
displayed for a flow at Mach 1.7 with an angle of attack of 0 deg and an MFR of 0.973. At the most 
upstream portion of the image, a line is formed with the collection of oil, indicating the location of 
(a) 
(b) 
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separation along the centerbody surface due to the SWBLI. The shock wave causes the flow to separate, 
which then reattaches downstream at a position upstream of where the struts attach to the centerbody. 
This creates a region of recirculating flow. Besides this recirculation area, the flow is axially directed and 
attached as it moves down the diffuser. 
α = 0 deg
 
α = 5 deg 
 
 
  
 
 
 
Figure 67: U0D0 baseline configuration at Mach 1.7 with (a) α = 0 deg and MFR = 0.973, (b) α = 5 deg 
and MFR = 0.953, (c) α = 0 deg and MFR = 0.860, and (d) α = 5 deg and MFR = 0.856. 
 
At α = 5 deg with a mass-flow plug position of 19.05 cm (Fig. 67b), the shock wave moves further 
into the inlet along the windward surface of the centerbody while moving further out onto the centerbody 
spike on the leeward surface (Figs. 68a and 68b). A larger recirculation region is observed in the surface 
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oil-flow visualization on the windward side when comparing α = 5 deg to α = 0 deg (Figs. 67b and 67a). 
In the top-right portion of Fig. 67b, a large ellipse can be seen where the oil has been scoured from the 
surface, and it is surrounded by a collection of recirculating oil. This area is located at the 270 deg 
circumferential position of the inlet, as can also clearly be seen in Fig. 65. The flow pattern is reminiscent 
of a tornado-type separation observed in Ref. [125] for axisymmetric bodies at angle of attack. This flow 
separation is three-dimensional, consisting of both unseparated and separated flow at different streamwise 
locations, and it is not fully understood. The pattern is likely due to attached flow on the leeward side of 
the centerbody recirculating around to the separated windward side because of the relative shock wave 
location on the centerbody at α = 5 deg. The region of scoured oil may continue across the entire leeward  
 
 
 
Figure 68: Schlieren at Mach 1.7 with (a) α = 0 deg and MFR = 0.968, (b) α = 5 deg and MFR = 0.953, 
(c) α = 0 deg and MFR = 0.860, and (d) α = 5 deg and MFR = 0.857. 
(a) (b) 
(c) (d) 
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side of the centerbody, creating an oval-shape pattern stretching from the 90 deg location across the top of 
the inlet to the 270 deg location. Evidence of these results may be possible with the surface-flow data at  
α = –2 deg, discussed later with the D6 ramp configuration, but because the leeward angle of attack is 
smaller, this flow feature is not as prominent, and it is on the edge of the viewing area. At α = 5 deg, the 
reattachment line stretches across the image from top right to bottom left, with the furthest downstream 
reattachment point on the most windward side of the centerbody (Fig. 67b). The differences in separation 
location due to the shock position across the windward and leeward sides of the inlet result in a line where 
these reattachment patterns converge, forming a saddle point of reattachment, as clearly seen in Fig. 67b. 
Figures 67c and 67d show the same inlet configurations and angles of attack as Figs. 67a and 67b, 
respectively, with a reduced MFR. This lower MFR moves the shock wave further upstream out onto the 
inlet centerbody spike, as shown in Figs. 68c and 68d. It is difficult to determine if the flow still separates 
due to the shock at this lower MFR from the schlieren images. Nonetheless, the flow is fully attached in 
the viewing region of the camera housing for the low MFR observed in Figs. 67c and 67d, as indicated by 
the release of the oil collected along the shock impingement and its movement downstream. In Figs. 67c 
and 67d, the oil streaks align in the axial direction as they move downstream. The only exception is a 
small deflection in flow direction near the struts. There is also the presence of a weak shock due to the 
reacceleration of the subsonic flow at the geometric throat on the windward side of the inlet (Fig. 67d). 
The struts are designed as thin airfoils whose leading edges are further upstream at the cowl than 
where they meet the centerbody (Fig. 61). The surface-flow results on the struts are straightforward and 
expected for the viewing area of these thin airfoils. The flow appears fully attached on each strut for the 
flow cases displayed in Fig. 67. The most interesting flow feature on the struts is what appears to be 
separation that marks the location of a shock wave sitting inside the diffuser. This is actually the result of 
oil collection from a shock wave that forms during wind-tunnel startup, as determined from videos. When 
the wind tunnel was near the target freestream Mach number, the mass-flow plug was fully open, causing 
a very large MFR. This meant that the compression surface, geometric throat, and diffuser geometry acted 
as a converging-diverging nozzle, and the flow accelerated before creating a shock wave in the diffuser. 
Further evidence of the presence of this starting shock can be seen along the centerbody in surface-flow 
results to come. The oil collected on the strut is the residual evidence of this starting shock, which is not 
present at test conditions. 
The surface visualizations obtained when downstream vanes (D1 and D2) are attached to the inlet 
(Figs. 69 and 70) are similar to that for the baseline configuration other than the local streaklines created 
from the presence of the vanes themselves. The two trailing streamwise vortices from the vanes are 
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indicated by the darker areas on the centerbody surface, downstream of the vanes, resulting from the high-
momentum flow of the vortices scouring the surface oil. This area is similar to the feature observed in 
Ref. [66] referred to as the vortex footprint. Figures 69 and 70 show that the streamwise vortices do little 
to affect the separated flow generated by the upstream normal shock at α = 0 deg (Figs. 69 and 70a), and 
the recirculation pattern observed at α = 5 deg (Fig. 70b). The downstream vortex generators were 
implemented to improve radial distortion at the AIP and are positioned too far downstream to help with 
separation induced from the normal shock wave. The U0D1 and U0D2 configurations (Figs. 69 and 70a) 
have a reattachment point along the centerline in the same region as the baseline configuration, and is 
located along the upstream portion of the vanes. 
 
 
Figure 69: Downstream vane U0D1 configuration at Mach 1.7 with α = 0 deg and MFR = 0.973. 
 
The D1 vanes create a pair of vortices that produce upwash along the centerline of the vane pair. This 
is a result of the fact that each D1 vane has a lower pressure along the face nearest the struts due to their 
angle of attachment with respect to the freestream. Figure 69, also shows that a small region of separation 
is generated at the trailing edge of the vanes where they intersect the centerbody, likely indicating that the 
vortex lifts off the vane near the upper downstream tips. This is more clearly observed in Fig. 70 for the 
D2 vanes. A large wake of scoured oil is generated along the centerbody on the high-pressure side of the 
vanes (Figs. 69 and 70a) due to the interaction of the flow reattachment with the vanes. At low MFRs, the 
fully attached flow results in a smaller wake region, helping to support this hypothesis. This interaction 
between the recirculating flow and the flow around the vanes causes the reattachment point to move 
upstream on the centerbody along the downwash-line created by the vane configurations. 
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Figure 70: Downstream vane U0D2 configuration at Mach 1.7 with (a) α = 0 deg and MFR = 0.967, and 
(b) α = 5 deg and MFR = 0.953. 
 
The positioning of the camera housing gives a unique view of the D2 vane surfaces and their 
generation of trailing vortices (Fig. 70). The D2 downstream vanes create vortices that rotate in the 
opposite direction to those of D1, and produce downwash along the centerline of the vane pair. The dark 
region along the centerline of the centerbody is likely caused by high shear due to the downwash caused 
by the vortices. There also appears to be an interaction between the vortices and struts with this vane 
arrangement. The lower-pressure side of the D2 vanes is imaged with the surface-flow visualization. It is 
clearly seen that along each vane, the flow moves toward the upper trailing tip where the vortex lifts off 
the surface, producing a separated region where the trailing edge of the vane meets the centerbody hub 
side [10]. A clear line of separation is visible along the vane surface (Fig. 70a). This line of separation 
moves from near the middle of the vanes at the centerbody to the downstream tip.  
The flow pattern with the downstream D2 vanes at an angle of attack of 5 deg (Fig. 70b) is 
comparable with that of the baseline D0 case (Fig. 67b). The elliptical recirculation area in the upper-right 
corner of the image is still observed, as well as the saddle point of reattachment placed in roughly the 
same location and the line indicating where the recirculation regions intersect. This streakline is diverted 
by the vanes, as is the line of reattachment running at an angle from the recirculation pattern at the top 
right to the saddle point at the bottom left. The previously observed reattachment line without the vanes is 
broken up into two separate reattachment lines due to the localized high-momentum flow produced by the 
trailing vortex of the right vane [126]. Another saddle point of attachment is located behind the right 
vane, with a new separation area positioned in view on the centerbody near the right vane (labeled in  
(a) 
(a) (b) 
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Fig. 70b). The streaklines on the right vane for α = 5 deg are similar to those observed at α = 0 deg, 
indicating that it is generating a trailing vortex, and the recirculating flow is near the centerbody in this 
position. Most of the flow on the left vane, however, is recirculating upstream. Only the flow near the top 
of the vane is moving downstream. This is difficult to see in Fig. 70b, but it was determined from videos 
of the collected images. Based on these observations, the inlet performance would likely be improved if 
the downstream VGs were positioned further into the subsonic diffuser to ensure that the flow is attached 
in their vicinity, especially for angle of attack. 
The surface-flow results for these VG configurations at a lower MFR are not depicted because the 
flowfield produced is comparable to the attached flow seen with the U0D0 case with the effects of the 
trailing vortices already observed (Figs. 69 and 70) superimposed on top. The only difference between the 
different MFR cases is that the wake of scoured oil on the surface is smaller at the lower MFR. 
The flow features of the large-ramp VGs are displayed in Fig. 71a with the U0D4 inlet configuration 
at Mach 1.7 and an MFR of 0.970. The topographies are typical of those encountered with ramp VGs. The 
horseshoe vortex, secondary vortices, footprint of the primary counter-rotating vortices, and high-
momentum region along the surface in the wake are all visible [6, 17]. The horseshoe vortex is more 
rounded in this subsonic flow than is typically seen when investigating MVGs in supersonic flows  
[53, 117]. The footprint of the primary vortex pair is shown on the centerbody, and the two sets of 
secondary vortices are displayed on the back sides of the ramp. Both the set near the top edge of the ramp 
and the set along the high momentum region of the centerbody are observed. An interesting feature 
marked by a pooling of oil is where the secondary vortices located along the top-back edges of the ramp 
lift off the surface. This flow feature is similar to the spiral foci observed by Lu et al. in their detailed 
analysis of the flow topology around MVGs, indicating where the upper secondary vortices lift off the 
back surface creating a pair of vortex filaments [53]. Lu et al. observed another set of spiral foci on the 
flat surface behind the MVGs and proposed the possibility of others. In Fig. 71a, there is not enough oil 
remaining along the centerbody surface at the back edge of the ramp to clearly show the existence of this 
latter pair of spiral foci, indicating where the bottom secondary vortices lift off the surface.  
As with the U0D0 at α = 0 deg (Fig. 67a) configuration, the flow separates and reattaches in 
essentially the same locations for the U0D4 case with a recirculation area between them (Fig. 71a). At  
α = 5 deg (Fig. 71b), the streakline pattern is identical to the baseline case with the one exception of a 
small separation region along the left edge of the ramp. Besides this flow feature, the recirculation region, 
attachment line, and saddle point of attachment are in essentially the same locations. The line created by 
the junction of the recirculation areas does shift slightly due to the ramp, and the ramp does not create 
trailing vortices with this flowfield due to the recirculation at its streamwise position. 
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Figure 71: Downstream ramp configuration at (a) Mach 1.7 with U0D4 at α = 0 deg and MFR = 0.970, 
(b) Mach 1.7 with U0D4 at α = 5 deg and MFR = 0.958, (c) Mach 1.7 with U2D4 at α = 0 deg and  
MFR = 0.972, (d) Mach 1.8 with U2D4 at α = 0 deg and MFR = 0.992, (e) Mach 1.7 with U0D6 at α = 0 
deg and MFR = 0.974, and (f) Mach 1.7 with U0D6 at α = –2 deg and MFR = 0.966. 
 
(a) (b) 
(c) (d) 
(e) (f) 
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Strips of alternating nonrecirculating and recirculating flow are visible when small ramps (U2) are 
placed upstream (Fig. 71c). The nonrecirculating flow is directly in the wake of the upstream MVGs 
along their centerline, with the separated, recirculating flow located in the span between them. It is 
difficult to determine from the surface flow if the nonrecirculating flow in the wake of the MVGs is 
attached or weakly separated. This result shows that the upstream MVGs do reduce separation at the 
SWBLI for this MFR and freestream Mach number, but they do not create strong enough trailing vortices 
to completely eliminate separation. This is also proof that MVGs still reduce separation when (rectangular 
tunnel) corner effects are not present, as brought into question with previous studies [20, 21, 92], due to 
the axisymmetric nature of the current flowfield 
At a higher MFR and at Mach 1.8, the upstream MVGs have less of an effect, as displayed in  
Fig. 71d. With these flow conditions, the entire area is recirculating, but the flow downstream of the small 
upstream MVGs recirculates less strongly, as observed from the oil-flow videos. The streaklines created 
from the upstream MVGs during tunnel startup make it challenging to visualize the separation area, but 
the flow is separated until the reattachment point, located at the middle streamwise location of the ramp. 
A stronger impinging shock, resulting from the higher freestream Mach number, creates too much 
separation for the upstream U2 MVGs to overcome. These results reveal that using larger upstream 
MVGs, placed closer to the shock wave will likely further reduce the area of separation. A reduction in 
the width of the high-momentum region in the wake of the downstream ramp is another result from the 
higher Mach number and MFR. 
Similar flow topographies are displayed with the smaller downstream ramps, D6 (Fig. 71e), as with 
the larger ramps (Fig. 71a). The main difference results from the effect of the struts on the flow topology 
along the centerbody. It appears that the struts move the flow toward the centerline, as can be seen by the 
fact that the horseshoe vortex around the ramps is more rounded on the side near the strut. The horseshoe 
vortex continues downstream in a straight line near the centerline of the centerbody. The basic features of 
ramp VGs are depicted, along with similar recirculation and attachment locations as for the baseline 
configuration. A circle is visible in the center of Fig. 71e from marking a bad pressure tap that was 
accidentally left on during testing. The tap also produces a small amount of blowing on the centerbody. 
The effects of the shock-wave formation during startup are visible on the centerbody in Figs. 71e and 71f, 
as well as on the struts for each of the test cases in Fig. 71. 
Figure 71f shows the only surface flow visualization of the inlet at negative angle of attack, on the 
leeward side of the inlet. With an angle of attack of α = –2 deg, the shock moves upstream on the leeward 
side. At α = –2 deg, the flow appears fully attached upstream of the ramps in the diffuser, lending support 
to the hypothesis that the leeward side of the centerbody has attached flow. At the most upstream portion 
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of Fig. 71f in view, there appears to be a small dark region of the surface that has been scoured clean of 
oil. It appears that the region extends furthest downstream at the most leeward side of the centerbody at 
the 180 deg circumferential position. The oil then pools at the shock and crosses the scoured high-shear 
region in clumps that are shown in Fig. 71f. If true, this result supports the hypothesis that at α = 5 deg, 
the elliptical scoured flow pattern seen in Fig. 67b extends across the entire leeward side of the 
centerbody. 
Measurements from the AIP pressure rakes and AIP centerbody boundary-layer pressure rake showed 
that the upstream MVGs had little effect on the centerbody boundary layer at the AIP [57]. The surface 
oil-flow visualization helps support this result (Fig. 71c) by revealing that the vortices produced by the 
upstream MVGs only produce small regions of attached flow and have little effect on the oil streak lines 
in the downstream viewing area. The AIP pressure rakes, however, showed that the centerbody boundary 
layer had a fuller velocity profile using the downstream VGs. The generated streamwise vortices are able 
to increase the near-wall velocity, reducing the spanwise-averaged incompressible shape factor and 
increasing the skin-friction coefficient, thus improving boundary-layer health and reducing radial 
distortions, regardless of the presence of a streamwise velocity deficit away from the wall as observed in 
the characterization of the microramps in Chapter 2. There was a marginal decrease in the inlet total-
pressure recovery with the downstream VGs, likely due to increased drag on the VGs and/or reduced area 
of the inlet. The vane-type VGs created the fullest boundary-layer velocity profiles and showed the lowest 
distortion levels. From the surface-oil flow, it appeared that the vane-type VGs produced the strongest 
trailing vortices with a more uniform flow along the centerbody, helping to explain why these VGs had 
the largest effect on the AIP boundary-layer health and distortion levels [57]. 
4.4 Pressure-Sensitive Paint Measurements 
An example of the PSP measurements obtained using the camera housing is shown in Fig. 72 for the 
U4D2 and U2D4 inlet configurations. Figure 73 displays the example PSP measurements mapped onto 
the inlet geometry oriented in the same format as the surface-flow visualization images, with the flow 
from top to bottom and the bottom strut of the inlet positioned on the left to help understand the 
orientation and location of the PSP measurements.  
The ultimate goal of the PSP measurements was to determine the pressure distribution along the 
centerbody, but the PSP imaging allowed the pressures on the VG surfaces and inlet struts to be resolved 
as well. Unfortunately, a smudge on the window of the camera housing went unnoticed throughout the 
course of the PSP measurements, and it is clearly displayed in Fig. 72 in the upstream-left portion of the 
pressure contour maps. Luckily, this smudge does not distort the imaging of the vortex generators. The 
region of the centerbody in the shadow of the vanes could not be imaged with the camera housing  
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(Fig. 72), and it creates areas with no PSP information. A long exposure time of 425 ms was necessary for 
adequate image intensity with these PSP measurements. The PSP data presented are normalized by the 
wind-tunnel test-section stagnation pressure, and again are limited to the PSP data obtained for the 
extreme mass-flow plug positions at Mach numbers near the inlet design point at various angles of attack. 
 
 
 
Figure 72: Area imaged during PSP measurements for Mach 1.7 at α = 0 deg for (a) U4D2 at  
MFR = 0.972, and (b) U2D4 at MFR = 0.981. 
 
 
 
 
 
Figure 73: PSP data mapped onto inlet and oriented to match surface flow figures for Mach 1.7 at α = 0 
deg data for (a) U4D2 at MFR = 0.972, and (b) U2D4 at MFR = 0.981.  
 
(a) (b) 
(a) (b) 
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At the circumferential location of the camera housing on the inlet, only three pressure taps were in 
view, requiring the assumption of symmetry at α = 0 deg and the use of pressure taps at other 
circumferential positions for PSP calibration. A mapping of the flat field D2 and D4 arrangements onto 
the x and circumferential axes is shown in Fig. 74, along with the pressure tap locations at 0 and 90 deg. 
As before, the origin of the x axis is located at the upstream tip of the centerbody. Only the centerbody 
surfaces (not the vanes and ramps) for Figs. 74a-74c are mapped onto these axes correctly. In Fig. 74d, 
the upper surface of the ramp is correctly positioned for pressure traces of the PSP data. The black circles 
in Figs. 74a and 74c mark the locations of the pressure taps and image intensity ratios used for PSP 
calibration. 
 
      
 
Figure 74: PSP flat field mapped onto x and circumferential location for (a) U4D2 tap positions,  
(b) U4D2 pressure trace locations, (c) U2D4 tap positions, and (d) U2D4 pressure trace locations. 
(a) (b) 
(c) (d) 
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Example PSP calibration curves for the Mach 1.7 cases are shown in Fig. 75. The intensities and 
pressure ratios from all inlet pressure taps positioned in the streamwise viewing area of the camera 
housing, cycled through all mass-flow plug positions measured at α = 0 deg with set Mach number and 
inlet configuration were used for the PSP calibration for a given VG arrangement and Mach number. This 
resulted in five distinct calibrations for the results presently shown. Unfortunately, the cycling of the PSP 
at high temperatures for long run times without numerous breaks for obtaining flat field images led to 
uneven aging of the PSP between the three model pieces imaged with the camera housing. The resulting 
intensity ratios, obtained from dividing the flat field by each run case, showed discontinuities along the 
seams of the model. The average difference between intensity ratios across the seams was determined, 
and the downstream and upstream sections of the image were scaled, if necessary, to match the average 
intensity of the middle section along their respective seams. 
The calibration points shown in Fig. 75 were obtained after the necessary scaling of intensity ratios. 
Each of the distinct PSP curve fits are second-order polynomials with an R
2
 equal to 0.94 and 0.95 for 
U4D2 and U2D4, respectively. All PSP calibrations used a second-order polynomial curve fit with a 
minimum R
2
 of 0.94. The calibration points are characterized fairly well with the curve fits, with the 
largest outliers occurring at the extremes of the viewing area due to diminished illumination. 
 
  
 
Figure 75: Example of PSP calibration at Mach 1.7 for (a) U4D2, and (b) U2D4. 
 
Liu et al. [78] list many causes for uncertainty in PSP measurements, with some of the largest errors 
due to high temperatures and low illumination, which are both factors present with this setup. Not all of 
the required information on the local flowfield necessary for an uncertainty analysis as described in Refs. 
[77] and [78] is known; thus, the PSP measurement accuracy was estimated by a comparison between the 
pressure tap and PSP information. The PSP uncertainty normalized by the stagnation pressure is ±0.03. 
(a) (b) 
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This uncertainty was calculated using the first method of PSP uncertainty analysis in Section 2.2.5 
(Equation (10)), where the uncertainty is estimated as a standard deviation in the difference between each 
pressure tap measurement and the corresponding PSP data near the tap. Furthermore the uncertainty for 
each pressure-tap measurement normalized by the stagnation pressure is ±0.00053 [118]. The accuracy of 
the PSP data varied between each model section due to the necessity of PSP data scaling. The middle 
section was the most accurate compared with pressure-tap data, followed by the upstream section, with 
the downstream section being the least accurate. 
Figure 76 depicts the PSP measurements of the U4D2 VG arrangement at Mach 1.7. The layout of 
Fig. 76 presents the contour plots for a mass-flow plug position of 16.26 cm (6.4 in), low MFR, and  
19.30 cm (7.6 in), high MFR, in the left and right columns, respectively, with α = 0 deg, α = 5 deg, and  
α = –2 deg in the top, middle, and bottom rows. The distortion produced by the window smudge is visible 
in each of the contour plots. As would be expected for subsonic diffusers, there is a general increase in 
pressure as the flow moves downstream for each presented flow condition (Fig. 76). A lower MFR results 
in a higher pressure along the centerbody, whereas an angle of attack of α = 5 deg creates a low-pressure 
region on the windward side of the centerbody due to large flow separation and recirculation (Figs. 67b, 
76c, and 76d). This effect is reversed with an angle of attack of α = –2 deg, where a slightly higher 
pressure is observed from the fully attached flow along the centerbody (Figs. 71f, 76e, and 76f). At α = 5 
deg, with a high MFR (Fig. 76d), the region of lowest pressure furthest downstream occurs near the 
bottom strut, or the most windward centerbody position. A line of low pressure runs at an angle in 
streamwise location from top right to bottom left in a similar pattern as the reattachment line in the 
surface flow visualization (Fig. 70b). This feature is less apparent in the fully attached flowfield with 
lower MFR (Fig. 76c). 
The anticipated visualization of the low-pressure surface of the D2 vanes is confirmed with these PSP 
measurements. The pressure contours indicate that the leading-edge suction side of the vanes produces a 
small low-pressure region near each vane along the centerbody (Figs. 76a and 76b). The separation zone 
at the trailing edge of the vanes near the centerbody (Fig. 70b) is marked by an area of high pressure as 
the trailing vortices are shed from the vane tips, where there is a low-pressure region. A higher-pressure 
area on the vane surface along the edge opposite the centerbody indicates where the flow from the 
forming vortices impinges on the vane surface. As the vortices move further downstream, they expand, as 
is shown by their higher-pressure impingement location moving further from the top edge of the vanes, 
closer to the centerbody. At α = 5 deg (Figs. 76c and 76d), the average pressure on the vanes is higher as 
compared with α = 0 deg, with a larger low-pressure wake on the surface of the vanes produced at α = –2 
deg (Figs. 76e and 76f). 
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Figure 76: PSP pressure-contour maps of U4D2 at Mach 1.7 with (a) α = 0 deg at MFR = 0.860,  
(b) α = 0 deg at MFR = 0.972, (c) α = 5 deg at MFR = 0.857, (d) α = 5 deg at MFR = 0.957, (e) α = –2 
deg at MFR = 0.858, and (f) α = –2 deg at MFR = 0.966. 
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For a high MFR at α = 5 deg, the PSP (Fig. 76d) does not clearly show the formation of vortices 
along the vanes. The surface-flow visualization (Fig. 70c) showed that the vanes were positioned in an 
area where the flow was recirculating along the centerbody. This means that part of the local flowfield 
seen by the vanes is recirculating and not ideal for generating vortices. The strength of vortices produced 
has likely been reduced as indicated by the surface flow and PSP data. At α = –2 deg (Fig. 76f), however, 
the pressure pattern of vortices is more clearly visualized, likely from an increase in strength due to the 
fully attached flow along the centerbody and an increase in the local angle of attack for the vane on the 
right. 
Figure 76 displays a general increase in pressure along the struts in the streamwise direction. The 
struts have a higher pressure at lower MFRs (Figs. 76a, 76c, and 76e). At α = 0 deg (Fig. 76b), the lowest 
pressure on the struts occurs away from the centerbody where the leading edge of the struts is furthest 
upstream. Figure 76d shows that at α = 5 deg, there is a lower pressure along the bottom strut when 
compared to the right strut. The PSP data do not appear to show any effect of the trailing vortices on the 
struts for any of the flow cases. 
Line traces from the contour maps in Figs. 76a-76d are displayed in Fig. 77, with the pressure trace 
positions indicated in Fig. 74b. At α = 0 deg, the PSP data along the 216 deg circumferential position 
(blue line) corresponds with the pressure tap data along the 0, 72, 144, 216, and 288 deg locations, 
whereas the 234 deg circumferential position (black line) correlates with the pressure tap data along the 
90 deg location. A portion of the 234 deg PSP trace intersects the vane and is not included in Fig. 77. 
Figures 77c and 77d present the pressure tap data in view of the camera housing with an angle of attack of 
α = 5 deg. Reasonable, but not perfect, agreement occurs between the pressure tap and PSP data  
(Figs. 77a and 77b). At angle of attack only the taps and PSP traces along the same circumferential 
location correspond and are included in the plots. The general trends are the same, but differences occur, 
mainly at the most downstream positions. One explanation for the discrepancies in this area is that it is 
located on the edge of the illuminated region with a high pressure, resulting in a low PSP signal strength. 
The PSP data also indicate a larger circumferential variation in pressure than the pressure taps along the 
downstream model section. There is also a difference between the PSP data and pressure-tap data between 
the D2 vanes. The PSP data in this region are somewhat high. These pressure traces indicate that the 
pressure contour plots give a good qualitative interpretation for the pressure distribution of the flowfield, 
with reasonable quantitative values. 
Similar general pressure trends on the centerbody of the inlet diffuser seen with the D2 vanes are 
displayed with the D4 ramps at the same Mach number and similar MFRs in Fig. 78 with the pressure 
traces presented in Fig. 79. For this case, it does appear that the pressure on the centerbody at α = –2 deg 
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is less than α = 0 deg, but these differences are very minor, resulting in a similar pressure distribution at 
both angles of attack, as was seen with U4D2. 
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Figure 77: Pressure traces of U4D2 at Mach 1.7 with (a) α = 0 deg at MFR = 0.860, (b) α = 0 deg at  
MFR = 0.972, (c) α = 5 deg at MFR = 0.857, and (d) α = 5 deg at MFR = 0.957. 
 
A low-pressure region exists on the back edges of the ramps, with the lowest pressure located 
between the positions of the two secondary vortices near the upstream portion of the ramp. The low 
pressure region continues downstream between the secondary vortices along the side of the ramp, but it 
does increase in pressure when compared to the most upstream part. There is also an area of high pressure 
upstream and on the front-top surface of the ramp. This pressure rise occurs near the upstream edge of the 
ramp, but it decreases as the flow moves toward the downstream perimeter. A large low-pressure area is 
created on the centerline in the wake of the ramps. This low pressure is likely due to the upwash 
generated by the primary counter-rotating vortices. In the wake of the ramp, there are also two lines of 
relatively high pressure along the centerbody on either side of the ramp centerline. These lines are most 
likely due to the deposition of dirt and oil on the paint and/or the erosion of the paint in a very uniform  
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Figure 78: PSP pressure-contour maps of U2D4 at Mach 1.7 with (a) α = 0 deg at MFR = 0.860,  
(b) α = 0 deg at MFR = 0.981, (c) α = 5 deg at MFR = 0.860, (d) α = 5 deg at MFR = 0.964, (e) α = –2 
deg at MFR = 0.860, and (f) α = –2 deg at MFR = 0.971. 
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Figure 79: Pressure traces of U2D4 at Mach 1.7 with (a) α = 0 deg at MFR = 0.860, (b) α = 0 deg at  
MFR = 0.981, (c) α = 5 deg at MFR = 0.885, and (d) α = 5 deg at MFR = 0.984. 
 
manner from the primary streamwise vortices. The lines clearly mark the shape and region of the 
flowfield affected by the streamwise vortices but are not likely accurate pressure measurements of the 
vortices. Evidence for this conclusion is supported because the increased pressure regions of the vortices 
are present in Fig. 78d at a 5 deg angle of attack. However, the ramp is positioned in a highly separated 
region as indicated in Fig. 71b, making it unlikely that the ramp is capable of generating streamwise 
vortices at this condition. Additionally, an intensity change of the flatfield image (wind off) acquired after 
testing occurs along these lines. Nonetheless, the presence of these lines specifies the flow path of the 
streamwise vortices despite the fact that they did not give accurate pressure data. The “high-pressure” 
lines clearly diverge as they move downstream and broaden in width, revealing that the streamwise 
vortices are undergoing mixing/dissipation with the surrounding flowfield. The pressure distribution on 
the struts for U2D4 (Fig. 78) is similar to that observed with U4D2 (Fig. 76). There is a general increase 
in pressure along the strut moving downstream, with a higher pressure for low MFRs. The lowest 
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pressure on the strut leading edge is away from the centerbody at the most upstream position in view. At 
α = 5 deg, the bottom strut has a lower pressure than the right strut. 
The pressure traces for U2D4 correspond better with the pressure tap data than the U4D2 
configuration, as displayed in Fig. 79. Again, the largest differences occur along the downstream model 
section. In this region of the centerbody, when comparing the pressure taps at 0 and 90 deg, they show a 
higher pressure downstream of the ramp centerline. A significant difference in the pressure-tap and PSP 
data along the front surface of the ramp exists. Two possible explanations for this discrepancy are that the 
pressure tap is not normal to the surface, resulting in an inaccurate pressure measurement, or the angle of 
the front surface is not visualized well with the camera housing, resulting in inaccurate data. 
At Mach 1.8 for the U2D4 configuration, larger regions of low pressure along the centerbody are 
visible as a result of more separated flow at high MFRs (Figs. 80 and 81). The pressure details on the 
back sides of the ramps are more clearly visualized at this speed due to a larger wake created from the 
higher speed flow. The effects of the trailing vortices on the surface of the centerbody are not clearly 
visible at Mach 1.8. The Mach 1.8 data were acquired prior to the Mach 1.7 data indicating that the 
deposition of dirt and oil and/or erosion of the paint had not yet occurred, and the “high-pressure” lines 
would not be detected. The pressure is still higher for the lower MFRs as the pressure traces indicate in 
Fig. 80. The higher Mach number flowfield shown in Fig. 81 has higher MFRs when compared to Fig. 78, 
but the pressure distributions for a mass-flow plug position of 16.26 cm (6.4 in) are quite similar for 
Mach 1.8 and 1.7 with the main difference resulting in the wake of the ramp VG even though the MFRs 
are different. Again the pressure distributions at α = –2 deg and 0 deg along the centerbody are very 
comparable, with lower pressures occurring for α = 5 deg. The general trend of pressure along the struts is  
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Figure 80: Pressure traces of U2D4 at Mach 1.8 with α = 0 deg at (a) MFR = 0.884, and (b) MFR = 0.995. 
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Figure 81: PSP pressure-contour maps of U2D4 at Mach 1.8 with (a) α = 0 deg at MFR = 0.884,  
(b) α = 0 deg at MFR = 0.995, (c) α = 5 deg at MFR = 0.885, (d) α = 5 deg at MFR = 0.984, (e) α = –2 
deg at MFR = 0.883, and (f) α = –2 deg at MFR = 0.990. 
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the same for Mach 1.8 and Mach 1.7. The higher Mach number results in lower pressure ratio values 
along the struts compared with Mach 1.7 for both the high and low MFRs. 
Figure 82 displays the pressure traces corresponding with the pressure contours for U4D2 and U2D4 
at a Mach number of 1.6 for α = 0, 3, and –2 deg presented in Figs. 83 and 84, respectively. Figure 83 
shows that the trends are similar to those previously discussed, and at low MFRs, the pressure distribution 
is similar for all the angles of attack measured. At higher MFRs, the angle of attack has less impact on the 
flowfield than seen with Mach 1.7 (Fig. 76). An angle of attack of α = 3 deg reduces the pressure along 
the centerbody from increased separation. The pressure distributions at α = 0 deg
 
and –2 deg are very 
similar along the centerbody with a lower pressure on the vanes at α = –2 deg. There is also lower 
pressure on the centerbody near the vanes likely due to an increase in the vanes’ local angle of attack at  
α = –2 deg. 
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Figure 82: Pressure traces at Mach 1.6 with α = 0 deg for (a) U4D2 at MFR = 0.834, (b) U4D2 at  
MFR = 0.932, (c) U2D4 at MFR = 0.838, and (d) U2D4 at MFR = 0.944. 
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Figure 83: PSP pressure-contour maps of U4D2 at Mach 1.6 with (a) α = 0 deg at MFR = 0.834,  
(b) α = 0 deg at MFR = 0.932, (c) α = 3 deg at MFR = 0.830, (d) α = 3 deg at MFR = 0.929, (e) α = –2 
deg at MFR = 0.830, and (f) α = –2 deg at MFR = 0.933. 
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Figure 84: PSP pressure-contour maps of U2D4 at Mach 1.6 with (a) α = 0 deg at MFR = 0.838,  
(b) α = 0 deg at MFR = 0.944, (c) α = 3 deg at MFR = 0.833, (d) α = 3 deg at MFR = 0.937, (e) α = –2 
deg at MFR = 0.836, and (f) α = –2 deg at MFR = 0.939. 
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Figure 84 displays similar trends for U2D4 at Mach 1.6 as seen with U4D2. Again at low MFRs, the 
pressure distributions are very similar for each angle of attack, and for high MFRs, angle of attack has 
less effect at Mach 1.6 than observed with Mach 1.7 and 1.8. At α = –2 deg, there is an increased pressure 
on top of the ramp when compared to α = 0 deg, with a lower pressure wake on the back surfaces.  
The pressure traces in Fig. 82 for U4D2 and U2D4 at Mach 1.6 are similar along the centerbody. At 
low MFRs there are differences between the PSP and pressure tap data along the upstream imaged region. 
There is better agreement between the data at high MFRs. Again the PSP data show a higher pressure on 
the downstream section than the pressure taps as previously discussed. The pressure traces show a sharper 
initial increase in the pressure upstream of the VGs at Mach 1.6 than at Mach 1.7 and Mach 1.8 (Figs. 77 
and 79).  
4.5 Summary and Conclusions 
A unique flow-visualization and measurement system was successfully used for the analysis of the 
upstream and downstream vortex generators (VGs) in the large-scale low-boom inlet. The surface-flow 
visualization results revealed a separation region that occurs in the inlet diffuser, downstream of the 
impinging normal shock for large mass-flow ratios (MFRs) without upstream vortex generators. It was 
shown that the upstream VGs partially reduce the extent of separation along their centerlines. The 
downstream VGs were located just downstream of the reattachment line, and they helped to create a fuller 
hub-side boundary-layer velocity profile and reduce the radial distortion at the aerodynamic interface 
plane. The downstream VGs did affect the local flowfield as expected by generating streamwise-trailing 
vortices when they weren’t immersed in a separated flow. Large areas of separation and recirculation 
occurred on the windward side of the centerbody at angle of attack, stretching far enough downstream to 
encompass the vortex generators in the diffuser. The surface-flow visualization results revealed that using 
larger upstream micro-vortex generators placed closer to the shock wave will likely further reduce the 
area of separation. The inlet performance would also conceivably be improved if the downstream VGs 
were positioned further into the subsonic diffuser to enhance their effectiveness. This would ensure that 
the flow is attached in their vicinity, and it is especially important for the large, separated flow conditions 
at angle of attack. 
Pressure-sensitive paint (PSP)-measured pressure contours showed a general increase in pressure 
along the subsonic diffuser and struts moving downstream, with a higher pressure for low MFRs. The 
lowest pressure on the struts occurs away from the centerbody where the leading edge of the struts is 
furthest upstream. A low pressure region on the windward side of the centerbody is created when the inlet 
is at an angle of attack. This is due to the large flow separation and recirculation observed with the 
surface-flow visualization results. The PSP results also display the static-pressure distribution around the 
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vortex generators and evidence of the trailing vortices along the centerbody. Comparison of these contour 
maps with pressure-tap data along the centerbody revealed that the pressure-contour plots give a good 
qualitative interpretation of the pressure distribution of the flowfield, with reasonable quantitative values. 
For a future iteration of a similar data-acquisition system, a recommendation would be to intensify the 
illumination by increasing the number and power of the light-emitting diodes used. Another improvement 
would be to use a camera chip set that can be specifically shaped and modified to best suit the test 
configuration with minimum size. This would ensure a compact camera housing for the specific needs of 
the test. 
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Chapter 5: Large-Scale Low-Boom Inlet Buzz 
5.1 Introduction and Background 
As with any supersonic inlet, it is important to understand the large-scale low-boom (LSLB) inlet’s 
flow stability throughout its range of operation. Almost every supersonic inlet design exhibits a marked 
instability of flow in subcritical operation below a given value of mass-flow, in the form of a self-
sustained shock oscillation known as “buzz” [27, 127]. Supersonic inlets are designed to compress and 
condition the incoming supersonic freestream to the Mach number and pressure for optimal engine 
operation. However, experience shows that undesired buzz phenomena may result in the deterioration of 
propulsion system performance (engine surge and/or thrust loss), possibly leading to engine destruction in 
serious cases [103]. Thus, it is important to know the buzz limit that imposes the boundary of stable 
subcritical flow through the propulsion system [27, 127].  
Buzz was first observed by Oswatitsch [128] in 1944 during the wind tunnel testing of various ramjet 
engine designs. Oswatitsch observed the very complicated unsteady flow of a buzz cycle in which the 
interior of the inlet periodically emptied and filled with air, fluctuating between pressure limits. Since its 
first observation, experimental [129-137], numerical [103, 123, 127, 138], and analytical [139] methods 
have been used to understand the underlying mechanisms of inlet buzz and to predict, avoid, or delay its 
onset.  
The mechanism for the onset and frequency of buzz varies with inlet geometry and operation  
[129, 130, 136, 137]. Typically, an external compression inlet has three regimes of operation, which are 
described by the characteristic curve that plots the inlet pressure recovery (η) against the mass flow ratio 
(ε). This characteristic curve is often referred to as a “cane curve,” and has an approximate form of the 
example cane curve shown in Fig. 85a. A cane curve is usually characterized by both a vertical and 
horizontal branch representing supercritical and subcritical operation, respectively. The operation mode 
depends on the amount of throttling of the downstream throat area, Ae. A large Ae results in the maximum 
amount of mass flow through the inlet, shown in Fig. 85b as an idealized example inlet. The example 
external compression inlet has one ramp and produces a leading oblique shock wave followed by a 
terminating normal shock wave. Reducing Ae from supercritical operation increases the pressure in the 
diffuser, moving the normal shock to the cowl lip (Fig. 85c). The resulting critical operation maximizes 
the mass-flow rate and pressure recovery of the inlet. Decreasing Ae further expels the normal shock 
upstream of the cowl lip onto the compression ramp, reducing the mass-flow rate and triggering 
subcritical operation (Fig. 85d). Continuing to decrease Ae will prompt the onset of buzz [133].  
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Figure 85: Example inlet (geometry not to scale): (a) characteristic curve (cane curve), (b) supercritical 
operation, (c) critical operation, and (d) subcritical operation (schematics derived from Ref. [133]. 
 
Generally, during supercritical and critical operation a well-designed supersonic inlet is relatively 
stable [27]. However, in subcritical operation three phases of oscillation can be observed; the number and 
transition between phases vary depending on the inlet geometry. While operating near the upper end of 
the subcritical regime with a small amount of spillage, a high-frequency, low-amplitude oscillation of the 
normal shock can occur together with its extension into the outer flow [27]. Fisher et al. [132] termed this 
oscillation “little buzz.” Continued reduction of the mass-flow rate will eventually initiate what Fisher et 
al. referred to as “big buzz.” Big buzz is characterized by large amplitude oscillation cycles with 
frequencies lower or similar to little buzz fluctuations, depending on the inlet. The large amplitude 
fluctuations involve the whole shock system. Sometimes an intermediate stable phase exists between the 
phases of oscillation [27, 133], while other inlet configurations do not experience little buzz, but are 
stable throughout operation until the onset of big buzz [132]. 
Two separate mechanisms are widely believed to trigger inlet buzz (Fig. 86) [127, 129, 131]. The first 
mechanism was observed by Ferri and Nucci [129] in 1951, who describe the occurrence of buzz due to 
the formation of a vortex sheet (Fig. 86a). The vortex sheet (or slipline) occurs at the triple-point 
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intersection of the inlet leading oblique shock (or conical shock) and normal shock wave. The vortex 
sheet also acts as a shear plane or zone with a total pressure difference across its width. The inlet is stable 
when the sheet is outside the inlet, but becomes unstable when the sheet moves into the inlet causing 
separation along the cowl (Ferri criterion or instability), Fig. 86a. The second buzz mechanism proposed 
by Dailey [130] in 1954 (Dailey criterion or instability) is initiated by boundary-layer separation on the 
compression ramp of the inlet (Fig. 86b). Buzz initiates once the separation becomes large enough to 
obstruct the entrance of the inlet, effectively blocking it. 
  
 
Figure 86: Buzz mechanism: (a) Ferri criterion and (b) Dailey criterion according to Ref. [132]. 
 
Fisher et al. [132] linked little buzz (small amplitude instabilities) to flow separation from the internal 
surface of the cowl (Ferri criterion) and big buzz (large amplitude instabilities) to separation of the 
compression ramp boundary layer (Dailey criterion). Fisher et al. discovered this link using a range of 
ramp inlet models with incoming Mach numbers around 2. Little buzz was observed for a shock position 
that resulted in the impingement of the vortex sheet on the cowl lip. A sufficiently steep total pressure 
gradient across the shear zone of the vortex sheet (slipline, Fig. 86a) can trigger instability with 
impingement near, or close to, the cowl lip, while impingement of a weaker gradient does not trigger 
instability. Fisher et al. also observed a stable shock system using an infinite total pressure gradient (due 
to shear zone of vanishing thickness) with sufficiently reduced total pressure difference through the 
vortex sheet, or shear zone. The mechanism of instability was believed to be due to separation from the 
internal surface of the cowl as a result of the total pressure difference across the shear zone. Trapier et al. 
[133] further hypothesized that the frequencies observed during little buzz correspond to an acoustic 
resonance mode within the inlet due to the presence of the shear layer under the cowl lip creating a 
variation in total pressure and not necessarily created from separation. It was believed that little buzz was 
due to a self-excited feedback mechanism resulting from the reflection of pressure waves within the inlet 
duct [139]. The self-excitation initiates when the increased throttling of the inlet exit produces upstream-
propagating pressure waves that push the normal shock upstream, resulting in an interaction between the 
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normal shock and oblique shock at a more upstream position. Consequently, this brings the triple point of 
the interaction closer to the compression ramp, allowing more flow above the triple point to enter the 
inlet. Since the flow above the triple point, and resulting shear layer, has a lower total pressure as 
compared with the flow that passes through both the oblique and normal shocks, the average total 
pressure of the entering flow is reduced. This reduction acts as downstream-propagating expansion 
waves. Essentially, the compression waves, then, reflect from the normal shock as expansion waves. 
Subsequently, the expansion fan reflects from the high-acoustic impedance inlet exit (downstream sonic 
throat) and returns upstream causing a normal shock retreat once the waves interact. This generates a 
downstream-propagating compression wave that starts the cycle over again following its reflection from 
the inlet exit, basically acting as an odd-mode resonance frequency within a duct (duct with open and 
closed ends) [103, 133, 139].  
Numerous studies through the years have observed the occurrence of big buzz, or large amplitude 
shock oscillations, with its onset occurring after a sufficient reduction of inlet mass flow. Subsequent 
studies have confirmed Dailey’s mechanism (Fig. 86b) [130] for the onset of big buzz due to the effective 
blocking of the inlet from separation along the compression ramp surface [103, 127, 132-138]. To date, 
Trapier el al. [127] have offered the most comprehensive description of the entire big buzz cycle using a 
combination of experimental results [133], detailed time-series analysis of pressure measurements [134], 
and delayed detached-eddy simulations [127] of a mixed compression inlet at Mach 1.8. Trapier et al. 
describe big buzz in three phases termed subcritical, secondary oscillations, and supercritical. Big buzz 
initiates once continued throttling of the inlet locates the terminal normal shock at a position on the 
compression ramp with sufficiently high Mach number, or pressure jump, to trigger the formation of a 
separated area at the foot of the shock. The separation area causes the creation of a lambda shock with 
supersonic flow behind the oblique shock. The new oblique shock continues to move upstream creating a 
larger separation area that widely obstructs the inlet section of the diffuser. At the same time a thick shear 
layer appears between the supersonic and low-speed flow of the separated region developing a Kelvin-
Helmholtz instability within the shear layer which affects the oscillation phase of big buzz. Once the 
terminal shock reaches the ramp tip, the separated area has almost entirely obstructed the inlet section, 
reducing the entering mass flow to almost zero and lowering the internal pressure of the inlet. The low 
pressure is propagated through the inlet as an expansion wave.  
At this point the secondary oscillation phase of big buzz begins (Fig. 87). Trapier et al. measured the 
dominant frequency of the pressure and shock fluctuations during this phase and found that they were not 
exactly constant but were around 200 Hz. A Gabor, or Morlet, wavelet was used to obtain the energy  
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Figure 87: Mechanism of the secondary oscillations derived from Ref. [127]. 
 
content of the signal as a function of time and frequency, allowing a determination of frequency 
corresponding to specific phases of buzz [134]. During this phase acoustic waves are emitted and 
propagate through the diffuser. Initially, the separated area continues to grow, fed by the reversed flow 
from the diffuser. The shock straightens into a detached bow shock (Fig. 87a) creating an incident flow on 
the ramp that is horizontal and subsonic. The separated area on the ramp is now able to be convected 
downstream, being replaced with attached flow. The lack of separated flow on the ramp moves the shock 
back downstream. With the shock back on the ramp, a new separation area forms (Fig. 87b). The new 
separation area triggers the creation of a lambda shock and new shear layer (Fig. 87c). While this is 
occurring, the original separated area is now able to be swallowed by the inlet, which is briefly not 
obstructed. The high pressure is propagated downstream through the diffuser as a compression wave. The 
new separation area expands until the entire ramp is occupied, blocking the inlet entrance once again. The 
leading lambda shock moves upstream to the ramp tip forming an oblique shock (Fig. 87d) and beginning 
a new cycle of secondary oscillations. Trapier et al. observed approximately three cycles of secondary 
oscillations while the downstream pressure continued to fall within the inlet diffuser. Once the pressure 
fell to a sufficient level, the separation in the inlet disappeared, and the normal shock moved back 
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downstream in an attempt to rebuild the pressure within the diffuser, thus initiating the supercritical phase 
of big buzz.  
The higher-frequency shock-fluctuating phase has been observed as a part of big buzz dating back to 
Dailey’s initial study [130]. Dailey falsely attributed these fluctuations to the eighth and ninth closed-end 
organ pipe modes of the diffuser. Others have described these oscillations as shock fluttering [135], but 
the mechanism actually corresponds best with pulsation mode fluctuations observed on unsteady spiked 
body flows with shorter spike lengths ranging from L/D = 0.2 to 1.5 [140]. Relating to supersonic inlets, 
the body would be the obstructed inlet section while the compression ramp acts as the spike. Longer spike 
lengths (L/D = 1.5 to 2.0) experience a different mode of unsteady spiked body flow termed oscillation 
mode [141].  
During the supercritical phase of big buzz, the low-pressure diffuser refills, which corresponds to a 
normal shock position that maximizes the mass-flow into the inlet (Fig. 85b). The mixed compression 
inlet studied by Trapier et al. experienced the formation of a second internal shock downstream of the 
choked throat due to the high mass-flow rate. The shock position experiences fluctuations due to the 
compression waves created during the secondary oscillation phase returning from the downstream 
reflection from the sonic throat. Once the internal pressure increases adequately, the internal shock begins 
to move upstream and expels from the inlet. The shock then merges with the external normal shock and 
starts a new buzz cycle as the normal shock continues upstream. The duration of a big buzz cycle is 
dictated by the emptying and refilling time of the diffuser [131]. 
When investigating inlet flow control methods for buzz, bleed has been shown to virtually eliminate 
little buzz by absorbing pressure waves, thus damping the inlet resonance [133]. Nevertheless, bleed 
methods have experienced mixed results on the control and suppression of big buzz. Recent studies have 
observed the delay of big buzz using bleed [133, 135], while some older studies observed little effect on 
delaying its onset [129, 132]. Therefore, effective bleed methods must depend on optimizing slot location 
relative to the separation position. Bleed likely has little effect if the bleed flow is essentially blocked in 
the same manner as the inlet flow. Until now, other inlet flow control methods, such as vortex generators 
(VGs), have not been investigated in terms of their effects on buzz. 
Chima [123] determined that Dailey’s mechanism for the onset of inlet buzz best matched the 
initiation for buzz in the dual-stream LSLB inlet using CFD analysis and comparisons with 
experimentally obtained high-frequency response pressure measurements and high-speed schlieren 
images. Due to the relaxed isentropic compression design of the centerbody, both the dual- and single-
stream LSLB inlet do not have a cone shock or vortex sheet, thus eliminating Ferri’s criterion for the 
onset of little buzz. Therefore, the term buzz will henceforth be used to describe big buzz, unless 
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otherwise specified. Chima described a very similar buzz cycle analysis as described by Trapier et al. 
[127] where boundary-layer separation on the compression spike initiated buzz. This was followed by a 
high-frequency oscillating shock system preceded by the propagation of the lambda shock upstream to the 
spike tip. During these oscillations a decrease in pressure was detected likely due to the increased inlet 
blockage. Once the inlet pressure dropped sufficiently, the shock shifted back downstream and the inlet 
experienced a choked flow condition during its repressurization.  
High-speed schlieren imaging was utilized during the testing of the LSLB inlet in order to determine 
shock position and its fluctuations for various mass-flow rates and VG configurations. Chima’s 
explanation for buzz in the dual-stream LSLB inlet is likely the most probable explanation of buzz in the 
single-stream LSLB inlet. To confirm this, the schlieren images are used in this investigation to describe 
the buzz characteristics and behavior of the single-stream inlet. Along with high-speed pressure 
measurements, the effect of the upstream and downstream VGs on inlet buzz will be examined, as well as 
the mechanisms leading to inlet buzz. 
5.2 Inlet Dynamic Instrumentation and Operation 
Section 4.2 details the experimental testing apparatus and inlet corresponding to the results discussed 
presently. Specifics on the wind tunnel conditions and vortex generator geometries are provided as well. 
The dynamic pressure measurement instrumentation and high-speed schlieren information are the 
important details related to the current investigation. Briefly reiterating, the single-stream inlet apparatus 
consisted of the inlet portion, diffuser, code pipe section, and downstream mass-flow plug (Fig. 88a). The 
flow was throttled using an axially varying mass-flow plug connected to the 0.106 m (16 in) diameter 
cold pipe. The total length from the spike tip to the mass flow plug exit was 3.23 m (10.6 ft). The cowl lip 
was located at x = 20.57 cm (8.10 in) from the centerbody tip in the axial direction, while the 
aerodynamic interface plane (AIP) was located at x = 66.17 cm (26.05 in) from the centerbody tip. The 
1:4.86 scale single-stream inlet has a cowl diameter of 0.3048 m (12 in) at the leading edge. 
Kulite pressure transducers were used for the high-speed pressure measurements. A Dewetron data 
system recorded the data at 5 kHz. The single-stream inlet had 20 Kulites with eight positioned on the 
centerbody surface (Fig. 88b), eight in the AIP rake array with a high-frequency response probe on each 
rake (Fig. 88c), and four in the cold pipe (Fig. 88a). Most of the centerbody Kulites were located at a 
circumferential position of 10 deg (Fig. 88b), while the eight AIP Kulite probes were arrayed along eight 
equally spaced circumferential positions. The cold-pipe Kulites had an approximate axial location of  
x = 3.07 m (10.1 ft) and were distributed around the cold pipe circumference at 0 deg, 90, deg, 180 deg, 
and 270 deg. Unsteady pressures were measured for a duration of 5 seconds, giving a total of 25,000 
samples per recording. Unfortunately, as testing progressed, some transducers were damaged or 
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malfunctioned, resulting in the absence of data at some positions depending on the test case and inlet 
configuration. 
The schlieren system utilized a Phantom V310 high-speed camera recording at either 2000 or 4200 
frames per second. The schlieren setup captured low-frequency dynamics near the design point, as well as 
buzz cycle oscillations. Typically 7,132 images were acquired during a buzz event. Still images were 
captured for a subset of steady operating points, as well [22].  
 
 
 
Figure 88: Single-stream LSLB inlet testing apparatus and Kulite locations: (a) cold pipe, (b) centerbody 
(U1D2, large microramps/large vanes with downwash centerline, VG configuration), and  
(c) AIP rake. 
 
Figure 89 shows the pressure recovery/mass flow ratio cane curve of the single-stream inlet for the 
U0D0 case (i.e., no VG baseline) at Mach 1.7 and 0º AOA. The corresponding schlieren images for 
certain operating points are also displayed. The normal shock is only visible near the cowl for the highest 
mass flow ratio. At this condition, the normal shock is inside the cowl near the centerbody. As the mass 
flow ratio decreases, the normal shock moves away from the cowl lip, moving further upstream. The 
normal shock was very stable at low mass flow ratios until the inlet went into buzz, which is evident in 
(a) 
(b) (c) 
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Fig. 89 where the cane curve drops very dramatically at mass flow ratios less than 0.37. Buzz occurred at 
an MFR of 0.296.  
 
Figure 89: Single-stream U0D0 cane curve with schlieren images at selected mass flow ratio points. 
 
The present investigation focuses on characterizing buzz in the single-stream LSLB inlet and the 
effects of VGs on buzz; however for completeness, a brief discussion on inlet instabilities at higher mass-
flow ratios follows. Rybalko et al. [142] performed detached eddy-simulations (DES) of the single-stream 
LSLB inlet at an MFR of 0.955 and compared the results with shock fluctuations using schlieren images 
obtained at MFRs of 0.982, 0.955, and 0.505. The results revealed a stable shock at near-design operation 
(MFR = 0.982) with small low-amplitude oscillations at a mass-flow rate of MFR = 0.955. The near buzz 
MFR of 0.505 resulted in shock position fluctuations between the near-design and MFR = 0.955 
conditions. The shock-position oscillations were approximated at less than 2% of the radial distance 
between the throat and cowl. Rybalko et al. were surprised by the result since the largest downstream 
flow separation occurs at the highest mass flow ratio, likely due to the large hub-side turning angle and 
adverse pressure gradient in the diffuser. A secondary shock does exist near the centerbody at MFRs of 
0.982 and 0.955, but it is weaker at the higher mass-flow ratio. This offers one possible explanation for 
the increased fluctuations at the condition with MFR = 0.955. Since the LSLB inlet does not have a cone 
shock as a result of its relaxed isentropic compression, the formation of a vortex sheet impinging on the 
cowl lip (Ferri instability, Fig. 86a) seems like an implausible explanation. On the other hand, strong 
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evidence was put forth relating the shock oscillations to acoustic resonance within the inlet duct. The DES 
shock position RMS only agreed with the experimental schlieren results when the entire testing apparatus 
(including cold pipe and mass-flow plug) was included in the simulation grid. If some other mechanism 
was responsible for the shock oscillations, it would likely be unaffected by the domain length of the 
simulation.  
5.3 Inlet Buzz Characterization 
High-speed schlieren images of the single-stream inlet offer a detailed view of the inlet buzz cycle. 
Figures 90a and 90c show the shock position during the course of one buzz cycle for the single-stream 
baseline (U0D0) test configuration at Mach 1.7 and 0º AOA with the corresponding schlieren images 
depicted in Figs. 91 and 92. In Fig. 90, the axial location of the normal shock is normalized by the spike 
tip to cowl lip distance (with the spike tip as the origin). The spike tip and cowl lip therefore correspond 
to normalized position values of 0 and 1, respectively. The schlieren images in Figs. 91 and 92 display the 
flow from left-to-right and show the symmetry of the flowfield across the centerline of the inlet. The 
bottom portion of the schlieren images was used to find the shock location for all 7132 images acquired 
during inlet buzz. Five squares are indicated in each schlieren image where the shock position was 
determined with a MATLAB script that utilized edge detection using the Canny method [97]. A process 
similar to the one outlined in Section 3.2.2 then located the connected boundaries of the shock wave and 
centerbody surface in the resulting binary image. A smoothing spline was applied along the connected 
boundaries to accurately determine the shock wave and centerbody position at each of the specified 
heights to within ±1 pixel.  
The first location (height 1) is where the shock wave intersects the centerbody. Heights 2, 3, 4 and 5 
are positioned on the shock at the height of the centerbody throat, halfway between the throat and cowl 
tip, the cowl tip, and above the cowl tip, respectively. The shock position was analyzed at different 
heights in order to better examine the frequency content of shock oscillation throughout the buzz cycle. 
Figures 90a and 90c present the shock position during the passage of one buzz cycle at heights 1 
(centerbody) and 3 (halfway between centerbody throat and cowl tip), respectively. The shock position at 
equivalent heights during four buzz cycles is displayed in Figs. 90b and 90d. Figure 90 shows a clear 
buzz cycle with a period of 0.047 s corresponding to a buzz frequency of 21.2 Hz. 
Chima (Ref. [123]) in his thorough analysis of buzz in the LSLB dual-stream inlet found that its buzz 
cycle was best described using the theory proposed by Dailey (Ref. [130]) for big buzz. Chima proposed 
that the dual-stream inlet buzz cycle consists of four parts (shock advance, spike buzz, shock retreat, and 
choked flow) very similar to the three cycle phases outlined by Trapier et al. [127]. Since the dual- and 
single-stream inlet configurations are so similar, Chima’s four phase description of the buzz cycle will be 
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maintained presently. The primary difference between the two inlets was that the observed period for one 
buzz cycle was 0.068 s for the dual-stream inlet rather than the 0.047 s observed in the single-stream inlet, 
corresponding to a buzz frequency of 14.7 Hz rather than 21.2 Hz (Fig. 90). However, this discrepancy 
will be discussed later, helping to confirm the dominant mechanism behind the period of a buzz cycle. 
The buzz cycle is described by Figs. 90-92, and consists of four general phases; (1) shock advance, 
where the shock travels upstream, (2) spike buzz, whereupon the shock sits near the centerbody spike tip 
and undergoes a higher frequency oscillation, (3) shock retreat, at which point the shock moves back 
downstream, and (4) choked flow, or supercritical inlet operation resulting in a shock position near the 
cowl [123]. Figure 91 displays the schlieren images associated with the shock advance and one cycle of 
spike buzz, while Fig. 92 presents the images showing the shock retreat and choked flow portion of the 
buzz cycle.  
 
 
 
Figure 90: Normal shock position vs. time with shock position measured at the height of (a) the 
centerbody (height 1) for one cycle, (b) height 1 for four cycles, (c) halfway between centerbody throat 
and cowl tip (height 3) for one cycle, and (d) height 3 for four cycles. 
 
(a) (b) 
(c) (d) 
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Figure 91: Schlieren images of single-stream inlet during the shock advance and spike buzz phases of the 
buzz cycle with the positions corresponding to those marked in Fig. 90. 
(a) (b) (c) 
(d) (e) (f) 
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Figure 92: Schlieren images of single-stream inlet during the shock retreat and choked flow phases of the 
buzz cycle with the positions corresponding to those marked in Fig. 90. 
(a) (b) (c) 
(d) (e) (f) 
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Figure 91a shows the shock wave position at the start of a buzz cycle. The shock moves into this 
position with a reduction in mass-flow ratio as shown in Fig. 89. This position is stable until the flow 
starts to separate at the shock foot. Buzz is initiated when the separation at the shock foot produces a 
sufficiently large lambda shock. The lower pressure rise across the oblique shock portion of the lambda 
shock, compared with the normal shock, causes the oblique shock to move upstream in an attempt to 
equalize the pressure difference (Fig. 91b) [123]. This results in the shock wave moving upstream to the 
spike tip, leaving a larger region of separated flow along the centerbody and significantly reducing the 
inlet mass flow. As the shock moves upstream, large vortices are created though the Kelvin-Helmholtz 
instability in the shear layer between the separated region near the foot of the lambda shock and the 
higher velocity flow away from the centerbody [127]. Once the shock reaches the spike tip, the separated 
region has significantly increased in size with the large vortices continuing to travel downstream towards 
the inlet cowl along the centerbody (Figs. 91c and 91d). At this point it appears the separated area has 
almost entirely obstructed the inlet section, reducing the entering mass flow to almost zero and lowering 
the internal pressure of the inlet. The low pressure is propagated through the inlet as an expansion wave. 
Following this process, the higher-frequency spike buzz begins (Figs. 91b-91f) with the oblique 
shock portion of the lambda shock continuing to expand, forming a bow shock (Fig. 91d). The bow shock 
can stay attached to the tip, but often gets pushed upstream of the spike as shown in Fig. 90b during the 
third buzz cycle displayed (notice the negative spike of shock positions). The bow shock usually only 
jumps upstream of the spike tip during the first bow-shock expansion in a spike-buzz cycle. This is not 
always the case, however, and the bow shock can stay attached throughout or move upstream depending 
on the particular expansion. The separation continues to grow as the bow shock straightens relative to the 
freestream (Fig. 91d). Figure 91d also shows that during the bow shock expansion the large vortices roll 
up into ring vortices that lift off the spike surface and pass around the inlet [123]. This result helps to 
support the hypothesis that the mass flow into the inlet is substantially reduced during this portion of 
spike buzz. The incident post-shock flow then becomes subsonic allowing the separated flow to convect 
downstream, as displayed in Fig. 91e, and leaves the spike void of separated flow, allowing the shock to 
move back downstream onto the centerbody compression spike. This aspect of the spike buzz occurs 
between Figs. 91e and 91f. A new separation region begins to form with the shock located on the spike, 
causing the creation of a new lambda shock structure and the propagation of the shock back upstream to 
the spike tip (Fig. 91f). While the shock is located on the spike and the new separation region and shear 
layer are being created (between Figs. 91e and 91f), the briefly unobstructed inlet is able to swallow the 
previous separation area and propagates the high-pressure flow downstream through the diffuser as a 
compression wave. Following the image displayed in Fig. 91f, the new separation region expands, 
effectively blocking the inlet once again, beginning a new cycle of spike buzz [123, 127, 140].  
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Figure 90a shows that the shock position at the centerbody has very little fluctuation, thus calculating 
the power-spectral density (PSD) of the shock-position time series at this location would not reveal the 
frequency of the spike buzz oscillations. This is the primary reason the shock position was analyzed at 
various heights. A PSD of the shock position at multiple heights would expose the dominant frequencies 
associated with each phase of inlet buzz. 
Figure 92a depicts the first step in the shock retreat process. Once the pressure has been reduced 
inside the inlet during the spike buzz process, the separated flow along the spike travels into the inlet. 
This causes the shock to have an acute angle with respect to the inlet centerline (Fig. 92a). One final 
pressure wave from inside the inlet momentarily pushes the shock back upstream into a bow shock  
(Fig. 92b) before it retreats back downstream (Fig. 92c). During the buzz cycle the terminal-normal shock 
never moves fully inside the cowl as was seen for high mass flow ratios (Fig. 89). This is different than 
what was observed for the dual-stream inlet. During this phase of buzz in the dual-stream inlet, the inlet 
experienced choked flow with an ingested shock wave. Nonetheless, during this phase of the buzz cycle, 
the low pressure inside the diffuser dictates the highest mass-flow rate possible into the inlet, 
corresponding to choked flow at the geometric throat of the inlet. Thus, the shock position observed in 
Figs. 92b- 92f must correspond to a condition allowing choked flow at the inlet geometric throat with the 
centerbody and inlet cowl acting as a converging-diverging nozzle. A similar flow condition was 
observed during wind tunnel startup using surface-oil flow visualization (Section 4.3). During inlet 
startup, the mass-flow plug was throttled fully open, locating the choking point at the geometric throat. As 
a result, a secondary internal shock wave was created inside the subsonic diffuser (Fig. 93) due to the 
supersonic flow directly downstream of the throat.  
 
 
Figure 93: Surface oil-flow visualization during inlet start up with a fully open mass-flow plug. 
 
142 
 
Figure 90 shows that the shock oscillates while it is located near the cowl. This is likely due to the 
traveling normal shocks reflecting from the mass-flow plug and returning to push the shock wave back 
upstream (Fig. 92d). This process continues (Figs. 92d-92e) until the inlet repressurizes, and a traveling 
normal shock returns to push the shock wave upstream, starting a new buzz cycle (Fig. 92f). 
Based on the instantaneous schlieren measurements of the shock location, Fig. 94 displays the PSD 
analysis of the shock position fluctuations in the form of the normalized power-spectral density 
(G(f)*f/σ
2
) vs. frequency on a linear-log plot for shock position determined at each of the five heights. 
The dominant frequency in the shock fluctuations is 21.0 Hz corresponding to the duration of one buzz 
cycle. When analyzing Figs. 94d-94f, it becomes apparent which frequencies are associated with the high-
frequency spike buzz, since the peaks at 153.3, 201.9, and 250.5 Hz are not present in the PSD of shock 
position along the centerbody. Peaks also occur at 132.3 and 144.0 Hz in the PSDs of shock position 
measured at all heights. This indicates that these frequencies relate to the shock oscillation during the 
shock advance, shock retreat, and choked-flow phases of the buzz cycle, even though the magnitude of 
these peaks varies between each shock position measurement height. Based on further analysis of the 
shock position time series, it is likely that the 144.0 Hz peak is linked to the shock retreat portion of the 
buzz cycle described by Figs. 92a-92c. This would also explain why this peak is more apparent in shock 
positions measured at heights away from the centerbody.  
The acoustic resonance frequencies of the inlet during buzz can be approximated using Equation (23) 
and the average speed of sound and Mach number values calculated from simulations of the dual-stream 
LSLB inlet during a cycle of buzz [123]. The dual-stream inlet values can be used as an approximation 
for the single-stream inlet since the freestream conditions are the same, and the exit mass-flow plug 
positions are very similar. Table 14 lists the acoustic frequencies corresponding to both the even and odd 
frequency modes using values of a = 370.9 m/s, L = 3.25 m, and M = 0.15. In previous work, both even 
and odd modes (duct ends closed and one open/one closed, respectively) have been observed resulting 
from the fluctuating acoustic impedance of the upstream inlet entrance from periodically separated flow 
[103]. Table 14 clearly shows a similarity between the second thru fifth acoustic harmonic of the inlet 
with a low acoustic impedance open end (odd mode). This result provides convincing evidence of the 
hypothesis that the compression and expansion waves created during spike buzz continue to propagate 
through the inlet, acting as acoustic waves and providing a self-sustaining feedback system. Furthermore, 
it is important to note that the dominant frequency corresponding to one buzz cycle (21.0 Hz) does not 
match up with an acoustic mode.  
Figure 95a shows a typical plot of average total pressure versus time for five buzz cycles at the AIP 
obtained by averaging the ring of transducers located nearest the centerbody surface (Fig. 88c). 
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Figure 94: Normalized PSDs of shock position fluctuations U0D0 at Mach 1.7 with shock position 
measured at (a) all five heights, (b) height 1, (c) height 2, (d) height 3, (e) height 4, and (f) height 5. 
 
 
(a) (b) 
(c) (d) 
(e) (f) 
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Table 14: Estimated and observed acoustic frequencies 
n 1 2 3 4 5 6 
even mode (duct with closed ends) 55 111 167 222 279 334 
odd mode (duct with open and closed ends) 28 84 140 195 251 306 
observed peaks (Fig. 94) -- 87 144 201 250 -- 
 
 
  
  
 
 
Figure 95: Comparison of U0D0 single- and dual-stream inlet configurations at Mach 1.7: (a) stagnation 
pressure fluctuations, (b) normalized PSD of single-stream inlet buzz, (c) depressurizing and 
repressurizing AIP mass-flow rates, (d) normalized PSD of dual-stream inlet buzz, and (e) inlet geometry, 
Vss/Vds = 1.07. 
 
(a) (b) 
(c) (d) 
(e) 
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Figure 95a also displays the corresponding stagnation pressure signal of the dual-stream inlet without VG 
control. Both signals reveal the presence of many high-frequency fluctuations throughout the course of a 
buzz cycle. A normalized PSD of these measurements reveals the key frequency components of each 
signal (Figs. 95b and 95d), and shows that the single-stream frequencies (Fig. 95b) correspond extremely 
well with the dominant frequencies observed in the shock position oscillations (Fig. 94). The PSD of the 
dual-stream LSLB inlet stagnation pressure signal (Fig. 95d) indicates a longer buzz cycle period, as was 
previously observed by Chima [123]. The signal also reveals fewer pressure fluctuations during the 
choked phases of the buzz cycle (Fig. 95a). Even though there is a variation in the energy content of the 
signal at higher frequencies as compared with the single-stream inlet (Fig. 95b), many of the acoustic 
resonant frequencies are comparable.  
Figure 95e presents a plot of the core-flow geometry of both the single- and dual- stream inlet 
configurations. The two inlets have the same length with the only difference being the reduced core flow 
area due to the splitter plate (and associated struts and guide vanes) of the dual-stream inlet. As a result, 
the volume of the two testing apparatuses is very similar, Vss = 0.30 m
3
 (10.7 ft
3
) vs. Vds = 0.28 m
3
  
(10.1 ft
3
) for the single- and dual-stream inlets, respectively. Due to the inlet configuration similarity, the 
discrepancy in buzz-cycle period between the two inlet configurations offers an opportunity to analyze the 
principal mechanism of buzz. If the frequency of a single buzz cycle involved the first order acoustic 
mode, then the two inlet configurations would have the same frequency of buzz cycle given that their 
lengths are the same and that the flow conditions are identical. Dailey [130] suggested that the driving 
mechanism of buzz is the rate at which the inlet depressurizes throughout the spike-buzz 
(separated/essentially blocked entrance, or unstarted inlet operation) phase and repressurizes during the 
choked-flow (maximum mass-flow rate, or supercritical inlet operation) phase of buzz. Remember that 
the inlet is able to depressurize, or empty, during the spike-buzz phase due to the low mass-flow rate at 
the downstream mass-flow plug.  
In order for Dailey’s hypothesis to be accurate, the ratio of the rates at which the two inlets empty and 
refill should be the same as the ratio of the two buzz cycle periods. The mass-flow rate entering each inlet 
can be estimated using the total pressure probes at the AIP, the static pressure probe near the AIP, and 
assuming an adiabatic flow into the inlet. The average pressure signal from probes 1, 3, 5, and 7 in  
Fig. 88c was used to estimate the stagnation pressure at the AIP, while transducer 8 in Fig. 88b was used 
to estimate the static pressure. The fluctuating Mach number was approximated assuming isentropic flow 
between the AIP stagnation and static pressure probes. The unsteady mass-flow rate was then calculated 
using the wind tunnel stagnation temperature, AIP Mach number, and AIP stagnation pressure. 
Unfortunately, direct measurements of the unsteady mass-flow rate at the exit were not obtained. Thus, 
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the average mass-flow rate through the AIP was used to estimate the exit mass-flow rate. This 
approximation is reasonable since the pressure signals were acquired for a duration of 5 seconds  
(Section 5.2), encompassing at least 75 dual-stream and 105 single-stream buzz cycles. Subtracting the 
mean mass-flow rate from each signal takes into account the variation in mass-flow through each inlet, 
allowing an approximate comparison between them (Fig. 95c). In Fig. 95c, the positive and negative 
mass-flow rate values indicate the rate at which the inlets repressurize and depressurize, respectively. 
Also note that the mass-flow rate signal plotted in Fig. 95c has been smoothed using a running average of 
five points as a low-pass filter in order to remove large fluctuations and allow a better comparison 
between the two inlets. The average emptying (negative mass-flow, Fig 95c) and refilling (positive mass-
flow, Fig. 95c) values were calculated over the entire signal length, Table 15, and can be compared 
because the inlets have similar total volume Vss/Vds = 1.07. The results provide compelling evidence to 
support Dailey’s hypothesis for the driving mechanism of buzz because the ratio between the dominant 
buzz cycle frequencies for the single- and dual-stream inlets (21.7/15.1 = 1.44) is essentially identical to 
the ratio of the rate of depressurization (1.43) and repressurization (1.39) of the inlets.  
Table 15: Ratio of mass-flow rates and buzz cycle frequencies comparing inlet configurations 
 single-stream dual-stream ratio single/dual 
depressurization rate –1.92 kg/s –1.34 kg/s 1.43 
repressurization rate 2.17 kg/s 1.56 kg/s 1.39 
buzz cycle frequency 21.7 1/s 15.1 1/s 1.44 
 
5.4 Vortex Generator and Mach Number Effects 
Figures 96a and 96b show the cane curves for the inlet VG configurations that have schlieren movies 
capturing the onset of buzz. Overall, the cane curves reveal that the total pressure recovery is slightly 
reduced when VGs are present (Fig. 96a). When analyzing the cane curves in the inlet buzz region, it 
appears that the VGs trigger buzz at higher MFRs than observed without flow control (Fig. 96b). In other 
words, the onset of buzz occurs sooner when VGs are present on the inlet. Buzz occurs at an average 
MFR of 0.326 with and 0.296 without VG flow control, respectively. However, the shock position on the 
centerbody spike is within a window of 0.1 in at the onset of buzz for each flow control case including the 
no-control case. The mean normalized shock position at which buzz initiates is 0.365, or 7.51 cm (2.96 in) 
downstream of the centerbody-spike tip. This indicates that the shock position on the centerbody spike is 
likely the best indicator for when buzz will occur at a given freestream Mach number for this inlet, and 
that the same MFR will result in a shock position further upstream with flow control than without. The 
variation in shock position with the inclusion of VGs is presumably due to a loss in pressure recovery for 
a given mass-flow ratio, either through increased drag or reduced inlet area as a result of the vortex 
generators. 
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Figure 96c displays the cane curves without flow control (U0D0) for three different freestream Mach 
numbers. The onset of buzz was captured with the schlieren video for the Mach 1.6 case, but the inlet was 
already experiencing buzz when the Mach 1.8 schlieren images were acquired. Figure 96c indicates that 
buzz occurs at increasing MFRs as the freestream Mach number increases. At Mach 1.6 the normalized 
shock position at the start of buzz is 0.260 as compared with 0.365 for Mach 1.7. This reveals that the 
shock is positioned 0.82 in upstream of the Mach 1.7 case when buzz initiates for a freestream Mach 
number of 1.6. Buzz is initiated in this inlet with a separation in the SWBLI along the centerbody, which 
also helps explain why there would be a variation in shock position when buzz occurs for different 
freestream Mach numbers. The necessary pressure gradient across the shock wave to produce separation 
occurs at different streamwise positions for different freestream Mach numbers. It is likely that if the 
onset of buzz were captured for the Mach 1.8 case, it would reveal that buzz started at a shock position 
further downstream than for the Mach 1.7 case. 
 
 
 
Figure 96: Cane curve profiles of LSLB single-stream inlet (a) at Mach 1.7 for all MFRs with various VG 
configurations, (b) at Mach 1.7 for MFRs near the onset of buzz with various VG configurations, and  
(c) for U0D0 at all MFRs with different freestream Mach numbers. 
(a) (b) 
(c) 
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Analyzing the PSDs of the shock position time series during inlet buzz reveals that neither the 
upstream nor downstream vortex generators have much effect on the fundamental frequencies associated 
with inlet buzz (Fig. 97). This is logical considering that buzz results in a highly separated flow along the 
centerbody with instances of reversed flow direction. The PSDs of the AIP total pressure fluctuations 
indicate a similar result and are not presented. Figures 97b and 97d also show the frequency content of the 
shock fluctuations for the same VG configuration for two separate measurements. The frequencies are 
similar but not identical, indicating that variations exist between measurements. It appears that the largest 
measured effect of the vortex generators on buzz in the single-stream LSLB inlet is their effect on the 
mass-flow ratio, or shock position, at which buzz is initiated, as previously stated.  
 
  
  
 
Figure 97: Normalized PSDs of shock position fluctuations at Mach 1.7 with shock position measured at 
all heights for (a) U0D0 reading E216, (b) U0D2 reading E460, (c) U1D2 reading E488, and (d) U0D2 
reading E464. 
 
(a) (b) 
(c) (d) 
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There was also little effect on the fundamental frequencies due to changes in Mach number when 
analyzing the PSDs of the shock position (Fig. 98) and AIP pressure fluctuations (Fig. 99). The U0D0 
configuration was analyzed at Mach 1.6 and 1.8 in addition to the baseline Mach 1.7 case. Figures 98 and 
99 show that the dominant frequencies of a buzz cycle are not affected by changes in freestream Mach 
number. The primary shift in shock position frequency due to changes in Mach number was near 200 Hz, 
but these higher frequency peaks are small and may not be an accurate (or important) indicator for 
variations in frequency content. The higher Mach number (Mach 1.8) shifted the observed peak in shock 
position fluctuations at 201.9 Hz for Mach 1.7 (Fig. 94f) down to 190.4 Hz. A Mach number of 1.6 had 
the opposite effect and shifted the peak up to 207.5 Hz. The AIP pressure fluctuations do not display these 
same trends, however (Fig. 99). There are variations in the higher frequency peaks when comparing the 
different Mach number cases. It is currently unclear what effects the freestream Mach number has on all 
the buzz cycle frequencies, but it appears that their greatest effect is on the higher frequencies that were 
previously associated with the spike buzz portion of the cycle. 
 
  
 
Figure 98: Normalized PSDs of shock position fluctuations measured at all heights for U0D0 at (a) Mach 
1.6, (b) Mach 1.7, and (c) Mach 1.8. 
(b) (c) 
(a) 
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Figure 99: Normalized PSDs of pressure fluctuations at AIP for U0D0 at (a) Mach 1.6, (b) Mach 1.7, and 
(c) Mach 1.8. 
 
5.5 Additional Shock Wave and Pressure Fluctuation Comparisons 
During wind tunnel testing of the LSLB inlet configurations, the time stamps on the schlieren images 
and high-speed pressure measurements were not accurately synchronized. Thus, direct correlations 
between the pressure and schlieren data are not possible. However, if the onset of buzz is captured with 
both the high-speed schlieren and pressure measurements, a comparison between the time signals can be 
approximated by aligning the shock fluctuations with the intersection of pressure waves at the inlet 
entrance. Figure 100 shows an x-t diagram of the static pressure and shock position within the inlet 
throughout the course of two buzz cycles, starting at a time interval prior to onset. The data in Fig. 100 
were obtained using the U4D5 (small split-ramps/small vanes with downwash) single-stream inlet 
configuration in a Mach 1.7 flow. The inlet geometry is provided along with the transducer locations to 
help clarify wave propagation and shock oscillations (Fig. 100). Please note that the coarse distribution of 
static pressure Kulites through the diffuser and cold pipe (Fig. 100a, no transducer between x = 64.8 - 
(a) 
(b) (c) 
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307.3 cm (x = 25.5 - 121 in)) results in a substantial interpolation between the centerbody and 
downstream near-mass-flow plug transducers. The shock position measured from the schlieren images at 
each of the five heights (heights 1, 2, 3, 4, and 5 corresponding to the centerbody, the centerbody throat, 
halfway between the throat and cowl tip, the cowl tip, and above the cowl tip, respectively) are included 
in Figs. 100a and 100b with the same color scheme as displayed in Figs. 91 and 92. It appears that the 
shock position measured at heights 2 and 3 most precisely aligns with the pressure fluctuations, likely 
because the flow at heights 2 and 3 is within the streamtube of the inlet (Figs. 91 and 92). In Fig. 100, 
downstream-propagating (right-running compression or expansion) waves have a positive slope from left 
to right, while upstream-propagating (left-running) waves have a negative slope from left to right. Using 
the shock/pressure wave interaction near t = 0.05 s, the shock wave position and static pressure 
oscillations were aligned with surprisingly high-resolution and accuracy. Iteratively changing the shock-
position delay time in Fig. 100b and measuring where the angle of wave propagation intersects the shock 
helped facilitate the time series alignment to within ±0.0005 s. Measuring the intersection of the shock 
with additional pressure waves confirms the accuracy of the alignment method.  
  
 
 
 
Figure 100: Contour plot of inlet static pressure against space and time (x-t diagram), during two buzz 
cycles with corresponding shock wave position at five heights (Figs. 91-92), inlet geometry, and 
transducer locations included: (a) entire inlet apparatus, and (b) inlet measurements upstream of AIP. 
(a) (b) 
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Figure 100b confirms the hypothesis that the onset of buzz is triggered by separation along the 
compression spike. This conclusion is reached by the fact that the static pressure is absent of fluctuations 
until separation results in the transmission of a brief pressure rise downstream from the compression spike 
followed by an expansion wave as the shock reaches the spike tip and the large separation area reduces 
the mass-flow rate. The expansion wave propagates all the way to the mass-flow plug upon which it is 
reflected and returned upstream (Fig. 100a). The exact time of buzz onset is more clearly viewed in  
Fig. 101, which plots the aligned shock position at height 3 with the static pressure at the upstream Kulite 
(probe 1, Fig. 88b) in Fig. 101a, the static pressure at the AIP Kulite (probe 8, Fig. 88b) in Fig. 101b, the 
average stagnation pressure at the AIP (probes 1, 3, 5, and 7, Fig. 88c) in Fig. 101c, and the mass-flow 
rate at the AIP in Fig. 101d. The mass-flow rate was calculated using the same method as previously 
discussed without inclusion of the long-pass filter.  
 
 
 
Figure 101: Normalized shock oscillations (height 3 in red) over two cycles compared with: (a) upstream 
centerbody static pressure fluctuations (probe 1, Fig. 88b), (b) AIP centerbody static pressure 
fluctuations (probe 8, Fig. 88b), (c) average AIP stagnation pressure fluctuations (probes 1, 3, 5, and 7, 
Fig. 88c), and (d) AIP mass-flow rate. 
 
(a) (b) 
(c) (d) 
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Using Figs. 100 and 101 to approximate the onset of buzz at t = 0.008 s, it appears that the initial 
small compression wave and subsequent expansion wave, do not return to the shock until t = 0.03 s. This 
period of wave propagation results in a frequency of 45 Hz and is extremely close to a frequency peak in 
both the pressure and shock wave fluctuation signals (Figs. 94, 95, 97 and 98). This frequency most likely 
corresponds to the first even mode acoustic frequency since it correlates with the time it takes for a weak 
wave to propagate the length of the inlet and back. A plausible explanation for the discrepancy between 
the measured and theoretical first even mode frequency in Table 14 is a small error in the estimated Mach 
number and/or speed of sound in the inlet. After the return of the first reflected wave, a complex 
interaction ensues with numerous pressure waves transmitting through the inlet making it difficult to 
decipher the propagation of a specific wave (Fig. 100). The interaction of pressure waves with the shock 
can clearly be observed, but following specific waves further into the inlet is challenging past the first 
buzz cycle.  
The shock and pressure oscillations during the first spike-buzz phase are significantly more periodic 
and regular than the spike-buzz phase of the second buzz cycle due to the reflecting pressure waves  
(Figs. 100 and 101). Analyzing the first buzz cycle reveals that the dominant spike buzz frequency varies 
between fsb = 200, 222, and 250 Hz. The binning of the frequency content into these three peaks occurs 
because of the temporal resolution of the 2000 fps schlieren images. The significance of this is that it 
appears that spike buzz creates pressure waves at a frequency between 200 and 250 Hz. Thereafter, these 
waves enter and travel through the inlet system eventually occupying the even and odd acoustic frequency 
modes of the duct. Both modes appear to arise due to the variation in acoustic impedance of the inlet 
entrance as a result of the periodic flow separation. 
Looking at the correlation between shock position and pressure measurements in Fig. 101 exposes the 
phase shift or delay between the signals as the measurement locations increase in distance downstream; 
this is also apparent in the x-t diagram of Fig. 100. Precise correlation of shock position and mass-flow 
rate in Fig. 101d confirms the overall analysis and phases of the buzz cycle in addition to the alignment of 
the shock position and pressure signals. The most downstream shock position matches the maximum 
mass-flow rate into the inlet and the repressurization phase of the cycle, while a shock location near the 
spike tip has a low mass-flow rate with a depressurizing inlet. The average static pressure distribution 
along the centerbody was calculated during choked-flow and spike-buzz using a threshold of one standard 
deviation above and below the mean mass-flow rate, respectively, as an indicator of pressure points 
corresponding to each phase of buzz (Fig. 102). The resulting calculations do appear to show the likely 
presence of a weak secondary shock downstream of the geometric throat inside the subsonic diffuser of 
the inlet (Fig. 102a) for the choked phase, as indicated by the steep pressure rise immediately downstream 
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of the throat, similar to the surface-oil flow visualization in Fig. 93. The reduced pressure at the throat in 
Fig. 102a also indicates that the flow is continuing to expand at that position and likely chokes. The 
pressure distribution along the centerbody during spike buzz reveals the possible depressurization of the 
inlet from its downstream end. However, during spike buzz, the large separation regions near the inlet 
entrance make it challenging to accurately interpret the static pressure distribution along the centerbody. 
  
 
Figure 102: Average centerbody static pressure distribution during buzz cycle (inlet geometry in blue):  
(a) choked phase, and (b) spike-buzz phase.  
 
5.6 Summary and Conclusions 
Analysis of the large-scale low-boom inlet with high-speed schlieren imaging and pressure 
measurements has revealed the dominant frequency of shock wave oscillation at the buzz condition for 
the single- and dual-stream U0D0 inlets at Mach 1.7 and 0º AOA to be 21.0 Hz and 15.7 Hz, respectively. 
The best description for the observed buzz cycle in the single-stream inlet was put forth by Trapier et al. 
[127, 133, 134] using Dailey’s criterion (large separation along the compression surface) [130] for buzz 
onset and was also applied to the dual-stream inlet buzz analysis by Chima [123]. The description consists 
of four parts for one buzz cycle; (1) shock advance, (2) spike buzz, (3) shock retreat, and (4) choked flow. 
The shock wave proceeds upstream during the first part of the buzz cycle (shock advance) due to 
boundary-layer separation on the centerbody spike creating an unstable shock system. A high-frequency 
oscillation (spike buzz) is observed during the second component of the buzz cycle resulting from the 
pulsation/oscillation of the shock wave between a lambda shock and bow shock configuration. This 
generates large, separated vortices and pressure waves that travel throughout the system. Once the inlet 
pressure has dropped sufficiently, the shock shifts back downstream (shock retreat) where the inlet 
experiences choked flow during its repressurization. The shock continues to oscillate during the choked 
flow part of the buzz cycle due to the returning pressure waves reflected from the mass-flow plug. 
(a) (b) 
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Eventually the compression and expansion waves propagating through the system occupying the even and 
odd acoustic wave frequencies. Power-spectral density analysis of the shock position time series from 
schlieren images and high-speed pressure fluctuation measurements reveals the characteristic frequencies 
associated with each part of the buzz cycle. 
Dailey’s [130] driving mechanism for a buzz cycle has been confirmed for the LSLB inlet through the 
analysis of the single- and dual-stream buzz frequencies by calculating that the ratio of the dominant buzz 
frequencies for the two inlets is the same as the ratios of their rates of depressurization and 
repressurization. This investigation showed that both the upstream and downstream VGs had little effect 
on the inlet buzz cycle, but that Mach number variations had the greatest effect on high-frequency spike 
buzz oscillations. The primary effect of the VGs was to trigger buzz at a higher MFR, mostly likely by 
reducing pressure recovery either through increased drag and/or reduced inlet area.  
Furthermore, the investigation found that the single best indicator for the onset of buzz in the LSLB 
inlet was shock position triggering massive flow separation on the compression spike as a result of the 
incoming Mach number. Pressure fluctuations as indicators for the imminent onset of buzz were not 
present, and only a sensor locating the shock position/pressure gradient on the compression spike for a 
given freestream Mach number can provide warning of buzz onset in the LSLB inlet.  
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Chapter 6: Conclusions and Recommendations 
6.1 Research Summary and Conclusions 
This work offers further insight into the complex flow phenomena of normal shock wave/boundary-
layer interactions (SWBLIs) and their control. Normal SWBLIs present a challenging fluid-physics 
problem attributable to the creation of unsteady flow separation, pressure fluctuations, and downstream-
propagating velocity and pressure distortions. Accordingly, the control of SWBLIs is especially critical in 
the design of supersonic inlets where the downstream subsonic diffuser can exacerbate these negative 
effects. The present investigations have concentrated on analyzing the effects of micro-vortex generators 
(vortex generators, VGs, with a height on the order of half the boundary-layer thickness) as a flow control 
method contributing a greater understanding of the resulting flowfield and characterizing their effects on 
both SWBLIs and the post-shock wave boundary layers. The influence of these devices on the flowfield 
has been examined using a spectrum of experimental methods and optical diagnostic techniques 
encompassing fundamental small-scale facilities and large-scale inlet testing, including the impact of 
vortex generator control over a range of supersonic inlet operation spanning from the near-design point to 
the onset of buzz, or lower limit of inlet operation.  
The initial investigation analyzed the flowfield in the vicinity of a prevalent micro-vortex generator 
design called a microramp, in addition to its effects on an incipiently separated normal SWBLI, i.e., no 
separation occurs in the mean but the probability of observing instantaneously reversed flow is significant 
in a Mach 1.4 small-scale blow-down wind tunnel. A sequence of optical diagnostic techniques including 
instantaneous schlieren photography, surface oil-flow visualization, pressure-sensitive paint (PSP), and 
particle image velocimetry (PIV) were used to characterize the flow organization of the microramp wake 
and SWBLI across both time-averaged and instantaneous time scales.  
A microramp generates two primary counter-rotating vortices along with a streamwise velocity deficit 
in the region of the vortices. The resulting vortices clearly energize the streamwise velocity in the near-
wall region inducing upwash/downwash along the centerline/edge plane of the ramp. The induced 
upwash/downwash, streamwise velocity deficit, and increased near-wall momentum persist through the 
SWBLI with reduced strength. In the shear layer separating the streamwise velocity deficit and outer 
boundary-layer, directly above the primary vortices, Kelvin-Helmholtz vortices are created and detected 
in the plane bisecting the microramp centerline. These K-H vortices survive through the SWBLI creating 
a complex vortex structure and interaction that were not able to be fully characterized with planar 
measurements. The vortex structure is strongest directly downstream of the microramp devices, adjacent 
to the centerline at the approximate core of each primary vortex. At this location the greatest increase in 
near-wall velocity and a reduced likelihood of separation were measured. Thus, the effects of the 
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microramps are spanwise-localized to the region in the wake, or shadow, of the devices, necessitating an 
array of microramps when implemented for inlet flow control. Regardless of the complex vortex 
structure, the velocity in the near wall region appears to be the best indicator of microramp effectiveness. 
Downstream of the SWBLI the microramp array improved boundary-layer health as indicated by the 
decrease in spanwise-averaged δ*, θ, and H, and an increase in Cf relative to the no-array case despite an 
increase in the spanwise-averaged boundary-layer thickness. The improved boundary-layer health likely 
indicates continued improvement of the SWBLI flowfield with microramp control for increasingly 
separated SWBLIs. Tracking of the normal shock position and shape using instantaneous schlieren 
photography also revealed a reduced amplitude of shock wave oscillation with microramp flow control. 
Further investigation into the control of normal shock unsteadiness with various passive flow control 
devices was undertaken using instantaneous schlieren photography, surface-oil flow visualization and 
high-speed pressure fluctuation measurements. A downstream subsonic diffuser was included in the 
flowfield of the small-scale blow-down wind tunnel, modeled as a 5 deg expansion, to better simulate the 
flow of a supersonic inlet. Microramps were examined along with ramped vanes which offer a passive 
control solution that combines the vortex strength produced from conventional vane devices with the 
robustness of microramps. The influences of the micro-vortex generators on shock wave stability were 
compared with the no-control case along with passive recirculating-flow control devices, or porous plates.  
Shock tracking through numerous schlieren images revealed that the micro-vortex generators reduce 
fluctuations in the normal shock position, compared with no control, once the shock has moved into the 
diffuser, while increasing shock position fluctuations modestly with the mean shock position directly 
upstream of the diffuser shoulder. The ramped vane configuration showed the greatest reduction in shock 
fluctuations, whereas the porous plate control cases increased fluctuations once the shock moved into the 
diffuser and reduced shock position oscillations with the shock located along their upstream portion. 
Additionally, the average shock position sensitivity to stagnation pressure variations was improved by 
each porous plate control device with a shock position upstream of the diffuser shoulder, even though the 
micro-vortex generators somewhat increased sensitivity.  
Surface-oil flow visualization measurements revealed that the flow separated in the post-shock 
diffuser without flow-control, and also that the micro-vortex generator control devices reduced this 
separation with the porous plate control devices having little change, possibly enhancing the separation. 
Perhaps the most significant insight of this investigation is that the ramped vanes reduced the RMS static 
pressure fluctuations in the diffuser and increased pressure recovery with a mean shock position upstream 
of the diffuser entrance. The high-frequency pressure measurements also indicated that the micro-vortex 
generators shifted the energy of the pressure fluctuations to higher frequencies and that the open cavity 
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should not be used to improve shock stability because of large, tonal static pressure fluctuations, due to 
cavity resonance phenomena. 
Expanding upon the results of the micro-vortex generators from small-scale facilities to 
implementation in large-scale inlet testing, micro-vortex generators (MVGs) and larger downstream VGs 
(height on the order of the boundary-layer thickness) were incorporated into the design of the large-scale 
low-boom (LSLB) inlet and were tested in the 8-by-6 ft supersonic wind tunnel at NASA Glenn. A 
unique and novel flow-visualization and measurement system was designed and successfully used for the 
analysis of the upstream (MVGs) and downstream VGs in the LSLB inlet utilizing surface oil-flow 
visualization and PSP measurements. The surface oil-flow visualization results revealed a separation 
region that occurs in the post-shock region of the subsonic diffuser without flow control at a near-design 
mass-flow ratio (MFR). However the upstream VGs partially reduce the extent of separation along their 
centerlines, breaking up the post-shock separation. This is proof that MVGs still reduce separation when 
(rectangular tunnel) corner effects are not present, as recently called into question through some studies, 
due to the axisymmetric nature of the LSLB inlet flowfield.  
Static pressure measurements at the inlet aerodynamic interface plane (AIP) show that the 
downstream VGs helped to create a fuller hub-side boundary-layer velocity profile in the LSLB inlet and 
reduced the radial distortion. The downstream VGs were located along the downstream edge of the post-
shock reattachment line, as revealed by the surface-oil flow measurements, and affected the local 
flowfield as expected by generating streamwise-trailing vortices when not immersed in a separated flow. 
Large areas of separation and recirculation occurred on the windward side of the centerbody at angle of 
attack, stretching far enough downstream to encompass the VGs in the subsonic diffuser. The inlet 
performance would conceivably be improved if the downstream VGs were positioned further into the 
subsonic diffuser, ensuring that the flow is attached in their vicinity and enhancing their effectiveness. 
This is especially important for the large, separated flow conditions at angle of attack. An additional 
recommendation for the improvement of VG effectiveness in the LSLB inlet is the use of larger upstream 
MVGs placed closer to the shock wave in order to further reduce the area of separation through the 
production of stronger streamwise vortices.  
The pressure-sensitive paint (PSP) measurements of the LSLB inlet reveal pressure contours with a 
general increase in pressure along the subsonic diffuser and struts moving downstream, as expected, with 
a higher pressure for low MFRs. A low pressure region on the windward side of the centerbody is created 
when the inlet is at an angle of attack. This is due to the large flow separation and recirculation observed 
with the surface-flow visualization results. The PSP results also display the static-pressure distribution 
around the vortex generators and evidence of the trailing vortices along the centerbody. Comparison of 
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these contour maps with pressure-tap data along the centerbody revealed that the pressure-contour plots 
give a good qualitative interpretation of the pressure distribution of the flowfield, with reasonable 
quantitative values. 
It is important to understand flow stability and the effects of VGs throughout the range of inlet mass-
flow rates. Thus, inlet buzz, or unstart, and how it is affected by VGs in the LSLB inlet was characterized 
using high-speed schlieren imaging and pressure measurements. Through the analysis, the dominant 
frequency of shock wave oscillation at the buzz condition for the single- and dual-stream baseline inlets at 
Mach 1.7 and 0º AOA was determined to be 21.0 Hz and 15.7 Hz, respectively. The investigation found 
that the single best indicator for the onset of buzz in the LSLB inlet was shock position triggering massive 
flow separation on the compression spike as a result of the incoming Mach number. Pressure fluctuations 
as indicators for the imminent onset of buzz were not present, and only a sensor locating the shock 
position/pressure gradient on the compression spike for a given freestream Mach number can provide 
warning of buzz onset in the LSLB inlet. The driving mechanism for a buzz cycle has been confirmed for 
the LSLB inlet through comparisons of the single- and dual-stream buzz frequencies by calculating that 
the ratio of the dominant buzz frequencies for the two inlets is the same as the ratios of their rates of 
depressurization and repressurization. This investigation also showed that both the upstream and 
downstream VGs had little effect on the inlet buzz cycle, but that Mach number variations had the 
greatest effect on high-frequency spike buzz oscillations. The primary effect of the VGs was to trigger 
buzz at a higher MFR, mostly likely by reducing pressure recovery either through increased drag and/or 
reduced inlet area. 
6.2 Suggestions for Future Work 
The presented investigations lend strong evidence to the validity of vortex generator use as a flow 
control method in supersonic inlets. The fact that micro-vortex generators have the ability to reduce 
SWBLI separation and improve the boundary layer characteristics both downstream and through a shock 
and subsonic diffuser supports the use of vortex generators as a form of inlet flow control, possibly 
replacing or augmenting currently used forms of control such as bleed. However, a greater understanding 
of micro-vortex generator design corresponding to specific supersonic inlets that are tailored to their use 
is required for full utilization and minimization of the positive and negative effects, respectively. 
Future investigations should further examine the unsteady aspects of normal shock wave/boundary 
layer interactions and micro-vortex generator flow control. Depending on the shock wave location and 
inlet geometry, the vortex generators have the potential to increase shock wave oscillations. The 
relationship of the shock placement and shape relative to the geometric throat of the inlet should be more 
methodically investigated and understood with vortex generator control in order to minimize 
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unsteadiness. The historical literature on normal shock wave/boundary-layer interactions is extensive, 
focusing on time-averaged measurements, but the more recent fundamental studies on SWBLI structure 
and unsteadiness, utilizing modern techniques such as tomographic PIV and LES/DNS numerical 
methods, have focused on impinging oblique and compression ramp shock waves rather than normal 
shock waves. It is true that the large amplitude fluctuations of normal shocks due to the subsonic 
downstream flow offer a challenging problem. Utilization of a downstream throat and/or splitter plate is 
likely needed to stabilize the normal shock in small-scale facilities along with the use of high-speed 
measurements such as high-speed PSP and schlieren to correlate shock structure and pressure distribution 
through a normal SWBLI. 
Additional diagnostic techniques such as tomographic PIV are needed to understand MVG vortex 
structure and its interaction with SWBLIs. Continued development of skin friction measurement 
techniques such as Surface Stress Sensitive Film (S3F) are critical in the analysis of MVGs where a 
deeper understanding of streamwise vortex strength, wake velocity deficit, and vortex spacing versus the 
effects of upwash and downwash are needed. It will be important to minimize the response time of the 
S3F method while using another simultaneous diagnostic such as schlieren photography to pinpoint shock 
location. Control of side wall effects should also be considered with methods other than bleed, which may 
inadvertently affect the centerline flowfield. The use of chamfered corners has not yet been examined 
experimentally and may help provide a greater understanding of the interaction between corner effects 
and vortex generator control. One simple solution is to use axisymmetric tunnels in the examination of 
VGs, eliminating one variable entirely and obtaining a fundamental knowledge base of VG flow control 
on SBLIs prior to reintroducing three-dimensional effects. 
In regards to the design of future iterations of camera housings for use in large-scale testing, a 
recommendation is to intensify the illumination by increasing the number and power of the light-emitting 
diodes. Another improvement would be to use a camera chip set that can be specifically shaped and 
modified to best suit the test configuration with minimum size. This would ensure a compact camera 
housing for the specific needs of the test. It is also recommended to use a camera with as high a frame rate 
as possible. Other optical techniques such as PIV are possible in these environments, as well, with enough 
preparation. 
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Appendix A: Shear Stress Measurements 
A.1 Introduction and Background 
One challenge for comparing the effectiveness of various flow control methods is determining which 
flowfield parameter provides the best metric for comparison. Historically, the incompressible shape factor 
(H) and skin friction coefficient (Cf) have been used for characterizing the effectiveness of flow control 
devices on improving boundary layer health through SWBLIs. Oorebeek et al. [143] recommended using 
the skin friction coefficient when comparing flow control devices. This was due because Cf is dependent 
upon the velocity gradient at the wall, providing more information for characterizing the boundary layer’s 
propensity for separation [143]. 
However, the measurement of skin friction is a non-trivial challenge that is usually estimated through 
applying a modified wall-wake velocity profile fit to the measured boundary-layer velocity profile, or 
through similar methods [68]. Skin friction measurement techniques exist but require the use of complex 
mechanical balances, intrusive probes and sensors, or a variety of surface-mounted sensors [144]. More 
recently, a new technique known as Surface Stress Sensitive Film (S3F) has been developed for the 
measurement of the skin friction distribution in a variety of flowfields [144, 145]. The basis of S3F is a 
thin elastic film that deforms under the applied flowfield forces. The deformation of the film is monitored 
with imaging techniques and modeled using finite element analysis to extract the distribution of normal 
and shear stresses on the film from the flowfield. S3F was used downstream of an array of ramped vanes 
to measure the effects of the flow control devices on surface stresses near a SWBLI. 
A.2 Experimental Arrangement 
A.2.1 Test Section Configuration 
A 5 × 5 in supersonic blowdown wind tunnel with an incoming Mach number of 1.37 was used for 
this investigation (Fig. 103a). The 5 × 5 in supersonic wind tunnel has optical access for imaging of the 
S3F through the top window of the wind tunnel and illumination through the large side windows. An 
array of ramped vanes with a height of 0.4δ was examined with S3F upstream of the subsonic diffuser 
region of the test section (Fig. 103b). The test section was designed to simulate the adverse pressure 
gradients experienced inside an inlet while maintaining a simple design making it easier to identify the 
key flow physics involved [8]. The goal of the ramped vanes was to increase the strength of the vortices 
produced when compared with the microramps while maintaining a more mechanically robust design than 
traditional vanes. A 400 nm LM2XX water-cooled LED lamp from ISSI was used as the illumination 
source for the S3F. The incident light was filtered from the camera using two long-pass filters (450 nm 
interference and 610 nm color). 
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Figure 103: (a) Schematic of 5 × 5 in supersonic wind tunnel test section with ramped vanes, S3F, and 
camera configuration (UV-LED light source not shown), and (b) schematic of ramped vanes and S3F 
viewing area. 
 
A.2.2 Surface Stress Sensitive Film 
Surface Stress Sensitive Film is an elastic film placed along the investigated region to measure 
surface stresses. Two sensors are used for measuring the normal and tangential displacements of the film, 
respectively. A fluorescent probe embedded in the S3F is used to measure the normal displacement of the 
film, while markers distributed across the surface of the film are used to measure the tangential 
displacement [144-146]. The film will deform due to normal and tangential forces without compressing or 
yielding (Poisson’s ratio, ν ≈ 0.4999). The film will return to its original shape with the removal of the 
loads. The response of S3F is coupled between tangential and normal loads. A pure tangential load will 
create a small change in film thickness while a pure normal load will generate a small tangential 
displacement. This is why the normal and tangential forces on the film are calculated from the film 
displacements by solving an inverse elasticity problem using FEA. 
Figure 104 shows a schematic of the S3F measurement setup. A stable light source and CCD camera 
are required for imaging the S3F. Using this arrangement, all three components of film displacement can 
be extracted from a pair of flow-off and flow-on images. The normal component of film deformation is 
measured using the fluorescent signal emitted from the embedded fluorescent probe in the S3F. The ratio 
of the wind-on and wind-off image is a linear function of film thickness. Tangential displacement is 
measured through imaging the markers along the S3F surface. A cross correlation is preformed between 
(a) (b) 
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the flow-on and flow-off images to extract the tangential displacement of the film. In this investigation 
particle image velocimetry (PIV) software using DaVis 8.1 provided the tangential deformation vectors.  
 
 
Figure 104: Surface Stress Sensitive Film experimental arrangement [146]. 
 
Once the surface deformations are measured, the normal and in-plane displacements can be applied as 
boundary conditions to the surface of the film being modeled with finite element analysis. The sides and 
bottom of the S3F have rigid boundary conditions. The response of S3F can be modeled mathematically 
using Equation (26) for spatial loading frequencies (film thickness/contract surface) below 0.1.  
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In Equation (26), the tangential (dx) and normal (dz) displacement of the film are presented in terms of 
the film thickness (h), shear modulus (µ), tangential stress (τx), and normal stress (P). Thus, the tangential 
deformation of the film is a function of both the pressure gradient scaled by the film thickness and 
tangential stress; a thinner film will have a higher relative response to shear forces than to pressure 
gradients [144-146]. 
A.2.3 Initial S3F Arrangement 
A number of iterations and configurations of S3F testing have been used to improve the experimental 
setup and expedite the turnaround time for testing various S3F samples. The initial S3F sample was 
applied to a piece of Mylar which was then glued to the tunnel wall downstream of the ramped vanes. The 
film had a thickness of 0.25 mm with a shear modulus of 3 kPa. Only the tangential deformation was 
measured and the pressure gradient was approximated from pressure-sensitive paint (PSP) measurements. 
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The shear stress was estimated using Equation (26). The images were acquired using a Mightex  
5 megapixel CMOS camera with a 50 mm focal length lens. Since, the S3F was attached to the wind 
tunnel wall it protruded into the flow 0.25 mm. A slight “rolling shutter” effect was observed in the 
CMOS camera images due to line-by-line image readout of the CMOS sensor. This introduced error into 
the pixel displacement measurements resulting in the use of a PCO.2000 CCD camera with 2048 × 2048 
pixel resolution in the following experimental arrangements. 
The region measured is displayed in Fig. 105a. This figure shows the measured shear stress 
magnitude and direction in the wake of the center pair of three sets of ramped vanes. A sample image of 
the S3F data is presented in Fig. 105b. The markers show that the acquired images are similar to particle 
image velocimetry (PIV) images. The main difference between the diagnostic images is that the particles 
on the S3F are large with smaller displacements. The average pixel displacement for the data presented 
here is 0.66 pixels. This shows the importance of maximizing the pixel displacements of S3F through 
tailoring the shear modulus and film thickness to the flowfield as well as increasing the camera resolution 
and magnification. This also explains why only a small region has been measured with S3F.  
 
Figure 105: (a) Initial S3F measurement area schematic, and (b) sample S3F preprocessed image. 
 
A.2.4 Current S3F Arrangement 
The current S3F experimental arrangement is the one displayed in Fig. 103 with the 2048 × 2048 
pixel PCO.2000 CCD camera. Removable inserts with cavities of various depths along the wind tunnel 
surface were created (Fig. 106a). This arrangement allowed the testing of various film thicknesses while 
maintaining a flush film surface with the wind tunnel wall. The aluminum inserts were anodized black, 
permitting contrast for the fluorescent markers while maintaining a precise cavity depth. Small 
registration marks were created along the cavity surface with the removal of the black anodization with 
small drill indentations (Fig. 106b). Thus, the registration marks were located under the film allowing 
(a) (b) 
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alignment of the wind-off and wind-on images for processing. The registration marks have an 
approximate diameter of 0.478 mm (0.188 in). The S3F cavity inserts also allowed easier turnaround with 
ISSI, who provided the S3F samples. The arrangement allowed S3F testing while additional cavity depths 
were being filled with new films of various shear moduli at ISSI.  
 
 
Figure 106: (a) S3F measurement area schematic, and (b) sample S3F preprocessed image. 
 
A number of camera lenses were sampled to increase the pixel displacement of the S3F tangential 
displacement markers in the acquired images and therefore reduce measurement uncertainty. An 85 mm 
focal length lens was used successfully with a number of extension tubes. However, a reversed 70 - 300 
mm focal length zoom lens was found to work best for zooming in on the measurement surface with the 
optical constraints of the wind tunnel windows (Fig. 103a). The only disadvantage with the reversed lens 
configuration is a reduced lens speed requiring longer exposure times of 100 ms with the long-pass filters 
present. 
A.2.5 S3F Processing and Uncertainty 
Improving the image processing algorithm to obtain tangential displacements is essential for reducing 
the uncertainty of skin friction measurements using S3F. The accuracy of the processing algorithms can 
be determined using synthetically generated images of known displacement fields as previously discussed 
in Section 2.2.6 with regards to PIV uncertainty. Figure 107a displays an analytically calculated flowfield 
of two axisymmetric jets with flow from top to bottom and produces displacements between 0 – 4.1 
pixels. The goal was to create a known flowfield similar to the displacement field produced in the wake of 
the ramped vanes (Fig. 105a). Synthetic S3F images were generated from this known flowfield in the 
same manner as synthetic PIV images (Section 2.2.6) except that the images were populated with fewer 
(a) 
(b) 
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particles of larger diameter. An example synthetic S3F image is displayed in Fig. 108; note the 
similarities between Fig. 108 and Fig. 105b.  
Two image processing programs were available for the analysis of the synthetic S3F images. The first 
program is QPED developed by ISSI. The program calculates pixel displacements by initially applying a 
high-pass filter (essentially edge detection) followed by phase convolution to calculate the displacement 
field using a 64 × 64 pixel interrogation size with 50% overlap. An optical flow algorithm is then applied 
improving the sub-pixel accuracy over the phase convolution calculations. This process was iterated upon 
six times using a pyramid algorithm, varying the image resolution to increase the processing speed. 
Figure 107b presents the average displacements of 32 synthetic images using QPED. The result indicates 
that QPED reduces the magnitude of the displacements and spreads them over a larger area reducing the 
spatial resolution of the displacement field.  
  
  
 
 
Figure 107: Displacement field of axisymmetric jets: (a) analytical solution, (b) QPED processed,  
(c) DaVis PIV with 64 × 64 pixel window, and (d) DaVis PIV with 32 × 32 pixel window. 
 
(a) (b) 
(c) (d) 
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Figure 108: Example synthetic S3F image of axisymmetric jets. 
 
The second program available for S3F analysis is the PIV processing program called DaVis 8.1.4 
developed by LaVision. The displacement fields of the synthetic images processed using DaVis are 
displayed in Figs. 107c and 107d. The synthetic S3F images were preprocessed by subtracting the sliding 
background with a scale length of 64 pixels. The S3F images were interrogated using cross-correlations 
with multiple passes and decreasing window size. Four passes with a window size of 64 × 64 pixels, 50% 
overlap, and no weighting were performed to determine the best-choice window shift for the final pass of 
either a 64 × 64 (Fig. 107c) or 32 × 32 (Fig. 107d) interrogation window. The initial and final passes used 
a standard FFT, no zero-padding and normalized correlation function, respectively. The vectors were 
post-processed by removing vectors with a peak ratio less than 1.3. A median universal outlier detection 
filter was used to remove vectors with a residual greater than two. The displacement fields were smoothed 
with a 7 × 7 denoising filter and missing vectors were filled in using linear interpolation. The results in 
Figs. 107c and 107d show that the reduced interrogation window size improves the spatial resolution, 
minimizing the uncertainty, without introducing additional error. This is shown more clearly in Fig. 109 
which displays the difference between the processed and actual displacement fields. The 32 × 32 pixel 
DaVis processing scheme results in the lowest uncertainty with a maximum difference of 1 pixel located 
in the region with largest displacement, or shear stress, gradient. 
Additionally, DaVis offers a particle-tracking velocimetry (PTV) algorithm in addition to PIV 
evaluation. PTV provides further analysis best utilized with low density seeding or when high spatial 
resolution is required, making PTV ideal for S3F analysis. PTV can be used as a final step in order to 
maximize resolution of the displacement field. The evaluation starts with the standard PIV algorithm to 
determine a displacement field. In order to detect the particles, a particle image diameter range and 
intensity threshold must be specified. The possible particle partners between image pairs are narrowed 
down using the displacement field from the PIV evaluation. The particle detection method simply looks 
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for the position of the highest intensity and arranges an interrogation window of the size of the particle 
diameter around the position of the maximum intensity. The PIV result provides the estimated shift for 
the second frame where finally an individual particle correlation will correlate the intensity pattern of 
both windows to determine the exact shift [147]. However, the PTV displacement results (not shown) 
were not improved over the 32 × 32 pixel PIV solutions, making the increased computation time of the 
PTV evaluation unwarranted. Thus, the results presented here were analyzed using DaVis PIV evaluation 
with a final interrogation window size of 32 × 32 pixels. To further solidify DaVis PIV evaluation as the 
preferred method for S3F analysis, various PIV cases from the international PIV Challenge were analyzed 
using both QPED and DaVis [148]. DaVis proved to be more reliable when analyzing the drastically 
varying flowfields. 
 
  
 
 
Figure 109: Difference of processed and actual displacement fields: (a) QPED processed (0.22 pixel avg. 
difference), (b) DaVis PIV with 64 × 64 pixel window (0.15 pixel avg. difference), and (c) DaVis PIV 
with 32 × 32 pixel window (0.04 pixel avg. difference). 
 
(b) (c) 
(a) 
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The S3F measurement uncertainty can be estimated using Equation (26) and the tangential pixel 
displacement uncertainty. If the magnification of the current S3F arrangement is assumed to be 8.5 
µm/pixel, then a processing uncertainty ranging from 0 to 1 pixels corresponds to a tangential 
displacement uncertainty of 0 to 8.5 µm and a 0.34 µm average. Estimating the calibration and image pair 
alignment uncertainty at 0.2 pixels results in a tangential displacement uncertainty ranging from 1.7 to 
10.2 µm (2.0 µm average). The tangential displacement uncertainty does not include the sampling 
uncertainty and uncertainty in the image magnification value, which are small.  
The equation for estimating shear stress uncertainty was derived from Equation (26) and is provided 
as Equation (27). Assume that the uncertainty of the film’s shear modulus is wµ = 200 Pa, which is a high 
value since it was never accurately measured for these experiments. Next, the uncertainty of the film 
thickness and normal displacement are approximated as wh = 0.1 mm and wdz = 1 × 10
–3
 mm [144], 
respectively, where w∂P/∂x ≈ 5000 Pa/m and ∂P/∂x ≈ 65000 Pa/m (Fig. 110c).  
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Using Equation (27) and the average tangential displacement uncertainty to estimate the skin friction 
coefficient (Cf) away for the streamwise vortices for the flowfields presented in Sections A.3.1 and A.3.3,  
wCf = ±0.0007 and wCf = ±0.0004, respectively, for h = 0.25 mm, µ = 3000 Pa and h = 1.0 mm, µ = 12000 
Pa, respectively. From this analysis it appears that the two primary drivers in S3F shear stress 
measurement uncertainty are the uncertainty in the tangential displacements and absolute film thickness 
[144]. 
A.3 Surface Stress Sensitive Film Measurements 
A.3.1 Initial Measurements 
Figure 110 shows the measured average displacement (Fig. 110a) and pressure (Fig. 110b) along with 
the calculated pressure gradient (Fig. 110c) and shear stress (Fig. 110d) downstream of the ramped vanes. 
The shear stress was estimated using Equation (26). To determine the accuracy of the shear stress 
calculation, the freestream region outside of the vortices was averaged and normalized by the wind tunnel 
dynamic pressure to calculate the freestream skin friction coefficient (Cf). The average Cf for the 
freestream region is 0.0019 ± 0.0007 and corresponds well to the Cf value of 0.002 observed for fully 
developed turbulent boundary-layers [68]. This indicates that the first iteration of shear stress 
measurements using S3F in this flowfield is fairly accurate in spite of the noise observed in the 
measurement (Fig. 110a). 
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Figure 110: Contour plots downstream of the ramped vanes for (a) tangential displacement, (b) pressure, 
(c) pressure gradient, and (d) shear stress. 
 
Figure 110 is presented with the flow from left to right. The x and y coordinates are the streamwise 
and spanwise directions, respectively. The origin of the coordinate system is located at the leading edge of 
the ramped vanes along their centerline. The contour plots start at the trailing edge of the ramped vanes. 
The shear stress contour plot (Fig. 110d) shows that the primary streamwise vortices produced by the 
ramped vanes increase the skin friction coefficient along the tunnel wall. The increase in shear stress 
along the wall is confined mainly to the region of the vortices. At this time it is still unclear whether the 
increase in skin friction in the region of the vortices translates to a global increase in skin friction through 
a SWBLI; this needs to be investigated further. The directionality of the surface shear stress shows that 
the vortices are producing upwash along their centerline. This is indicated by the fact that the flow along 
(a) (b) 
(c) (d) 
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the wall in the vortices is moving towards the MVG centerline. There appears to be a region in the wake 
of the ramped vanes with decreased shear stress (Fig. 110d). This is likely due to a separated region just 
downstream of the ramped vanes. Near this region of separation the vortices seem to create the largest 
change in flow direction.  
A.3.2 Second Iteration Measurements 
An optimization of the second iteration of S3F was attempted from the initial S3F measurements and 
Equation (26). A MATLAB script used the previous measurements to find a film thickness and 
corresponding shear modulus to maximize tangential pixel displacements (Fig. 111). Four film 
thicknesses (cavity depths) were used since a thinner film has higher relative response to shear stress with 
smaller relative pixel displacements. The cavity depths were nominally h = 0.33 mm, 0.5 mm, 0.66 mm,  
 
   
  
 
 
Figure 111: Estimated S3F displacements as percentage of film thickness: (a) h = 0.33 mm and  
µ = 2000 Pa, (b) h = 0.50 mm and µ = 2000 Pa, (c) h = 0.50 mm and µ = 2500 Pa, (d) h = 0.66 mm and  
µ = 2000 Pa, and (e) h = 1.0 mm and µ = 2500 Pa. 
 
(a) (b) (c) 
(d) (e) 
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and 1.0 mm. The optimization process used the previous shear and pressure gradient measurements in 
addition to Equation (26) for the four film thicknesses listed to solve for the optimized shear modulus. 
The bounds of the optimization were the normal and tangential displacements of less than 5% and 20% of 
the film thicknesses, respectively. From the optimization calculations, two shear moduli (µ = 2000 Pa,  
µ = 2500 Pa) were chosen with the four film thicknesses. The estimated displacements as a percentage of 
the respective film thickness are displayed in Fig. 111. Based on the calculations in Fig. 111, it was 
expected that the S3F cases would survive the wind tunnel conditions while providing increased 
tangential displacements. However, all cases were destroyed by the shear stresses of the flowfield. Images 
depicting two of the destroyed S3F cases are shown in Fig. 112. It appears that the deformation of the 
film at the leading edge of the cavity produced too large of a force for the film to survive. This result 
indicates that more conservative bounds must be placed on the optimization of S3F for use in this 
flowfield and that estimation of shear moduli from Equation (26) may not be completely reliable.  
  
 
Figure 112: Image of destroyed S3F cases: (a) h = 0.50 mm and µ = 2000 Pa, and (b) h = 1.0 mm and  
µ = 2500 Pa. 
 
A.3.3 Current Measurements 
More robust films were examined following the destruction of the S3F samples optimized to increase 
tangential pixel displacement. The first was a film with thickness h = 1.0 mm and shear modulus  
µ = 12000 Pa. Increased magnification of the S3F using the reversed zoom lens measured an average 1.4 
pixel displacement (Fig. 113a). The tangential displacements in Figs. 113a and 113b clearly show the 
location of the primary vortex pair created by the ramped vanes. It appears that the vortices form slightly 
outside the trailing tips of the ramped vanes. The primary vortex on the left appears to be stronger for 
some unknown reason. Within the primary vortex pair (closer to the centerline) the production of a 
secondary vortex pair is observed with circulation in the opposite direction of the corresponding primary 
(a) (b) 
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vortex. The magnitude of film deformation quickly decreases as the flow moves downstream. The 
equivalent normal deformation is displayed in Fig. 113c. The average Cf of the freestream region away 
from the streamwise vortices was measured as Cf  = 0.0018 ± 0.0004, using Equation (26) and assuming 
that the slight normal displacements correspond to a small pressure gradient.  
 
 
  
  
 
Figure 113: S3F µ = 12000 Pa, h = 1.0 mm sample with ramped vanes: (a) tangential pixel displacements, 
(b) tangential displacement in mm, and (c) normal displacement. 
 
To obtain the results presented in Fig. 113, the raw S3F images were processed using the steps 
outlined in Table 16. Image pair alignment is important due to wind tunnel movement between the wind-
(b) (c) 
(a) 
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off and wind-on images. Mounting the camera to the wind tunnel may reduce the misalignment between 
image pairs. The MATLAB function imregister is an intensity-based automatic image registration 
function that uses an iterative process to align images. An empirically determined metric and optimizer 
are required for each data set. The function also requires a transformation, but in the present case it is 
assumed that movement between image pairs is only due to translation. Typically, imregister 
outputs the aligned image; however, to achieve the most accurate alignment between image pairs, only 
the region around the registration marks is used for the intensity-based alignment. Small cropped images 
containing the registration marks are aligned using a modified imregister function that outputs the 
corresponding pixel translation. The resulting shift for each registration mark is then averaged to gain the 
subsequent translational shift between image pairs.  
Table 16: S3F processing outline 
Step # Description 
Step 1: average wind-off images 
Step 2: organize image pairs into average wind-off/wind-on pairs for PIV processing 
Step 3: 
align wind-on image with corresponding average wind-off image using a modified 
imregister MATLAB function 
Step 4: apply high-pass filter to image pairs (not always applied or required) 
Step 5: process image pairs using DaVis to calculate tangential pixel displacements 
Step 6: 
apply median filter with pixel size of 63 × 63 pixels to aligned image pair in order to 
smooth and remove markers for normal displacement analysis 
Step 7: calculate image pair intensity ratio as wind-on image/wind-off image 
Step 8: 
determine normal displacements using Equation (28), assuming that the total normal 
displacement in the viewing region is zero (since S3F is an elastic film) 
Step 9: 
Combine tangential and normal displacement measurements from each instantaneous pair 
and viewing region using registration marks as spatial references and the MATLAB 
function griddata 
 
Following image alignment DaVis calculates the tangential pixel displacements. Depending on the 
size and pixel displacement of the markers, ISSI sometimes recommends using a high-pass filter that 
essentially acts as an edge detection algorithm to improve image correlation of the large markers or 
particles. Large interrogation regions are also required, typically 64 × 64 pixels.  
A median filter (63 × 63 pixels) is necessary to remove the tangential displacement markers and 
calculate the normal displacements. When using MATLAB for this process, make sure that the data type 
of the filtered matrix is an unsigned integer and not a double, which significantly increases processing 
time. Dividing the filtered image pairs results in an intensity ratio that is a linear function of the film 
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thickness. Since the film is elastic, the total change in thickness in the viewing region should equal zero 
and Equation (28) can be applied. Ideally Ioff/Ioff = 1 throughout the image, but this is not always the case 
depending on when the images were acquired (before or after wind on) and thus Ioff/Ioff is included in 
Equation (28) rather than one. A scaling factor (a) is calculated, which sets the sum of the intensity ratio 
over the image to one. Next, the change in thickness is calculated using the scaling factor, subtracting the 
wind-off image intensity ratio (≈ 1), and multiplying by the film thickness. Equation (28) indicates that 
inaccuracies in the film thickness are a major contribution to uncertainty in S3F measurements. As 
previously stated, the film thickness and tangential displacement are the dominant uncertainty sources in 
measuring the skin friction with S3F [144]. 
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Increasing the measured pixel displacements of the tangential marks requires zooming in on a small 
region. As a result, numerous imaging locations are essential to analyze the flowfield. The results in  
Fig. 113 were acquired from three spanwise and two streamwise measurement locations. Therefore, the 
final result was averaged from the instantaneous measurements. Presently, the instantaneous 
measurements were spatially located and then averaged rather than combining the averaged viewing 
regions. In this way, the overlap in measurement locations is more accurately accounted for. However, 
small lines between measurement locations were still observed and thus the final result was smoothed 
with a weak Gaussian filter.  
The final S3F sample had a shear modulus of µ ≈ 5000 Pa and h = 0.5 mm (Fig. 114). The results 
presented in Fig. 114 were measured at two spanwise locations for three and five streamwise locations 
along the left and right portion of the center ramped vane, respectively. The pixel displacements have 
been significantly increased with the reduced shear modulus (Fig. 114a). However, unsteady fluctuations 
of the tangential markers occurred in the primary vortex region, creating streaks in marker location due to 
the long 100 ms exposure (Fig. 115a). Often the PIV analysis of these streaks results in negative 
displacements along the vortex region which does not make physical sense. Applying a Sobel filter to the 
image (Fig. 115b) enhances the location of the markers. A Sobel filter acts as a high-pass filter that 
detects horizontal edges. The results in Fig. 114 employed a Sobel filter prior to PIV analysis, improving 
the accuracy of the S3F over the blurred images. However, these results are not likely very accurate, 
requiring an S3F sample that does not oscillate or a shorter exposure that freezes the tangential 
displacement of the markers.  
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Figure 114: S3F µ = 5000 Pa, h = 0.5 mm sample with ramped vanes: (a) tangential pixel displacements, 
(b) tangential displacement in mm, and (c) normal displacement.  
 
  
 
Figure 115: Example S3F image of µ = 5000 Pa, h = 0.5 mm sample with ramped vanes: (a) blurred 
markers, and (b) Sobel filtered image.  
(b) (c) 
(a) 
(a) (b) 
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Using the same S3F sample to measure the no control flowfield resulted in small pixel displacements 
and no marker oscillation (Fig. 116). Figure 116a shows a maximum pixel displacement of 1.3 pixels with 
a surprising asymmetry in the flowfield. It is unclear why the two-dimensional no control case does not 
produce uniform streaklines in the freestream direction. One explanation is that a variation in the S3F 
properties and uniformity create the observed asymmetries. The S3F tangential displacements are very 
small (Fig. 116b) as are the normal displacements (Fig. 116c). The largest normal displacement does 
occur along the edge of the highest tangential displacement, near the leading edge of the S3F film/cavity. 
The cavity lip itself provides one conceivable explanation in the non-uniform measurements due to the 
possible modification of the flowfield from S3F deformation at the cavity lip. 
 
 
  
 
Figure 116: S3F µ = 5000 Pa, h = 0.5 mm sample without control: (a) tangential pixel displacements,  
(b) tangential displacement in mm, and (c) normal displacement. 
 
(b) (c) 
(a) 
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A.4 Summary and Conclusions 
Analysis of ramped vane micro-vortex generators (MVGs) with Surface Stress Sensitive Film (S3F) 
has revealed that the streamwise vortices produced from the MVGs increase shear stress along the wind 
tunnel wall in the vicinity of the vortices. The ramped vanes produce two primary vortices with secondary 
vortices located near the centerline. 
These initial measurements have exposed some of the issues associated with S3F measurements in 
such a flowfield. Direct measurement of skin friction is important in characterizing the effects of flow 
control devices, and the potential for S3F to measure the effects of MVGs has been illustrated. However, 
an optimal film configuration has not been found for the present wind tunnel and flow control method, 
indicating that iteration on different samples is the best course of action in finding an optimized sample. 
More accurate film thickness measurements and increasing pixel displacements are essential in 
minimizing S3F uncertainty.  
An important step following this work is implementation of a three-dimensional inverse FEA solver 
to deconvolve the forces of the flowfield from the measured displacements. Characterizing the skin 
friction coefficient of the no-control turbulent boundary layer is another significant stage in S3F 
development. One possible way to improve the measurements of multiple imaging areas is by combining 
S3F images prior to DaVis processing. Since the markers never leave the flowfield (unlike with PIV), one 
could theoretically create large images with aligned markers from different viewing regions and then 
process the images. Further analysis is required on whether this idea is feasible.   
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Appendix B: Camera Housing Water Cooling 
The requirements of the camera housing water cooling system were estimated using the presently 
outlined method. The heat load on the camera housing is approximated for a Mach 1.8 freestream flow 
with properties listed in Table 17, where l is the length of the camera housing.  
Table 17: 8-by-6 ft NASA Glenn Supersonic Wind Tunnel at M = 1.8 
M = 1.8 To = 350.4 K µ = 1.50 × 10
–5
 kg/m·s 
po = 159.68 kPa (23.16 psi) T = 212.6 K ao = 375.27 m/s 
p = 27.79 kPa (4.031 psi) ρo = 1.59 kg/m
3
 a = 292.27 m/s 
l = 0.25 m (9.81 in) ρ = 0.457 kg/m
3
 v = M·a = 526.1 m/s 
Rel = ρvl/µ = 3.982 × 10
6
 Cp = 1004.5 J/kg·K  
 
Using Figure 7-23 in White [69], the Stanton number, Che, can be estimated for a turbulent flow over 
a flat plate for a given Reynolds number and Mach number; using the current Reynolds number and Mach 
number (Table 17), Che = 1.5 × 10
–3
. The adiabatic wall temperature can be estimated using Equation (5) 
and r = 0.89 as the temperature recovery factor for a turbulent flow, Taw = 335.2 K (143.7 ºF). The 
required wall temperature of the camera housing is estimated at Tw = 310.9 K (110 ºF), since the upper 
temperature limit of operation for the Mightex camera is T = 318.2 K (113 ºF). The heat transfer from the 
flowfield to the camera housing can be approximated using these assumptions and Equation (29). 
( ) 38.8 10w aw w heq v Cp T T Cρ∞ ∞= − = × W/m2 (29) 
 
The outer surface area of the camera housing is Ach = 0.05 m
2
 (0.5 ft
2
). Thus, the total heat load on the 
camera housing is q = qw·A + qLED = 419.3 W, where qLED = 10 W. The temperature of the cooling water 
into and out of the camera housing is estimated at Tin = 294.3 K (70 ºF) and Tout = 305.4 K (90 ºF), 
respectively, with an average temperature of Tavg = 299.8 K (80 ºF). The water properties associated with 
the average water temperature are listed in Table 18. 
Table 18: Water Properties at Tavg = 299.8 K (80 ºF) 
ρwa = 996.3 kg/m
3
 kwa = 0.614 W/m·K 
µwa = 8.62 × 10
–4
 kg/m·s Cpwa = 4185.5 J/kg·K 
Prwa = 5.85  
 
The required flow rate of the water cooling system was estimated using the approximated ∆T, the 
estimated total heat load, and Equation (30). For an internal pipe diameter of 1/8 in, the velocity of the 
water in the pipe is vwa = 1.14 m/s (Equation (30)) with resulting Repipe = 4194. 
0.009
wa
q
m
Cp T
= =
∆
ɺ kg/s, 1.14wa
wa pipe
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ɺ
m/s (30) 
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Since 0.5 ≤ Prwa ≤ 2000 and 3 × 10
3
 < Repipe < 5 × 10
6
, the modified second Petukhov equation  
(Equation (31)) can be used to calculate the Nusselt number, or dimensionless convection heat transfer 
coefficient, Nu = h·dpipe/kwa [149], for the pipe flow. 
( )
( ) ( )0.5 2/3
/ 8 Re Pr
1.07 12.7 / 8 Pr 1
f
Nu
f
=
+ −
, ( ) 20.790ln Re 1.64f −= −  for smooth pipes (31) 
 
Therefore, the heat transfer coefficient is h = kwa·Nu/dpipe = 8.0 × 10
3
 W/m
2
·K and the resulting heat 
transfer to the cooling water is given by Equation (32). 
( )pipe w avgq hA T T= − , ( )
w
w avg
q
l
h d T Tπ
=
−
= 0.47 m (1.56 ft) (32) 
 
Thus, the length of 1/8 in inner diameter pipe required to cool the camera housing with the assumed 
change in water temperature is l = 0.47 m (1.56 ft). This pipe length was implemented in the water 
cooling design as two separate cooling lines with one for the camera housing/LEDs and another for the 
camera (Fig. 117), where lLED = 0.4 m (1.32 ft), lcam = 0.18 m (0.58 ft), and ltotal = 0.58 m (1.9 ft). The 
camera housing and LED 1/8 in water cooling lines had to be machined directly into the housing as a 
result of the complex geometry and space constraints. The camera housing was machined out of stainless 
steel, however, creating a low thermal conductivity for cooling the LEDs. Copper tubing with an outer 
diameter of 3/16 in was used to cool the camera. The copper tubing was soldered to a 0.2 in thick copper 
plate positioned above and thermal epoxied to the camera CMOS chip (Fig. 117). The camera cooling 
lines and plate were shielded from the top of the camera housing with a thin piece of insulation. 
 
 
Figure 117: Camera housing water cooling lines. 
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To ensure that the water cooling design was sufficient prior to the LSLB inlet test, a temperature test 
was performed. The camera housing was instrumented with a number of thermocouples located near the 
camera, in addition to inside and along the outer surfaces of the camera housing (Fig. 118). The camera 
housing was wrapped in aluminum foil (Fig. 118), heat tape, and insulation, and then supplied water 
cooling at the calculated mass-flow rate (Fig. 119).  
 
 
Figure 118: Outer thermocouples. 
 
 
 
 
Figure 119: Camera housing temperature test setup: (a) aluminum foil, and (b) insulated camera housing. 
 
(a) 
(b) 
192 
 
The temperature test results are presented in Fig. 120 with a set control temperature of 358.7 K  
(186 ºF). This resulted in a temperature of 310.9 K (100 ºF) next to the camera (Fig. 120a) and ∆T of the 
cooling water through the camera housing and camera cooling plate of 7.8 K (14 ºF) and 1.7 K (3 ºF), 
respectively (Fig. 120b). The actual temperature of the camera CMOS sensor is likely less than the 
indicated value since the sensor is thermal epoxied to the cooling plate while the thermocouple is attached 
to the stainless steel support next to the camera sensor. A high heat tape temperature was required to heat 
the outer surface of the camera housing to the set control temperature (Fig. 120c). The results are similar 
to the discussed calculations. The heat test results indicate a reduced heat load on the water cooling lines 
compared with the calculations.  
 
  
 
Figure 120: Camera housing heat test temperatures: (a) camera housing, (b) cooling water, and (c) heat 
tape temperature. 
 
  
(a) 
(b) (c) 
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Appendix C: Figure Reference Formatting in Microsoft Word 
Microsoft Word keeps track of figures and figure numbers using captions. However, a problem arises 
when trying to reference figure numbers in the text through the use of cross-references. Word does not 
easily allow the formatting of figure references and natively references the figure number by including the 
word “Figure” before the number. This makes it impossible to write “Figs. 1 - 3” since Word will impose 
“Figure 1 - Figure 3”. However this can be corrected using the method outlined presently. The way that 
Word references figures, and other cross-references, is by using field codes that appear as “Figure 1” but 
are actually a specific code. Field codes are highlighted grey (as indicated) when the cursor is positioned 
on them. Removing the word “Figure” from the field code, leaving only the cross-reference number, 
allows any formatting associated with the reference of the figure number in the text. The method for 
removing the word “Figure” from the cross-reference will be demonstrated in and by referencing  
Fig. 121. First insert the cross-reference by going to the References tab and clicking on Cross-reference, 
followed by inserting the desired Figure Cross-reference with only the label and number (Fig. 121a). 
Highlight the inserted cross-reference, right click and select Toggle Field Codes (Fig. 121b). The 
resulting field code will appear as { REF _Ref370466419 \h }. Simply change this to { REF 
_Ref370466419 \# 0 \h }, highlight it again and hit F9 to update the field code, obtaining the cross-
reference number without the word “Figure” [150]. The reference word (Figure/Table) is removed by 
simply adding \# 0 between the reference numbers and \h in the field code. 
  
 
Figure 121: How to format figure references in Microsoft Word. 
 
(b) (a) 
