Focus of this work is solving a non-smooth constraint minimization problem by a primal-dual splitting algorithm involving proximity operators. The problem is penalized by the Bregman divergence associated with the non-smooth total variation (TV) functional. We analyze two aspects: Firstly, the convergence of the regularized solution of the minimization problem to the minimum norm solution. Second, the convergence of the iteratively regularized minimizer to the minimum norm solution by a primal-dual algorithm. For both aspects, we use the assumption of a variational source condition (VSC). This work emphasizes the impact of the choice of the parameters in stabilization of a primal-dual algorithm. Rates of convergence are obtained in terms of some concave, positive definite index function. The algorithm is applied to a simple two-dimensional image processing problem. Sufficient error analysis profiles are provided based on the size of the forward operator and the noise level in the measurement.
Introduction
One can only stabilize an algorithm for correctly defined parameters. Otherwise, no regularization technique provides approximate solution for an inverse ill-posed Major part of this work has been done within the framework of ARC grant at Université Libre de Bruxelles during author's PostDoc research period 2017-2019. Erdem Altuntac erdem.altuntac@fhr.fraunhofer.de 1 Fraunhofer Institute for High Frequency Physics and Radar Techniques (FHR), Wachtberg, Germany problem. This work does not only focus on stability analysis of a convex optimization algorithm, but it also introduces the algorithm as an iterative regularization procedure. The algorithm we take up is in the generalization of gradient descent by means of proximal mapping. In the study of convergence of a gradient descent algorithm, it is known that the stability of the algorithm is in fact based on how the step length is defined, e.g., [9] . By stability, we mean convergence of the iterative solution to the minimizer of some appropriately defined objective functional. However, from regularization point of view, this is an insufficient stability analysis for the study of inverse ill-posed problems which aims to provide answer for real-life application problems. Therefore, in order to fill this gap in the context of variational regularization, this work aims to go further than just defining a step length for the stability of a convex optimization algorithm.
In general terms, regularization theory deals with the approximation of some ill-posed inverse problems by a family of parametrized well-posed problems. Traditional quadratic Tikhonov regularization [42, 43] has been well established and analyzed [22] . As an alternative to classical Tikhonov regularization, convex variational regularization with some general penalty functional has gained interest over the last decade. Analysis of convex variational regularization has been motivated by a new image denoising method called "total variation" [38] . Further studies of the method have been widely carried out in the communities of inverse problems and optimization [1, 6, 8, 15-17, 20, 21, 44] .
Recently proposed non-smooth penalty terms have risen the interest in the study of variational regularization. Convexity of the objective functional is the most essential property to analyze the stability of the regularized solution of the inverse problem, or equivalently the minimization problem. Formulating the minimization problem as variational problem and estimating convergence rates under the assumption that the minimum norm solution satisfies a type of variational source condition (VSC) has been well established [14, [25] [26] [27] [28] 35] . In addition to the estimation of the convergence rates, verification of VSC has also become popular (see [30, 32, 40] ). A recent study on the existence of the VSCs for linear or non-linear problems can be found in [23] .
When obtaining the stable regularized solution, it is also important that this solution meets the constraints of the inverse problems. These contraints are defined mostly due to the physical facts of the solution. Therefore, the necessity of solving a constrained minimization problem is well understood. We are tasked with approximating the solution of some constrained minimization problem by an efficient proximal gradient algorithm as an iterative regularization method.
Inverse problems arise in many scientific fields: X-ray computed tomography, image processing, signal processing, wave scattering, shape reconstruction, etc. We must emphasize that although many problems lie in the same family of inverse problems, each problem may differ from each other depending on their physical or engineering facts. The properties of the targeted data and the forward operator that we define in the following section are suitable for tomographic reconstruction problems.
Over the finite dimensional Hilbert spaces X = R N and Y = R M , let us assume some linear, injective, forward operator T : X → Y. We consider the following linear ill-posed problem:
where the given noisy data v δ ∈ Y and the noise model ξ with the noise magnitude δ. Furthermore, we also impose non-negativity constraint on our targeted data u. Then, the constraint domain := {u ∈ X : u i ≥ 0 for each i = 1, · · · , N} is treated as the indicator function [13] , that is defined by
Throughout the work, unless otherwise stated, the notation · without any subscript will be used to denote the usual Euclidean norm. Let σ (T * T ) := {σ 1 , σ 2 , · · · σ M } be the spectrum of T * T . Then, for the finite dimensional forward operator T :
Regarding the stability analysis for the algorithm, we will refer to one fundamental equality that has been also given in [41, Eq. (2.1)]. For some u 1 , u 2 ∈ X and ρ ∈ R, the following equality holds:
For some real-valued and convex function f : X → X and some point x in the domain of f, the subdifferential of f at x denoted as ∂f (x ) is defined by
Over the past decades, variational and traditional regularization strategies have been dedicated to find the stable minimum of the generalized form of the Tikhonov functional
with a convex, lower-semicontinuous, not necessarily smooth penalty functional J : X −→ R + ∪ {∞} and a regularization parameter α > 0. On the other hand, we consider the following objective functional:
with some initial estimation u 0 ∈ X , where we have included the indicator of the positive orthant. In particular, we associate the Bregman distance penalty term with the total variation (TV) functional defined by
which is, in the 3D case, i = (i x , i y , i z ). For some u 1 , u 2 in the domain of T , from Lipschitz continuity of the misfit term 1 2 T u − v δ 2 that is,
one can easily observe the following:
For the sake of following further calculations easily in future developments of this work, we introduce TV in the composite form
(2.10)
Thus, 
Discussion of previous works and contribution
In an early study [37] , Bregman iteration has been proposed to solve the basis pursuit problem. Therein, it has been numerically demonstrated that the efficiency of the algorithms gets improved with the inclusion of the Bregman distance playing the role of penalty term in the objective functional F α in (2.7). In a recent study by Sprung and Hohage [40] , it has been stated that minimizing the objective functionals in the form of (2.6) can be interpreted as proximal point methods when one considers the penalty term as a quadratic function. Applying optimization algorithms in the field of inverse problems as iterative regularization method has become popular. Authors in [24] have proposed some primal-dual algorithm, wherein the convergence has been studied for the given noiseless measurement data. Different forms of nested primaldual algorithms for solving proximal mappings have been introduced in [18] . We consider linear, inverse ill-posed problems in the general form (2.1) and study the stability of both iterative and non-iterative regularized solutions in the context of convex variational regularization. The main results of our work are derived in the presence of noisy measurements and specifically address convex variational regularization. From the subdifferential characterization of the regularized minimizer for the functional (2.7), a new iterative regularization algorithm shall be developed. In Section 7, stability analysis of the iteratively regularized solution is analyzed in the Hadamard sense.
Overview of the fundamentals of the regularization theory
We split this section into three subsections. Section 4.1 reviews the regularization theory in the continuous sense. This part will be used to analyze the convergence of the regularized minimum u δ α towards the minimum norm solution u † . A choice of the regularization parameter which is a posteriori obeying Morozov's discrepancy principle is introduced in the following sections. Section 4.4, on the other hand, reviews the iterative regularization theory which will be used for showing the convergence of the iteratively regularized minimum u i+1 still towards the minimum norm solution u † .
Continuous regularization
In the Banach space setting, the concept of J -minimizing solution is well known for the functionals in the form of (2.6) (see, e.g., [39, Lemma 3.3] ) [23] . In our case, since Bregman distance is associated with the TV functional, we have In case of u 0 to be constant, then from our setting above (2.10) and (2.11), our notation in (4.1) boils down to its conventional form named J -minimizing solution. In what follows, the minimum norm solution that has just been introduced by (4.1) will be denoted by u † .
Briefly speaking, establishing convergence result for some regularization method in the Hadamard sense begins with seeking to approximate the true solution by a family of regularized solutions of the problem
satisfying the following properties:
1. For any v δ ∈ Y, there exists a solution u δ α ∈ X to the problem (4.2). 2. For any v δ ∈ Y, there is no more than one u δ α ∈ X . 3. Convergence of the regularized solution u δ α to the minimum norm solution u † must continuously depend on the given data v δ , i.e.,
is the noiseless measurement and δ is the noise level.
Existence and uniqueness of the regularized minimizer for the functional (2.7) is ensured by the following facts: Bregman distance is convex and lower semicontinuous in its first term, and so is the indicator function. In (iii), it is stated that when the given measurement v δ lies in some δ−ball centered at the noiseless measurement v † , i.e., v δ ∈ B δ (v † ), then the regularized solution u δ α must converge to the minimum norm solution of the inverse problem u † as the regularization parameter α(δ, v δ ) decays sufficiently (see [22, Section 2, Properties (2.1)-(2.3)]). The main results of this work are dedicated to justify the condition "(iii)" with the inclusion of the noisy measurement v δ .
It is well known that some regularization operator can be defined explicitly for the objective functionals in the form of (2.6) with J (·) = 1 2 · 2 [22, Definition 3.1]. This is not the case anymore in the variational regularization strategy due to the nonsmoothness of the penalty term J . However, a regularization procedure definition can still be given fulfilling Hadamard's principle. Depending on the asymptotics of the regularization parameter α,
regularization theory is concerned with the error estimation for the difference between the approximately regularized solution u δ α and minimum norm solution u † of the inverse problem (2.1) as defined before.
Iterative regularization methods aim to produce stable approximate solutions to the problem (4.2) throughout some iterative procedure, e.g., with the focus on minimizing the discrepancy T u − v δ by producing a sequence of iteratesû i . Usually the iteration is terminated at the iteration step N by the choice of some stopping criterion, which is a posteriori N = N(v δ , δ). This work concerns with the choice of the regularization parameter not only in the continuous sense, i.e., α = α(v δ , δ), but also within the iterative procedure, i.e., α n = α n (v δ , δ). The scientific notion behind these notations can be reviewed in [39, p. 63 ]. The following definition is a quick adaptation of [39, Definition 3.20] for our mathematical setting and furthermore suits our iterative regularization scheme which shall be introduced in Section 7.1.
Therefore, we will investigate the stability of the iterative procedure as the number of the iterative steps tend to infinity. In this work, the iterative regularization procedure involves proximal mappings. 
Smoothness of the minimum norm solution under variational inequalities
Measuring the deviation of the regularized solution u δ α from the minimum norm solution by a-priori and a posteriori strategies for the choice of the regularization parameter in Banach spaces with the VSC has been widely studied [11] , [23] , [25] , [ 
Different forms of the VSC have been considered for establishing convergence and convergence rate results. A recent and concise work on the verification of the VSCs in general terms has been studied by Flemming et.al. [23] . Our work does not focus on verification of the VSC. However, by using fundamental functional analysis, it is still possible to give mathematical motivation for the formulation of our VSC. First, according to the Poincaré-Wirtinger inequality (see [12, Theorem 3.1] ), for some u ∈ BV( ), there exists some constant C such that
holds. In addition to the fundamental inequality, the early established result in [2, Eq. (3.43)] and equivalence of the norm in the finite dimensional setting lead to
With that being stated, VSC could rather be formulated as a direct estimator for the total error functional (4.4).
Assumption 4.2 [Variational source condition]
Let T : X → Y be linear, injective, forward operator and v † ∈ range(T ). There exists some constant σ ≡ σ (C ) ∈ (0, 1] and a concave, monotonically increasing index function with (0) = 0 and
Above, the estimation of the coefficient function σ is an open question to be answered under the consideration of J = T V . In some works, the Bregman distance itself is directly taken as the estimator for the total error functional (4.4) and VSC is formulated as an upper bound for the Bregman distance (see, e.g., [29] ). The reader can find out further convergence result based on this formulation of the VSC in the Appendix A.
One straightforward conclusion of VSC follows from non-negativity of the total error functional (4.4),
for all u ∈ X . We furthermore state one fundamental identity that is valid for the concave functions (see [29, Proposition 1] , [39, Eq. (4.37)]),
We will develop convergence rates results from two different aspects. Firstly, the convergence of the non-iterative regularized solution u δ α of the problem (4.2) towards the minimum norm solution u † . We conduct this analysis in the continuous setting. Secondly, we study the convergence of the iteratively regularized solutionû δ α i , where i = 1, 2, · · · indicate the iteration step, produced by some primal-dual algorithm still towards the minimum norm solution u † . In both investigations, the convergence rates will be expressed in terms of the index function and be achieved by iori choice of the regularization parameter α (see Section 4.3 for the details).
Choice of the regularization parameter: Morozov's discrepancy principle
We are concerned with asymptotic properties of the regularization parameter α for the Tikhonov-regularized solution obtained by Morozov's discrepancy principle (MDP). MDP serves as an iori parameter choice rule for the Tikhonov-type objective functionals (2.7) and has certain impact on stabilizing the total error functional E having the assumed relation (1.1). As has been introduced in [4, Theorem 3.10] and [5] , we use the following set notations in the theorem formulations that are necessary to establish the error estimation between the regularized solution u δ α for the problem (4.2) and the minimum norm solution u † : 
10) It is also the immediate consequences of MDP that the following estimations
hold true.
Iterative regularization
By an iterative procedure involving some iteration operator R I , [10, Ch. 6], we aim to construct some approximation to the given inverse ill-posed problem (2.1)
where w i−1 is the collection of dual variables used during i − 1 iteration steps, and is the auxiliary parameters such as step-size, relaxation parameter, and regularization parameter.
In the iterative regularization procedures, discrepancy principles act as the stopping rules for the corresponding algorithms [10, Section 6]. 
is satisfied for u i * = R I (v δ , w i * −1 , α) and u i = R I (v δ , w i−1 , α) for all i < i * , then u i * is said to satisfy Morozov's discrepancy principle.
Following up MDP, some immediate consequences can be given below: .2) is to be studied. Our iterative regularization algorithm will arise from characterization of the primal and the dual solutions. This characterization will form some coupled system which makes the primal solution depend on the dual one, and vice versa. Before moving on to the characterization, let us introduce some more notations. Since u δ α is the minimizer of the objective functional (2.7), then by the first-order optimality condition
Furthermore, recall the settings in (2.10) and (2.11) to represent (5.1) in the following form:
whereŵ δ α ∈ ∂g(Du δ α ) and likewiseŵ 0 ∈ ∂g(Du 0 ), and we recall that g(·) = · . Then, the subdifferential characterization of the regularized solution is formulated below. 
3)
Proof For some μ > 0, the primal solution characterization follows from the inclusions beloŵ
Regarding the dual characterization, again for some ν > 0, consider the following inclusions:
The asserted form of the characterization is obtained solving forẑ according to (5.1).
Continuous stability analysis: convergence of the regularized minimizer to the minimum norm solution
We will investigate the conditions under which the regularized solution u δ α of the problem (4.2) converges to the minimum norm solution u † . One of the conditions to be presented is also the choice of the initial guess u 0 .
Bounds for the regularization parameter
As has been motivated above, our choice of regularization parameter must fulfill (4.3). Moving on from here, it is possible to obtain quantitative upper bounds for the Bregman distance D J , or for the total error value functional E (see (1.1) in the Appendix). Following the Bregman distance depend on the discrepancy set radii and the coefficient in the VSC.
We will observe that mathematical properties of the index function that are of monotonicity and concavity together with the choice of the regularization parameter α = α(δ, v δ ) ∈ S enable one to control the indefinite limit case δ 2 α as α → 0 while δ → 0. When one considers seeking the minimizer of the objective functional (2.6), the control over δ 2 α provides some lower bound for the regularization parameter [2, Eq (3.29) ] and [29, Corollary 2] ). However, this bound is only valid for the functional in the form of (2.6). Therefore, a new lower bound for the regularization parameter that is in line with our objective functional F α by (2.7) must be estimated. Lemma 6.1 Let u δ α ∈ be the regularized minimizer for the objective functional F α in (2.7) with the initial guess u 0 ∈ R N that is some constant, and let the minimum norm solution u † satisfy the VSC (4.5). Given the regularization parameter that is
Proof In analogous with the subgradient characterization, we assignŵ 0 ∈ ∂g(Du 0 ) with g(·) = · 1 . Thus,ŵ
Since the initial guess u 0 is set to some constant; thus, we consider w 0 = 0. Furthermore, both the regularized minimizer and the minimum norm solutions are in the constraint domain.
which is explicitly
On the right hand side, we have straightforwardly used
Now, after multiplying both sides by 1 α , the choice of the regularization parameter and the definition of the Bregman distance together with (4.6) yield
. From here on, monotonicity and concavity of the index function imply
Eventually, for some fixed discrepancy radii 1 < τ ≤ τ < ∞,
Lemma 6.2 Under the same assumptions formulated in Lemma 6.1, the following estimation for the J difference holds
Proof Likewise in the previous proof, the regularized minimizer is global minimum for the functional F α , where α(δ, v δ ) ∈ S ∩ S,
Here, the inner products on the both sides drop because of the initial guess u 0 ≡ constant, also the both sides are multiplied by 1 α . Thus, this yields, for 1 < τ ≤ τ < ∞, 
The theoretical preparation established thus far reveals one stable upper bound over the total error estimation below. Theorem 6.4 In the light of the assumptions of lemmata 6.1 and 6.2, the following estimation holds:
Proof Since the minimum norm solution u † ∈ BV( ) is assumed to satisfy the VSC in (4.5), then simply by following the similar arguments above for the concave, monotonically increasing index function : [0, ∞) → [0, ∞),
In the Appendix A, an analogous result is formulated with a more involved form of the VSC. Theorem 6.4 has been in fact asserted owing to the lower bound for the regularization parameter given by Lemma 6.1. MDP also provides some upper bound for the regularization parameter which arises another quantitative stability analysis. Lemma 6.5 Under the Assumption 4.2 and the initial guess u 0 of the objective functional F α in (2.7) to be some constant for α > 0 and the regularized solution u δ α of the problem (4.2), we have
Proof Again from u δ α ∈ arg min u F α (u) and u 0 to be some constant, then one immediately obtains
This is replaced by the J difference in (4.5) in the following way
which, the following can be obtained by using ab ≤ 2(a 2 + b 2 ) for a, b ≥ 0,
Inserting this into (6.8) brings
which yields the assertion yields after some algebraic arrangement.
It is expected to find some upper bound for the regularization parameter α ≤ α. Given specific value of the parameter α > 0, it is possible to bound the misfit term T u δ α − v δ . To this end, we will make use of the bound in Lemma 6.5. Following the literature ( [29, Eq (3. 2)], [39, pp. 59]), we also introduce the following function as the upper bound α for the regularization parameter α:
, for t > 0, (6.10) where is the index function in (4.5). Then, for any α ≤ α and the regularized solution u δ α of the problem (4.2), we have
Proof The proof starts with the assertion of Lemma 6.5 in the following form:
Theorem 6.7 Under the same assumptions in Lemma 6.6, the total error estimation that is between the regularized solution u δ α and the minimum norm solution u † attains the bound
Proof For the a-posteriori choice of the regularization parameter α ∈ S ∩ S and some 1 < τ ≤ τ < ∞, following up (4.5),
Primal-dual algorithm with convex extrapolation step
Our objective is to find an iteratively regularized approximationû δ α i+1 of the regularized solution for the problem (4.2). To this end, we will develop some proximalgradient algorithm evolving from the well-known formulation [7, 9, 19] , and the references therein,û
with an appropriately chosen step length μ > 0. The stability of the iteratively regularized approximationû δ α i+1 of u † in (4.1) will be studied in the Hadamard sense. Our algorithm consists of two nested loops. The outcome is produced by some convex extrapolation step within the outer loop. The outer loop steps will be denoted by i ∈ [I min , I max ] and is a function of the inner loop which produces the dual solution. The iteration steps for the inner loop will also be denoted by j ∈ [J min , J max ]. The inner loop is not only necessary for calculating the dual variable but also for maintaining the dynamism of Bregman iteration.
For the sake of reading our algorithm and the following formulations of the upcoming results conveniently, we introduce some new notations below:
Note that the outer loop is not just to update the parameters, but also to obtain the targeted variable u i+1 and the dual variableŵ j 0 .
Convergence of the iterative regularization scheme
We refer the reader to the well-established studies [22, Section 6] , [31, Eq. (7.7) and (7.8)] regarding the concept of iterative regularization.
Convergence of our iterative variational regularization strategy must be verified from two aspects: as an iterative scheme and as a variational regularization strategy. Therefore, here, we study the convergence both while the noise amount δ → 0 and the iteration step i → ∞. In analogous with the continuous setting given earlier, there exists some i * ∈ (I min , I max ) such that α i * = α i * (δ, v δ ) → 0, and δ 2 α i * → 0, as δ → 0.
Then for any i ≤ i * , the convergence of the regularized solution to the true solution of the inverse problem in the Hadamard sense
furthermore, the convergence in the iterative sense is based on observing the behavior of the algorithm's result during the iteration procedure
However, from technical point of view, it might be difficult to observe these rates of convergences separately. Therefore, we will derive some unified convergence schemce where both concepts are observed. Despite its worth, investigation of the number of the iteration steps is not in the interest of this work. We will postulate the conditions for the choices of the parameters explicitly so that the Hadamard convergence can be observed.
Note that here we are talking about estimating some upper bound for the total error estimation per iteration step i that depends on the noise level δ. Iterative total error estimation can be decomposed in the following form:
The continuous analysis on the first part of this work has been dedicated to bound the second term on the right hand side. In this section, we will establish the necessary and sufficient conditions to find the bound for the term û i+1 − u δ α . In other words, following up the literature [18] , we will prove that with the correct choices of the parameters, the iterative solutionû i+1 for the fixed point equation (7.1) is the approximation of the regularized minimizer of the objective functional F α in (2.7). Unlike in the aforementioned literature, imposing the coercivity of the gradient operator D of the TV functional cf. [18, Theorem 2] , is not necessary.
The primary tool to study stability of the iteratively regularized solution that is produced by the proximal gradient algorithm is formulated below. 
Theorem 7.2 Let the iterative regularization parameter be bounded by the continuous regularization parameter, α i < α and furthermore α(δ, v δ ) → 0 as delta → 0 and let ν i = α 1/2 . Also, let the relaxation parameter satisfy 1 λ < 1 − (α i − α) for λ ∈ (1, 2) . Then, given the condition on the step length μ ≤ 2 T 2 and the initial guess for the inner loopŵ 0 =ŵ J 0 , the iterative update u i+1 converges to the regularized minimizer u δ α at some linear rate. That is, u i+1 − u δ α ≤ 0, as i → ∞, and as α → 0.
Proof First, due to the last update step in (1), we apply the equality in (2.3) as follows:
Boundedness of each term here must be guaranteed. Assuring that the primal termû J i is the approximation of the regularized minimum u δ α will convey the reasons behind the choices of the parameters. To this end, applying the Property 7.1 on the primal variableû J i produced at the final outer loop step J returns
. Likewise, application of the Property 7.1 on the regularized minimizer u δ α yields
If we sum up the last two estimations, then
and rewrite the first inner product on the right hand side,
. Let us do further assignments for the inner products,
. The early estimation in (2.9) is applied to bound I 1 as such,
Also, the term I 2 can be bounded by using the simple identity, 0 ≤ a x − b y 2 = a 2 x 2 − 2ab x, y + b 2 y 2 , for a, b ∈ R + ,
Then, with both of the bounds on I 1 and I 2 , (7.4) reads
which is in other words,
Now, we apply Property 7.1 for the dual variablesŵ J i andŵ δ α . First, by the definition ofŵ δ α in (5.3),
If we multiply both sides by ν i ν > 0, then
which will be more beneficial to our analysis soon. Also, the definition ofŵ J i implies
Both (7.5) and (7.6) in total will bring
Now, ν i times (7.4) and μα times (7.7),
Note that the bound for the term û J i − u δ α 2 is in the best interest of this analysis.
So, we will drop the term μα ŵ J i −ŵ δ α 2 on the left hand side. Also, after quick calculations, with u, D T w = Du, w , on the right hand side, the inner products will be simplified. Thus, (7.8) reads
Here, since the termŵ J 0 is assigned toŵ 0 , the second inner product on the right hand side drops. Furthermore, by the choice of the step length, the 5th term on the right remains negative. Also, we can ignore other negative terms on the right hand side. Multiplication of both sides by 1 ν i gives
Thus far, we have analyzed the boundedness of the term û J i − u δ α in (7.3). So, we have obtained,
Appropriate decomposition for the inner product on the right hand side can be given as
Then, one can bound the each individual inner products,
Eventually, (7.9) takes the following form:
Conditions on the parameters ensure the linear convergence rate as follows: Since α i < α, the factor (1 + λ 2 (α i − α)) ∈ (0, 1). On the other hand, the relaxation parameter satisfies 1 ∈ (1, 2) . Then, the factor (λ(α i − α) − (1 − λ)) remains negative. So that the terms on the right hand side u i −û J i 2 and D T (ŵ δ α − w 0 ) 2 can drop. Lastly, the choice of ν i ensures the convergence.
Remark 7.3
In the statement of the proof, although the the parameter ν i has been introduced as a function of the the iteration step i, it is set to the upper bound of the iterative regularization parameter. This choice of the parameter is rather convenient for the sake of the analysis. In the numerical tests, this means that the parameter ν i remains fixed during the whole procedure. Now, we have come to the point where we can show that the iteratively regularized approximation converges to the minimum norm solution u † . To this end, in addition to the parameters defined in Theorem 7.2, the VSC in Assumption 4.2 is also needed. 
Proof As has been done above, we begin with applying the equality in (2.3),
Analogously, we investigate the boundedness of the term û J i − u † by using the Property 7.1,
By means of the deterministic noise model v † − v δ ≤ δ, the condition on the step length μ ≤ 2 T 2 , and lastly Assumption 4.2 for the termû J i since by definitionû J i ∈ BV ( ), the first inner product on the right hand side can be bounded as follows:
where we have dropped the negative term −μ T u i − T u † 2 . At this point, it is rather redundant to bound the second inner product on the right hand side of (7.12) since similar bound has been found in the proof of Theorem 7.2. Eventually, after inserting all the expected bounds into the equality (7.11), the term u i+1 − u † will be bounded in terms of the index function (δ) since u i ∈ BV ( ).
Remark 7.5 Note that unlike in the continuous analysis, for the development of the iterative analysis, we have not imposed any initial guess for the iterative procedure. We have completely relied on the choice of the parameters.
Numerical results
In this section, we will develop numerical results with sufficiently low amount of noise. The decay on the iterative error estimations will be displayed both on the image and the pre-image spaces ( Figs. 1 and 2) .
The algorithm will be applied for solving a simple 2-D image processing problem. In the first test, the simulated measurement data is calculated by some sinogram projections of a rank deficient forward operator (Fig. 1) . In the second test, a full-rank forward operator is applied on the same test image to calculate the sinogram measurements (Fig. 3) . The number of the iterations has been defined manually. Numerical results of each test are profiled in Figs. 2 and 4 . We also observe the behavior of the error estimation with an increased amount of noise added on the measurement (Figs. 5 and 6).
Discussion and future prospects
This work proposes some iterative regularization method that evolved from some conventional optimization algorithm. We have observed that the choices of the parameters serve for the convergence analysis both in the Hadamard sense and in 
Fig. 6
Error analysis profiles and data visualization: numerical results of the algorithm for a measurement with δ = 1% from a full-rank forward operator with dimensions of 65536 × 65536. Since the noise level is high, the relative error estimation of the reconstructed data does not decay. That is consistent with the noise level observed in the reconstruction the iterative procedure sense. Furthermore, we must emphasize that the theoretical development for the stability analysis in the continuous mathematical setting, i.e., the Hadamard convergence of the non-iterative regularized solution u δ α to the minimum norm solution, is based on how the initial guess u 0 is chosen. We have been committed to make this selection due to mathematical difficulties appearing in the derivation of the Lemma 6.1, in particular on the inner products in the proof. However, it is our belief that with a different non-smooth analysis such difficulties can be overcome. Much of our theoretical results in the continuous setting are comparable with its counterparts available in the literature of variational regularization (see, e.g., [29] ).
Regarding the stability analysis of the iterative approximation u i , we have not needed to make any assumption on the initial guess u 0 . Instead, we have observed in Theorem 7.2 that initialization of the inner loop, i.e., the initial guess for the dual variable, is important for stating that u i is the approximation of u δ α . Furthermore, the dynamical Bregman iterative form is maintained by updating the dual variables.
Although we have used Morozov's discrepancy principle, further work could be done on the investigation of some Lepskij-type stopping rule. Then, a new convergence scheme is required for the iteratively regularized approximation u i towards the minimum norm solution.
In the numerical results, we have profiled the stability of the algorithm depending on the number of the measurements (see Figs. 1 and 2 ). An open question still remains about the effect on reconstruction of the angular arrangement of ray measurement.
Proof The proof simply follows from verifying the previously established estimations on each components of the Bregman distance as shown below:
Appendix B: Further numerical results
In this section, we will present some further numerical results to emphasize the condition on the step length μ in Theorem 7.2. Although the formulated condition allows one to choose the step length as μ = 2 T 2 , we have observed divergence when we have made this choice of μ (see Fig. 7 ). Fig. 7 Error analysis profiles and the data visualization: although the noise amount is sufficiently small and it is a full-rank system, with some different choice of the step length that is defined as μ = 2 T 2 , insufficient reconstruction and instability have been observed
