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Simulation of Grain Refinement
Induced by High-Speed
Machining of OFHC Copper Using
Cellular Automata Method
During high-speed machining (HSM), the microstructure of materials evolves with signifi-
cant plastic deformation process under high strain rate and high temperature, which affects
chip formation and material fracture mechanisms, as well as surface integrity. The devel-
opment of models and simulation methods for grain refinement in machining process is
of great importance. There are few models which are developed to predict the evolution
of the grain refinement of HSM in mesoscale with sufficient accuracy. In this work, a cellu-
lar automata (CA) method with discontinuous (dDRX) and continuous (cDRX) dynamic
recrystallization (DRX) mechanisms is applied to simulate the grain refinement and to
predict the microstructure morphology during machining oxygen-free high-conductivity
(OFHC) copper. The process of grain evolution is simulated with the initial conditions of
strain, strain rate, and temperature obtained by finite element (FE) simulation. The evolu-
tion of dislocation density, grain deformation, grain refinement, and growth are also sim-
ulated. Moreover, cutting tests under high cutting speeds (from 750 m/min to 3000 m/min)
are carried out and the microstructure of chips is observed by electron backscatter diffrac-
tion (EBSD). The results show a grain refinement during HSM, which could be due to the
occurrence of dDRX and cDRX. High temperature will promote grain recovery and growth,
while high strain rate will significantly cause a high density of dislocations and grain refine-
ment. Therefore, HSM contributes to the fine equiaxed grain structure in deformed chips
and the grain morphology after HSM can be simulated successfully by the CA model devel-
oped in this work. [DOI: 10.1115/1.4047431]
Keywords: high-speed machining, cellular automaton, dynamic recrystallization, grain
refinement, machining processes, modeling and simulation
1 Introduction
High-speed machining (HSM) has been widely used due to its
advantages of low cutting forces, small thermal deformation, high
material removal rates, and low cost [1,2]. High-speed machining
is a highly nonlinear thermal–mechanical coupling process, in
which the microstructure in the deformation zone is altered under
high strain rate, complex state of stress, and relatively high temper-
ature [3–5]. Consequently, the mechanical behavior of the work
material is affected, which in turn affects the quality of machined
surface, the wear resistance, and fatigue life of workpiece [3,6,7].
With the rapid improvement of material microscopic testing tech-
nique and experimental methods, metallurgical structure and grain
size are found to be the key factors influencing the mechanical beha-
vior of the work material in machining, thus the chip formation
process and surface quality. So, the microstructure is the indispens-
able link to establish the relationship between machining deforma-
tion parameters and physical and mechanical properties of materials
[8–10]. However, the mechanism of microstructural evolution has
not been fully revealed at present, so the model that can accurately
reflect and predict microstructural evolution is of great significance
for characterizing variation of materials properties and building
connection between surface integrity and machining process.
By means of advanced material testing techniques, such as elec-
tron backscatter diffraction (EBSD), X-ray diffraction, and trans-
mission electron microscope, several researches have investigated
the evolution of grain structure and grain size with different defor-
mation conditions and machining parameters [11–13]. A great
number of studies have shown that the grain refinement induced
by machining process has remarkable influence on the strength
and hardness of materials [8–10]. Moreover, the grain refinement
of machined surface under extrusion of tool clearance face could
generate ultrafine grains even nanoscale grains, which results in
the appearance of white layers [14–16]. The microstructure alter-
ations, including grain refinement, deformation twining, and
phase transformation, would lead to the increasing of microhard-
ness and flow stress in machining process [17]. Besides that, the tri-
bology behavior in machining process also strongly depends on
microstructure property of materials [18]. The application of
microstructure-based flow stress model has significant improve-
ment of numerical simulation accuracy in predicting mechanical
process [19]. In order to accurately predict microstructural evolu-
tion and study its effect on cutting process, the development of
microstructure numerical model related to machining process has
made great progress in recent years. Based on Estrin and Kim’s dis-
location density-based grain refinement material model [20], a finite
element (FE) model that can predict dislocation density and grain
size distribution in deformation zone has been developed and veri-
fied to be suitable for machining simulation of many kinds of mate-
rials [21,22], including the oxygen-free high-conductivity (OFHC)
[9]. Recent studies have identified that the grain refinement of many
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materials is mainly resulted from the dynamic recrystallization
(DRX) behavior during machining process [23,24]. Based on
Johnson-Mehl-Avrami-Kolmogorov DRX model, the evolution of
grain size and microhardness induced by DRX can be simulated
and predicted [25–27]. The development of models for grain refine-
ment in machining process has made advances. However, the
current models are based on the assumption of the homogenization
of microstructural parameters. Although these models have access
to present the distribution of dislocation density and grain size in
macroscale, the disadvantage of these models is that they cannot
reflect the grain refinement evolution process in mesoscale and
show the final deformed and refined microstructure characteristics.
In studying of microstructure evolution under large plastic defor-
mation, Goetz and Seetharaman established a dislocation density
evolution model to simulate the grains nucleation and growth
process induced by DRX [28]. Ding and Guo studied the DRX phe-
nomenon of OFHC copper under low strain rate thermoplastic
deformation and proposed a theoretical model of grain nucleation
and growth and grain boundary migration to analyze the effect of
temperature and initial grain size on the DRX process [29]. Based
on these dislocation density and grain evolution theories, cellular
automata (CA) method has been applied successfully in many
researches to simulate the DRX process for various materials
[30–32]. Therefore, based on the physical mechanism of dislocation
and grain evolution, the CA method is an available way to conduct
simulation of microstructure evolution under thermoplastic defor-
mation in mesoscale. Few researches have investigated the micro-
structure evolution in machining process by using CA method. In
addition, existing CA models are generally based on the discontin-
uous dynamic recrystallization theory [33], which has a lot of lim-
itations for HSM with high strain rate and large deformation.
Studies have shown that the dDRX behavior could be inhibited
by high strain rate, and the cDRX begins to play a more important
role gradually [34,35]. So far, a great number of studies have shown
that the grain refinement induced by machining process has remark-
able influence on the strength and hardness of materials. However,
there are few models developed to predict the evolution of the grain
refinement of machining process in mesoscale with sufficient accu-
racy. Few researches investigated the microstructure evolution in
cutting process by using CA method. In this work, the application
of CA method in cutting leads a new approach to simulate the
microstructure morphology during machining OFHC copper. In
addition, considering the effect of high strain rate of HSM on micro-
structure evolution, continuous dynamic recrystallization model is
added for the first time to conduct CA simulation and the model
combining cDRX and dDRX can simulate the microstructure of
deformation zone of HSM more accurately.
To investigate the effect of DRX on grain refinement of materials
during HSM of OFHC copper, a typical face-centered cubic single
phase material is selected to study microstructure evolution without
considering the effect of phase transformation. In this paper, the CA
model combing cDRX and dDRX is established to study the effect
of high temperature, large deformation, and high strain rate of HSM
on microstructure evolution. FE simulation was first carried out to
obtain the deformation parameters of HSM, and then based on
these parameters CA method was used to simulate the microstruc-
ture evolution process. Besides that, the HSM experiments and
microstructure observations were conducted to verify accuracy of
the CA model. Finally, the influence of deformation parameters
on microstructure evolution and final grain characteristics is ana-
lyzed with the cutting speed increasing.
2 Experimentation and Finite Element Simulation of
High-speed Machining
2.1 Experimental Cutting Tests. Dry cutting condition and
cemented carbide inserts (model: SandvikN331.1A) were used in
the machining tests. A milling cutter with a diameter of 80 mm
and a helix angle of 0 deg was used by up milling to reach
orthogonal high cutting speeds. Tool geometry was represented
by a rake angle γ0 of 0 deg, a clearance angle α0 of 15 deg, and a
tool edge radius rn of 10 μm. The thickness and width of workpiece
were 3 mm and 20 mm, respectively. The width of the workpiece is
designed to be only a quarter of the tool diameter to avoid signifi-
cant changes in cutting thickness, so the cutting thickness here is
assumed to be constant. The axis of the cutter is kept aligning
with the left edge of workpiece. As shown in Fig. 1, the geometry
of the workpiece is specially designed by the Buda’s method [36].
The workpiece including several holes with a dimension of 3 mm×
3 mm was adopted to realize quick-stop and obtain chip roots. The
total cutting length for one feed is about 31 mm. As shown in Fig. 2,
the cutting experiments were carried out on a five-axis machine
center (Model: DMU 50). The milling tools were redesigned to
realize orthogonal cutting. The main cutting edge of inserts was ver-
tical to cutting plane and the rake face of inserts coincided with the
axis of cutter. During the cutting process, cutting forces were mea-
sured by a piezoelectric dynamometer (Model: Kistler 9265B), and
chip root samples were obtained to measure the shear angle. The
thermal, mechanical, and physical properties of both workpiece
and tool are listed in Table 1.
Table 2 shows the cutting parameters with the rotation speed
varying from 3000 to 12000 rpm, a constant feed per tooth of
0.15 mm/z, the cutting feed varying from 450 to 1800 mm/min,
and the cutting speed varying from 750 to 3000 m/min. Chips
obtained at various cutting speeds are collected for further micro-
structure analysis by EBSD.
2.2 Finite Element Simulation. To predict the distributions of
strain, strain rate, and temperature, a 2D FE model of orthogonal
cutting for plane strain condition was developed and schematically
represented in Fig. 4. The constitutive material model proposed by
Johnson–Cook [37] describes the material flow stress in function of
the strain, strain rate, and temperature was used and is given by the
following equation:









Fig. 1 Schematic of Buda’s experimental method [36]
Fig. 2 Experimental setup for high-speed orthogonal cutting of
OFHC copper
where σ is flow stress, ɛ and ε̇, respectively, are equivalent plastic
strain and strain rate, T is instantaneous temperature. ε̇0 is the refer-
ence strain rate, Tr and Tm are room and melted temperature, respec-
tively. A, B, n, C, and m are material constants, which is strongly
dependent on the condition of split Hopkinson pressure bar test.
The values of the coefficients of this model for the OFHC copper
are specified in Table 3.
In order to realize the material failure and chip separation process
of machining, the node separation and element deletion technique
are specified. In this study, an energetic-based ductile fracture crite-
rion is applied, in which two stages, i.e., damage initiation and
damage evolution, are included.






where ε pl0 is the equivalent plastic strain of damage initiation, Δε pl
is equivalent plastic strain. And ε pl0 can be calculated by the follow-
ing equation, which is dependent on stress triaxiality, strain rate,
and temperature













where parameters D1−D5 are the JC damage constant, which is
given in Table 4.
As shown in Fig. 3, w increases continuously with plastic defor-
mation, and when w reaches a critical value of 1, damage evolution
is activated. In the stage of damage evolution, the fracture energy is
obtained by integrating yield stress with plastic deformation and it










where L is the characteristic length, upl is equivalent displacement,
and uplf is equivalent displacement at failure.
According to the research of Mabrouki et al. [39], the fracture






The stiffness degradation of materials in condition of damage
evolution can be described by variable D, and when D increase
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(MPa) n m C ε̇0 (1/s) Tm (K) T0 (K)
Value 90 292 0.31 1.09 0.025 1 1356 293
Table 4 JC damage constant of OFHC copper [38]
D1 D2 D3 D4 D5
0.54 4.89 −3.03 0.014 1.12
Fig. 3 Stress–strain curve of material damage degradation
Fig. 4 Mesh and boundary conditions of the orthogonal cutting
model
where equivalent displacement u = Lε and equivalent displacement
at failure uplf = 2Gf /σy0.
The cutting process with several cutting speeds (vc= 750, 1500,
2250, 3000 m/min) is simulated by finite element analysis in
ABAQUS/Explicit. Tool geometry and material is the same with the
experiments. The mesh approach and boundary conditions of the
orthogonal cutting model are shown in Fig. 4. Four-node quadrilat-
eral continuum elements (CPE4RT) with reduced integration and
hourglass control features are used to mesh the workpiece for a
coupled displacement–temperature analysis. A constant uncut chip
thickness of 0.15 mm and cutting width of 3 mm were used in the
simulations. Three-node linear displacement and temperature ele-
ments (CPE3T) with plane strain feature are chosen to mesh the
tool. Reducing mesh size gradually is considered as an effective
way to balance calculation accuracy and efficiency. The mesh size
of the uncut chip and sacrificial layer is determined to be 5 μm.
Besides that, the mesh size of tool in tool-chip contact zone is set
less than that of workpiece. The total number of elements of tool
and workpiece are 48,000 and 1339. The workpiece is fixed on the
bottom and left side and the tool is moving in the X-direction only,
from right to left at constant cutting speed. The length of the
cutting path is set to be 2.2 mm to achieve the steady state. The
initial temperature of the workpiece and tool was set to 20 °C.
The stick-slip friction contact model proposed by Zorev is used
[40], which can be represented by the following equation:
τf =
τY , μσn ≥ τY (sticking region)
μσn, μσn ≥ τY (sliding region)
{
(7)
where μ is the Coulomb friction coefficient with a value of 0.3
adopted in this study, σn is the normal stress. The yield shear
stress, τY, is calculated by the estimated yield stress of the material





To verify the accuracy of the FE machining model, the cutting
tangential force and chip morphology obtained from simulation
and experiments under different cutting speeds were selected to
compare. When analyzing the experimental cutting force, to avoid
the vibration of cutting force caused by the instability at the begin-
ning and end of cutting process, the stable periods of cutting process
were selected to calculate the average tangential forces. The com-
parison of simulated and experimental cutting force is listed in
Table 5, from which it can be summarized that cutting forces
obtained by experiment is slightly larger than the simulated value,
and the error is less than 10% and within the reliable range.
The shear angle and chip compression ratio (CCR) is also taken
into account to verify the accuracy of plastic deformation from
simulation. The CCR was calculated by the ratio of the chip thick-
ness to the uncut chip thickness [41]. It can be seen from Table 6
that the shear angle and CCR obtained by this model show a well
agreement with experiments.
Figure 5 show the distributions of the equivalent plastic strain,
strain rate, and temperature in the deformation zone at a cutting














V= 750 13.6 4.13 15.1 3.71 10.2
V= 1500 15.8 3.53 16.9 3.29 6.8
V= 2250 17.7 3.1 18.3 3.02 2.6
V= 3000 18.3 3 19.2 2.87 4.3









V= 750 612.4 634.4 3.5
V= 1500 639.0 663.3 3.7
V= 2250 723.0 714.5 1.2
V= 3000 817.9 748.7 9.2
Fig. 5 Distributions of (a) strain, (b) temperature, and (c) strain rate along both chip free surface (path 1), middle area of chip
(path 2), and chip surface in contact with the tool (path 3) for a cutting speed equal to 1500 m/min
speed of 1500 m/min. The evolution of these variables is analyzed
along both chip free surface, middle area of chip, and chip surface in
contact with the tool. The strain in chip surface in contact with the
tool reaches about 2.0, which is higher than 1.5 in the middle area of
the chip and 1.0 of chip free surface due to the influence of tool-chip
friction. The maximum of strain rate distributed along the shear
plane is close to 106/s. In the second deformation zone, the temper-
ature goes up significantly to about 480 K due to extrusion and fric-
tion of the cutting tool and reaches the critical temperature of DRX,
which has great influence on the microstructure evolution. Gener-
ally, the severe plastic deformation has the characteristics of high
strain rate and high temperature during HSM.
Then, the maximum values of strain, strain rate, and temperature
obtained along the chip surface in contact with the tool (path 3) are
extracted and represented in Table 7. The CA simulation of micro-
structure evolution from Samanta et al. [42] showed that the simu-
lated microstructure depended on the thermomechanical loading
condition and the accurate acquisition of strain rate and temperature
was the key to conduct a reliable CA simulation. So these values in
Table 7 are used as input boundary conditions in the CA model for
predicting DRX during HSM.
3 Theoretical Model for Dynamic Recrystallization
Dynamic recrystallization occurs only when the dislocation
density in a deforming matrix reaches a critical level, which
depends on physical deformation parameters, such as strain, strain
rate, and temperature during HSM. DRX includes two types:
dDRX and cDRX. Two important aspects of dDRX are nucleation
and grain growth based on grain boundary migration while cDRX
appears as lattice rotation and grain subdivision, as shown in
Fig. 6. In order to simplify the analysis, two assumptions are pro-
posed here.
(1) Initial dislocation density ρini in the matrix material is
uniform and when it reaches a critical value, nucleation of
dDRX occurs. For the new recrystallization grains
(R-grains), the dislocation density evolves from initial dislo-
cation density. The grains are set with an initial dislocation
density of 109/m2, representative for the annealed and unde-
formed state [45]. Corresponding to the grain boundary
bulging nucleation mechanism, dDRX nucleate at both
initial grain boundaries and R-grain boundaries.
(2) For OFHC copper, dislocation cross-slip and low angle
boundaries are easily observed during hot deformation, espe-
cially at high strain rate and large strain, and cDRX occurs
when the critical dislocation density is achieved. Equiaxed
recrystallization grains with high orientation angle are trans-
formed from deformation substructures by lattice rotation
[46]. In this paper, assume that a grain is divided into three
grains with 120 deg.
3.1 Dislocation Density. Dislocation density plays an impor-
tant role in microstructure evolution, which is temperature and
strain rate dependent. The dependence of the dislocation density








which is the Kocks and Mecking (KM) law [47], where k1 is a cons-
tant that represents hardening and k2 is the softening parameter rep-
resenting the recovery of dislocations. The high-temperature flow






where α is a dislocation–interaction term, which is 0.5 for most
metals, μ is the shear modulus, and b is Burger’s vector.
The values of k1 and k2 are required from stress–strain curve. k2 is
strongly dependent on the condition of strain rate and temperature.
k1 is related to k2 and saturated stress σs. k1 and k2 can be determined
by following equations [48]:
σ = σs[1 − exp(−k2ε)]1/2 (10)
Table 7 Maximum values of strain, strain rate, and temperature
along path 3 in Fig. 5
vc (m/min) Strain Temperature (K) Strain rate (1/s)
750 1.6 435 6 × 104
1500 1.9 478 1.2 × 105
2250 2.2 486 3.6 × 105
3000 2.8 512 7.8 × 105






According to the condition of strain rate and temperature and
stress–strain curve at different cutting speeds, the values of k1 and
k2 at different cutting speed are listed in Table 8.
The accumulation of dislocations could lead to DRX. Roberts
and Ahlblom [49] have proposed that the critical dislocation
density ρcr depends on deformation conditions and can be calcu-











where γ is the grain boundary energy, ε̇ is strain rate, l is the dislo-
cation mean free path,M is the grain boundary mobility, τ is the dis-
location line energy, c2 is a constant of 0.5, and K1 is a constant
which is about 10 for most metals.
3.2 Nucleation and Growth of dDRX. The nucleation rate Pd
for dDRX is a function of both the temperature T and the strain rate
ε̇ and can be described by the following equation proposed by
Kugler and Turk [50]





where C is a constant of 1, Qa is the activation energy, R is the gas
constant, and Δt is time-step.
The growth driving force of an R-grain comes from the reduction
of storage energy, or in other words the difference of dislocation
densities between the R-grain and the matrix. It is assumed that
the growth velocity Vi of the ith R-grain is directly proportional





where λ is a constant of 1, ri is the radius of the ith R-grain. The
mobility of grain boundary, M, is given by the following equation









where δ is the characteristic grain-boundary thickness, Dob is the
boundary self-diffusion coefficient, K is Boltzmann’s constant, T
is the temperature, Qb is the boundary-diffusion activation energy,
and R is gas constant.
If the R-grain is assumed spherical, the driving force Fi can be
derived from the energy change of surface and volumetric energy
given by the following equation [52]:
Fi = 4πr2τ(ρm − ρd) − 8πrγ (18)
where γ is the grain boundary energy which is dependent on the
misorientation between neighboring grains, τ is the dislocation
line energy, ρm and ρd are the dislocation density of the matrix
and the R-grain.
3.3 Modeling of cDRX. During large deformation, a large
number of dislocation cell structures are generated with low dislo-
cation density in cell interiors and high dislocation density at cell
walls. The dislocation in cell interior continually migrates to cell
walls resulting from high temperature of machining, and the
increasing of dislocation density at cell walls gives rise to the forma-
tion of subgrains. Furthermore, the misorientations of subgrains
gradually increase due to the rotation of grains, which can generate
the fully recrystallized grains. According to Estrin andVinogradov’s
model [53], the average cell size dcr is inversely proportional to the
square root of the total dislocation density ρ, and combining with
Eq. (9), the relationship between the average cell size and flow







whereH0 is a constant equal to 10 for OFHC copper [54]. This equa-
tion is based on the dislocation theory, in which the pile-up of dislo-
cation can result in increasing of local dislocation density in grain
interior, grain distortion, and grain refinement. It is worth noting
that the propagation of dislocation in refined grains is of certain lim-
itations so that the saturation of cDRX behavior will cause the grain
size to reach the critical value. With the increasing of dislocation
density, when the relationship between grain size and flow stress
cannot satisfy Eq. (19), which means that current grain size di is
greater than the critical grain size dcr, cDRX process is carried out
to conduct the segmentation and refinement of grains. The current







whereNi is the lattice number that makes up the current grain, a is the
lattice size. Considering the Hall–Petch relation between material
strength and grain size [56,57], with the decreasing of grain size,
the intense distribution of grain boundary with high energy
induces the increasing of material strength, which makes grains
harder to refine. Therefore, grain segmentations caused by cDRX






where ω is constant equal to 0.5, di and dini are current and initial
grain size, respectively. The used material parameters in the CA
simulation are listed in Table 9.
Table 8 The values of k1 and k2 at different cutting speeds
Cutting speed (m/min) 750 1500 2250 3000
k1 9.21 × 10
8 8.87 × 108 8.54 × 108 7.92 × 108
k2 4.62 4.55 4.44 4.22
Table 9 Material parameters used in CA simulation
Variable Qa (kJ/mol) Qb (kJ/mol) μ (MPa) b (m) γ (J/m
2) R (J/(mol K)) δDob (m
3/s) K (J/K) ρini (1/m
2)
Value 261 104 4.2 × 104 2.56 × 10−10 0.5 8.314 5 × 10−15 1.38 × 10−23 1 × 109
4 Cellular Automata Simulation of Grain Evolution in
Deformation Zone of Chip
4.1 Detailed Description of Cellular Automata Model for
Dynamic Recrystallization. Based on the above theoretical
model of DRX, the routine has been developed in FORTRAN by fol-
lowing the CA transformation rules. The CAmethod is an algorithm
describing the discrete spatial and/or temporal evolution in a
complex physical system by applying a local deterministic or prob-
abilistic transformation rule [58]. For the selection of lattice size and
space, smaller lattice size requires more lattice number to describe
the same spatial area, which helps improve the calculation accuracy
but reduce the calculation efficiency. And the lattice size should be
five times smaller than the final grain size in general and the whole
spatial size should be at least twice bigger than the initial grain size.
Based on these boundary conditions, several tests with different
lattice numbers are conducted, and finally a 2D square lattice
space with a size of 300 × 300 cells are determined to have a
balance between calculation accuracy and efficiency, in which
size of every lattice is 1 μm×1 μm. Every lattice site has state var-
iables: one dislocation density variable, one orientation variable,
one status variable that indicates whether it is the matrix or
R-grain, one status variable that judge whether it is the grain bound-
ary, and one color variable that represents different grains. The von
Neumann’s neighboring rule which considers the nearest neighbors
is selected and the value of a state variable at an arbitrary site (x, y)
at a time (t+Δt) can be expressed as











where ψ tx,y represents the value of variable ψ at site (x, y) at time t.
Function f is the transformation rule depending on the characteris-
tics of the system, in which the relation indicates that the lattice
state variable at next step is determined by the state variable of
the lattice and of its four neighbors, as shown in Fig. 7.
In order to simulate the equiaxed growth of R-grains, the follow-





When the driving force Fi for the growth of the ith R-grain is pos-




at time t is greater than
or equal to one, the distance of grain boundary migration is greater
than or equal to lattice size, where Vi is the growth velocity deter-
mined by Eq. (16), dt is the time-step, and a is the side length of
one lattice. The time-step is the shortest growth time of a cell,








The transformation probability is defined as Pz= nz/4, where nz is
the number of transformed neighboring sites and 4 is the total
number of von Neumann’s neighboring sites. The average grain
size is obtained by dividing the total area by the number of
grains. The detailed steps are shown in Fig. 8 and described as
follows:
(1) First step: generation of initial grains of matrix material
With the reference of the natural grain growth mode, the
initial grains with random orientations are generated
through seeding and grain growth process, in which the sim-
ulated annealing algorithm is adopted to reduce the energy of
grain boundary in space [59]. The total energy is provided by
the grain boundary in the CA space, and the energy of the
interfacial cells depends on the number of the same state of
central cell and neighboring cells. The reduction of the inter-
facial energy after the state transition is the driving force for
the natural grain growth. The average grain size of initial
grains of OFHC copper is determined by EBSD results,
and the morphology of grains is set to be hexagon and
equiaxed.
(2) Second step: evolution of dislocation density
The critical dislocation density, shear modulus, dislocation
line tension, and grain boundary mobility were calculated
based on the deformation parameters obtained from FE simu-
lation, i.e., the strain, strain rate, and temperature. After total
calculation time-step is determined, the dislocation density of
each lattice will be updated in every time-step in turn accord-
ing to the KM model in Sec. 3.1.
(3) Third step: grains nucleation and growth process of dDRX
After scanning the whole lattice space, when the disloca-
tion density of a lattice is found to increase to the critical
value, this lattice may transform as dDRX grain nuclei
with probability Pd. If so, this lattice is marked as dDRX
grain, and then its orientation changes randomly and its dis-
location density is set to be initial value ρini. As for the grain
growth process of dDRX, when the status variables of a
lattice satisfy the transformation rules in Eq. (23), the
lattice may transform with probability Pz and marked as
dDRX grain, and its orientation and dislocation density
will be set as same as neighboring grain. The nucleation
and growth process of dDRX is shown as Fig. 9.
(4) Fourth step: grains partition process of cDRX
By scannning the whole lattice space, when the size of a
grain is greater than the critical grain size of cDRX, this
grain may be patitioned with probability Pc, and the orienta-
tion of new produced grains is set as random value. The grain
partition process of cDRX is displayed in Fig. 10.
(5) Fifth step: the loop and iteration process of CA simulation
Cellular automata simulation of microstructure evolution
is conducted with the increasing of strain, in which time-step
is Δt = ε/(Nε̇), where N is the total iteration step, equal to
300 in this study. During each time-step, the whole lattice
space is searched and related judgement and calculation are
carried out to update the lattice state at the next step. The
steps (2), (3), and (4) loop in every step until the predeter-
mined deformation is achieved. After that, the results of dis-
location density, grain size, grain distribution, and DRX
characteristics will be output.
4.2 Microstructure Evolution at Various Cutting Speeds.
Without the effect of phase transformation, as a typical single
phase material, OFHC copper is chosen for modeling to investigate
the effect of DRX process on grain refinement. Strain, strain rate,
and temperature obtained from finite element simulation of orthog-
onal cutting are used as input parameters of the CA model.
Figure 11 shows the initial grain distribution with different orienta-
tions obtained by a natural grain growth algorithm. The coarse
grains are just equiaxed with an average grain size of 107 μm, deter-
mined experimentally by EBSD.Fig. 7 Neighboring relationship of lattices in the cell space
The final microstructure at the cutting speed of 3000 m/min is
illustrated in Fig. 12. It is obviously seen that the final grain is no
longer the initial coarse crystal after DRX, and almost all of it has
been transformed into fine equiaxed grains. The original grain
boundaries have disappeared and a large number of new grain
boundaries are formed, which reflects the effect of DRX on refining
grains. At the same time, the grains formed by different evolution
mechanisms can be distinguished. There is not enough time for
the nuclei at grain boundaries after dDRX to grow due to the
high strain rate, so that these dDRX grains keep quite fine and are
just composed of a few cells. The cDRX process would lead to elon-
gated subgrain breakage and grain boundary rotation, which shows
Fig. 8 Flowchart of the loop and iteration process in CA simulation
coarse grains are divided fine grains in CA simulation. Most of the
cDRX grains are equiaxed and only a few shows elongated. Note
that cDRX nuclei are set at the boundaries of not only initial
grains but also dDRX and cDRX grains. Above all, it could be
deduced that the dominating mechanism of microstructure evolu-
tion during HSM of OFHC copper is a mixed mechanism of
dDRX and cDRX.
Figure 13 illustrates microstructure evolution process with
the increasing strain ɛ at different cutting speed (vc= 750, 1500,
2250, 3000 m/min). At the beginning of simulation, dislocation
density is too small to cause grain evolution and grains are still
coarse. When the critical dislocation density is reached, nucleation
of dDRX and grain division of cDRX occur and considerable
microstructure refinement is achieved. Strain increases with the
deformation and the effect on grain refinement is more significant.
Grains of dDRX grow a little while cDRX continues to happen.
Finally, the grain has been fully refined when the given strain
value is reached.
Moreover, as the cutting speed increases, the final grain size is
further reduced, and the number of grain boundaries is gradually
increased. At 750 m/min and 1500 m/min, extremely fine grains
are formed by dDRX mechanism because the nuclei do not have
enough time to grow. In addition, the grain refinement generated
by sub crystalline accumulation and grain boundary rotation is
starting to play an important role. Nevertheless, the nucleation
rate increases with the increase of strain rate at high cutting
speed (vc= 2250 and 3000 m/min), there are more dDRX grains
that nucleate but could not grow. The cDRX process is gradually
complete and it is shown that more and more coarse grains are
divided into fine grains. In conclusion, with increasing cutting
speed, the formation mechanism of fine grains are transformed
from dDRX mechanism guiding at relatively low cutting speed
to the mixed mechanism of dDRX and cDRX at high cutting
speed.
Figure 14 illustrates average grain sizes with the increasing strain
at different cutting speeds (vc= 750, 1500, 2250, 3000 m/min).
During microstructure evolution process, the rate of decrease in
grain size is very fast at the beginning and then slows down gradu-
ally as the increasing of the strain. A large number of subgrains and
low angle boundaries are formed by dislocation accumulation.
Meanwhile, subgrain size decreases rapidly until it reaches the
size corresponding to maximum strain, as a result of high disloca-
tion density under large strain and high strain rate [60]. As shown
in Fig. 14, the average grain size is larger at the same strain with
higher cutting speed. Higher temperature at higher cutting speed
would enhance the annihilation of dislocations and results in
slower dislocation generation rate, which leads to larger grain
size. The effect of temperature on grain evolution is comparatively
complex. On one hand, the dislocation density decreases with the
increasing temperature and dynamic recovery and grain growth
may occur. On the other hand, the dislocations in the cell boundar-
ies rearrange and neutralize and the dislocation cells translate into
subgrains at a certain temperature. High angle boundaries and
fine grains are formed with the increase of misorientation angle. It
is also shown that the rate of grain size decreasing slows down
Fig. 11 The initial grain distribution of CA model
Fig. 12 The final microstructure simulated by CA model for a
cutting speed of 3000 m/min
Fig. 9 The status transformation diagram of dDRX process in CA simulation
Fig. 10 The status transformation diagram of cDRX process in
CA simulation
gradually due to a balance between grain refinement and grain
growth. In general, the sizes of grains in chip deformation zone
have all reached micron scale.
As shown in Fig. 15, the percentage of cDRX grains increases
from 7.1% to 24.7% with the cuttitng speed increases from
750 m/min to 3000 m/min. This phenomenon results from high
strain rate because the time for the formation of dDRX grains
by boundary migration is far longer than that of cDRX grains
by boundary rotation. During cutting process, dislocations trans-
fer from the cell interior to its wall due to thermal deformation
and lots of dislocation cells with low angle boundaries translate
into cDRX grains with high angle. According to finite element
results, the strain rate is up to 106 and the deformation time is
quite short. Therefore, cDRX could meet these characteristics in
kinetics and play an important role in microstructure evolution
during HSM.
5 Experimental Observation of Microstructure in Chip
and Verification of Cellular Automata Model
Figure 16 shows the distributions of grain morphology, size,
and misorientation at four different cutting speeds. EBSD images
with over 80% resolution are obtained. It can be seen that the
grain size is greatly reduced from the initial coarse grain to the
fine equiaxed grain. From the EBSD image at different cutting
speeds in Fig. 16, it can be seen that larger grains are surrounded
by many smaller grains at cutting speed of 750 m/min and
1500 m/min, while more elongated and fine equiaxed grains are
observed. Besides that, finer grains can be found at higher cutting
speed. It is indicated that grain size reaches micron scale due to
the deformation during HSM, which is coincident approximately
with simulation results. In the cutting deformation process, grains
as elongated along the shear direction and are then refined by
Fig. 13 Simulated microstructure evolution with strain ɛ at different cutting speeds: (a) vc=750, (b) vc=1500, (c) vc=2250, and
(d ) vc=3000 m/min
DRX under a certain strain rate and temperature. By statistical anal-
ysis, most grain sizes are 2–4 μm at 750 m/min and 1500 m/min,
while 70% of the grains are less than 2 μm in size at 2250 m/min
and 3000 m/min. The grain sizes measured by EBSD are consistent
with the simulation results and are both far less than the original size
of over 100 μm.
During HSM, many low angle boundaries form in deformation
and migrate or rotate inside initial coarse grains, converting to
high angle boundaries. At 750 m/min and 1500 m/min, necklace-
like structures composed of fine grains around a few wavy bound-
aries are observed, which explains the main mechanism grain
refinement is dDRX. As shown in misorientation distribution of
Fig. 16, more low angle boundaries and broken elongated subgrains
occur due to high strain rate at 2250 and 3000 m/min, and low angle
boundary with less than 15 deg accounts for more than 40%. A
large number of low angle boundaries are generated means that
the cDRX process becomes more intense, which is beneficial for
grain refinement. And then, more high angle boundaries and finer
grains are transformed. Above all, it could be deduced that grain
refinement can be interpreted in terms of dDRX and cDRX at
higher cutting speed.
In this study, the average grain sizes are obtained by the
mean linear intercept method. As for the experimental observed
EBSD results in Fig. 15, the grain size was measured by using
Channel 5 EBSD analysis software. And the CA simulated
microstructures in Fig. 11 were analyzed by using an open
source MATLAB program “linecut”. As shown in Table 10, the
results of average grain size from experimental observation
and CA simulation are collected and compared. It can be seen
from this table that the grains in the chip surface in contact
with the tool are severely refined with average size of 2–
4 μm, compared with the average initial grains of 100 μm. More-
over, the relative errors between the simulated and experimental
observed grain size is less than 7%, which verifies the accuracy
of the CA simulation. It can be found that the experimental and
simulated results show that the grain size slightly decreases with
the increase of cutting speed.
Fig. 14 Evolution of grain sizes with increasing strains at differ-
ent cutting speeds
Fig. 15 The percentage of the number of cDRX grains at differ-
ent cutting speeds
Fig. 16 The distributions of grain morphology, size, and misorientation measured by EBSD at different cutting speeds:
(a) 750 m/min, (b) 1500 m/min, (c) 2250 m/min, and (d) 3000 m/min
6 Conclusions
In this study, microstructure evolution of OFHC copper during
HSM has been thoroughly investigated. The process is modeled
using a CAmethod with DRXmechanism based on the deformation
parameters obtained from FE simulation, which has been compared
with the cutting experiments and EBSD analysis. It could be con-
cluded as following.
(1) The CA model considering both dDRX and cDRX mecha-
nism was established and the DRX process in the chip
during HSM of OFHC copper was simulated. The CA simu-
lation results show well agreement with the experimental
observation results, which verifies the feasibility of using
CA method to conduct simulation of microstructure evolu-
tion in HSM of OFHC copper.
(2) From the CA simulation results, it is identified that the
success of CA simulation during HSM of OFHC copper
depends on the supplement of cDRX model and deformation
parameters (strain, strain rate, and temperature). Due to the
addition of the cDRX model, the effect of high strain rate
and large deformation on DRX process will be adequately
considered. The high strain rate promotes an increasing dis-
location density and grain refinement while grain recovery
and growth under high temperature will occur, of which
this CA model considering both dDRX and cDRX mecha-
nism gives us a further understanding of the refinement
process.
(3) The grain refinement mechanism during HSM of OFHC
copper was analyzed by comparing the CA simulated and
EBSD measured grain sizes. With increasing cutting
speed, under the effect of higher strain rate and larger defor-
mation, the dDRX process based on the grain boundary
migration theory is inhibited and dDRX grain nuclei does
not have enough time to grow so that the mechanism of
DRX transforms with the enhance of the cDRX process.
As a result, the size of equiaxed grains decreases and
more low angle boundaries and deformed substructures
are generated, which is thought to result in the evolution
of microhardness.
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