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CROSSED PRODUCTS OF DUAL OPERATOR SPACES BY
LOCALLY COMPACT GROUPS
DIMITRIOS ANDREOU
Abstract. If α is an action of a locally compact group G on a dual operator
space X, then two generally different notions of crossed products are defined,
namely the Fubini crossed product X ⋊Fα G and the spatial crossed product
X⋊αG. It is shown that X ⋊Fα G = X⋊αG if and only if the dual comodule
action α̂ of the group von Neumann algebra L(G) onX⋊FαG is non-degenerate.
As an application, this yields an alternative proof of the result of Crann and
Neufang [5] that the two notions coincide when G satisfies the approximation
property (AP) of Haagerup and Kraus. Also, it is proved that the L(G)-
bimodules Bim(J⊥) and (RanJ)⊥ defined in [1] for a left ideal J of L1(G)
are respectively isomorphic with J⊥⋊G and J⊥ ⋊F G. Therefore a necessary
and sufficient condition so that Bim(J⊥) = (RanJ)⊥ is obtained by the main
result.
1. Introduction
Let s 7→ αs, s ∈ G be an action of a locally compact group G on a von Neumann
algebra M by unital normal *-automorphisms. Then, α defines a unital normal
*-monomorphism α : M → L∞(G,M) ∼= M⊗L∞(G) via α(x)(s) = α−1s (x), for
s ∈ G, x ∈ M . The crossed product M ⋊α G of M by α is defined to be the von
Neumann subalgebra of M⊗B(L2(G)) generated by α(M) and C1⊗L(G), where
L(G) = λ(G)′′ is the left group von Neumann algebra. There are two alternative
ways to describe M ⋊α G:
(1) On the one hand, from the covariance relations
α(αs(x)) = (1⊗ λs)α(x)(1 ⊗ λs)
∗, x ∈M, s ∈ G,
it follows that M ⋊α G is the w*-closure of the linear span of the products
of the form (1 ⊗ λs)α(x), x ∈ M, s ∈ G. That is, M ⋊α G is the normal
L(G)-bimodule generated by α(M).
(2) On the other, from the Digernes-Takesaki theorem (see e.g. [20, Chapter
X, §1, Corollary 1.22]) we have
M ⋊α G = {x ∈M⊗B(L2(G)) : (αs ⊗Adρs)(x) = x, ∀s ∈ G},
where ρ is the right regular representation of G.
These two alternative descriptions of the crossed product M ⋊α G can both be
generalized for group actions on dual operator spaces. Therefore, for a group action
α on a dual operator space X ⊆ B(H) by w*-continuous completely isometric
isomorphisms, one can define again a w*-continuous complete isometry α : X →
X⊗L∞(G) and obtain the spatial crossed product
X⋊αG = spanw*{(1H ⊗ λs)α(x) : s ∈ G, x ∈ X}
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and the Fubini crossed product
X ⋊Fα G = {x ∈ X⊗B(L
2(G)) : (αs ⊗Adρs)(x) = x, ∀s ∈ G}.
The equality X⋊Fα G = X⋊αG does not hold in general (see Remark 3.6). How-
ever, P. Salmi and A. Skalski in [16] have proved a generalization of the Digernes-
Takesaki theorem in the case of a group action on a W*-TRO by TRO-morphisms.
More precisely they proved that if X is a W*-TRO, G is an arbitrary locally com-
pact group and α is a W*-TRO morphism such that α : X → X⊗L∞(G) is a
non-degenerate TRO-morphism, then X ⋊Fα G = X⋊αG (for the definition of a
non-degenerate TRO-morphism see e.g. Remark 3.11).
On the other hand, J. Crann and M. Neufang in [5] proved that if G is a locally
compact group with the approximation property of U. Haagerup and J. Kraus [10]
(for more details see section 4 below) and X is an arbitrary dual operator space,
then X⋊Fα G = X⋊αG. Also, they obtained the analogous result for group actions
on general operator spaces (not necessarily dual), generalizing a result of O. Uuye
and J. Zacharias for discrete group actions on operator spaces (see [21]).
The analogue of the Fubini crossed product, in the setting of general operator
spaces, had already been studied by M. Hamana in [8] who proved a Takesaki-type
duality theorem for Fubini crossed products.
The main purpose of this paper is to characterize those group actions on dual
operator spaces for which the Fubini crossed product coincides with the spatial
crossed product. More precisely, it is shown that, for an action α of a locally
compact group G on a dual operator space X , we have X ⋊Fα G = X⋊αG if and
only if the dual comodule action α̂ of the group von Neumann algebra L(G) on
X ⋊Fα G is non-degenerate (see Definitions 3.3 and 3.13). As applications this
yields alternative proofs of the results of Crann and Neufang (see Proposition 4.3)
and Salmi and Skalski (see Remark 3.19) mentioned above. We also prove that the
L(G)-bimodules Bim(J⊥) and (RanJ)⊥ defined in [1] for a closed left ideal J of
L1(G) can both be realized as crossed products. This fact provides a perhaps more
conceptual perspective for these bimodules; it also yields a necessary and sufficient
condition for their equality, as an application of our theorem.
In section 2 below we begin with preliminaries and notation on tensor products,
comodules over Hopf-von Neumann algebras and crossed products of von Neumann
algebras. In section 3 we compare the two notions of crossed products under dis-
cussion and we prove our main result (see Theorem 3.17). In the same section we
obtain an alternative proof of the result of Salmi and Skalski. In section 4 we give
an altrernative proof of the result of Crann and Neufang. In section 5 it is shown
that Bim(J⊥) and (RanJ)⊥ arise naturally as crossed products and a necessary
and sufficient condition for their equality is obtained.
2. Preliminaries and notation
Let X ⊆ B(H) and Y ⊆ B(K) be dual operator spaces, i.e. w*-closed subspaces
of B(H) and B(K) respectively, where H, K are Hilbert spaces. The spatial tensor
product of X and Y is the subspace of B(H ⊗K) defined by
X⊗Y = spanw*{x⊗ y : x ∈ X, y ∈ Y },
where (x⊗ y)(h⊗ k) = (xh) ⊗ (yk), for h ∈ H, k ∈ K.
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The Fubini tensor product of X and Y is the space:
X⊗FY = {x ∈ B(H ⊗K) : (idB(H) ⊗ φ)(x) ∈ X, (ω ⊗ idB(K))(x) ∈ Y,
∀ω ∈ B(H)∗, ∀φ ∈ B(K)∗}.
Obviously, X⊗Y ⊆ X⊗FY .
IfM is an injective von Neumann algebra (in particular, of type I) then X⊗M =
X⊗FM , for every dual operator space X (see [11, Theorem 1.9]) and this implies
that
X⊗FY = (X⊗B(K)) ∩ (B(H)⊗Y ).
Also, for any von Neumann algebrasM and N , it holds thatM⊗N =M⊗FN (see
[6, Theorem 7.2.4]).
A Hopf-von Neumann algebra is a pair (M,∆), where M is a von Neumann
algebra and ∆: M →M⊗M is a normal unital *-monomorphism called the comul-
tiplication of M , such that the coassociativity rule holds:
(∆⊗ idM ) ◦∆ = (idM ⊗∆) ◦∆.
Let (M,∆) be a Hopf von Neumann algebra. An M -comodule (X,α) is a dual
operator space X with a w*-continuous complete isometry α : X → X⊗FM which
satisfies
(α ⊗ idM ) ◦ α = (idX ⊗∆) ◦ α.
In this case, we say that α is an action of M on X or an M -action on X .
A w*-closed subspace Y ofX is called anM -subcomodule ofX if α(Y ) ⊆ Y⊗FM .
In this case we write Y ≤ X and Y is indeed an M -comodule for the action α|Y .
An M -comodule morphism between M -comodules (X,α) and (Y, β) is a w*-w*-
continuous complete contraction φ : X → Y , such that
β ◦ φ = (φ ⊗ idM ) ◦ α.
An M -comodule morphism is called an M -comodule monomorphism (resp. iso-
morphism) if it is a complete isometry (resp. surjective complete isometry) and we
write X ∼= Y for isomorphic M -comodules.
If X is any dual operator space, then the Fubini tensor product X⊗FM becomes
anM -comodule with the action idX⊗∆: X⊗FM → X⊗FM⊗FM , which is called
a canonical M -comodule.
If N is a von Neumann algebra, then a normal unital *-monomorphism pi : N →
N⊗M , such that
(pi ⊗ idM ) ◦ pi = (idN ⊗∆) ◦ pi
will be called a W*-M -action of M on N and (N, pi) will be called a W*-M -
comodule. The terms W*-M -subcomodule, W*-M -comodule morphism etc, are de-
fined accordingly.
Remark 2.1. Let (M,∆) be a Hopf-von Neumann algebra. Every M -comodule
(X,α) is isomorphic to anM -subcomodule of a canonicalM -comodule, which may
be taken to be the W*-M -comodule (B(H)⊗M, idB(H)⊗∆) for some Hilbert space
H .
Indeed, the image α(X) under the action α is an M -subcomodule of the canonical
M -comodule X⊗FM , since we have:
(idX ⊗∆) ◦ α(X) = (α⊗ idM ) ◦ α(X) ⊆ α(X)⊗FM
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and α is an M -comodule isomorphism of X onto α(X) and thus
X ∼= α(X) ≤ X⊗FM.
Furthermore, we may suppose that X ⊆ B(H) as a w*-closed subspace for some
Hilbert space H , thus X⊗FM ≤ B(H)⊗M .
Remark 2.2. For any Hopf von Neumann algebra (M,∆), the predual M∗ of M
becomes naturally a Banach algebra with the product defined as:
f · g = (f ⊗ g) ◦∆,
for f, g ∈M∗. Furthermore, an M -comodule (X,α) becomes an M∗-Banach mod-
ule with the module operation defined as
f · x = (idX ⊗ f) ◦ α(x), f ∈M∗, x ∈ X.
Also, it is easy to see that a w*-continuous complete contraction φ : X → Y between
two M -comodules X and Y is an M -comodule morphism if and only if φ is an M∗-
module homomorphism.
Let (X,α) be an M -comodule over a Hopf-von Neumann algebra (M,∆). The
fixed point subspace of X is the operator space
Xα = {x ∈ X : α(x) = x⊗ 1M}.
Note that Xα is obviously an M -subcomodule of X .
Another important notion concerning actions of Hopf-von Neumann algebras is
commutativity of actions :
Definition 2.3. Let (M1,∆1) and (M2,∆2) be two Hopf-von Neumann algebras
and α1, α2 be actions of M1 and M2 on the same operator space X respectively.
We say that α1 and α2 commute if
(α1 ⊗ idM2) ◦ α2 = (idX ⊗ σ) ◦ (α2 ⊗ idM1) ◦ α1,
where σ : M2⊗M1 →M1⊗M2 : x⊗ y 7→ y ⊗ x is the flip isomorphism.
Lemma 2.4. [8, Lemma 5.2] With the notation and assumptions of Definition 2.3,
we have that the fixed point subspace Xα1 is an M2-subcomodule of (X,α2), i.e. the
restriction α2|Xα1 is an action of M2 on X
α1 .
For the rest of this paper, G will denote a locally compact (Hausdorff) group
with left Haar measure ds and modular function ∆G. We identify L
∞(G) with the
multiplicative operators acting on L2(G). Also, the fundamental unitary operator
VG ∈ B(L
2(G))⊗B(L2(G)) ≃ B(L2(G×G)) defined by the formula
VGf(s, t) = f(t
−1s, t), f ∈ L2(G×G), s, t ∈ G,
gives rise to a comultiplication αG : L
∞(G)→ L∞(G)⊗L∞(G) on L∞(G) via
αG(f) = V
∗
G(f ⊗ 1)VG
and it is easy to see that
αG(f)(s, t) = f(ts), s, t ∈ G,
(identifying L∞(G × G) ≃ L∞(G)⊗L∞(G)). Thus, (L∞(G), αG) is a Hopf von
Neumann algebra.
On the other hand, the unitary UG ∈ B(L
2(G))⊗B(L2(G)), defined by
UGξ(s, t) = ∆G(t)
1/2ξ(st, t), s, t ∈ G, ξ ∈ L2(G×G),
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induces another comultiplication on L∞(G), namely
α′G(f) = UG(f ⊗ 1)U
∗
G, f ∈ L
∞(G),
or equivalently
α′G(f)(s, t) = f(st), s, t ∈ G.
Obviously, we have
αG = σ ◦ α
′
G,
where σ : B(L2(G))⊗B(L2(G))→ B(L2(G))⊗B(L2(G)) : x⊗y 7→ y⊗x, is the flip
mapping.
Another basic example of a Hopf-von Neumann algebra, is the left von Neumann
algebra of G, i.e. the algebra L(G) := λ(G)′′ ⊆ B(L2(G)) generated by the left
regular representation λ : G ∋ s 7→ λs ∈ B(L
2(G)),
λsξ(t) = ξ(s
−1t), ξ ∈ L2(G).
The unitary operator WG ∈ B(L
2(G×G)), given by the formula
WGf(s, t) = f(s, st), f ∈ L
2(G×G), s, t ∈ G,
induces the comultiplication δG : L(G)→ L(G)⊗L(G) on L(G) via
δG(x) =W
∗
G(x⊗ 1)WG.
It is easy to verify that
δG(λs) = λs ⊗ λs, s ∈ G.
Recall the Fourier algebra A(G) of G (see e.g. [7]):
A(G) = {u : G→ C : ∃ξ, η ∈ L2(G), ∀s ∈ G, u(s) = 〈λsξ, η〉}.
With the pointwise product, A(G) is a Banach algebra with respect to the norm
||u||A(G) = inf{||ξ||||η|| : ξ, η ∈ L
2(G), such that u(s) = 〈λsξ, η〉}
and it is isometrically isomorphic with the predual L(G)∗ of the group von Neumann
algebra, the duality given by
〈λs, u〉 = u(s), s ∈ G, u ∈ A(G).
The pointwise product on A(G) coincides with that induced on the predual
L(G)∗ by the comultiplication δG of L(G), because:
〈λs, uv〉 = u(s)v(s) = 〈λs, u〉〈λs, v〉 = 〈λs ⊗ λs, u⊗ v〉 = 〈δG(λs), u⊗ v〉.
In the following, A(G) will be deliberately identified with L(G)∗.
Note that VG ∈ L(G)⊗L
∞(G) and WG ∈ L
∞(G)⊗L(G). Furthermore, αG and
δG extend to actions of L
∞(G) and L(G) on B(L2(G)) respectively, via the formulas
αG(x) = V
∗
G(x⊗ 1)VG, x ∈ B(L
2(G)),
δG(x) =W
∗
G(x⊗ 1)WG, x ∈ B(L
2(G)).
Also, recall the right regular representation of G on L2(G):
ρsf(t) = ∆G(s)
1/2f(ts), s, t ∈ G, f ∈ L2(G).
We denote by R(G) = ρ(G)′′ the right group von Neumann algebra and it is easy
to verify as well that UG ∈ R(G)⊗L
∞(G).
In the following, we assume always that L∞(G) and L(G) are considered as
Hopf-von Neumann algebras with respect to αG and δG respectively.
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Now, let us collect some well known facts about crossed products of von Neumann
algebras (see for example [14], [17], [18], [19]) and [20]), which will be used in the
sequel:
Theorem 2.5. Given a (pointwise) group action on a von Neumann algebra M ,
i.e. a w*-continuous representation α : G → Aut(M) by *-automorphisms of the
von Neumann algebra M , for any x ∈ M the w*-continuous function s 7→ α−1s (x)
defines an element piα(x) ∈ L
∞(G,M) ≃ M⊗L∞(G) and the map piα : M →
M⊗L∞(G) is an action of (L∞(G), αG) onM , i.e. a unital normal *-monomorphism
satisfying
(piα ⊗ idL∞(G)) ◦ piα = (idM ⊗ αG) ◦ piα
Conversely, for every W*-L∞(G)-action pi : M → M⊗L∞(G) of (L∞(G), αG) on
M , there exists a unique w*-continuous representation α : G → Aut(M) by *-
automorphisms of M , such that piα = pi.
The crossed product of M by the action α is defined to be the von Neumann
subalgebra of M⊗B(L2(G)) generated by piα(M) and C⊗L(G), that is
M ⋊α G = (piα(M) ∪ C⊗L(G))′′.
Because of the covariance relations:
piα(αs(x)) = (1⊗ λs)piα(x)(1 ⊗ λs)
∗, x ∈M, s ∈ G,
we get that
M ⋊α G = spanw*{(1⊗ λs)piα(x) : s ∈ G, x ∈M},
where span denotes the linear span.
For a group action α on M we set Mα := {x ∈M : αs(x) = x, ∀s ∈ G}. Then,
we have that Mpiα =Mα, i.e.
piα(x) = x⊗ 1 ⇐⇒ αs(x) = x, ∀s ∈ G.
Fix a group action α : G→ Aut(M) on a von Neumann algebraM and consider
the action β = α⊗Adρ on M⊗B(L2(G)), that is βs = αs ⊗Adρs, for all s ∈ G.
Proposition 2.6 (Dual action). If we set
α̂ = (idM ⊗ δG)|M⋊αG,
where δG is considered as an L(G)-action on B(L
2(G)) and idM ⊗ δG is an L(G)-
action on M⊗B(L2(G)), then α̂ is a W*-L(G)-action on M ⋊α G, which is called
the dual of α. Note that
α̂(x) = Ad(1⊗W∗
G
)(x⊗ 1), x ∈M ⋊α G.
Proposition 2.7. The corresponding W*-L∞(G)-actions piα and piβ satisfy:
piβ = (idM ⊗AdU
∗
G) ◦ (idM ⊗ σ) ◦ (piα ⊗ idB(L2(G))) ,
where UG is the unitary defined above and σ is the flip mapping on B(L
2(G))⊗
B(L2(G)). Furthermore, piβ commutes with the L(G)-action idM ⊗ δG (see Defini-
tion 2.3).
Lemma 2.8. The action β of G on M⊗B(L2(G)) satisfies:
(M⊗L∞(G))piβ = (M⊗L∞(G))β = piα(M).
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Proposition 2.9. For the dual action α̂ of α we have:
(M ⋊α G)α̂ = piα(M).
Theorem 2.10 (Digernes-Takesaki). The crossed product M⋊αG is the fixed point
space of β, i.e.
M ⋊α G = (M⊗B(L2(G)))β = (M⊗B(L2(G)))piβ .
3. Crossed products of dual operator spaces and main results
In this section, we prove some basic facts about crossed products of dual operator
spaces which are generalizations of known results for crossed products of von Neu-
mann algebras and we characterize those L∞(G)-comodules for which the Fubini
crossed product coincides with the spatial crossed product (see Theorem 3.17).
Definition 3.1 (M. Hamana, [8]). For an L∞(G)-comodule (X,α), we define the
map
α˜ : X⊗B(L2(G))→ X⊗B(L2(G))⊗L∞(G)
by
α˜ = (idX ⊗AdU
∗
G) ◦ (idX ⊗ σ) ◦ (α⊗ idB(L2(G)))
where σ is the flip mapping on B(L2(G))⊗B(L2(G)).
The proof of the next result is essentially the same as the proof of Lemma 5.3
(i) in [8] and so we omit it.
Proposition 3.2. Let (X,α) be an L∞(G)-comodule. Then, α˜ is an L∞(G)-action
on X⊗B(L2(G)), which commutes with the L(G)-action idX ⊗ δG.
Definition 3.3 (M. Hamana, [8]). Let (X,α) be an L∞(G)-comodule. The Fubini
crossed product of X by α is defined to be the L(G)-comodule (X⋊Fα G, α̂), where
X ⋊Fα G := (X⊗B(L
2(G)))α˜
and
α̂ := (idX ⊗ δG)|X⋊αG.
The L(G)-action α̂ : X ⋊Fα G→ (X ⋊
F
α G)⊗FL(G) is called the dual of α.
Remark 3.4. It follows immediately from Proposition 3.2 and Lemma 2.4, that
the dual action α̂ is indeed an L(G)-action on the Fubini crossed product X ⋊Fα G,
since idX ⊗ δG commutes with α˜.
Definition 3.5. Let (X,α) be an L∞(G)-comodule and suppose that X is w*-
closed in B(H), for some Hilbert space H . The spatial crossed product of X by α
is defined to be the space
X⋊αG := spanw*{(1H ⊗ λs)α(x) : s ∈ G, x ∈ X} ⊆ B(H)⊗B(L2(G)).
Remark 3.6. It is clear, from the Digernes-Takesaki theorem (see Theorem 2.10
above), Theorem 2.5 and Proposition 2.7, that X ⋊Fα G = X⋊αG when X is a von
Neumann algebra and α is in addition a unital normal *-homomorphism.
However, this is not true for general L∞(G)-comodules. For example, take any
discrete group failing the approximation property (see section 4), e.g. G = SL(3,Z).
Then, L(G) does not have the dual slice map property (see [10, Theorem 2.1]), which
means that there exists a dual operator space X , such that X⊗L(G) $ X⊗FL(G).
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Consider the trivial L∞(G)-action α : X → X⊗L∞(G), α(x) = x ⊗ 1, for any
x ∈ X . Then, obviously, we have
X⋊αG = X⊗L(G).
On the other hand, it is not hard to see that, if α is trivial, then
X ⋊Fα G = X⊗FL(G)
and therefore X ⋊Fα G 6= X⋊αG.
Remark 3.7. Let H, K be Hilbert spaces, X ⊆ B(H) a w*-closed subspace and
b, c ∈ B(K). Then, we have
(1H ⊗ b)(X⊗B(K))(1H ⊗ c) ⊆ X⊗B(K).
Indeed, for all a, b, c ∈ B(K) and v ∈ X , we have (1H ⊗ b)(v ⊗ a)(1H ⊗ c) = v ⊗
(bac) ∈ X⊗B(K), thus the above inclusion follows from the definition of the spatial
tensor product and the fact that the multiplication in B(H)⊗B(K) is separately
w*-continuous. As a consequence, if (X,α) is an L∞(G)-comodule, then X⋊αG ⊆
X⊗B(L2(G)), because α(X) ⊆ X⊗L∞(G) ⊆ X⊗B(L2(G)).
Also, if in addition Y is a w*-closed subspace of B(L) for some Hilbert space
L and φ : X → Y is a w*-continuous completely bounded map, then φ ⊗ idB(K) :
X⊗B(K)→ Y⊗B(K) is a w*-continuous B(K)-bimodule map in the sense that
(φ⊗ idB(K))((1H ⊗ a)x(1H ⊗ b)) = (1L ⊗ a)(φ⊗ idB(K))(x)(1L ⊗ b),
for all a, b ∈ B(K) and x ∈ X⊗B(K).
Proposition 3.8. Let (X,α) be an L∞(G)-comodule and suppose that X is w*-
closed in B(H), for some Hilbert space H. Then, X ⋊Fα G is an L(G)-bimodule,
i.e.
(1H ⊗ λs)y(1H ⊗ λt) ∈ X ⋊Fα G, s, t ∈ G, y ∈ X ⋊
F
α G
and α(X) ⊆ X ⋊Fα G. Therefore, we have:
X⋊αG ⊆ X ⋊Fα G.
Furthermore, α̂(X⋊αG) ⊆ (X⋊αG)⊗FL(G), that is X⋊αG is an L(G)-subcomodule
of (X ⋊Fα G, α̂).
Proof. Let s ∈ G and y ∈ X⋊Fα G. Then, by Remark 3.7 we have that (1H⊗λs)y ∈
X⊗B(L2(G)) and α˜(y) = y ⊗ 1, by Definition 3.3. Also, by Remark 3.7, we have
that
(α⊗ idB(L2(G)))((1H ⊗ λs)y) = (1H ⊗ 1L2(G) ⊗ λs)(α ⊗ idB(L2(G)))(y).
Thus, we have:
α˜((1H ⊗ λs)y) = (idX ⊗AdU
∗
G) ◦ (idX ⊗ σ) ◦ (α⊗ idB(L2(G)))((1H ⊗ λs)y)
= (idX ⊗AdU
∗
G) ◦ (idX ⊗ σ)
(
(1H ⊗ 1L2(G) ⊗ λs)(α⊗ idB(L2(G)))(y)
)
=
[
(idB(H) ⊗AdU
∗
G) ◦ (idB(H) ⊗ σ)((1H ⊗ 1L2(G) ⊗ λs))
]
α˜(y)
=
[
(1H ⊗ U
∗
G)(1H ⊗ λs ⊗ 1L2(G))(1H ⊗ UG)
]
(y ⊗ 1L2(G))
= (1H ⊗ λs)y ⊗ 1L2(G),
where the third equality above follows from the fact that (idB(H)⊗AdU
∗
G)◦(idB(H)⊗
σ) is a *-homomorphism and thus multiplicative, while the last equality is because
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UG ∈ R(G)⊗L
∞(G) and R(G) = L(G)′. Therefore, (1H⊗λs)y ∈ X⋊FαG. Similarly,
we get y(1H ⊗ λt) ∈ X ⋊Fα G for all t ∈ G and y ∈ X ⋊
F
α G.
On the other hand, if x ∈ X , then:
α˜(α(x)) = (idX ⊗AdU
∗
G) ◦ (idX ⊗ σ) ◦ (α ⊗ idB(L2(G)))(α(x))
= (idX ⊗AdU
∗
G) ◦ (idX ⊗ σ) ◦ (idX ⊗ αG)(α(x))
= (idX ⊗AdU
∗
G) ◦ (idX ⊗ α
′
G)(α(x))
= (1H ⊗ U
∗
G)(1H ⊗ UG)(α(x) ⊗ 1L2(G))(1H ⊗ U
∗
G)(1H ⊗ UG)
= α(x) ⊗ 1L2(G),
because α′G = σ ◦ αG and α
′
G(f) = UG(f ⊗ 1)U
∗
G, for all f ∈ L
∞(G). Hence,
α(X) ⊆ X ⋊Fα G.
Finally, for x ∈ X and s ∈ G, we have:
α̂((1H ⊗ λs)α(x)) = (idB(H) ⊗ δG)((1H ⊗ λs)α(x))
= (idB(H) ⊗ δG)(1H ⊗ λs))(idB(H) ⊗ δG)(α(x))
= (1H ⊗ δG(λs))(1H ⊗W
∗
G)(α(x) ⊗ 1L2(G))(1H ⊗WG)
= (1H ⊗ λs ⊗ λs)(α(x) ⊗ 1L2(G)),
because 1H ⊗WG ∈ C1H⊗L∞(G)⊗L(G) commutes with α(x) ⊗ 1L2(G) ∈ B(H)⊗
L∞(G)⊗C1L2(G). Therefore, we get:
α̂((1H ⊗ λs)α(x)) = ((1H ⊗ λs)α(x)) ⊗ λs
and it follows that α̂(X⋊αG) ⊆ (X⋊αG)⊗FL(G).

The next result proves that, for any L∞(G)-comodule X , both the Fubini crossed
product and the spatial crossed product are independent of the Hilbert space on
which X is represented.
Proposition 3.9 (Uniqueness of the crossed product). Let (X,α) and (Y, β) be
two L∞(G)-comodules and suppose that X and Y are w*-closed subspaces of B(H)
and B(K) respectively. If there exists an L∞(G)-comodule isomorphism Φ: X →
Y , then the isomorphism Ψ := Φ ⊗ idB(L2(G)) : X⊗B(L
2(G)) → Y⊗B(L2(G)) is
an L∞(G)-comodule isomorphism from (X⊗B(L2(G)), α˜) onto (Y⊗B(L2(G)), β˜),
which maps X ⋊Fα G onto Y ⋊
F
β G and X⋊αG onto Y⋊βG. Also, Ψ|X⋊FαG is an
L(G)-comodule isomorphism from (X⋊Fα G, α̂) onto (Y ⋊
F
β G, β̂) and Ψ|X⋊αG is an
L(G)-comodule isomorphism from (X⋊αG, α̂) onto (Y⋊βG, β̂). Furthermore, Ψ is
an L(G)-bimodule map, i.e. Ψ((1H ⊗ λs)x(1H ⊗ λt)) = (1K ⊗ λs)Ψ(x)(1K ⊗ λt),
for all s, t ∈ G and x ∈ X⊗B(L2(G)).
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Proof. First, since Φ is a comodule morphism we have that β ◦ Φ = (Φ ⊗ id) ◦ α
and hence:
β˜ ◦Ψ = (id⊗AdU∗G) ◦ (id⊗ σ) ◦ (β ⊗ id) ◦ (Φ⊗ id)
= (id⊗AdU∗G) ◦ (id⊗ σ) ◦ ((β ◦ Φ)⊗ id)
= (id⊗AdU∗G) ◦ (id⊗ σ) ◦ [((Φ⊗ id) ◦ α)⊗ id]
= (id⊗AdU∗G) ◦ (id⊗ σ) ◦ (Φ⊗ id⊗ id) ◦ (α⊗ id)
= (Φ⊗ id⊗ id) ◦ (id⊗AdU∗G) ◦ (id⊗ σ) ◦ (α⊗ id)
= (Ψ⊗ id) ◦ α˜,
which proves that Ψ is an L∞(G)-comodule isomorphism from (X⊗B(L2(G)), α˜)
onto (Y⊗B(L2(G)), β˜). This implies that Ψ maps the fixed point subspace X⋊Fα G
of α˜ onto the fixed point subspace Y ⋊Fβ G of β˜. On the other hand, the relation
β ◦ Φ = (Φ⊗ id) ◦ α yields that
Ψ(α(X)) = (Φ⊗ id)(α(X)) = β(Φ(X)) = β(Y )
and since Ψ is an L(G)-bimodule map (see Remark 3.7) it follows that Ψ maps
X⋊αG onto Y⋊βG. It remains to show that
β̂ ◦Ψ = (Ψ⊗ id) ◦ α̂.
Indeed:
β̂ ◦Ψ = (idY ⊗ δG) ◦ (Φ⊗ idB(L2(G))) = (Φ⊗ idB(L2(G)) ⊗ idL(G)) ◦ (idX ⊗ δG)
= (Ψ⊗ idL(G)) ◦ α̂.

The equality of the spatial and Fubini crossed products does not pass to sub-
comodules. Indeed, any L∞(G)-comodule is isomorphic to a sub-comodule of a von
Neumann algebra (see Remark 2.1), and the latter will always satisfy the equality
condition. However, if a sub-comodule is covariantly complemented, i.e. if it is
the range of a projection commuting with the action, the situation is better. In a
more general setting, the following proposition gives a sufficient condition so that
X ⋊Fα G = X⋊αG, for an L
∞(G)-comodule (X,α).
Proposition 3.10. Let (X,α) and (Y, β) be two L∞(G)-comodules and suppose
that X and Y are w*-closed subspaces of B(H) and B(K) respectively. Suppose
that ζ : X → Y is an L∞(G)-comodule monomorphism and there exists an L∞(G)-
comodule morphism φ : Y → X onto X such that φ◦ ζ = idX . If Y ⋊Fβ G = Y⋊βG,
then X ⋊Fα G = X⋊αG.
Proof. Let ψ := φ ⊗ idB(L2(G)) : Y⊗B(L
2(G)) → X⊗B(L2(G)). Then, with the
same argument as in the proof of Proposition 3.9, we get that ψ is an L∞(G)-
comodule morphism from (Y⊗B(L2(G)), β˜) to (X⊗B(L2(G)), α˜) and since φ is
onto X , it follows that ψ is onto X⊗B(L2(G)). Similarly, the map θ := ζ ⊗
idB(L2(G)) : X⊗B(L
2(G)) → Y⊗B(L2(G)) is an L∞(G)-comodule monomorphism
such that ψ ◦ θ = idX⊗B(L2(G)).
We will show that ψ maps Y ⋊Fβ G onto X ⋊
F
α G. Indeed, on the one hand, since
ψ is an L∞(G)-comodule morphism from (Y⊗B(L2(G)), β˜) to (X⊗B(L2(G)), α˜)
it maps the fixed point subspace of (Y⊗B(L2(G)), β˜) into the fixed point subspace
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of (X⊗B(L2(G)), α˜), that is ψ(Y ⋊Fβ G) ⊆ X ⋊
F
α G. On the other hand, for any
x ∈ X ⋊Fα G, we have x = ψ(y), where y := θ(x) ∈ Y⊗B(L
2(G)). Thus we get:
β˜(y) = β˜(θ(x)) = (θ ⊗ idL∞(G))(α˜(x))
= (θ ⊗ idL∞(G))(x ⊗ 1)
= θ(x) ⊗ 1 = y ⊗ 1
and thus y ∈ Y ⋊Fβ G. This yields that X ⋊
F
α G ⊆ ψ(Y ⋊
F
β G) and therefore we
have the equality X ⋊Fα G = ψ(Y ⋊
F
β G).
Now if we assume that Y ⋊Fβ G = Y⋊βG, then we have:
X ⋊Fα G = ψ
(
Y ⋊Fβ G
)
= ψ (Y⋊βG)
⊆ spanw*{ψ ((1K ⊗ λs)β(y)) : s ∈ G, y ∈ Y }
= spanw*{(φ⊗ id) ((1K ⊗ λs)β(y)) : s ∈ G, y ∈ Y }
= spanw*{(1H ⊗ λs)(φ ⊗ id) (β(y)) : s ∈ G, y ∈ Y }
= spanw*{(1H ⊗ λs)α(φ(y)) : s ∈ G, y ∈ Y }
= spanw*{(1H ⊗ λs)α(x) : s ∈ G, x ∈ X}
= X⋊αG
and therefore X ⋊Fα G = X⋊αG, because the inclusion X⋊αG ⊆ X ⋊
F
α G holds in
general (see Proposition 3.8).

Remark 3.11. Let Y and Z be two W*-TRO’s. A W*-TRO-morphism β : Y → Z
is called non-degenerate if the linear spans of β(Y )Z∗Z and β(Y )∗ZZ∗ are w*-dense
respectively in Z and Z∗.
In [16], P. Salmi and A. Skalski proved essentially that X ⋊Fα G = X⋊αG when X
is a W*-TRO and the action α is in addition a non-degenerate W*-TRO morphism.
One alternative way to prove this result is the following. Consider the linking von
Neumann algebra RX and the canonical w*-continuous projection P : RX → X .
Then, the action α extends uniquely to a W*-L∞(G)-action β : RX → RX⊗L
∞(G)
since α is a non-degenerate TRO-morphism (see [16, Proposition 1.2 and Theorem
2.3]), such that α ◦ P = (P ⊗ id) ◦ β. Therefore, X ⋊Fα G = X⋊αG follows from
Proposition 3.10.
Proposition 3.12. For any L∞(G)-comodule (X,α), it holds that
(X ⋊Fα G)
α̂ = (X⋊αG)α̂ = α(X).
Proof. By Proposition 3.9 and Remark 2.1, we may assume that (X,α) is a subco-
module of a W*-L∞(G)-comodule (M,α), i.e. M is a von Neumann algebra that
containsX and the action α extends to a W*-L∞(G)-action onM , which we denote
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again by α. Then, since α˜ commutes with idM ⊗ δG (see Proposition 3.2), we get:
(X ⋊Fα G)
α̂ =
(
(X⊗B(L2(G)))α˜
)α̂
=
(
(X⊗B(L2(G)))idX⊗δG
)α˜
=
(
X⊗(B(L2(G)))δG
)α˜
= (X⊗L∞(G))α˜,
because B(L2(G))δG = L∞(G) (see e.g. [18, §0.3.9]). By Theorem 2.5, there exists
a w*-group action γ : G → Aut(M), such that piγ = α. Therefore, by Proposition
2.7 and Lemma 2.8 we get that (M⊗L∞(G))α˜ = α(M) and so we have:
(X⊗L∞(G))α˜ = (M⊗L∞(G))α˜ ∩ (X⊗L∞(G))
= α(M) ∩ (X⊗L∞(G)).
Thus, it suffices to show that α(M)∩ (X⊗L∞(G)) = α(X). The inclusion α(M)∩
(X⊗L∞(G)) ⊇ α(X) is obvious. To prove the inclusion α(M) ∩ (X⊗L∞(G)) ⊆
α(X) consider an x ∈M , such that α(x) ∈ X⊗L∞(G). Then (idM ⊗ f)(α(x)) ∈ X
for all f ∈ L1(G) and hence, for any ω ∈M∗ with ω|X = 0, we have:
〈(idM ⊗ f)(α(x)), ω〉 = 0, ∀f ∈ L
1(G)
=⇒ 〈α(x), ω ⊗ f〉 = 0, ∀f ∈ L1(G)
=⇒
∫
G
f(s)〈γs−1(x), ω〉 ds = 0, ∀f ∈ L
1(G),
because α(x)(s) = piγ(x)(s) = γs−1(x), for all s ∈ G. Since the function G ∋
s 7→ 〈γs−1(x), ω〉 is bounded and continuous, the last equality implies that it is
identically zero. Therefore, by taking s = e (where e is the unit of G), we get that
〈x, ω〉 = 0, for any ω ∈ M∗ with ω|X = 0. Thus, x ∈ X . So, we have proved that
(X ⋊Fα G)
α̂ = α(X).
On the other hand, we have (X⋊αG)α̂ = (X⋊FαG)
α̂∩(X⋊αG) = α(X)∩(X⋊αG) =
α(X) and the proof is complete.

Definition 3.13. Let (M,∆) be a Hopf von Neumann algebra acting on a Hilbert
space K and (X,α) be anM -comodule with X being a w*-closed subspace of some
B(H). We say that (X,α) is non-degenerate if
X⊗B(K) = spanw*{(1H ⊗ y)α(x) : y ∈ B(K), x ∈ X}.
Lemma 3.14. Let (X,α) be an M -comodule for a Hopf von Neumann algebra
(M,∆). If (X,α) is non-degenerate, then
X = spanw*{ω · x : ω ∈M∗, x ∈ X},
where ω · x = (idX ⊗ ω)(α(x)) is the corresponding M∗-module action on X (see
Remark 2.2)
Proof. Suppose that (X,α) is non-degenerate and that the von Neumann algebra
M acts on a Hilbert space K and X is w*-closed in B(H) for some Hilbert space
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H . Let φ ∈ X∗, such that φ(ω · x) = 0, for all ω ∈M∗ and x ∈ X . Then, we have:
φ ◦ (idX ⊗ ω) ◦ α(x) = 0, ∀ω ∈M∗, x ∈ X
=⇒ ω ◦ (φ⊗ idB(K)) ◦ α(x) = 0, ∀ω ∈M∗, x ∈ X
=⇒ (φ⊗ idB(K)) ◦ α(x) = 0, ∀x ∈ X
=⇒ b(φ⊗ idB(K)) ◦ α(x) = 0, ∀b ∈ B(K), x ∈ X
=⇒ (φ⊗ idB(K)) ((1H ⊗ b)α(x)) = 0, ∀b ∈ B(K), x ∈ X.
Since (X,α) is non-degenerate, the last condition implies that (φ⊗ idB(K))(y) = 0
for any y ∈ X⊗B(K); thus φ(x)1 = (φ ⊗ idB(K))(x ⊗ 1) = 0 for any x ∈ X and
hence φ = 0. So the desired conclusion follows from the Hahn-Banach theorem.

For the proof of the next result see [19, Lemma II.1.4 and Corollary II.1.5].
Proposition 3.15. [19, Corollary II.1.5] Let δ : N → N⊗L(G) be a W*-L(G)-
action on a von Neumann algebra N . For any x ∈ N and any k ∈ A(G), we
have
(k · x)⊗ 1L2(G) ∈ span
w*{(1N ⊗ λs)δ(h · k · x) : s ∈ G, h ∈ A(G)},
where k · x = (idN ⊗ k)(δ(x)), for k ∈ A(G) and x ∈ N .
Corollary 3.16. Let δ : N → N⊗L(G) be a W*-L(G)-action on a von Neumann
algebra N ⊆ B(K) and let Y ⊆ N be an L(G)-subcomodule of N (i.e. Y is w*-
closed subspace of N and δ(Y ) ⊆ Y⊗FL(G)). Then, the following are equivalent:
(i) Y = spanw*{h · y : h ∈ A(G), y ∈ Y },
(ii) (Y, δ) is non-degenerate,
where h · y = (idY ⊗ h)(δ(y)), for h ∈ A(G) and y ∈ Y .
Proof. The implication (ii) =⇒ (i) is immediate by Lemma 3.14.
(i) =⇒ (ii): Since Y = spanw*{h · y : h ∈ A(G), y ∈ Y }, from Proposition 3.15
it follows that
z ⊗ 1L2(G) ∈ span
w*{(1K ⊗ b)δ(y) : b ∈ B(L
2(G)), y ∈ Y },
for any z ∈ Y .
Therefore, for any z ∈ Y and c ∈ B(L2(G)), we have that
z ⊗ c = (1K ⊗ c)(z ⊗ 1L2(G)) ∈ span
w*{(1K ⊗ b)δ(y) : b ∈ B(L
2(G)), y ∈ Y },
because the multiplication in B(K)⊗B(L2(G)) is separately w*-continuous.
Thus, we have that
Y⊗B(L2(G)) ⊆ spanw*{(1K ⊗ b)δ(y) : b ∈ B(L
2(G)), y ∈ Y }.
The converse inclusion follows from δ(Y ) ⊆ Y⊗FL(G) ⊆ Y⊗B(L
2(G)) and the
fact that Y⊗B(L2(G)) is a C1K⊗B(L2(G))-bimodule (see Remark 3.7).

In what follows, for a Hilbert space H and any subsets A, B ⊆ B(H), we will
denote by AB the set of all products ab, where a ∈ A and b ∈ B.
The next result gives a characterization of those L∞(G)-comodules for which the
corresponding Fubini crossed product is equal to the spatial crossed product.
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Theorem 3.17. Let (X,α) be an L∞(G)-comodule. The following are equivalent:
(i) X ⋊Fα G = X⋊αG,
(ii) (X ⋊Fα G, α̂) is a non-degenerate L(G)-comodule,
(iii) X ⋊Fα G = span
w*{h · y : h ∈ A(G), y ∈ X ⋊Fα G},
where h · y = (idX⋊FαG ⊗ h)(α̂(y)), for h ∈ A(G), y ∈ X ⋊
F
α G.
Proof. By Proposition 3.9 and Remark 2.1, we may assume that (X,α) is a sub-
comodule of a W*-L∞(G)-comodule (M,α), with M acting on a Hilbert space H .
Also, let us fix some notation. Set K := H ⊗ L2(G), N := B(K), Y := X ⋊Fα G,
Y0 := X⋊αG and δ := idB(H) ⊗ δG : N → N⊗L(G).
The equivalence (ii)⇐⇒ (iii) is immediate from Corollary 3.16.
(ii) =⇒ (i): Suppose that (X⋊Fα G, α̂) is non-degenerate and consider the following
faithful *-representation of L(G) on K:
u : L(G)→ B(K) : u(x) = 1H ⊗ x.
Then, observe that
(1) u(L(G))Y u(L(G)) ⊆ Y , i.e. Y is a C1H⊗L(G)-subbimodule of N ,
(2) δ◦u = (u⊗idL(G))◦δG, i.e. u is a comodule monomorphism from (L(G), δG)
to (N, δ).
The representation u defines a unitary operator R : K ⊗ L2(G) → K ⊗ L2(G) by
the formula
(Rξ)(s) = u(λs−1)(ξ(s)) = (1H ⊗ λs−1)(ξ(s)),
for s ∈ G and ξ ∈ L2(G,K) ≃ K ⊗ L2(G).
We claim that R ∈ C1H⊗L(G)⊗L∞(G). Indeed, if we take T ∈ B(H), r ∈ G and
f ∈ L∞(G), then, for every η ∈ H, φ, ψ ∈ L2(G) and s ∈ G, we have
(R(T ⊗ ρr ⊗ f)(η ⊗ φ⊗ ψ))(s) = (R(Tη ⊗ ρrφ⊗ fψ))(s)
= (1H ⊗ λs−1 )(f(s)ψ(s)(Tη ⊗ ρrφ))
= f(s)ψ(s)(Tη ⊗ λs−1ρrφ)
= f(s)ψ(s)(Tη ⊗ ρrλs−1φ)
= (T ⊗ ρr ⊗ f)(η ⊗ λs−1φ⊗ ψ)(s)
= ((T ⊗ ρr ⊗ f)R)(η ⊗ φ⊗ ψ))(s)
thus R ∈ (B(H)⊗R(G)⊗L∞(G))′ = C1H⊗L(G)⊗L∞(G).
Combining that R ∈ C1H⊗L(G)⊗L∞(G) with (1) and Remark 3.7, yields that the
normal *-isomorphism
AdR : N⊗B(L2(G))→ N⊗B(L2(G)) : T 7→ RTR∗
maps Y⊗B(L2(G)) onto Y⊗B(L2(G)).
Now, we consider two W*-L(G)-actions on the von Neumann algebraN⊗B(L2(G)),
namely
δ˜ := (idN ⊗AdWG) ◦ (idN ⊗ σ) ◦ (δ ⊗ idB(L2(G)))
and
δ¯ := (idN ⊗ σ) ◦ (δ ⊗ idB(L2(G))).
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Let Σ ∈ B(K ⊗ L2(G ×G)) with Σξ(s, t) = ξ(t, s), for ξ ∈ K ⊗ L2(G×G). Then,
for any ξ ∈ K ⊗ L2(G×G), we have:
δ¯(R)ξ(s, t) = Σ(δ ⊗ idB(L2(G)))(R)(Σξ)(s, t) = (δ ⊗ idB(L2(G)))(R)(Σξ)(t, s)
= δ(u(λs−1 ))(Σξ)(t, s) = (u⊗ idL(G))(δG(λs−1))(Σξ)(t, s)
= (u(λs−1)⊗ λs−1 )(Σξ)(t, s) = u(λs−1)(Σξ)(st, s) = u(λs−1)ξ(s, st)
= (R ⊗ 1)(1⊗WG)ξ(s, t)
Thus, δ¯(R) = (R ⊗ 1)(1 ⊗ WG), which implies that AdR is an L(G)-comodule
isomorphism from (N⊗B(L2(G)), δ˜) onto (N⊗B(L2(G)), δ¯). Indeed, for any T ∈
N⊗B(L2(G)), we have
(δ¯ ◦AdR)(T ) = δ¯(R)δ¯(T )δ¯(R)∗ = (R⊗ 1)(1⊗WG)δ¯(T )(1⊗W
∗
G)(R
∗ ⊗ 1)
= (AdR ⊗ idB(L2(G))) ◦ (idN ⊗AdWG) ◦ δ¯(T )
= (AdR ⊗ idB(L2(G))) ◦ δ˜(T )
Therefore, AdR preserves fixed points, i.e.
AdR
(
(N⊗B(L2(G)))δ˜
)
=
(
N⊗B(L2(G))
)δ¯
.
On the other hand, N δ⊗B(L2(G)) =
(
N⊗B(L2(G))
)δ¯
. Indeed, for every x ∈ N δ
and b ∈ B(L2(G)), we have
δ¯(x⊗ b) = (idN ⊗ σ)(δ(x) ⊗ b) = (idN ⊗ σ)(x ⊗ 1⊗ b) = x⊗ b⊗ 1,
hence we have the inclusion N δ⊗B(L2(G)) ⊆
(
N⊗B(L2(G))
)δ¯
. For the converse
inclusion, take T ∈ N⊗B(L2(G)) such that δ¯(T ) = T⊗1. Then, for ω ∈ B(L2(G))∗,
φ ∈ N∗ and h ∈ A(G), we have
〈δ ◦ (idN ⊗ ω)(T ), φ⊗ h〉 = 〈(idN ⊗ ω)(T ), (φ⊗ h) ◦ δ〉
= 〈T, (φ⊗ h⊗ ω) ◦ (δ ⊗ idB(L2(G)))〉
= 〈T, (φ⊗ ω ⊗ h) ◦ (idN ⊗ σ) ◦ (δ ⊗ idB(L2(G)))〉
= 〈δ¯(T ), φ⊗ ω ⊗ h〉 = 〈T ⊗ 1, φ⊗ ω ⊗ h〉
= 〈T, φ⊗ ω〉〈1, h〉 = 〈(id⊗ ω)(T )⊗ 1, φ⊗ h〉
thus (idN⊗ω)(T ) ∈ N
δ for all ω ∈ B(L2(G))∗, which implies that T ∈ N
δ⊗B(L2(G)).
Furthermore, by Proposition 3.12, we have α(X) = Y α̂. Also, recall thatB(L2(G)) =
spanw*{yf : f ∈ L∞(G), y ∈ L(G)} and observe that (C1K⊗L∞(G))δ(N) ⊆
(N⊗B(L2(G)))δ˜ . Indeed, if y ∈ N and f ∈ L∞(G), then
δ˜(δ(y)) = (idN ⊗AdWG) ◦ (idN ⊗ σ) ◦ (δ ⊗ idB(L2(G)))(δ(y))
= (idN ⊗AdWG) ◦ (idN ⊗ σ) ◦ (idN ⊗ δG)(δ(y))
= (idN ⊗AdWG) ◦ (idN ⊗ δG)(δ(y)) (because σ ◦ δG = δG)
= (idN ⊗AdWG) ◦ (idN ⊗AdW
∗
G)(δ(y) ⊗ 1) (δG(x) =W
∗
G(x⊗ 1)WG)
= δ(y)⊗ 1
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and
δ˜(1K ⊗ f) = (idN ⊗AdWG) ◦ (idN ⊗ σ) ◦ (δ ⊗ idB(L2(G)))(1K ⊗ f)
= (idN ⊗AdWG)(1K ⊗ f ⊗ 1L2(G))
= 1K ⊗W
∗
G(f ⊗ 1L2(G))WG
= 1K ⊗ f ⊗ 1L2(G) (WG ∈ L
∞(G)⊗L(G))
By assumption (Y, δ) is non-degenerate, i.e.
Y⊗B(L2(G)) = spanw*{(1K ⊗ b)δ(x) : x ∈ Y, b ∈ B(L
2(G))}
and B(L2(G)) = spanw* {L(G)L∞(G)}. Thus it follows that
Y⊗B(L2(G)) = spanw*{(1K ⊗ y)(1K ⊗ f)δ(x) : x ∈ Y, y ∈ L(G), f ∈ L
∞(G)}
⊆ spanw*
{
(1K ⊗ y)T : y ∈ L(G), T ∈ (Y⊗B(L
2(G)))δ˜
}
.(*)
The last inclusion follows from (C1K⊗L∞(G))δ(N) ⊆ (N⊗B(L2(G)))δ˜ and the
fact that (Y⊗B(L2(G)), δ˜) is an L(G)-subcomodule of (N⊗B(L2(G)), δ˜).
Therefore, since AdR maps Y⊗B(L2(G)) onto Y⊗B(L2(G)), the above inclusion
(*) implies that
Y⊗B(L2(G)) = R(Y⊗B(L2(G)))R∗
⊆ spanw*
{
R(C1K⊗L(G))R∗R(Y⊗B(L2(G)))δ˜R∗
}
.
On the other hand, we have
R(Y⊗B(L2(G)))δ˜R∗ =
(
R(N⊗B(L2(G)))δ˜R∗
)
∩ (Y⊗B(L2(G)))
= (N⊗B(L2(G)))δ¯ ∩ (Y⊗B(L2(G)))
= (N δ⊗B(L2(G))) ∩ (Y⊗B(L2(G)))
= ((N δ ∩ Y )⊗B(L2(G)))
= Y δ⊗B(L2(G))
= Y α̂⊗B(L2(G)) = α(X)⊗B(L2(G))
and
R(C1K⊗L(G))R∗ ⊆ C1H⊗L(G)⊗B(L2(G)),
because R ∈ C1H⊗L(G)⊗B(L2(G)).
Hence, Y⊗B(L2(G)) ⊆ spanw*
{
R(C1K⊗L(G))R∗R(Y⊗B(L2(G)))δ˜R∗
}
yields that
Y⊗B(L2(G)) ⊆ spanw*
{(
C1H⊗L(G)⊗B(L2(G))
) (
α(X)⊗B(L2(G))
)}
⊆
(
spanw* {(C1H⊗L(G))α(X)}
)
⊗B(L2(G))
= Y0⊗B(L
2(G)).
It follows that Y = Y0, that is X ⋊Fα G = X⋊αG.
(i) =⇒ (ii): Suppose that condition (i) holds and keep the same notation as above.
By Remark 3.7 we have that Y⊗B(L2(G)) is a C1K⊗B(L2(G))-bimodule. Thus,
since α̂(Y ) ⊆ Y⊗FL(G) ⊆ Y⊗B(L
2(G)), we have the inclusion Y⊗B(L2(G)) ⊇
spanw*{(1K ⊗ b)α̂(y) : b ∈ B(L
2(G)), y ∈ Y }.
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For the converse inclusion, it suffices to show that Y0⊗B(L
2(G)) ⊆ spanw*{(1K⊗
b)α̂(y) : b ∈ B(L2(G)), y ∈ Y0}, since Y = Y0 (by the assumption that (i) holds).
Indeed, for any s ∈ G, x ∈ X and b ∈ B(L2(G)), we have
((1H ⊗ λs)α(x)) ⊗ b = (1H ⊗ 1L2(G) ⊗ bλ
−1
s )(((1H ⊗ λs)α(x)) ⊗ λs)
= (1H ⊗ 1L2(G) ⊗ bλ
−1
s )α̂((1H ⊗ λs)α(x)).
Thus, (1H ⊗ λs)α(x) ⊗ b ∈ span
w*{(1K ⊗ c)α̂(y) : c ∈ B(L
2(G)), y ∈ Y0}.
Since Y0⊗B(L
2(G)) is the w*-closed linear span of the elements of the form (1H ⊗
λs)α(x) ⊗ b, we get the desired inclusion.

Remark 3.18. Note that from the last part of the proof of Theorem 3.17 (the
proof of the implication (i) =⇒ (ii)) it follows that the spatial crossed product
(X⋊αG, α̂) is always a non-degenerate L(G)-comodule.
Remark 3.19. The result of Salmi and Skalski (see Remark 3.11) can also be
proved using Theorem 3.17 as follows.
Let X be a W*-TRO, α : X → X⊗L∞(G) be an L∞(G)-action on X such that α
is a non-degenerate W*-TRO-morphism (see Remark 3.11 for the definition) and
consider the canonical w*-continuous projection P : RX → X , where RX is the
linking von Neumann algebra of X . Also, let β : RX → RX⊗L
∞(G) be the unique
W*-L∞(G)-action that extends α. Then, by the proof of Proposition 3.9 it follows
that P ⊗ idB(L2(G)) : RX⊗ B(L
2(G))→ X⊗B(L2(G)) is also a w*-continuous pro-
jection and an L∞(G)-comodule morphism with respect to the actions β˜ and α˜.
Therefore, as in the proof of Proposition 3.10 it follows that P ⊗ idB(L2(G)) restricts
to a w*-projection Q : RX ⋊Fβ G→ X ⋊
F
α G. Furthermore, following the last part
of the proof of Proposition 3.9 we get the equality
α̂ ◦Q = (Q⊗ idL(G)) ◦ β̂,
which by Remark 2.2 means exactly that
Q(u · y) = u ·Q(y) for any u ∈ A(G) and y ∈ RX ⋊Fβ G.
Thus Q : RX ⋊Fβ G → X ⋊
F
α G is a w*-continuous A(G)-module morphism onto
X⋊FαG. On the other hand, we have RX⋊
F
β G = span
w*{A(G)·(RX⋊Fβ G)} because
of the Digernes-Takesaki theorem and Theorem 3.17. It follows that X ⋊Fα G =
spanw*{A(G) · (X ⋊Fα G)} and hence X ⋊
F
α G = X⋊αG by Theorem 3.17.
4. An application to groups with the approximation property
Let G be a locally compact group. A complex-valued function u : G → C is
called a multiplier for the Fourier algebra A(G) if the linear map mu(v) = uv
maps A(G) into A(G). The space of all multipliers of A(G) is denoted by MA(G)
and MA(G) ⊆ Cb(G). For u ∈ MA(G), we denote by Mu the w*-continuous
linear map from L(G) to L(G) defined by Mu = m
∗
u. The function u is called
a completely bounded multiplier if Mu is completely bounded. The space of all
completely bounded multipliers is denoted by M0A(G) and it is a Banach space
with the norm ||u||M0 = ||Mu||cb. Moreover, A(G) ⊆M0A(G).
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It is known thatM0A(G) is the dual Banach space of Q(G), where Q(G) denotes
the completion of L1(G) in the norm
||f ||Q = sup
{∣∣∣∣
∫
G
f(s)u(s) ds
∣∣∣∣ : u ∈M0A(G), ||u||M0 ≤ 1
}
.
We say that G has the approximation property (AP) if there is a net {ui}i∈I in
A(G), such that ui → 1 in the σ(M0A(G), Q(G))-topology.
For more details on completely bounded multipliers and the aproximation prop-
erty see for example [3], [4] and [10].
We will need the following theorem due to U. Haagerup and J. Kraus (see [10,
Proposition 1.7 and Theorem 1.9]).
Theorem 4.1. For any locally compact group G, the following conditions are equiv-
alent:
(i) G has the AP.
(ii) There is a net {ui} in A(G), such that, for any von Neumann algebra N ,
(idN ⊗Mui)(x) −→ x in the w*-topology for all x ∈ N⊗L(G).
Proposition 4.2. Let X ⊆ B(H) be a w*-closed subspace of B(H), G be a locally
compact group with the AP and α : X → X⊗L∞(G) be an L∞(G)-action. Then,
for any x ∈ X ⋊Fα G, we have:
x ∈ A(G) · x
w*
,
where h · x = (idX⋊FαG ⊗ h) ◦ α̂(x), for any x ∈ X ⋊
F
α G and h ∈ A(G).
Proof. Let us denote Y := X ⋊Fα G and K := H ⊗L
2(G). First, we prove that the
dual action α̂ : Y → Y⊗FL(G) satisfies the condition
(1) (idY ⊗Mu) ◦ α̂ = α̂ ◦ (idY ⊗ u) ◦ α̂,
for any u ∈ A(G).
Indeed, observe that for any u, h ∈ A(G) and y ∈ L(G) we have:
〈Mu(y), h〉 = 〈y, hu〉
= 〈δG(y), h⊗ u〉
= 〈(idL(G) ⊗ u) ◦ δG(y), h〉,
thereforeMu = (idL(G)⊗u)◦ δG, for any u ∈ A(G). So, for any u ∈ A(G), we have:
α̂ ◦ (idY ⊗ u) ◦ α̂ = (idY ⊗ idL(G) ⊗ u) ◦ (α̂⊗ idL(G)) ◦ α̂
= (idY ⊗ idL(G) ⊗ u) ◦ (idY ⊗ δG) ◦ α̂
=
[
idY ⊗
(
(idL(G) ⊗ u) ◦ δG
)]
◦ α̂
= (idY ⊗Mu) ◦ α̂,
and (1) is proved.
Since G has the AP, by Theorem 4.1 there exists a net {ui} in A(G) such that
(idB(K) ⊗Mui)(y) −→ y ultraweakly for all y ∈ B(K)⊗L(G).
Therefore, (idY ⊗Mui)(α̂(x)) −→ α̂(x) ultraweakly, for any x ∈ Y , because α̂(Y ) ⊆
Y⊗FL(G) ⊆ B(K)⊗L(G). Thus (1) implies that α̂ ◦ (idY ⊗ ui) ◦ α̂(x) −→ α̂(x)
ultraweakly, for any x ∈ Y . On the other hand, α̂ is a w*-continuous isometry,
therefore it is a w*-w*-homeomorphism from Y onto α̂(Y ) (see e.g. [2], Theorem
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A.2.5) and thus (idY ⊗ui)◦ α̂(x) −→ x ultraweakly, that is ui ·x −→ x ultraweakly,
for any x ∈ Y .

The next result is due to J. Crann and M. Neufang (see [5]). Here, we give an
alternative proof as an application of Theorem 3.17 and Proposition 4.2.
Proposition 4.3. Let G be a locally compact group with the AP and (X,α) an
L∞(G)-comodule. Then,
X ⋊Fα G = X⋊αG.
Proof. Since G has the AP, by Proposition 4.2 it follows that y ∈ A(G) · y
w*
for
any y ∈ X ⋊Fα G, which implies that:
X ⋊Fα G = span
w*{h · y : y ∈ X ⋊Fα G, h ∈ A(G)}.
Therefore, Theorem 3.17 yields that X ⋊Fα G = X⋊αG.

5. Crossed products and ideals of L1(G)
For this section, let J be a closed left ideal of L1(G) and consider its annihilator
J⊥ ⊆ L∞(G). In [1], M. Anoussis, A. Katavolos and I. Todorov define two L(G)-
subbimodules of B(L2(G)), namely Bim(J⊥) and (RanJ)⊥ and ask whether these
bimodules are equal. They proved that this is the case when G is either weakly
amenable discrete or compact or abelian.
This result was later generalized by J. Crann and M. Neufang [5] who proved
that if G has the AP, then Bim(J⊥) = (RanJ)⊥. Their approach is based on their
non-commutative Feje´r-type theorem for crossed products of von Neumann algebras
by groups with the AP (see [5]).
Here, we prove that Bim(J⊥) and (RanJ)⊥ can be realized respectively as the
spatial crossed product and the Fubini crossed product of a certain L∞(G)-action
on J⊥. Thus, Theorem 3.17 provides a necessary and sufficient condition for the
equality Bim(J⊥) = (RanJ)⊥.
For any h ∈ L1(G), the map Θ(h) : B(L2(G))→ B(L2(G)) is defined by
Θ(h)(T ) =
∫
G
h(s)Adρs(T ) ds,
where the integral is understood in the w*-topology. We define
(RanJ)⊥ = kerΘ(J) := {T ∈ B(L2(G)) : Θ(h)(T ) = 0, ∀h ∈ J}.
On the other hand, Bim(J⊥) is the normal L(G)-bimodule generated by J⊥, that
is
Bim(J⊥) = spanw*{λsfλt : s, t ∈ G, f ∈ J
⊥}.
Then, Bim(J⊥) and (RanJ)⊥ are L(G)-bimodules and Bim(J⊥) ⊆ (RanJ)⊥. For
more details regarding Bim(J⊥) and (RanJ)⊥, as well as for theoriginal definition
of (RanJ)⊥, see [1].
Consider the normal *-monomorphism Φ: B(L2(G)) → B(L2(G))⊗B(L2(G))
given by
Φ(T ) = V ∗GδG(T )VG = V
∗
GW
∗
G(T ⊗ 1)WGVG.
Then, it is not hard to see that
(2) Φ(f) = αG(f), f ∈ L
∞(G)
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and
(3) Φ(λs) = 1⊗ λs, s ∈ G.
Also, we have
α̂G ◦ Φ = (Φ⊗ idL(G)) ◦ δG
and therefore, Φ is a W*-L(G)-comodule isomorphism from (B(L2(G)), δG) onto
(L∞(G)⋊αGG, α̂G).
Since J is a closed left ideal of L1(G), it follows that αG(J
⊥) ⊆ J⊥⊗L∞(G), i.e.
J⊥ is an L∞(G)-subcomodule of (L∞(G), αG).
Proposition 5.1. The L(G)-comodule isomorphism Φ defined above maps Bim(J⊥)
onto J⊥⋊αGG and (RanJ)
⊥ onto J⊥⋊FαGG. In particular, Bim(J
⊥) and (RanJ)⊥
are L(G)-subcomodules of (B(L2(G)), δG).
Proof. First, note that from the covariance relations
λsfλs−1 = fs, s ∈ G,
(where fs(t) = f(s
−1t)) we get that
Bim(J⊥) = spanw*{λsf : s ∈ G, f ∈ J
⊥},
thus (2) and (3) imply that Φ(Bim(J⊥)) = J⊥⋊αGG.
It remains to show that Φ((RanJ)⊥) = J⊥ ⋊FαG G.
Note that
J⊥ ⋊FαG G = (J
⊥⊗B(L2(G)))α˜G
= (L∞(G)⊗B(L2(G)))α˜G ∩ (J⊥⊗B(L2(G)))
= (L∞(G)⋊αGG) ∩ (J
⊥⊗B(L2(G))),
since (L∞(G)⊗B(L2(G)))α˜G = (L∞(G)⋊αGG) by the Digernes-Takesaki theorem.
Therefore if y ∈ L∞(G)⋊αGG, then
y ∈ J⊥ ⋊FαG G ⇐⇒ (h⊗ idB(L2(G)))(y) = 0, ∀h ∈ J.
Since (RanJ)⊥ is the intersection of the kernels of the maps Θ(h) for h ∈ J , and
J⊥⋊FαG G is the intersection of the kernels of the maps (h⊗ idB(L2(G))), for h ∈ J ,
it suffices to prove that
Θ(h) = (h⊗ idB(L2(G))) ◦ Φ, ∀h ∈ L
1(G).
Since both maps are linear and w*-continuous, it suffices to prove the equality for
elements of the form fλs, for f ∈ L
∞(G) and s ∈ G, whose linear span is w*-dense
in B(L2(G)). But Θ(h) and (h⊗ idB(L2(G)))◦Φ are L(G)-module maps since clearly
Θ(h)(fλs) = Θ(h)(f)λs
and
(h⊗ id)(Φ(fλs)) = (h⊗ id)(Φ(f)(1 ⊗ λs)) = (h⊗ id)(Φ(f))λs,
therefore it suffices to prove that
Θ(h)(f) = (h⊗ id)(Φ(f)) , for all h ∈ L1(G) and f ∈ L∞(G).
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Indeed, first observe that Θ(h)(f) = fh, where fh(t) =
∫
G
h(s)f(ts)ds. Thus, for
any k ∈ L1(G),
〈Θ(h)(f), k〉 = 〈fh, k〉
=
∫
G
fh(t)k(t)dt
=
∫∫
G×G
h(s)f(ts)k(t)dsdt
= 〈αG(f), h⊗ k〉
= 〈(h⊗ id)(αG(f)), k〉
= 〈(h⊗ id)(Φ(f)), k〉
and so, Θ(h)(f) = (h⊗ id)(Φ(f)) and the proof is complete.

Remark 5.2. Following [15], let CB
σ,L(G)
L∞(G)(B(L
2(G))) be the algebra of all w*-
continuous completely bounded L∞(G)-bimodule morphisms on B(L2(G)) which
leave L(G) invariant. Also, let V binv(G) and V
∞
inv(G) be the space of continuous
right invariant Schur multipliers and the space of measurable right invariant Schur
multipliers respectively (see [15, section 4] for the precise definitions). It is shown
in [15, Theorem 4.3] that there are completely isometric isomorphisms
M0A(G) ∼= V
b
inv(G)
∼= V∞inv(G)
∼= CB
σ,L(G)
L∞(G)(B(L
2(G)))
In particular, every completely bounded multiplier u ∈M0A(G) is identified with a
map Su ∈ CB
σ,L(G)
L∞(G)(B(L
2(G))) (sometimes called a Herz-Schur multiplier), which
is the unique element in CB
σ,L(G)
L∞(G)(B(L
2(G))) that extends the completely bounded
and w*-continuous map Mu = m
∗
u : L(G)→ L(G) defined in section 4.
In the case of an element u ∈ A(G), the map Su can be described in terms of the
L(G)-action δG on B(L
2(G)). Namely, we have:
Su = (idB(L2(G)) ⊗ u) ◦ δG : B(L
2(G))→ B(L2(G)),
for any u ∈ A(G).
Indeed, since δG(f) = f ⊗ 1 and δG(λs) = λs ⊗ λs for any f ∈ L
∞(G) and s ∈ G,
it follows easily that
(idB(L2(G)) ⊗ u) ◦ δG(fλs) = u(s)fλs, s ∈ G, f ∈ L
∞(G), u ∈ A(G).
On the other hand, Mu(λs) = u(s)λs for any s ∈ G and therefore if u ∈ A(G),
then (idB(L2(G))⊗u)◦ δG is the unique completely bounded w*-continuous L
∞(G)-
bimodule morphism on B(L2(G)) that extendsMu. That is Su = (idB(L2(G))⊗u)◦
δG for all u ∈ A(G).
Therefore, the A(G)-module structure of B(L2(G)) induced by the L(G)-action
δG : B(L
2(G)) → B(L2(G))⊗L(G) (recall Remark 2.2) can be described in terms
of Schur multipliers Su with u ∈ A(G), that is
Su(T ) = (idB(L2(G)) ⊗ u) ◦ δG(T ) = u · T,
for all u ∈ A(G) and T ∈ B(L2(G)).
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The next corollary, which is an immediate consequence of Theorem 3.17 and
Proposition 5.1, provides a necessary and sufficient condition so that Bim(J⊥)
= (RanJ)⊥.
Corollary 5.3. The following conditions are equivalent:
(a) Bim(J⊥) = (RanJ)⊥,
(b) ((RanJ)⊥, δG) is a non-degenerate L(G)-comodule,
(c) (RanJ)⊥ = spanw*{Su(T ) : u ∈ A(G), T ∈ (RanJ)
⊥}.
Proof. The equivalence between (a) and (b) is clear from Theorem 3.17 and Propo-
sition 5.1. Also, the equivalence between (b) and (c) follows again from Theorem
3.17, because Su(T ) = (idB(L2(G)) ⊗ u) ◦ δG(T ) = u · T , for any u ∈ A(G) and
T ∈ B(L2(G)).

Remark 5.4. Note that from Proposition 5.1 and Proposition 4.2 it follows that
if G has the AP, then there exists a net (ui)i∈I in A(G), such that
Sui(T ) −→ T, ultraweakly for all T ∈ B(L
2(G)).
Therefore, Corollary 5.3 implies that if G has the AP, then Bim(J⊥) = (RanJ)⊥.
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