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a b s t r a c t
Kotakemori et al. (2002) [2] have reported that the convergence rate of the iterative
method with a preconditioner Pm = (I + Smax) was superior to one of the modified
Gauss–Seidelmethods under a special condition. The authors derived a theoremcomparing
the Gauss–Seidel method. To remove the requirement for this condition, Morimoto et al.
(2004) [4] have proposed the preconditioner Psm = (I + S + Sm). However, it is pointed
out that there exists a special matrix that does not satisfy this comparison theorem. To
overcome this problem, Kohno et al. (2009) [3] have proposed some preconditioners. In
this note, we present a new preconditioner and from numerical results, we show that the
convergence rate of the proposed method is better than that of the Gauss–Seidel method
with other preconditioners. In addition, we presented the comparison theorem for the
proposed preconditioner. We succeeded to overcome two drawbacks mentioned above.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following linear system:
Ax = b, (1.1)
where A ∈ Rn×n is anM-matrix (A−1 ≥ O), x and b are n-dimensional vectors.
A preconditioned of (1.1) is
PAx = Pb. (1.2)
The preconditioner P can be taken as different types for solving linear system (1.1). For examples, let the preconditioner be
P = (I + S), where
S = (sij) =
{−aii+1, for i = 1, 2, . . . , n− 1,
0, otherwise.
This preconditioner proposed by Gunawardena et al. [1]. Let A = I − L−U , where−L and−U are the strictly lower and the
strictly upper triangular part of A, respectively. Then AS = (a(s)ij ) = (I + S)A = PSA can be expressed as
AS = I − L− U + S − SL− SU = MS − NS, (1.3)
where MS = (I − DS) − (L + ES), NS = U − S + SU and DS, ES are the diagonal and the strictly lower triangular part
of SL, respectively. If MS is nonsingular, then the Gauss–Seidel iteration matrix is defined by TS = M−1S NS = {(I − DS) −
(L+ ES)}−1(U − S + SU). Authors proved that if ai,i+1ai+1,i < 1, then
ρ(TS) ≤ ρ(T ) < 1,
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holds, where ρ(TS) and ρ(T ) denote the spectral radius of the Gauss–Seidel iteration matrices TS and T associated with
AS = (I + S)A and A, respectively.
In 2002, Kotakemori et al. [2] proposed using Pm = (I + Sm), where Sm is defined by
Sm = (s(m)ij ) =
{−aiki , for 1 ≤ i < n, i+ 1 ≤ j ≤ n,
0, otherwise,
where ki = min Ii, Ii = {j : |aij| is maximal for i+ 1 ≤ j ≤ n}, for 1 ≤ i < n. Then Am = (I + Sm)A = PmA can be written as
follows:
Am = I − L− U + Sm − SmL− SmU = Mm − Nm, (1.4)
whereMm = (I−Dm)−(L+Em) andNm = U−Sm+Fm+SmU andDm, Em and Fm are the diagonal and the strictly lower and
the strictly upper triangular part of SmL, respectively. IfMm is nonsingular, then the Gauss–Seidel iteration matrix is defined
by Tm = M−1m Nm = {(I − Dm)− (L+ Em)}−1 (U − Sm + Fm + SmU).
Lemma 1 (Kotakemori et al. [2], Lemma 3.4). Let A be an M-matrix. Suppose that
ai,i+1ai+1,j ≤ ai,kiaki,j, 1 ≤ i ≤ n− 2, j ≤ i. (1.5)
Then the following inequality holds:
M−1m ≥ M−1S .
Theorem 2 (Kohno et al. [3], Theorem 3). Let A be an M-matrix. Then the Gauss–Seidel splittings A = M−N and AS = MS −NS
are convergent and the following inequality holds:
ρ(M−1S NS) ≤ ρ(M−1N). (1.6)
Theorem 3 (Kohno et al. [3], Theorem 3). Let A be an M-matrix. Let AS = MS − NS and Am = Mm − Nm be Gauss–Seidel
convergent splittings of AS and Am, respectively. Assume that only one of the inequalities Amx ≥ ASx or Amy ≥ ASy , where x and
y are positive eigenvectors associated with TS and Tm, respectively. Under the assumptions in Lemma 1, the following inequality
holds:
ρ(Tm) ≤ ρ(TS).
We know that there exists a special matrix that although the inequality (1.5) is satisfied, ρ(Tm) ≤ ρ(TS) does not hold [3].
Therefore, the preconditioner (I + Sm) has the two drawbacks as follows:
(1) A matrix Awith Lt ≥ U, ρ(Tm) ≤ ρ(TS) does not hold.
(2) If the inequality (1.5) is not satisfied, ρ(Tm) ≤ ρ(TS) does not hold.
For the former, Kohno et al. analyzed the reason why such a counter example may be produced. And they proposed three
preconditioners to overcome this problem. In this note, we propose the new preconditioner such that ρ(Tm) ≤ ρ(TS) holds
unconditionally.
2. Consideration of case (1)
As shown below, the matrix A is a special matrix for which all elements of L have the same value and Lt ≤ U , where Lt
denotes the transpose of L. The off-diagonal elements of A are only−0.3 or − 0.4.
A =
 1.0 −0.3 −0.4 −0.3−0.3 1.0 −0.4 −0.3−0.3 −0.3 1.0 −0.4
−0.3 −0.3 −0.3 1.0
 .
For this matrix, AS and Am differ only in the first row as follows:
AS =
 0.91 0 −0.52 −0.39−0.42 0.88 0 −0.46−0.42 −0.42 0.88 0
−0.3 −0.3 −0.3 1
 , Am =
 0.88 −0.42 0 −0.46−0.42 0.88 0 −0.46−0.42 −0.42 0.88 0
−0.3 −0.3 −0.3 1
 .
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Hence as shown below, for the first column, each element of M−1S is less than the corresponding element of M−1m , and for
the remaining columnsM−1S = M−1m :
M−1S =
1.0989 0 0 00.5245 1.1364 0 00.7748 0.5424 1.1364 0
0.7195 0.5036 0.3409 1.0
 ,
M−1m =
1.1364 0 0 00.5424 1.1364 0 00.8012 0.5424 1.1364 0
0.7440 0.5036 0.3409 1.0
 .
TS and Tm have the following forms:
TS =

0 0 0.5714 0.4286
0 0 0.2727 0.7273
0 0 0.4029 0.5517
0 0 0.3741 0.5122
 , Tm =
0 0.4773 0 0.52270 0.2278 0 0.77220 0.3365 0 0.6180
0 0.3125 0 0.5739
 .
AlthoughM−1m ≥ M−1S holds, we have ρ(TS) = 0.9151 ≤ ρ(Tm) = 0.9216. We observe a behavior of TS and Tm. Applying a
permutation matrix P , we obtain the following matrix:
T ′m = PTmPT =

0 0 0.4773 0.5227
0 0 0.3365 0.6180
0 0 0.2278 0.7722
0 0 0.3125 0.5739
 .
Obviously, the spectral radii ρ(TS) and ρ(T ′m) exist in the bottom right corners of TS and T ′m, respectively. Since the value of
a(m)14 is less than that of a
(s)
14 , the elements in the last column of Tm are greater than the corresponding elements of TS . Note
that although |a(s)13 | is large, by the observation above, a(s)13 does not contribute to the computation of TS . We now consider
the following matrix, for which Lt > U .
B =
 1.0 −0.1 −0.23209 −0.1−0.3 1.0 −0.2 −0.1−0.3 −0.3 1.0 −0.2
−0.3 −0.3 −0.3 1.0
 .
For this example, we have ρ(TS) = ρ(Tm) = 0.264511. For |b13| > 0.23209, we have ρ(TS) > ρ(Tm), while if |b13| <
0.23209, ρ(TS) < ρ(Tm) holds. For matrix A in the above example, if a1,2 = −0.145343, then we have ρ(TS) = 0.80462 =
ρ(Tm). For |a1,2| < 0.145343, we have ρ(TS) > ρ(Tm). From these results, we know that there exists a lower bound
β ≥ βu = |aiki |/|aii+1| such that ρ(TS) ≥ ρ(Tm). Thus for β ≥ βu, the preconditioning effect of Pm is better than that
of PS . From the result above, we have the following:
Lemma 4. Let A be an M-matrix. If Lt ≤ U, then even when condition (1.5) is satisfied, ρ(TS) ≥ ρ(Tm)may not hold.
The converse is not true. It is very difficult in general to know βu a priori.
Remark 5. If a1,2 = a1,ki = 0, then ρ(Tm) ≤ ρ(TS) holds unconditionally.
To overcome this restriction, Kohno et al. [3] proposed three schemes. We introduce three schemes.
2.1. Existing preconditioners
Method 1. The preconditioner Pm1 = (I + Sm1), where Sm1 is defined by
Sm1 = (s(m1)ij ) =
{−a1,2,
−ai,ki , for 2 ≤ i < n, i < j ≤ n,
0, otherwise,
where ki = min Ii, Ii = {j : |aij| is maximal for i+ 1 ≤ j ≤ n}, for 2 ≤ i < n.
Remark 6. For matrix A, Pm1 has the same form PS by chance.
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Method 2. The preconditioner Pm2 = (I + Sm2), where Sm2 is defined by
Sm2 = (s(m2)ij ) =

−a1,2,
−a1,ki for 2 < j ≤ n,−ai,ki , for 2 ≤ i < n, i < j ≤ n,
0, otherwise,
where ki = min Ii, Ii = {j : |aij| is maximal for i + 1 ≤ j ≤ n}, for 2 ≤ i < n. By using this preconditioner Pm2 for A, we
obtain
Am2 =
 0.79 −0.12 −0.12 −0.55−0.42 0.88 0 −0.46−0.42 −0.42 0.88 0
−0.3 −0.3 −0.3 1.0

and ρ(Tm2) = 0.90591.
Method 3. To ensure the inequality ρ(TS) ≥ ρ(Tm) is satisfied, condition (1.5) must be satisfied. In order to overcome this
drawback, Morimoto et al. [4] proposed the preconditioner Psm = (I + S + Sm). For this preconditioner, Sm is
Sm = (s(m)ij ) =
{−ai,li , for 1 ≤ i < n− 1, i+ 1 < j ≤ n,
0, otherwise,
where li = min Ii, Ii = {j : |aij| is maximal for i+ 2 ≤ j ≤ n}, for 1 ≤ i < n− 1.
We call Psm the mixed preconditioner.
Asm =
 0.79 −0.12 −0.12 −0.55−0.51 0.79 −0.09 −0.16−0.42 −0.42 0.88 0
−0.3 −0.3 −0.3 1.0
 .
And we have ρ(Tsm) = 0.8937 < ρ(TS). From the above results, we know that the convergence rate of the Gauss–Seidel
method with the mixed preconditioner is better than other preconditioners. As shown in Remark 5, if we get a(sm)1,2 =
a(sm)1,3 = 0, then ρ(Tsm) ≤ ρ(TS) holds unconditionally. In the next section, we propose the new preconditioner such that
ρ(Tsm) ≤ ρ(TS) unconditionally.
2.2. The first mixed preconditioner (Case (2))
Noutsos et al. [5] proposed a new preconditioner by eliminating two ormore off-diagonal elements in each row ofmatrix
A. To eliminating the elements ki and li, where ki < li, it is necessary to compute the elements si,ki and si,li of matrix S.
Denoting A˜ = (I + S)A, we have the equations:
a˜i,ki = 0 = ai,ki + si,ki + si,liali,ki
a˜i,li = 0 = ai,li + si,kiaki,li + si,li ⇔
si,ki + si,liali,ki = −ai,ki
si,kiaki,li + si,li = −ai,li . (2.7)
By using (2.7), we obtain a(sm)1,2 = a(sm)1,k1 = 0. In this note, we proposed to use Pme1 = (I + Sme1) instead of Pm = (I + Sm).
We call Pme1 = (I + Sme1) the first mixed preconditioner. By eliminating the elements a1,2 and a1,3, we have the following
matrix:
Pme1 =
1.00000 0.47727 0.59091 00 1.00000 0.4 00 0 1.00000 0.4
0 0 0 1.00000
 .
Then preconditioned matrix has the following form:
Ame1 =
0.679546 0 0 −0.679545−0.42000 0.88000 0 −0.46000−0.42000 −0.42000 0.88000 0
−0.30000 −0.30000 −0.30000 1.00000
 .
And ρ(Tme1) = 0.88636 < ρ(Tsm) < · · · < ρ(TS). We confirmed the validity of using the first mixed preconditioner.
Remark 7. The first mixed preconditioner has a function which eliminated two elements of only the first row, and the rest
row is eliminate only ai,ki , 2 ≤ i ≤ n− 1.
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3. The extended preconditioner
In this section, we propose the preconditioner which is overcome drawback in the case (2). Assume that for specific
i, there is the inequality ai,i+1ai+1,j ≥ ai,kiaki,j, 1 ≤ i ≤ n − 1, j ≤ i, then M−1m ≥ M−1S does not hold. If ai,i+1 = 0,
then M−1m ≥ M−1S holds. Moreover, if ai,ki = 0, the preconditioned effect increases. Therefore, we propose the extended
preconditioner Pme = (I + Sme)which eliminated two elements to any row except the nth row. Thus this preconditioner is
a generalization of the first mixed preconditioner. By using Pme, we test the following matrix.
A =
 1 −0.1 −0.2 −0.3−0.2 1 −0.2 −0.3−0.2 −0.2 1 −0.4
−0.2 −0.1 −0.3 1
 .
Since a2,3a3,2 = 0.04 > a2,4a4,2 = 0.03, the inequality (1.5) is not satisfied. Namely, (1.5) is not hold for the second row.
Hence, we have ρ(Tm) = 0.2854 ≥ ρ(TS) = 0.2807. We try to eliminate a2,3 and a2,4. From (2.7), Pme has the following
form:
Pme =
1 0 0 0.30 1 0.32955 0.431820 0 1 0.4
0 0 0 1
 .
And we have ρ(Tme) = 0.18612. We test a randomly generated nonsingularM-matrix as follows:
A1 =

1.0000 −0.4112 −0.2064 −0.2566 −0.0306
−0.0609 1.0000 −0.1699 −0.2883 −0.1020
−0.3970 −0.1321 1.0000 −0.2728 −0.1975
−0.0900 −0.0616 −0.4361 1.0000 −0.1242
−0.2332 −0.2239 −0.1616 −0.1595 1.0000
 .
This example has two inequalities which do not satisfy condition (1.5) as shown below:
a23a31 = 0.06745 > a24a41 = 0.02595 and a23a32 = 0.02244 > a24a42 = 0.01776.
Therefore, we have ρ(Tm) = 0.5471 ≥ ρ(TS) = 0.5344. By eliminating of a2,3 = a2,4 = 0, we have ρ(Tme) = 0.5068.
4. The comparison theorem
Theorem 8. Let A be an M-matrix. Then AS = MS − NS and Ame = Mme − Nme are Gauss–Seidel convergent splittings. Assume
that Amey ≥ ASy , where y is a nonnegative vector satisfying ρ(M−1S NS)y = M−1S NSy. Since M−1me ≥ M−1S holds unconditionally,
the following inequality holds:
ρ(Tme) ≤ ρ(TS).
Proof. It easily follows from the assumption of the present theorem together with Theorem of [6] that ρ(M−1S NS) < 1, and
ρ(M−1me Nme) < 1. SinceM−1me ≥ M−1S , it follows that
M−1me Amey −M−1S ASy = (I −M−1me Nme)y − (I −M−1S NS)y
= M−1S NSy −M−1me Nmey = ρ(M−1S NS)y −M−1me Nmey ≥ 0,
which by Theorem 2.2 of [1] implies ρ(Tme) ≤ ρ(TS). 
The following result is easily obtained.
Corollary 9. Let A be an M-matrix. Assume that the inequality (1.5) is not hold. Then the following inequality hold:
ρ(Tme) ≤ ρ(Tm).
5. Concluding remarks
1. In case (1).
Kohno et al. proposed some preconditioners such that ρ(TS) ≥ ρ(Tm) for special matrix having the form of Lt ≤ U . For
same matrix, we presented the first mixed preconditioner and from numerical results, we showed that the convergence
rate of the proposed method is better than that of other preconditioner [3].
2. In case (2).
To remove the requirement for condition of Lemma 1, we proposed the extended preconditioner, and succeeded to
obtain the inequality ρ(Tme) ≤ ρ(TS) unconditionally. Moreover, we presented the comparison theorem between AS
and Ame.
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