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ABSTRACT

This study investigated both the effect of
alternating criterion-referenced tests (CRT) with normreferenced tests (NRT) in evaluating schools and whether
mean scores were masking poor delivery of educational
services to low achievers in such evaluations.
The sample included 242 Louisiana public elementary
schools (18,000 third graders tested in 1989).

The

study employed ten separate multiple regression models,
each producing studentized residuals used as school
effectiveness indicators (SEIs).

The independent

variables for all models were student's free lunch
status, mother's educational level, and father's
employment level.

The dependent variables were school

mean and lower quartile scores for CRT language arts and
mathematics tests, and NRT reading, language, and
mathematics tests.
The study used SEIs to classify schools as
effective, average, or ineffective.

It classified each

school according to ten different models using +/-1.00
standard error units (se) as the a priori decision
criteria; it subsequently classified the schools again
using +/-.674 se as the post hoc criteria.
The study separately analyzed appropriate cross
classification results: (1) CRT language arts & NRT
language, (2) CRT language arts & NRT reading, (3) CRT

mathematics & NRT mathematics, (4) CRT language arts
mean & lower quartile, (5) CRT mathematics mean & lower
quartile, (6) NRT language mean & lower quartile, (7)
NRT reading mean & lower quartile, (8) NRT mathematics
mean & lower quartile.
The study tested each comparison with the kappa ztest; it measured agreement with the weighted kappa
coefficient (chance-controlled agreement), the weighted
agreement ratio (adjusted agreement), and the unweighted
agreement ratio (absolute agreement).
The study found the kappa-z tests significant
beyond the .05 level.

It found that magnitude measures

were generally moderately consistent for CRT-NRT
comparisons and high-moderately consistent for meanquartile comparisons.

The differences between kappa

coefficients and agreement ratios diminished with the
criteria change, suggesting the chance agreement was
decreased by such change.

It also found that all SEI

sets demonstrated no significant relationship with the
independent variables in the regression models.
The study concludes that findings do not support
alternating tests modes in evaluating schools, but do
indicate that little nean-masking of lower quartile
achievement is present.

Finally, it suggests that the

criteria +/-.440 se best controls chance agreement.

CHAPTER ONE
THE ISSUES REGARDING EFFECTIVE SCHOOLS' CLASSIFICATIONS
In 1992, the Louisiana Department of Education will
implement its first school incentive program to
acknowledge and reward those public schools which
demonstrate progress toward effectively educating their
students.

The method of determining which schools

receive awards will be based partly on standardized test
scores as applied to school category groups:

the

highest scoring schools in each category on various
tests and other indicators will receive both monetary
and nonmonetary awards.

In addition, the department has

already begun a school performance comparison program,
also based on school category groups.

Again, the

comparisons are being based partly on standardized test
scores.
The incentive awards and school comparison programs
will employ the results from the state's existing
testing program as some of the school indicators of
success.

Such has been the general practice used in

isolating effective schools, both in research and in
practice (Good & Brophy, 1986; Weitman, Garber, Oescher,
Brooks, 1990).
Like most states, Louisiana does not test every
grade statewide, nor does it test every grade with the

same mode of testing (Roeber, 1989).

The Louisiana

Educational Assessment Program (LEAP) tests the 4-6-9
grades with

norm-referenced instruments, the 3-5-7

grades with criterion-referenced instruments, and the
10-11 grades with the Graduation Exit Examination, also
criterion referenced (Louisiana Department of Education,
1989a).
In a survey study of the 50 states (40 responding),
Roeber (1989) reported that 29 of the states evaluated
every student on at least one grade level annually.

The

study determined that 12 of the states evaluated their
students with only criterion-referenced test (CRT)
programs, 4 states evaluated with only norm-referenced
test (NRT) programs, and 13 with mixed CRT/NRT programs.
Of those, the states which employ both CRT and NRT
programs test more of their grades than do the others.
According to the survey, Louisiana has one of the more
extensive testing programs with regards to grade-level
span.

Officials from 11 states indicated that they did

not assess their statewide population at any grade
levels.

Not one state answering the survey noted that

it assessed every grade level.
For apparent financial reasons, incentive awards
and school evaluation programs are employing existing
state assessment programs as did large scale effective
schools research.

Ideally, all grades in a given

incentive program would be tested, and each grade would
be tested with the same mode of assessment.

That is,

the program would test all grades in either the NRT mode
or the CRT mode.

As previously mentioned, not one state

in the Roeber (1989) study has reported testing every
grade, and those of the states with extensive testing
programs vary the modes of testing with the grades, as
does Louisiana.
Likewise, none of the states presently evaluating
individual schools, whether with an incentive program or
some type of categorical comparisons, assess every
grade.

Of those states evaluating individual schools,

only three have statewide testing programs which test
more than six grades; those states, Georgia, Louisiana,
and South Carolina, vary the mode of testing across
grades as demonstrated in Table 1.1.

The data base with

which to evaluate schools consistently across all grades
apparently does not exist.

Table 1.1 provides a list of

the states evaluating individual schools and the grades
which they administer CRTs and/or NRTs.
Employing a state's existing testing program,
though financially practical, is not without potential
statistical problems.

Two of those concerns may

influence the outcome in judging school effectiveness:
(1) not testing every grade and (2) changing from an NRT
mode to a CRT mode from one grade to the next.

Table 1.1
States with School Evaluation Programs and the Tests They Employ at Each Grade
Grades:
1 2
States:
California
Florida*
Georgia
Louisiana
Oregon
Pennsylvania*
Sth Carolina
Texas
Note:

3

CRT

NRT

CRT
-

CRT
-

CRT
CRT
CRT
CRT
NRT
CRT
CRT
CRT

4
_
-

NRT
NRT
—
NRT

5

6

7

8

9

10

_

CRT
NRT
—
CRT
■“

_
NRT
CRT
CRT
—
NRT
CRT

CRT
CRT
CRT
—
CRT
CRT

_
NRT
NRT
—
—
NRT
CRT

CRT
CRT
CRT
—
CRT

CRT
CRT
CRT
NRT
CRT
NRT
CRT

Weitman et al., 1990; May, 1990; Roeber, 1989

* incentive awards only
categorical comparison program plan only

_

11

12

_
CRT
NRT
CRT

CRT
—
—

This study has researched the latter issue as it
concerned effective school research, the forerunner of
today's incentive award and school evaluation programs.
In addition, this study has investigated whether school
effectiveness evaluations based on mean test scores have
masked ineffective delivery of educational services to
lower-achievers.
BACKGROUND ON THE EFFECTIVE SCHOOLS MOVEMENT

The effective schools research began in the 1970s
with the hypothesis by some educators that schools can
educate their populations regardless of the background
of children that they serve (Edmonds & Freideriksen,
1979).

The research movement built momentum in the

1980s as definitions of effective schools and various
methods of isolating such schools began to emerge.
Emerging with these definitions were improved methods of
comparing schoolwide achievement, including school
categorization and regression analysis.
One definition emerging from research is that an
effective school is that school where all able students
can learn.

Good and Weinstein (1986) noted, "A general

finding across all the studies that distinguish
effective from ineffective schools is the belief on the
part of teachers in effective schools that all children
can learn and that the school is responsible for that
learning" (pp. 1095-1096).

That definition was made operational by researchers
whose methods tied effectiveness to scores on
standardized achievement tests, only after controlling
for student background characteristics.

The operational

definition was identified by Good and Brophy (1986) in
their review of earlier research.

Such controls were

implemented by employing either categorization or
regression procedures.

Generally, research has used

regression analysis to control for student background
(See Table 1.2) while practice appears to have primarily
used categorization techniques (Weitman et al., 1990).
With emerging methods of isolating effective
schools came certain methodological problems.

The

initial problems in developing school evaluation methods
were (1) that children with differing home environments
tended to achieve at different rates, (2) that the
difference in achievement rates expanded as the children
progressed through the grades, and (3) that the
environmental makeup of a school's population tended to
influence school-wide test scores (Teddlie, Kirby, &
Stringfield, 1989).

Therefore, in order to judge school

effectiveness equitably, the methods employed had to
manage the confounding effects of home environment on
student performance.
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Table 1.2
Empirical Studies on School Bffectiveneaa & their Methodologies
Researcher

Method

Level

SEI

Abalos et al.
1986
Abalos et al.
1985
Brookover et al.
1979
Dyer et al.
1969
Edmonds &
Frederiksen
1979
Frechtling
1982
Frederick
& Clauset
1985
Helmstadter
& Walton
1986
Mandeville
& Anderson
1987
Mandeville
& Heidori
1988
Marco
1974
Matthews et al.
1981
O 'Conner0
1972
Teddlie et al.
1989
Teddlie et al.
1984
Webster
& Olson
1984
White
1982

ANOVA

student

does not apply

regression3

school

inconclusive

regression

school

50th pet

regression3

student

percentile rank

school

75th, 25th pet

regression3

school

residual gain

gap reduction3

subgroup

grade level
difference

regression

student

not given

regression

school

studentized
residuals

regression3
(HLM)

student
& school

studentized
residuals

regression

student

mean residual

regression

student

standardized
residuals

regression3

school

regression

school

Cook's D

regression

school

regression

student

standardized
residuals
standardized
residuals

regression3

school

not given

“model comparison studies
hierarchial linear model
“reworked Dyer's study
results of meta analysis

Several comparative studies in the past two decades
explored various methods of controlling such background
characteristics when attempting to measure school
effectiveness.

Though measures of pupil background

differed, most operational definitions used in those
methods contained combinations of socioeconomic (SES)
variables and/or previous achievement test scores (Good
& Brophy, 1986).
One such method, the regression model, demonstrated
more success than the others in controlling for pupil
background characteristics (See Table 1.3).
Conceptually, the regression model appears to be more
difficult for the non-technical decision makers to
comprehend; but, practically, the categorical model can
become cumbersome rather quickly as additional
dimensions (variables) are included in the model.

A

three dimensional categorical model, for example, with
three levels for the first variable, four for the
second, and five for the third creates 60 categories.
An additional effect of categorization is that the
procedure portions a sizeable data set in to several
smaller comparison cells which increases error in the
model.

The advantage of the regression model is that it

can simultaneously control for the influence of several
variables for a given dependent variable with out the
need for categorization.
The regression model controlled for background
characteristics in the Table 1.3 studies by factoring
out the effects of those variables from current school
achievement test scores.

Within the model, the pupil

background factors were termed "input" or "independent"
variables (IVs), and the school achievement test scores
were termed "output" or "dependent" variables (DVs).
Table 1.3
Comparative Empirical Studies on School Effectiveness
Methodologies and their Models of Preference
Researcher

Recommended Model

Other Models

Abalos et al. school level regression
1985
Dyer et al.
1969
Frechtling
1982

student level regression
gain difference
adjusted gain difference
mean gain
student level regression school level regression
and others
school level regression student level regression
traditional ranking
trend analysis
expert opinion
gap reduction
school level regression
seven comparative methods

Frederick &
Clauset
1985
Mandeville & hierarchial regression
school level regression
Heidari
student level regression
1988
regression slope analysis
Marco
student level regression school level regression
1974
mean gain
regression slope analysis
O'Conner3
school level regression student level regression
1972
White
school level regression student level regression
1982
tt----- =----s——--- :--- :------------------------------------- ---- ---- "reanalyzed Dyer's study
results of meta analysis

The input variables (IVs) are used in regression
procedures to predict the output variables (DVs) which
are generally based on a linear mathematical
relationship that the two sets of variables have to one
another.

The difference in the predicted scores and the

actual scores form the crux for regression-based school
effectiveness evaluations.
With effective-school regression research, pupil

10
background variables were the IVs which were used to
predict achievement test scores, the DVs in the model.
Examples of background variables employed in previous
studies included previous test scores, SES variables,
and measures of the home environment (Helmstadter &
Walton, 1986; White, 1982).

The predicted achievement

test scores in these studies were determined from the
linear relationship of such background variables to
actual scores.
According to the model, the predicted scores are
subtracted from the actual scores to produce what are
termed "residuals."

The predicted scores represent how

the students in a school should perform as a group with
regards to a given set of the group's background
variables; the actual scores represent their actual
achievement.

Of course, not all background possible

characteristics are controlled in the model, only those
adequately defined as variables and employed as IVs in
the model.
Nevertheless, the residuals, the difference between
expected performance and actual performance, have often
been interpreted by effective-schoo.1 researchers as the
effects of schools on achievement unaffected by pupil
background (Good & Brophy, 1986; Purkey & Smith, 1983).
The residuals, however, are unexplained variance; that
means that they are more appropriately interpreted as

11
indicators of the effects that schools have on
achievement unaffected by a specific set of pupil
background variables; other characteristics may be still
influencing achievement beyond that of the school.
In fact, Mandeville and Anderson (1987) labeled the
residuals as such, "school effectiveness indicators"
(SEIs).

Hence, residuals are employed as the outcome

statistic from which to attempt to determine if schools
are effective or ineffective regardless of the students
served.
Many researchers have standardized residuals to
provide a common metric from which effectiveness can be
gauged (See Table 1.2).

All residuals have zero as the

mean; but, with traditional standardized residuals,
standard deviational or error units are set as mean
distance measures.

Based on a z-score distribution, a

residual of 1.0 is one standard error unit from the
mean; a residual of 2.0 is two standard error units from
the mean (Glass & Hopkins, 1984).
Another type of standardized residual is the
studentized residual based on a t-score distribution for
sample estimates (Neter, Wasserman, & Kutner, 1985).
Standardized residuals, as defined here, have been
employed in many studies as the SEIs of the regression
model (See Table 1.2).

This study has employed the

studentized residual as its SEI.

With zero as the mean, the SEIs will be distributed
in either a positive or a negative direction.

A school

with a positive standardized residual of 2.0 has
performed much higher on a given DV than was predicted
from a set of IVs, regardless of the study.

Likewise, a

school with a negative standardized residual of 2.0 has
performed much lower on a given DV than was be predicted
from the same set of IVs, again regardless of the study.
Hence, standardization allows for such differential
performance to be set along a recognizable, meaningful
metric.
With a standardized distribution, approximately 68%
of the residuals should fall between +1.0 and -1.0
standard units from the mean; 95% between +2.0 and -2.0
units; and 99% between +3.0 and -3.0, as would be the
case in any normal distribution of data (Glass &
Hopkins, 1984).

With the studentized distribution, the

results will be vary slightly, taking on the form of a
t-distribution (Neter, Wasserman, & Kutner, 1985) .
Regardless of the residual, if a school has an
extremely high standardized (or studentized) residual
(e.g., +2.00), that school would have performed better
than expected at a magnitude far greater than nearly all
of the other schools participating in the regression
analysis.

On the other hand, a school with an extremely

low residual (e.g., -2.00) has performed worse than
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expected at a magnitude for less than nearly all other
schools in the analysis.
Therefore, schools can be and have been classified
as effective with extremely high positive standardized
residuals and as ineffective with extremely low negative
standardized residuals.

Schools with such extreme

measures are termed "outliers" in regression analysis.
The exact numerical criteria for such outlier
classifications varies with the researcher.
Purkey and Smith (1983) were critical of the
outlier approach, noting that some schools will achieve
outlier status by chance alone.

However, chance

classifications are a problem with any decision model
(Crocker & Algina, 1986).

Hence, this study has

attempted to adjust for chance occurrences in its
analyses.
THE REGRESSION TECHNIQUE AND ITS METHODOLOGICAL PROBLEMS
Regression-based residual analysis has emerged as
the primary research technique to date employed in
determining school effectiveness (Mandeville & Heidari,
1988).

Seventy-five percent of the quantitative

research studies on effective schools reviewed in this
study utilized some form of regression analysis (See
Table 1.2).

Most of the regression studies in Table 1.2

employed some type of standardized residuals as the
basis for determining their SEIs.

Moreover, of nine
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model-comparison studies reviewed, the regression
technique was recommended in eight (See Table 1.3).
A present concern of effective school literature is
regression model's capability to produce stable
effective school classifications (Mandeville & Anderson,
1987; Good & Brophy, 1986; Rowan, Bossert, & Dwyer,
1983).

Stability is defined in this study as a

longitudinal issue, that is, the capability of a given
model to isolate static-effective (or ineffective)
schools from year to year.
Generally, a longitudinal study is defined as
research which makes observations at two different
points in time.

With regression models, this definition

can, at times, be misleading when one of the time points
represents the collection of the IVs, particularly if
the IVs are previous test scores.

If the primary

concern of regression analysis is to measure change in
performance over time, then regression research with two
points in time can be construed as longitudinal.
However, if the primary concern is the residual
itself, as with effective school research, then two data
collection points may be required to create one set of
residuals.

With a singular set of residuals, only one

measure of school effectiveness exists.

Hence, a

minimum of two sets of residuals are required to define
an effective schools study as longitudinal.

Where previous test scores are employed as IVs, a
minimum of three data collection points in time are
required for longitudinal studies.

In such studies, the

purpose of the initial regression procedure is not to
measure change over time, but to measure expected change
for the next point in time.

Therefore, to measure

expectation deviations over time, a minimum of two
consecutive regression procedures are required.

For

this study, longitudinal school effectiveness research
was defined as that research in which residuals and
subsequent SEIs were computed for each school at two
points in time.
Good and Brophy (1986) addressed the stability
issue in longitudinal research while summarizing several
studies which demonstrated inconsistent results from one
year to the next.

That is, there was no tendency

demonstrated for schools to be classified as effective
(or as ineffective) from year to year.

Mandeville and

Anderson (1987) conducted such a longitudinal study to
determine the stability of the regression model on
matched populations followed over several years.

Their

results also demonstrated a lack of stability, thus
supporting Good and Brophy's concerns.

In addition,

Levine and Lezotte (1990) reached the same conclusion
after reviewing existing research.

Of the five

longitudinal studies cited in recent school
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effectiveness reports, all reported problems with
stability (See Table 1.4).
Complicating the stability issue is the use of
extreme positive and negative residuals (outliers) in
classifying effectiveness.

The outlier status of

effective and ineffective classifications leaves the
model itself open to threats to stability from the
regression effect.

Measures of extremely effective and

ineffective schools have a tendency to drift somewhat
toward average quality measures in subsequent years due
to a statistical phenomenon termed "regression to the
mean" (Glass & Hopkins, 1984).

This phenomenon appears

to happen regardless of what change has taken place and
is more prone to happen when outlier status is more
extremely defined.
TABLE 1.4
An Analysis of Residual Consistency in Longitudinal Empirical
Studies on School Effectiveness
Researcher

Sample Design

Correlational Range

Forsyth
1973
Reynolds
1976
Matthews et al.
1981
Rowan & Denk
1982
Mandeville &
Anderson
1987

same grades
unmatched groups
uncertain

.11 to .50

subsequent grades
matched groups
same grades
unmatched groups
subsequent grades
matched groups

.56
-.24 to .44
-.24 to .19
-.02 to .17

Note; Table 4 was based on data presented by Mandeville & Anderson
(1987) and by Good & Brophy (1986).
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Both the theoretical nature of longitudinal
regression stability and its empirical support indicate
that instability is a serious concern to residual
analysis and, hence, to school effectiveness
classifications.

Imbedded in the instability issue is

the concern that schools themselves are changing (Good &
Weinstein, 1986; Geske & Teddlie 1990).
UNDERLYING ISSUE— CONSISTENCY OF SCHOOL CLASSIFICATIONS
Underlying this issue of stability is another
issue--consistency.

Consistency is defined in this

study as the quality of a regression model to accurately
isolate effective and ineffective schools at one point
in time.

Therefore, random and systematic errors in

school effectiveness classifications are major concerns
of consistency.

Conceptually, consistency is a

necessary, but not a sufficient, condition of stability.
Without consistency, there can be no stability; however,
consistency is no guarantee that stability will exist.
The relationship of consistency to stability can be
likened to that of a single photo frame to a motion
picture film.

If the individual frames are out of focus

or show poor color contrast, then the movie itself will
be out of focus or will show poor color contrast.
However, if the frames are in good condition, the movie
can still be poor in quality.

Likewise, all known

conditions for consistency can be present; however, the
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model can still lack stability over time.
Consistency can be further defined as that quality
which allows the model to produce similar results under
different situations at the same general point in time.
That quality is a matter of degree, not a state.

It is

a continuum with perfect consistency at one end and no
consistency at the other end.

By varying the situation

such as using parallel test forms or systematically
splitting populations, the quality is threatened in
terms of degree.

Subjectively, research must decide

what degree of consistency is acceptable (and what
degree of inconsistency is tolerable) when situations as
such vary.
If the regression model is allowed to vary between
grades, schools, or studies because of the availability
of data, then consistency is threatened.

If the

resulting classifications are inconsistent, then the
stability of such results from one point in time to the
next is in jeopardy.
Complications associated with model variations on
school effectiveness classifications was noted by Levine
and Lezotte in a 1990 monograph on effective schools:

"Researchers who have carefully examined the
data in school effectiveness studies generally
have concluded that many schools identified as
particularly successful according to a
particular measure such as reading scores or
sub scores at a particular grade do not stand
out as unusually successful with respect to
other grade levels, other subject areas, and
alternate performance measures (normreferenced or criterion-referenced) in the
same subject or related area.
Various researchers also report that
identifications of a given school or schools
as effective depends on methodological
variations such as socioeconomic measures used
to control for students' background and the
way data are constructed (e.g. mean
achievement versus percentage of students
above a criterion level) and disaggregated (no
or minimal difference between working class
and middle class students versus high absolute
level for the total group)." (page 4).
The essence of which Levine and Lezotte (1990) have
abstracted from previous research was that if the
population or the model was varied, the resulting
school-effectiveness classifications were not
consistent.

That inconsistency poses a major threat

longitudinal stability.

Some sources of model

variations which threaten consistency in regression
models include the following:
(a) choosing input variables or IVs (pupil
background): that is, whether to use SES, test
scores, or a combination thereof.
(b) selecting a level of analyses (student vs.
school): that is, whether (1) to conduct
regression analysis on the student level and
aggregate the results to the school or (2) to
conduct regression analysis on aggregate
school data.
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(c) computing SEIs: standardized residuals,
studentized residuals, or whatever manner raw
residuals are transformed into SEIs.
(d) aggregating SEIs (across grades, subjects,
etc.): that is, how will SEIs be averaged or
combined to determine overall effectiveness.
(e) establishing the magnitude of SEIs for
outlier (effective and ineffective)
classification: for example, how many standard
residual deviations from the mean will be used
to define effective and ineffective school
status.
(f) basing SEIs on particular grades due to
the availability of test scores at those
grades and to the unavailability of scores at
other grades.
(g) choosing output variables or DVs (NRTs vs
CRTs): that is whether to employ only NRTs,
only CRTs, or some combination thereof.
(h) aggregating data (mean vs. quartile): that
is whether to use an overall school score from
which to establish effectiveness or to use
important subgroup scores, such as low
achievers.
In an a priori decision, this study selected to research
the last two sources of model variation:

variations in

dependent variables (Issue I) and variations in
aggregating data (Issue II).

The primary concern of

both issues was the consistent classification of schools
along the criterion of effectiveness.

In a post hoc

decision, this study also considered the effect of
varying SEI magnitude for outlier identification.
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ISSUE I

The major interest with Issue I was whether varying
the DVs (standardized achievement tests) had influenced
the SEIs and subsequent school effectiveness
classifications.

Did the use of an NRT produce the same

set of classifications as had the use of a CRT?

The

concerns of Issue I were the differential effects
produced by substituting NRTs and CRTs with one another.
Perhaps what has emerged from that issue is another
issue--which mode of testing is more appropriate for
measuring school effectiveness.

That better measure of

school effectiveness can become an important tool of
school improvement.
In their discussion of test modes, Levine and
Lezotte (1990) never suggested employing one mode over
the other, but instead suggested using results from both
NRTs and CRTs whenever possible.

Unfortunately,

available statewide data does not exist across modes for
every grade for any states reported in the Roeber (1989)
study.

Therefore, the subsequent issue of which testing

mode better fits the regression model will continue to
face other researchers and practitioners, particularly
if this study has determined that NRTs and CRTs produced
sufficiently different sets of school effectiveness
results.
Levine and Lezotte (1990) noted the following
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general advantages and disadvantages of the two test
modes in question:
(1) NRTs may test a wider range of skills;
(2) Classroom instruction may not have
emphasized all skills measured on an NRT;
(3) NRT achievement levels of norm-outliers
may be misleading;
(4) NRTs may be the exclusive indicator of how
achievement compares with others;
(5) CRTs may be superior in determining if
achievement based on instruction is adequate
and if progress is being made on such
achievement;
(6) CRTS may be more useful in determining what
areas of instruction need emphasis.
Chapter 2 provides a more detailed discussion of the
advantages and disadvantages of both CRT and NRT modes
of testing in general and with regard to effective
school classifications.
ISSUE II
The major interest with regards to Issue II was
whether setting the level of aggregation to that of the
school in residual analysis classified some schools as
effective when major portions of their population were
being ineffectively served.

For instance, did

aggregating the data on the quartile level produce
different SEIs than did aggregating the data on the
school mean level?

The concerns of Issue II were these

differential effects on SEIs and on subsequent
classifications created by varying the level of
aggregation for residual analysis.

This was an issue of

the efficiency of the overall mean score verses the
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equity of quartile analysis where alternate levels of
aggregate performance were considered.
Equity versus efficiency is an important
theoretical issue in school effectiveness research
(Wimpelberg, Teddlie, & Springfield, 1989).

Issue II

was contextually attached to the equity/efficiency issue
in the evolution of effective school research as traced
by Wimpelberg et al. (1989).

In their study, the

researchers noted that the early stages of the effective
schools movement were characterized by efforts toward
proving that the lower socioeconomic strata could be
educated.

They termed those stages as the "equity

phase" of school effectiveness research.

Following that

phase, was what they named the "efficiency phase" in
which research was broadened to study other groups
served by education.
Similarly, mean scores, which appear to have
dominated test score data for regression analyses, were
related to the efficiency phase in that mean scores were
the most efficient representations of school
performances.

Other aggregate scores only represented

points along the range of scores and did not control for
background data as well as mean scores (Abalos, Jolly, &
Johnson, 1985; Marco, 1974; and O'Connor, 1972).

Where

such aggregate scores were employed, there was a
tendency to combine their resulting SEIs into a singular
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score (Abalos et al., 1985).

That can be expected to

happen wherever a singular classification is to result
from multiple points, as in the case of quartile
analysis.
On the other hand, the lower quartile results can
provide data on how educational services are being
delivered to those children with whom the early
effective school researchers, such as Edmonds and
Frederiksen (1979), were concerned.

Hence, the results

pertaining to the lower quartile analyses in this study
were conceptually related to the equity phase.

For this

study, Issue II regarded whether schools measured in an
efficient manner (mean-based SEIs) were considered as
effective when they were measured with concerns to
equity (quartile-based SEIs).
Equity was made an issue in school effectiveness
research with Edmonds (1979).

In addressing the

educational needs of the urban poor, Edmonds (1979)
explained his stand on equity:
"By equity I mean a simple sense of fairness
in the distribution of the primary goods and
services that characterize our social order.
At issue is the efficacy of a minimum level of
goods and services to which we are all
entitled. Some of us, rightly, have more
goods and services than others, and my sense
of equity is not disturbed by that fact.
Others of us have almost no goods and access
to only the most wretched services, and that
deeply offends my simple sense of fairness and
violates the standards of equity by which I
judge our social order." (p.15)
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Edmonds (1979) stated that for public education to be
equitable two goals must be met: (1) initially teach
poor children what their parents want them to learn and
(2) ultimately teach them as well as public education
teaches middle-class children.
THE RESEARCH QUESTIONS
Issue I (variations in DVs) appears to be of
particular importance to many states which alternate
modes of standardized testing from one grade to another
(or which vary the modes within grades).

Louisiana

assesses students at five grade levels with statedeveloped CRTs and students at three other grade levels
with nationally-developed NRTs; Georgia assesses
students at five grade levels with CRTs and at four
grade levels with NRTs; and South Carolina assesses
students at five grade levels with CRTs and another five
grade levels with NRTs (See Table 1).

The problem with

such test programs is that a consistent mode of
assessment across grade levels does not exist.
The question Issue I raised was whether a CRT
used as a dependent variable had produced the
same results as a NRT in effective school
classification.
This particular consistency issue posed complicated
interpretation of the Mandeville and Anderson (1987)
longitudinal study of matched groups in South Carolina.
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The dependent-independent test variables available to
their study varied in mode from year to year.
Two of the four grades studied differed on inputoutput variable pairs from the other two as noted in
Table 1.5.

In terms of test modes, the only two grades

in their study with a consistent set of IVs and DVs were
second and third where CRTs were used in both variable
sets.
Table 1.5
The Design for the Mandeville & Anderson (1987) Study
Grade

iv a

Administration

DV

Administration

1
NRTb Fall 1st Grade
CRT Spring 1st
2
CRT
Spring 1st Grade CRT Spring 2nd
CRT
Spring 2nd Grade CRT Spring 3rd
3
CRT
Spring 3rd Grade NRT Spring 4th
4
a----- —
previous year's test except for Grade 1
readiness instrument administered the current

Grade
Grade
Grade
Grade
year

If instability had not also been found in those
two grades, the overall instability that Mandeville and
Anderson found in the regression model for all other
combinations of grades would have been confounded by the
unknown effects of varying the DVs and the IVs from
grade to grade.

For those other grade-to-grade

comparisons, instability may have been due in part to an
inconsistent relationship between residuals obtained
from varying the CRT and NRT as regression variables.
In addition, the inconsistency in their study may have
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been influenced by the lack of variance generally found
in minimum skills testing.
Issue I may also be important to those states which
administer either an NRT or a CRT series as the only
standardized mode of evaluating its school
effectiveness.

The foremost question which school

evaluators and policy makers must answer is what
constitutes school effectiveness; an important
subsequent question is which mode of testing best
measures school effectiveness, however defined.
Included in that question is how well a given mode fits
the school evaluation model.

If school effectiveness is

reflective of how well a given school performs in
relationship to a static norm group, then the NRT would
best serve the evaluation.

However, if school

effectiveness represents how well students at a school
have mastered their curricula, then a custom designed
CRT should be the mode of choice.

Furthermore, if

school effectiveness represents how well schools
demonstrate performance on a given curricula in relation
to each other, then neither mode may be adequate.
Essentially, the third scenario was what most
regression-based studies have attempted to determine.
Issue I also has an economic dimension.
Customizing is more expensive in time and monies than
purchasing a ready-made, field-tested product.

Though
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NRTs are not designed to measure a particular state's
curricula (or minimum skills), the NRTs are readily
available for all grades.

If the underlying purpose of

effective school classification is to isolate
outstanding effectiveness in achievement with regard to
a national benchmark, then expense is not the issue.
But if the purpose is to isolate such effectiveness in
achievement with regards to the curricula being taught,
then either the NRT should represent the curricula or
its SEIs should be consistent with that of a CRT which
does reflect the curricula.
Issue II (variations in aggregating data) appears
to be of importance to those educators and researchers
who believe that mean scores are masking the ineffective
delivery of educational services to student subgroups
within schools.

The equity concern found in literature

(Edmonds, 1979; Good & Brophy, 1986; Purkey & Smith,
1983; Rowan et al. 1983) was that an imbalance has
existed for some time in the delivery of educational
services.
Such educational imbalances existed whenever
services were better delivered to those subgroups who
were easy to educate or whom society demands to be
educated (Edmonds, 1979).

This issue was concerned that

many schools may have been delivering exemplary services
to the high achievers while curtailing services to the
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low achievers, as exemplified in the expression, "Teach
the best, forget the rest."

Curtailed services can be

as subtle as a tracking policy in which less
experienced, less qualified teachers are assigned to
instruct low achievers while the more experienced, more
qualified teachers are assigned to the high achievers.
The question that Issue II raised was whether
mean aggregated data had produced the same
results as quartile aggregated data in
classifying effective schools.
Good and Weinstein (1986) addressed the problem
with aggregating student data to school averages, noting
that most of the variation in achievement occurred
within schools, not between them.
they stated,

In their 1986 report,

"Because of teacher differences, tracking,

special classes and pull-out programs, and withinclassroom grouping, we cannot assume that all children
within a school have the same experiences" (p. 1093).
The two researchers questioned labeling a school as
effective if students from a significantly sized
subgroup within that school were not making academic
progress.
Regardless of the issue, the overall study question
concerned classification consistency.

Both issues were

subjected to two questions on classification consistency
in this study:
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(1) Was there a significant consistency (i.e.
a non-zero relationship) between various sets
of effective school classifications for each
issue?
(2) If significant consistency existed, was
there sufficient magnitude in the consistency
between the classification sets for each
issue?
THE HYPOTHESES
Those two questions formed the bases from which the
hypotheses for each issue were built.

Each issue was

subjected to hypothesis testing to determine whether a
relationship existed between the two classification
sets.

Subsequently, the degree of relationship was

determined with a measure of magnitude.
For either issue, the initial hypothesis was that
some degree of relationship existed between the two
classification sets.

That is, the relationship between

two sets was significantly more than what would have
been expected by chance alone.

If the hypothesis was

accepted, then the two classification sets were
considered somewhat consistent with each other.

More

importantly, the following hypothesis was that the
magnitude of the relationship between the two
classification sets was such that schools can be
expected to be correctly classified regardless of which
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IV was selected.
More specifically, the hypotheses for Issue I were
(1) that the NRT-determined classifications were
somewhat related to the CRT-determined classifications,
and (2) that those classifications had a sufficient
magnitude of relationship that the two instruments can
be used interchangeably.

For Issue II, the hypotheses

were (1) that the mean-determined classifications were
somewhat related to the quartile-determined
classifications, and (2) that those classifications had
a sufficient magnitude of relationship that the mean was
not masking unequal delivery of educational services to
the lower quartile subgroup.
THE SOCIAL IMPACT

Levine and Lezotte (1990) suggested caution in
making conclusions from effective school research
findings, noting that varying the achievement criteria
often influenced resulting classifications.

However,

such findings are presently providing the foundation for
state and district school evaluation and incentive award
programs (Weitman et al., 1990).
The findings of this study on Issue I (modes of
testing) may ultimately impact the grades at which
schools will be judged in terms of effectiveness for
those states which vary the test mode with the grade.
If different modes of testing were shown to produce
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consistent results with the same students, then all
grades tested, regardless of the mode, can be employed
in determining school effectiveness.

But, if results

for the two modes were inconsistent with one another,
then only the grades using the most appropriate mode of
testing can be safely employed in determining
effectiveness.
Hence, the findings could impact the choice of
tests from which to compute measures of school
effectiveness if the two modes of testing have produced
inconsistent results.

Subsequently, the issue then

becomes which test mode most appropriately measures
school effectiveness as determined by local purposes.
That choice will be between an NRT and a CRT instrument.
These findings could particularly impact local,
state, and national plans for incentive award programs.
Such programs have typically based awards on a multitude
of measures of which standardized tests were generally a
primary measure.

If the SEIs are not computed

consistently, due to a variance in the mode of testing,
then the awards will probably not be administered in the
same consistent manner from grade to grade.
The issue also can be extended to those programs
which categorize schools and which may not be employing
regression analysis.

Some schools as an aggregate unit

may score higher on one mode and lower on another.

In
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addition, long-term evaluation of school effectiveness
using NRT results for one grade and CRT results for
another may confound an already unstable situation.
Raw score comparisons over time have been demonstrated
as being unstable and as being strongly influenced by
the regression effect.

The regression model controls

this problem somewhat (Glass & Hopkins, 1984).
The states which sponsor categorical comparisons
and/or incentive award programs are found in Table 1.
Categorical comparisons appear to be more easily
understood as "fair" to the non-technical community,
than would regression analyses.

Hence, Issue I is not

merely a psychometric one, but a political issue as
well.
The results from the Issue II study (levels of
aggregation) can impact the degree to which data is
disaggregated on a given grade level.

If school-level

aggregated data was shown to produce consistent results
with disaggregating that same data along subgroups, then
school averages were not masking ineffective schools in
terms of such subgroups.

In that case, employment of

school means represented the most efficient method of
measuring effectiveness in schools.

On the other hand,

if aggregating and disaggregating the same data produced
inconsistent results, then the masking effect was real,
and equity becomes a concern.

Then disaggregated data
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should be employed to protect pertinent subgroups when
determining school effectiveness.
The results of studying both consistency issues
should impact the stability issue in longitudinal
regression studies.

If neither issue demonstrated

inconsistencies, then the instabilities of the
regression model were due to some other sources such as
(1) changes in the population, (2) other variations in
the model, or (3) general instability in the model
itself.

Where this study has uncovered inconsistencies

in either or both issues, the instability of the model
can, at least, in part be attributed to those
inconsistencies.

CHAPTER TWO
REVIEW OF EFFECTIVE SCHOOL RESEARCH LITERATURE
AS IT RELATES TO THE REGRESSION MODEL

Literature on school effectiveness is extensive
even though the effective schools movement is less than
25 years old.

The movement did not begin until the time

of the Dyer, Linn, and Patton (1969) and apparently did
not build momentum until 1979 with the work of Ronald
Edmonds.

Likewise, research on educational applications

of the regression model in controlling student
background variables is also extensive for that time
span.
Though much has been written about effective
schools, no one method of classifying schools on the
criterion of effectiveness has yet to find universal
acceptance (Good & Brophy, 1986; Levine & Lezotte, 1990;
Purkey & Smith, 1983; Rowan et al., 1983).

Even the

widely applied regression model has its problems
(Mandeville & Anderson, 1987; Purkey & Smith, 1983;
Rowan et al., 1983).
What follows is a review synthesis of the more
pertinent studies and research reviews which relate to
methodologies of classifying effective schools
concerning the regression model.

The review of

literature first discusses the adequacy of the
regression model in effective school classifications.
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Following that discussion are sections pertaining to
both the research on the appropriate levels of analysis
and the selection of IVs in past studies.

Then, the

review discusses related research on the stability of
the regression model.

Next, the chapter reviews how

other researchers approached the disaggregation of data
as it relates to Issue II.

Finally, the chapter

discusses research on the selection and use of the DVs
and how such selections influence consistency with
regards to Issue I.
LITERATURE ON THE REGRESSION MODEL
Research on techniques of isolating the
effectiveness of individual schools has evolved over a
two-decade period since the Dyer et al. (1969) study had
attempted to control for student background variables
with the regression model.

Within that time frame,

researchers conducted numerous studies on effective
schools, employing various techniques of which the
regression model was most frequently used (See Table
2 .1 ) .

Mandeville and Heidari (1988) concluded that the
regression model was the most frequently employed model
in effective school research.

Several other researchers

compared the results obtained from applying the same
data to different models in what is defined for this
study as model-comparison studies.
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Table 2.1

Researcher

Method

Level

SEI

Abalos et al.
1986
Abalos et al.
1985
Brookover et al.
1979
Dyer et al.
1969
Edmonds &
Frederiksen
1979
Frechtling
1982
Frederick
& Clauset
1985
Helmstadter
& Walton
1986
Mandeville
& Anderson
1987
Mandeville
& Heidori
1988
Marco
1974
Matthews et al.
1981
O 'Conner0
1972
Teddlie et al.
1989
Teddlie et al.
1984
Webster
& Olson

ANOVA

student

does nob apply

regression3

school

inconclusive

regression

school

50th pet

regression3

student

percentile rank

school

75th, 25th pet

regression3

school

residual gain

gap reduction3

subgroup

grade level
difference

regression

student

not given

regression

school

studentized
residuals

regression3
(HLM)

student
& sch<

studentized
residuals

regression

student

mean residual

regression

student

standardized
residuals

regression3

school

regression

school

Cook's D

regression

school

regression

student

standardized
residuals
standardized
residuals

1 QftA

White
1982

regression3

“model comparison studies
hierarchial linear model
^reworked Dyer's study
results of meta analysis

school

not given
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In past model-comparison studies (See Table 2 .2 ),
the regression model appeared in most reports as the
recommended one, especially in the more recent reports
on large-scale studies.

Following their own review of

research, Mandeville and Anderson (1987) concluded that
the model with the most empirical support was the
regression model.

Throughout studies, the regression

model continually demonstrated that it most effectively
controlled pupil background variables whether they were
prior test scores or demographic variables (Abalos et
al., 1985; Matthews, Soder, Ramey, & Sanders, 1981).
Table 2.2
Comparative Empirical Studies on School Effectiveness
Methodologies and their Models of Preference
Researcher

Recommended Model

Other Models

Abalos et al. school level regression
1985
Dyer et al.
1969
Frechtling
1982
Frederick &
Clauset
1985
Mandeville &
Heidari
1988
Marco
1974
O •Conner3
1972
White
1982

student level regression
gain difference
adjusted gain difference
mean gain
student level regression school level regression
and others...
school level regression student level regression
traditional ranking
trend analysis
expert opinion
gap reduction
school level regression
seven comparative methods

hierarchial regression

school level regression
student level regression
regression slope analysis
student level regression school level regression
mean gain
regression slope analysis
school level regression student level regression
school level regression

student level regression

a----- ;----:—=--- :--- :--=-----------------------------------------“reanalyzed Dyer's study
results of meta analysis
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Even though the regression model has been the one
of preference over the past two decades, its residuals
and subsequent school evaluations are not without their
problems.

In five longitudinal studies reviewed by

respected authors (See Table 2.3), residual-based SEIs
demonstrated instability over time (Good & Brophy, 1986;
Mandeville & Anderson, 1987).
In addition, there have been numerous criticisms
regarding the use of school averages as either DVs or as
IVs.

Those criticisms generally focused on the concern

that mean scores have been masking ineffective delivery
of educational services to low income and/or low
achieving students (Geske & Teddlie, 1990; Good &
Brophy, 1986; FurKey & Smith, 1983; Rowan et al., 1983).
Furthermore, the effective school concept is essentially
multi-level--student, class, and school (Sirotnik &
Burstein, 1985).

The residual model considers only the

uppermost level, the school.
More recent applications of the regression model
have involved analyses of slopes as outcomes rather than
residuals.

However, earlier variations of slope

analysis date to the Dyer et al. (1969) study.

The

advantages found in the slope-as-an-outcome method were
that (1) ineffective education of subgroups can be
detected, and (2) multiple levels, such as student and
school levels, can be analyzed within the same model.
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However, stability was determined to have remained an
issue, even with the more advanced applications of slope
analysis (Mandeville & Heidari, 1988).
TABLE 2.3
An Analysis of Residual Consistency in Longitudinal Empirical
Studies on School Effectiveness
Researcher

Sample Design

Correlational Range

Forsyth
1973
Reynolds
1976
Matthews et al.
1981
Rowan & Denk
1982
Mandeville &
Anderson
1987

same grades
unmatched groups
uncertain

.11 to .50

subsequent grades
matched groups
same grades
unmatched groups
subsequent grades
matched groups

-.24 to .44

.56

-.24 to .19
-.02 to .17

Note; Table 4 was based on data presented by Mandeville & Anderson
(1987) and by Good & Brophy (1986).

In their review of slope analysis, Raudenbush and
Bryk (1986) explained that the procedure was two-stage
in nature.

Initially, the student-level DV was

regressed onto the IV to produce a slope for each
school, providing a measure of the variance within each
school.

These slopes could be analyzed with regards to

how well the delivery of educational services was
provided to subgroups represented by the IV, such as
levels of socioeconomic (SES) or prior knowledge status.
The set of school slopes was then entered into a second
stage as the school-level DV, providing a measure of the
variance between each school with the variance within
controlled.

The procedure allowed researchers to look
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beyond the effects of schools on average achievement
(Raudenbush & Bryk, 1986).
Like the residual model, the slope model was not
without its problems.

According to Raudenbush and Bryk

(1986), the procedure was limited to a single IV for the
first stage of analyses, the within-group regression.
In addition, the authors noted that smaller (schoolsize) data sets within some schools suffered from an
increased error variance, a statistical phenomenon which
tended to confound analyses.

A more advanced version of

slope analysis, the hierarchial linear model, corrected
these problems, but still suffered from stability
problems (Mandeville & Heidari, 1988).
THE ISSUE OF LEVELS OF ANALYSES
Within the literature on the regression model
itself is imbedded the issue of the appropriate level of
analysis--student, class, or school.

Conceptionally,

the unit of analysis should obviously be the school in a
school effectiveness study.

Empirically, the units of

observations are at both the student and school levels,
if not others.
Those situations where the unit of observation was
the student and the unit of analysis was the school
created an aggregation problem, as noted by Sirotnik and
Burstein (1985).

In moving research from student-level

observations to school-level analyses, researchers (See
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Table 2.1) have employed one of two methods (or both in
model-comparison studies):

(1) researchers initially

computed the residuals at the student level, and then
aggregated them at the school level (mean residuals); or
(2) they aggregated the scores at the school level (mean
scores), and then computed the residuals at the school
level.
In taking the high or low road to Scotland, a
traveler can not only expect different arrival times as
in the song, but also different points of arrival.

So

too, researchers have found that the two approaches to
managing multi-level studies have generally provided
different results in terms of SEIs.

Three model

comparison studies have reached this same conclusion in
comparing student level analysis to school level
analysis (Abalos et al., 1985; O'Connor, 1972; Marco,
1974) ) .
All three of the studies found that school-level
SEIs were not correlated with student background
variables (IVs), whereas, student-based SEIs were
somewhat correlated with background variables.
According to Abalos et al. (1985), if SEIs were
correlated with background variables, then the
background data had influenced the SEIs and their
subsequent effective school classifications.
Though the student-level regression analysis
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probably controlled for the effect of background on
student residuals in those studies, those controls
apparently subsided when the residuals were averaged to
the school level to produce SEIs.

In addition, the

controls were weak at best where SES data was employed
as IVs on student level regression (Abalos et al.,
1985).

At the student-level, SES was generally

dichotomous or ordinal in nature, therefore
demonstrating little variance.

Hence, the intent of the

regression model--control of student background
variables--had failed in previous studies when studentlevel residuals were employed with school-level analysis
(Abalos et a l ., 1985; O'Connor, 1972; Marco, 1974)).
Of particular consequence with student-level
regression analysis was the correlational level of the
categorical SES IVs with the model's DV.

The magnitude

of the relationship of categorical background data (IVs)
to individual test scores (DVs) were not as strong as
that of school-level relationships of aggregated
background data to mean test scores in the Abalos et al.
(1985) study.

Furthermore, White (1982) noted that the

correlation between background data and scores tended to
approximate an r of .22 at the individual level and of
.73 at the aggregate level.

His figures came from his

1982 meta-analysis of regression studies of student
background variables on test scores.
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That magnitude of difference between the two
correlations appears to have been a

result of an

increase in covariance.

increase was due to

If so, the

two factors working simultaneously:

(1) a reduction in

problematic variance within the DVs

(Abalos et al.,

1985; O'Connor, 1972) and (2) an increase in overall
variance within the IVs.
In a hypothetical case of reduced problematic
variance, the less variables deviate in distribution
along matched observations, the greater the variables
tend to relate to each other.

For example, the effect

of outliers and polarized associations which confound
relationships are minimized by being absorbed into the
mean scores.

Illustrations of a polarized relationship

include (1) the situation in which a student with a low
SES status scores high on an achievement test; and (2)
the situation in which a student with a high pretest
score scores low on a posttest.

Though isolated

individual measures can be polarized, the group level
data generally are not.

An illustration of an outlier

creating problematic variance is the situation where a
student scores above the mean on both the pretest and
the posttest: one of the scores is much higher than the
central grouping of scores, whereas the other score is
within that central tendency.

When each student-level

variable (both IV and DV) is separately averaged across
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schools, whatever polarized relationships exist are
stifled in the aggregation process, as are the effects
of outliers.
In a hypothetical case of an increase in overall
variance, the magnitude of the correlation or other
mathematical measures of relationships increase as the
level of measurement moves from a dichotomous level
(i.e. 0 or 1) to an interval level of measurement (e.g.
1, 2, 3, 4,...).

When dichotomous student background

data are collapsed (averaged) from the student level to
the school level, the resulting data are in the form of
decimal numbers or percents which enter into the
regression equation as interval-level data.

The lower-

level data spans two points; its higher-level
counterpart has a potential span of 100 percentage
points and all possible points between percentage
points.

The effect of employing a higher level of

measurement is that overall variance is potentially
increased within IVs.

Likewise is the situation when

categorical or ordinal data are aggregated.
The object of measurement for effectiveness
studies, though, is the school, not the student.

The

school attributes which past regression analyses were
attempting to measure were different from that
categorical designation with which the student was
originally measured (Sirotnik & Burstein, 1985).
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Therefore, that data which was school level best fitted
the school, both conceptually (Sirotnik & Burstein,
1985) and statistically (Abalos et al, 1985; O'Connor,
1972; Marco, 1974).

Hence, student-level data, though

often the units of observation, have little relevance,
both statistically and conceptually, in traditional
school evaluation models as units of analysis.
INDEPENDENT VARIABLES USED IN OTHER RESEARCH
In terms of which IVs to employ in a regression
study, most effective-school studies used previous test
data (when individually matched to DV test data) and
school lunch status as a measure of SES (See Table 2.4).
Previous test data historically correlated so strongly
with DV test data that it was probably entered into the
regression equation first in those studies.
Conceptually, previous test data was apparently
used to factor out the effects of previous learning on
effective school classifications.

Obviously the logic

there was this: if there was a strong positive
relationship between measures of previous learning and
present learning, then the results of previous learning
should be factored out of the measures of school
effects.

If not, then the residuals could have

influenced school classifications in favor of high
achieving schools (O'Connor, 1972).

However, one can

question whether such measures of previous learning
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constituted a student background variable as would SES
and measures of home environment (White, 1982).

In

addition, one can question whether the influence of
previous learning can ever be adequately controlled.
Though the primary measure of SES in effective
school research tended to be family income in terms of
school lunch status, both parent education and
employment were two other popular singular or multiple
measures of SES.

White (1982) found that the primary

types of SES measures used in the studies he researched
were family income, parent education, and head-ofhousehold occupation.

Typically the most available,

least questioned, and thereby most employed data source
for any of the three was school lunch status.

Though

measures of parent education and employment can be found
in many school districts, their use in school
effectiveness research has been limited due to the
verifiability of the data (Mandeville & Anderson, 1987;
Weitman et al., 1990) and to its availability (White,
1982) .
The issue of accuracy is important when
measurements are aggregated to the school level as noted
in a study by Weitman et al. (1990).

In this study,

minimal variance was found for some schools in teacher
reported SES data; that is, the study found that
teachers appeared to have coded in the same categories
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for each of their students.

The authors questioned the

accuracy of survey data wherever a large proportion of
uniform SES classifications were found within a given
school.

Because the lack of variance made the data

source suspect in some schools, the Weitman et al.
(1990) study limited its definition of SES to school
lunch data which could be collected from federal
reports.
The availability of accurate data and/or the
efficiency with which it can be obtained appeared to be
two major considerations in employing SES variables as
IVs in the various studies reviewed.

Another

consideration was the magnitude of relationship such
variables have with the DVs.
Therefore, another reason researchers tended to
employ the three primary measures of SES in their
studies was that parental income, education, and
occupation have historically demonstrated a strong
relationship with test scores.

White (1982) found that

the three measures demonstrated a higher relationship
with test scores than all but one of the other measures
of SES that he isolated in his meta analysis.

Measures

of "home atmosphere that foster learning" (p. 611) have
shown stronger relationships than did any single or
combination of the primary three measures of SES.
due to the lack of readily available data on that

But,
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measure, it was seldom used in SES studies.

The only

related variable employed in any reported school
effectiveness study was essentially designed as an
economic variable (Edmonds & Frederiksen, 1979).
In more recent studies, Teddlie et al. (1984, 1989)
employed levels of mother's education and father's
occupation to operationally define SES.

In addition,

the Brookover, Schweitzer, Schneider, Beady, Flood, and
Wisenbaker (1979) study defined SES with the variable
parental occupation.

Wimpelberg et al. (1989) reported

the following conclusions concerning SES variables in
their research review:
(1) social class strata were related to the
level of cognitive development at which
children start school;
(2) mothers tended to choose the house and
neighborhood for the family;
(3) that choice was related somewhat to the
mother's level of education;
(4) fathers tended to decide the community in
which the family will reside; and
(5) the residential choice was related somewhat
to the fathers' employment.

Table 2.4
Regression Variables in School Effectiveness Studies
Study

Level/Analysis

Dependent Variables

Independent Variables

Abalos et al.
1985

student
regression

SAT scores (reading & mathematics)

Abalos et al.
1985

school
regression

SAT scores (reading & mathematics)

prior SAT scores & status on gifted
retention, free lunch, bilingual,
race, sex
prior SAT scores, free lunch status

state CRT scores (reading & math)

race & parental occupation
prior ITBS scores

Brookover et al. school
regression
1979
Dyer et al.
1969

model comparison

ITBS scores (composite & subtests)

Frechtling
1982

model comparison

ITBS scores (reading comprehension) prior ITBS scores

Frederick
& Clauset
1985

model comparison

MAT scores (reading & mathematics)

unclear from report

Helmstadter
race,
& Walton
gender,
1986

residual comparison

state CRT scores (reading & math)

varies: prior CRT, Grd 1 math,
diff btw Grd 1 & Grd 2 CRTs,
& home language

ui

o

Table 2.4 continued
Study

Level/Analysis

Dependent Variables

Independent Variables

Mandeville
£ Anderson
1987

school
regression

state basic skills test scores
or CTBS scores (reading £ math)

state basic skills test scores
or CTBS scores, £ free lunch status

Mandeville
& Heidori
1988

model comparison

state basic skills test scores
or CTBS scores (reading & math)

state basic skills test scores
or CTBS BcoreB, £ free lunch status

Marco
1974

model comparison

MAT scores (reading comprehension)

prior MAT scores

MAT scores (total reading)

prior MAT scores, race, free lunch

Matthews et al. school/student
1981
regression
O'Conner
1972

model comparison

ITBS scores (composite & subteBts)

prior ITBS scores

Teddlie et al.
1989

school

state basic skills test scores
(language £ mathematics)

race, mother's education,
father's occupation

Teddlie et al.
1984

school
regression

state basic skills test scores
(language £ mathematics

race, mother's education,
father's occupation

regression

Webster & Olson school
1984

regression

ITBS or CTBS or TAP
prior years' test scores (2 years)
(reading, mathematics, language)

52
Though the intent of school effectiveness
evaluation was to control for student background
variables when comparing school performance, most of the
effective-school studies have limited their controls of
background variables to that of school lunch status, and
have included measures of prior learning instead (See
Table 2.7).

The apparent reason for this diversion of

purpose was that the research efforts were employing
existing data sources instead of creating more
meaningful data sources.
Not only were the measures of previous learning
more readily available, but they also tended to have a
stronger relationship with the DV, measures of present
learning.

However, a strong set of SES variables should

have produced similar results and conceptually have
better fitted the effective schools model.

That is, SES

was conceptionally a more appropriate definition of home
background than were measures of previous learning,
though the latter had probably demonstrated a stronger
relationship with the DV in effective-schools regression
models.
Helmstadter and Walton (1986) demonstrated that
SEIs for measures of student background characteristics
and of previous learning correlated .8 with those
indices based on student background without measures of
previous learning.

In addition, the residuals from
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student background variables alone correlated higher
than did residuals computed by varying the pretest.
However, their measures of student background were
derived from race, gender, and age data.

Such variables

are conceptually physical characteristics, not indices
of SES, though related to them.
THE QUESTION OF A STABLE, CONSISTENT MODEL
Purkey and Smith (1983) reported that few
longitudinal studies on school effectiveness have been
found in literature.

However, they suggested that an

effective school can be expected to have been so in the
past and to remain so in the future.

Though their

statement suggested stability in school effects, the
results of longitudinal studies indicated otherwise (See
Table 2.3).
The instability of SEIs derived from longitudinal
regression models in effective schools research was
recognized by Good and Brophy (1986) and by Mandeville
and Anderson (1987) in separate reviews of previous
research.

None of the five longitudinal studies

reported in those reviews produced stable SEI's across
years (See Table 2.3).

Two of the studies investigated

stability across subsequent grades using matched groups;
two other studies investigated stability within grades
using unmatched groups; no design information was
presented on the remaining study.

The results were
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similar; every study found weak to moderate correlations
between residuals over years, the lowest being -.24 and
the highest being .56 (See Table 2.3).
The stability issue appears to have been a product
of two causes:

(1) schools were changing in their level

of effectiveness; and (2) the regression model itself
was unstable.

Good and Brophy (1986) noted, "The

conditions of effective schools may only be temporary,
and as principals, teachers, and student cohorts change
so too may the level of school effectiveness" (p. 12).
Mandeville and Anderson (1987) addressed the
stability problem in their 1985 study.

The study viewed

matched test results of more than 2,000 students in
grades one through four selected from the South Carolina
Basic Skills Assessment Program.

The spring 1985

reading mean score and mathematics mean score were
separately regressed onto both the spring 1984 reading
and mathematics mean scores and socioeconomic status.
The results were used to compute SEIs and to
subsequently determine which schools were effective and
which were ineffective.

Mandeville and Anderson

determined that the SEIs were unstable across subject
areas and across grade levels, more so for the latter.
The most stable findings across grade levels were the
correlations of SEIs on mathematics scores.

Grade to

grade correlations on reading scores were more unstable.
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Within a grade level, minor instability was found across
the two subject areas.
The implication, according to their report, was
that particular subjects such as mathematics may be more
sensitive to school effects than to previous effects,
such as SES (Mandeville & Anderson, 1987).

Another way

of stating their conclusion is that home support for
education had a greater impact on the acquisition of
reading skills than on that of mathematics.

That

conclusion was supported by White (1982) who outlined
typical measures of the home environment in his meta
analysis.

The author indicated that home variables were

more predictive of reading instruction than of
mathematics.
Concerned with the stability problem in school
effectiveness classifications, Rowan et al. (1983)
reviewed existing effective schools research, finding
several problematic trends.

The authors concluded that

presently employed school evaluation procedures were
problematic for several reasons: (1) evaluation focused
solely on basic skills outcomes, (2) the available
procedures for assessing school quality were
problematic, and (3) the current procedures presented an
incomplete view of school outcomes.

In addition they

viewed the selection of test instruments as a potential
source of instability:
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"In our view, the instability of current
measures may result from the fact that they are
based on standardized achievement tests that do
not accurately reflect the curriculum of the
school. Alternative assessment tests that are
more closely aligned to the curriculum exist,
and practitioners may wish to use these to
evaluate the instructional effectiveness of
schools." (p. 30).
In addition, their study noted the problems that a
narrow focus posed for evaluation procedures:

(1)

quantitative indicators did not correspond to
qualitative conclusions, and (2) limits were placed on
the breadth of school improvement programs.

That is,

what made schools effective extended further than
whatever behaviors were measured with basic skills
tests.

Their finding raised questions as to the

validity of narrow measures of student performance when
applied to establishing school effectiveness.
The authors traced the problems with available
school evaluation procedures through several modelcomparison and longitudinal studies, concluding (1) that
the results of various methods had low correlations with
one another and (2) that the results within a given
method were unstable over time.

In an earlier study

(Rowan & Denk, 1982), they determined that the
correlation of SEI sets (residuals) from one year to the
next was less than .25 (See Table 2.3).

Only 10 percent

of the schools were effective for two consecutive years,
and only 5 percent were effective for three consecutive
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years.
Finally, the researchers determined that effective
school studies seldom measured instructional performance
of an entire school.

Instead, the studies measured

instructional performance from available data on grades
and subject areas.

Such limitations confounded the

stability issue in those studies.
Good and Weinstein (1986) in concluding their
discussion of the stability issue noted, "There is a
need for more research attention to understanding why
change in performance occurs in schools--an assumption
of stable school environments may be unwarranted" (pp.
1092-1093).
RESEARCH ON DISAGGREGATING DATA
Good and Weinstein (1986) questioned the use of
mean school level data in the effective school research
which preceded their report, noting,
"Student averages can be misleading. Although
the literature focuses on average difference
between schools in attainment, there is ample
evidence that a good deal of variation occurs
within schools.... Thus we need to move from
average effects to effects in individual
classrooms and for different kinds of
children." (p.1093).
School averages may have been masking within-school
variation in previous school evaluation projects.
Concerned with the use of average data from which
to determine school effectiveness, Rowan et a l . (1983)
indicated that employing aggregated data ignored
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important variations within schools.

They noted, "Even

within curriculum areas and at a single grade level,
schools may not be uniformly effective for all types of
students." (p . 27).
Such was the concern of Edmonds (1979) when he set
the requirement for effectiveness to be that a school
provide low-income children the same minimum level of
basic skills mastery as that provided middle-income
children.

In taking a stand for equity in education, he

rated the nation's schools which taught low-income
children as "dismal failures" (page 15).
In consideration of the Edmonds equity issue, Geske
and Teddlie (1990) suggested conducting a separate
analysis for the students scoring in the lowest quartile
in addition to the mean-based regression used in
effective school analyses.

The authors suggested that

separate lower-quartile analysis "enables researchers to
study school effectiveness simultaneously from the
equity and efficiency perspectives." (p. 212).
In a review of effective schools research, only two
projects attempting to disaggregate data using
regression analysis were found (Marco, 1974, and Dyer et
al., 1969).

Marco compared five regression variations

including two methods of disaggregating data to compute
residuals.

Dyer et al. analyzed within-school

regression slopes to determine the relative
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effectiveness of a given school for its high and low
achievers.
The variations in regression analyses explored in
the Marco model-comparison study include the following:
(1) disaggregated school regression onto
reference points for low-, middle-, and highscoring students;
(2) corrected disaggregated school regression
for unreliability
of the pretest measure;
(3) mean difference scores (school level);
(4) mean individual residual scores (student
level);
(5) school residual scores (school level).
Concerned with the effect of a single indicator of
school effectiveness, Marco (1974) employed three
indicators, each representing a different within school
performance level.

He explained the design for

disaggregating the data in his study in the following
manner:
"Since a single school effectiveness index may
be misleading, three indices were calculated
for each school using the within-school
regression models. Reference points were
selected to represent low-, middle-, and highscoring students. These points were the mean
individual pretest score across all schools and
points one standard deviation above and below
the mean.... The school effectiveness indices
were the regression estimates of the mean
posttest scores at these three reference
points." (p. 228).
The IVs and DVs in the Marco study were obtained
from the fall and spring administrations of the Primary
II Metropolitan Reading Achievement Test, forms F and G.
Marco correlated the various indices with 30 different
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variables; however, the relationships of primary
interest here were the SEI correlations between all
combinations of methods (See Table 2.5) and the SEI-XV
correlations for each method (See Table 2.6).
In terms of the disaggregation procedures, the
correlations between the corrected and uncorrected
methods were nearly perfect per level (r = .998, .998,
and .996 respectively).

The correction procedures

adjusted the regression results for whatever
unreliability existed in the fall pretest measure.
Obviously, correction in this situation was not
necessary.

In addition, the relationships between the

indices created by high-scoring groups and by lowscoring groups were .317 for uncorrected regression and
.246 for corrected regression.

Such low correlations

indicated that important differences between delivery of
educational services to high and low scoring groups may
have been hidden when scores were averaged.
The relationships of disaggregated-basad residuals
to school-based and student-based residuals were highest
for the middle level of disaggregation (r = .947 and
.946 for student-based data, and r = .867 and .880 for
school-based data).

The correlational range of

residuals for the high and low levels of disaggregation
with the mean-based residuals was from .700 to .867,
indicating that some information about subgroup
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performance was lost on those two groups when data were
aggregated on the school level (See Table 2.5).
Table 2.5
The Correlation Matrix of School Effectiveness Indices
in the Marco (1974) Study
SEI Sources
Low Scoring3
Mid Scoring3
High Scoring3
Low Scoring^
Mid Scoring
High Scoring
School Mean
Student Score
Mean Differences

Low Scoring
1.00
0.81
0.32
0.99
0.80
0.28
0.70
0.78
0.66

Mid Scoring

High Scoring

0.81
1.00
0.81
0.79
0.99
0.78
0.87
0.95
0.82

0.32
0.81
1.00
0.28
0.82
0.99
0.71
0.75
0.68

____
“Oncorrected SEI, bCorrected SEI

A general statistical concern with disaggregated
data was that the resulting residuals may have
significantly correlated with the IVs; that is, the
residuals may have been influenced by IVs which the
regression model should have been controlling.

On the

other hand, where mean-based residuals were used in
regression analysis, the correlation of residuals and
IVs were always at or near zero (Abalos et a l ., 1985;
O'Connor, 1972).
In the Marco study (1974), the disaggregated-based
residuals correlated more highly with the student-based
residuals than with the school-based residuals.

In

other studies (Abalos et al., 1985; O'Connor, 1972), as
in the Marco study (1974), student-based residuals
correlated somewhat with the IV, indicating that the
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controls of the regression model did not remove all of
the influence of the IVs.

In the Marco study, the prior

influence was the measure of prior achievement.

Since

the disaggregated results more strongly resembled
student-based results, perhaps whatever problems that
student-level regression had in controlling prior
achievement can be expected with disaggregated data as
well (See Table 2.6).
In terms of their relationships to the IV, the lowscoring based residuals and the middle-scoring based
residuals both moderately correlated to the pretest
scores (r = .41), indicating a substantial amount of IV
influence remaining in the residuals.

However, the

high-scoring based residuals demonstrated a similar
relationship to the IV as did the student-based
residuals (r = .26 and .28 respectively).

On the other

hand, the correlation of school-based residuals to the
IV was zero, indicating a total absence of IV influence.
Table 2.6
The Correlation Matrix of School Effectiveness Indices
with Student Background Data in the Marco (1974) Study
Correlations with Pretest Scores
Uncorrected
Corrected
School Effectiveness Index (SEI)
Low Scoring Based SEI
Mid Scoring Based SEI
High Scoring Based SEI
School Mean Based SEI
Student Score Based SEI
Mean Differences

41
41
26
00

28
10

38
36
19
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Marco suggested several explanations for the non
zero correlations of residuals with the IV, including a
lack of controls and a limited sample size (70 schools
and 3769 students).

Though he included controls for

prior learning in his study, Marco did not attempt to
control for SES variables.

Perhaps, the results of

disaggregation on achievement test scores were
confounded by also using achievement test scores as the
IV in the study.

That is, employing subgroups which

were segregated for aggregation purposes on a similar
basis as they were to be controlled may have neutralized
the controls.
Marco concluded that the five methods employed in
his study varied enough in results that they should not
be used singularly or interchangeably.

"The school

effectiveness indices for the initially low- and highscoring students appear to give unique information and
raised doubts about using a single index to measure the
effectiveness of a school for a given group of
students." (Marco, 1974, p. 233).
In the Dyer et al. (1969) study, slope analysis was
a secondary part of the overall analyses.

The purpose

of the slope analysis was to determine if differential
delivery of educational services was present within
schools.
follows:

The researchers explained their analysis as
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"The within-school-system regression slopes of
output on input measures provides a basis of
comparing the relative effectiveness a school
system has for above-average and below-average
students.
If the within-school-system slopes
are homogeneous, then a discrepancy measure
based on system means should be sufficient; but
if the slopes are not equal, then some
procedure for indicating the relative
effectiveness of a school system for its top
and bottom students is needed." (p. 602).
Their study found that the test of homogeneity was
statistically significant at or below the .001 level for
all measures; that is, the subgroup slopes were
significantly different in every case.

Such results

suggested that effectiveness was different for the two
groups across all measures.
Disaggregated data, however, was used in subsequent
model comparison studies (See Table 2.2) with techniques
other than regression.

Of the model comparison research

studies reviewed, the Frederick and Clauset (1985) study
was the only one which concluded that data
disaggregating with trend analysis was superior to meanlevel analysis with the regression model.

The two

researchers disaggregated data into high and low SES
groups and determined effectiveness from trend analysis.
Their sample, however, was small (n = 30 students)
relative to other comparison studies.

In addition,

since they were studying only one school, the
researchers were unable to correlate their results with
the IVs to determine which method demonstrated the least
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IV influence.
Abalos et al. (1985) investigated two methods of
disaggregating data in their model comparison study.
One method involved disaggregating data along percentile
groups; the other utilized data disaggregated along free
or paid lunch status.

The research group recommended

neither method in their conclusions, noting that the
resulting SEIs in each situation correlated
substantially with the IVs, free lunch and race.
Edmonds and Frederiksen (1979) stratified their
sample into subgroups based on race and home background,
using the categories created by the strata in an
analysis of variance (ANOVA).

They assigned percentile

ranks to each subgroup based on that group's mean score
to determine effectiveness.

Edmonds and Frederiksen

were interested in whether a school can be effective in
teaching the basics to all subgroups.

They found that

some schools demonstrated that overall effectiveness;
however, their study also revealed other findings.
Schools which were consistently effective or ineffective
in delivering services to all subgroups were relatively
homogeneous in terms of race and economic variables.
However, those schools which were inconsistent in their
delivery of educational services to subgroups tended to
be heterogeneous in their population.

Such

heterogeneous schools, if analyzed as a whole, could
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hypothetically have sufficiently high outliers as to
balance out low performance by subgroups.

That

situation could have masked the ineffective delivery of
educational services to those subgroups.

Pecheone &

Shoemaker (1984) also disaggregated data along economic
variables in a similar ANOVA study.
Though disaggregated data appeared to have
demonstrated less student background control than
aggregated data, disaggregated data in both the Marco
(1974) and Dyer et al. (1969) studies provided a more
indepth view of how

effectively the schools in their

research were delivering educational services.

In

search for a tighter fitting model with better controls
for student background data, researchers may have been
straying from the original issue--the education of all
children, including lower achievers.
Sirotnik and Burstein (1985) discussed this issue
in their expository article on multi-level educational
research, stating,

"To be sure, using statistics (other

than the mean) can present some rather sticky analytical
issues.

Nevertheless, if averages do not fit the

constructs being measured, then there is no point
pretending that they do." (p. 177).

What they were

saying is that if a given statistic did not serve the
purposes of its project, then that statistic should have
not been employed, regardless of how well it performed
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in the model.
LITERATURE ON NORM- AND CRITERION-REFERENCED TESTS
Good and Weinstein (1986) noted that information
about students from their scores on standardized
achievement tests was valuable if the contents of such
tests were congruent with the various curricula taught
in the classrooms.

Here a standardized achievement test

was a global term which included both NRT and CRT
instruments.

Rowan et al. (1983) also cautioned against

using tests which did not reflect the curricula.

They

noted that the use of such tests may have been an
underlying cause of instability in school evaluations.
There is an inherent practical problem with this
criticism.

At this point in time there are two types of

large scale standardized tests: CRTs and NRTs.

Whereas

state CRTs have been designed primarily to measure
curricula or the curricula's minimum skills, the NRTs on
the market have been primarily designed to compare
students, schools, districts, and states to some
benchmark norming sample for a given year.

What the

researchers appear to have been wanting was a
curriculum-based instrument which can used in school or
school subgroup comparisons.

If such an instrument has

ever existed, it existed by happenstance, not by design.
The design requirements for one mode has interfered with
the design requirements for the other since the
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beginnings of the CRT/NRT dilemma.
Nitko (1984) explained that NRTs were useful when
the needed information pertains to relative ability or
relative attainment and that CRTs were useful when the
needed information pertains to a repertoire of knowledge
and/or skills.

Berk (1984) said that a given test could

conceptually have provided both NRT- and CRT-based
information.

However, he warned that it was unlikely

that the same test would have provided maximum
information along both modes, that is, both relative
ability/attainment and knowledge/skill repertoire.

He

did note that the two modes used together provide a more
complete understanding of an individual or school.
Levine and Lezotte (1990) supported the use of both
modes of testing.

They cited NRTs as perhaps the only

available indicator of a school's comparative
performance, but noted that the NRTs have the potential
to provide a misleading view of local achievement where
such instruments do not match curricula.

These authors

viewed NRTs as assessing a wide range of skills, perhaps
beyond what may have been locally emphasized.
NRTs have had an advantage in establishing
effective school status for high-SES schools where
minimum competency test results may suffer from a
ceiling effect.

Many of the statewide CRT instruments

were found to be minimum competency tests (Roeber,
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1989), a fact which concerned Levine and Lezotte (1990).
They indicated that such test results could have caused
subsequent instructional overemphasis of mechanical
skills.
Popham and Husek (1969) were concerned about the
use of NRTs to detect treatment effects, emphasizing the
inappropriateness in using an instrument which detected
heterogeneous performances to measure the homogeneous
effect of treatment on a group.

However, the effect of

a school on its students can hardly be considered a
homogeneous treatment.
Levine and Lezotte (1990) noted that CRTs were
superior to NRTs in determining adequacy of performance
or areas of skill improvement with regards to curricula.
They said that the CRTs were more useful in isolating
instructional objectives which needed increased
emphases.
The essential differences in CRT and NRT
instruments have always been in their purpose and
design.

In one of the more quoted expository articles

on the issue, Popham and Husek (1969) stated that NRTs
and CRTs each have a distinct purpose.

The authors

noted that a visual review of both types of instruments
demonstrated little difference between the two--both
were apparently measures of achievement.

The primary

difference between NRTs and CRTs was in their designs;
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that is, the difference existed in the selection of test
items (Popham & Husek, 1969).
According to the authors, the design of the NRT
gave preference to variability over content, whereas the
design of the CRT gave preference to content over
variability.

In practice, compromises have been made in

many cases to accommodate both preferences to a degree.
Popham and Husek (1969) concluded that the purpose
of the NRT mode of testing was to identify an
individuals performance in relation to the performances
of others.
performance.

Hence, the NRTs were measures of relative
The two authors indicated that increased

variability in scores enhanced the instruments
capability to discriminate between individuals.

Since

balance in content does not directly affect variability,
content issues were less important in the design of
NRTs.
The authors explained that the NRT item selection
process avoided items with low discrimination indices
because low indices restricted variability and hence
reduced reliability.

They said that items which were

too easy, too difficult, or ambiguous tended to not
discriminate between individuals well and thus
restricted variability.

Item writers and selectors made

content concessions in order to enhance variability.
On the other hand, the rationale in the CRT design
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for preferring content over variability provided by
Popham and Husek (1969) was that variability was
irrelevant.

They explained, "The meaning of the score

is not dependent on comparison with other scores; it
flows directly from the connection between the items and
the criterion." (page 3).
of absolute performance.

Hence, the CRTs were measures
The two authors indicated that

the most important issue in item design/selection was
how well the items reflected the behavior (e.g. skills
or knowledge) being measured.

Since content balance was

the most important issue in CRT design, variability was
at times sacrificed for content.
The authors explained that the CRT item selection
process sought items which measured all facets of a
behavior, regardless of the variability.

They said that

CRT items were analyzed on their reflection of the
content of a behavior.
Oescher, Paradise, and Kirby (1989a) reiterated the
position which Popham and Husek (1969) took on the
inherent differences between the two modes of testing.
According to Oescher et al. (1989a),
"Typically, a criterion-referenced test
measures very specific content to determine
whether specific skills have or have not been
mastered....Alternately, a norm-referenced test
measures more generalized content in an attempt
to differentiate students relative to their
knowledge of that content." (pp. 3 & 4).

Oescher et al. (1989a) studied a large matched set
of NRT and CRT data for third graders.

The research

group regressed the two sets of scores onto each other
at the student level of analysis to produce pass/fail
classifications.

Regardless of whether the NRT was used

to predict the CRT or vice versa, the researchers said
that their data indicated that student-level results
were inconsistent, especially for the low achiever.
However, in a subsequent study of similar design for
tenth graders, Oescher, Paradise, and Kirby (1989b)
noted that the issue of alternating test modes may not
be as problematic on the group level.

They later

defined the group level as the district, not the school.
Mandeville and Anderson (1987) faced a similar
issue when they conducted a longitudinal study of
matched groups across grade levels.

As previously

explained, their data base involved a sample of
elementary schools in South Carolina.

The state tested

its first graders in the fall with the Cognitive Skills
Assessment Battery and in the spring with the state's
Basic Skills Assessment Program (BSAP), the state's CRT
instruments.

In addition, the state tested its second

and third graders with the BSAP and its fourth graders
with the Comprehensive Tests of Basic Skills, the
state's NRT instruments (See Table 2.7).
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Table 2.7
The Design for the Mandeville & Anderson (1987) Study

2

3
4

>

1

H

Grade

Administration

DV

Administration

NRTb
CRT
CRT
CRT

Fall 1st Grade
Spring 1st Grade
Spring 2nd Grade
Spring 3rd Grade

CRT
CRT
CRT
NRT

Spring
Spring
Spring
Spring

1st
2nd
3rd
4 th

Grade
Grade
Grade
Grade

previous year's test except for Grade 1
readiness instrument administered the current year
Only the second and third grades were predicted and
tested with the same mode, that is, state designed CRTs
(BSAP).

The other grade levels were not.

If based only

on the analysis of those grades where modes changed,
their conclusion of model instability would be
confounded by the use of multiple modes of testing.
However, their conclusion found support in the
comparison of SEIs for grades 2 and 3 where the IVs and
DVs did not vary in mode and where the SEIs demonstrated
similar instability.

CHAPTER THREE
A STUDY OF THE EFFECT ON EFFECTIVE SCHOOL CLASSIFICATION
WHEN DEPENDENT VARIABLES ARE CHANGED
In educational research and practice, the most
frequent procedure employed in classifying effective
schools has been regression analysis (Table 2.1).

The

procedure has allowed researchers to compare school
performance while controlling for hard-to-change
variables such as socioeconomic factors.
The regression technique produced residuals which
were often standardized and generally used as SEIs.
Those SEIs were employed as the basis for determining
whether schools were effective or ineffective for a
given content and/or grade area.

Where the regression

procedure had adequately controlled for hard-to-change
variables, the resulting SEIs were uncorrelated with
those variables.
AN OVERVIEW OF THE PROCEDURE
This study analyzed classification consistency in
various regression-based school effectiveness models in
determining the effect of manipulating the DV on school
classification.

That is, regression procedures were

employed in obtaining the SEIs for each subject-area
tested in the sample group.

As in many such studies,

the SEIs in this study were residual based and
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standardized (See Chapter 2).

The method of

standardization employed in this study was studentizing
the residuals along a t-score distribution.

From these

standardized residuals, each school was classified as
either effective, average, or ineffective.

Such

classifications were used as the basis for the study's
subsequent consistency analyses.
The NRT measures used as DVs in this study were
standardized tests in reading, language, and
mathematics; the CRT measures used as DVs in this study
were standardized tests in language arts and
mathematics.

The NRT and the CRT tests chosen were

those grade appropriate tests which were administered to
public schools throughout the state of Louisiana in the
spring of 1989.
Nearly 250 Louisiana elementary schools whose third
grade populations were tested with both the NRT and the
CRT in 1989 formulated the study sample.

That sample

was taken from a larger sample used in a recent study
(Oescher et al., 1989a) compiled from scores for third
grade students in the state's public schools who had
taken both NRT and CRT tests.
The final sample was a reduced one reflecting the
removal of inappropriate data.

Such data included the

following cases: (1) districts which had not attempted
to test their total populations with both tests, (2)
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schools whose demographic and test-score data were in
question, (3) schools which had been poorly matched on
CRT and NRT scores, and (4) students who had been absent
for the administration of the CRTs and had been assigned
a zero score in that data set by default.
The study was designed to address the two issues
discussed in Chapter I.

Issue I was concerned with the

consistency with which SEIs were produced from NRT- and
CRT-based results.

Issue II was concerned with the

consistency with which SEIs were produced from the lower
quartile results as compared to those produced from
school means.

Hence, mean-based SEIs were collected on

each school for each subject for both NRT and CRT
variables, and lower quartile-based SEIs were likewise
collected.
The consistency of the school effectiveness
classifications were measured for each issue using the
chi-square test of association and the kappa z-test of
agreement to determine if varying the DV significantly
affected classification decisions.

Where significant

differences were found, magnitude measurements were made
for association with Cramer's V and for agreement with
both the weighted kappa coefficient and the weighted
agreement ratio (Reynolds, 1977).

As a measure of

absolute agreement, the unweighted agreement ratio was
also computed; that ratio represented the percent of
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perfect agreements.
THE REGRESSION PROCEDURE

The underlying statistic of concern in this study
was the studentized residual; it formed the basis for
determining whether or not a school was effective in
1989.

To obtain studentized residuals for each school,

the study employed multiple regression procedures from
which the mean (or lower quartile) score for each school
on each achievement test was predicted, thereby
controlling for hard-to-change student background
variables.

The predicted score was then subtracted from

the actual score to produce a raw school residual for
each test; the raw residual was then studentized,
producing the SEI from which a given school was
classified.
The SEI represented whether that school had
performed higher or lower than expected.

If its

performance was substantially higher than expected, the
school was classified as effective.

If its performance

was substantially lower than expected, the school was
classified as ineffective.

If its performance reached

neither extreme, then the school was considered average.
The multiple regression procedures in this study
employed three SES variables as hard-to-change IVs; they
were regressed onto the DVs, student achievement.
Regression procedures required separate procedures for
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each DV.

In conducting separate procedures, the IVs

were held constant across all models in order to
determine the effect on consistency when the DVs were
manipulated.
The SES variables in the study included teacherreported data on level of parent-education and parentemployment, and student-reported data on school lunch
status.

Though the data had been collected on the

student level, the data were subsequently aggregated in
order to adequately control for SES in the residuals.
As mentioned in the literature review, school level
residuals tended to be free of that IV influence found
in student level residuals (Abalos et al., 1985; Marco,
1974; O ’Connor, 1972).
These SES variables had been collected in
categorical format when the CRTs had been administered
in the spring of 1989.

When categorical data were

summarized on the aggregate level, the resulting data
were interval level in nature (i.e. percent membership
in a given category).

From the aggregate set of SES

variables, a final set of variables was chosen as the
study's IVs.

As previously mentioned, those IVs

remained constant across all DVs for both Issue I and
Issue II.
The DVs for Issue I were the school mean scores on
the CRT for language arts and mathematics, and the

school mean scores on the NRT for reading, language, and
mathematics.

Separate regression analyses were

conducted on each DV, creating five predicted mean
scores and five studentized residuals for each school;
those studentized residuals served as the SEIs in the
study.
In addition to the school mean scores from Issue I,
the DVs for Issue II included the lower quartile point
(25th percentile) for each school on the CRT for
language arts and mathematics, and the lower quartile
point for each school on the NRT for reading, language,
and mathematics.
Regression analyses were conducted on each DV for
both the lower quartile and the mean on each school,
producing four SEIs per school for the CRTs and six SEIs
per school for the NRTs for Issue II.
The formula for multiple regression analysis
follows:
+ “>Ai + >=
where Y is the predicted score on a given school i with
+

X1 being the aggregate student lunch status, X2 being an
aggregate parent education status, and X3 being an
aggregate parent employment status, each for school i.
The regression coefficients or slopes for each
predictor were represented by b where
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B is the standardized regression coefficient based on
the correlation of Y (DV) to a given X (IV) with the
correlation of the other IVs factored out.

The formula

for Ba follows:
1, = (ryl - r ^

- ry3r13) * (1 - r212 - r213)

Included in the slope formula are the standard
deviations for Y and for a given X, with sy being the
standard deviation of Y and with sxl being the standard
deviation of that given X.
The constant in the regression equation is
represented by c in the following formula:
£ = Y - b ^

- b2X2 - b3X3

with Y being the mean of the DV Y, and with X being the
mean of a given IV X (Glass & Hopkins, 1984).
THE SCHOOL EFFECTIVENESS INDEX
The predicted scores were then compared with the
actual scores to produce residuals (difference scores)
for each DV.

The formula for the residual scores

follows:

with e being the residual for a school i (Glass &
Hopkins, 1984).
Traditional standardization sets residuals in zscore format.

One advantage of a standardized format is

that the residuals can be converted into a recognizable
scale from which meaning can transferred from one study
to another.

With standardized residuals, the results

deviate from zero in both a positive and a negative
direction, with most of the residuals generally falling
between +/-1.0 standard errors on the z-score scale.
In this study, the residuals were standardized in
student form; the studentized residuals were interpreted
from a t-score distribution with the standard error
being +/-1.00.

The major advantage of studentized

residuals over traditionally standardized ones is that
the effects of IV outliers on the regression equation
are somewhat controlled (Neter et al., 1985).

The

studentized residuals in this study were employed as the
SEIs; those SEIs were used to classify schools along
three levels of effectiveness.

Those residuals were

designed to represent a test-score based index for each
school where the effect of SES was controlled.
Raw residuals are traditionally standardized by
dividing each one by the standard error of the
residuals.

The standard error is derived from the sum

of the squared deviations from the residual mean (i.e.
variance); however, the mean of any set of residuals is
always zero, making the mean deviation for a given
residual the residual itself:
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For a sample, the variance of the residuals is
generally called the mean square residual or mean square
error (MSE).

It is computed by (1) summing up the

squared mean deviations and (2) dividing by the degrees
of freedom (n-k-1).
MSE = 2(er e)2 -5- (n-k-1)

with k being the number of IVs in the procedure.

Since

the mean is equal to zero, the sum of the squared mean
deviations equals the sum of the squared residuals:
E(er e)2 = Ee12
Hence, the formula for MSE reduces to the following:
MSE = Ee±2 -f (n-k-1)
(Neter et al., 1985).
For a sample, the standard deviation of the
residuals is usually called by the standard error of the
estimate.

It is the square root of the MSE (i.e. the

estimate of the residual variance).

For each observed

unit, then, the standard residual (e±') would be the
residual divided by the square root of the mean square
residual.

Hence the formula for a standardized residual

follows:
= e± ■§• MSE'2
The problem with the traditionally standardized
residual is that it assumes that the variances of the
residuals (e ') are equal.

This procedure ignores the
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outlier effect of some of the IV observations (X^).
The studentized residual adjusts for such effects and
eliminates the need for the equal variance assumption by
use of the leverage factor, h .

The adjusted formula

for the studentized residual follows:
= e± * [MSE (1
(Neter et al., 1985).

3)] 2

As previously mentioned, the

studentized residual was employed in this study as the
SEI.

It is the standardization procedure provided in

the SAS software program which this study employed (SAS
Institute Inc., 1985).
THE CLASSIFICATION OF SCHOOL EFFECTIVENESS
This study explored the influence that varying the
DVs has on effective school classifications.

The

schools in this study were classified as effective,
average, or ineffective by their SEI.

The individual

regression procedures and subsequent residual analyses
in this study produced a set of effectiveness
classifications for each school, one for each of the ten
DVs.
Regarding Issue I, the NRT and CRT mean-based
classifications for each school were then compared along
appropriate tests as follows:
1) NRT reading to CRT language arts;
2) NRT language to CRT language arts; and
3) NRT mathematics to CRT mathematics.
Of concern here was the consistency with which both the
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NRTs and the CRTs produced school effectiveness
classifications.
For Issue II, mean and lower-quartile based
classifications were compared for each school along each
test (both NRT and CRT) to determine the degree of
consistency.

The comparisons follow:

1) CRT mean language arts to CRT quartile language
arts;
2) CRT mean mathematics to CRT quartile
mathematics;
3) NRT mean reading to NRT quartile reading;
4) NRT mean language arts to NRT quartile language
arts; and
5) NRT mean mathematics to NRT quartile
mathematics.
Of primary concern with this issue was whether the
mean-based school effectiveness classifications were
masking inadequate delivery of educational services to
the lower quartile.

Also of concern was whether the

SEIs produced from the lower quartile scores were as
free from the influence of SES as those produced from
mean scores.

Where the masking effect existed, the

mean-based school effectiveness classifications should
have been substantially inconsistent with those based on
lower quartile scores.
The comparisons for each issue were tested to
determine if significant consistency existed.
Subsequently, magnitude measures were computed for each
comparison to determine the degree of consistency.
The classification criteria was set at +/-1.00
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standard error units (se).

Those schools with an SEI

beyond than +1.00 se for any DV were classified as
"effective" for that DV; those schools with an SEI
beyond -1.00 se were classified as "ineffective" for
that DV.

Those schools with an SEI from +1.00 se to

-1.00 se for any DV were classified as average for that
DV.
The choice of +/-1.00 se as the classification for
criteria school effectiveness status was arbitrary on
the part of the researcher.

The reasoning behind the

choice of those points were (1) that the outlier status
of beyond +/-1.00 se should have been moderate enough as
to have minimized the regression effect on subsequent
studies of the same schools, and (2) that most of the
schools (approximately 68%) were expected to be
classified as average, assuming the SEIs to be normally
distributed (Glass & Hopkins, 1984).
However, the a priori classification criteria
categorized large numbers of schools as average; that
phenomenon increased the possibility for chance
consistency when two classification models were
compared.

Since the primary purpose of the study was to

explore the effects of employing different models on
consistency, any chance consistency was regarded as a
threat to the validity of whatever conclusions could be
drawn from such comparisons.

Because of that threat, a
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post hoc classification criteria of +/-.674 se was
established in addition to the a priori criteria.

A

more detailed discussion on both the rationale and
implementation of the post hoc criteria is found in
Chapter 4.
THE DEPENDENT MEASURES
The measurement instruments used as DVs in this
study were the Level 13, Form E, California Achievement
Tests (CAT-13) and the Grade 3 Louisiana Educational
Assessment Program tests (LEAP-3).

The CAT-13 is an NRT

instrument; the LEAP-3 is a CRT instrument.
The CAT-13 had been normed for use with third grade
students; the LEAP-3 had been designed to measure thirdgrade language and mathematics skills as stipulated in
the Louisiana curriculum guides for those subjects.

The

LEAP-3 is a grade-level test, not a minimum skills test
(Louisiana Department of Education, 1989a).
The LEAP-3 is administered annually to all
Louisiana public school students in the third grade as a
measure of how well individual students, schools,
districts, and the state are addressing the grade-level
curricula in language arts and mathematics.
not minimum skills tests.

They are

The tests are untimed, and

each item is within a third grade maximum readability
level (Louisiana Department of Education, 1989a).
Each LEAP-3 test had been designed to measure
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aspects from five domains of its respective Grade 3
curriculum which can be adequately measured with
multiple choice test format.

Of those multiple-choice

measurable skills found within each Grade 3 curriculum
domain, the LEAP-3 has items representing 100% of them
(Louisiana Department of Education, 1989b).

Though some

Grade 2 skills were included in the design, the tests
were not designed to measure any skills beyond the Grade
3 language arts and mathematics curricula.
The 78-item language arts portion of the LEAP-3
covers the following domains: vocabulary (measured by 13
items), comprehension (30 items), writing mechanics (9
items), language structure and usage (13 items), and
study skills (13 items).

The 76-item mathematics

portion includes these domains: numeration (25 items),
whole-number operations (31 items), fraction concepts (4
items), measurement (12 items), and graphs (4 items).
The CAT-13 is administered annually in many public
school districts in Louisiana as a measure of how well
third-grader performances relate to a nationally
designed norm.

Some school districts restrict the

testing of the CAT-13 to partial populations, apparently
as an aid in placement into remedial and special
education classes, though most districts employing the
CAT-13 measure their total population.

Each portion of

the CAT-13 is in multiple-choice format and is
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separately timed.
The intent of the CAT-13 design had not been to
measure the Louisiana curricula, but to measure students
across the nation in relation to a norm sample
(CTB/McGraw Hill, 1987).

Of those multiple-choice

measurable skills found within each Louisiana Grade 3
curriculum, the CAT-13 language and reading subtests
together represent 37% of them, and the CAT-13
mathematics subtest represents 78% of them; the
curriculum comparisons were made with an alternate form
of the CAT-13 used in this study (Louisiana Department
of Education, 1989b).
The CAT-13 tests had, however, been designed to
measure beyond third grade skills in order to reach the
upper and lower limits of a normed percentile ranking of
students across the nation (CTB/McGraw Hill, 1987).

For

example, that alternate CAT-13 form had been found to
measure 30 skills above Louisiana's grade level
curriculum in language arts and 65 skills above the
state's grade-level mathematics curriculum.

The lower

level CAT tests appeared to have been designed to
measured its appropriate grade level and upward; very
few of the items measured skills taught below the third
grade level (Louisiana Department of Education, 1989b).
The 70-item reading portion of the CAT-13 is split
into two separately scored sections: vocabulary
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(measured by 35 items) and comprehension (also 35
items).

The 65-item language portion also includes two

separately scored sections: mechanics (35 items) and
expression (30 items).

The 92-item mathematics portion

provides scores for both computation (44 items) and
concepts/applications (48 items) (CTB/McGraw Hill,
1987).
Both the LEAP-3 and the CAT-13 exhibited strong
consistency statistics in their respective manuals.

To

adequately measure a singular domain with a respectable
degree of consistency, a test should have an internal
reliability of at least .90 (Mills, 1990).

Both the

CAT-13 and the LEAP-3 demonstrate that level of
consistency with the KR-20 measure of reliability.
As calculated in field-testing, the KR-20 internal
reliability measures for the CAT-13 were .96 for the
reading subtest, .94 for the language subtest, and .94
for the mathematics subtest.

The alternate form Pearson

coefficients (external reliability measures) for the
CAT-13 were .90 for reading, .89 for language, and .88
for mathematics (CTB/McGraw Hill, 1987).
As calculated from the actual 1989 LEAP
administration, the KR-20 measures for the LEAP-3 were
.94 for the language arts test and .93 for the
mathematics test (Louisiana Department of Education,
1989a).

No alternate-form reliability studies had been
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conducted on the LEAP-3.
The content validity of the LEAP-3 had been
established in the development phase of the item bank
and in the design of each annual test form.

The intent

had been to initially write and to subsequently select
items which matched the appropriate curriculum along
both content and difficulty dimensions (Louisiana
Department of Education, 1989a).
The degree to which the CAT-13 performed similarly
to the LEAP-3 was determined by the Oescher et al.
(1989a) study in which the subtests were correlated with
one another.

The correlation data are provided in Table

3.1.
Table 3.1
Correlation Matrix of LEAP and CAT Subtests

CAT READING
CAT LANGUAGE
CAT MATHEMATICS

LEAP LANGUAGE ARTS

LEAP MATHEMATICS

.77
.75
.67

.58
.64
.71

As can be seen from these Pearson correlation
coefficients, the CAT-13 reading and language tests
correlated higher with the LEAP-3 language arts test
than with the mathematics test.

Likewise the CAT-13

mathematics test correlated higher with the LEAP-3
mathematics test than with the language arts test.

The

appropriate language/reading to language correlations
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and the mathematics to mathematics correlations were in
the high-moderate range; such correlations provided
reciprocal support for the use of both the CAT-13 and
the LEAP-3 with third graders.

Their high-moderate

correlations supported that the instruments measured
similar content area.

The fact that the correlations

were not in the high range suggests that the two modes
measured content area differently.
The Grade 3 curriculum match for the CAT-13
mathematics test appeared to be sufficient (78%) to
warrant use in the state's public schools.

Though the

curriculum match for the CAT-13 language test was weak
(37%) for Grade 3, there appeared to be sufficient grade
2 and 4 curriculum skills measured on that test to
support its use in Louisiana public schools (Louisiana
Department of Education, 1989b).

As previously

mentioned, the curriculum match for each LEAP-3 was
100%.

Those curricula matches supported the use of both

tests with Louisiana third graders.
THE INDEPENDENT VARIABLES
The IVs in school effectiveness studies were
measures of student background which the researchers
attempted to control while making school comparisons.
Student background can be either measures of previous
learning or measures of home influence.

This study

attempted to control for measures of home influence,

92
attempted to control for measures of home influence,
that is SES.

The SES measures were aggregated forms of

school lunch status, parent education, and parent
employment.

The SES data had originally been collected

on the student level during the spring CRT
administration; that raw data had been categorical in
nature.
The raw categorical responses were aggregated to
the school level to produce multiple measures of the
three SES measures.

An initial decision involved which

variables would be selected as the common set of IVs for
the study.

An a priori decision was made to select at

least one variable from each of the original three SES
measures to conceptually define SES with as many
multiple sources available.

To be included in the

model, a fourth variable would have had to significantly
increase the variance explained.
Since the measures of parent education and
employment were collected on each parent, a decision had
to be made as to whether one or both would be used in
the final model.

An a priori decision was made to

select the father variable for one measure and the
mother variable for the other.

The rationale, again,

was to conceptually define SES with as many multiple
sources available.
The aggregation of categorical responses produced
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the resulting measures for school lunch status:

(1) the

percent of students on free or reduced lunch status
(FRLS) and (2) the percent of students on paid lunch
status (PDLS).

The two variables correlated at .99

which meant that one measure virtually defined the other
(extreme redundancy) and the two variables suggested
potential problems with multicollinearity.

Hence, the

decision was made to include only one of them in the
definition of SES.
The two aggregate lunch status variables
demonstrated the strongest relationships of any SES
variable to any of the DVs, both NRT and CRT, mean and
lower quartile scores.

The range of r for the two

variables was .51 to .70.

PDLS consistently

demonstrated the strongest correlational relationship of
the two, and was thereby employed in the regression
equations.

Because of the relative strength of this

variable, PDLS was entered first into each stepwise
regression procedure.
Demonstrating the second strongest relationship to
the DVs were particular aggregate measures of parent
education.

The resulting measures of parent education

were as follows:

(1) the percent of students whose

fathers did not complete high school (FHSD), (2) the
percent of students whose mothers did not complete high
school (MHSD), (3) the percent of students whose fathers
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graduated from high school (FHSG), (4) the percent of
students whose mothers graduated from high school
(MHSG), (5) the percent of students whose fathers
graduated from college (FCLG), and (6) the percent of
students whose mothers graduated from college (MCLG).
The only variables which correlated moderately with
the DVs were FCLG and MCLG (r ranged from .39 to .55
across all DVs).

Those two variables entered into the

one-variable regression equation after PDLS when an
exploratory R2 procedure (SAS Institute Inc., 1985) was
employed.

They generally entered prior to parent

employment variables in the two-variable regression
model.
The other four parent education variables (FHSG,
MHSG, FHSD, and MHSD) correlated less so with the DVs
and were therefore not considered any further.

Since

the two remaining variables (FCLG and MCLG) correlated
.90 with each other, only one of them was to be selected
for the final model.

The primary reason for this

decision was to protect against multicollinearity.
Aggregate measures of parent employment
demonstrated the least variance explained of the three
types of SES variables.

Hence, the final parent

employment variable chosen for the model, was to be
entered last into the regression equation.
The resulting measures of parent employment were
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as follows: (1) the percent of students whose fathers
were blue collar workers (FBCW), (2) the percent of
students whose mothers were blue collar workers (MBCW),
(3) the percent of students whose fathers were white
collar workers (FWCW), and (4) the percent of students
whose mothers were white collar workers (MWCW).

The

only variables which correlated moderately with the DVs
were FWCW and MWCW.

The remaining variables correlated

slightly with the DVs.
However, MBCW did not demonstrate a strong
relationship with any of the IVs and thereby showed
potential for providing unique information to the model.
Hence, that variable was included with FWCW and MWCW for
consideration in the final model.
How the variables worked together in regression
models were explored in a R2 computer procedure and in
various forward stepwise routines (Sas Institute, 1985).
In most of the stepwise routines explored, the entry of
a third variable did not provide a significant increase
in R2 (alpha=.05).

However, the a priori decision for a

minimum of a three-variable model was conceptually, not
statistically based.

The increase of R2 diminished

substantially on entry of a fourth variable regardless
of the DV.

Of course, any increase in variance

explained by that fourth variable was non significant.
Hence, the regression model was restricted to three
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variables as originally defined.
Two models were proposed:

(1) PDLS + MCLG + FWCW

and (2) PDLS + FCLG + MBCW as displayed in Table 3.2.
The only other model (PDLS + FCLG + MWCW) did not
perform as well in the R2 procedure as did the two
proposed models.
Table 3.2
Regression Modeling; Percent of Variance Explained (R2 ) & Standard Error of
the Estimate (SEE) of Each Dependent Variable by Two Independent Variable Sets
Independent Variable Sets:
#1
% on Paid Lunch Status
% Mothers College Grad
% Fathers White Collar

# 2

% on Free Lunch Status
% Fathers College Grad
% Mothers Blue Collar

SEE

SEE

Dependent Variables:
CRT Lang. Mean
CRT Math. Mean
NRT Lang. Mean
NRT Read. Mean
NRT Math. Mean
CRT Lang. Quartile
CRT Math. Quartile
NRT Lang. Quartile
NRT Read. Quartile
NRT Math. Quartile

.370
.459
.524
.441
.315
.304
.415
.524
.384
.325

4.08
3.94
14.43
17.96
17.11
4.91
4.28
17.14
21.21
18.60

.371
.458
.525
.439
.328
.303
.410
.523
.380
.335

4.08
3.94
14.41
17.99
16.96
4.92
4.27
17.16
21.28
18.47

Mote: Independent variable set # 1 was employed in the rest of this study.

A primary rationale for the first model was that it
conceptually fit the relationships of parent status to
school selection as discussed in Chapter 2 (Wimpelberg
et al., 1989).

The second model was selected to

determine whether employing a variable (MBCW) that
demonstrated low relationships to other IVs would
provide substantial unique information to the model as
to increase R2 beyond the variance explained in the
first model.

A secondary reason for selecting the two
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models was that facsimiles of both models (the order of
entry often varied) generally demonstrated higher R2
than did other competing models with the R2 procedure.
The first of those two models more often than not
demonstrated more variance explained with each DV in the
study (See Table 3.2).

Therefore, the model chosen for

the study was PDLS + MCLG + FWCW, the proposed
Wimpelberg, et al. (1989) variables.
Statistics related to the interrelationships of the
IVs selected and to their relationships to the various
DVs are displayed in Table 3.3.

The only model which

displayed any problems was the one in which first
quartile reading scores served as the DV.

Both the

partial and the semipartial correlation coefficients for
MCLG were lower than FWCW whereas MCLG entered into the
equation prior to FWCW.

The need to maintain a constant

set of IVs over all models was considered more important
than correcting the order in which variables were
included in the reading-quartile model.

Therefore that

model was not adjusted.
Collinearity diagnosis found at the bottom of Table
3.3 indicated that no problems were expected in terms of
redundancy and multicollinearity with that particular
combination of IVs.

Apparently, potential collinearity

problems were averted in the selection of IVs.
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Table 3.3
Various Statistics from the Regression Models Employed In this Study
t-test partial semipar
Statistics: parameter beta
correl correl
estimate estimate
Models:
CRT Language Arts Mean
352.7
0.000
751.5*
Intercept
0.366
0.326
7.471
4.934* 0.341
Pd Lunch
0.04E
0.030
4.768
0.096
1.217
Mth Cl Grd
0.013
Fth Wht Cl
7.856
0.214
2.242*
0.021
CRT Mathematics Mean
796.3*
Intercept
360.7
0.000
Pd Lunch
12.69
0.596
0.454
0.450
8.688*
0.016
Mth Cl Grd
0.094
1.282
0.009
4.844
Fth Wht Cl
1.281
0.034
0.001
.0003
0.379
NRT Language Mean
Intercept
656.4
0.000
395.2*
0.509
Pd Lunch
45.20
0.543
8.439*
0.494
Mth Cl Grd
23.87
0.118
1.723
0.025
0.050
Fth Wht Cl
19.93
0.133
1.608
0.011
0.005
NRT Reading Mean
0.000
Intercept
647.0
312.9*
0.383
0.374
5.356*
0.407
Pd Lunch
35.71
0.056
0.063
0.854
0.033
Mth Cl Grd
14.72
0.293
0.043
0.025
Fth Wht Cl
50.38
3.265*
NRT Mathematics Mean
Intercept
672.6
0.000
341.4*
0.340
0.274
Pd Lunch
27.99
4.405*
0.285
0.035
Mth Cl Grd
29.95
0.150
1.822
0.049
0.008
0.006
Fth Wht Cl
20.95
0.142
1.425
CRT Language Arts Quartile
0.000
Intercept
345.8
611.4*
0.341
0.272
Pd Lunch
7.976
4.373*
0.281
2.779
0.049
0.026
0.018
Mth Cl Grd
0.589
0.215
2.139*
0.013
Fth Wht Cl
9.027
0.019
CRT Mathematics Quartile
Intercept
0.000
353.2
717.2*
Pd Lunch
12.26
0.551
7.720*
0.410
0.407
0.025
0.007
0.004
Mth Cl Grd
1.326
0.323
Fth Wht Cl
4.096
0.103
1.114
0.005
0.003
NRT Language Quartile
Intercept
0.000
317.5*
626.4
Pd Lunch
0.529
0.509
0.494
52.25
8.210*
Mth Cl Grd
15.28
0.064
0.928
0.019
0.039
Fth Wht Cl
0.194
0.011
34.35
2.332*
0.022
NRT Reading Quartile
Intercept
0.000
614.3
251.7*
Pd Lunch
0.371
5.067*
39.90
0.357
0.342
Mth Cl Grd
0.018
0.229
0.019
4.668
0.030
Fth Wht Cl
0.283
0.023
54.63
2.998*
0.036
NRT Mathematics Quartile
Intercept
0.000
645.3
301.4*
0.417
0.303
Pd Lunch
37.58
5.443*
0.310
Mth Cl Grd
24.98
0.114
1.398
0.019
0.028
Fth Wht Cl
0.100
0.003
16.10
1.007
0.004
* probability < .05
Note: Pd Lunch = the variable, students with paid lunch status; Mth Cl Grd
= the variable, mothers with college graduate status; Fth Wht Cl = the
variable, fathers with white collar work status.
Independent Variable Statistics
Statistics: tolerance variance number of
inflation variables
Independent Variables:
0.000
Intercept
Pd Lunch
0.482
2.073
0.426
2.344
Mth Cl Grd
0.291
Fth Wht Cl
3.442

eigenvalue condition
number
3.455
0.302
0.166
0.078

1.000

3.385
4.563
6.671
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THE SAMPLE
The unit of analysis for this study was the school.
Therefore, the sample involved a selection of elementary
schools where sufficient proportions of student-matched
NRT and CRT third-grade data were available.

Nearly 300

schools were included in the original sample.
The study sample was part of a larger sample of
matched NRT and CRT scores for Louisiana third graders
tested in the 1988-89 school year.

The study sample was

taken from a data tape employed in the Oescher et al.
(1989a) study using test scores for those Louisiana
school districts which had tested their third grade
students with both the CAT-13 and the LEAP-3 that year.
Prior to the match, the LEAP-3 data set contained
every Louisiana school with Grade 3 students; that is,
it had 63,197 student files.

However, the CAT-13 data

set contained 22,222 files, an incomplete set of
Louisiana's Grade 3 schools.

Matching produced a data

set of 21,347 records for students who had taken both
the CAT and the LEAP in third grade.

Hence, 96.1% of

the students who had been CAT tested were successfully
matched in that study.
The matching procedure for the Oescher et a l .
(1989a) data set was conducted by Dr. G.K. Mandeville at
the University of South Carolina.

The procedure was

developed to longitudinally matched data sets for the
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South Carolina (school) Incentive Reward Program
(Oescher, 1989a).
The procedure merges data by certain student
identifiers such as last name, first name, gender,
ethnicity, date of birth, and school district.
Initially, the procedure organizes data into smaller
data groups using descriptor variables such as gender,
ethnicity, birth month, and school district.

This phase

reduces the number of comparisons to a workable number.
The next phase employed by the procedure matches student
files where all descriptor variables, including first
and last name, are identical.

That phase results in a

60 to 70 percent matching rate (Oescher et al., 1989a).
Those records not initially matched are processed a
second time with new matching rules for first and last
name matches.

A third and final matching procedure is

conducted using descriptors in addition to student name
(e.g., school district) in order to match files where
inconsistent names cannot be otherwise matched (Oescher
et a l., 1989a).
The ethnic breakdown of the Oescher et al. (1989a)
data set was approximately 55% black and 45% white.

The

actual public school population in Louisiana for 1989
was 42.9% black, 54.6% white, and 2.5% other.

Two

possible explanations for the over-representation of
blacks and an under-representation of whites in the data
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set were (1) the inclusion of partial populations in
some school districts which did not test all thirdgraders with the CAT-13, and (2) the size effect of the
Orleans Parish School District on the data set.

Orleans

is the largest inner-city district in that study and has
numerically and proportionately a substantially larger
black school and urban poor population as compared to
the rest of the study districts (Louisiana Department of
Education, 1990).
Though the sample was not ethnically representative
of the population of public school students in
Louisiana, the sample did represent complete districts
and schools as much as the matching program was able to
produce.

Where the sample was known to be inconsistent

with state data was in the area of ethnicity,
particularly the black population which was over
represented.

Since the black population in Louisiana

represented the largest portion of students on free
lunch status, the ethnic deviations found in the sample
were in the direction which provided the most
information about the subgroup with which Edmonds (1979)
was concerned--low income, racial minority students.
As previously discussed, those districts not
testing their third graders with the CAT were excluded
from the original matched data set.

Those districts

included in the original data set in the Oescher et al.
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(1989a) study, but not testing their total grade three
population were also excluded from the present study's
data set.

The data from those districts did not

represent the student population.

Some districts may

have been using the CAT-13 to test only those students
considered for enrollment in federal remediation
programs, whereas other districts were attempting to
test their total Grade 3 population.
The a priori decision was to exclude those
districts with less than 75% of their population taking
both tests from the data set, that is, to exclude those
districts testing only partial populations.

The actual

results left those districts in the data set whose
matching rate ranged 78% to 100%; the results excluded
those districts from the data set whose matching rate
ranged from 0% to 52%.
52-78% gap.

No districts were found in the

Hence, the matching gap between the

included and excluded districts supports the global
assumption that the intention of those excluded
districts was to test a portion of their population and
not the whole Grade 3 population.

The reduced-sample

appeared to be large enough represent a cross-section of
students in Louisiana public schools.
A total of eight districts were excluded from the
reduced data set, reducing that set to 19,887 files, or
93% of the original matched set used in the Oescher et
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al. (1989a) study.

The districts which were excluded

from the reduced data set are displayed in Table 3.4.
The percent matching to the LEAP-3 test sample was
provided for each district.

The LEAP-3 sample

represented the larger set in most cases and therefore
represented the primary matching concern of the two data
sets.

That is, the success of the matching program was

based on the percent of the LEAP-3 files that were
matched to the CAT-13.
The remaining sample represented approximately 30%
of the schools in the state.

The 19 districts used in

the study are displayed in Table 3.4.

As indicated in

that table, the number of student files matched
represented nearly 96% of the LEAP-3 population files
for districts included in this study; the percent match
for the CAT-13 data set also approached 96%.

This

matching rate appeared to be a sufficient safeguard
toward obtaining a representative cross section of
district populations used in the sample.
Nearly 250 schools in 19 school districts remained
in the reduced data set.

These remaining 19,887 student

records in the set represented 31.5% of the 63,197
students who had taken the LEAP-3 test in 1989.
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Table 3.4
School Districts Excluded from the Study Sample
District
#
#
#
#
#
#
#
#

02
03
05
16
18
21
22
24

Total

# LEAP Tested

# CAT Tested

365
622
1386
326
807
1444
122
986

117
159
212
170
313
360
62
99

6058

1492

# Matched

% Match

116
157
206
165
309
352
62
93

32
25
15
51
38
24
51
9

1460

24

School Districts Retained in the Study Sample
District
#
t
#
#
#
t
#
#
#
#
#
#
#
#
#
#
#
#
#

01
04
06
07
08
09
10
11
12
13
14
15
17
19
20
23
25
26
27

Total

# LEAP Tested

# CAT Tested

# Matched

896
280
3967
528
543
272
513
1401
257
590
6807
1501
160
621
328
784
417
684
239

893
280
3972
640
542
350
585
1422
258
588
6475
1499
158
502
328
761
420
819
238

890
274
3857
515
541
266
504
1366
253
581
6361
1491
155
494
322
756
395
629
237

20788

20730

19887

% Match
99
98
97
98
99+
98
98
98
98
98
93
99
97
80
98
96
95
92
99
96
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The data from individual schools were then analyzed
to determine if any of it was problematic.

Of question

were the teacher-reported survey data from parent
education and employment for some schools.

Weitman et

al. (1990) had found several schools in the original
demographic data set which had demonstrated no variance
in the response patterns on the teacher-reported data.
To check the demographic data in this study, the
standard deviations of the categorical demographic
questions were computed.

Those with deviations close to

zero were further analyzed in terms of a complete
demographic frequency breakdown.

Of those schools, the

ones with little or no response to the demographic
survey questions were removed from the data set (See
Table 3.5), the reason being that there were
insufficient data from which to compute IVs.

In

addition, those schools with poor NRT/CRT matches
less than 75% matching rate)

were eliminated

(i.e.

from the

data set (See Table 3.5) because the resulting test
scores may not be reflective of a cross section of a
given school's population.
Finally, individual student scores were removed
from the data set wherever a given student received the
default zero score on the CRT data tape for that portion
of the LEAP-3 from which he/she was absent.

Such scores

were considered unreflective of expected LEAP-3 scores.
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Table 3.5
Individual Schools Excluded from the Study Sample & Selected
Demographics
School
04-002
04-006
06-048
06-050
06-051
08-005
10-014
12-005
14-008
14-029
14-034
14-049
14-059
14-061
14-068
14-082
14-084
14-104
14-108
14-111
14-135
20-001
26-015
26-022
Total

Population

% Free Lunch

% Paid Lunch

% Black

% White

20
39
22
78
53
206
57
8
133
42
64
76
61
56
117
48
15
156
72
57
30
45
37
50

85%
77%
59%
--89%
72%
74%
87%
95%
93%
100%
30%
98%
100%
97%
65%
100%
65%
93%
95%
57%
89%
14%
56%

15%
18%
41%
--11%
26%
25%
13%
3%
7%
0%
68%
2%
0%
3%
35%
0%
35%
0%
2%
43%
9%
84%
44%

85%
97%
41%
100%
100%
69%
61%
100%
86%
100%
95%
58%
100%
95%
100%
52%
100%
76%
93%
98%
80%
96%
3%
24%

15%
3%
59%
0%
0%
28%
39%
0%
12%
0%
0%
37%
0%
4%
0%
27%
0%
19%
0%
2%
20%
2%
95%
76%

1542

74%

20%

80%

17%

Note 1: Where percents do not total to 100%, there are other
categories not
shewn, or the data reflects non responses to survey questions.
Note 2 : The total for the percent columns represent weighted
percents across all schools that were deleted from the data set.

For the final sample, the number of schools
represented in the data set were 242 with more than
18,000 students.

The percent black was 52.9%, the

percent white was 44.4%, and the percent of other
ethnicity was 2.7%.

The proportions of the final sample

in terms of gender were 50.5% male and 49.5% female.
With regard to ethnicity, the final sample did not
reflect the state's population.

The black population

was oversampled; the white population was undersampled.

107
THE HYPOTHESES AND RESEARCH DESIGN
The overall question that this study addressed
concerned classification consistency.

Both Issue I and

Issue II were subjected to two questions on
classification consistency:
(1) Was there a significant consistency (i.e. a non-zero
relationship) beyond chance between various sets of
effective school classifications for each issue?
(2) If significant consistency existed/ was there
sufficient magnitude of consistency between the
classification sets for each issue?
More specifically, the question Issue I raised was
to what degree has a CRT used as a dependent variable
produced the same results as an NRT in effective school
classification.

The question that Issue II raised was

to what degree have mean aggregated data produced the
same results as quartile aggregated data in classifying
school effectiveness.
Those two questions formed the bases from which the
hypotheses for each issue were built.

For either issue,

the initial hypothesis was that some degree of
relationship existed between the two classification
sets.

That is, the relationship between two sets was

significantly more than what would have been expected by
chance alone.

If the hypothesis was accepted, then the

two classification sets were considered somewhat
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consistent with each other.

More importantly, the

second hypothesis was that the magnitude of the
relationship between the two classification sets was
such that schools can be expected to be correctly
classified regardless of which IV was selected.
Underlying the relationship question was to what degree
did two models of school effectiveness classifications
agree (See Chapter 1).
More specifically, the hypotheses for Issue I were
(1)

that the NRT-determined classifications were

significantly related to the CRT-determined
classifications, and (2) that those two sets of
classifications had a sufficient magnitude of
relationship for the two instruments to be used
interchangeably.

For Issue II, the hypotheses were (1)

that the mean-determined classifications were
significantly related to the quartile-determined
classifications, and (2) that those two sets of
classifications had a sufficient magnitude of
relationship to establish that the mean was not masking
unequal delivery of educational services to the lower
quartile subgroup.
The design for Issue I comparisons crossed the
results of the mean-based CRT-determined SEIs with that
of the mean-based NRT-determined SEIs in three separate
contingency tables:
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(1) classifications based on NRT language arts
SEIs crossed with those based on CRT language
arts SEIs;
(2) classifications based on NRT reading SEIs
crossed with those based on CRT language arts
SEIs; and
(3) classifications based on NRT mathematics
SEIs crossed with those based on CRT
mathematics SEIs.
All three contingency tables were 3-by-3 in design for
each level of school effectiveness: effective, average,
and ineffective.
The purpose of the contingency tables was to
compare the results of the two classification models.
An example of a 3-by-3 contingency table used in this
study follows:

NRT CLASSIFICATIONS:

EFFECTIVE

AVERAGE

CRT CLASSIFICATIONS
EFFECTIVE
AVERAGE
INEFFECTIVE

11
21
31

12
22
32

INEFFECTIVE
13
23
33

If both sets of classifications in the hypothetical
contingency table were perfectly consistent with one
another, the table would have produced a diagonal matrix
with all of the schools located in cells 11, 22, and 33.
If both sets of classifications were perfectly
inconsistent, the table would have had schools located
in all cells except 11, 22, and 33.

Obviously, if an

equal number of observations had fallen into each of the
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nine cells, then the two sets of classifications would
have demonstrated no association with one another.
Any estimates of chance occurrence were based on
expected distributions.

Those expected distributions

were tied to the cross products of row and column totals
(i.e. the marginals).

Such expected distributions would

have more than likely resembled a matrix somewhere
between those of perfect consistency and no consistency.
Also of concern was whether any schools had fallen
into cells 31 or 13; schools in those cells would have
been classified as effective by one DV and ineffective
by another.

Cells 31 and 13 represented the locations

of most extreme disagreement.

For consistency to have

had any meaning, membership in those two cells should
have been zero or near zero.
Where the consistency in the 3-by-3 table was
significant, magnitude analysis was conducted.

In

addition, where significance was found, subsequent 2-by2 analyses were conducted to determine if significant
consistency existed between pairs of classifications,
such as effective and average, or ineffective and
average, or effective and ineffective.

Such 2-by-2

analyses were designed to provide information as to
which categories were providing the most consistency for
a given three-level model.
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An example of the design for a 2-by-2 analysis
follows:

NRT CLASSIFICATIONS

EFFECTIVE

CRT CLASSIFICATIONS
EFFECTIVE
INEFFECTIVE

INEFFECTIVE
12
22

11
21

As in the 3-by-3 table, the diagonal matrix on the 2-by2 table (cells 11 and 22) represented the areas of
agreement.

The off-diagonal cells (21 and 12)

represented the areas of disagreement.

Where

significance was found on any 2-by-2 tables, subsequent
magnitude analyses was also performed.
The design for Issue II of this study crossed the
results of the mean-based SEIs with that of the lower
quartile-based SEIs for both the CRT and the NRT in five
separate contingency tables:
(1) classifications based on mean and lower
quartile SEIs for NRT language arts;
(2) classifications based on mean and lower
quartile SEIs for NRT reading;
(3) classifications based on mean and lower
quartile SEIs for NRT mathematics;
(4) classifications based on mean and lower
quartile SEIs for CRT language arts; and
(5) classifications based on mean and lower
quartile SEIs for CRT mathematics.
These five contingency tables were likewise 3-by-3
in design.

The tables were analyzed for significance in
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association and for magnitude of consistency.
Subsequent 2-by-2 analyses were also conducted where
significance was determined as were conducted with Issue
I.

Magnitude measures were provided for both the three-

by-three and the two-by-two tables where significance
was determined.
Since the unit of analysis was the school, there
were two possible approaches to obtaining regressionbased SEIs:

(1) compute student-based residuals and

then aggregate the residuals on the school level; and
(2) aggregate data on the school level and then compute
school-based residuals.

The former approach had been

demonstrated to produce IV-dependent SEIs, whereas the
latter had been demonstrated to produce IV-independent
SEIs (Abalos et al., 1985, Marco, 1974; and O'Connor,
1972).

Hence, this study employed the latter.

THE ANALYSES
Classification consistency was analyzed for
significance (a = .05) using two approaches: the chi
square test of association and the kappa ^-statistic
test of agreement.

The kappa z-statistic was computed

from the kappa coefficient which was a magnitude measure
of agreement for contingency tables.
Magnitude of consistency was also measured for
association and agreement.

The Cramer's V was employed

as an association measure of magnitude for the 3-by-3
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tables; the phi coefficient was employed for 2-by-2
tables.

The weighted kappa coefficient and the weighted

agreement ratio were used as agreement magnitude
measures regardless of the table size.

In addition, all

3-by-3 tables were measured for absolute magnitude with
the unweighted agreement ratio.
The chi-square test has been traditionally employed
to analyze categorical frequency data.
essentially

The test is

the same regardless of the number of levels

being analyzed.

The chi-square test is the nominal

counterpart to the two way analysis of variance.
Essentially

the test is designed to determine if

differences

exist in cells, that is, whether two

classification distributions are associated or are
independent of one another.

If the test is significant,

then the two distributions are associated; if it is not
significant, then they are independent.
The formula for the chi-square test follows:
X2 = S1=1£j=1 [(0±j - Eij)2 * E±j]
where

is the number of observed cases in the ith row

of the jth column, and E

is the number of cases

expected under the null hypothesis to be categorized in
the ith row of the jth column (Siegel, 1956).

The

expected number is calculated by summing the column and
rows for a given cell, by multiplying the appropriate
column and row totals, and by dividing the product by
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the sum of all rows and columns.
The procedure assumes a chi-square distribution
with degrees of freedom (df) being (k-1) (r-1) where k
is the number of columns and r is the number of rows.
In the case of the overall 3-by-3 chi-square test, the
df = (3-1) (3-1) = 4; and in the case of the subsequent
2-by-2 tests, the df = (2-1) (2-1) = 1.
Requirements for the chi-square test include the
following: (1) no cell should have an expected frequency
of less than one, and (2) fewer than 20% of the cells
should have an expected frequency of less than 5
(Siegel, 1956).

Recent experiments indicate that the

chi-square tests work with an average expected frequency
of 2 (Glass & Hopkins, 1984).
A major assumption of the chi-square test is that
all observations be independent, meaning that a given
observation qualifies for only one cell (Glass &
Hopkins, 1984).

In this study, a given school was

assigned to one and only one cell; therefore, the study
met the test for independence.
There is an increase in power for the chi-square
test as the total in the data set becomes large.

That

increase in power increases the chance of a Type-I
error; that is, significance is more apt to be
determined by the size of the sample than by the
distribution of the data as the sample size increases
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(Siegel, 1956).

Reynolds (1977) noted that the

numerical magnitude of chi square was due in part to the
sample size which posed a problem with both the issues
in this study.

Reynolds demonstrated that an increase

in the data set proportionately increases the chi-square
statistic holding all else constant.

The data set size

for this study may have been large enough to warrant
concern.
Where chi-square significance was determined, the
magnitude of the consistency was computed with a related
statistic, Cramer's V, which controls for the influence
of sample size on the results.

Cramer's V is derived by

standardizing the chi-square statistic by dividing chi
square by the sample size (n) which makes the resulting
statistic independent of n.

Cramer's V is computed from

the square root of the quotient of the chi square
divided by the sample size and smallest of the degrees
of freedom (t-1) from the levels on the contingency
tables as illustrated in the following formula:
V = [X2 v n(t-l) 1 2

Cramer's V reduces to Tschuprow's T where the
degrees of freedom are equal.

In this study, the

degrees of freedom were equal; hence, the two statistics
were the same.

Both statistics vary between 0

(independence) and 1 (perfect agreement).

For a two-by-

two table, the Cramer's V formula reduces to the phi
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coefficient, which is the square root of chi squared
divided by the sample size as shown in the following
formula:
$ = (X2 -r n) 2

(Reynolds, 1977).
The use of Cramer's V and the phi coefficient in
magnitude determinations were of concern as far as
interpretation:

"Despite their operational meanings,

measures of association discussed so far sometimes
mislead as much as they inform.

An index's numerical

value should, of course, reflect the 'true'
relationship.

But unfortunately, factors having little

to do with the intrinsic association may artificially
increase or decrease a measure's magnitude." (Reynolds,
1977, p. 55).
Of concern in this study was the influence which
three levels of classification (i.e. effective, average,
and ineffective) had on the magnitude.

"As a general

rule, the greater the variation in both the independent
and dependent variable, the greater the numerical value
of a measure of association, other things being equal.
And conversely, limiting variation in one or both
variables usually weakens a relationship.... For these
reasons, using a coefficient of association alone to
show explanatory importance seems questionable."
(Reynolds, 1977, p. 56 & 58).
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Another way of determining significance and
magnitude in association is to employ measures of
agreement.

All measures of agreement employed in this

study were variations of the raw percent agreement
between two variables.

The most straight-forward

measure of agreement is the unweighted agreement ratio.
The unweighted agreement ratio served in this study as a
measure of absolute agreement.

It is the percent of

classifications with which two models concur; it is the
sum of the diagonal cells divided by the total units in
the analysis.

Hence, the unweighted agreement ratio is

the raw percent agreement.
The weighted agreement ratio is a variation in
which the elements in off-diagonal cells are weighted
inversely as to their degree of disagreement.

The

weighted agreement ratio varies little with different
levels of analyses such as with 3-by-3 tables and 4-by-4
tables; the weighting modifies the variation effect of
increases and decreases in the number of levels.
A third variation of percent agreement is the kappa
coefficient.

That statistic controls for chance

agreement expected from the distribution of the data.
It employs the table's row and column totals (marginals)
in determining expected agreement.

In addition, the

kappa z-statistic is computed from the kappa coefficient
and is employed as either a test of significance or as a
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way to set confidence intervals.

It is computed by

dividing the kappa coefficient by i.ts standard deviation
(Reynolds, 1977).
All agreement calculations begin with computing the
unweighted agreement ratio.

That unweighted ratio is

more often employed with dichotomous decisions; that is,
the ratio is used with a two-level contingency table.
It can also be used with three-level decisions and
greater.

With a possible range from zero to one, the

ratio gauges the numerical proportion of identical
classifications to the total classifications.
The formula for the dichotomous percent agreement
follows:
P = —P 11 + —P22

—

where the P is the agreement ratio, P

is the

proportion or percent of schools consistently classified
as effective, and P22 is the proportion or percent of
schools consistently classified as ineffective.

Hence,

the agreement ratio is the total proportion of all cases
in a study which are consistently decided (Crocker &
Algina, 1986).
This measure of decision consistency employs a
threshold loss function; that is, the proportion of
classifications lost to error or to inconsistency at the
threshold or cut-off score (Berk, 1984).

In this study,

the a priori cut-off points or decision criteria were
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+/-1.00 se.

Later, it was determined that the criteria

needed adjusting to better control for chance agreement.
The post hoc criteria was set at +/-.674 se.
In terms of the unweighted agreement ratio on a
three-level contingency table, the diagonal elements of
the contingency table are counted (a default weight of
1.0), and all off-diagonal cells are ignored (a default
weight of zero).

This three-level statistic was

employed as the measure of absolute agreement.

With

regards to this type of magnitude measure, all
agreements were absolute, there were no partial
agreements; hence, all disagreements were also absolute.
The formula for the unweighted agreement ratio for
a three-level table follows:
P = Pu + P22 + P33
where the P is the agreement ratio, P

is the

proportion or percent of schools consistently classified
as effective, P22 is the proportion or percent of
schools consistently classified as average, and P33 is
the proportion or percent of schools consistently
classified as ineffective.

Hence, the agreement ratio

is the total proportion of all cases in a study which
are consistently decided (Reynolds, 1977).
In terms of the weighted agreement ratio on a
three-level contingency table, neither agreement or
disagreement is absolute.

The perfect-agreement cells
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are weighted with a 1.0, and the perfect-disagreement
cells are weighted with a 0; a logical extension is to
weight the quasi-disagreement cells with 0.5.

By

weighting, the data in the quasi-disagreement cell also
represents quasi-agreement.
For a 3-by-3 contingency table, the weighted
agreement ratio adjusts for levels of disagreement.

In

this study, the degree of disagreement between an
average classification and an effective (or an
ineffective) classification was not as great as the
degree of disagreement between an effective
classification and an ineffective one.

Furthermore, the

weighting adjusts for changes in the number of levels
used in analysis.

The weighted agreement ratio for a

given set of data classified along three levels should
deviate little from that for the same data set
classified along two or four levels.

The unweighted

ratio, on the other hand, should demonstrate greater
fluctuations (Reynolds, 1977)
The formula for the weighted agreement ratio for a
three-level table follows:
P ’o =

s

£*

where P'o is the weighted agreement ratio, w
weight for each cell, and P

is the

is the proportion or

percent membership in each cell.

Unlike the unweighted

ratio, all cells are totaled with the weighted agreement
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ratio (Reynolds, 1977).
In computing the weighted agreement ratio, all
average-to-effective or average-to-ineffective cells
were logically weighted as a 0.5 where quasi agreementdisagreement classifications were found.

In addition,

effective-ineffective and ineffective-effective cells
were weighted with 0 where extreme disagreement
classifications were found.

Finally, all effective-

effective, ineffective-ineffective, and average-average
cells were weighted with 1.0 where all perfect agreement
classifications were found.
Because of the weighting scheme, the weighted
agreement ratio will always be identical to the
unweighted agreement ratio for the two-level contingency
tables.

In the 2-by-2 design, there are only agreements

and disagreements; hence, the cells are either weighed
with 1.0 for agreements and 0 for disagreements.
However, the 2-by-2 design is conceptually a more
meaningful extension of the weighted ratio; the
weighting controls tend to neutralize the limiting
effect which the number of levels analyzed has on the
magnitude of the ratios.
The kappa coefficient is a variation of the
agreement ratio, in which corrections are made for
expected chance agreements.

This study employed a

weighted kappa coefficient which was an extension of the
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weighed agreement ratio.

The general range of kappa is

+1.0 for perfect agreement to 0 where the agreement
ratio equals expected chance agreement.

Kappa values

are negative where the agreement ratio is less than what
is expected by chance (Reynolds, 1977).
The formula for the weighted kappa coefficient
follows:
Kvr
—
where

= (P
'— o '-P
— c ')
/ + (1-P
' — c ’)
9

is the weighted kappa coefficient, Pq' is the

weighted agreement ratio, and Pc' is the sum of the
weighted marginal proportions which is the correction
for chance.

The formula for the chance correction

follows:
Pc' = ^
where w

P1+ P+j

is the weight for a given cell, Pi+ is the

marginal total for row i, and P+j is the marginal total
for column j (Reynolds, 1977).
For significance testing, the kappa z-statistic is
a better measure of consistency in that it is not as
sensitive to the sample size (n) and still controls for
chance consistency.

A significant z-test means that the

two classification distributions demonstrate some
agreement; an insignificant test means that the two
distributions are independent of one another--there is
no significant agreement beyond what would be expected
by chance.

The z-statistic is computed by dividing the kappa
coefficient by its standard deviation.

The formula for

the z-statistic follows:

where

is the weighted kappa coefficient and sdfe is

the standard deviation of the kappa coefficient
(Reynolds, 1977).

The standard deviation is the square

root of the variance for kappa.

The formula for the

variance of kappa follows:
o2k = {l*[n(l-Pc)2} {(l+nlEf.XatSia-CSir^)]2- ^
where jf1+ is the marginal frequency for row i, _f

is the

marginal frequency for column j, w±+ is the mean weight
for row i, w+j is the mean weight for column j, and Pc is
the unweighted chance correction for Pc = E P1+ P
(Reynolds, 1977).
The agreement ratio is sensitive to three factors:
the position of the decision point, the length of the
measurement instrument, and the variability of the
results (Berk, 1984).

The kappa coefficient is likewise

sensitive.
The influence of decision point position on the
agreement ratio diminishes as that point is located
further from the mean in a 2-by-2 table; the opposite
holds for the kappa coefficient (Crocker & Algina,
1986).

For 3-by-3 tables, the influence of the decision

points apparently followed a similar logic in this
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study.
In this study, the a priori decision points were
+/-1.00 se.

This position should have been to be far

enough from the mean as to have had little effect on the
agreement ratio (Crocker & Algina, 1986).

Instead, the

marginal distributions apparently influenced the
agreement ratio; the positions of the a priori criteria
created a large clustering of schools in the average
category.

When the classification results were crossed

in 3-by-3 contingency tables, a large percent of the
schools were dually classified as average.

That

phenomenon may have enhanced chance consistency which
would have inflated the agreement ratio.
Since the purpose of the study was to determine the
effect on consistency of varying the DVs, any inflated
consistency magnitude would be a threat to the validity
of the study.

Therefore, post hoc criteria of +/-.674

se were employed.

The rationale and implementation of

the post hoc decision points are discussed in Chapter 4.
The effect of instrument length diminishes as the
DVs expand beyond ten items (Crocker & Algina, 1986).
The DVs in this study were individually longer than 55
items which was well beyond that point at which length
can appreciably influence the outcome.

The effect is

similar for both the agreement ratio and the kappa
coefficient.
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Unlike the previous two influences, the naturally
occurring influence of variability on the agreement
ratio and the kappa coefficient was a desired outcome in
this study.

The influence of variability is as follows:

as the distributions of the two sets of classifications
vary more, both the agreement ratio and the kappa
coefficient decrease in magnitude; as the distributions
of the two sets are more similar, the measures increase
(Crocker & Algina, 1986).
However, this variability influence was the crux of
the matter for both Issue I and Issue II.

Since the

study was an attempt to determine the influence of
varying the DVs on the SEIs and their resulting
decisions, the sensitivity of the agreement ratio to
such variability was not only desired, but also
necessary in this study.
The only other statistical issue related to
magnitude measures is that the kappa coefficient is
sensitive to marginal differences as noted in a
discussion by Berk (1984) concerning analysis of 2-by-2
tables.

Reynolds (1977) noted the same issue without

regard to table size.

Marginal differences tend to

constrain maximum possible values of kappa.
In addition to analyzing the classification
results, the relationships of the SEIs to the IVs were
explored.

All SEIs produced from the mean and quartile
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regression were analyzed by separately correlating the
mean-based and the lower quartile-based SEIs with each
IV to determine if SES was controlled in the regression
analyses.
Tests were computed to determine if the correlation
coefficients differed significantly from zero.

Where

such coefficients approximated zero, SES was
sufficiently controlled; where such coefficients
significantly differed from zero, SES was not
sufficiently controlled, suggesting that the SEIs were
not independent of the SES variables.
The test of significance (a = .05) used in this
situation was the t-test that a correlation coefficient
equals zero; that is, it is a test that two variables
are not related.

The formula for the test follows:

t = r * [(l-r2)-r(n-2) ]~2
where r is the Pearson correlation between the set of
SEIs and the a set of SES data and where n-2 is the df
(Glass & Hopkins, 1984).

CHAPTER FOUR
FINDINGS OF EFFECTIVE SCHOOL CLASSIFICATION
Each of the 242 schools in this study were
classified into one of three levels of effectiveness
according to ten separate three-variable regression
models.

Each school received ten effectiveness ratings,

one based on each of the DVs in the regression models:
(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)
(10)

mean aggregated CRT language arts school scores,
mean aggregated CRT mathematics school scores,
mean aggregated NRT language school scores,
mean aggregated NRT reading school scores,
mean aggregated NRT mathematics school scores,
lower guartile CRT language arts school scores,
lower quartile CRT mathematics school scores,
lower quartile NRT language school scores,
lower quartile NRT reading school scores, and
lower quartile NRT mathematics school scores.

Throughout Chapter 4, each regression model was
identified by its DV, the only aspect which was varied.
In addition, each classification model was identified by
both the DV and the classification criteria (e.g.,
+/-1.00).

From that criteria, all schools were

classified as either effective, average, or ineffective
along each of the ten DVs.
Those classifications were subjected to cross
categorical analyses to determine the consistency with
which appropriate pairs of DVs were able to rate schools
with regards to effectiveness.

Contingency tables were

employed in displaying and analyzing the classification
data.

From such tables, frequency analyses were
127
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conducted on the cells for consistency.
Consistency analyses were conducted for Issue I and
Issue II for both significance and magnitude of
consistency.

Where significant consistency was

determined for two evaluation models for all three
levels of classification, subsequent analysis was
conducted on two levels of classification (e.g.,
effective and average levels, or ineffective and average
levels).

In addition, several measures of magnitude

were calculated to determine the degree of consistency
with which the models classified schools.
REVIEW OF STATISTICS EMPLOYED IN ANALYSES
Significant consistency was measured in terms of
association from the chi-square statistic and in terms
of agreement from the kappa z-statistic; the minimum a
priori alpha level for significance was set at .05.
Where significance existed, the pairs of classification
distributions were considered consistent with one
another beyond expected association or agreement.

Where

no significance was found, the pairs of classification
distributions were considered to be independent of one
another.

Of course, the case independence of

classification distributions would have raised serious
concerns whether (1) NRTs could be alternated with CRTs
and (2) the mean could continue to be used without
considering lower quartile performance.
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Expected consistency was determined from what cell
sizes would have occurred by chance distribution alone.
For example, if 20% of the schools are expected to be
classified as effective along two SEI models, then 4%
(i.e. .20 x .20 = .04) of the schools are expected to be
consistently classified as effective by chance
distribution alone.

Hence, for significance to exist,

consistency must be greater than what would be expected
by chance distribution.
Regardless of the distribution of data or the number
of levels being analyzed, the chi-square test indicated
significance beyond the .001 level of probability for
every comparison.

The z-statistic, which was derived

from the kappa coefficient, indicated significance
beyond the .05 level of probability in most cases; in
some cases, the z-statistic was not significant.
Magnitude of consistency was measured in terms of
association using the phi coefficient for the two-level
analyses and Cramer's V for the three-level analyses.
Magnitude of agreement was measured using the kappa
coefficient and the weighted agreement ratio for both
two- and three-level analyses.

Cramer's V and the kappa

coefficient generally resulted in equal or near values
for all three-level analyses, as did the phi and kappa
coefficients for all two-level analyses.
In addition to the other magnitude measures, a
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measure of absolute agreement was computed for each pair
of dependent variables studied.

That measure was the

unweighted agreement ratio for the three-level analyses.
For this study, it was the percent of schools along the
diagonal of each contingency table.

It resulted in

slightly lower magnitude ratings than did the weighted
ratio.
Magnitude measures were translated to ordinal-valued
scales from low consistency to high consistency to
facilitate data explanation and to provide a specific
definition of terms such as low, moderate, and high
association or agreement.

The decision to translate

them to ordinal scales was a post hoc one to facilitate
communication (See Table 4.01).
One scale was created for the kappa coefficient and
Cramer's V; another scale was created for the agreement
ratios.

Generally the agreement ratios were higher in

magnitude because they ignored chance agreement; hence,
a separate scale was established to take that phenomenon
into consideration.

Where chance agreement appeared to

have a greater influence, the differences both in the
magnitude of the statistics and in their subsequent
scale classifications was greater for the kappa
coefficients and agreement ratios.
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Table 4.01
Ordinal Scale Values for Contingency Table Magnitude Measures
Ordinal Scale Value

Kappa/Cramer-V Range

low
low-moderate
moderate
high-moderate
high

Agreement Ratio Range

<.4
>.4 & <.5
>.5 & <.7
>.7 & <.8
>.8

<.5
>.5 & <.6
>.6 & <-8
>.8 & <.9
>.9

The measures of association collected on each
contingency table are detailed as follows:
(1) The test of significance for association was the
chi-square statistic.

Non-significance would have

indicated that the two methods of classifying schools
were statistically independent; that is, no association
existed with one another beyond chance expectation.
Significance indicated that the two methods were not
statistically independent; that is, association existed
beyond chance expectation.
(2) The measure of magnitude for association
employed in this study for three-level analyses was the
Cramer's V statistic.

That statistic controls the

effect that the sample size had on the chi-square
statistic.

Its range is between zero (no association

beyond chance expectation) to 1.0 (perfect association).
(3) The measure of magnitude for association
employed in this study for two-level analyses was the
phi coefficient.

That statistic also controls the

effect that the sample size had on the chi-square
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statistic.

The formula for Cramer's V reduces to the

phi coefficient for two-level analyses.
Those measures of agreement collected on each
contingency table are detailed as follows:
(1) The test of significance for agreement was the
kappa z-statistic.

Non-significance indicated that the

two models of classifying schools were statistically
independent; that is, no agreement existed between the
models beyond chance expectation.

Significance

indicated that the two models were not statistically
independent; that is, some agreement existed beyond
chance expectation.
(2) One measure of magnitude for agreement employed
in this study was the kappa coefficient.

The kappa

coefficient measured whatever agreement magnitude
existed beyond chance expectation.

That statistic

demonstrated lower magnitude ratings for the same data
than did the weighted agreement ratio (percent
agreement).

The only exception to that phenomenon is

where agreement is perfect; then both magnitude measures
equal 1.0.

The range for the kappa statistic with which

this study was concerned was from zero for no agreement
beyond chance expectation to 1.0 for perfect agreement.
It does, though, result in negative measures where
observed agreement is less than expected agreement.
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(3) A second measure of agreement magnitude was the
weighted agreement ratio.

Included in that ratio

computation was the weighting of the disagreements
according to their degree of discordance.

For this

study, the following weighting procedure was employed:
(a) extreme disagreements (effective-ineffective
classifications) were weighted with a zero, (b) moderate
disagreements (average-effective or average-ineffective
classifications) were weighted with a .5, and (c)
agreements were weighted with a 1.0.

On two-level

analysis, the weighted agreement ratio is no different
from the unweighted agreement: a weighting of zero for
all disagreements and weighting of one for all
agreements.
(4) The final measure of agreement magnitude was the
unweighted agreement ratio (percent agreement).

The

unweighted agreement ratio was referred to as the
measure of absolute agreement.

Absolute agreement is

defined in Chapter 3 as that magnitude measure which
considers all disagreements the same, regardless of how
extreme each one is.

Absolute agreement also regards

chance agreement and chance disagreement as equal, by
default, since no adjustments are made for either.

This

ratio provides information from which to determine
percent agreement and percent disagreement in the
simplest to understand format.

The unweighted agreement
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ratio was meaningful for this study only with threelevel classifications, since its magnitude is influenced
by the number of classification levels. Its magnitude
decreases as the number of levels increase.
In addition, the contingency coefficient was
reported for each table as a measure of magnitude of
relationship.

The magnitude of that coefficient

appeared to be constrained by the limited number of
levels employed in the analyses.

Hence, it was reported

for each contingency table, but was not discussed.
In summary, the following statistics were collected
on each contingency table:
1) chi-square statistic and its probability level
for association,
2) kappa z-statistic and its probability level
for agreement,
3) phi coefficient measure of magnitude of
association for 2-by-2 data,
4) Cramer's V measure of magnitude of association
for 3-by-3 data,
5) contingency coefficient measure of magnitude
of relationship,
6) kappa coefficient measure of magnitude of
agreement,
7) weighted agreement ratio measure of magnitude
of agreement, and
8) unweighted agreement ratio measure of
magnitude of agreement for 3-by-3 data.
ALTERNATIVE ANALYSES AS A RESULT OF DATA CLUSTERING
Initially, +/-1.00 se were selected as the decision
points or criteria with which to classify schools as
either effective, average, or ineffective.

This a

priori classification strategy created a large number of
schools in the average category.

By this criteria,

approximately 68% of the schools could be expected to be
classified as average (See Table 4.02).
Table 4.02
Distribution of Classifications by Criteria for each Dependent Variable
Criteria: +/-1.00 ad

+/-.674 sd

Category: Ineffect Average Effect

Ineffect Average Effect

Mean-Based DVs:
CRT Language Arts
BET Language
BET Eeading
CRT Mathematics
RET Mathematics

38
37
35
37
38

168
170
174
174
169

36
35
33
31
35

63
61
60
59
60

122
121
125
124
126

57
60
57
59
56

40
35
34
42
35

164
169
179
163
174

38
38
29
37
33

58
58
56
59
57

126
124
135
122
131

58
60
51
61
54

Quartile-Based DVs:
CRT Language Arts
BET Language
RET Reading
CRT Mathematics
BET Mathematics

Using this strategy, schools were evaluated with
various classification models (e.g., NRT mean reading or
CRT lower quartile math).

The results of those

classification models were crossed in contingency table
format (where comparisons were appropriate) to determine
the consistency which schools were evaluated.

Wherever

two appropriate classification models were crossed, a
large clustering of schools was found in the center cell
with dual "average" classifications (i.e., schools
classified as average by both models).
That clustering, involving approximately 60% of the
data in most cases, apparently accounted for much of the
association and agreement found in the statistics
employed in this study, both in terms of magnitude and
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resulting significance levels.

On a two-dimensional

contingency table, the +/-1.00 se criteria resulted in a
expected cell size of 46% (i.e., 68% x 68%) of the
schools with dual "average" classifications and resulted
in an expected absolute agreement ratio of .50 (i.e.,
46% + 2% + 2%, with 2% being the minimum expected cell
size in the other two diagonal elements).
Therefore, post hoc analyses of the data were also
conducted, employing +/-.674 se as the decision points
between average and the other classifications.

The post

hoc criteria allowed for approximately 50% of the
schools to be classified as average on any one
classification model (See Table 4.02).

Post hoc

analyses were conducted to determine if the prior
consistency would be replicated when fewer schools were
expected in the center cell.

Thus, each school in the

study was classified twice for each of the ten dependent
variables, initially with the a priori criteria (+/-1.00
se) and subsequently with the post hoc criteria (+/-.674
se) .
On a two-dimensional, three-level contingency table,
the post hoc criteria resulted in an expected cell size
of 25% (i.e., 50% x 50%) of the schools with dual
"average" classifications and in an expected absolute
agreement ratio of .37 (i.e., 25% + 6% + 6%, with 6%
being the minimum expected cell size in the other two
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diagonal elements).

That meant that expected agreement

declined by .13 (i.e., .37 - 50 = -.13) by changing the
decision point criteria.

Hence, chance consistency

should have less influence on the magnitude measures
from the post hoc analyses (+/-.674 se) than did it have
on that from the a priori analyses (+/-1.00 se).
With regard to the actual results, less than 45% of
the schools clustered in the center cell for any given
contingency table.

Those results represented an

approximate difference in center-cell clustering of 15%
from the a priori criteria to the post hoc criteria
(i.e., 60% - 45%).
As the results for each contingency table comparison
are presented in this chapter, it will become evident
that the position of the decision points has had an
effect on many of the resulting school classifications,
on the distributions of such classifications, and on
most of the statistics employed in this study.
Following a presentation of the results across both sets
of criteria, the effect of adjusting the decision
criteria is presented in this chapter.
In the following sections, the results from the a
priori classification models (+/-1.00 se) are discussed
initially, followed by a review of the results from the
post hoc classification models (+/-.674 se).

The same

basic regression models (i.e., DV-IV combinations) were
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employed for both the a priori and the post hoc
analyses; that is, the two sets of analyses paralleled
one another, the only design difference being the
decision points.
The IVs in the study were school aggregated measures
of student lunch status, mother's education, and
father's employment, which were held constant throughout
the study.

The DVs were varied within both the a priori

and the post hoc classification models, but were
replicated across the two sets of classification models.
RESULTS FROM THE A-PRIORI 3-LEVEL ANALYSES FOR ISSUE I
Issue I questioned the consistency with which both
NRT and CRT instruments could classify schools on
effectiveness.

In this section, all results were based

on a criteria of +/-1.00 se, while in a later section
the alternative criteria of +/-.674 se were employed
with SEI data from the same regression models.

The

SEI-based classifications for similar subject tests
on both CRT and NRT instruments were crossed in
contingency table format to determine what consistency
existed in school classifications between cross-mode
models.

Tables 4.03, 4.04, and 4.05 provide 3-by-3

frequency distributions along school effectiveness
ratings for the following SEI-based comparisons:
CRT language arts and NRT language scores, (2) CRT
language arts and NRT reading scores, and (3) CRT

(1)
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mathematics and NRT mathematics scores.

In addition,

the tables provide the statistical tests and the
magnitude measures determined from each 3-by-3 and 2-by2 frequency distributions.
The CRT language arts test, employed as a DV in one
of the classification models, was designed to be a
combination of measures of reading, language, and study
skills.

Therefore, the results from its classification

model were selected to be compared to those model
results of both the reading and language tests on the
NRT battery.

The models employing two mathematics

instruments provided a more obvious source of data
comparisons.
The data on Table 4.03 appear to have primarily
grouped schools along the diagonal with the central
tendency being concentrated in the cell where schools
were rated as average by both NRT and CRT language-based
SEIs.

This tendency was repeated throughout all other a

priori comparisons.
Not one school in the data set was rated as
effective on one language-based SEI and ineffective on
another language-based SEI.

All discrepancies were

between average ratings and either effective or
ineffective ratings.

The data distribution in the

lower-right corner of the Table 4.03 indicates that the
language tests were somewhat inconsistent in
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distinguishing average schools from effective ones.
Otherwise, the overall data distribution demonstrates
moderate consistency with which the two instruments had
classified the schools.
Table 4.03
Contingency Table Comparison of A Priori School Classifications
by NRT Language SEIa & CRT Language Arts SEIa for laaue I
CRT-Based Results: Ineffective

Average

Effective

Row Total

%
n
NRT—Based Results:
Ineffective
23 ( 9 . 5 )
Average
15 ( 6 .2)
Effective
0 ( 0 .0)

n

n

n

14 ( 5 . 8 )
138 (57.0)
16 ( 6.6)

0 ( 0.0)
17 ( 7.0)
19 ( 7.9)

37 (15.3)
170 (70.2)
35 (14.5)

38 (15 .7)

168 (69.4)

36 (14.9)

242(100.0)

Column Total

%

%

%

Statistical Results for Table 4.03 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective
117.8*
.493
.572
•500,,
2.34
.744
.872

Average
Ineffective

51.0*
.518
.460

•SUL*

1.97
---.847

Average
Effective

34.9*
.429
.394

•5^9*

1.68
---.826

Note: Decision points between average and the other categories are
+7-1.00 se on the studentized residual distribution.
,, probability < .001
,„ probability < .01
probability < .05

With regard to discrepant NRT classifications, the
NRT language SEIs inconsistently categorized 15 of the
38 schools which were categorized as ineffective by CRT
language arts SEIs.

The NRT model provided inconsistent

classifications for 30 of the 168 schools evaluated as
average by the CRT model.

In addition, the NRT results
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disagreed in 17 of 36 cases classified as effective by
the CRT results (See Table 4.03).
Concerning discrepant CRT classifications, the CRT
model inconsistently categorized 14 of 37 schools which
were categorized as ineffective by the NRT model.

The

CRT-based SEIs provided inconsistent classifications for
32 of 170 schools evaluated as average by the NRT-based
SEIs.

Likewise, the CRT results disagreed with that of

the NRT in 16 of 35 cases classified as effective (See
Table 4.03).
Both the chi-square test and the kappa z-statistic
test indicated that the NRT language and CRT language
arts based classification distributions were
significantly (a=.05) consistent with one another in
terms of association and agreement.

The magnitude of

consistency as measured by Cramer's V (.493) and the
kappa coefficient (.500) demonstrated that though some
consistency existed, its magnitude was on the borderline
between the low-moderate and moderate ranges.

Both

measures suggested that consistency was somewhat limited
(See Table 4.03).

The agreement ratios were .872

weighted and .744 unweighted.
The data on Table 17 also appear to have primarily
grouped schools along the diagonal with a strong central
tendency again being concentrated in the cell where
schools were rated as average by both NRT reading and
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CRT language arts based SEIs.

Not one school in the

data set was rated as effective by one SEI and
ineffective by another.

As in the previous comparison

(i.e., CRT language arts & NRT language
classifications), all discrepancies were between average
ratings and either effective or ineffective ratings.
Otherwise, the overall data distribution appears to have
demonstrated some degree of consistency in the manner in
which the two instruments had classified the schools.
With regard to discrepant NRT classifications, the
NRT reading SEIs inconsistently categorized 15 of the 38
schools which were categorized as ineffective by CRTbased SEIs (i.e., the language arts test).

The NRT

model provided inconsistent classifications for 17 of
the 168 schools evaluated as average by the CRT model.
In addition, the NRT results disagreed with the CRT in 8
of 36 cases classified as effective (See Table 4.04).
Concerning discrepant CRT classifications, the CRT
model inconsistently categorized 12 of 35 schools which
were categorized as ineffective by the NRT model.

The

CRT-based SEIs provided inconsistent classifications for
23 of 174 schools evaluated as average by the NRT-based
SEIs.

Likewise, the CRT results disagreed with that of

the NRT in 5 of 23 cases classified as effective by the
NRT (See Table 4.04).
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Table 4.04
Contingency Table Comparison of A Priori School Classifications
by NRT Reading SEIs & CRT Language Arts SEIs for Issue I
CRT-Based Results: Ineffective

Average

Effective

Row Total

%
n
NRT-Based Results:
23 ( 9.5)
Ineffective
Average
15 ( 6.2)
Effective
0 ( 0 .0)

n

n

n

Column Total

38 (15.7)

%

%

12 ( 5.0)
151 (62.4)
5 ( 2.1)

0 ( 0.0)
8 ( 3.3)
28 (11.6)

35 (14.5)
174 (71.9)
33 (13.6)

168 (69.4)

36 (14.9)

242(100.0)

Statistical Results for Table 4.04 Data
Comparison Levels:

Chi-Square
Cramer’s V
Contingency Coef.
Kappa Coefficient
Kappa Z-statistic
Dnwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

220.4
.675
.690
.670.
3.11
.835
.917

60.6
.549
.481
•548***
2.17
---.866

Average
Effective

114.3
.772
.611
.770
.306
---.932

Note: Decision points between average and the other categories are
+7-1.00 se on the studentized residual distribution
**
it ifit

probability < .001
probability < .01
probability < .05

Both the chi-square test and the kappa z-statistic
test indicated that the NRT reading and CRT language
arts based classification distributions were
significantly (a=.05) consistent with one another in
terms of association and agreement.

The magnitude of

consistency as demonstrated by Cramer's V (.675) and the
kappa coefficient (.670) suggested a somewhat stronger
degree of consistency existed when classifications based
on CRT language arts SEIs were compared to those based
on NRT reading SEIs than when they were compared to
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classification results from NRT language model.
magnitude measures were in the moderate range.

The two
The

agreement ratios were .917 weighted and .835 unweighted.
Both ratios suggested there was stronger consistency in
the manner in which the two models classified schools
than in the previous comparison (See Table 4.04).
These results made sense in view of extensive
overlap in content which the two instruments have.

All

of the items on the NRT reading test and 55% of the
items on the CRT language arts test measure the same
basic content--comprehension and vocabulary skills.

On

the other hand, only 28% of the CRT language arts test
items measured language skills similar to what is
measured on the NRT language tests.
As with the other two distributions, the
classification data on Table 4.05 appear to have
primarily grouped schools along the diagonal with the
central tendency being concentrated in the cell where
schools were rated as average by both NRT and CRT
mathematics-based SEIs.

One school was rated as

effective on the NRT results and ineffective on the CRT
results.

All other discrepancies were between average

ratings and either effective or ineffective ratings.
The data distribution in the lower-right corner of
the table indicates that the mathematics tests were
somewhat inconsistent in distinguishing average schools
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from ineffective ones.

Otherwise, the overall data

distribution appears to have demonstrated some
consistency with which the two instruments had
classified the schools.
Table 4.05
Contingency Table Comparison of A Priori School Classifications
by NRT Mathematics SBIB & CRT Mathematics SEIs for Issue I
CRT-Based Results: Ineffective

Average

Effective

Row Total

n
%
NRT-Based Results:
Ineffective
25 (10.3)
Average
11 ( 4.6)
Effective
1 ( 0.4)

n

n

n

Column Total

37 (15.3)

%

%

%

13 ( 5.4)
143 (59.1)
8 ( 7.4)

0 ( 0.0)
15 ( 6.2)
16 ( 6.6)

38 (15.7)
169 (69.9)
35 (14.4)

174 (71.9)

31 (12.8)

242(100.0)

Statistical Results for Table 4.05 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

Average
Effective

125.33*
.509
.584
•510,,
2.55
.760
.878

68.8*
.599
.514
-5961,
2.35

29.1*
.390
.363

4

8?--

.875

.828
I ......... .

Note: Decision points between average and the other categories are
+/-1.00 se on the studentized residual distribution.
^

probability < .001
probability < .01
probability < .05

With regard to discrepant NRT classifications, the
NRT-based SEIs inconsistently categorized 12 of the 37
schools which were categorized as ineffective by CRTbased SEIs; one of those discrepant cases were
classified as effective by the NRT SEIs.

The NRT model

provided inconsistent classifications for 31 of the 174
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schools evaluated as average by the CRT model.

In

addition, the NRT results disagreed in 15 of 31 cases
classified as effective by the CRT results (See Table
4.05).
Concerning discrepant CRT classifications, the CRT
model inconsistently categorized 13 of 38 schools which
were categorized as ineffective by the NRT model.

The

CRT-based SEIs provided inconsistent classifications for
26 of 169 schools evaluated as average by the NRT-based
SEIs.

Likewise, the CRT results disagreed with that of

the NRT in 17 of 35 cases classified as effective; one
of those discrepant cases were classified as ineffective
by the CRT model (See Table 4.05).
Both the chi-square test and the kappa z-statistic
test indicated that the NRT and CRT mathematics-based
classification distributions were significantly (a=.05)
consistent with one another in terms of association and
agreement.

The magnitude of consistency as demonstrated

by Cramer's V (.509) and the kappa coefficient (.510)
suggested that though consistency existed, it was
limited.

The magnitude was barely over the borderline

between the low-moderate and moderate ranges (See Table
4.05).

The agreement ratios were .878 weighted and .760

unweighted.

The degree of consistency in magnitude

measures reflected similar consistency demonstrated with
the data in Table 4.03 (the CRT language arts & NRT
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language cross-model comparison).
RESULTS FROM THE A-PRIORI 2-LEVEL ANALYSES FOR ISSUE I
Since significance was found in all three
classification comparisons on three-level analyses,
subsequent two-level analyses were conducted for each
comparison.

The analyses studied both the average-

ineffective decision model and the average-effective
decision model.

Analyses of the effective-ineffective

decision model were ignored for two reasons: (1) only
one school on one contingency table was found in that
cell; and (2) the degrees of freedom in the chi-square
test would not allow for a third subsetting of the 3-by3 tables.
The results from the statistical tests and magnitude
measures are also found in Table 4.03, Table 4.04, and
Table 4.05.

All chi-square tests, regardless of the

comparison, were significant (pc.001).

All kappa z-

tests were significant, but several of their p-values
were close to the a priori alpha level of .05.

The

significance with both the chi-square test and the kappa
z-test indicated that the classification distributions
within each comparison were significantly consistent
with one another; that is, some association and
agreement existed in each 2-by-2 comparison.
Regarding the NRT/CRT language-based categorical
comparisons, the magnitudes of consistency suggested
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that though some consistency existed, it was more
limited for the average-effective decisions than for the
average-ineffective decisions.

In fact, the kappa z-

statistic was barely significant for the averageeffective decisions.

Furthermore, the magnitude was not

strong for either set of decision data.

The phi and

kappa coefficients for the average-ineffective data were
both .518 which was in the moderate range.

Those for

the average-effective data were .429 and .428
respectively, both of which were in the low range (See
Table 4.03).
The agreement ratios for those two decision pairs
(average-ineffective and average-effective), though,
were more equivalent to one another than the phi and
kappa coefficients for those pairs.

This phenomenon

appeared to be the rule throughout the analyses of other
two-level data.
The agreement ratio for average-ineffective
decisions was .847; that for average-effective decisions
was .826 (See Table 4.03).

Both ratios were in the

high-moderate range, though each was somewhat smaller
than the overall weighted-agreement ratio of .872.
Regardless of the comparison (or issue), the overall
agreement ratio (i.e., for the 3-by-3 tables) reflected
all nine cells, including the two extreme disagreement
cells which were empty in this contingency table.

All
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or nearly all disagreements in the overall comparison
received a .5 weight, whereas those in the 2-by-2
comparisons received a zero weight.

Therefore, a larger

degree of agreement was generally expected to be
reflected in the overall weighted-agreement ratio than
in the two ratios for the two-level data.
The agreement ratios were much higher than the kappa
coefficients, as was the case throughout the 2-by-2 a
priori comparisons for Issue I .

These differences in

measures suggested that there was considerable chance
agreement associated with the two-level distributions
(See Table 4.03) .
In this comparison, the magnitude of the agreement
ratio for the average-effective distribution was less
than that for the average-ineffective distribution, as
was the situation with the kappa and phi statistics for
the same distributions.

The difference suggests that

more of the inconsistencies existed with averageeffective decisions.
Regarding the NRT reading-based/CRT language-based
categorical comparisons, the magnitudes of consistency
suggested that substantially more consistency existed
for such classifications than for those from the
previous language-to-language comparison.

The kappa and

phi measures indicated that the consistency was more
limited for the average-ineffective decisions than for
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the average-effective decisions.

The phi and kappa

coefficients for the average-ineffective tables were in
the moderate range,

.549 and .548 respectively; those

for the average-effective tables were in the moderatehigh range, .772 and .770 (See Table 4.04).
The measures of agreement for the two decisions
supported the phi and kappa findings that the averageineffective decisions were lower than the averageeffective decisions.

The agreement ratio for average-

ineffective decisions was .865 which was in the highmoderate range; that for average-effective decisions was
.932, which was in the high range (See Table 4.04).
Both were approximately equivalent to the overall
weighted-agreement ratio of .917, also in the high
range.
Obviously, much of the strength of the overall
agreement ratio was due to the consistency of the
average-effective decisions.

Again, a comparison of the

ratio measures with the kappa suggested that there was
considerable chance agreement associated with the twolevel distributions (See Table 4.04).
Regarding the NRT/CRT mathematics-based categorical
comparisons, the consistency was more limited for the
average-effective decisions than for the averageineffective decisions.

Though the kappa z-tests were

significant for both subsets, the z-test was barely
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significant for the average-effective decisions.

The

phi and kappa coefficients for the average-ineffective
tables were in the moderate range, .599 and .598
respectively.

Those for the average-effective tables

were in the low range, .390 and .389 (See Table 4.05).
The agreement measures for the two decision pairs
supported the phi and kappa coefficient findings that
much of the consistency was the result of the averageineffective decisions.

The agreement ratio for average-

ineffective decisions was .875; that for averageeffective decisions was .828.
high-moderate range.

Both ratios were in the

The average-ineffective ratio was

roughly equivalent with the overall weighted agreement
ratio of .878; both were somewhat larger than the
average-effective ratio (See Table 4.05).

As with the

previous 2-by-2 distributions, the ratio measures when
compared with the kappa coefficients suggested that
there was considerable chance agreement associated with
these distributions.
CRT RESULTS FROM THE A-PRIORI ANALYSES FOR ISSUE II
Issue II addressed how consistent mean-based school
classifications were with lower quartile-based
classifications.

The DVs for this issue were expanded

to include lower quartile scores on the same
instruments, while the IVs for this issue were identical
to those used in Issue I (i.e., measures of student
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lunch status, father's employment, and mother's
education).
Hence, Issue II included both mean- and quartilebased SEIs which were used to independently classify
schools as either effective, average, or ineffective.
The mean- and quartile-based classifications for the
same test were crossed in contingency table format to
determine what consistency existed in school
classifications.
Found in this section are two 3-by-3 contingency
tables for each of the CRT tests employed as DVs in the
study.

Included in those tables are three-level

statistical data and individual two-level statistical
data.

Tables 4.06 and 4.07 respectively provide 3-by-3

frequency distributions along school effectiveness
ratings for the following SEI-based comparisons:

(1)

CRT language arts mean and quartile scores, and (2) CRT
mathematics mean and quartile scores.
With regard to the language arts mean-quartile
comparison, both the chi-square statistic and the kappa
coefficient for the three-level analysis were
significantly non-zero at the .001 alpha level.

Though

association and agreement were significant, the measures
of magnitude suggested a moderate relationship between
mean- and quartile-based classifications.
The three-level analysis resulted in magnitude
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measures of .682 for Cramer's V and .688 for the kappa
coefficient; those measures were in the moderate range
(See Table 4.06).

That degree of consistency meant that

there was some masking of ineffective delivery of
educational services to lower quartile students through
the use of mean scores.

Likewise, some masking of

effective delivery of educational services was also
present.

The agreement ratios were .917 weighted and

.835 unweighted.

The difference in magnitude between

the agreement ratios and the kappa coefficients
indicated that considerable chance agreement was
present.
The distribution of the three-level language-based
data suggested that the two procedures provided stronger
consistency on ineffective school classification than on
effective school classification (See Table 4.06).

As in

the NRT/CRT comparisons, there was a strong central
tendency for grouping of schools in the center cell
(average-average classification).

Not one school was

classified as both effective and ineffective.
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Table 4.06
Contingency Table Comparison of A Priori School Classifications
by CRT Language Arts Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
31 (12.8)
Average
9 ( 3.7)
Effective
0 ( 0.0)
Column Total

40 (16.5)

Average

Effective

Row Total

n

n

n

%

%

%

7 ( 2.9)
146 (60.3)
11 ( 4.6)

0 ( 0.0)
13 ( 5.4)
25 (10.3)

38 (15.7)
168 (69.4)
36 (14.9)

164 (67.8)

38 (15.7)

242(100.0)

Statistical Results for Table 4.06 Data
Comparison Levels:

Effective
Average
Ineffective

Average
Ineffective

Average
Effective

Statistics
A
70.2
Chi-Square
225.0
102.7*
.600
Cramer's V / Phi Coef.
.682
.741
.515
Contingency Coefficient
.694
.595
Kappa Coefficient
-888*
*609,
•74CL
2.32
Kappa Z-Statistic
3.11
2.70
------Unwghted Agreement Ratio
.835
Weighted Agreement Ratio
.917
.914
.876
--. —-■■■■
i _|
_ y .-..■
_
Note: Decision points between average and the other categories are
+/-1.00 se on the studentized residual distribution.
probability < .001
probability < .01
probability < .05

Regarding the masking effect, the mean-based SEIs
rated 22 schools as average when they were classified as
either effective or ineffective along lower-quartile
based residuals.

The mean masked the measure of

effective delivery of educational services in 13

of 38

cases; it masked the measure of ineffective delivery of
such services in

9 of 40 cases.

On the other hand,

only rated 18 of

164 schools as either effective or

it

ineffective which the lower quartile rated as average
(See Table 4.06).

Obviously, the CRT language arts test
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demonstrated a greater masking effect with effective
school classifications than it did with ineffective
school classifications.
The primary concern of Issue II was that the mean
score may have been masking ineffective delivery of
educational services to the lower guartile.

The results

of this comparison and the others have generally
indicated that most of the masking has been with the
effective delivery of such services to the lower
quartile.
Furthermore, one can expect that wherever
discrepancies existed with the mean model, like
discrepancies can be found with the lower quartile model
as well.

Though not an issue in this study, such lower

quartile masking was present wherever mean masking was
found.
The measures of magnitude for the two-level data
supported the previous statistical and distributional
findings on association and agreement (See Table 4.06).
The magnitude measures for the average-effective
comparison resulted in a .741 for the phi and a .740 for
the kappa coefficients, both of which were in the high
moderate range.

The kappa z-test was significant.

The

magnitude measures for the average-effective table were
much less: .600 for both statistics, which was in the
moderate range.

The kappa z-test was significant (See
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Table 4 .06) .
The agreement ratios, however, demonstrated less
difference between the two comparisons, though the
direction of the difference supports the previous twolevel magnitude measures.

The ratios were within the

high range (.914) for the average-ineffective data and
within the high-moderate range (.876) for the averageeffective data (See Table 4.06).

The overall weighted-

agreement ratio (. 917) was equivalent to the averageineffective ratio, indicating that much of the strength
of the three-level data was due to the averageineffective consistency.

The large difference between

the agreement ratios and the kappa coefficients
suggested that chance agreement was again an influential
factor in the magnitude found in the agreement ratios.
With regard to the mathematics mean-quartile
comparison, both the chi-square statistic and the kappa
coefficient for the three-level analysis were
significant beyond the .001 alpha level.

The analysis

resulted in magnitude measures of .714 for Cramer's V
and .719 for the kappa coefficient; those measures were
in the high-moderate range (See Table 4.07).

That

degree of consistency meant that some masking of
ineffective and effective delivery of educational
services to lower quartile students by the mean was
evident in some schools.

The agreement ratios were .928
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weighted and .855 unweighted.

The magnitude measures

for mathematics were slightly stronger than those found
in the previous data for language arts SEIs.
Table 4.07
Contingency Table Comparison of A Priori School Clasaifieations
by CRT Mathematics Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
32 (13.2)
Average
10 ( 4.1)
Effective
0 ( 0.0)
Column Total

42 (17.3)

Average

Effective

Row Total

n

n

n

%

%

%

5 ( 2.1)
151 (62.4)
7 ( 2.9)

0 ( 0.0)
13 ( 5.4)
24 ( 9.9)

37 (15.3)
174 (71.9)
31 (12 o8)

163 (67.4)

37 (15.3)

242(100.0)

Statistical Results for Table 4.07 Data
Comparison Levels:

Statistics
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

246.6
.714
.710
*719,
3.18
.855
.928

116.0
.765
.608
.763,
2.82
---.924

Average
Effective

81.9*
.648
.544
*644
2.56
---.897

Note: Decision points between average and the other categories are
+7-1.00 se on the studentized residual distribution.
M
^

probability < .001
probability < .01
probability < .05

The distribution of the three-level mathematicsbased data suggested that the two procedures resulted in
stronger consistency with ineffective school
classification than with effective school classification
(See Table 4.07).

There was a strong tendency for

grouping of schools in the center cell (average-average
classification).

Not one school in the data set was
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classified as both effective and ineffective.
Regarding the masking effect, the mean-based SEIs
rated 23 schools as average when they were classified as
either effective or ineffective along lower-guartile
based residuals.

The mean masked the effective delivery

of educational services in 13 of 37 cases; it masked the
ineffective delivery of such services in 10 of 42 cases
(See Table 4.07).

Obviously, the CRT mathematics test

demonstrated a greater masking effect with effective
school classifications than it did with ineffective
school classifications.
The measures of magnitude for the two-level data
supported the previous findings on association and
agreement (See Table 4.07).

The magnitude measures for

the average-ineffective comparison resulted in a .765
for the phi coefficient and a .763 for the kappa
coefficient.

Both statistics indicated there was a

high-moderate consistency in average to ineffective
school classifications.
significant.

The kappa z-test was

The magnitude measures for the average-

effective table were lower: .648 for the phi and .644
for the kappa.
consistency.

They were both in the moderate range of
The kappa z-test was significant (See

Table 4 .07) .
The agreement ratios again demonstrated less
difference between the two comparisons, though the
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direction of the difference supported the previous two
magnitude measures.

The ratio for the average-

ineffective data was .924 which was in the high
consistency range; the ratio for the average-effective
data was .897 which was near the lower border of the
high range (See Table 4.07).

The overall weighted-

agreement ratio (.928) was more equivalent to the
average-ineffective ratio, indicating that much of the
strength of the three-level data was due to the averageineffective consistency.

The large difference between

the agreement ratios and the other measures of magnitude
suggests that chance agreement was an influential factor
in the magnitude found in the agreement ratios.
NRT RESULTS FROM THE A-PRIORI ANALYSES FOR ISSUE II
Issue II was further explored with NRT test scores,
likewise employing both mean-and lower quartile-based
statistics in deriving SEIs and subsequent school
classifications.

Again the DVs were held constant.

The

mean- and quartile-based classifications for the same
test (both in subject and mode) were crossed in
contingency table format to determine what consistency
existed in school classifications.
Found in this section are 3-by-3 contingency tables
for each of the three NRT tests employed as DVs in the
study.

Included on those tables are three-level

statistical data and individual two-level statistical
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data for each NRT.

Tables 4.08, 4.09, and 4.10

respectively provide 3-by-3 frequency distributions
along school effectiveness ratings for the following
SEI-based comparisons:

(1) NRT language mean and

quartile scores, (2) NRT reading mean and quartile
scores, and (3) NRT mathematics mean and quartile
scores.
Concerning the language mean-quartile comparison,
both the chi-square test and the kappa z-test were
significant beyond the .001 level of probability.

In

addition, the three-level analysis resulted in magnitude
measures of .710 for Cramer's V and .716 for the kappa
coefficient, both of which were in the lower end of the
high-moderate range of consistency.

The agreement

ratios were .928 weighted and .855 unweighted (See Table
4.08).
The distribution of the three-level language-based
data suggested that the two procedures provided moderate
consistency both on effective school classification and
on ineffective school classification (See Table 4.08).
As in previous comparisons, there was a strong tendency
for grouping of schools in the center cell (averageaverage classification).

Not one school in the data set

was classified as both effective and ineffective.
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Table 4.08
Contingency Table Comparison of A Priori School Classifications
by NRT Language Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
28 (11.6)
Average
7 ( 2.9)
Effective
0 ( 0.0)
Column Total

35 (14.5)

Average

Effective

Row Total

n

n

n

%

%

%

9 ( 3.7)
152 (62.8)
8 ( 3.3)

0 ( 0.0)
11 ( 4.5)
27 (11.2)

37 (15.3)
170 (70.2)
35 (14.5)

169 (69.8)

38 (15.7)

242(100.0)

Statistical Results for Table 4.08 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-statistic
Dnwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

244.0
.710
.709
.716^
3.38
.855
.928

103.9
.728
.589
.728
2.94
---.918

Average
Effective

92.1
.682
.563

*68Jk

2.66
---.904

Note: Decision points between average and the other categories are
+7-1.00 se on the studentized residual distribution.
>(t

^

probability < .001
probability < .01
probability < .05

With regard to the masking effect, the mean-based
SEIs rated 18 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 11 of 38
cases; it masked the ineffective delivery of such
services in 7 of 35 cases.

On the other hand, it only

rated 17 of 169 schools as either effective or
ineffective which the lower quartile rated as average
(See Table 4.08).

Obviously, the NRT language test
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demonstrated a greater masking effect on effective
school classifications than it did on ineffective school
classifications.
The tests of significance and the measures of
magnitude for the two-level data supported the previous
findings on association and agreement (See Table 4.08).
The magnitude measures for the average-ineffective
contingency data resulted in .728 for both the phi and
kappa coefficients which was also in the high-moderate
range.

Both the kappa z-statistic and the chi-square

tests were significant.
The magnitude measures for the average-effective
data were smaller, .688 for the phi and .687 for the
kappa, which were in the moderate range of consistency.
Both the kappa z-statistic and the chi-square tests were
significant.

Whatever inconsistency existed in the way

the two procedures classified schools was generally in
distinguishing average from effective schools (See Table
4.08).
The agreement ratios demonstrated a similar
relationship with each other.

The ratios were .918 for

the average-ineffective data and .904 for the averageeffective data (See Table 4.08).

Both were slightly

lower than the overall weighted-agreement ratio of .928.
All three ratios were in the high range, indicating that
little inconsistency was experienced when both mean- and
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lower-quartile data were employed with the NRT language
test.

The large difference between the agreement ratios

and the kappa coefficients suggested that chance
agreement was an influential factor in the magnitude
found in the agreement ratios.
Concerning the reading mean-quartile comparison,
both the chi-square test and the kappa z-test were
significant beyond the .001 level of probability.

In

addition, the three-level analysis resulted in magnitude
measures of .740 for Cramer's V and .744 for the kappa
coefficient (See Table 4.09).

The measures of magnitude

were in a high-moderate range of consistency which
suggested a stronger association between both mean- and
quartile-based classifications than any of the other a
priori mean/quartile comparisons.

The agreement ratios

were .940 weighted and .880 unweighted.

Those results

indicate that the masking effect by mean scores may have
been limited using this instrument.
The distribution of the three-level reading-based
data suggested that the two procedures provided a strong
consistency both on effective school classification and
on ineffective school classification (See Table 4.09).
As in previous comparisons, there was a strong tendency
for grouping of schools in the center cell (averageaverage classification).

Not one school in the data set

was classified as both effective and ineffective.
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Table 4.09
Contingency Table Comparison of A Priori School Classifications
by NRT Reading Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
27 (11.2)
Average
7 ( 2.9)
Effective
0 ( 0.0)
Column Total

Average

Effective

Row Total

ini

n

n

%

B ( 3.3)
162 (66.9)
9 ( 3.7)

34 (14.0)

179 (74.0)

%

0 ( 0.0)
5 ( 2.1)
24 ( 9.9)
29 (12.0)

%

35 (14.5)
174 (71.9)
33 (13.6)
242(100.0)

Statistical Results for Table 4.09 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Average
Ineffective
Ineffective

Average
Effective

264.8*
.740
.723
.744
3.88
.880
.940

108.1
.735
.592
*73^
3.34
---.930

111.3*
.738
.594
.738
3.10
---.926

Mote: Decision points between average and the other categories are
+7-1.00 se on the studentized residual distribution.
probability < .001
probability < .01
probability < .05

With regard to the masking effect, the mean-based
SEIs rated only 12 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 5 of 29
cases; it masked the ineffective delivery of such
services in 7 of 34 cases.

On the other hand, it only

rated 17 of 179 schools as either effective or
ineffective which the lower quartile rated as average
(See Table 4.09).

The NRT reading test demonstrated
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little masking effect with both effective and
ineffective school classifications.
The tests of significance and the measures of
magnitude for the two-level data supported the previous
findings on association and agreement.

Both kappas had

significant ^-statistics with probabilities less than
the .001 level.

The magnitude measures for the average-

ineffective contingency table resulted in .738 for both
the phi and kappa coefficients.

The magnitude measures

for the average-effective table were equivalent values
to the previous comparison, .735 for the phi and .733
for the kappa.

All measures were in the high-moderate

range of consistency (See Table 4.09).
The agreement ratios also demonstrated equivalent
values as did the other measures of magnitude.

The

ratios were .926 for the average-ineffective data and
.930 for the average-effective data (See Table 4.09).
The overall weighted-agreement ratio for the three-level
analysis was slightly higher as expected, .940.

All

ratios reflected the high level of consistency
demonstrated by the two methods of classifying schools
with the NRT reading instrument.

The large difference

between the agreement ratios and the kappa coefficients
suggested that chance agreement was an influential
factor in the magnitude found in the agreement ratios.
Concerning the mathematics mean-quartile comparison,
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both the chi-square test and the kappa z-test were
significant beyond the .001 level of probability.

In

addition, the three-level analysis resulted in magnitude
measures of .703 for Cramer's V and .709 for the kappa
coefficient (See Table 4.10), both of which were in the
high-moderate range of consistency.

The agreement

ratios were .928 weighted and .855 unweighted.

The

magnitude measures for mathematics were equivalent to
those for language and demonstrated limited mean
masking.
Table 4.10
Contingency Table Comparison of A Priori School Classifications
by NRT Mathematics Mean & Lower Quartile SBIb for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
28 (11.6)
Average
7 ( 2.9)
Effective
0 ( 0.0)
Column Total

Average

Effective

Row Total

n

n

n

%

10 ( 4.1)
154 (63.6)
10 ( 4.1)

35 (14.5)

174 (71.9)

%

0 ( 0.0)
8 ( 3.3)
25 (10.3)
33 (13.6)

%

38 (15.7)
169 (69.8)
35 (15.5)
242(100.0)

Statistical Results for Table 4.10 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

239.2*
.703
.705
.709.
3.53
.855
.928

102.0
.716
.582
•715,,
2.91
---.915

Average
Effective

91.2*
.681
.563
•

689

*

2.86
---.909

Note: Decision points between average and the other categories are
+/-1.00 se on the studentized residual distribution.
probability < .001
,,, probability < .01
probability < .05
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The distribution of the three-level mathematicsbased data suggested that the two procedures provided a
high-moderate association on effective school
classification and ineffective school classification
(See Table 4.10).

As in previous comparisons, there was

a strong tendency for grouping of schools in the center
cell (average-average classification).

Not one school

in the data set was classified as both effective and
ineffective.
With regard to the masking effect, the mean-based
SEIs rated 15 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 8 of 34
cases; it masked the ineffective delivery of such
services in 7 of 35 cases.

On the other hand, it only

rated 20 of 174 schools as either effective or
ineffective which the lower quartile rated as average
(See Table 4.10).

Hence, the NRT mathematics test

demonstrated a slightly greater masking effect with
effective school classifications than it did with
ineffective school classifications.
The tests of significance and the measures of
magnitude for the two-level data supported the previous
findings on association and agreement.

The magnitude

measures for the average-ineffective contingency table
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resulted in .716 for the phi coefficient and .715 for
the kappa coefficient, both of which were in the highmoderate range.

The kappa z-statistic and the chi

square tests were both significant (See Table 4.10).
The magnitude measures for the average-effective
table were lower: .681 for the phi and .680 for the
kappa, both of which were in the moderate range.

The

kappa z-statistic and the chi square tests were both
significant (See Table 4.10).
The agreement ratios demonstrated a similar
relationship with each other.

The ratios were .915 for

the average-ineffective data and .909 for the averageeffective data (See Table 4.10).

Both were slightly

lower than the overall weighted-agreement ratio of .928.
All three ratios were in the high range, indicating that
little inconsistency was experienced when both mean- and
lower-quartile data were employed with the NRT
mathematics test.

The large difference between the

agreement ratios and the kappa coefficients suggested
that chance agreement was an influential factor in the
magnitude found in the agreement ratios.
RESULTS FROM THE POST HOC 3-LEVEL ANALYSES FOR ISSUE I
The SEI-based classifications for similar subject
tests on both CRT and NRT instruments were again crossed
in contingency table format using +/-.674 se as the
points of decision.

The purpose of this second wave of
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analyses was to determine what effect moving the
decision points closer to the mean would have on
consistency ratings.

Since much of the consistency

found in the a priori analyses had centered around the
average-average classification cell, the post hoc
analyses would have determined what effect reducing the
expected value of that cell had on consistency ratings.
Tables 4.11, 4.12, and 4.13 provide 3-by-3 frequency
distributions along school effectiveness ratings for the
following SEI-based comparisons:

(1) CRT language arts

and NRT language scores, (2) CRT language arts and NRT
reading scores, and (3) CRT mathematics and NRT
mathematics scores.

In addition, the tables provide the

statistical tests and the magnitude measures determined
from each 3-by-3 and 2-by-2 frequency distributions.
The language-based data on Table 4.11 appear to have
primarily grouped schools along the diagonal with fewer
observations in the center cell than what was found in
the a priori analysis.

That meant that fewer schools

were rated as average by both NRT and CRT language-based
SEIs.

This reduction in central tendency was found

throughout all subsequent 3-by-3 contingency tables.
Table 4.03 and Table 4.11 together provide a comparison
of the two-dimensional distributional effect between the
a priori and the post hoc sets of criteria.

Table 4.02

displays the distributions for each classification model
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and provides a singular dimensional view of the change
effect on distributions.
Not one school in the data set was rated as
effective on one language-based SEI and ineffective on
another language-based SEI.

All discrepancies were

between average ratings and either effective or
ineffective ratings.
Table 4.11
Contingency Table Comparison of Poat Hoc School Classifications
by NRT Language SEIs S CRT Language Arts SEIa for Issue I
CRT-Based Results: Ineffective

Average

Effective

Row Total

n
%
NRT—Based Results:
Ineffective
44 (18 .2)
Average
19 ( 7 .9)
Effective
0 ( 0 .0)

n

n

n

Column Total

63 (26 .0)

%

%

%

17 ( 7.0)
80 (33.1)
25 (10.3)

0 ( 0.0)
22 ( 9.1)
35 (14.5)

61 (25.2)
121 (50.0)
60 (24.8)

122 (50.4)

57 (23.6)

242(100.0)

Statistical Results for Table 4.11 Data
Comparison Levels:

Effective
Average
Ineffective

Average
Ineffective

Average
Effective

Statistics:
44.3
Chi-Square
130.0*
22.4*
.526
Cramer's V / Phi Coef.
.372
.518
Contingency Coefficient
.466
.591
.348
Kappa Coefficient
.526
.372
.541
Kappa Z-Statistic
1.51
1.13
2.06
------Unwghted Agreement Ratio
.657
Weighted Agreement Ratio
.775
.829
.710
r=—
^ t i
1 i ......
Note; Decision points between average and the other categories are
+7-7674 se on the studentized residual distribution.
*

M

probability < .001
probability < .01
probability < .05

The data distribution in the lower-right corner of
the table again indicates that the language tests were
somewhat inconsistent in distinguishing average schools
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from ineffective ones.

Otherwise, the overall data

distribution appears to have demonstrated slightly less
consistency for the post hoc criteria with which the two
instruments had classified the schools (See Table 4.03
and Table 4.11).
With regard to discrepant NRT classifications, the
NRT-based SEIs inconsistently categorized 19 of the 63
schools which were categorized as ineffective by CRTbased SEIs.

The NRT model provided inconsistent

classifications for 42 of the 122 schools evaluated as
average by the CRT model.

In addition, the NRT results

disagreed on 22 of 57 cases classified as effective by
the CRT results (See Table 4.11).
Concerning discrepant CRT classifications, the CRT
model otherwise categorized 17 of 61 schools which were
categorized as ineffective by the NRT model.

The CRT-

based SEIs provided inconsistent classifications for 41
of 121 schools evaluated as average by the NRT-based
SEIs.

Likewise, the CRT results disagreed with that of

the NRT in 25 of 60 cases classified as effective (See
Table 4.11).
Both the chi-square test and the kappa z-statistic
test indicated that the NRT language and CRT language
arts based classification distributions were
significantly (a=.05) consistent with one another in
terms of association and agreement.

The chi-square test
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was significant beyond the .001 level of probability as
was the situation with all post hoc chi square tests.
The magnitudes of consistency as demonstrated by
both Cramer's V (.518) and the kappa coefficient (.541)
were in the lower end of the moderate range for either
statistic.

Both measures suggested that though

consistency exists, it was somewhat limited.

The

agreement ratios were .829 weighted and .657 unweighted
(See Table 4.11).

Those post hoc statistics can be

compared with their a priori analogues found in Table
4.03.
The language-reading classification data on Table
4.12 also appear to have primarily grouped schools along
the diagonal with fewer observations in the center cell
than what was found in the a priori analysis.

That

meant that fewer schools were rated as average by both
NRT reading and CRT language arts SEIs with post hoc
criteria.

One school was rated as ineffective on the

NRT results and effective on the CRT results.

All other

discrepancies were between average ratings and either
effective or ineffective ratings.

The overall data

distribution appears to have demonstrated some
consistency with which the two instruments had
classified the schools (See Table 4.12).
With regard to discrepant NRT classifications, the
NRT-based SEIs inconsistently categorized 19 of the 63
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schools which were categorized as ineffective by CRTbased SEIs (i.e. the language arts test).

The NRT model

provided inconsistent classifications for 31 of the 122
schools evaluated as average by the CRT model.

In

addition, the NRT results disagreed in 16 of 57 cases
classified as effective by the CRT results; one of those
discrepant cases was classified as ineffective by the
NRT model (See Table 4.12).
Table 4.12
Contingency Table Comparison of Post Hoc School Classifications
by NRT Reading SEIs & CRT Language Arts SEIs for Issue I
CRT-Based Results; Ineffective

Average

Effective

Row Total

n
%
NRT-Based Results:
Ineffective
44 (18.2)
Average
19 ( 7.9)
Effective
0 ( 0.0)

n

n

n

Column Total

63 (26.1)

%

%

%

15 ( 6.2)
91 (37.6)
16 ( 6.6)

1 ( 0.4)
15 ( 6.2)
41 (16.9)

60 (24.8)
125 (51.7)
57 (23.5)

122 (50.4)

57 (23.5)

242(100.0)

Statistical Results for Table 4.12 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Dnwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective
#
173.7
.599
.646
*626**
2.33
.727
.862

Average
Ineffective

53.9*
.565
.492
.564
1.63
---.799

Average
Effective

54.9*
.580
.502
•58q„
1.70
---.810

Note; Decision points between average and the other categories are
+7=7674 se on the studentized residual distribution.
^

probability < .001
probability < .01
probability < .05
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Concerning discrepant CRT classifications, the CRT
model inconsistently categorized 16 of 60 schools which
were categorized as ineffective by the NRT model; one of
those discrepant cases was classified as effective by
the CRT model.

The CRT-based SEIs provided inconsistent

classifications for 34 of 125 schools evaluated as
average by the NRT-based SEIs.

Likewise, the CRT

results disagreed with that of the NRT in 16 of 57 cases
classified as ineffective (See Table 4.12).
Both the chi-square test and the kappa ^-statistic
test indicated that the NRT reading and CRT language
arts based classification distributions were
significantly (a=.05) consistent with one another in
terms of association and agreement.

The magnitude of

consistency as demonstrated by Cramer's V and the kappa
coefficient was .599 and .626 respectively.

Both

measures fell within the moderate range of consistency.
The agreement ratios were .862 weighted and .727
unweighted (See Table 4.12).
The magnitude of those measures suggested a somewhat
stronger degree of consistency existed when CRT language
arts was compared to NRT reading than when it was
compared to NRT language.

That conclusion makes sense

in view of the test content analyses presented in the a
priori analysis of the same data; that is, the CRT
instrument more strongly resembled the NRT reading test
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in content than it did the NRT language test.
As with the previous two Issue I distributions, the
mathematics-based data on Table 4.13 appear to have
primarily grouped schools along the diagonal with fewer
observations in the center cell than what was found in
the a priori analysis.

That meant that fewer schools

were rated as average by both NRT and CRT mathematics
SEIs with post hoc criteria (See Table 4.13).
Table 4.13
Contingency Table Comparison of Post Hoc School Classifications
by NRT Mathematics SEIs & CRT Mathematics SEIs for Issue I
CRT-Based Results: Ineffective

Average

Effective

Row Total

n
%
NRT-Based Results:
Ineffective
42 (17.4)
Average
15 ( 6.2)
Effective
2 ( 0.8)

n

n

n

Column Total

59 (24.4)

%

%

%

17 ( 7.0)
89 (36.8)
18 ( 7.4)

1 ( 0.4)
22 ( 9.1)
36 (14.9)

60 (24.8)
126 (52.1)
56 (23.1)

124 (51.2)

59 (24.4)

242(100.0)

Statistical Results for Table 4.13 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

Average
Effective

t
140.3
.538
.606
.560^
2.11
.690
.839

53.3*
.572
.497
1.72
---.804

35.0
.460
.418
.460
1 .34
---.758

Note: Decision points between average and the other categories are
+7-7674 se on the studentized residual distribution.
^

probability < .001
probability < .01
probability < .05

Two schools in the data set were rated as
ineffective on the CRT mathematics-based model and
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effective on the NRT mathematics-based model; one school
was rated as ineffective on the NRT model and effective
on the CRT model.

Together the classifications

represented a 1.2% rate of extreme discrepancy.

All

other discrepancies were between average ratings and
either effective or ineffective ratings (See Table
4.13).
The data distribution in the lower-right corner of
Table 4.13 indicates that the mathematics tests were
somewhat inconsistent in distinguishing average schools
from effective ones.

Otherwise, the overall data

distribution appears to have demonstrated some
consistency with which the two instruments had
classified the schools.
With regard to discrepant NRT classifications, the
NRT-based SEIs inconsistently categorized 17 of the 59
schools which were categorized as ineffective by CRTbased SEIs; two of those discrepant cases were
classified as effective by the NRT SEIs.

The NRT model

provided inconsistent classifications for 35 of the 124
schools evaluated as average by the CRT model.

In

addition, the NRT results disagreed in 23 of 59 cases
classified as effective by the CRT results; one of those
discrepant cases was classified as ineffective by the
NRT model (See Table 4.13).
Concerning discrepant CRT classifications, the CRT
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model inconsistently categorized 18 of 60 schools which
were categorized as ineffective by the NRT model; one of
those discrepant cases was classified as effective by
the CRT model.

The CRT-based SEIs provided inconsistent

classifications for 37 of 126 schools evaluated as
average by the NRT-based SEIs.

Likewise, the CRT

results disagreed with that of the NRT in 20 of 56 cases
classified as effective; two of those discrepant cases
were classified as ineffective by the CRT model (See
Table 4.13).
Both the chi-square test and the kappa z-statistic
test indicated that the NRT mathematics and the CRT
mathematics based classification distributions were
significantly (a=.05) consistent with one another in
terms of association and agreement.

The magnitude of

consistency as measured by Cramer's V (.538) and the
kappa coefficient (.560) suggested that though
consistency existed, it was somewhat limited as was the
situation with the data in Table 4.11.

Both magnitude

measures of Table 4.13 data fell within the moderate
range of consistency.

The agreement ratios were .839

weighted and .690 unweighted.
In two of the three Issue I comparisons, the
statistics which controlled for chance association
(Cramer's V) and agreement (kappa) in the post hoc
analyses demonstrated greater magnitude than did the
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same statistics in the a priori analyses, the exception
being the statistics computed from the NRT-reading/CRTlanguage arts comparisons.

However, the agreement

ratios in the post hoc analyses were smaller than those
in the a priori analyses in every case; the greatest
difference in ratios was with those computed from the
NRT-reading/CRT-language arts comparisons.
Apparently chance agreement demonstrated a stronger
influence on the agreement ratios for the a priori
decision criteria than on the post hoc results.

In

particular, the kappa measures of agreement magnitude
increased for the language and mathematics comparisons
despite the decreases in the agreement ratios on the
same data.
RESULTS FROM THE POST HOC 2-LEVEL ANALYSES FOR ISSUE I
Since significance was found in all three
classification comparisons on three-level analyses,
subseguent two-level analyses were conducted for each
comparison.

The analyses studied both the average-

effective decision model and the average-ineffective
decision model.

Analyses of the effective-ineffective

decision model was again ignored for similar reasons:
(1) only a few schools in some contingency tables were
found in those two cells; and (2) the degrees of freedom
in the chi-square test would not allow for a third
subsetting of the 3-by-3 tables.
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The results from the statistical tests and magnitude
measures are found in Table 4.11, Table 4.12, and Table
4.13.

All chi-square tests, regardless of the

comparison, were significant (p<.001).
tests were significant.

Not all kappa z-

Where significance on both the

chi-square test and the ^-test were found, the
classification distributions demonstrated some agreement
and association with one another; that is, they were
statistically consistent.
Regarding the NRT/CRT language-based categorical
comparisons, the kappa z-statistics were not
significant, indicating that the distributions were
statistically independent of one another for each
comparison.

In addition, the kappa magnitudes were weak

for both sets of decision data as would be expected (See
Table 4.11).
The phi and kappa coefficients for the averageeffective data were both .372; for the averageineffective data, they were both .526.

The coefficients

for the average-effective data were in the low range,
whereas those for the average-ineffective data were in
the moderate range.

Obviously, the degree of

inconsistency found in the overall comparison was
primarily due to the number of discrepancies in the
average-effective classifications.
The agreement ratios for the two decisions, though,
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were more equivalent to one another than the phi and
kappa coefficients.

This phenomenon appeared to be the

rule throughout the analyses of other two-level data at
the present decision points.

Both ratios were in the

moderate range.
The agreement ratio for average-ineffective
decisions was .775; that for average-effective decisions
was .710.

The results reflect those of the kappa and

phi coefficients; that is, less agreement was
demonstrated with the average-effective distribution
than in the other (See Table 4.11).

Both were somewhat

smaller than the overall weighted-agreement ratio of
.829 which was in the high-moderate range.
Regarding the NRT reading-based/CRT language-based
categorical comparisons, the magnitudes of consistency
suggested that substantially more consistency existed
for such classifications than for those from the
previous language-to-language comparison.

The kappa z-

test was significant for the average-effective decisions
and non-significant for the average-ineffective
decisions (See Table 4.12).

Both kappa z-statistics

were near the .05 probability criterion for
significance.
The classification distributions for the averageeffective decisions demonstrated some agreement, whereas
those distributions for average-ineffective decisions
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were statistically independent from one another.

The

phi and kappa coefficients for the average-effective
tables were both .580; those for the average-ineffective
tables were .565 and .564 respectively.

All

coefficients were in the moderate magnitude range (See
Table 4.12).
The measures of agreement for the two decisions
supported the phi and kappa findings.

The agreement

ratio for average-ineffective decisions was .799
(borderline high-moderate range); that for averageeffective decisions was .810 (high-moderate range).
Both were somewhat smaller than the overall weightedagreement ratio (.862) which was also in the highmoderate range (See Table 4.12).
Regarding the NRT/CRT mathematics-based categorical
comparisons, the magnitudes of consistency were also
marginal as were the situations with the previous 2-by-2
comparisons.

The kappa z-test was significant for the

average-ineffective decisions and non-significant for
the average-effective decisions (See Table 4.13).

Both

kappa ^-statistics were near the .05 probability
criterion for significance.

The classification

distributions for the average-ineffective decisions
demonstrated some agreement, whereas those distributions
for average-effective decisions were statistically
independent from one another.
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The phi and kappa coefficients for the averageeffective tables were both .460 which placed them in the
low-moderate range of consistency.

Both coefficients

for the average-ineffective tables were .572, within the
moderate range (See Table 4.13).

Obviously, the degree

of inconsistency found in the overall comparison was
primarily due to the number of discrepancies in the
average-effective classifications.
The agreement measures for the two decisions
supported the phi and kappa coefficient findings.

The

agreement ratio for average-ineffective decisions was
.804 (borderline high-moderate); that for averageeffective decisions was .758 (moderate).

Both were less

than the overall weighted agreement ratio of .839, which
was solidly in the high-moderate range of consistency
(See Table 4.13).
CRT RESULTS FROM THE POST HOC ANALYSES FOR ISSUE II
Issue II addressed how consistent mean-based school
classifications were with lower quartile-based
classifications.

In the post hoc analyses for this

issue, the criteria +/-.674 se was employed as the
decision points from which to classify schools.

The

mean- and quartile-based classifications for the same
test (both in subject and mode) were crossed in
contingency table format to determine what consistency
existed in school classifications.
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Found in this section are two 3-by-3 contingency
tables for each of the CRT tests employed as DVs in the
study.

Included on those tables are three-level

statistical data and individual two-level statistical
data for each CRT in this section.

Tables 4.14 and 4.15

respectively provide 3-by-3 frequency distributions
along school effectiveness ratings for the following
SEI-based comparisons:

(1) CRT language arts mean and

quartile scores, and (2) CRT mathematics mean and
quartile scores.
With regard to the language arts mean-quartile
comparison, the three-level analysis resulted in
magnitude measures of .755 for Cramer's V and .776 for
the kappa coefficient; those measures were in the highmoderate range.

Both the chi-squared statistic and the

kappa z-statistic were significant.

The agreement

ratios were .917 weighted and .835 unweighted (See Table
4.14).
These measures of magnitude suggested a stronger
association between mean- and quartile-based
classifications than any of the other mean/quartile
comparisons in the post hoc analyses, except that of NRT
language mean/quartile comparison.

The masking of both

ineffective and effective deliveries of educational
services appeared to be limited on this measure.

In

addition, the difference between the kappa coefficient
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and weighted agreement ratios in this comparison was
very low, indicating that chance agreement had little
influence on the distribution.
Table 4.14
Contingency Table Comparison of post Hoc School Classifications
by CRT Language Arts Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
52 (21.5)
Average
6 ( 2.5)
Effective
0 ( 0.0)
Column Total

58 (24.0)

Average

Effective

Row Total

n

n

n

%

%

%

11 ( 4.6)
104 (43.0)
11 ( 4.6)

0 ( 0.0)
12 ( 5.0)
46 (19.0)

63 (26.0)
122 (50.4)
57 (23.6)

126 (52.1)

58 (24.0)

242(100.0)

Statistical Results for Table 4.14 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective
276.2*
.755
.730
•776,,
2.99
.835
.917

Average
Ineffective

107.1
.796
.623
•794,,
2.25
---.905

Average
Effective

84.9
.701
.574
•70,9,
2.11
---.867

Note: Decision pointB between average and the other categories are
+7-7674 se on the studentized residual distribution.
„

probability < .001
probability < .01
probability < .05

The distribution of the three-level language-based
data suggested that the two procedures provided a
stronger association on ineffective school
classification than on effective school classification
(See Table 4.14).

There were fewer observations in the

center cell for this comparison than for the a priori
analysis of the same data.

That meant that fewer
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schools were rated as average by both mean and lower
quartile SEIs with post hoc criteria.

Not one school

was classified as both effective and ineffective.
With regard to the masking effect, the mean-based
SEIs rated 18 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 12 of 58
cases; it masked the ineffective delivery of such
services in 6 of 58 cases (See Table 4.14).

Obviously,

the CRT language arts test demonstrated a greater meanmasking effect with effective school classifications
than it did with ineffective school classifications.
The measures of magnitude for the two-level data
were in the high-moderate range and supported the
previous findings on association and agreement.

The

magnitude measures for the average-ineffective
comparison resulted in a .796 for the phi coefficient
and a .794 for the kappa coefficient, both near the
lower borderline of the high consistency range.

The

magnitude measures for the average-effective table were
lower: .701 for the phi and .700 for the kappa, both
near the upper borderline of the moderate consistency
range.

The results indicated that much of the

consistency of the overall comparisons was due to the
high level of consistency in the average-ineffective
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data (See Table 4.14).
The agreement ratios, however, demonstrated less
difference between both two-level comparisons, though
the direction of the difference supports the previous
magnitude measures.

The ratio for the average-

ineffective data was in the high range (.905); that for
the average-effective data was in the high-moderate
range (.867).

The overall weighted-agreement ratio

(.917) was in the high range and reflected the magnitude
of the average-ineffective ratio where much of the
strength of the three-level data was located (See Table
4.14) .
With regards to the mathematics mean-quartile
comparison, both the chi-square statistic and the kappa
z-statistic were significant.

In addition, the three-

level analysis resulted in magnitude measures of .724
for Cramer's V and .744 for the kappa coefficient, both
of which were in the high-moderate range.

The agreement

ratios were .905 weighted and .810 unweighted (See Table
4.15).

The magnitude measures for mathematics were

slightly weaker than those found in the previous data
set for the language arts test.
The distribution of the three-level mathematicsbased data suggested that the two procedures provided a
stronger association on ineffective school
classification and a more moderate association on
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effective school classification (See Table 4.15).

There

were fewer observations in the center cell for this
comparison than for the a priori analysis of the same
data.

That meant that fewer schools were rated as

average by both mean and lower quartile SEIs with post
hoc criteria.

Not one school in the data set was

classified as both effective and ineffective.
Table 4.15
Contingency Table Comparison of Post Hoc School Claasifications
by CRT Mathematics Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
51 (21.1)
Average
8 ( 3.3)
Effective
0 ( 0.0)
Column Total

59 (24.4)

Average

Effective

Row Total

n

n

n

%

%

%

8 ( 3.3)
100 (41.3)
14 ( 5.8)

0 ( 0.0)
16 ( 6.6)
45 (18.6)

59 (24.4)
124 (51.2)
59 (24.4)

122 (50.4)

61 (25.2)

242(100.0)

Statistical Results for Table 4.15 Data

MM .

..

II

fll

HU,

.

..........

— : .n

| |

. . . . . ........

Average
Ineffective

Average
Effective

t
254.0
.724
.716
.744^
2.76
.835
.917

104.3*
.790
.620
2.35
---.904

67.2
.620
.527
•620,
1
---.829

09

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

•

Comparison Levels:

.......................................

Note: Decision points between average and the other categories are
+/— .674 se on the studentized residual distribution.
probability < .001
probability < .01
probability < .05

With regard to the masking effect, the mean-based
SEIs rated 24 schools as average when they were
classified as either effective or ineffective along
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lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 16 of 61
cases; it masked the ineffective delivery of educational
services in 8 of 59 cases (See Table 4.15).
The measures of magnitude for the two-level data
supported the previous findings on association and
agreement.

The magnitude measures for the average-

ineffective comparison resulted in a .790 for both the
phi and the kappa coefficients.

Both statistics

indicated there was a high-moderate consistency in the
average-ineffective school classifications.

The

magnitude measure for the average-effective table was
lower:

.620 for the phi and kappa coefficients.

They

were both in the moderate range of consistency (See
Table 4.15).
The agreement ratios again demonstrated less
difference between the two comparisons, though the
direction of the difference supported the previous two
magnitude measures.

The ratios were in the high range

(.904) for the average-ineffective data and in the highmoderate range (.829) for the average-effective data.
The overall weighted-agreement ratio (.905) was in the
high range and reflected the magnitude of the averageineffective ratio where much of the strength of the
three-level data was located (See Table 4.15).
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NRT RESULTS FROM THE POST HOC ANALYSES FOR ISSUE II
Issue II was further explored with NRT test scores,
likewise employing both mean-and lower quartile-based
statistics in deriving SEIs and subsequent school
classifications.

In addition, schools were classified

according to the +/-.674 se criteria.

The mean- and

quartile-based classifications for the same test (both
in subject and mode) were crossed in contingency table
format to determine what consistency existed in school
classifications.
Found in this section are 3-by-3 contingency tables
for each of the three NRT tests employed as DVs in the
study.

Included on those tables are three-level

statistical data and individual two-level statistical
data for each NRT.

Tables 4.16, 4.17, and 4.18

respectively provide 3-by-3 frequency distributions
along school effectiveness ratings for the following
SEI-based comparisons;

(1) NRT language mean and

quartile scores, (2) NRT reading mean and quartile
scores, and (3) NRT mathematics mean and quartile
scores.
Concerning the language mean-quartile comparison,
both the chi-square statistic and the kappa z-statistic
were significant.

In addition, the three-level analysis

resulted in magnitude measures of .750 for Cramer's V
and .772 for the kappa coefficient, both of which were
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in the high-moderate range of consistency (See Table
4.16).

The measures of magnitude suggested a stronger

consistency between mean- and quartile-based
classifications than any of the other mean/quartile
comparisons except that of CRT language; that is, mean
masking had a limited effect using this NRT instrument.
Table 4.16
Contingency Table Comparison of Post Hoc School Classifications
by NRT Language Mean & Lower Quartile SEIs for Issue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
50 (20.7)
Average
8 ( 3.3)
Effective
0 ( 0.0)
Column Total

58 (24.0)

Average

Effective

Row Total

n

n

n

%

%

%

11 ( 4.5)
102 (42.1)
11 ( 4.5)

0 ( 0.0)
11 ( 4.5)
49 (20.2)

61 (25.2)
121 (50.0)
60 (24.8)

124 (51.2)

60 (24.8)

242(100.0)

Statistical Results for Table 4.16 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer’s V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Dnwghted Agreement Ratio
Weighted Agreement Ratio
■.Ml

.1—

.. 1

|t

t

t

" ...II

Effective
Average
Ineffective

Average
Ineffective

Average
Effective

t
272.3
.750
.728
.7724A
2.95
.831
.915
| | .... .

97.7*
.756
.603
2.30

89.5
.719
.584

■A?.

2 .15

----------

----------

.889

.872

1

Note; Decision points between average and the other categories are
+7-7674 se on the studentized residual distribution.
^

probability < .001
probability < .01
probability < .05

The distribution of the three-level language-based
data suggested that the two procedures provided a
moderate association both on effective school
classification and on ineffective school classification
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(See Table 4.16).

As in the CRT comparisons, there were

fewer observations in the center cell for this
comparison than for the a priori analysis of the same
data.

That meant that fewer schools were rated as

average by both mean and lower quartile SEIs with post
hoc criteria.

Not one school in the data set was

classified as both effective and ineffective.
With regard to the masking effect, the mean-based
SEIs rated 19 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 11 of 50
cases; it masked the ineffective delivery of such
services in

8 of 58 cases.

rated 22 of124 schools as

On the other hand, it only
either effective or

ineffective which the lower quartile rated as average
(See Table 4.16).

Obviously, the NRT language test

demonstrated a greater masking effect with effective
school classifications than it did with ineffective
school classifications.
The tests of significance and the measures of
magnitude for the two-level data supported the previous
findings on association and agreement.

The magnitude

measures for the average-effective contingency data
resulted in
for the kappa

a .756 for the phi coefficient and a .755
coefficient which were also in the high-
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moderate range.

The kappa z statistic and the chi-

square tests were significant (See Table 4.16).
The magnitude measures for the average-effective
data were slightly less in value, .719 for both the phi
the kappa coefficients, but both were in the highmoderate range.

The kappa z statistic and the chi-

square were significant (See Table 4.16).

The average-

effective data demonstrated slightly less consistency
than did the average-ineffective data.
Both two-level agreement ratios were similar with
one another in magnitude.

The ratios were .889 for the

average-ineffective data and .872 for the averageeffective data (See Table 4.16).

Both were in the high-

moderate range of consistency, but were somewhat lower
than the overall weighted-agreement ratio of .915 which
was in the high range of consistency.

Chance agreement

had less influence with this post hoc model than it did
with its a priori counterpart as demonstrated by the
decrease in magnitude differences between the agreement
ratios and the kappa coefficients (See Table 4.08 and
4.16) .
Concerning the reading mean-quartile comparison,
both the chi-square statistic and the kappa z-statistic
were significantly different from zero beyond the .001
alpha level.

In addition, the three-level analysis

resulted in magnitude measures of .738 for Cramer's V
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and .756 for the weighted kappa coefficient.

The two

magnitude measures suggested a high-moderate consistency
existed in the manner in which mean- and quartile-based
SEIs classified schools.

The agreement ratios were .913

weighted and .826 unweighted (See Table 4.17).
The distribution of the three-level reading-based
data suggested that the two procedures provided a
stronger association on average-ineffective school
classification than on average-effective school
classification (See Table 4.17).

There were fewer

observations in the center cell for this comparison than
for the a priori analysis of the same data.

That meant

that fewer schools were rated as average by both mean
and lower quartile SEIs with post hoc criteria.

Not one

school in the data set was classified as both effective
and ineffective.
With regard to the masking effect, the mean-based
SEI rated 16 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 8 of 51
cases; it masked the ineffective delivery of such
services in 8 of 56 cases.

Furthermore, it only rated

26 of 135 schools as either effective or ineffective
which the lower quartile rated as average (See Table
4.17).

Apparently, the results demonstrated that there

194
was little mean masking in process with the reading
test.
Table 4.17
Contingency Table Comparison of Post Hoc School Classifications
by NRT Reading Mean & Lower Quartile SEIb for iBsue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
48 (19.8)
Average
8 ( 3.3)
Effective
0 ( 0.0)
Column Total

56 (23.1)

Average

Effective

Row Total

n

n

n

%

%

%

12 ( 5.0)
109 (45.0)
14 ( 5.8)

0 ( 0.0)
8 ( 3.3)
43 (17.8)

60 (24.8)
125 (51.7)
57 (23.5)

135 (55.8)

51 (21.1)

242(100.0)

Statistical Results for Table 4.17 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer’8 V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Unwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective
,
263.4
.738
.722
.756^
3.09
.826
.913

Average
Ineffective

98.2
.745
.597
•744.,.
2.32
---.887

Average
Effective

87.1*
.707
.577
•705,
:!.27
---.874

Note: Decision points between average and the other categories are
+7-7674 se on the studentized residual distribution.
probability < .001
probability < .01
probability < .05

The tests of significance and the measures of
magnitude for the two-level data supported the previous
findings on association and agreement.
significant z-statistics.

Both kappas had

The magnitude measures for

the average-ineffective contingency table resulted in a
.745 for the phi coefficient and a .744 for the kappa
coefficient, both within the high-moderate range.

The

magnitude measures for the average-effective table were
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slightly less than for the previous comparison,
the phi and .705 for the kappa.

.707 for

They were both near the

lower end of the high-moderate range of consistency (See
Table 4.17) .
Both two-level agreement ratios were similar with
one another in magnitude.

The ratios were .887 for the

average-ineffective data and .874 for the averageeffective data, both of which were also in the highmoderate range.

The overall weighted-agreement ratio

for the three-level analysis was slightly higher as
expected,
4.17).

.913 which was in the high range (See Table

All three ratios indicated that little

inconsistency was experienced when both mean- and lowerquartile data were employed with the NRT reading test.
Concerning mathematics mean-quartile comparison,
both the chi-square statistic and the kappa z-statistic
were significant.

In addition, the three-level analysis

resulted in magnitude measures of .732 for Cramer's V
and .753 for the kappa coefficient (See Table 4.18).
The two measures of magnitude suggested a high-moderate
association between mean- and quartile-based
classifications.

The agreement ratios were .911

weighted and .822 unweighted.

The magnitude measures

for mathematics were nearly as strong as those for
reading.
The distribution of the three-level mathematics-
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based data suggested that the two procedures provided a
slightly stronger association on average-ineffective
school classification than on average-effective school
classification (See Table 4.18).

There were fewer

observations in the center cell for this comparison than
for the a priori analysis of the same data.

That meant

that fewer schools were rated as average by both mean
and lower quartile SEIs with post hoc criteria.

Not one

school in the data set was classified as both effective
and ineffective.
Table 4.18
Contingency Table Comparison of Poat Hoc School Classifications
by NRT Mathematics Mean & Lower Quartile SBIb for ISBue II
Quartile Results:

Ineffective

n
%
Mean-Based Results:
Ineffective
49 (20.3)
Average
8 ( 3.3)
Effective
0 ( 0.0)
Column Total

57 (23.6)

Average

Effective

Row Total

n

n

n

%

%

%

11 ( 4.5)
107 (44.2)
13 ( 5.4)

0 ( 0.0)
11 ( 4.5)
43 (17.8)

60 (24.8)
126 (52.1)
56 (23.1)

131 (54.1)

54 (22.3)

242(100.0)

Statistical Results for Table 4.18 Data
Comparison Levels:

Statistics:
Chi-Square
Cramer's V / Phi Coef.
Contingency Coefficient
Kappa Coefficient
Kappa Z-Statistic
Dnwghted Agreement Ratio
Weighted Agreement Ratio

Effective
Average
Ineffective

Average
Ineffective

Average
Effective

100.2*
.757
.603
•75<i.
2.33
---.891

80.8*
.681
.563
•68A
2.12
---.862

t
259.5
.732
.719
.753^
2.97
.822
.911

Note; Decision points between average and the other categories are
+7-7674 se on the studentized residual distribution.
„

probability < .001
probability < .01
probability < .05
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With regard to the masking effect, the mean-based
SEI rated 19 schools as average when they were
classified as either effective or ineffective along
lower-quartile based residuals.

The mean masked the

effective delivery of educational services in 11 of 54
cases; it masked the ineffective delivery of such
services in 8 of 57 cases.

On the other hand, it only

rated 24 of 131 schools as either effective or
ineffective which the lower quartile rated as average
(See Table 4.18).

Hence, the NRT mathematics test

demonstrated a slightly greater masking effect with
effective school classifications than it did with
ineffective school classifications.
The tests of significance and the measures of
magnitude for the two-level data supported the previous
findings on association and agreement (See Table 4.18).
The magnitude measures for the average-ineffective
contingency table were in the high-moderate range, that
is .757 for the phi coefficient and .756 for the kappa
coefficient.

Both the kappa z-statistic and the chi

square tests were significant.
The magnitude measures for the average-effective
table were lower:

.681 for both the phi and kappa which

was in the moderate range.

The kappa z-statistic and

the chi square tests were significant (See Table 4.18).
Obviously, there was less consistency for the average-
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effective data than for the average-ineffective data.
Both two-level agreement ratios were similar with
one another in magnitude.

The ratios were .891 for the

average-ineffective data and .862 for the averageeffective data.

Both were in the high-moderate range,

but were lower than the overall weighted-agreement ratio
of .911 which was in the high range (See Table 4.18).
All three ratios indicated that little inconsistency was
experienced when both mean- and lower-quartile data were
employed with the NRT test.
ASSOCIATION AND AGREEMENT MAGNITUDE MEASURES
Across all comparisons, the kappa coefficient
generally matched or approximated the appropriate
Cramer's V or phi coefficient for each contingency
table.

That relationship indicated that for both 2-by-2

and 3-by-3 tables at these criteria, either one of the
two procedures may have been employed in place of the
other.
However, the kappa had substantially deviated from
Cramer's V in those comparisons where the kappa was
extremely high.

The phenomenon suggested that Cramer's

V has an inherent difficulty in demonstrating higher
levels of consistency; that is, its magnitude is
somewhat restricted whenever data distributions approach
perfect consistency.
While there was an overall similarity in results
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between the measures of agreement (kappa) and of
association (phi & Cramer's V), there were some
differences between those measures with the post hoc
three-level analyses.

That phenomenon suggested that

the kappa was more influenced by the change in criteria
than were the phi coefficient and Cramer's V.
THE EFFECTS OF VARYING THE CLASSIFICATION CRITERIA
The magnitude measures were compared with one
another across both classification models and decision
criteria.

That comparative review revealed a pattern in

the differences in kappa values from one criteria pair
to the next (See Table 4.19).

There was a tendency of

the kappa statistic to increase with the change in
decision points, suggesting that there was less
opportunity for chance agreement with the post hoc
criteria (+/-.674 se).

Those results suggested that the

relocation of the decision points effected a change in
the marginal distributions from which expected agreement
was determined (See Chapter 3).
In those few instances where the kappas decreased,
the weighted agreement ratio demonstrated its greatest
decrease from the a priori analyses to post hoc.

Those

situations suggested that where there was large change
in the agreement ratio, that change had a greater
influence on the magnitude of the kappa coefficients
than did any change in the marginals.

The kappa
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coefficient can be expected to have been influenced by
the agreement ratio and the marginal distributions since
it is computed from both factors (See Chapter 3).
Table 4.19
A Comparison of the Effects that Two Sets of Classification Criteria have on
both Kappa Coefficients and Agreement Ratios
Types of Analyses:
Levels:

3-Level Analyses

2-Level Analyses

2-Level Analyses

Eff-Ave-Inf

Average-Ineffective

Average-Effect

+/-1.00 +/-.674

+/-1.00 +/-.67<

Criteria: +/-1.00 +/-.674
Issue I Comparisons:
CRT Language k
fi NRT Language a

.500
.872

.541
.829

.518
.847

.526
.775

.428
.826

.372
.710

CRT Language k
S NRT Reading a

.670
.917

.626
.862

.548
.866

.564
.799

.770
.932

.580
.810

CRT Math
fiNRT Math

.510
.878

.560
.839

.598
.875

.572
.804

.389
.828

.460
.758

CRT Language k
Mean/Quartile a

.688
.917

.776
.917

.740
.914

.794
.905

.600
.876

.700
.867

CRT Math
k
Mean/Quartile a

.719
.928

.744
.905

.763
.924

.790
.904

.644
.897

.620
.829

NRT Language k
Mean/Quartile a

.716
.928

.772
.915

.728
.926

.755
.889

.681
.904

.719
.872

NRT Reading
k
Mean/Quartile a

.744
.940

.756
.913

.738
.918

.744
.887

.733
.930

.705
.874

NRT Math
k
Mean/Quartile a

.709
.928

.753
.911

.715
.915

.756
.891

.680
.909

.681
.862

k
a

Issue II Comparisons:

On the other hand, the differences in the weightedagreement ratios (See Table 4.19) indicated that the
magnitude of that ratio generally diminished with the
relocation of the decision points.

Apparently, a large

clustering of schools in the a priori average category
inflated agreement ratios, a particular statistical
phenomenon which operated independently of variations in
the regression models.

Hence, the agreement ratio was
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apparently influenced by both the regression models and
the decision criteria.

As discussed in Chapter 3 and

demonstrated in this study, the ratio tended to decrease
as the criteria was moved closer to the mean of a given
SEI distribution.
The effect of criteria relocation was greater for
Issue I, which demonstrated the less consistency than
Issue II.

The differences between weighted agreement

ratios from one criteria to the next ranged from .024 to
.137 for Issue I.

However, the differences in weighted-

agreement ratios between the two sets of decision points
was less remarkable for Issue II, the range being from
zero to .056.

For Issue II, the measures of consistency

were stronger in general, whereas the effect of
decision-point locations were less defined.

That

phenomenon suggested that the position of the decision
points may have been less of an issue for the agreement
ratio where substantial consistency already existed and
more of an issue where consistency was weak.
Moving the decision points inward on the SEI
continuum has generally decreased the difference between
the kappa coefficient and the weighted agreement ratio
by apparently lowering chance agreement.

By retracting

the decision points from +/-1.00 to +/-.674, less
schools were classified as average by each model which
in turn resulted in less schools being dually
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categorized as average by contrasted classification
models.

This reduction of schools clustered in the

center average-average cell has reduced the potential
for chance agreement between such models.
However, those changes in the various magnitude
measures were influenced in part by increases in school
count both in the effective-effective cell and in the
ineffective-ineffective cell at the cost of both
decreasing the count in the average-average cell and
increasing inconsistent classifications in the other
cells.

Generally, cell changes favored inconsistent

classifications over consistent ones resulting in a
decrease in agreement ratio magnitude.
Table 4.20 provides Issue I cell-by-cell comparisons
for both sets of classification criteria; Table 4.21
provides the cell-by-cell comparisons for Issue II.
These comparisons do not reflect controls for chance
consistency.
In general, all cells have increased in school
counts with the retraction of the criteria points except
the center (average-average) cell.

That cell decreased

in school count with the criteria change, as was the
purpose of the post hoc analyses.
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TABLE 4.20
Comparison of Cell Size Changea in N-Count & Percent for Issue I Contingency
Tables as Classification Criteria are Changed from +/-1.00 se to +Z-.674 se
for School Effectiveness Categories
Inf
Inf

Inf
Ave

Inf
Eff

Ave
Inf

Ave
Ave

Ave
Eff

Eff
Inf

Eff
Ave

Eff
Eff

IRT Language
iCRT Language
for +/-1.00 n 23
% 9.5
for +/-.674 n 44
% 18.2

14
5.8
17
7.0

0
0
0
0

15
6.2
19
7.9

138
57.0
80
33.1

17
7.0
22
9.1

0
0
0
0

16
6.6
25
10.3

19
7.9
35
14.5

NET Reading
S CRT Language
for +/-1.00 n
23
« 9.5
for +Z-.674 n
44
% 18.2

12
5.0
15
6.2

0
0
1
0.4

15
6.2
19
7.9

151
62.4
91
37.6

8
3.3
15
6.2

0
0
0
0

5
2.1
16
6.6

28
11.6
41
16.9

IRT Mathematics
iCRT Mathematics
for +/-1.00 n
25
% 10.3
for +/-.674 n
42
% 17.4

13
5.4
17
7.0

0
0
1
0.4

11
4.5
15
6.2

143
59.1
89
36.8

15
6.2
22
9.1

1
0.4
2
0.8

18
7.4
18
7.4

16
6.6
36
14.9

Cells:

TABLE 4.21
Comparison of Cell Size Changes in N-Count s Percent for I b b u b II Contingency
Tables as Classification Criteria are Changed from +/-1.00 se to +/-.674 se
for School Effectiveness Categories
Cells:

Inf
Inf

Inf
Ave

Inf
Eff

Ave
Inf

Ave
Ave

Ave
Eff

Eff
Inf

Eff
Ave

Eff
Eff

NRT Language
for +/-1.00 n 28
% 11.6
for +/-.674 n 50
% 20.7

9
3.7
11
4.5

0
0
0
0

7
2.9
8
3.3

152
62.8
102
42.2

11
4.5
11
4.5

0
0
0
0

8
3.3
11
4.5

27
11.2
49
20.3

NRT Reading
for +/-1.00 n 27
% 11.2
for +/-.674 n 48
« 19.8

8
3.3
12
5.0

0
0
0
0

7
2.9
8
3.3

162
66.9
109
45.0

5
2.1
8
3.3

0
0
0
0

9
3.7
14
5.8

24
9.9
43
17.8

NRT Mathematics
for +/-1.00 n 28
% 11.6
for +/-.674 n 49
% 20.3

10
4.1
11
4.5

0
0
0
0

7
2.9
8
3.3

154
63.6
107
44.2

8
3.3
11
4.5

0
0
0
0

10
4.1
13
5.4

25
10.3
43
17.8

CRT Language
for +/-1.00 n
31
% 12.8
for +/-.674 n
52
% 21.5

7
2.9
11
4.5

0
0
0
0

9
3.7
6
2.5

146
60.3
104
43.0

13
5.4
12
5.0

0
0
0
0

11
4.5
11
4.5

25
10.3
46
19.0

CRT Mathematics
for +/-1.00 n 32
% 13.2
for +/-.674 n
51
% 21.1

5
2.1
8
3.3

0
0
0
0

10
4.1
8
3.3

151
62.4
100
41.3

13
5.4
16
6.6

0
0
0
0

7
2.9
14
5.8

24
9.9
45
18.6
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In addition to conducting consistency analyses, this
study conducted a discrepancy analysis to determine the
effects of retracting the decision points.

The results

of the discrepancy analysis are found in Table 4.22 for
Issue I and in Table 4.23 for Issue II.

As in the

previous tables, chance agreement was ignored.
Table 4.22
Discrepancy Ratios for Issue I Measuring the Degree of Disagreements between
NRT- and CRT-based School Effectiveness Classifications
NRT Discrepancies with CRT Classifications

NRT Instruments

CRT Classifications

Discrepancy Ratios by Decision Pnts
+/-1.00 se +/-.674 se difference

NRT Language
on CRT Lang.

Effective
Average
Ineffective

.457
.188
.378

.417
.339
.279

-.040
+.151
-.099

NRT Reading
on CRT Lang.

Effective
Average
Ineffective

.222
.101
.395

.281
.254
.301

+.059
+.153
-.084

NRT Mathematics
on CRT Math.

Effective
Average
Ineffective

.484
.178
.324

.390
.282
.288

-.094
+.104
-.036

CRT Discrepancies with NRT Classifications

CRT Instruments

NRT Classifications

Discrepancy Ratios by Decision Pnts
+/-1.00 se +/-.674 se difference

CRT Language
on NRT Lang.

Effective
Average
Ineffective

.472
.179
.395

.386
.344
.301

-.086
+.165
-.094

CRT Language
on NRT Read.

Effective
Average
Ineffective

.217
.132
.343

.281
.272
.267

+.064
+.140
-.076

CRT Mathematics
on NRT Math.

Effective
Average
Ineffective

.486
.154
.342

.357
.294
.300

-.129
+.140
-.042

Note 1; Negative differences in discrepancy ratios indicate a loss in
discrepancy. A loss in discrepancy translates to a gain in consistency.
Note 2: Positive differences in discrepancy ratios indicate a gain in
discrepancy. A gain in discrepancy translates to a loss in consistency.
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Table 4.23
Discrepancy Ratios for Issue XI Measuring the Degree of Disagreements where
the Means Mask Delivery of Educational Services to Lower Quartile Students
Discrepancy Ratios by Decision Pnts
Instruments

Lower Quartile
Classifications

+/-1.00 se

+/-.674 se dlfferei

NRT Language

Effective
Average
Ineffective

.289
.101
.200

.183
.164
.138

-.106
+.063
-.062

NRT Reading

Effective
Average
Ineffective

.172
.095
.206

.157
.193
.143

-.015
+.098
-.063

NRT Mathematics

Effective
Average
Ineffective

.235
.115
.200

.204
.183
.140

-.031
+.068
-.060

CRT Language

Effective
Average
Ineffective

.342
.110
.225

.279
.175
.103

-.063
+.065
-.122

CRT Mathematics

Effective
Average
Ineffective

.351
.074
.238

.262
.180
.136

-.089
+.106
-.102

Hotel: Negative differences In discrepancy ratios Indicate a I o b s In
discrepancy. A loss In discrepancy translates to a gain in consistency.
Note 2: Positive differences in discrepancy ratios indicate a gain in
discrepancy. A gain in discrepancy translates to a loss in consistency.

In every Issue I case but one, the change in
criteria decreased the discrepancy rate for the
effective and ineffective classifications and increased
the discrepancy rate for average classifications.

The

only exception was an increase in effective
classifications resulting from contrasting NRT readingand CRT language-based SEIs (See Table 4.22).
The concern for Issue II was whether the mean was
masking differential performance in the lower group
within each school as measured by the lower quartile.
Table 4.23 deviates from the manner in which data is
presented in Table 4.22 in that only the discrepancies
produced in mean classification were considered in

206

accordance with the purpose of studying Issue II.
In every Issue II case, the discrepancy rate
decreased with a change in criteria for both effective
and ineffective classifications.

In addition, the rate

increased for average classifications with that change
(See Table 4.23).

The quantity of increase in

discrepancy for average classifications slightly out
weighed the quantity of decreases in discrepancy for the
other two categories.

That phenomenon translates to an

overall decrease in consistency in agreement ratios (See
Table 4.19).
A review of the comparison data has obviously
demonstrated that the position of the decision points
has had an effect on many of the resulting school
classifications, on the distributions of such
classifications, and on most of the statistics employed
in this study.

The only exception was the chi-square

statistic which was primarily influenced by sample size.
Regardless of the distribution of data or the number
of levels being analyzed, the chi-square test indicated
significance beyond the .001 level of probability,
suggesting that the number of schools (n=242) influenced
significance in addition to the data distribution.

The

kappa z-statistic appeared to be independent of any
influence of sample size; in some cases, the z-statistic
was not significant.
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ATYPICAL RESULTS: NRT READING/CRT LANGUAGE ARTS CONTRAST
The NRT reading and CRT language arts classification
comparison produced the most consistent results in the
Issue I phase of this study (k=.67 0 for +/-1.00 se &
k=.626 for +/-.674 se).

However, that contrast produced

atypical three-level distribution themselves and
subsequent atypical statistics across changes in
classification criteria.

Whereas all other three-level

kappa coefficients, regardless of the issue, increased
in magnitude when the classification criteria was
changed from +/-1.00 se to +/-.674 se, the kappa
coefficient for that contrast decreased as a result of
the change to the post hoc criteria.
In addition, this comparison was the only one for
both issues in which the kappa coefficients were greater
for the average-effective data than for the averageineffective data, regardless of the classification
criteria.

In fact, the kappa coefficient for the

average-effective data (.770) was the largest
coefficient for any two-level data set across both
issues for each criteria.

It was also larger than most

kappa coefficients for three-level data sets (See Table
4.19).
In terms of discrepancy analyses, there was
substantially lower discrepancy ratios for that averageeffective data than any of the other two-level data sets
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in the Issue I study as one would expect when k=.770
(See Table 4.22).

The data distribution indicates that

the classifications for whatever reason were hardly
clustering in the discrepant cells for the a priori
criteria:

n=8 in the average-effective cell and n=5 in

the effective-average cell (See Table 4.20).

In

addition, the data in Table 4.19 reveal that not only
does the NRT-reading/CRT-language arts model comparison
have smaller discrepant cells than do the others, but
also that comparison has the largest average-average
cell for Issue I.

Apparently, what schools would have

been classified inconsistently (as both ineffective and
average) in any other comparison were classified
consistently (as average for both models) in this
comparison.
Essentially there are two possible explanations for
these atypical results for the NRT reading/CRT language
arts contingency table.

Either (1) the two instruments

were very consistent with each other in classifying
schools as either effective or average, or (2) there was
an idiosyncrasy with which both classification models
two dimensionally had distributed their data and had
influenced subsequent consistency measures.
THE RELATIONSHIPS OF THE MEASURES OF ABSOLUTE AGREEMENT
This study was an exploration into the effect that
varying the dependent variables had on consistency.
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Tests of significance and weighted magnitude measures
tell the scientist much about that effect.

However, to

the decision maker who must ultimately select a school
classification model from an imperfect world of data,
what is important is the proportion of schools that will
be classified consistently by a given a model.
A measure of absolute consistency provides that
information.

It is the unweighted agreement ratio

without any controls for expected agreement.

For this

study, the measure of absolute agreement has provided
what proportion of schools were consistently classified,
and it has provided the data from which to compute what
proportion of schools were inconsistently classified
(See Table 4.24).
With testing being an inexact science, one could
expect that the absolute agreement ratio would be
greater than .90 (See Chapter 2) if the same group of
students were tested twice with the same instrument.
Hence, one should expect the absolute agreement ratio to
be less for groups of students tested with different
instruments as was the situation with Issue I.

In

addition, one should likewise expect that ratio to be
less for groups of students tested with the same
instrument but classified on the two different
regression points as was the situation with Issue II.
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Table 4.24
Table of Absolute (Unweighted) Agreement Ratios for
3-Level Analyses
Criteria:

+/-1.00

+/-.674

CRT Language
NRT Language

.744

.657

CRT Language
NRT Reading

.835

.727

CRT Mathematics
NRT Mathematics

.760

.690

Issue I Comparisons:

Issue II Comparisons:
CRT Language
Mean/Quartile

.835

.835

CRT Mathematics
Mean/Quartile

.855

.810

NRT Language
Mean/Quartile

.855

.831

NRT Reading
Mean/Quartile

.880

.826

NRT Mathematics
Mean/Quartile

.855

.822

The absolute agreement ratios for Issue I are found
in the top section of Table 4.24.

With the decision

points set at +/-1.00 se, only the NRT reading and CRT
language arts combination produced an unweighted
agreement ratio of .835 for three-level analysis.

The

other two combinations produced ratios of .744 (NRT
language to CRT language arts) and of .760 (NRT to CRT
mathematics).

However, much of the agreement proportion
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in each of these three comparisons was located in the
center cell.

When the decision points were retracted to

+/-.674 se, the unweighted agreement ratios reduced to
.657 for the NRT language and CRT language arts
comparison,

.727 for the NRT reading and the CRT

language arts comparison, and .690 for the NRT and CRT
mathematics comparison (See Table 4.24).
Except for the NRT reading and CRT language
combination at decision points +/-1.00 se, the degree of
inconsistently classified schools appeared to be high
(i.e., greater than .24).

For the decision points

+/-.674 se, more than 1 out of every 4 schools were
inconsistently classified where CRTs and NRTs were
alternated.

The important question for Issue I was

whether those degrees of inconsistency were too great to
tolerate alternating modes of testing.
The absolute agreement ratios for Issue II are found
in the bottom section of Table 4.24.

With the decision

points set at +/-1.00 se, the NRT reading mean and lower
quartile results produced the highest unweighted
agreement ratio, .880; the CRT language mean and lower
quartile results produced the lowest agreement ratio,
.835.

The agreement ratio for all others was .855.

Those results suggest that there was little masking of
inadequate delivery of educational services for this
sample by the mean scores.

When the decision points

212

were set at +/-.647 se, there was little reduction in
the agreement ratios, the range being .810 to .835.

For

the CRT language mean and lower quartile combination,
there was no change in the absolute agreement ratio (See
Table 4.22).

The mean-quartile results, though, were

generally higher than those produced when the test mode
was allowed to vary.
What the Issue II results have demonstrated was that
approximately one out of six schools in the sample were
inconsistently classified when the mean score was
employed rather than the lower quartile score as the
point of regression.

The important question is whether

that degree of inconsistency was slight enough to
continue employing the mean as the point of regression.
INDEPENDENT VARIABLE INFLUENCE ON SEIS
Mean-based residuals (SEIs) have generally
demonstrated zero or near zero correlation with IVs.
Where a set of residuals has a zero correlation with its
IVs, the regression model has adequately controlled for
the influence of the IVs on the residuals.

Where a set

has a correlation significantly different from zero, the
regression model has not adequately controlled for the
IV influence (Abalos et al., 1985).
However, a question exists as to whether other
sources of SEIs, such as the lower quartile, would also
demonstrate zero or near zero correlation with IVs
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(Sirotnik & Burstein, 1985; Marco, 1974).

The only

previous research found on this topic was the Marco
(1974) study in which previous test scores were employed
as the IVs.

The findings of that study were that IVs

correlated significantly with residuals where the mean
was not employed as the point of regression.
The current study has employed SES variables as IVs.
The findings of this study were that the IVs did not
significantly correlate with the SEIs (a=.05).

That

means the regression models adequately controlled the
influence of IVs on the SEIs which were employed to
classify schools.

Hence, SES variables did not affect

the evaluation of schools whether they were classified
as effective, average, or ineffective.
Concerning the correlation tests, the largest r was
.0021 for the percent of mothers who are college
graduates and the SEI based on the lower quartile scores
for the CRT language arts test; that correlation was not
significantly different from zero.

For that correlation

and for the other lower quartile correlations, there was
no apparent difference from those correlations with
mean-based SEIs; they were all significantly zero (See
Table 4.25).

Hence, disaggregating data along lower

quartile scores has adequately controlled for the
influence of the IVs on subsequent SEIs in this study.
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Table 4.25
Correlation Matrix of Independent Variables with School
Effectiveness Indices
Independent Variables:

% of Stdnts
Paid Lunch

% of Mothers
College Grad

% of Fathers
White Collar

+.0006
+.0004
+.0004
-.0005

+.0016
+.0018

+.0008
+.0009
+.0005
-.0006

Sch. Effect. Indices:
CRT
CRT
NRT
NRT
NRT
CRT
CRT
NRT
NRT
NRT

Math.
Lang.
Math.
Lang.
Read.
Math.
Lang.
Math.
Lang.
Read.

Mean
Mean
Mean
Mean
Mean
Quartile
Quartile
Quartile
Quartile
Quartile

-.0002
+.0004
+.0009
+.0004
-.0004
+.0003

+.0011
+.0007
+.0013
+.0015

+.0021
+.0008

-.0000
+.0005
+.0014
+.0004

+.0012

-.0002

+.0016

+.0005

Note: None of the correlations were significantly different from
zero for pc.05. Those findings indicated that SES was controlled
in each regression model.

CHAPTER FIVE
THE INFLUENCE THAT CHANGING THE DEPENDENT VARIABLE HAD
ON REGRESSION-BASED SCHOOL EFFECTIVENESS CLASSIFICATIONS
As mentioned in Chapter 1, no state assesses every
grade with standardized test instruments, nor do those
who test more than 50% of the grades employ the same
mode of testing across grades.

Roeber (1989) noted that

13 states answering his survey employed a mixed mode of
statewide testing.

Of those states involved in school

evaluation programs (Weitman et al., 1990), only three
have statewide testing programs which test more than six
grades: Georgia, Louisiana, and South Carolina.

Those

three states employ both NRT and CRT instruments in
their testing programs.
The question that Issue I raised was whether
crossing modes of testing influenced consistency in
large scale effective school evaluation.

Given the

variety of testing modes combinations currently utilized
in statewide test programs, such a question has
important policy relevance in evaluating schools.
It was also noted in Chapter 1 that large scale
school evaluations generally employ either regression
analyses or categorical comparisons.

Academic models

generally employed regression (See Table 1.2), whereas
application models generally employed categorical
215
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comparisons (Weitman et al., 1990).

A traditional

statistic employed in these models, whether group
comparisons or regression analyses, was the mean.
The question that Issue II raised was whether the
mean was masking poor delivery of educational services
to lower achievers.

Issue II compared school

effectiveness classifications based on two points of
regression:

the mean and the lower quartile.

Given the

current concern with the state of education in this
nation, such a question focuses attention towards that
subgroup which the equity advocates have historically
considered under-educated.
The results of this study, as discussed in Chapter
4, determined that some consistency existed in school
effectiveness classifications either between modes of
testing (Issue I) or between points of regression (Issue
II).

Except for a few cases, consistency was generally

in the moderate range for Issue I and in the highmoderate range for Issue II.

The higher consistency

magnitudes with Issue II were expected because the same
instrument was employed in the comparisons; with Issue
I, instruments differing not only in items but also in
design were used.
For most tests employed in the Issue I phase of
this study, the unweighted agreement ratio determined
that generally one of four schools was inconsistently
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classified regardless of the location of the decision
points.

That same statistic determined that a minimum

of one out of six schools in the Issue II phase of this
study was inconsistently classified when the decision
points +/-1.00 se were employed; it determined that one
out of five schools in this phase was inconsistently
classified when the decision points +/-.674 se were
employed.

Hence, the absolute consistency rate for

Issue I ranged from 66% to 84%; that for Issue II ranged
from 81% to 88%.
As noted in Chapter 1, not one state has the data
set with which to conduct large scale evaluation of
schools without classification consistency being a
challenge to validity.

The questions raised by the

results of this study are twofold: (1) What degree of
inconsistency will researchers and decision makers
tolerate in order to continue to cross modes of testing?
and (2) What degree of mean masking will they tolerate?
Of course, this study is one of a few studies to
date which have provided any research results with which
to help answer either of the two questions.

In

addition, this study, like many others which employ
field data, has its limitations.
LIMITATIONS OF THE STUDY
The primary limitation to this study was that the
sample employed in the regression model was neither a

218
population nor a random sample of a population.

Rather,

it was a large convenience sample of students
representing one third of the student population in one
public-school grade from a single state.

The sample

size, however, allowed for all pertinent subgroups to
have been substantially represented.

In addition, no

systematic bias was apparent in the design of this
sample.
The sample of schools was taken from available,
tenable data sets.

Selection into the sample was based

on (1) those school districts which had tested its
population with both the CRT and the NRT tests within
the same grade and within the same school year, (2)
those schools which had its students respond to the
demographic survey questions, (3) those schools where
the CRT-NRT match was sufficient, and (4) those students
who were present for both test administrations (i.e.,
NRT and CRT administrations).
The sample deviated from the state's Grade 3
population in the proportion of ethnic minorities
selected for the study.

The study group represented an

over sampling of the black population; that subgroup in
Louisiana has a larger proportion of low SES students
and lower performers than does the white population.
Hence, the sample was disproportionate in favor of those
characteristics that the IVs were designed to control
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and in favor of that subgroup that was the primary
concern of Issue II.
The sample encompassed a full representation of
students from each district included in the study.
Within most districts in the study, the sample was for
all practical purposes the district population.

In

those districts from which schools were removed, a
majority of the population remained.

Though the study

may not be generalizable to some situations, readers who
are studying populations with similar characteristics
may find the sample large and representative enough to
make inferences to their own populations.
A second limitation to this study was that tests
specific to Louisiana third graders were employed--the
LEAP-3 Language Arts and the LEAP-3 Mathematics.

The

results of such a study may be different if the CRT
tests from another state and/or grade level are studied,
or if basic skills tests rather than grade-level tests
are studied.

Since CRTs are typically developed within

state or district bounds, this limitation holds for most
studies employing CRTs.
In addition, the NRT tests employed in this study
were the CAT-13 Reading, CAT-13 Language, and CAT-13
Mathematics.

Likewise, the results of such a study may

be different if another NRT battery is used or if CAT
tests from other grades are employed.
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Furthermore, the grade which was tested is
academically a developmental one; its curricula tend to
be specific along developmental lines.

The instruments

which measure lower grades such as Grade 3 are likewise
limited to such developmental skills.

Hence, the

results from this study may be more consistent than what
would be found at higher grades where developmental
skills play less of an importance and where the
curricula are more varied as would particularly be the
case in the secondary schools.
A third limitation to this study was that the data
sources for the demographic survey questions were both
teacher-reported and student-reported information.

The

survey data were collected in the spring of 1989 at the
time the students were being LEAP tested.

Since the

primary object of that week was testing, one can expect
the survey results to receive less consideration and,
hence, be less than totally accurate.
Of course, teacher reported data were probably
based on either parent reported data, student reported
data, or speculation.

If the data were student

reported, how accurately does a third grade student know
whether his/her parent was a white-collar or blue-collar
worker or whether that parent graduated from high school
or college?

Essentially, much of the teacher-reported

and of the student-reported data was considered non-
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verifiable.
Regardless, the demographic data showed similar
relationships to the dependent variables as did previous
studies noted by White (1982).

Student-level

demographic data tended to correlate with test scores at
an approximate r of .20; pertinent school-level
demographic data tended to correlate with test scores at
an approximate r of .60.

White's meta analysis (1982)

noted that such data relationship trends were an r of
.22 in student-level correlations and an r of .73 in
school-level correlations.
In addition, demographic data correlated to the
dependent variables on the student level in a similar
fashion across grades and across years even though the
survey data was (1) teacher reported at grades 3 and 5,
and (2) student reported at grades 7 and 10.
Furthermore, real world survey data would be subject to
the same concerns whenever collected in testing
situations.
A fourth limitation to the study was the issue of
test security.

When pass/fail decisions are made on

students or when recognition (good or bad) is extended
to schools based on test performance, such performance
becomes a "high-stakes" issue.

Hence, test security is

a concern where testing involves high stakes.

With

regard to the NRT instrument, the test booklets are
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retained in the schools throughout the year.

With

regard to both instruments, the teachers generally test
their own students, particularly in the case of third
graders.
In 1989, two instances of teacher interference were
uncovered in one Louisiana school, one in a third grade
classroom and the other in a fourth grade classroom.

In

1990, the Louisiana Department of Education instituted
erasure analysis as a security measure with LEAP
testing.

Excessive erasures-to-correct-answers were

uncovered in 1,318 LEAP-3 answer sheets in 17 schools,
leaving a cloud of doubt on some of the results of the
1989 LEAP administration.

Though there were excessive

erasure cases at other grades, the majority of all such
irregularities were found at Grade 3.

The erasure

problem appeared to be primarily located in contained
classroom situations, those situations where the
teachers tested the students they taught.

Though such

problems are a major concern of any study involving
testing, the problems with test security in high stakes
situations are probably not specific to Louisiana
(Oescher, 1991) .
A final limitation to this study was the
uncertainty of the effect of data distributions, in
particular, test score distributions on the consistency
of school effectiveness classifications.

Where data
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distributions are non-symmetric, the mean score departs
from the modal position, shifting toward the direction
of the skew.

That is, outlier scores pull the mean away

from the central distribution of scores (Glass &
Hopkins, 1984).

Where score distributions are

substantially different from one test to the other, the
consistency of employing one test in place of another
may be influenced.
Hence, most of the problems associated with this
study are the types of problems one can expect when
researching real-world data.

Populations are often

incomplete; surveys can be inaccurately answered or
ignored in part or whole; and test security is generally
questionable.
CONCLUSIONS REGARDING ISSUE I
The utilization of both NRT and CRT modes of
testing in the Issue I phase of this study resulted in
significant association and agreement along effective
school classifications for all pair-wise comparisons
made.

However, the degree of magnitude as measured by

both Cramer's V and the kappa coefficient was somewhat
limited for any of the classification comparisons in the
study regardless of the decision points employed.
The NRT reading and CRT language arts
classification comparison produced the most consistent
results (See Table 4.19).

Alternating the NRT reading
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test with the CRT language arts test produced consistent
results in more than five out of every eight schools
evaluated by both instruments (controlling for chance
agreement).

However, the NRT reading/CRT language arts

contrast produced an atypical three-level distribution
and atypical statistics across criteria as discussed in
Chapter 4.

That combination of classification models

demonstrated more consistency for average-effective
decisions than it did for average-ineffective decisions
for both sets of criteria.

All other combinations of

models for both Issue I and Issue II demonstrated the
opposite phenomenon.
The other Issue I comparisons demonstrated
consistent results in slightly more than a one of two
cases (controlling for expected agreement).

The ranges

in the overall kappa magnitudes for Issue I were .500 to
.670 for the a priori criteria and .541 to .626 for the
post hoc criteria.

Such results can hardly justify

alternating CRT and NRT instruments for that third-grade
population for any test combination except perhaps that
of the NRT reading and the CRT language arts
instruments.

The two modes of testing are measuring

schools differently.
Though this study researched the effect that
alternating test modes within a grade has on school
evaluations, the Issue I results also raised concerns
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about the effect that alternating of modes of testing
across grades has had in previous studies or programs.
Such was the unavoidable design problem in the
Mandeville and Anderson (1987) longitudinal study as
discussed in Chapter 1.
Generally, one can expect a certain degree of
instability when different tests are employed, whether
they be cross-mode or cross-grade.

However, employing

another test which is varied on two fronts (i.e., both
different mode and different grade) increases the
potential for instability.

In other words, if

instability would have otherwise existed because
different tests of the same mode are employed for each
grade, then one can expect existing instability to be
increased if test modes are crossed with the change in
grades.
If substantial inconsistency exists within a given
grade, how much inconsistency exists across grades?
Moreover, what effect on longitudinal stability does
alternating modes of testing have on school evaluations?
This study concludes that cross-mode instruments
should not be employed on an alternating basis in
evaluating school effectiveness.

The consistency

coefficients in this study are not of sufficient
magnitudes to support alternating test modes across
grades.

Without sufficient consistency, the stability
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of any longitudinal studies or evaluations will be in
question.
THE INFLUENCE OF DATA DISTRIBUTIONS ON ISSUE I
With regard to data distributions, the NRT scores
were (1) negatively skewed across the data set and (2)
generally negatively skewed within schools.

The CRT

scores were likewise negatively skewed across the data
set, but less so than the NRT.

Most of the CRT scores

were negatively skewed within schools, though in many
schools, scores were positively skewed.
The cross school skewness indices provided clues to
the nature of the within-school distributions.

However,

it is the within-school distribution that may affect the
classifications of individual schools.

Hence, skewed

distributions within schools may have been influencing
the consistency ratings for Issue I.
To the degree which differential within-school
skewness was present between two modes of testing, the
respective mean scores can be expected to deviate from
each other.

For example, a school with a positive

skewed CRT distribution and a negative skewed NRT
distribution would have a CRT mean score higher than its
central grouping of scores and a NRT mean lower than its
central grouping of scores.

Hence, the reference point

(i.e., the mean) at which that school would have been
evaluated varied from one test mode to the next.

If
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that within-school distributional deviation is
substantial across a large proportion of schools, one
can expect the results of cross-mode testing to be
inconsistent.
The within-school distributional differences were
not substantial for this data set.

Therefore, the

influence the differences in skew had on consistency
appears to be minimal.
DISCOURSE ON SELECTING TESTS FOR EVALUATING SCHOOLS
School evaluation programs may need to do more than
employ existing testing programs if their results are
not to be challenged on consistency and stability
grounds.

Those programs may need to engineer an

expansion to their states' existing testing programs to
guarantee consistency in testing modes across grades and
increases in stability in school evaluations across
years.
Expansion of an existing testing program raises
another issue--the NRT versus CRT dilemma.

Levine and

Lezotte (1990) recommended employing both instruments.
They suggested that the NRTs are the only indicators of
comparative school performance and that the CRTs are the
best indicators of curricula performance. Berk (1984)
noted that the two modes used together provide a more
complete understanding of an individual or school.
Though employing both modes has support in
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literature, available finances may dictate otherwise.
Furthermore, time normally allocated to classroom
instruction may not be available for additional testing
of each grade.

The cost-benefit ratio should be

considered before selecting a dual-mode testing program
for each grade.

In addition to cost questions, national

opposition exists to increased testing by such groups as
the National Center for Fair and Open Testing (1990).
With regard to employing the regression model for
evaluating schools, the NRT appears to be a more
suitable instrument both in terms of design and expense.
The regression model is a relative model; that is, the
classification criteria for school effectiveness are
relative to the performance of all schools with regard
to whatever control factors are employed as IVs.

As

Popham and Husek (1969) noted, the design of NRT
instruments favors relative performance, not absolute
performance.

The authors note that NRTs are designed to

enhance variability which augments an instruments'
capability to discriminate.
For this study, that enhanced variability in
student test scores also increased variability in
school-aggregated test scores and in their resulting
residuals when SES was controlled.

Table 5.1 provides

the standard deviation (i.e., standard errors) and the
variance (i.e., mean square error) for the raw
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residuals.
Table 5.1
Variance Found in Raw Residuals for the Study's Regression Models
Dependent Variables
CRT
CRT
NRT
NRT
NRT
CRT
CRT
NRT
NRT
NRT

Math.
Lang.
Math.
Lang.
Read.
Math.
Lang.
Math.
Lang.
Read.

Std. Dev.

Mean
Mean
Mean
Mean
Mean
Quartile
Quartile
Quartile
Quartile
Quartile

3.91
4.05
17.01
14.34
17.85
4.25
4.88
18.48
17.03
21.07

Variance
15.29
16.42
289.22
205.53
318.50
18.08
23.83
341.48
290.15
444.08

The apparent results of obtaining residuals from
DVs with large variances was that the raw residuals also
demonstrated large variance.

Though that size

differential in variance was lost when the residuals
were standardized, one can expect that some of the
advantage of the original variance size remained for the
NRT residual sets.

In particular, the ordinal positions

of the schools evaluated with NRT tests can be expected
to be more precise because their relative positions were
more clearly defined with raw residuals than those
positions defined by CRT-based raw residuals.

At the

least, one can expect less schools with equal mean
scores.
With the regression model, there is no absolute
criterion of effectiveness as there is with CRT
instruments.

Hence, the employment of a CRT instrument

with the regression model bypasses the intent and design
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of CRTs as measures of performances on absolute
criteria.

The CRT instruments are generally not

designed to maximize differences in relative
performances as demonstrated in Table 5.1.

Instead,

they are designed around content issues (Popham & Husek,
1969).

In addition, minimum skills tests conceptually

produce less variance than other CRT designs (Levine &
Lezotte, 1990).

Therefore, the CRTs should provide an

inappropriate fit to a relative model, particularly in
the case of the fit of a minimum skills test to the
regression model.

However, the LEAP-3 is not a minimum

skills test; instead, it is a grade-level test (See
Chapter 3).
On the other hand, the weak point of commercial NRT
instruments is that whatever curriculum match exists
beyond what would be expected from a generic test is
happenstance.

Rowan et al. (1983) suggested that the

underlying cause of instability in longitudinal school
evaluation programs may have been caused by using tests
which do not match the curricula.

CRTs, on the other

hand, are either designed to reflect curricula, as is
the case of the Louisiana testing program, or designed
to reflect a set of minimum curriculum skills, as was
the case of the South Carolina testing program (May,
1990) employed in the Mandeville and Anderson (1987)
study.
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Nevertheless, where regression models are employed
to classify schools along levels of effectiveness, the
instruments most appropriately designed to measure
relative performance among schools appear to be NRTs.
Since they are designed to maximize differences in
relative performances, NRT instruments are conceptually
better fitting instruments for the regression model than
are their CRT counterparts.

In addition, the NRT

instrument provides the least expensive solution to
testing every grade in the same mode.

Which NRT test to

employ, however, is an issue of curriculum match.
Ultimately, cross curriculum agreement by groups of
states can lead to production of low-cost item banks
from which to develop both CRT and NRT instruments for
all grade levels considered in school evaluation
programs.

Presently, state testing officers are

discussing the feasibility of item sharing between
states.

If and when such sharing or group development

and purchase of items becomes a reality, then CRT
testing at each grade will become financially feasible,
and NRT instruments can be designed to better reflect
local curricula.
Conceptually, the employment of CRTs in evaluating
schools would best be implemented if a non-relative
model were used to control for whatever background
variables the evaluators deem important.

The following
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scenario is an example of appropriate use of CRTs in
school evaluation:

First, a target subgroup is chosen

on which to base school evaluation, such as students on
free lunch.

Second, professionally designed performance

levels or criteria for a given subgroup are established.
Third, the schools are evaluated on the basis of the
aggregate performance of their subgroup on that
criteria.

Those schools whose particular subgroup

performs as an aggregate beyond a maximum level are
classified as effective; those schools whose subgroup
performs below a minimum level are classified as
ineffective; all of those schools which are in between
the two decision points are classified as average or
typical.
The criteria for effective and ineffective
classifications should be absolute for a given school if
optimal use of a CRT is to be realized.

CRT

instruments, in theory, are designed to optimize
measuring performance on a given criterion; that
criterion is absolute, not relative.

Hence, they will

be most appropriately employed in school evaluations if
absolute criteria with which to decide if schools are
effective or ineffective are professionally determined
and fixed in advance of implementation.
Until CRTs are developed for each grade and until
an absolute school evaluation model is developed, grade
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appropriate NRT instruments appear to be the most
appropriate tools in evaluating schools where acceptable
curricula match can be found, particularly where the
regression model is employed.

The employment of NRTs in

such fashion allows for evaluation of schools without
encountering threats to classification consistency and
stability that cross-mode testing raises for researchers
and without facing the concerns about expense that
constructing grade-appropriate CRTs raises for decision
makers.
IMPLICATIONS TO THE LOUISIANA SCHOOL EVALUATION PROGRAMS
The Louisiana Department of Education is presently
developing and implementing two school evaluation
programs: Progress Profiles and School Incentive Awards
(Weitman et al., 1990).

Both programs are considering

employing both NRT and CRT instruments with some type of
relative model, probably categorical.
The present plan for the School Incentive Awards
program is to aggregate CRT scores within subjects and
grades for each school, then to aggregate mean scores
within schools.

Originally, the plan was to employ both

NRT and CRT scores (Weitman et al., 1990).

The results

of this study suggests that the original plan would have
produced somewhat inconsistent results.

The present

plan should demonstrate more consistent results but with
fewer grade levels participating.

However, there may be
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an underlying consistency problem with aggregating
language arts and mathematics scores yet to be
researched.

Furthermore, this study indicates the CRTs

can be expected to produce less variance than would the
NRTs available for use.
The plan for the Progress Profiles is to provide
school report cards which (1) compare school CRT results
to that of the district, the state, and similar school
categories, and (2) compare school NRT results to that
of the district, the state, the national norm group, and
similar school categories.

Data for the CRTs are

presented in terms of percent passing, whereas data for
the NRTs are presented in terms of the percent of
students scoring in each quarter.
With the Progress Profiles model, there are no
classifications such as effective and ineffective; there
are just data presented for comparison purposes.

Since

the comparisons are by grade and subject, not aggregated
across grades and subjects, the evaluation model is not
problematic from a cross-mode score aggregation
viewpoint.
However, the relative position of some schools with
regard to the similar school categories (and to other
comparison levels) can be expected to change depending
on the mode of testing at a particular grade level.
Therefore, consistency is still threatened with the
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Progress Profiles model.
On the other hand, the Progress Profiles Program
makes no official declarations of school effectiveness
or ineffectiveness; it just presents comparative data to
the public.

Any evaluations stemming from the program

are personal ones made by readers of the data (i.e. the
public).

Therefore, the only consistency threat appears

to be the relative position of the school scores with
those scores with which each school is compared.
CONCLUSIONS REGARDING ISSUE II
The crossing of the classification results from
mean and lower quartile-based regression models
demonstrated significant association and agreement along
effective school classifications for each test
considered.

The degree of magnitude found in each of

the Issue II three-level analyses as measured by both
Cramer's V and the kappa coefficient was substantial
(i.e., generally high-moderate to high) for a given
classification comparison regardless of the decision
points employed.

The coefficients for all comparisons

but one were in the high-moderate range.

Those levels

of consistency were much higher for Issue II comparisons
than for Issue I comparisons.
Employing the same instrument with different points
of regression (Issue II) conceptually should produce
stronger consistency than would employing different
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instruments with the same regression point (Issue I).
For the opposite phenomenon to occur, one would expect
that a high degree of mean masking was in effect; that
is, schools in this Louisiana population were executing
a differential delivery of services to their subgroups.
Obviously, the high-moderate levels of consistency
found in the three-level analyses between the mean-based
classifications and the lower quartile-based ones are
evidence that mean masking is a minimal problem for this
data set.

In addition, mean masking was primarily found

in the average rating of effective delivery of
educational services to the lower quartile population.
Very little mean masking was found in the average rating
of ineffective delivery of such services to that group.
The subsequent two-level analyses revealed that
most of the consistency in each three-level comparison
was in the average-ineffective decisions.

All kappas

were in the high-moderate range, regardless of the
classification criteria.

Most of the inconsistency was

found in the average-effective decisions.

All but one

of those kappas for the a priori criteria were in the
moderate range of consistency; all but two of those for
the post hoc criteria were in the high-moderate range
(See Table 4.19).
Hence, there was less evidence of mean masking of
ineffective delivery of educational services to the

237
lower quartile than there was of effective delivery of
services to that same group.

Ineffective delivery of

education of the lower quartile group, the crux of Issue
II, has been the major concern of those educators and
researchers who pioneered the equity phase of the school
effectiveness movement (Edmonds, 1979; Edmonds &
Frederiksen, 1979; Wimpelberg et al., 1989).

Mean

masking of ineffective education for that group has been
a major focus of criticism during the efficiency phase
of the movement (Good & Weinstein, 1986; Rowan et al.,
1983; and Purkey & Smith, 1983).

Though the concern in

literature was substantial, the evidence from this study
indicated there was little problem with mean masking to
the lower quartile group.
According to the kappa coefficients for the
average-effective decisions, approximately three of
every ten schools were inconsistently classified beyond
what would have been expected by chance distribution.
That includes both schools which were classified average
by the mean-based model and effective by the quartilebased model and schools which were classified as
effective by the mean-based model and average by the
quartile-based model.
As far as mean masking, the general finding for the
post hoc NRT-based classifications was that the meanbased models had inconsistently classified approximately
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one of every six schools rated effective by the
quartile-based models.

A general finding for the post

hoc CRT-based classifications was that the mean-based
models had inconsistently classified approximately one
of every four schools rated effective by the quartilebased results (See Table 4.23).

The rate of mean

masking was greater, though, for the a priori NRT and
CRT models.

(These mean-masking ratios are based on

absolute agreement measures and do not control for
expected agreement.)

There is less mean masking with

the NRT classification models than with the CRT models.
The post hoc results for each mean-quartile
comparison produced a kappa consistency rating of
approximately .750.

That meant that there were

inconsistent classifications for one out of every four
schools for the post hoc criteria (controlling for
expected agreement).

Those same results produced an

absolute agreement measure of approximately .825.

That

meant that approximately one of every six schools was
inconsistently classified.

However, the absolute

agreement statistic does not control for expected
agreement.
Such results may justify conducting local studies
to determine the degree of inconsistency which exists
before deciding to retain the mean as the point of
regression.

Presently, the mean is the default
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statistic in aggregations for school evaluation
programs.

That practice concerned both Marco (1974) and

Dyer et al. (1969) when they studied differential
performance by subgroups.

Marco, who noted that a

single SEI may be misleading, found that the residuals
for the low and high scoring subgroups demonstrated a
low correlation (.317).
Marco's conclusion was that the low correlation was
indicative that important differences between effective
delivery of educational services to high and low scoring
groups may be hidden when scores are averaged.

On the

other hand, the present study indicated much more
consistency between subgroup and overall performances of
the schools in its sample.

While this study found more

consistency, the results may be sample and/or model
dependent.

Furthermore, Marco (1974) and Dyer et al.

(1969) analyzed residuals, whereas the present study
analyzed categories.

The increase in consistency found

in this study may have been due to a reduction in error
variance due to analyzing categories rather than a
continuum of residuals.
Regardless, it may be beneficial for evaluation
programs not to employ mean scores by default.

Instead,

such programs can conduct their own quartile analysis to
determine if substantial mean masking is present in
their situation.

Such local consistency studies are
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generally feasible wherever the mean school scores are
being employed.

Unlike the problem existing with the

crossing of test modes, the data are generally available
from which to compute the lower-quartile scores for each
school.

That is, whenever a mean score can be computed

from raw score data, a lower-quartile score can also be
computed.
Furthermore, the employment of lower-quartile
scores as points of regression for the DV in the
regression model did not interfere with IV controls for
this study sample.

Unlike the Marco study where

previous test scores were employed as IVs, SES data
appeared to be controllable in the regression model
regardless of the point of regression (i.e., lower
quartile or mean).

Again, the correlation of the SEIs

and the IVs can easily be computed on a local basis to
verify that IV controls are not being lost in adopting
the lower-quartile scores as the points of regression.
The following conclusions have been drawn regarding
Issue II:

(1) that employing SES variables as IVs are

not be as problematic as employing previous test scores
where the lower quartile is employed as the point of
regression; (2) that the inconsistencies found in this
study between mean and quartile models, though limited,
are substantial enough to warrant separate analyses for
each situation; and (3) that employing the lower
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quartile in the regression model will hold schools
accountable for those individuals from that part of the
school population targeted for need by Edmonds.
THE INFLUENCE OF DATA DISTRIBUTIONS ON ISSUE II
With regard to data distributions, the NRT scores
were generally negatively skewed within schools, and the
CRT scores were both negatively and positively skewed
within schools.

Where tests were skewed, the within-

school indices generally fell between +/- 1.0 for the
CRTs and between 0 and -1.0 for the NRTs.

Both ranges

indicated that the degree of skew was slight.
As previously stated, though the cross school
skewness indices provided clues to the nature of the
within school distributions, it is the within school
skewness that may influence the classifications of
individual schools.

Such within school distributions

have apparently been influencing the consistency indices
for Issue II NRT comparisons and may have been
influencing some indices for Issue II CRT comparisons.
To the degree which negative skewness was present
for a given test, the mean and lower quartile scores
converged toward one another.

A school with a

negatively skewed score distribution would have a mean
score (1) lower than its central grouping of scores, (2)
lower than its median, and (3) closer to its lower
quartile scores (Glass & Hopkins, 1984).

With a
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symmetric distribution, a given school would have a mean
score in line with its median and central grouping.
Hence, a negative skew would be more apt to result in
similar classifications along mean and lower quartile
regression models because of the relative proximity of
the two reference points (mean and lower quartile).
Where substantial skewness is present, one can expect
little mean masking of lower quartile achievement
regardless of differential delivery of educational
services.
For this study, the degree of negative skewness was
not substantial.

Therefore, the influence of the skewed

distribution on consistency appears to be subtle.

That

conclusion is supported by reviewing the pattern of
agreement ratios and kappa coefficients in Table 4.19.
One would expect that the consistency measures for the
NRTs to be higher than the CRTs because of the greater
degree of negative skew.
demonstrated.

However, no such pattern was

Perhaps for this study, the degree of

equivalence that educational services were delivered to
the lower quartile students had more of an influence on
consistency than did the distributions of scores.
CONCLUSIONS REGARDING A POST HOC ISSUE
The problems with large numbers of schools with
dual average classifications raised a third issue for
school evaluation models.

As this study demonstrated,

243
the position of the decision points between
classification categories has as important an influence
on measures of consistency as does the mode of test and
the point of regression.

According to the results, this

influence was apparently greatest where consistency was
weakest (See Table 4.19).
When the criteria was set at +/-1.00 se, maximum
difference existed between the kappa coefficients and
the agreement ratios.

When the criteria was moved to

+/-.674 se, the difference between the two statistics
diminished in every case but one.

Conceivably, the

difference would diminish if the criteria were moved
further inward.

The conclusion here is that a large

cluster of data within a given category increases chance
agreement.

The chance agreement geometrically increases

where that category crosses another category with a
large cluster of data in a two dimensional contingency
table, as was the case of the average-average
classifications.
In those contingency tables where there were large
clusters of data in a singular cell, the position of the
decision points apparently demonstrated as much or more
control over the magnitude of the agreement ratio and
the kappa coefficient as did the effect of the DVs being
compared.

Where the clusters of data were more evenly

spread, the effect of the DVs apparently demonstrated
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more control over the two measures of magnitude than did
the decision points.
Crocker and Algina (1986) discussed the influence
of the position of a singular decision point on
consistency; their discussion related to the dual
decision point model employed in this study.

The

authors noted that the agreement ratio tended to be
smallest where the decision point was near the center of
the data distribution.

In a singular decision point

model, a centrally located decision point splits the
distribution into two equivalent clusters.

They also

noted that the kappa coefficient tended to be largest
with a centrally located decision point.
Where the decision point was located further away
from the center of the distribution, the agreement ratio
tended to be larger and the kappa coefficient tended to
be smaller (Crocker & Algina, 1986).

A singular

decision point with an off-center location creates the
potential for a relatively large cluster of data in one
of the four cells in this classification model.

As in

the dual decision point model, a large clustering of
data apparently increases chance agreement.
Therefore, the statistically ideal position for the
decision points in a dual criteria model would be
+/-.440 se.

Those points would have created an expected

distribution of 33% of the data in each evaluation
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category, the smallest clustering possible for a threelevel classification scheme.

Theoretically, the

difference between the agreement ratio and the kappa
coefficient should be the smallest at those decision
points.

Data found in Table 5.2 confirm this point of

view.
Table 5.2
A Comparison of the Effects that Changing the Classification Criteria has on
the Relationship of Kappa Coefficients and Agreement Ratios for 3-by-3 Tables
Criteria: +/--1.00

+/-.674

+/-.440

+/--.253

+/-.126

+/-.063

Issue I Comparisons:
CRT Language k
£ NRT Language a
A

.500
.872
.372

.541
.829
.288

.574
.814
.240

■603a
.810b
.207

.579
.791
.212

.565
.783
.218

CRT Language k
fiNRT Reading a
A

.670
.917
.247

.626
.862
.236

.650
.847
.197

.700
.857
.157

.716^
.860.r>
.144

.710
.855
.145

CRT Math
fiNRT Math

.510
.878
.368

.560
.839
.279

.583
.814
.231

.578
.798
.220

.597
.800
.203

.625^
•81Zt>
.187

.716
.928
.212

.772
.915
.143

.770
.899
.129

.746
.878
.132

.762^
.882.n
.120

.743
.872
.129

.744
.940
.196

.756
.913
.157

.784
.907
.123

.765
.888
.123

.803^
.903b
.100

.789
.895
.106

.709
.928
.219

.753
.911
.158

.763
.897
.134

.810
.909
.099

.812
.907
.095

.830^
.915.£>
.085

.688
.917
.229

.776
.917
.141

.822^
.924r">
.102

.763
.888
.125

.757
.880
.123

.739
.870
.131

.719
.928
.209

.744
.905
.161

.737
.882
.145

.759
.884
.125

.825^
.913
.088

.784
.893
.109

k
a
A

Issue II Comparisons:
NRT Language k
Mean/Quartile a
A

k
NRT Reading
Mean/Quartile a
A

NRT Math
k
Mean/Quartile a
A

CRT Language k
Mean/Quartile a
A

CRT Math
k
Mean/Quartile a
A

Rote: k = Kappa coefficient; a = agreement ratio; A = the difference.
The kappa coefficient is highest for a given comparison here.
The difference between meaBureB is lowest for a given comparison here.
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A comparison of magnitude measure patterns when the
criteria were manipulated indicate that at or after
+/-.440 se, the differences between the kappa
coefficient and the agreement ratio were the smallest.
That suggests that chance agreement is less likely to
occur at that point.
The agreement ratio has diminished with each
retraction of the decision points.

As with the singular

criterion model, the agreement ratio can be expected to
decrease as the criteria are moved closer to the mean
residual.

That decline in magnitude has an effect on

the kappa coefficient which in turn is computed from the
agreement ratio.
The kappa coefficient has increased with each
retraction of the criteria up to a point.

That point

was apparently a by-product of both the magnitude of
decrease in the agreement ratio and the degree of
homogenization of the expected category sizes.

Because

the coefficient was also affected by the decline in
agreement ratios, kappa did not peak in magnitude in
most cases until the criteria were retracted past
+/-.440 se.
However, the positions of the decision points are
not primarily statistical issues; rather, they are
theoretical ones.

In a relative model, the positions

are not based on absolute points of performance, but on

247
the proportion of schools desired in each category.

As

previously mentioned, the regression model is a relative
model.

Hence, the location of the decision points in a

regression-based model should be determined from a
theoretically desired distribution.

That criteria

should be based on what distribution best suits the
purposes of a given school evaluation model.

In this

study, the purpose was to have more schools classified
as average than as any other classification (See Chapter
3).
The conclusions for this post hoc issue are the
following:

(1) the primary consideration in selecting

decision points should be theoretically based; and (2)
an important secondary consideration in selecting
decision points should be the minimization of chance
agreement.
GENERAL CONCLUSIONS CONCERNING SCHOOL EVALUATION MODELS
A former state education administrator once said
that the mode of testing made no difference.
explained the situation as being relative.

She
Another

former administrator from another state education
department noted that the relativity explanation was
employed by his colleagues to justify alternating modes
of testing.
relative.

Their explanation was correct--it is
However, the effects of altering variables,

aggregation methods, classification criteria, and any
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other adjustments change the relationships within a
given model.

If those changes are substantial, then

many of the classifications themselves will likewise
change.

Hence, the relativity explanation is hardly a

justification where schools are being evaluated.
When school evaluation models are varied, change
should be expected.

The testing of students at a given

grade with the same test year after year suggests that
changes will occur in the classification scheme because
populations differ.

The testing of a cohort group from

one grade to the next suggests that changes will occur
in the classification scheme because test instruments
differ.

In addition, principals and teachers also

change from one year to the next, thereby potentially
increasing the natural variability in test scores.
Hence, some changes in school evaluation models are
uncontrollable.

Good and Brophy (1986) noted, "The

conditions of effective schools may only be temporary,
and as principals, teachers, and student cohorts change
so too may the level of school effectiveness" (p. 12).
Some model instability may always exist; that
instability reflects the natural variations in the
subject of analysis--the school.
Though some variation in the model is unavoidable,
if any stability is to be found in evaluating schools,
unnecessary model variations such as alternating test
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modes should be avoided wherever their effect on
classifications is substantial.

In addition, decisions

such as classification criteria and aggregation methods
should reflect the intent of the evaluation, rather than
what is efficient.
PRACTICAL IMPLICATIONS
The data set from which to appropriately evaluate
schools on a statewide basis does not exist.

Unless

current test programs are expanded and improved data
collection methods are implemented, statewide school
evaluation programs can expect problems with consistency
and ultimately with stability.
Where such data sets do exist on district levels,
the following considerations should be made in designing
such programs:
(1) Consider employing demographic variables as
IVs, rather than previous test scores.

Demographic

variables have been demonstrated in this study as
regression controllable, even where lower quartile
scores were employed as points of regression.
(2) Employ NRT tests across all grades evaluated if
a relative model (e.g., regression model) is employed.
Employ CRT tests across all grades evaluated if an
absolute model is employed.
(3) Consider investigating past test score patterns
and distributions prior to selecting a point of
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regression.

Where positively skewed or symmetric

distributions are found, consider employing the lower
quartile as the point of regression instead of the mean
for equity purposes.

Otherwise, employ the mean for

efficiency purposes.
(4)
and theory.

Base the classification criteria on local needs
Then, consider the effect the location has

on the results for explanation purposes only.
The implications of this study for those statewide
school evaluation programs which are already operational
are (1) that the results should be carefully evaluated
in terms of year-to-year and grade-to-grade stability
and (2) that the differential performance of lowerquartile students should be examined prior to
recognizing schools as effective or to providing
incentive awards to schools which have demonstrated
outstanding mean-based performance.

In addition,

consideration should be given to expanding future data
sets.
RECOMMENDATIONS FOR FUTURE STUDIES
The study has uncovered some particular problems
with the current procedures with which schools are
evaluated.

Whether the problems are specific to the

study or are more universal is an issue that only
subsequent studies can uncover.
One issue is predicting NRT results with the
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previous year's CRT scores for one grade, then
predicting CRT results with the previous year's NRT
scores for another grade.

A suggested study would test

a group with both NRT and CRT instruments for two
consecutive years.

With such data, the NRT for the

lower grade would be employed to predict the CRT for the
next grade, and the CRT for the lower grade would be
employed to predict the NRT for the next grade.

The

resulting classifications from both procedures could be
compared.

For such a study to be conducted, CRT

instruments for two consecutive years would be required.
Another issue is whether the degree of mean and
lower-quartile consistency can be maintained over a
three-year period.

Such a study would either track

students over a three-year period or would track a grade
for a given set of schools over a three-year period.
Because of the controls that tracking a static
population provides, academic researchers prefer the
former approach.

However, the latter approach better

meets the needs of the practitioner who will be
evaluating a given school based on present grades, not
on a static group of students.
A third issue is whether the same results for both
Issue I and Issue II would be produced at another grade,
such as one of the secondary grades.

Does the subject

matter at the lower grades lead to development of more
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congruent tests and, hence, more consistent results?
Testing a secondary grade will provide information on
students at the other end of the spectrum.

From such

information, subsequent researchers have the opportunity
to inferentially interpolate to the middle grades.
A fourth issue is whether employment of previous
test scores as IVs will produce SEIs correlated with
those IVs when disaggregated DVs are employed, as
happened in the Marco (1974) study.

Such a study would

examine the results of varying the IVs on classification
consistency: (1) employ test scores to predict test
scores, (2) employ SES data to predict test scores, and
(3) employ both SES and test scores to predict test
scores.
A fifth issue is whether employment of median and
upper-quartile scores will produce results as consistent
with the mean-based residuals as did the lower quartile
scores.

Such a study would replicate the Issue II study

with median and upper-quartile scores as the points of
regression analyses.

Included in that study would be

correlation analyses with the SEIs and the IVs.

From a

policy perspective, such a study would explore the
feasibility of providing school evaluations based on
disaggregated quartile data (i.e., three points of
regression) rather than mean score aggregated data.
Though the mean is a more efficient representation of
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group performance, the quartile data provides a cross
cut view of a given school's performance.
A sixth issue recommended for study concerns the
effect that the location of the classification criteria
(i.e. decision points) will have on kappa coefficients,
holding the agreement ratio constant.

Such a study

would require the use of artificial data.

The results

would either confirm or reject the notion promoted by
the present study that the kappa coefficient will reach
its theoretical maximum value at the criteria +/-.440
se. In addition, the study could explore the effect on
the two magnitude measures of relocating the criterion
in a singular decision point model.
A seventh issue would be the influence of skewness
on consistency when quartile and mean statistics are
employed as points of regression.

Such a study may

provide information to school evaluators which would
guide them in selecting the most useful statistic for
their population.
Finally, replication of this study in another state
with other test instruments is recommended to explore
whether the findings of this study were context specific
or universal.

Hopefully, such a study would replicate

the design with similar variables.
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