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Abstract
In this paper we study an initial–boundary-value problem for a hyperbolic integro-
differential equation with random memory and a random noise. We establish the existence,
uniqueness and exponential stability of solutions. Our method consists of ﬁnite-dimensional
approximation and energy estimates.
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0. Introduction
In this paper we will study an initial–boundary-value problem for the following
integro-differential equation:
utt ¼Lu þ
Z t
0
rðt; s;oÞcðDxusðsÞ; D2xuðsÞÞ dB1ðsÞ
þ
XN
i¼1
Liu
dB2;i
dt
for ðt; xÞAð0; TÞ  G; ð0:1Þ
uðt; xÞ ¼ 0 for ðt; xÞA½0; T   @G; ð0:2Þ
uð0; xÞ ¼ u0ðxÞ utð0; xÞ ¼ u1ðxÞ for xAG; ð0:3Þ
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where G is a bounded domain in Rn with smooth boundary, L ¼Pn
i; j¼1 @iðaijðt; xÞ@jÞ; Dxu and D2xu represent the set of all ﬁrst- and second-order
derivatives in x of u; respectively. B1ðtÞ and B2;iðtÞ’s are mutually independent
standard Brownian motions. Li’s are afﬁne ﬁrst-order differential operators. Various
conditions on the given functions and functional setting for stochastic processes will
be speciﬁed later. The second term in the right-hand side of (0.1) is an Ito stochastic
integral and the third term stands for a random noise. If these terms are replaced by
a deterministic memory integral and deterministic force, the resulting equation was
essentially investigated by Heard [4] and Hrusa [5]. Also see Pru¨ss [11] and Renardy
et al. [12] for its association with physical models in viscoelasticity, and for extensive
references on related equations. On the other hand, Berger and Mizel [1] investigated
a general ﬁnite-dimensional stochastic integro-differential equation, and Mizel and
Trutzer [10] discussed stochastic hereditary equations. In some sense, our equation
(0.1) is a combination of the equations considered in the above-mentioned works.
Cle´ment et al. [2] studied linear integro-differential equations with a random noise
with applications to viscoelasticity. Their main results are based on the analysis of
the stochastic convolutions. This approach is not applicable to our equation (0.1).
In this work we will address two issues. The ﬁrst issue is the existence and
uniqueness of global solutions of (0.1)–(0.3). For deterministic hyperbolic equations,
it is well known that if the principal part of the equation is quasi-linear, global
solutions do not exist in general even if the initial data are sufﬁciently smooth and
small. However, if the principal part is linear, the memory integral may depend on
D2xu and Dxut for the existence of global solutions, which highlights the results of
[4,5]. This is due to the fact that integration in t has the effect of reducing the order of
space derivatives. But it is not obvious how this mechanism will be affected by a
stochastic integral. Our goal is to show that there is indeed a stochastic version of the
known results from deterministic equations.
Our second issue is the stochastic stability of solutions. Here we will focus only on
the following special case where there is some internal damping, and je1j and je2j are
sufﬁciently small, but independent of initial data:
utt ¼Lu 
 aut þ e1
Z t
0
rðt; s;oÞcðDxusðsÞ; D2xuðsÞÞ dB1ðsÞ
þ e2
XN
i¼1
Liu
dB2;i
dt
for ðt; xÞAð0; TÞ  G; ð0:4Þ
where L is assumed to be independent of t; and a is a positive constant. We also
assume that for some positive constants M and k;
jrðt; s;oÞj þ jrtðt; s;oÞjpMe
kðt
sÞ; ð0:5Þ
for all t; sX0 and for almost all o: For the deterministic case, the memory integral
under suitable assumptions on the functions r and c can dissipate energy. In
particular, if rðt; sÞ ¼ e
kðt
sÞ and c satisﬁes some conditions, the energy decays
exponentially fast. This was shown in [5]. But we do not expect such dissipation
mechanism from the stochastic integral. In the meantime, it is well known that for
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the deterministic case with a40; e1 ¼ e2 ¼ 0; the energy decays exponentially fast. We
will show that when je1j and je2j are sufﬁciently small, the mean energy decays
exponentially fast for every initial data in a suitable function space. The exponential
stability in probability follows as a by-product. Here we do not assume rðt; sÞ ¼
e
kðt
sÞ: Condition (0.5) is sufﬁcient for our purpose. If rðt; sÞ ¼ e
kðt
sÞ; then (0.4) is
equivalent to a system of equations without a memory integral. For various deﬁnitions
of the stability of stochastic processes, see Has’minsk&ii [3] and Kushner [7]. These
monographs present some general results on the stability of solutions of stochastic
differential equations. For stochastic functional differential equations, see [8,10]. In
these works, stochastic Lyapunov functionals were constructed with the super-
martingale property. We do not know whether it is possible to ﬁnd such a stochastic
Lyapunov functional for Eq. (0.4). Here we establish the exponential stochastic
stability by direct energy estimates. Our procedure does not require the super-
martingale property of energy functionals.
Finally, we note that essentially the same analysis applies to the case where L is of
non-divergence form and c depends on ðu; ut; Dxu; Dxut; D2xuÞ: But for the stability of
solutions, the coefﬁcients of L must satisfy additional conditions if L is of non-
divergence form. We also remark that if L is independent of the time variable, the
existence proof can be substantially simpler by a different approach to energy
estimates. Speciﬁcally, all the necessary estimates can be directly obtained from
approximate solutions if L is independent of t:
In Section 1, we present some preliminaries, and state the main results. In
Sections 2 and 3, we present the proofs of the main results.
1. Preliminaries and statement of the main results
We will use the following notation:
@tu ¼ ut ¼ @u
@t
; @i ¼ @
@xi
; i ¼ 1;y; n;
LhtðtÞ ¼
Xn
i; j¼1
@iðaijðt; xÞ@jhtðt; xÞÞ; Lhtð0Þ ¼
Xn
i; j¼1
@iðaijð0; xÞ@jhtð0; xÞÞ;
LthðtÞ ¼
Xn
i; j¼1
@iðð@taijðt; xÞÞ@jhðt; xÞÞ; Lð0Þ ¼
Xn
i; j¼1
@iðaijð0; xÞ@jÞ;
LtthðtÞ ¼
Xn
i; j¼1
@iðð@ttaijðt; xÞÞ@jhðt; xÞÞ;
Hm ðGÞ ¼ H10 ðGÞ-HmðGÞ for each integer mX2;
/; S ¼ the dot product in L2ðGÞ:
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ðO;F;Ft; PÞ is a given stochastic basis, where P is a probability measure,F is a s-
algebra and fFtgtX0 is a right-continuous ﬁltration on ðO;FÞ such thatF0 contains
all P-negligible subsets. B1ðtÞ and B2;iðtÞ’s are mutually independent standard
Brownian motions over ðO;F;Ft; PÞ: EðÞ stands for expectation with respect to the
probability measure P: When O is a Borel subset of Rk; BðOÞ denotes the Borel
s-algebra over O: The following formula is a special version of the differentiation
rule established by Berger and Mizel [1], and will be used throughout this paper.
Lemma 1.1. Let hðt; s;oÞ be Bð½0; T   ½0; T Þ#F-measurable and adapted to fFsg
in s for each t: Suppose that for almost all oAO; h is absolutely continuous in t; and
Z T
0
Z t
0
@h
@t
ðt; sÞ


2
ds dtoN for almost all o; ð1:1Þ
Z t
0
jhðt; sÞj2 dsoN for almost all o; ð1:2Þ
for each t: Let
zðtÞ ¼
Z t
0
hðt; sÞ dB1ðsÞ: ð1:3Þ
Then, it holds that
zðtÞ ¼
Z t
0
dzðsÞ ¼
Z t
0
hðs; sÞdB1ðsÞ þ
Z t
0
Z s
0
@h
@s
ðs; ZÞ dB1ðZÞ
 
ds: ð1:4Þ
We also need the following fact.
Lemma 1.2. Let fBiðtÞgNi¼1 be a sequence of mutually independent standard Brownian
motions over ðO;F;Ft; PÞ; and let H be a separable Hilbert space. Suppose that
FðtÞ; GiðtÞ’s, FðtÞ and CiðtÞ’s are H-valued stochastic processes adapted to fFtg such
that they all belong to L2ðO; L2ð0; T ;HÞÞ; and
XN
i¼1
i2E jjGijj2L2ð0;T ;HÞ þ jjCijj2L2ð0;T ;HÞ
 
oN: ð1:5Þ
Let H-valued stochastic processes X ðtÞ and Y ðtÞ on ½0; T  be defined by
dX ¼ F dt þ
XN
i¼1
Gi dBi and dY ¼ F dt þ
XN
i¼1
Ci dBi:
Then, it holds that
X ; YAL2ðO; Cð½0; T ;HÞÞ ð1:6Þ
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and
dð/X ; YSHÞ ¼ /Y ; dXSH þ/X ; dYSH þ
XN
i¼1
/Gi;CiSH dt: ð1:7Þ
This is a known fact. The idea of proof is to approximateH-valued functions in
terms of a complete orthonormal basis for H to derive the following inequality:
E sup
0ptpT
XN
i¼1
Z t
0
GiðsÞ dBiðsÞ




2
H
0
@
1
A
p
XN
i¼1
i2E sup
0ptpT
Z t
0
GiðsÞ dBiðsÞ




2
H
 !XN
i¼1
1
i2
ð1:8Þ
by the Burkholder–Davis–Gundy inequality
pM
XN
i¼1
i2E
Z T
0
jjGiðtÞjj2H dt
 
oN:
This, together with the same inequality for fCigNi¼1; yields (1.6). Again through
approximation by a complete orthonormal basis for H; (1.7) follows from the
integration by parts formula for scalar-valued stochastic processes; see [6]. In fact, if
F ¼ F and Gi ¼ Ci; for all i; (1.7) is simply a consequence of Ito’s rule.
Throughout this paper we make the following assumptions:
(I) Each aijðt; xÞACNð½0;NÞ  %GÞ; i; j ¼ 1;y; n; and for some positive constant a;
Xn
i; j¼1
aijðt; xÞxixjXajxj2
for all ðt; xÞA½0;NÞ  %G and for all x ¼ ðx1;y; xnÞARn:
(II) For almost all o; rðt; s;oÞ and rtðt; s;oÞ are continuous in ðt; sÞA½0;NÞ 
½0;NÞ:
For each t; rðt; s; Þ is adapted to fFsg in s; and for each T40; there is some
positive constant MT such that
jrðt; s;oÞj þ jrtðt; s;oÞjpMT ð1:9Þ
for all ðt; sÞA½0; T   ½0; T  and for almost all o:
(III) cðy; zÞ is continuous in ðy; zÞARn  Rnðnþ1Þ=2; and for some positive constant
M;
jcðy1; z1Þ 
 cðy2; z2ÞjpMðjy1 
 y2j þ jz1 
 z2jÞ ð1:10Þ
for all ðy1; z1Þ; ðy2; z2ÞARn  Rnðnþ1Þ=2:
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(IV) Li is deﬁned by
Liv ¼ b0;iðt; xÞ þ b1;iðt; xÞv þ b2;iðt; xÞvt þ
Xn
j¼1
bjþ2;iðt; xÞ@jv; ð1:11Þ
where each bj;i and Dxbj;i belong to Cð½0;NÞ  %GÞ such that b0;iðt; xÞ ¼ 0 and
bj;iðt; xÞ ¼ 0; j ¼ 3;y; n þ 2; for all ðt; xÞA½0;NÞ  @G; and
XN
i¼1
Xnþ2
j¼0
i2 jjbj;ijj2Cð½0;T  %GÞ þ jjDxbj;ijj2Cð½0;T  %GÞ
 
oN ð1:12Þ
for each T40:
Under these assumptions, we have the following existence and uniqueness result.
Theorem 1.3. Let T40 be given. Suppose that u0 and u1 are F0-measurable such that
u0AL2ðO; H2 ðGÞÞ; u1AL2ðO; H10 ðGÞÞ: ð1:13Þ
Then, there is a unique solution u of (0.1)–(0.3) such that uðt; ; Þ is H2 ðGÞ-valued Ft-
measurable for each t; and
uAL2

O; Cð½0; T ; H2 ðGÞÞ-C1ð½0; T ; H10 ðGÞÞ

: ð1:14Þ
Here (0.1) is satisﬁed in the following sense: for almost all oAO;
utðtÞ 
 u1 ¼
Z t
0
LuðsÞ ds
þ
Z t
0
Z s
0
rðs; x;oÞcðxÞ dB1ðxÞ ds þ
XN
i¼1
Z t
0
LiuðsÞ dB2;iðsÞ ð1:15Þ
for all tA½0; T :
For the stability result, we need additional assumptions.
(V) There are positive constants M and k such that
jrðt; s;oÞj þ jrtðt; s;oÞjpMe
kðt
sÞ for all ðt; sÞ; and for almost all o: ð1:16Þ
(VI) cð0; 0Þ ¼ 0; b0;i  0 for all i; and
XN
i¼1
Xnþ2
j¼1
i2 jjbj;ijj2LNðð0;NÞGÞ þ jjDxbijj2LNðð0;NÞGÞ
 
oN: ð1:17Þ
(VII) The coefﬁcients aij of L are independent of t:
Under assumptions (I)–(VII), we have the following stability result.
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Theorem 1.4. Suppose that u0 and u1 are F0-measurable such that
u0AL2ðO; H2 ðGÞÞ; u1AL2ðO; H10 ðGÞÞ: ð1:18Þ
Then, there is a positive constant e independent of u0 and u1 such that for any e1 and e2
satisfying je1joe and je2joe; the solution u of (0.2)–(0.4) satisfies
E sup
sXt
ðjjuðsÞjj2H2 ðGÞ þ jjusðsÞjj
2
H1
0
ðGÞÞ
 
pMe
ct Eðjju0jj2H2 ðGÞÞ þ Eðjju1jj
2
H1
0
ðGÞÞ
 
for all t40; ð1:19Þ
for some positive constants M and c independent of e1; e2; u0 and u1:
It is evident that (1.19) implies the exponential stability in probability:
P sup
sXt
ðjjuðsÞjj2H2 ðGÞ þ jjusðsÞjj
2
H1
0
ðGÞÞXd
 
pM
d
e
ct Eðjju0jj2H2 ðGÞÞ þ Eðjju1jj
2
H1
0
ðGÞÞ
 
ð1:20Þ
for all t40; and all d40: For the proof of (1.19), the following weaker estimate will
be ﬁrst established.
EðjjuðtÞjj2H2 ðGÞÞ þ EðjjutðtÞjj
2
H1
0
ðGÞÞ
pMe
ct Eðjju0jj2H2 ðGÞÞ þ Eðjju1jj
2
H1
0
ðGÞÞ
 
for all t40: ð1:21Þ
2. Proof of Theorem 1.3
We begin by considering the following linear problem:
utt ¼ Lu þ
Z t
0
rðt; sÞf ðsÞ dB1ðsÞ þ
XN
i¼1
giðtÞdB2;i
dt
in ð0; TÞ  G; ð2:1Þ
u ¼ 0 on ½0; T   @G; ð2:2Þ
uð0Þ ¼ u0; utð0Þ ¼ u1 in G: ð2:3Þ
Here f and gi’s are given such that f ðt; Þ is L2ðGÞ-valued and adapted to fFtg; and
giðt; Þ’s are H10 ðGÞ-valued and adapted to fFtg: We suppose that
fAL2ðO; L2ð0; T ; L2ðGÞÞÞ; giAL2ðO; L2ð0; T ; H10 ðGÞÞÞ for all i ð2:4Þ
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and
XN
i¼1
i2E jjgijj2L2ð0;T ;H1
0
ðGÞÞ
 
oN: ð2:5Þ
We assume that u0 is H
2
 ðGÞ-valued F0-measurable and u1 is H10 ðGÞ-valued F0-
measurable and that
u0AL2ðO; H2 ðGÞÞ; u1AL2ðO; H10 ðGÞÞ: ð2:6Þ
We then have the following existence result.
Proposition 2.1. There is a unique solution u of (2.1)–(2.3) such that uðt; Þ is H2 ðGÞ-
valued and adapted to fFtg such that
uAL2 O; Cð½0; T ; H2 ðGÞÞ-C1ð½0; T ; H10 ðGÞÞ
 
: ð2:7Þ
Furthermore, it holds that
jjujjL2ðO;Cð½0;T ;H2 ðGÞÞÞ þ jj@tujjL2ðO;Cð½0;T ;H10 ðGÞÞÞ
pM jju0jjL2ðO;H2 ðGÞÞ þ jju1jjL2ðO;H10 ðGÞÞ þ jjf jjL2ðO;L2ð0;T ;L2ðGÞÞÞ
 
þ M
XN
i¼1
i2E jjgijj2L2ð0;T ;H1
0
ðGÞÞ
  !1=2
ð2:8Þ
for some positive constant M independent of u0; u1; f and fgigNi¼1:
We will ﬁrst prove this under the following stronger assumptions.
fAL2ðO; L2ð0; T ; H2 ðGÞÞÞ; giAL2ðO; L2ð0; T ; H2 ðGÞÞÞ for all i; ð2:9Þ
XN
i¼1
i2E jjgijj2L2ð0;T ;H2 ðGÞÞ
 
oN; ð2:10Þ
u0AL2ðO; H3 ðGÞÞ; Lð0Þu0AL2ðO; H10 ðGÞÞ ð2:11Þ
and
u1AL2ðO; H2 ðGÞÞ: ð2:12Þ
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Let us set
w ¼ u 

XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds: ð2:13Þ
Then, (2.1)–(2.3) can be rewritten as, for almost all o;
wtt ¼Lw þ L
XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds
þ
Z t
0
rðt; sÞf ðsÞ dB1ðsÞ in ð0; TÞ  G ð2:14Þ
w ¼ 0 on ½0; T   @G ð2:15Þ
wð0Þ ¼ u0; wtð0Þ ¼ u1 in G: ð2:16Þ
Let fekgNk¼1 be a complete orthonormal system for L2ðGÞ; where each ek is an
eigenfunction of

Lð0Þek ¼ lkek in G;
ek ¼ 0 on @G:

ð2:17Þ
We write
wm ¼
Xm
k¼1
cmkðt;oÞekðxÞ; ð2:18Þ
where cmk’s satisfy, for almost all o;
@ttcmk ¼/Lwm; ekSþ L
XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds
*
þ
Z t
0
rðt; sÞf ðsÞ dB1ðsÞ; ek
+
; k ¼ 1;y; m; ð2:19Þ
cmkð0Þ ¼ /u0; ekS; @tcmkð0Þ ¼ /u1; ekS; k ¼ 1;y; m: ð2:20Þ
We can put (2.19) in the form
d2
dt2
Y ¼ AðtÞY þ Fðt;oÞ; ð2:21Þ
where Y is the transpose of ðcm1;y; cmmÞ; AðtÞ is an m  m matrix whose entries are
deterministic and continuously differentiable in tA½0; T ; and F is an m-dimensional
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random vector function such that it is adapted to fFtg and belongs to
L2ðO; Cð½0; T ÞÞ by Lemma 1.2. Thus, the existence and uniqueness of cmk’s in
L2ðO; C2ð½0; T ÞÞ follow easily. Furthermore, cmk’s are adapted to fFtg:
Next we set for k ¼ 1;y; m;
Xmk ¼ @ttcmk;
Xmkð0Þ ¼ /Lð0Þwmð0Þ; ekS:

ð2:22Þ
It then follows from Lemma 1.1 that
dXmk ¼/L@twmðtÞ þ LtwmðtÞ; ekS dt
þ L
XN
i¼1
Z t
0
giðsÞ dB2;iðsÞ þ Lt
XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds; ek
* +
dt
þ rðt; tÞ/f ðtÞ; ekS dB1
þ
Z t
0
rtðt; sÞf ðsÞ dB1ðsÞ; ek
 
dt; k ¼ 1;y; m: ð2:23Þ
By Ito’s rule, we have for almost all oAO;
Xm
k¼1
jXmkðtÞj2 

Xm
k¼1
jXmkð0Þj2 ¼ 2
Z t
0
/L@swmðsÞ; @sswmðsÞS ds
þ 2
Z t
0
/LswmðsÞ; @sswmðsÞS ds
þ 2
Z t
0
L
XN
i¼1
Z s
0
giðxÞ dB2;iðxÞ
*
þ Ls
XN
i¼1
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx; @sswmðsÞ
+
ds
þ 2
Z t
0
rðs; sÞ/f ðsÞ; @sswmðsÞS dB1ðsÞ
þ 2
Z t
0
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ; @sswmðsÞ
 
ds
þ
Xm
k¼1
Z t
0
rðs; sÞ2j/f ðsÞ; ekSj2 ds
for all tA½0; T : ð2:24Þ
We now handle each integral in the right-hand side. In the sequel, M stands for
positive constants independent of tA½0; T ; oAO; m; u0; u1; f and fgigNi¼1; but they
may depend on T :
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(i) The ﬁrst integral
2
Z t
0
/L@swmðsÞ; @sswmðsÞS ds
¼ /L@twmðtÞ; @twmðtÞS
/L@twmð0Þ; @twmð0ÞS


Z t
0
/Ls@swmðsÞ; @swmðsÞS ds; ð2:25Þ
where
Z t
0
/Ls@swmðsÞ; @swmðsÞS ds

pM
Z t
0
jj@swmðsÞjj2H1
0
ðGÞ ds: ð2:26Þ
(ii) The second integral
2
Z t
0
/LswmðsÞ; @sswmðsÞS ds
¼ 2/LtwmðtÞ; @twmðtÞS

 2/ðLtwmÞð0Þ; @twmð0ÞS
 2
Z t
0
/@sðLswmÞðsÞ; @swmðsÞS ds: ð2:27Þ
Hence, we have, for each e40;
2
Z t
0
/LswmðsÞ; @sswmðsÞS ds


pejj@twmðtÞjj2H1
0
ðGÞ þ ðM þ M=eÞ
 jjwmð0Þjj2H1
0
ðGÞ þ jj@twmð0Þjj2H1
0
ðGÞ þ
Z t
0
jj@swmðsÞjj2H1
0
ðGÞ ds
 
: ð2:28Þ
(iii) The third integral
2
Z t
0
L
XN
i¼1
Z s
0
giðxÞ dB2;iðxÞ þ Ls
XN
i¼1
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx; @sswmðsÞ
* +
ds
¼ 2 L
XN
i¼1
Z t
0
giðsÞ dB2;iðsÞ þ Lt
XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds; @twmðtÞ
* +
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 2
XN
i¼1
Z t
0
/LgiðsÞ; @swmðsÞS dB2;iðsÞ

 4
XN
i¼1
Z t
0
Ls
Z s
0
giðxÞ dB2;iðxÞ; @swmðsÞ
 
ds

 2
XN
i¼1
Z t
0
Lss
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx; @swmðsÞ
 
ds ð2:29Þ
where we have used, according to Lemma 1.1,
d L
Z t
0
giðsÞ dB2;iðsÞ
 
¼ LgiðtÞ dB2;iðtÞ þ Lt
Z t
0
giðsÞ dB2;iðsÞ
 
dt ð2:30Þ
and Lemma 1.2. Thus, it follows that for each e40;
2
Z t
0
XN
i¼1
L
Z s
0
giðxÞ dB2;iðxÞ þ Ls
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx; @sswmðsÞ
 
ds


pejj@twmðtÞjj2H1
0
ðGÞ þ ðM þ M=eÞ
XN
i¼1
i2 sup
sA½0;t
Z s
0
giðZÞ dB2;iðZÞ




2
H1
0
ðGÞ
þ M
Z t
0
jj@swmðsÞjj2H1
0
ðGÞ ds þ 2
XN
i¼1
Z t
0
/LgiðsÞ; @swmðsÞS dB2;iðsÞ

; ð2:31Þ
where, by the Burkholder–Davis–Gundy inequality,
XN
i¼1
i2E sup
sA½0;t
Z s
0
giðxÞ dB2;iðxÞ




2
H1
0
ðGÞ
 !
pM
XN
i¼1
i2E
Z t
0
jjgiðsÞjj2H1
0
ðGÞ ds
 
ð2:32Þ
and
XN
i¼1
E sup
sA½0;t
Z s
0
/LgiðxÞ; @xwmðxÞS dB2;iðxÞ


 !
pM
XN
i¼1
E
Z t
0
jjgiðsÞjj2H1
0
ðGÞjj@swmðsÞjj2H1
0
ðGÞ ds
 1=2
peE sup
sA½0;t
jj@swmðsÞjj2H1
0
ðGÞ
 !
þ M
e
E
XN
i¼1
i2jjgijj2L2ð0;T ;H1
0
ðGÞÞ
 !
; ð2:33Þ
for each e40:
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(iv) The fourth integral
Again by the Burkholder–Davis–Gundy inequality, we have
E sup
sA½0;t
Z s
0
rðx; xÞ/f ðxÞ; @xxwmðxÞS dB1ðxÞ


 !
pME sup
sA½0;t
jj@sswmðsÞjjL2ðGÞÞ
Z t
0
rðs; sÞ2jjf ðsÞjj2L2ðGÞ ds
 1=2 !
pe E sup
sA½0;t
jj@sswmðsÞjj2L2ðGÞ
 !
þ M
e
E jjf jj2L2ð0;T ;L2ðGÞÞ
 
for each e40: ð2:34Þ
(v) The ﬁfth integral
E sup
sA½0;t
Z s
0
Z x
0
rxðx; ZÞf ðZÞ dB1ðZÞ; @xxwmðxÞ
 
dx


 !
pE sup
sA½0;t
Z s
0
Z x
0
rxðx; ZÞf ðZÞ dB1ðZÞ; @xxwmðxÞ
 
 dx
 !
pE
Z t
0
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ; @sswmðsÞ
 
 ds
 
p
Z t
0
E jj@sswmðsÞjj2L2ðGÞ
 
ds
þ
Z t
0
E
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ




2
L2ðGÞ
 !
ds; ð2:35Þ
where
E
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ




2
L2ðGÞ
 !
¼
Z s
0
E rsðs; xÞ2jjf ðxÞjj2L2ðGÞ
 
dx: ð2:36Þ
We also need the following estimates:
jj@twmð0Þjj2H1
0
ðGÞ ¼
Xm
k¼1
/u1; ekSek




2
H1
0
ðGÞ
pM
Xm
k¼1
j/u1; ekSj2lkpMjju1jj2H1
0
ðGÞ ð2:37Þ
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and
Xm
k¼1
jXmkð0Þj2 ¼ jjLð0Þwmð0Þjj2L2ðGÞ
¼
Xm
k¼1
j/u0; ekSj2l2kpMjju0jj2H2 ðGÞ: ð2:38Þ
Combining all these and the Gronwall inequality, we obtain
Eðjj@ttwmjj2Cð½0;T ;L2ðGÞÞÞ þ Eðjj@twmjj2Cð½0;T ;H1
0
ðGÞÞÞ
pM Eðjju0jj2H2 ðGÞÞ þ Eðjju1jj
2
H1
0
ðGÞÞ
 
þ Eðjjf jj2L2ð0;T ;L2ðGÞÞÞ þ
XN
i¼1
i2 Eðjjgijj2L2ð0;T ;H1
0
ðGÞÞÞ
!
: ð2:39Þ
Next we note that
/@ttwm; ekS ¼/Lwm; ekS
þ L
XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds þ
Z t
0
rðt; sÞf ðsÞ dB1ðsÞ; ek
* +
ð2:40Þ
for all tA½0; T ; k ¼ 1;y; m; for almost all oAO: Hence, for each AAF; tA½0; T  and
k ¼ 1;y; m;
Z
A
/@twmðtÞ 
 @twmð0Þ; ekS dP ¼
Z
A
Z t
0
/wmðsÞ; LekS ds dP
þ
Z
A
Z t
0
L
XN
i¼1
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx
*
þ
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ; ek
+
ds dP ð2:41Þ
holds. By virtue of (2.39), there is some function FAL2ðO; L2ð0; T ; H10 ðGÞÞÞ and a
subsequence still denoted by fwmg such that
@twm-F weakly in L2ðO; L2ð0; T ; H10 ðGÞÞÞ ð2:42Þ
and
@ttwm-@tF weakly in L2ðO; L2ð0; T ; L2ðGÞÞÞ: ð2:43Þ
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We now deﬁne
w ¼ u0 þ tu1 þ
Z t
0
Z s
0
@xFðxÞ dx ds: ð2:44Þ
Since wmðtÞ’s are H10 ðGÞ-valued Ft-measurable for each tA½0; T ; and F0 contains
all P-negligible sets, wðtÞ is also H10 ðGÞ-valued Ft-measurable for each tA½0; T :
It follows from (2.42)–(2.44) thatZ
A
/@twðtÞ 
 u1; ekS dP
¼
Z
A
Z t
0
/wðsÞ; LekS ds dP þ
Z
A
Z t
0
L
XN
i¼1
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx
*
þ
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ; ek
+
ds dP ð2:45Þ
for each AAF; tA½0; T  and kX1: Thus, for almost all oAO;
/@twðtÞ 
 u1; ekS
¼
Z t
0
/wðsÞ; LekS ds þ
Z t
0
L
XN
i¼1
Z s
0
Z x
0
giðZÞ dB2;iðZÞ dx
*
þ
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ; ek
+
ds ð2:46Þ
holds for all kX1 and all t in a countable dense subset of ½0; T : Since each term of
(2.46) is continuous in t; it holds for all tA½0; T  and all kX1; for almost all oAO:
This implies that for almost all oAO;
@ttw ¼ Lw þ L
XN
i¼1
Z t
0
Z s
0
giðxÞ dB2;iðxÞ ds þ
Z t
0
rðt; sÞf ðsÞ dB1ðsÞ ð2:47Þ
holds. We now set
u ¼ w þ
XN
i¼1
Z t
0
Z s
0
giðxÞdB2;iðxÞ ds: ð2:48Þ
Then, u satisﬁes (2.1)–(2.3). It follows from (2.42) and (2.48) that
@tuAL2ðO; L2ð0; T ; H10 ðGÞÞÞ ð2:49Þ
and that uðtÞ is H10 ðGÞ-valued Ft-measurable for each tA½0; T :
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Since @ttwAL2ðO; L2ð0; T ; L2ðGÞÞÞ; we infer from (2.47) and (2.48)
LuAL2ðO; L2ð0; T ; L2ðGÞÞÞ ð2:50Þ
and hence,
uAL2ðO; L2ð0; T ; H2 ðGÞÞÞ: ð2:51Þ
Next we will improve the regularity of u to justify energy estimates. We set
z ¼ @tw 

Z t
0
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ ds ð2:52Þ
and consider the initial–boundary-value problem.
ztt ¼Lz þ L
Z t
0
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ ds
þ L
XN
i¼1
Z t
0
giðsÞ dB2;iðsÞ þ Lt
XN
i¼1
Z t
0
Z s
0
giðxÞdB2;iðxÞds þ LtðtÞwð0Þ
þ Lt
Z t
0
zðsÞ ds þ
Z t
0
Z s
0
Z x
0
rðx; ZÞf ðZÞ dB1ðZÞ dx ds
 
in ð0; TÞ  G; ð2:53Þ
z ¼ 0 on ½0; T   @G; ð2:54Þ
zð0Þ ¼ u1; @tzð0Þ ¼ Lð0Þwð0Þ in G: ð2:55Þ
We can write (2.53) as
ztt ¼Lz þ Lt
Z t
0
zðsÞ ds
þ L
XN
i¼1
Z t
0
giðsÞ dB2;iðsÞ þ h; ð2:56Þ
where h is obviously deﬁned and hAL2ðO; C1ð½0; T ; L2ðGÞÞÞ: For problem (2.54)–
(2.56), we can apply the same method as for (2.14)–(2.16). Here, the ﬁrst integral in
the right-hand side of (2.56) gives rise to an integro-differential system in place of
(2.21), which is the only noticeable difference in the procedure. But the existence of
solutions is also well known for such an integro-differential system. Hence, without
repetition of the details, we can obtain a solution z of (2.53)–(2.55) such that
zttAL2ðO; L2ð0; T ; L2ðGÞÞÞ; ztAL2ðO; L2ð0; T ; H10 ðGÞÞÞ ð2:57Þ
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and thus,
z þ
Z t
0
LðtÞ
1LtðtÞzðsÞ dsAL2ðO; L2ð0; T ; H2 ðGÞÞÞ; ð2:58Þ
where LðtÞ
1LtðtÞ is a bounded linear operator on H10 ðGÞ; and also on H2 ðGÞ: The
operator norms are uniformly bounded in tA½0; T : By the well-known theory of
Volterra integral equations, we have
zAL2ðO; L2ð0; T ; H2 ðGÞÞÞ: ð2:59Þ
In the meantime, z also satisﬁes (2.53)–(2.55). Thus, G ¼ z
 z satisﬁes
GAL2ðO; L2ð0; T ; H10 ðGÞÞÞ; GtAL2ðO; L2ð0; T ; L2ðGÞÞÞ ð2:60Þ
and, for almost all oAO;
Gtt ¼ LGþ Lt
Z t
0
GðsÞ ds in ð0; TÞ  G; ð2:61Þ
G ¼ 0 on ½0; T   @G; ð2:62Þ
Gð0Þ ¼ 0 Gtð0Þ ¼ 0 in G: ð2:63Þ
By the same argument as in [9, pp. 268–270], we conclude that G  0; for almost all
o; which yields
@tuAL2ðO; Cð½0; T ; H10 ðGÞÞÞ; L@tuAL2ðO; L2ð0; T ; L2ðGÞÞÞ: ð2:64Þ
We now set X ¼ @tu so that (2.1) can be written as
dX ¼ ðLuÞ dt þ
Z t
0
rðt; sÞf ðsÞ dB1ðsÞ
 
dt þ
XN
i¼1
gi dB2;i: ð2:65Þ
Let us deﬁne for each e40;
Y eðtÞ ¼ LðtÞðI 
 eLð0ÞÞ
1XðtÞ: ð2:66Þ
Then, we have
dY e ¼ ðLtðI 
 eLð0ÞÞ
1X Þ dt þ LðI 
 eLð0ÞÞ
1 dX : ð2:67Þ
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We now apply Lemma 1.2 to X and Y e; and pass e to zero to ﬁnd that for almost all
oAO;

/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

LðtÞ
p
X ðtÞ;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

LðtÞ
p
XðtÞSþ/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

Lð0Þ
p
Xð0Þ;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

Lð0Þ
p
Xð0ÞS
¼
Z t
0
/X ðsÞ; LsXðsÞS ds
þ 2
Z t
0
/LuðsÞ; LX ðsÞS ds þ 2
Z t
0
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ; LX ðsÞ
 
ds
þ 2
XN
i¼1
Z t
0
/LX ðsÞ; giðsÞS dB2;iðsÞ þ
XN
i¼1
Z t
0
giðsÞ; LgiðsÞh i ds ð2:68Þ
for each tA½0; T : By Lemma 1.1, the third integral in the right-hand side can be
written as
Z t
0
Z s
0
rðs; xÞf ðxÞ dB1ðxÞ; L@suðsÞ
 
ds
¼
Z t
0
Z s
0
rðx; xÞf ðxÞ dB1ðxÞ

þ
Z s
0
Z x
0
rxðx; ZÞf ðZÞ dB1ðZÞ dx; L@suðsÞ

ds
¼
Z t
0
rðs; sÞf ðsÞ dB1ðsÞ; LuðtÞ
 


Z t
0
/rðs; sÞf ðsÞ; LuðsÞS dB1ðsÞ
þ
Z t
0
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ ds; LuðtÞ
 


Z t
0
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ; LuðsÞ
 
ds


Z t
0
Z s
0
rðx; xÞf ðxÞ dB1ðxÞ; LsuðsÞ
 
ds


Z t
0
Z s
0
Z x
0
rxðx; ZÞf ðZÞ dB1ðZÞ dx; LsuðsÞ
 
ds; ð2:69Þ
where we can estimate the integrals in the right-hand side as follows:
Z t
0
rðs; sÞf ðsÞ dB1ðsÞ; LuðtÞ
 

pejjLuðtÞjj2L2ðGÞ þ
1
e
Z t
0
rðs; sÞf ðsÞ dB1ðsÞ




2
L2ðGÞ
ð2:70Þ
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for every e40
E sup
sA½0;t
Z s
0
rðx; xÞf ðxÞ dB1ðxÞ




2
L2ðGÞ
 !
pM
Z t
0
Eðjjrðs; sÞf ðsÞjj2L2ðGÞÞ ds; ð2:71Þ
E sup
sA½0;t
Z s
0
/rðx; xÞf ðxÞ; LuðxÞS dB1ðxÞ


 !
pME
Z t
0
jjLuðsÞjj2L2ðGÞjjrðs; sÞf ðsÞjj2L2ðGÞ ds
 1=2
peE sup
sA½0;t
jjLuðsÞjj2L2ðGÞ
 !
þ M
e
Z t
0
Eðjjrðs; sÞf ðsÞjj2L2ðGÞÞ ds ð2:72Þ
for every e40
sup
sA½0;t
Z s
0
Z x
0
rxðx; ZÞf ðZÞ dB1ðZÞ; LuðxÞ
 
dx


p
Z t
0
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ




2
L2ðGÞ
ds þ
Z t
0
jjLuðsÞjj2L2ðGÞ ds ð2:73Þ
and
E
Z s
0
rsðs; xÞf ðxÞ dB1ðxÞ




2
L2ðGÞ
 !
¼ E
Z s
0
rsðs; xÞ2jjf ðxÞjj2L2ðGÞ dx
 
: ð2:74Þ
We can also handle the other similar integrals in (2.68) and (2.69) in the same way as
above. We also note that
2
Z t
0
/LuðsÞ; LXðsÞS ds ¼ jjLuðtÞjj2L2ðGÞ 
 jjLuð0Þjj2L2ðGÞ

 2
Z t
0
/LsuðsÞ; LuðsÞS ds; ð2:75Þ
and that (2.64) implies uAL2ðO; Cð½0; T ; H2 ðGÞÞÞ:
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It follows from (II) and (2.68)–(2.75) that
E sup
sA½0;t
ðjjuðsÞjj2H2 ðGÞ þ jj@suðsÞjj
2
H1
0
ðGÞÞ
 !
pMðEðjju0jj2H2 ðGÞÞ þ Eðjju1jj
2
H1
0
ðGÞÞÞ
þ M
Z t
0
EðjjuðsÞjj2H2 ðGÞ þ jj@sujj
2
H1
0
ðGÞÞ ds
þ ME
Z t
0
jjf jj2L2ðGÞ ds
 
þ M
XN
i¼1
i2E
Z t
0
jjgijj2H1
0
ðGÞ ds
 
: ð2:76Þ
By the Gronwall inequality and the inequality:
sup
sA½0;t
ðjjuðsÞjj2H2 ðGÞÞ þ sup
sA½0;t
ðjj@suðsÞjj2H1
0
ðGÞÞp2 sup
sA½0;t
ðjjuðsÞjj2H2 ðGÞ þ jj@suðsÞjj
2
H1
0
ðGÞÞ;
we derive
jjujjL2ðO;Cð½0;T ;H2 ðGÞÞÞ þ jj@tujjL2ðO;Cð½0;T ;H10 ðGÞÞÞ
pM jju0jjL2ðO;H2 ðGÞÞ þ jju1jjL2ðO;H10 ðGÞÞ þ jjf jjL2ðO;L2ð0;T ;L2ðGÞÞÞ
 
þ M
XN
i¼1
i2Eðjjgijj2L2ð0;T ;H1
0
ðGÞÞÞ
 !1=2
: ð2:77Þ
Since a closed ball of ﬁnite radius in H2 ðGÞ is closed in H10 ðGÞ; uðtÞ is H2 ðGÞ-valued
Ft-measurable for each tA½0; T : We now suppose that u0; u1; f and g are given as in
Proposition 2.1. Let us deﬁne
u0;m ¼
Xm
k¼1
/u0; ekSek; u1;m ¼
Xm
k¼1
/u1; ekSek ð2:78Þ
and
fm ¼
Xm
k¼1
/f ; ekSek; gi;m ¼
Xm
k¼1
/gi; ekSek: ð2:79Þ
Then, for each mX1; u0;m; u1;m; fm and gi;m’s satisfy (2.9)–(2.12). Furthermore, it
holds that as m-N;
u0;m-u0 in L
2ðO; H2 ðGÞÞ; ð2:80Þ
u1;m-u1 in L
2ðO; H10 ðGÞÞ; ð2:81Þ
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fm-f in L
2ðO; L2ð0; T ; L2ðGÞÞÞ; ð2:82Þ
gi;m-gi in L
2ðO; L2ð0; T ; H10 ðGÞÞÞ: ð2:83Þ
It also follows from (2.5) and (2.79) thatXN
i¼1
i2E jjgi;m 
 gi;kjj2L2ð0;T ;H1
0
ðGÞÞ
 
-0 as m; k-N: ð2:84Þ
Let vm be the solution of (2.1)–(2.3) corresponding to u0;m; u1;m; fm and fgi;mgNi¼1:
Then, by virtue of (2.77), we obtain the solution u as the limit of fvmgNm¼1: It is
apparent that u satisﬁes (2.7) and (2.8), and uðtÞ is H2 ðGÞ-valuedFt-measurable for
each tA½0; T : The uniqueness is also obvious. The proof of Proposition 2.1 is
complete.
We now proceed to prove Theorem 1.3. For an iteration scheme, let
uð0Þ  0 ð2:85Þ
and uðmÞ; mX1; be the solution of
utt ¼ Lu þ
Z t
0
rðt; sÞf ðm
1ÞðsÞ dB1ðsÞ þ
XN
i¼1
g
ðm
1Þ
i ðtÞ
dB2;i
dt
in ð0; TÞ  G; ð2:86Þ
u ¼ 0 on ½0; T   @G; ð2:87Þ
uð0Þ ¼ u0 utð0Þ ¼ u1 in G; ð2:88Þ
where, for mX1;
f ðm
1Þ ¼ cðDxuðm
1Þt ; D2xuðm
1ÞÞ ð2:89Þ
and
g
ðm
1Þ
i ¼ Liuðm
1Þ: ð2:90Þ
We also set for mX1;
QmðtÞ ¼ E sup
sA½0;t
ðjjuðmÞðsÞ 
 uðm
1ÞðsÞjj2H2 ðGÞ þ jju
ðmÞ
s ðsÞ 
 uðm
1Þs ðsÞjj2H1
0
ðGÞÞ
 !
: ð2:91Þ
It follows from (2.77) and (2.85)–(2.91) that for some positive constant K ;
Q1ðtÞpK for all tA½0; T : ð2:92Þ
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By (II)–(IV), (2.76) and Gronwall’s inequality, we ﬁnd that for each mX2;
QmðtÞpM
Z t
0
Qm
1ðsÞ ds for all tA½0; T ; ð2:93Þ
for some positive constant M independent of m: By induction, we derive for each
mX2;
QmðtÞpKMm
1t m
1=ðm 
 1Þ! for all tA½0; T : ð2:94Þ
Therefore, we have
XN
m¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
QmðTÞ
p
oN; ð2:95Þ
and consequently, the sequence fuðmÞgNm¼0 converges as m-N in the strong norm
of L2ðO; Cð½0; T ; H2 ðGÞÞÞ-L2ðO; C1ð½0; T ; H10 ðGÞÞÞ: The limit u is a solution of
(0.1)–(0.3), and uðtÞ is H2 ðGÞ-valued Ft-measurable for each tA½0; T : For the
uniqueness, we argue as follows. Let v1 and v2 be two solutions of (0.1)–(0.3)
satisfying (1.14). Then, z ¼ v1 
 v2 is a solution of
ztt ¼ Lzþ
Z t
0
rðt; sÞðc1 
 c2Þ dB1ðsÞ þ
XN
i¼1
ðLiv1 
 Liv2ÞdB2;i
dt
; ð2:96Þ
where cj ¼ cðDx@tvj; D2xvjÞ; j ¼ 1; 2: We may consider z as a solution of the linear
problem where c1 
 c2 and Liv1 
 Liv2 are given random functions. Since the
solutions are unique in Proposition 2.1, the estimates in the proof of Proposition 2.1
can be applied to z: Hence, by virtue of (II)–(IV) and (2.76), we have
E sup
sA½0;t
ðjjzðsÞjj2H2 ðGÞ þ jj@szðsÞjj
2
H1
0
ðGÞÞ
 !
pM
Z t
0
EðjjzðsÞjj2H2 ðGÞ þ jj@szjj
2
H1
0
ðGÞÞ ds; ð2:97Þ
for all tA½0; T ; which implies that z  0; for almost all oAO: This concludes the
proof of Theorem 1.3.
3. Proof of Theorem 1.4
We assume the conditions (I)–(VII). We will ﬁrst prove (1.21). It follows from
Theorem 1.3 that for any given T40; there is a unique solution of (0.2)–(0.4)
satisfying (1.14). The extra term aut does not change the argument. Here is our
strategy to justify manipulations for energy estimates.
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(i) We ﬁx any T40; and ﬁx cðDxut; D2xuÞ and qi ¼ Liu as given random functions
adapted to fFtg such that
cAL2ðO; Cð½0; T ; L2ðGÞÞÞ; qiAL2ðO; Cð½0; T ; H10 ðGÞÞÞ: ð3:1Þ
(ii) We deﬁne
cm ¼
Xm
k¼1
/c; ekSek; qi;m ¼
Xm
k¼1
/qi; ekSek; ð3:2Þ
u0;m ¼
Xm
k¼1
/u0; ekSek; u1;m ¼
Xm
k¼1
/u1; ekSek: ð3:3Þ
(iii) Let um be the solution of the linear problem
utt ¼Lu 
 aut þ e1
Z t
0
rðt; sÞcmðsÞ dB1ðsÞ þ e2
XN
i¼1
qi;m
dB2;i
dt
for ðt; xÞAð0; TÞ  G; ð3:4Þ
uðt; xÞ ¼ 0 for ðt; xÞA½0; T   @G; ð3:5Þ
uð0; xÞ ¼ u0;mðxÞ; utð0; xÞ ¼ u1;mðxÞ for xAG: ð3:6Þ
From the proof of Proposition 2.1, the sequence fumg converges to some function v
as m-N; strongly in L2ðO; Cð½0; T ; H2 ðGÞÞÞ-L2ðO; C1ð½0; T ; H10 ðGÞÞÞ; where v is
the solution of
vtt ¼Lv 
 avt þ e1
Z t
0
rðt; sÞcðsÞ dB1ðsÞ
þ e2
XN
i¼1
qi
dB2;i
dt
for ðt; xÞAð0; TÞ  G; ð3:7Þ
vðt; xÞ ¼ 0 for ðt; xÞA½0; T   @G; ð3:8Þ
vð0; xÞ ¼ u0ðxÞ; vtð0; xÞ ¼ u1ðxÞ for xAG: ð3:9Þ
By the uniqueness of solutions of the linear problem where c and qi’s are given
functions, this v coincides with the original solution u at the outset.
(iv) Since each um has additional regularity: L@tumAL2ðO; L2ð0; T ; L2ðGÞÞÞ; we
ﬁrst set up energy identities for um; from which we derive necessary energy identities
for u:
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From the proof of Proposition 2.1, we have, for almost all oAO;

/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@tumðt2Þ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@tumðt2ÞSþ/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@tumðt1Þ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@tumðt1ÞS
¼ 2
Z t2
t1
/L@sumðsÞ; LumðsÞ 
 a@sumðsÞS ds
þ 2
Z t2
t1
/L@sumðsÞ; e1
Z s
0
rðs; zÞcmðzÞ dB1ðzÞS ds

 2
XN
i¼1
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@sumðsÞ; e2
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qi;mðsÞS dB2;iðsÞ

 e22
XN
i¼1
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qi;mðsÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qi;mðsÞS ds for all t1; t2A½0; T ; ð3:10Þ
where
2
Z t2
t1
/L@sumðsÞ; LumðsÞ 
 a@sumðsÞS ds
¼ /Lumðt2Þ; Lumðt2ÞS
/Lumðt1Þ; Lumðt1ÞS
þ 2a
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@sumðsÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@sumðsÞS ds ð3:11Þ
and, by Lemmas 1.1 and 1.2,
Z t2
t1
L@sumðsÞ; e1
Z s
0
rðs; zÞcmðzÞ dB1ðzÞ
 
ds
¼ Lumðt2Þ; e1
Z t2
0
rðt2; sÞcmðsÞ dB1ðsÞ
 

 Lumðt1Þ; e1
Z t1
0
rðt1; sÞcmðsÞ dB1ðsÞ
 


Z t2
t1
/LumðsÞ; e1rðs; sÞcmðsÞS dB1ðsÞ


Z t2
t1
LumðsÞ; e1
Z s
0
rsðs; zÞcmðzÞ dB1ðzÞ
 
ds for all t1; t2A½0; T : ð3:12Þ
Let us deﬁne
XðtÞ ¼/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞSþ/LuðtÞ; LuðtÞS
þ 2 LuðtÞ; e1
Z t
0
rðt; sÞcðsÞ dB1ðsÞ
 
: ð3:13Þ
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Since fumg converges to u strongly in L2ðO; Cð½0; T ; H2 ðGÞÞÞ-
L2ðO; C1ð½0; T ; H10 ðGÞÞÞ; it then follows from (3.10)–(3.12) that
EðXðt2ÞÞ 
 EðXðt1ÞÞ ¼ 
 2a
Z t2
t1
Eð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞSÞ dt
þ 2e1
Z t2
t1
E LuðtÞ;
Z t
0
rtðt; sÞcðsÞ dB1ðsÞ
  
dt
þ e22
XN
i¼1
Z t2
t1
Eð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞSÞ dt; ð3:14Þ
for all t1; t2A½0; T : Thus, we have
d
dt
EðXðtÞÞ ¼ 
 2aEð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞSÞ
þ 2e1E LuðtÞ;
Z t
0
rtðt; sÞcðsÞ dB1ðsÞ
  
þ e22
XN
i¼1
Eð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞSÞ for all tAð0; TÞ: ð3:15Þ
Next let 0olo1: Since L@tumAL2ðO; L2ð0; T ; L2ðGÞÞÞ; we have
dðLumÞ ¼ ðL@tumÞ dt: ð3:16Þ
We also have
dð@tumÞ ¼ ðLum 
 a@tumÞ dt
þ e1
Z t
0
rðt; sÞcmðsÞ dB1ðsÞ
 
dt þ e2
XN
i¼1
qi;m dB2;i: ð3:17Þ
It follows from Lemma 1.2 that for almost all o;
l/Lumðt2Þ; @tumðt2ÞS
 l/Lumðt1Þ; @tumðt1ÞS
¼ 
l
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@tum;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
@tumS dt
þ l
Z t2
t1
/LumðtÞ; LumðtÞ 
 a@tumðtÞS dt
þ l
Z t2
t1
LumðtÞ; e1
Z t
0
rðt; sÞcmðsÞ dB1ðsÞ
 
dt
þ l
XN
i¼1
Z t2
t1
/LumðtÞ; e2qi;mðtÞS dB2;iðtÞ for all t1; t2A½0; T : ð3:18Þ
ARTICLE IN PRESS
J.U. Kim / J. Differential Equations 201 (2004) 201–233 225
By the convergence of fumg to u; it holds that for almost all o;
l/Luðt2Þ; utðt2ÞS
 l/Luðt1Þ; utðt1ÞS
¼ 
l
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
ut;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utS dt
þ l
Z t2
t1
/LuðtÞ; LuðtÞ 
 autðtÞS dt
þ l
Z t2
t1
LuðtÞ; e1
Z t
0
rðt; sÞcðsÞ dB1ðsÞ
 
dt
þ l
XN
i¼1
Z t2
t1
/LuðtÞ; e2qiðtÞS dB2;iðtÞ for all t1; t2A½0; T : ð3:19Þ
We now deﬁne
FðtÞ ¼ /
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞSþ/LuðtÞ; LuðtÞS ð3:20Þ
and
RðtÞ ¼FðtÞ 
 l/LuðtÞ; utðtÞS
þ 2 LuðtÞ; e1
Z t
0
rðt; sÞcðsÞ dB1ðsÞ
 
: ð3:21Þ
We note that EðFðtÞÞ cannot be directly used to control EðRðtÞÞ because of the integral
term which is non-local. It follows from (3.15), (3.19)–(3.21) that for all tAð0; TÞ;
d
dt
EðRðtÞÞ ¼ ð
2aþ lÞEð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞSÞ

 lEð/LuðtÞ; LuðtÞSÞ þ laEð/LuðtÞ; utðtÞSÞ

 lE LuðtÞ; e1
Z t
0
rðt; sÞcðsÞ dB1ðsÞ
  
þ 2E LuðtÞ; e1
Z t
0
rtðt; sÞcðsÞ dB1ðsÞ
  
þ e22
XN
i¼1
Eð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞSÞ: ð3:22Þ
For the fourth and ﬁfth term of the right-hand side, we use (III), (V) and (VI) to obtain
lE LuðtÞ; e1
Z t
0
rðt; sÞcðsÞ dB1ðsÞ
  

þ 2E LuðtÞ; e1
Z t
0
rtðt; sÞcðsÞ dB1ðsÞ
  

pl
8
EðFðtÞÞ þ e21ðM1lþ M2=lÞ
Z t
0
e
2kðt
sÞEðFðsÞÞ ds for all tA½0; T : ð3:23Þ
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Here and below, Mj’s denote positive constants independent of T ; u0; u1; e1; e2 and l:
In the same way, we derive from (3.21) that for all tA½0; T ;
jEðFðtÞÞ 
 EðRðtÞÞjplM3EðFðtÞÞ þ e21ðM4=lÞ
Z t
0
e
2kðt
sÞEðFðsÞÞ ds: ð3:24Þ
We choose l small such that
lok; lM3o1=2 ð3:25Þ
and such that
ð
2aþ lÞEð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞSÞ

 lEð/LuðtÞ; LuðtÞSÞ þ laEð/LuðtÞ; utðtÞSÞ
p
 l
2
EðFðtÞÞ for all tA½0; T ; ð3:26Þ
where l is independent of T : From now on, we ﬁx such small 0olo1: We also take
je1j so small that
e21M4=lok=2: ð3:27Þ
Then, we have for all tA½0; T ;
EðFðtÞÞp2EðRðtÞÞ þ k
Z t
0
e
2kðt
sÞEðFðsÞÞ ds: ð3:28Þ
Set F˜ðtÞ ¼ EðFðtÞÞe2kt and R˜ðtÞ ¼ EðRðtÞÞe2kt: Then, we have
F˜ðtÞp2R˜ðtÞ þ k
Z t
0
F˜ðsÞ ds: ð3:29Þ
By Gronwall’s inequality, it holds that for all tA½0; T ;
F˜ðtÞp2R˜ðtÞ þ 2k
Z t
0
R˜ðsÞekðt
sÞ ds: ð3:30Þ
Hence, for all tA½0; T ;
EðFðtÞÞp2EðRðtÞÞ þ 2k
Z t
0
e
kðt
sÞEðRðsÞÞ ds; ð3:31Þ
which yields Z t
0
e
2kðt
sÞEðFðsÞÞ dsp 2
Z t
0
e
2kðt
sÞEðRðsÞÞ ds
þ 2k
Z t
0
e
2kðt
sÞ
Z s
0
e
kðs
ZÞEðRðZÞÞ dZ ds
by changing the order of integration
¼ 2
Z t
0
e
kðt
sÞEðRðsÞÞ ds: ð3:32Þ
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Hence, it follows from (3.24), (3.25) and (3.32) that
EðRðtÞÞp3
2
EðFðtÞÞ þ ð2e21M4=lÞ
Z t
0
e
kðt
sÞEðRðsÞÞ ds: ð3:33Þ
By (IV) and (VI), it holds that for all tA½0; T ;XN
i¼1
Eð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞSÞpM5EðFðtÞÞ: ð3:34Þ
Let us choose je2j so small that
e22M5ol=8: ð3:35Þ
Then, we have
e22
XN
i¼1
Eð/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞSÞpl
8
EðFðtÞÞ: ð3:36Þ
This, together with (3.22), (3.23), (3.26), (3.32) and (3.33), yields
d
dt
EðRðtÞÞp
 l
6
EðRðtÞÞ þ e
Z t
0
e
kðt
sÞEðRðsÞÞ ds; ð3:37Þ
where
e ¼ e21ð2M1lþ 2M2=lþ M4=3Þ: ð3:38Þ
Let us set
RðtÞ ¼ eðl=6ÞtEðRðtÞÞ: ð3:39Þ
It follows from (3.37)
d
dt
RðtÞpe
Z t
0
eðl=6
kÞðt
sÞRðsÞ ds: ð3:40Þ
Let ZðtÞ be the solution of
d
dt
ZðtÞ ¼ e
Z t
0
eðl=6
kÞðt
sÞZðsÞ ds ð3:41Þ
with the initial condition
Zð0Þ ¼ Rð0Þ: ð3:42Þ
Then, it holds that for all tA½0; T ;
RðtÞpZðtÞ: ð3:43Þ
Meanwhile, by the Laplace transform, we ﬁnd
ZðtÞ ¼ ðK1ec1t þ K2ec2tÞRð0Þ ð3:44Þ
for some constants K1 and K2 depending only on l=6
 k and e: Here c1 can be made
arbitrarily close to zero and c2 can be made arbitrarily close to l=6
 k by taking je1j
smaller. At the same time, K1 is closer to 1 and K2 is closer to 0 as je1j becomes smaller.
We now conclude that there are positive numbers e and cok independent of T ; u0 and
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u1 such that for each e1 and e2 with je1j; je2joe;
EðRðtÞÞpM6e
ctEðFð0ÞÞ for all A½0; T : ð3:45Þ
We also derive from (3.31) and (3.45) that
EðFðtÞÞpM7e
ctEðFð0ÞÞ for all tA½0; T ; ð3:46Þ
which, together with (3.13) and (3.23), yields
EðXðtÞÞpM8e
ctEðFð0ÞÞ for all tA½0; T : ð3:47Þ
Since Mj ’s are independent of T ; all the above inequalities are valid for all tX0: Also,
Mj’s can be chosen independently of e1 and e2; because we may assume eo1: Hence, we
have established (1.21).
We proceed to prove (1.19). We infer from (3.10)–(3.12) that for almost all o; and
for all 0pt1ot2pt1 þ 1;
Xðt2Þ ¼Xðt1Þ 
 2a
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
ut;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utS dt
þ 2
Z t2
t1
LuðtÞ; e1
Z t
0
rtðt; sÞcðsÞ dB1ðsÞ
 
dt
þ 2
Z t2
t1
/LuðtÞ; e1rðt; tÞcðtÞS dB1ðtÞ
þ 2
XN
i¼1
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
utðtÞ; e2
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞS dB2;iðtÞ
þ e22
XN
i¼1
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞS dt: ð3:48Þ
Therefore, for almost all o;
sup
t1ptpt2
XðtÞpXðt1Þ þ sup
t1ptpt2
2
Z t
t1
/LuðsÞ; e1rðs; sÞcðsÞS dB1ðsÞ


þ 2
Z t2
t1
LuðtÞ; e1
Z t
0
rtðt; sÞcðsÞ dB1ðsÞ
 
 dt
þ 2
XN
i¼1
sup
t1ptpt2
Z t
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
usðsÞ; e2
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðsÞS dB2;iðsÞ


þ e22
XN
i¼1
Z t2
t1
/
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞ;
ﬃﬃﬃﬃﬃﬃﬃ

L
p
qiðtÞS dt: ð3:49Þ
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By assumptions (III)–(VI), and the Burkholder–Davis–Gundy inequality, we derive
E sup
t1ptpt2
XðtÞ
 
pEðXðt1ÞÞ þ 1
4
E sup
t1ptpt2
FðtÞ
 
þ ðe21 þ e22ÞM
Z t2
t1
EðFðsÞÞ ds
þ e21M
Z t2
t1
E
Z t
0
rtðt; sÞ2jjcðsÞjj2 ds
 
dt: ð3:50Þ
Here and below, M denotes positive constants independent of e1; e2; t1; t2; u0 and u1:
For brevity, jj  jj means jj  jjL2ðGÞ: It follows from (III), (V), (VI) and (3.46) that
Z t2
t1
E
Z t
0
rtðt; sÞ2jjcðsÞjj2 ds
 
dtpMe
ct1EðFð0ÞÞ; ð3:51Þ
where we have used the fact that 0ocok:
In the meantime, we ﬁnd from (3.13) that
sup
t1ptpt2
FðtÞp2 sup
t1ptpt2
XðtÞ þ e21M sup
t1ptpt2
Z t
0
rðt; sÞcðsÞ dB1ðsÞ




2
: ð3:52Þ
We will estimate the integral term in the right-hand side.
sup
t1ptpt2
Z t
0
rðt; sÞcðsÞ dB1ðsÞ




2
p2
Z t1
0
rðt1; sÞcðsÞ dB1ðsÞ




2
þ sup
t1ptpt2
2
Z t
0
rðt; sÞcðsÞ dB1ðsÞ




Z t1
0
rðt1; sÞcðsÞ dB1ðsÞ


2
: ð3:53Þ
The last term is further broken into two parts.
sup
t1ptpt2
Z t
0
rðt; sÞcðsÞ dB1ðsÞ 

Z t1
0
rðt1; sÞcðsÞ dB1ðsÞ




2
p sup
t1ptpt2
2
Z t
0
ðrðt; sÞ 
 rðt1; sÞÞcðsÞ dB1ðsÞ




2
þ sup
t1ptpt2
2
Z t
t1
rðt1; sÞcðsÞ dB1ðsÞ




2
: ð3:54Þ
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E sup
t1ptpt2
Z t
0
ðrðt; sÞ 
 rðt1; sÞÞcðsÞ dB1ðsÞ




2
 !
pE sup
t1ptpt2
Z t
0
Z t
t1
rZðZ; sÞcðsÞ dZ dB1ðsÞ




2
 !
by the stochastic Fubini theorem
pE sup
t1ptpt2
Z t
t1
Z t
0
rZðZ; sÞcðsÞ dB1ðsÞ dZ




2
 !
pE sup
t1ptpt2
Z t
t1
Z t
0
rZðZ; sÞcðsÞ dB1ðsÞ




2
dZ
 !
since t2 
 t1p1;
p
Z t2
t1
E sup
t1ptpt2
Z t
0
rZðZ; sÞcðsÞ dB1ðsÞ




2
 !
dZ
pM
Z t2
t1
Z t2
0
EðrZðZ; sÞ2jjcðsÞjj2Þ ds dZ
pMe
ct1EðFð0ÞÞ since eð2k
cÞðt2
t1Þpe2k
c: ð3:55Þ
E sup
t1ptpt2
Z t
t1
rðt1; sÞcðsÞ dB1ðsÞ




2
 !
pME
Z t2
t1
rðt1; sÞ2jjcðsÞjj2 ds
 
pMe
ct1EðFð0ÞÞ since eð2k
cÞðt2
t1Þpe2k
c: ð3:56Þ
E
Z t1
0
rðt1; sÞcðsÞ dB1ðsÞ




2
 !
¼E
Z t1
0
rðt1; sÞ2jjcðsÞjj2 ds
 
pMe
ct1EðFð0ÞÞ: ð3:57Þ
Combining (3.46)–(3.47) and (3.50)–(3.57), we arrive at
E sup
t1ptpt2
FðtÞ
 
pMe
ct1EðFð0ÞÞ: ð3:58Þ
Now let t40 be given. We set tm ¼ t þ ðm 
 1Þ; m ¼ 1; 2;y . Then, it is apparent
that
sup
sXt
FðsÞr
XN
m¼1
sup
tmpsptmþ1
FðsÞ
 
ð3:59Þ
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and hence, it follows from (3.58) that
E sup
sXt
FðsÞ
 
p
XN
m¼1
E sup
tmpsptmþ1
FðsÞ
 
pMEðFð0ÞÞ
XN
m¼1
e
ctm
pMe
ctEðFð0ÞÞ: ð3:60Þ
This proves (1.19), and the proof of Theorem 1.4 is complete.
Final Remark. If a ¼ 0; then we do not expect stability of the natural energy. Let us
consider a very simple example where G ¼ ð0; pÞ; L ¼ D; e1 ¼ 0 and e2a0:
utt ¼ uxx þ e2ðu þ utÞdB2
dt
in ð0;NÞ  G; ð3:61Þ
u ¼ 0 on ½0;NÞ  @G; ð3:62Þ
uð0; xÞ ¼ a sinðxÞ; utð0; xÞ ¼ b sinðxÞ for xAG: ð3:63Þ
If a2 þ b240; then the mean energy of u grows exponentially fast for any small
je2j40:
We can easily show this. First of all, the solution can be written as
uðt; xÞ ¼ yðtÞ sinðxÞ; ð3:64Þ
where y is a solution of the stochastic differential equation
ytt ¼ 
y þ e2ðy þ ytÞdB2
dt
; ð3:65Þ
yð0Þ ¼ a; ytð0Þ ¼ b: ð3:66Þ
By the same argument as above, we can derive
d
dt
Eðy2t þ ð1
 e22Þy2Þ ¼ e22Eðy2 þ y2t Þ; ð3:67Þ
for all t40: Hence, if a2 þ b240 and 0oje2jo1; the mean energy Eðy2 þ y2t Þ grows
exponentially fast.
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