In this paper authors have presented a grid based 3-Dimensional (3D) connected component labeling method to segment the video frames captured using Kinect RGB-D sensor. The Kinect captures the RGB value of the object as well as its depth using two different cameras/sensors. A calibration between these two sensors enables us to generate the point cloud (a 6 tuple entry containing the RGB values as well as its position along x, y and z directions with respect to the camera) for each pixel in the depth image. In the proposed method we initially construct the point clouds for all the pixels in the depth image. Then the space comprising the cloud points is divided into 3D grids and then label the components using the same index which are connected in the 3D space. The proposed method can segment the images even where the projection of two spatially different objects overlaps in the projected plane. We have tested the segmentation method against the HARL dataset with different grid size and obtained an overall segmentation accuracy of 83.8% for the optimum grid size.
INTRODUCTION
Human activity recognition from camera captured images/videos is an important research topic for last few decades because of its business implications in surveillance, retails, etc. Some such methods can be found in , (Gabbur, 2011) and (Trinh, 2012) . Segmentation (Alon, 2009 ) of the input video prior to activity recognition is one of the approaches proposed in some of those methods. These methods have a clear edge over the other methods in terms of getting a better recognition accuracy for the frames/images with multiple activities. One of the most common techniques underlying such approaches is connected component analysis (Hu, 2003) . Since last few years, Kinect has emerged as one of the most popular consumer electronics product as a gaming platform (Teardown, 2011) . Kinect includes a camera to sense the RGB values as well as an Infra Red (IR) camera to sense the depth of the object (Owens, 2012) . So the above mentioned human activity detection problem gets a new paradigm with the onset of such a popular RGB-D sensor like Kinect. One such set of Kinect captured gray scale and depth images for Human Activity Recognition experiments can be found from the dataset (Wolf, 2012) published by LIRIS for Human Activity Recognition and Localization (HARL). The problem of segmentation using connected component analysis also needs to be modified with the onset of such RGB-D sensor like Kinect because these RGB-D sensor data allow us to properly segment the objects which are overlapping in their 2D projection plane though residing in different planes in 3D world as shown in the Figure 1 . In this Figure two men are shaking hands and the other two are not connected in the real world. However it seems that all these four men are touching each other in the projection as we see in the image. Related state of the art for HARL problem is very less as human detection problem using RGB-D data is relatively newer one. One such solution proposed by Xia et. al. in (Xia, 2012) has a limitation that it 327 can work only if the skeleton of the human in the images are detected accurately. Surface normals on the 3D cloud points are used for people detection in (Hegger, 2012) . They detect people in walking, sitting and other postures. However, there is no analysis done while multiple people are interacting among themselves. So there is a need of segmentation of human being prior to recognize the activity. Some methods for segmenting such RGB-D sensor data can be found in (Donoser, 2006) . The automatic segmentation of 3D objects are proposed by (Tombari, 2011) using the local consistency of the labels obtained from the feature data. Most of the previous works perform feature extraction and segmentation on the cloud point (Hegger, 2012) which tries to eliminate the effect of noise using the local consistency parameter. However, this technique is computationally expensive. The reasons for the noise (Weerasinghe, 2012) are mostly due to reflections of the IR from specular surfaces, interferences with outdoor lights or indoor IR sources, presence of objects with black colour and range or distance limitation in Kinect which is approximately 12 feet.
In this paper, we attempt a new technique of segmentation of objects by initially converting the cloud points to voxels by grid formation followed by 3D connected component labeling. The voxelization not only reduces the computational complexity of the connected component analysis but also helps in eliminating the noise in the depth data. In the present work we have used the concept of grid formation for streaming 3D data as described in (Isenburg, 2009) and extended that to segmentation. We propose to use the count of the cloud points in a 3D grid and consider only those grids having the counts more than a threshold while ignoring the remaining grids. The count values of the grids are used for segmentation using connected component labeling (Molinier, 2005) , (Kalogerakis, 2010) .
The paper is organized as follows: Section 2 gives the description of the proposed approach of segmentation, section 3 gives the experimental results, followed by discussions on the results in section 4 and finally the conclusion is given in section 5.
PROPOSED METHOD
The method of voxel based 3D segmentation proposed in this paper has three stages -(i) creation of cloud points from the depth and the color image, (ii) binary voxel creation from cloud points by grid formation, (iii) 3D connected component analysis on the binary grid voxels.
Creation of Cloud Points
The Kinect device provides color image (CI) and depth image (DI) for every frame. The 3D cloud points are generated from the color and the depth image using the intrinsic and extrinsic parameters of the Kinect camera (Khoshelham, 2012) . The entire process is shown in Figure 2 . The color image shown in this figure is a gray image, as the dataset (Wolf, 2012) used in the paper has the gray image instead of color images. However, in general the image would be a color image. A summary of the steps are given below:
• For every pixel (depth) p d in the DI, the {x,y,z} co-ordinates in the 3D world co-ordinate system are derived using the intrinsic parameters of the depth camera.
• For every pixel (depth) p d in the DI, the corresponding pixel p c = {r,g,b} in CI is derived using the extrinsic parameters of the Kinect depth and color camera.
• For every p d in the DI, a 3D cloud point (V c ) is generated as a 6-tuple entry given by V c = {x,y,z,r,g,b}.
The space (S c ) encompassed by all the cloud points is given by eqn. 1. The next step is to derive grid vertices as explained in the next section. 
Grid Formation for Voxelization
The space (S c ) visible by Kinect is divided into small grids or parallelepiped along the width (X), height (Y) and depth (Z). The direction of X and Y are the same as the direction of X d and Y d of the depth image plane for Kinect and direction of Z is perpendicular to the
The formation of the grid is shown in Figure 3 where the 3D world co-ordinate (x,y,z) of the depth camera in Kinect is assumed to be (0,0,0). Similar voxelization technique is also presented in (Gorte, 2004) for segmentation of trees using laser scans. The flowchart for the binary voxel creation is shown in Figure 4 . The cloud points for the entire space S c Figure 3 : Creation of Grid in 3D space.
is represented by eqn. 1 where X nmax , Y nmax are the individual maximum absolute co-ordinates of all the cloud points V c {x,y,z,r,g,b} in negative direction of the X, Y respectively; X pmax , Y pmax are the same in the positive direction of the X, Y respectively. Z max is the individual maximum co-ordinate of all the cloud points V c {x,y,z,r,g,b} in Z direction.
The space S c is divided into grids of size W, H and D in X, Y and Z directions respectively as shown in Figure 3 . The index for the i th grid G i is given by eqn. 2, where W n , H n and D n are the number of grids and w, h and d are the indices to the grid in X, Y and Z directions respectively. The notation '*' indicates multiplication.
The number of cloud points, N i in i th grid, G i is computed as shown in eqn. 3, where S G i c is the space of the cloud points V c which belong within the grid G i . (x, y, z, r, g, b) (3)
In case of noise, the count N i would be very less. Thus the grids with counts above a threshold (τ) are treated as valid grids. The vertex V Gi ={0,1} corresponding to the grid G i contains the binary information as shown in eqn. 4 and is termed as binarized grid vertex.
The co-ordinates of the grid vertex V Gi are the mean of the co-ordinates of the point clouds V c belonging within the grid G i . The size of the grid is configurable. Larger grid size reduces the computational complexity at the cost of loss in spatial resolution. Hence we perform an experiment to see the effect of grid size on the segmentation accuracy of human being. 
Segmentation using Component Labeling
The method of connected component labeling is as described below:
• Each of the binarized 3D grid vertices V Gi as are taken as the input. Each vertex (V Gi ) corresponds to the grid G i as described in eqn. 4 • For each vertex now we start to define a label starting from 2 and increment the label value whenever a new label needs to be used.
• For each i th grid in the first search for its 26 neighbours.
• If V Gi = V G j = 1 and V G j is unlabeled, then label V G j with the label of V Gi . Where i is the grid under consideration and j is any of the 26 neighbouring vertex of i.
• If V Gi = 0 and V G j = 1 and V G j is unlabeled, mark V G j with a new label
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• If V Gi = V G j and V G j = 1 and V G j is already labeled, mark the label of V G j and V Gi as same label and keep track of it using an additional array.
• If V Gk and V G j have different labels and V Gi is unlabeled, then put a new label to i but keep track of labels of i, j, k in a table where i is the grid under consideration and j and k are two different adjacent grids of i.
• Go through the table after a complete pass on the image and resolve the conflicts.
• All the grid points are recursively traversed (Wu, 2005) to complete the labeling process.
Finally the size of the k th component C k is measured using the volume Vol Ck of the component as given in eqn. 5.
The components which are greater than a threshold (τ c ) are considered as potential human being.
RESULTS
In this section we are going to discuss our experiment set up and experimental results. We have tested our algorithm against the HARL data set (Wolf, 2012) published by LIRIS for a competition on Human Activity Recognition in ICPR 2012. This data set contains human activities that can be classified into 10 classes. Among these 10 classes, the segmentation problem becomes more difficult for the videos containing human-human interactions and the possibility of wrong segmentation is also higher for these activities. So we have selected three types of activities namely (i) discussion of two or more people, (ii) one person is giving some item to other one, and (iii) hand shaking of two people to test our proposed method. The details of the test data is given in Table 1 . We have tested our method against different grid sizes to find the optimum grid size on a subset of the above described test dataset. The subset consists of 4 of videos (V1, V2, V3, and V4) as shown in Table 2, where each video contains 3 and more clips. We have varied the grid sizes W, H and D in steps of 10 cm along the X, Y and Z directions respectively. Our experimental results on these different grid sizes are shown in Table 2 . The segmentation accuracy is derived by comparing the number of correct human segmentation against the manually generated ground truth. Results show that the segmentation accuracy degrades with the increase of grid size along z direction. The main reason behind it is that the width/breadth of the image of a human being standing at a distance of 1 to 5 meters from the camera with the camera parameters derived from Kinect is less than 10 cm. So the possibility of two human being standing on a cube of bigger grid size is greater than that of the possibility of a single man standing in that grid. As a consequence the possibility for wrong segmentation in a bigger grid size is also higher than the possibility of an error in the relatively smaller grid size. We have benchmarked our proposed method against the traditional 2D segmentation method on the test data mentioned in Table 1 . Table 3 shows that the accuracy of segmentation of the proposed method out performs the gray value based 2-D connected component approach. The overall accuracy for 3D approach is 83.8% as against 52.3% for 2D approach. The details of the segmentation accuracy (%) along with its sources of errors has been described in Table 4 . This table shows the occurrence of the VISAPP2013-InternationalConferenceonComputerVisionTheoryandApplications segmentation errors coming from under segmentation (US) and over segmentation (OS) for different types of activities. It can be noted that the errors due to US is much higher compared to errors due to OS. This is due to the fact that the grid formation tends to merge two components which are actually separated but their boundaries lying within the same grid. The 2D based approach has a time complexity of O(n 2 ) where as the standard 3D based approaches have an complexity of O(n 3 ). We have reduced the complexity by our proposed grid formation technique as the grid size is significantly bigger than a voxel with single cloud point. In our experiments we have found that the number of grid vertices V G is approximately 100 times less than the number of cloud points V c . Thus for a VGA resolution image obtained from Kinect, the proposed method is producing better segmentation accuracy compared to the 2D connected component based approach at the cost of marginally higher computational complexity.
DISCUSSION
We now critically analyze some of the interesting cases. The segmentation results for the Figure 1 are shown in Figure 5 . It shows the grid vertices, correct segmentation of the interacting people in the foreground and separate segments for the background person. The image with the grid vertices ( Figure 5(b) ) is slightly rotated for better understanding and visibility. The correspondence between the human in the image and the grid vertices are shown using colored arrows. It can be observed that the grid creation using the 3D cloud points depth information eases the segmentation process compared to the normal 2D segmentation. There are scenarios where people are partially occluded as shown in Figure 6 . It can be seen that due to the separation in the depth the people are correctly segmented.
A scenario of under-segmentation is shown in Figure 7 . Here two people are in discussion activity. It can be seen that a single connected component is created containing two people where the connection is via the floor. This can be either handled by detecting the ground plane or in general performing erosion on the 3D grid vertices. A sample case of over- Figure 8 where in spite of two people involved in handshake they are separately
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segmented. This is due to the fact that there is a discontinuity between the right wrist of the person on the right and the body itself. The discontinuity is due to the occlusion as can be seen from the Figure  8(a) . Hence the grid vertices are not present in that occluded region leading to over segmentation.
CONCLUSIONS
In this paper we have proposed a method of segmentation for RGB-D image frame using grid based connected component analysis. Experiments performed on HARL dataset indicate improved human segmentation accuracy compared to standard 2D segmentation approach. The formation of grid reduces the processing complexity as well as handles the noisy depth information obtained from Kinect. The proposed method has two limitations namely (i) under segments the image/video frame if the person is leaning over a wall and (ii) over segments when a human being is spread over two adjacent grids and one of the grid has a voxel count less than our defined threshold value. We have left the adaptive grid size selection and wall/floor estimation that might solve the existing limitations as a future scope of research.
