Abstract-One counter nets are finite state machines operating on a variable (counter), which ranges over the natural numbers. Each transition can increase or decrease the counter's value, and a decrease is possible only if the result is nonnegative; hence, zero testing is not allowed. The class of one counter nets is equivalent in terms of its expressive power to the class of Petri nets with one unbounded place and to the class of pushdown automata where the stack alphabet contains one symbol. We present a specific method of approximating the largest bisimulation of a one counter net based on single periodic arithmetic and the notion of stratified bisimulation.
INTRODUCTION
One counter nets (Petri nets with one unbounded place and pushdown automata with a one symbol stack alphabet) are the well known computational models. The restriction on the number of counters makes them less expressive than ordinary Petri nets but their analysis becomes much simpler. Problems of the reachability and bisimilarity of one counter nets were discussed in [2, 7, 12, 13] .
The maximal number of unbounded counters is an important parameter and gives rise to several sub stantial hierarchies of classes in the Petri net theory and allows one to define a number of interesting boundaries of complexity and decidability. For example, one counter nets constitute the largest class of counter nets with decidable bisimulation [11] , while two counter nets constitute the largest class with semilinear reachability [8] . In the case of zero check automata, one counter systems are the largest class with decidable language equivalence [17] . Note that the constructive parts of all the cited results were obtained by discovering some periodicity of the corresponding infinite set of states.
In [3] , we proved the specific periodicity of every semilinear one dimensional counter. To this end, the number theoretic approach was used, which is based on the Frobenius numbers (the solution of the Frobe nius coin problem obtained by Sylvester in [16] ). It was shown that every semilinear set of natural numbers can be represented using the so called single periodic base, i.e., the union of the finite set and the finite collection of single periodic linear sets with the same period. The single periodic base is the normal form and possesses a number of constructive properties that allows one to use it as an efficient tool of symbolic calculations.
In this paper, we use single periodic bases for an approximate solution to the problem of constructing the finite symbolic representation of the bisimulation of states (~) of a one counter net. This problem is more challenging than the well studied decidable [11] problem of checking the bisimilarity of two net states; it requires consideration of the entire (infinite, in the general case) set of equivalence classes.
As far as we know, the problem of computing the largest bisimulation remains in abeyance. In this paper, we propose a specific symbolic method of approximating the largest bisimulation based on single periodic arithmetic [3] and the notion of stratified bisimulation [10] . It is shown that single periodic bases provide an efficient way of working with infinite semilinear sets of markings (net states). It is demonstrated that, in the case of the bisimilarity of the given net to some finite system, the proposed algorithm in a finite number of iterations constructs the complete relation ~ for a given net. BASHKIN 
PRELIMINARIES

One Counter Nets
Let us denote the set of nonnegative integers by Nat. A one counter net is the tuple N = (Q, T, l), where Q is the finite set of control states; T ⊂ Q × Q × Z is the finite set of transitions; l : T → Σ is the marking function; and Σ is the finite alphabet of the operations' names (labels).
The state of the net is described by (q, c), where q ∈ Q is the current control state, and c ∈ Nat is the current value of the counter. If c + z ≥ 0, the transition t = (q, q', z) is active in the state (q, c). The active transition may fire transferring the net into the state (q', c + z) (represented by (q, c) (q', c + z)). For the transition t = (q, q', z), we define start(t) = q, fin(t) = q', δ(t) = z. Let us specify the pre and postcondition of the transition: if z < 0, then δ -(t) = -z and δ + (t) = 0; if z ≥ 0, then δ -(t) = 0 and δ + (t) = z.
For the transition sequence U = t 1 t 2 … t n -1 t n , the pre and postcondition are as follows:
where is the subtraction truncated to zero). At the moment of firing the transition t, an external observer sees only its label l(t); i.e., one can not distinguish the firing of transitions with the same mark.
One counter nets are equivalent to Petri nets with one unbounded place. A reachability graph of a one counter net with a specified initial state is a (generally) infinite labelled transition systems. Figure 1 shows an example of the one counter net and the equivalent Petri net. Here, the one counter net has two control states (q 1 and q 2 ) and three transitions ((q 1 , q 2 , +2), (q 2 , q 1 , 0), and (q 2 , q 1 , -3)). The equivalent Petri net has three places: two safe control places and one unbounded counter.
Bisimulation
Let us denote the set of the net's states reachable from the state M 0 by (N, M 0 ).
is called bisimulation (has the transfer property) if for every pair (M 1 , M 2 ) ∈ R and every symbol a ∈ Σ the following holds:
The notion of the bisimulation equivalence was introduced by Milner [14] and Park [15] and now is the classical tool for analyzing systems including infinite state systems. From the intuitive point of view, two systems are bisimilar if they are capable of imitating one another.
The union of all bisimulations is denoted by ~. For any net, the relation ~ is known to be the bisimu lation.
It is known [9] that the bisimulation problem is undecidable for two counter nets and is decidable for one counter nets. The problem is formulated as follows:
Problem 1 (bisimilarity). It is required to verify whether M
For two states of a one counter net, this can be done by the procedure involving a so called expansion tree [11] .
The global bisimulation problem involves the (probably infinite) set of all pairs of bisimilar markings for a given net.
Problem 2 (largest bisimulation). It is required to construct an effective representation of the set
Here, the effectiveness means the effective computability. Obviously, a finite symbolic representation is required: a formula of Presburger arithmetic, a periodic or affine constraint, etc. We will use single peri odic bases.
Semilinear Sets over Nat (Single Periodic Arithmetic)
Let us define the right shift and left shift operations for the set of k dimensional vectors M ⊆ Nat k and the vector m ∈ Nat
The set m ⊆ Nat k is called linear if it can be represented as m = {v + n 1 w 1 + … + n l w l | n 1 , …, n l ∈ Nat}, where v, w 1 , …, w l ∈ Nat k are fixed.
The set m ⊆ Nat k is called semilinear if it is the union of a finite number of linear sets. If M, M' ⊆ Nat k are semilinear sets, then Nat k \M and M ∩ M' are semilinear as well [6] . Shift opera tions also retain semilinearity. It is known that semilinear sets are exactly the sets that are described by the Presburger arithmetic.
Let x, y ∈ Nat. Let us denote the greatest common divisor and the least common multiple of x and y by GCD(x, y) and LCM(x, y), respectively. Lemma 1.
[3] Let m ⊆ Nat be a linear set such that m = {v + n 1 w 1 + n 2 w 2 | n 1 , n 2 ∈ Nat}, where v, w 1 ,
The lemma's proof uses the number theory theorem (Sylvester's solution [16] of the Frobenius coin problem) which states that, for all naturals a, b, and c such that a and b are coprime and c ≥ (a -l)(b -1), the equation ax + by = c has a natural solution.
Thus, in the one dimensional case, single periodicity is a consequence of linearity. Lemma 1 can be generalized as follows. This representation is simpler than the formulas of the Presburger arithmetic [4, 5] ; however, it can be used only in the one dimensional case. BASHKIN set has only one minimal base; an arbitrary base can be transformed into a minimal one in a polynomial time with respect to b * p (we designate the corresponding algorithm as Mmz).
Let us denote the minimal base of the set m by Base(m), and the set defined by the base Z by Set(Z).
For the binary vectors v, v' ∈ {0,1} p , we denote the componentwise product, addition, and negation by AND(v, v'), OR(v, v'), and NOT(v), respectively:
We denote the concatenation of k vectors v by v k . Set theoretic operations and relations can be effectively calculated not over sets but directly over their single periodic bases.
Theorem 2. [3] Let m, m' ⊆ Nat be semilinear sets, and Base(m)
= (m 0 , b, p, v), Base(m') = ( b', p', v'), y ∈ Nat. We denote K = max{b, b'} and L = LCM(p, p'). Let K = b + ip = b' + jp' for certain i, j ∈ Nat. Then, 1. Base(Nat) = (∅, 0, 1, (1)); 2. Base(m ∪ m') = Mmz({x ∈ m ∪ m' | x < K}, K, L, OR( )); 3. Base(m ∩ m') = Mmz{{x ∈ m ∩ m' | x < K}, K, L, AND( )); 4. Base(m\m') = Mmz({x ∈ m\m' | x < K}, K, L,
AND(
NOT( ));
where B = min k∈Nat {b + kp -y| b + kp -y ≥ 0}. All the above operations are efficient, i.e., are performed in a polynomial time with respect to the sizes of the input bases [3] . The restriction K = b + ip = b' + ip' is of technical character and allows one to write the formulas in a shorter form. This restriction is not essential, since we can easily transform each pair of semilinear bases in such a way that it satisfies the given condition (by shifting the base element of a base to the right). [10] that the relation ~i is the equivalence for each i ∈ Nat; moreover, ~i ⊆ ~i -1 . It is also known that M 1 ~ M 2 ⇔ M 1 ~i M 2 for each i ∈ Nat. In addition, if ~i = ~i -1 , then ~i = ~∝ = ~.
APPROXIMATING BISIMULATION
The stratified i bisimulation (the set of i bisimilar pairs of states) can naturally be represented by the finite set of disjoint equivalence classes on the set of reachable states:
Recall that the set (N, M 0 ) is semilinear in every one and two counter net [8] ; moreover, in the case of a one counter net, it can effectively be calculated using single period bases [3] . For an arbitrary control state, the set of the counter's values that are i bisimilar to the given value is also semilinear.
The set of numbers {c ∈ Nat|(q, c) ∈ } is semilinear for each i, j ∈ Nat such that 1 ≤ j ≤ m i , and for each q ∈ Q.
Proof. The assertion is valid, since the relation (~i) is inductively constructed from the trivially semi linear relation (~0) via a finite number of transformations (transitions).
Thus, we consider only the semilinear subsets of (N, M 0 ). For the sake of convenience, we denote the semilinear set of states that corresponds to the given control state q ∈ Q by (q|A), where q is the control state and A is the single periodic base of the semilinear set of the counter's values corresponding to the state q. For example, when denoting n = |Q|, we have Here, denotes the single periodic base of the semilinear set of the counter's values for all the states from with the control state q k .
For the semilinear set of states S ⊆ (N, M 0 ) and the transition t ∈ T, we define the "predecessor extension" set of states:
is calculated from S by adding all the states backward reachable from S through t. This allows us to describe a single periodic construction procedure for (~i + 1 ) as follows.
The proof is technical and is based on definitions of the single periodic arithmetic.
With the set Cl(~i -1 ) finite, the set E is finite as well; therefore, the stratified transfer property can be effectively checked for each candidate E and the set of transitions U. Thus, we obtain a symbolic algorithm for calculating Cl(~n).
Algorithm 1 (approximation of bisimulation).
Input: the one counter net N = (Q, T, l), the state M 0 , and the parameter n ∈ Nat. Output: the single periodic representation Cl(~n) of the stratified bisimulation ~n. The proof of the algorithm's correctness is based on the finiteness of Cl(~i) and T, as well as on the computability of single periodic operations. It is obvious that an exponential memory capacity is required for its operation (more precisely, each step 1 and 3 requires the exponential memory).
The algorithm can complete its operation before the appointed time if Cl(~i) = Cl(~i -1 ) for certain i ≤ n and, as a consequence, ~i = ~ (see Example 2) . However, in the general case, the sequence of stratified bisimulations may turn out to be infinite, so the proposed algorithm is not a semidecision procedure for the global bisimulation, which may theoretically involve an infinite number of equivalence classes (see Example 3).
Example 2. Let us consider the net in Fig. 2 (a) . Here,
By applying the algorithm, we obtain
Cl(~0) = where = {(q 1 |(∅, 0, 2, (1, 0))), (q 2 |(∅, 0, 2, (1, 0)))}; (⇐) Now let us suppose the opposite case: the sequence of various stratified bisimulations is infinite. Then, for each i ∈ Nat, ~i ⊂ ~i -1 holds; i.e., at least one equivalence class of the relation ~i -1 is not the equivalence class of the relation ~i. The constituent elements of this class can not fall into other inherited equivalence classes; therefore, they form several (more than one) new classes. Thus, the number of equiv alence classes steadily increases with increasing i.
On the other hand, owing to the bisimilarity of the net and machine, as well as the finiteness of the machine's states, the equivalence relation ~ involves a finite number of equivalence classes, so there is a contradiction.
Thus, algorithm 1 can also be applied for checking the finiteness of the observed behavior of a one counter system. 
CONCLUSIONS
A symbolic algorithm for constructing approximations of the bisimulation in one counter nets (Petri nets with one unbounded place) is proposed. The algorithm employs a new method of the finite symbolic representation of infinite semilinear sets of natural numbers using single periodic bases.
The application of the single periodic arithmetic to the symbolic checking of models, as well as to the analysis of the behavioral equivalences, is a possible direction for further investigations in this field. This method has shown its applicability in solving the reachability problem [3] and the problem of the global verification of formulas of temporal logic EF [1] . 
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