We analyze high signal-to-noise spectrophotometric observations acquired simultaneously with TWIN, a double-arm spectrograph, from 3400 to 10400Å of three star-forming regions in the Hii galaxy SDSS J165712.75+321141.4. We have measured four line temperatures: T e ([Oiii]), T e ([Siii]), T e ([Oii]), and T e ([Sii]), with high precision, rms errors of order 2%, 5%, 6% and 6%, respectively, for the brightest region, and slightly worse for the other two. The temperature measurements allowed the direct derivation of ionic abundances of oxygen, sulphur, nitrogen, neon and argon.
The most extreme regions forming massive stars are often referred to as starbursts. In the local universe they account for about a quarter of all star formation (Heckman 1997) , and this fraction may have been larger in the younger universe. The origin of the term "starburst" (coined as "starburst nuclei" by Weedman et al. 1981 ) dates back to the early observations of dust-obscured star-forming regions in the centres of nearby galaxies at the end of the seventies and beginning of the eighties, but the basic concept extends further back (e.g., Hodge 1969; Searle et al. 1973) .
The level of intensity of a starburst is highly variable. According to , in a starburst galaxy the energy output of the starburst (LSB) is much larger than the one coming from the rest of the galaxy (LG), a galaxy with LSB ∼ LG is a galaxy with starbursts, and in a normal galaxy LSB ≪ LG. This classification shows the variety of environments of the bursts. It is clear that the visibility of the burst depends not only on its intensity but also on its environment. also proposed a division in phases of the starburst. The first one, the nebular phase, is characterized by the presence of strong emission lines from gas photoionized by young massive stars, with an age of less than 10 Myr. The early continuum phase goes from 10 to 100 Myr, when some Balmer lines appear in absorption and others in emission. Finally, the late continuum phase, is when only some weak emission lines appear in the spectrum. The Hii galaxies are typical examples of the first phase.
Hii galaxies are gas-rich dwarf galaxies experiencing a violent star formation period which dominates the optical spectrum of the host galaxy. They have one of the highest intensity levels of star forming activity. In general, these galaxies have a central region which contains one or more star forming knots, with a diameter of several hundred parsecs with high surface brightness, and a low luminosity underlying galaxy . The activity of the star formation episodes can not be sustained continuously for long periods of time, since the central region can not have enough gas to fuel these processes for longer than 10 9 years and to match the gas content and metallicity with theoretical considerations ).
Spectroscopically, Hii galaxies are essentially identical to the giant Hii regions found in nearby irregular and latetype galaxies. The correlation among structural parameters (Hβ luminosity, velocity dispersion, line widths) and between these parameters and chemical composition (Terlevich & Melnick 1981) favours the interpretation of Hii galaxies as giant Hii regions in distant dwarf irregular galaxies similar to the ones found nearby (Melnick et al. 1985) .
Other important characteristic of Hii galaxies is their low metallicity (Z⊙/50 Z Z⊙/3; Kunth & Sargent 1983) . The fact that Hii galaxies are metal-poor and very blue objects seems to suggest that they are young. Nevertheless, there is evidence which indicates the presence of populations older than the ones in the starburst. This is seen in the behaviour of the surface brightness profile which is exponential in the external zones, or in the colour index, which turns redder in V-R and V-I (Telles & Terlevich 1997) . IZw18 in particular, was considered as the best candidate for a truly young galaxy. Early studies of the stellar population of IZw18 did not reveal any old population (Hunter & Thronson 1995) . This contradicted some models which predict that during a starburst, the heavy elements produced by the massive stars are ejected with high velocities into a hot phase, leaving the starburst region without immediate contribution to the enrichment of the interstellar medium (Tenorio-Tagle 1996) . In this scenario, the metals observed now would have their origin in a previous star formation event, and an underlying old stellar population would be expected. In fact, Garnett et al. (1997) attributed the high carbon abundance that they found in HST spectroscopy of IZw 18 as evidence for the presence of an old stellar population. In agreement with this result, using HST archive data (Aloisi et al. 1999) showed that stars older than 1 Gyr must be present in IZw 18. Moreover, studies of the resolved stellar population in the near infrared with NICMOS (Östlin 2000) found also that while the near infrared colour-magnitude diagram was dominated by stars 10-20 Myr old, the presence of numerous AGB stars require an age of at least 10 8 years. Legrand et al. (2000) modelled the relative abundance of metals in IZw 18 and concluded that, in addition to the present burst of star formation, a low star formation rate extended over a long period of time was necessary to account for the observed values.
In recent years, with the development of the Integral Field Unit (IFU) instruments to perform 3D spectroscopy, works that require a spatial coverage to study extended galactic or extra galactic star-forming regions have been mainly focused on the use of this technique (Relaño et al. 2010; Cairós et al. 2010; Monreal-Ibero et al. 2010; RosalesOrtega et al. 2010; Pérez-Gallego et al. 2010; García-Benito et al. 2010; Sánchez et al. 2010; Pérez-Montero et al. 2011 , see for example). However, medium or high dispersion slit spectroscopy are a better option for spectrophotometry, or when the object is very compact, or even extended but with few star-forming knots. This is also the case when good spatial and spectral resolution and simultaneous wide spectral coverage are required Cumming et al. 2008; Firpo et al. 2010; Hägele et al. 2006 Hägele et al. , 2007 Hägele et al. , 2008 Hägele 2008; Hägele et al. 2009 Hägele et al. , 2010 Pérez-Montero et al. 2009; López-Sánchez & Esteban 2009 , 2010a López-Sánchez 2010; Firpo et al. 2011 , see for example).
In this paper we present simultaneous blue and red long-slit observations obtained with the double arm TWIN spectrograph at the 3.5m telescope of Calar Alto of the three brightest star-forming knots of the Hii galaxy SDSS J165712.75+321141.4. This is part of a project to obtain a top quality spectrophotometric data base to determine ionized gas parameters which are indispensable to critically test photoionization models and to explore discrepancies between models and observations. In Section 2 we show the details of the observations and data reduction. Section 3 presents the derived physical characteristics of the regions, including the electron temperature for four different species. Section 4 is devoted to the discussion of these results, and finally the summary and conclusions are presented in Section 5. Using the implementation of the SDSS database in the INAOE Virtual Observatory superserver 1 , we selected the brightest nearby narrow emission line galaxies with very strong lines and large equivalent widths of Hα from the whole SDSS data release available at the time of planning the observations. These preliminary lists were then processed using BPT (Baldwin, Phillips & Terlevich 1981) diagnostic diagrams to remove AGN-like objects. The final list consisted of about 10500 bonafide bright Hii galaxies. They show spectral properties indicating a wide range of gaseous abundances and ages of the underlying stellar populations (López 2005) . From this list, the final set was selected by further restricting the sample to the largest Hα flux and highest signal-to-noise ratio objects (for a complete description of the selection criteria see Hägele et al. 2006, hereafter Paper I) . Of the selected sample, we chose SDSS J165712.75+321141.4 to be observed at the allocated time. For simplicity, we will call the galaxy SDSS J1657 in what remains of the paper.
Some general characteristics of the knots of SDSS J1657 collected from the SDSS web page are listed in Table 1 .
Observations
Blue and red spectra were obtained simultaneously using the double beam Cassegrain Twin Spectrograph (TWIN) mounted on the 3.5m telescope of the Calar Alto Observatory at the Centro Astronómico Hispano Alemán (CAHA), Spain. These observations were part of a four night observing run in 2006 June and they were acquired under excellent seeing and photometric conditions (for details see; Hägele et al. 2008, hereinafter Paper II) . The blue arm covers the wavelength range 3400-5700Å (centred at λc = 4550Å), giving a spectral dispersion of 1.09Å pixel −1 (R ≃ 4170). On the red arm, the spectral range covers from 5800 to 10400Å (λc = 8100Å) with a spectral dispersion of 2.42Å pixel −1 (R ≃ 3350). The slit width was ∼ 1.2 arcsec. The pixel size for this set-up configuration is 0.56 arcsec for both spectral ranges. The target was observed at paralactic angle to avoid effects of differential refraction in the UV. As it can be seen in Fig. 1 , the three main knots of SDSS J1657 are almost perfectly aligned along the paralactic angle. The instrumental configuration, summarized in Table 2 , covers the whole spectrum from 3400 to 10400Å (with a gap between 5700 and 5800Å) providing a moderate spectral resolution. This spectral coverage guarantees the simultaneous detection of the 1 http://astro.inaoep.mx/en/observatories/virtual/ Figure 1 . False colour image of SDSS J1657 with the slit position and the adopted knot names superimposed. This image was obtained using the SDSS explore tools. Circles and squares represent the photometric and spectroscopic SDSS targets, respectively. The scale is 782 pc arcsec −1 , at the adopted distance for SDSS J1657. [See the electronic edition of the Journal for a colour version of this figure. ] Table 4 of Paper II).
Data reduction
Several bias and sky flat field frames were taken at the beginning and at the end of the night in both arms. In addition, two lamp flat fields and one He-Ar calibration lamp exposures were performed at each telescope position. The images were processed and analysed with IRAF 2 routines in the usual manner. This procedure includes the removal of cosmic rays, bias subtraction, division by a normalised flat field, and wavelength calibration. To finish, the spectra are corrected for atmospheric extinction and flux-calibrated. Four standard star observations were performed each night at the same time for both arms, allowing a good spectrophotometric calibration with an estimated rms error of about 3%. Further details concerning each of these steps can be found in Paper II. Fig. 2 shows the spatial distribution of the Hα flux and the continuum along the slit for SDSS J1657. The emission line profiles have been generated by collapsing 11 pixels of the spectra in the direction of the resolution at the central position of the emission lines in the rest frame, λ 6563Å, and are plotted as a dashed line. Continuum profiles were generated by collapsing 11 resolution pixels centred at 30Å to the red for each region and are plotted as a dashed-dotted line. The difference between the two, shown as a solid line, corresponds to the pure emission. From Fig. 2 it is clear that the continuum emission is not very strong, specially in the weaker knots. The three regions are labeled in the figure. There is a weak pure emission knot located between Knot A and C, which does not have enough S/N to derive the physical conditions of the gas. 
RESULTS

Line intensities and reddening correction
The spectra of the three knots of SDSS J1657 (labelled from A to C) with some of the relevant identified emission lines are shown in Fig. 3 . The spectrum of each observed knot is split into two panels. Knot A corresponds to the one analysed in Paper II.
The emission line fluxes were measured using the splot task in iraf following the procedure described in Paper I. Following Pérez-Montero & Díaz (2003) , the statistical errors associated with the observed emission fluxes have been calculated using the expression
where σ l is the error in the observed line flux, σc represents the standard deviation in a box near the measured emission line and stands for the error in the continuum placement, N is the number of pixels used in the measurement of the line flux, EW is the line equivalent width, and ∆ is the wavelength dispersion inÅ per pixel (González-Delgado et al. 1994 ). There are several emission lines affected by cosmetic faults or charge transfer in the CCD, internal reflections in the spectrograph, telluric emission lines or atmospheric absorption lines. These cause the errors to increase, and, in some cases, they are impossible to quantify, in which case they were ignored and excluded from any subsequent analysis. Some observed lines (e.g., [Cliii] λλ 5517,5537, several carbon recombination lines, Balmer or Paschen lines) were impossible to measure due to low signal to noise. This is also the case for the Balmer and Paschen jump, that could not be measured because of the difficulty to fit the continuum at both sides of the discontinuity with an acceptable precision.
An underlying stellar population is easily appreciable by the presence of absorption features that depress the Balmer and Paschen emission lines. A pseudo-continuum has been defined at the base of the hydrogen emission lines to measure the line intensities and minimize the errors introduced by the underlying population (see Paper I). The presence of the wings of the absorption lines imply that, even though we have used a pseudo-continuum, there is still an absorbed fraction of the emitted flux that we are not able to measure accurately (see discussion in Díaz 1988 ). This fraction is not the same for all lines, nor are the ratios between the absorbed fractions and the emission. In Paper I we estimated that the difference between the measurements obtained using the defined pseudo-continuum or a multi-Gaussian fit to the absorption and emission components is, for all the Balmer lines, within the errors. This is also the case for the objects studied here. At any rate, for the Balmer and Paschen emission lines we have doubled the derived error, σ l , as a conservative approach to include the uncertainties introduced by the presence of the underlying stellar population.
The absorption features of the underlying stellar population may also affect the helium emission lines to some extent. However, these absorption lines are narrower than those of hydrogen (see, for example, González-Delgado et al. 2005) . Therefore it is difficult to set adequate pseudocontinua at both sides of the lines to measure their fluxes. We also applied the STARLIGHT code 3 (Cid Fernandes et al. 2005) to each region to separate the emission spectra from the underlying stellar absorptions, but for the strongest emission lines the difference between the measurements made after the subtraction of the STARLIGHT fit and the ones made using the pseudo-continuum is well below the observational errors. For a detailed discussion on the differences in the emission line measurements see Pérez-Montero et al. (2010) .
The reddening coefficients c(Hβ) were calculated from the measured Balmer decrements, F (λ)/F (Hβ). We adopted the galactic extinction law of Miller & Mathews (1972) with Rv=3.2. A least square fit of the measured decrements to the theoretical ones, (F (λ)/F (Hβ))0, computed based on the data by Storey & Hummer (1995) lying stellar population, only the strongest Balmer emission lines (Hα, Hβ, Hγ and Hδ) were used.
For the easiness of comparison, we have included in the following sections the results presented in Paper II for knot A. Table 3 lists the reddening corrected emission lines for each knot, together with the reddening constant and its error taken as the uncertainties of the least square fit and the reddening corrected Hβ intensity. Column 1 shows the wavelength and the name of the measured lines. The adopted reddening curve, f (λ), normalized to Hβ, is given in column 2. The errors in the emission lines were obtained by propagating in quadrature the observational errors in the emission line fluxes and the reddening constant uncertainties. We have not taken into account errors in the theoretical intensities since they are much lower than the observational ones.
Physical conditions of the gas
The physical conditions of the ionized gas, including electron temperatures (Te) and electron density (Ne ≈ n([Sii])), have been derived from the emission line data using the same [Oiii] electron temperatures, we have estimated these contributions to be less than 4 % in all cases and therefore we have not corrected for this effect. The expression for the correction of direct recombination, however, is valid only in the range of temperatures between 5000 and 10000 K. The temperatures found are slightly over that range. At any rate, the relative contribution of recombination to collisional intensities decreases rapidly with increasing temperature, therefore for the high Te values found in our objects this contribution is expected to be small.
The derived electron densities and temperatures for the three star-forming regions are given in Table 4 along with their corresponding errors.
Chemical abundance derivation
We have derived the ionic chemical abundances of the different species using the strongest available emission lines detected in the analyzed spectra and the task ionic of the STSDAS package in IRAF, as described in Paper II.
The total abundances have been calculated by taking into account, when required, the unseen ionization stages of each element, using the appropriate ionization correction factor (ICF) for each species, X/H = ICF(X +i ) X +i /H + as detailed in what follows.
Helium
We have used the well detected Hei λλ 4471, 5876, 6678 and 7065Å lines, to calculate the abundances of once ionized helium. For the three knots also the Heii λ 4686Å line was measured allowing the calculation of twice ionized He. The He lines arise mainly from pure recombination, although they could have some contribution from collisional excitation and be affected by self-absorption (see Olive & Skillman 2001 , for a complete treatment of these effects). We have taken the electron temperature of [Oiii] as representative of the zone where the He emission arises since at any rate ratios of recombination lines are weakly sensitive to electron temperature. We have used the equations given by Olive & Skillman to derive the He + /H + value, using the theoretical emissivities scaled to Hβ from Benjamin et al. (1999) and the expressions for the collisional correction factors from Kingdon & Ferland (1995) . To calculate the abundance of twice ionized helium we have used equation (9) from Kunth & Sargent (1983) . We have not made any corrections for fluorescence since three of the used helium lines have a small dependence with optical depth effects but the observed objects have low densities. We have not corrected either for the presence of an underlying stellar population. A summary of the equations used to calculate these ionic abundances is given in Appendix B of according to the formula by Barker (1980) , which is based on Stasińska (1978) photo-ionization models, with α = 2.5, which gives the best fit to the scarce observational data on out that this assumption can lead to an overestimate of Ne/H in objects with low excitation, where the charge transfer between O 2+ and H 0 becomes important. Thus, we have used the expression of this ICF given by (Pérez-Montero et al. 2007) . It is interesting to note, however, that given the high excitation of the observed objects there is no significant difference between the total neon abundance derived using this ICF and those estimated using the classic approximation.
The (Garnett 1992) . [Ariv] was not detected in the spectra. The total abundance of Ar was hence calculated using the ICF(Ar 2+ ) derived from photo-ionization models by Pérez-Montero et al. (2007) .
The ionic abundances with respect to ionized hydrogen of the elements heavier than helium, ICFs, total abundances and their corresponding errors are given in Table 6 .
Photoionization models of the observed regions
Detailed tailor-made photoionization models were produced in order to ascertain the main properties of the ionizing stellar population and the ionized gas. The methodology is described in Pérez-Montero et al. (2010) who study the brightest knots of the Hii galaxies described in Papers I and II, including knot A in SDSS J1657. Here we describe the models for knots B and C, and compare them with the observations and with the results obtained for knot A in Pérez-Montero et al. (2010) .
We have resorted to the photoionization code CLOUDY v. 06.02c (Ferland et al. 1998) We have used for the photoionization models the same Starburst 99 stellar libraries as in the model fitting of the stellar population, described in §4.4, with the metallicity closest to the value measured in the gas-phase, Z = 0.004 (= 1/5 Z⊙). We assummed a constant star formation history which, according to Pérez-Montero et al., gives the best agreement for the number of ionizing photons and the EW(Hβ) corrected for underlying stellar population and dust absorption effects. A thick shell geometry and a constant density of 100 particles per cm 3 have been set as input conditions in all the models. To fit the observed properties, the distance to the ionizing source, the filling factor, the dust-to-gas ratio and the age of the stellar cluster were left as free parameters.
One of the most important parameters in the correct modelling of ionized gas nebulae is the dust absorption factor, f d , which gives the ratio between the number of ionizing photons emitted by the stellar cluster and the number of ionizing photons absorbed by the gas ). This factor must be taken into account in deriving properties of the cluster from hydrogen Balmer recombination lines. It has been obtained in the best model, after an iterative method to fit the observed relative emission-line intensities and the corrected EW(Hβ) and L(Hα). In Fig. 4 we show the ratio between the intensities of the most representative observed and modelled emission lines for the three knots. Data for knot A have been taken from Pérez-Montero et al. (2010) . As we can see, the agreement results excellent for all involved [Oiii] lines, with a deviation smaller than 5% in all three knots. In the case of the [Oii] lines and [Siii] 9069Å it is better than 10%. The fitting of [Siii] at 6312Å is a bit worse, with a 20% of disagreement in knots A and C, and 30% in B. The largest discrepancy is found for the [Sii] lines, from 30% of disagreement up to 65% in the case of 6717,6731Å in knot B. In Table 7 , we compare the observed and modelled EW(Hβ), corrected for the contribution of the underlying stellar population. We also give the number of ionizing photons and other properties predicted by the individual models, such as the age of the ionizing cluster, filling factor, ionization parameter, dust-to-gas ratio and visual extinction. Figure 4 . Ratio between observed and modelled intensities of the most representative emission lines for each one of the star-formig knots. modelled values is excellent, both for the number of ionizing photons and the EW(Hβ).
In Fig. 5 we show a comparison between the four measured electron temperatures in each of the three knots and the values predicted by the models. As we can see, the best agreement is found for Te ([Oiii] ). In Te([Siii]), a good agreement is found only for knot A. The model temperatures are higher for Te ([Sii] ) and lower for Te([Oii]) than the derived from the measured line intensities. In Fig. 6 , we see the same comparison for the four respective ionic abundances. As in the case of electron temperatures, the agreement between O 2+ abundances derived from the observations and found by the models is excellent, while in the case of O + and S 2+ , only deviations not larger than 0.1 dex are found. The most evident deviation is found for the values of S + /H + which are higher in the direct measurements than in the model by 0.3 dex in average for the three knots.
We have calculated the total abundances of all the measured ions, now using these models, taking into account when required, the unseen ionization stages of each element, using the appropriate model predicted ICF for each species. The predicted ICFs for O, S, N, Ar and Ne and the total abundances obtained are listed in Table 6 . A discussion about the differences between the ICFs calculated by these models and those obtained from the most commonly used formulae is found in Appendix A of Pérez-Montero et al.
(2010). 
Te([Oiii])
. It is worth remembering that the adopted selection criteria for SDSS J1657 was high Hβ flux and large equivalent width of Hα, which tend to render objects with abundances and electron temperatures close to the median values shown by Hii galaxies. Although these criteria applied to the main knot (the SDSS spectrum), we find similar electron temperatures for all the regions. 
Chemical abundances
The abundances derived for the three knots using the direct method show the characteristic low values found in strong line Hii galaxies (Terlevich et al. 1991; Hoyos & Díaz 2006 . However, in general, these differences were attributed to the observational uncertainties (pointing errors, seeing variations, etc.) or errors associated to the reddening correction and flux calibration, and the oxygen abundance variations were not assumed as statistically significant, concluding that there is a possible common chemical evolution scenario in all of them. There are even greater differences when comparing the estimated abundances of the individual knots with those derived from the integrated spectra of the galaxies. For instance, found for the integrated spectrum of Mrk 1418 a lower value of direct oxygen abundance by about 0.35 dex (equivalent to a factor of 2.2) than for knots 1 and 2 of that galaxy. They pointed out that while this variation could reflect a real abundance difference in different scales (kpc-sized aperture for the integrated spectrum and sizes of the order of 100 pc for individual Hii regions), it may also be due to relatively large measurement uncertainties for the weak [Oiii] auroral emission line. Fortunately, our data are not affected by pointing errors and seeing variations, and the other observational uncertainties have a second order effect, since TWIN is a double beam longslit spectrograph that simultaneously acquire all the observed spectral range. Likewise, the errors associated with the measurements of the weak auroral emission lines are relatively small, specially for [Oiii] . The logarithmic N/O ratios found for SDSS J1657 using the direct method are -1.23 ± 0.11, -1.35 ± 0.16 and -1.36 ± 0.15 for knots A, B, and C, respectively. The derived values are on the high log(N/O) side of the distribution for this kind of objects (see left-hand panel of Fig. 6 of Paper II). The logarithmic values of this ratio found for the three knots using photoionization models are slightly lower, -1.34 ± 0.07, -1.47 ± 0.11 and -1.43 ± 0.11, respectively, although similar within the errors. However, the derived values present a larger uncertainty than the values of total oxygen abundance, so a definite conclusion can not be extracted about the homogeneity of this ratio. Anyway, it is quite suggestive to find a larger N/O ratio in the brightest knot, which has the larger metallicity. The N/O ratio is directly related to the chemical history of galaxies, as these two elements have different nucleosynthetic origin, so this difference can support to some extent the idea of a different chemical evolution in the three knots of this galaxy.
The log(S/O) ratios found are quite similar for Knots A and B (-1.53 and -1.57 respectively) and higher for Knot C (-1.32), but all three are almost equal within observational errors (∼ 0.12 in average). The values derived using the photoionization models follow the same trend as those estimated using the direct method (-1.65, -1.69, and -1.42 respectively). They are all slightly lower than the solar value, log(S/O)⊙ = -1.36 (Grevesse & Sauval 1998) . On the other hand, the logarithmic Ne/O ratio is remarkably constant, with a mean value of 0.75 (0.72 from the photoionization models), despite the differences in oxygen abundance between knot A and knots B and C. They are consistent with solar, log(Ne/O) = -0.61 4 . The Ar/O ratios found (which are almost the same using the direct method and the photoion- ization models) show a very similar value for Knot A and B, while Knot C has a ratio higher by 0.2 dex. The mean value is consistent with solar, log(Ar/O) = -2.29 5 , within the observational errors.
Finally, the derived helium abundances are the same for the three knots within observational errors.
Ionization structure
The ionization structure of a nebula depends essentially on the shape of the ionizing continuum and the nebular geometry and can be traced by the ratio of successive stages of ionization of the different elements. With our data it is possible to use the O + /O 2+ and the S + /S 2+ to probe the nebular ionization structure. In fact, Vílchez & Pagel (1988) showed that the quotient of these two quantities that they called "softness parameter" and denoted by η is intrinsically related to the shape of the ionizing continuum and depends on geometry only slightly. An insight into the ionization structure of the observed objects can be gained by means of the η diagram (see Paper I).
In Fig. 7 , left panel, we show the relation between log(O + /O 2+ ) and log(S + /S 2+ ) derived using the direct method and the photoionization models for the knots of SDSS J1657 (filled yellow diamonds and red triangles, respectively), the objects studied in Paper I and Paper II (blue circles) and Hii galaxies (open squares) from the literature (see description and references in Paper II). In this diagram diagonal lines correspond to constant values of the η parameter which can be taken as an indicator of the ionizing temperature (Vílchez & Pagel 1988) . Hii galaxies occupy the region with log η between -0.35 and 0.2, which corresponds to high values of the ionizing temperature. As noticed in Paper II, Knot A shows a very low logarithmic value of Another possible explanation for the differences between these two diagrams can be obtained by inspecting the position of the models described above in relation to the observational points (red triangles in the figures). Models with a thick shell geometry and a constant density predict higher Te([Sii]) and, hence, lower S + /H + , which causes the η parameter to be higher than the values estimated from the measurements. In fact, the difference between the ionic abundances derived by the direct method and those predicted by the models can be also seen in Fig. 6 (2010), could be a consequence of an outer shell of cold diffuse ionization structure in these objects with an extra emission of [Sii] which contributes to their integrated spectrum. The agreement is better for the η' diagram, being knot B the most discrepant, which is consistent with the differences between the observed and modelled lines (see Fig. 4 ), where the higher difference corresponds to the [Sii] lines. In both diagrams, η and η', the three knots of SDSS J1657 present a very similar ionization structure, showing almost the same values within the observational errors. This implies that the equivalent effective temperatures of the ionization radiation field are very similar for all the knots, although we find some small differences in the ionization state of the different elements.
Chemical abundances from empirical calibrators
The emission line spectra of the three star-forming knots in J1657 are very similar, implying similar values for ionization parameter, ionization temperature, and chemical abundances. We derived the ionization parameters from the [Oii] to [Oiii] lines ratio according to the expression given in . The logarithmic ratio is similar in all the knots ranging from -2.47 for knot B to -2.65 for knot A. The different strong-line empirical methods for abundance derivations, which have been widely studied in the literature, are based on directly calibrating the relative intensity of some bright emission lines against the abundance of some relevant ions present in the nebula (see e.g. García (2005), who obtain different uncertainties for each parameter in a sample of ionized gaseous nebulae with accurate determinations of chemical abundances in the whole range of metallicity.
In Fig. 8 , we show the total abundances as derived from several strong-line empirical methods (with their corresponding errors estimated taking into account the errors of the line intensities and also the errors given by the calibrations of the empirical parameters) and the oxygen abundances calculated from the electron temperatures measured using the direct method and those estimated from the photoionization models for each knot.
Among the available strong-line empirical parameters we studied the O23 parameter (also known as R23 and originally defined by Pagel et al. (1979) and based on [Oii] and [Oiii] strong emission lines). This parameter is characterized by its double-valued relation with metallicity, with a very large dispersion in the turnover region. According to the values measured, we used the McGaugh (1991) calibration for the lower branch. For knots B and C, this calibrator fails to predict the value obtained with the direct method, overestimating the oxygen abundance, although the derived values are very similar if we take into account the observational errors and the large spread in the empirical O23 diagram (see Fig. 3 of Pérez-Montero & Díaz 2005) .
The N2 parameter (defined by Storchi-Bergmann et al. 1994 ) is based on the strong emission lines of [Nii] . It remains single-valued up to high metallicities in its relation to oxygen abundance, and it is almost independent of reddening and flux calibrations. Nevertheless, it has the high dispersion associated to the functional parameters of the nebula (ionization parameter and ionizing radiation temperature) and to N/O variations. We used the empirical calibration of this parameter from Denicoló et al. (2002) to derive the oxygen abundance in the three star-forming knots of this galaxy. We can see in Fig. 8 that N2 behaves similarly to O23 in predicting the abundances.
The parameter O3N2, defined by Alloin et al. (1979) , depends on strong emission lines of [Oiii] and [Nii] . We used the calibration due to Pettini & Pagel (2004) and, as we can see in Fig. 8 it has a very similar behaviour to that of N2.
The S23 parameter was defined by Vílchez & Esteban (1996) and is based on the strong emission lines of [Sii] and [Siii] . The calibration by Pérez-Montero & Díaz (2005) yields comparable oxygen abundances for the three observed knots that are in turn in very good agreement with the abundances derived using the direct method for knots A and B, and slightly higher for knot C, but still consistent within the errors.
The ratio of the S23 and O23 parameters as S23/O23 (Díaz & Pérez-Montero 2000) is a parameter that increases monotonically with the oxygen abundance up to the oversolar regime and is very useful to study variations over wide ranges of metallicity (e.g. disks). We applied the calibration from Pérez-Montero & Díaz (2005) and found a good concordance with the values determined by the direct method.
The Ar3O3 parameter, defined and calibrated by Stasińska (2006) as the ratio of [Ariii] λ 7136Å to [Oiii] λ 5007Å lines, predicts slightly higher values than the S23 parameter and in better agreement with those derived directly.
Different strong line empirical metallicity calibrators are commonly used to estimate the oxygen abundances in objects for which direct derivation of electron temperatures is not possible. However, as illustrated in Fig. 8 , different empirical calibrations give results that are not in complete agreement with direct measurements, and the goodness of the result even changes between knots when using the same calibrator. Pérez-Montero et al. (2009) found a very similar behaviour for the star-forming knots of IIZw71, except for the Ar3O3 parameter, which is a better estimator of the oxygen abundances for the knots in SDSS J1657. For two knots in Mrk 1418, derived the oxygen abundances from the observed [Oiii] λ 4363Å auroral emission line, and compared them with those abundance values derived using the N2 and O3N2 empirical parameters, and found a similar discrepancy, with the empirically derived values being slightly larger. Clearly, more observations and direct abundance estimations are needed in order to improve calibrations and truly understand the origin of the observed dispersions and discrepancies (see discussion in Paper I about the dispersion and precision of the S23 parameter).
The stellar population
The study of the stellar content of our objects was carried out using the STARLIGHT code, which calculates the combination of stellar libraries and the extinction law that reproduces the spectral energy distribution, to derive the properties of the stellar population in each of the knots. STARLIGHT fits an observed continuum spectral energy distribution using a combination of multiple simple stellar populations (SSPs; also known as instantaneous bursts) synthetic spectra using a χ 2 minimization procedure. For consistency with the photoionization models used to model the gas of knot A in Pérez-Montero et al. (2010), we have used in the fitting a synthetic stellar population obtained using Starburst99 (Leitherer et al. 1999; Vázquez & Leitherer 2005) with the Geneva stellar evolutionary tracks for continuous star formation with high mass loss (Meynet et al. 1994) , the Kroupa Initial Mass Function (IMF; Kroupa 2002) in two intervals (0.1-0.5 and 0.5-100 M⊙) with different exponents (1.3 and 2.3, respectively), the theoretical wind model (Leitherer et al. 1992) , with the model atmospheres from Smith et al. (2002) , and the stellar cluster metallicity being the closest to the nebular one, Z = 0.004 (= 1/5 Z⊙, see Paper II and Pérez-Montero et al. 2010) . The STARLIGHT code solves simultaneously the ages and relative contributions of the different SSPs and the average reddening. The reddening law from Cardelli et al. (1989) is used. Prior to the fitting procedure, the spectra were shifted to the rest-frame, and re-sampled to a wavelength interval of 1Å in the entire wavelength range between 3500Å and 9000Å by interpolation conserving flux, as required by the program. Bad pixels and emission lines were excluded from the final fits.
In Fig. 9 we show the age distribution of the visual light fraction for the individual knots. All of them present a very young stellar population with ages around 10 Myr, responsible for the ionization of the surrounding gas. Practically all the mass of the knots seems to come from a very old population of about 8.3 Gyr. However, this result is puzzling given that no absorption metal lines characteristic of old stellar populations, such as Mgii λ 5173Å and/or Caii H λ 3933Å, Caii K λ 3968Å, and Caii Triplet λλ 8494, 8542, 8662Å, are detected in the spectra. The estimated total stellar mass, the mass of the stellar population with an age younger than 10 million years, responsible for the ionization of the gas, and the fraction of this last one with respect to the former, are listed in Table 8 for the three knots, together with the internal extinction, A(V) (as given by STARLIGHT) and the reddening constant [c(Hβ)] estimated by the model. No aperture correction factors have been taken into account for the Hα luminosities, due to the compact nature of the objects. Indeed, the discrepancy factors between our Hα luminosities for Knot A and those measured in the SDSS catalog using a 3 arcsec fiber is no larger than 1.3.
We do not expect to find the same values of extinction in the gas and the stellar population. In this galaxy, although the extinction is larger in knot A than in B and C (the opposite from the derived values using the Balmer decrement) the general result is consistent with low extinction.
The mean ages and stellar mass fraction (with respect to the total stellar mass of the corresponding cluster) of the ionizing stellar population fitting by STARLIGHT for each knot is very similar, in very good agreement with the ionization structure derived in §4.2. Since the age distribution of the ionizing population of the different knots seems to be similar, this could indicate a common evolutionary stage of this population which is probably related to a process of interaction with a companion galaxy that triggered the star formation in the different knots almost at the same time.
In Fig. 1 we can appreciate a tail of diffuse emission gas observed to the south of knot A, with a few weak and blue knots probably hosting star formation. To the north-east there is a bright and redder galaxy. We need more spectroscopic data to disentangle whether these different stellar systems are related or it is only a projection effect. The relatively small differences in the derived metallicities for the star-forming knots of SDSS J1657 could indicate a slightly different chemical history of these knots.
Ionizing stellar populations
Some properties of the emission knots can be obtained from the measured Hα flux, such as Hα luminosity, number of ionizing photons, mass of ionizing stars and mass of ionized hydrogen (see e.g. . The observed Hα flux was corrected in each knot for reddening using the values of the reddening constants, c(Hβ), given in Table 3 . We assume a distance to SDSS J1657 of 161.2 Mpc (Mould et al. 2000) . Besides, we have used the dust absorption factors, f d derived using photoionization models to correct these quantities. These factors are independent of reddening correction because they affect above all the number of ionizing photons emitted by the stellar cluster. As we can see in Table 7 , these factors are larger in knots B and C than in knot A, consistent with the differences found in the reddening as derived by measuring the Balmer decrement. These differences in reddening are not surprising attending to the different ages of the ionizing clusters found in the same photoionization models (see §3.4), which are respectively 7.9, 5.1 and 4.6. Although the metallicity in knots B and C is lower, as the star formation started later in these knots, the ionizing photons have not already broken the dust cocoon usually shrouding these very young star formation knots. The derived and corrected values are given in Table 9 .
The derived values of the masses of the ionizing clusters (i.e. with an age younger than 10 Myr) can be compared with those provided by the STARLIGHT fit. For knot A STARLIGHT gives a slightly lower value than the one we derive by a factor of 2, while for knot B and C this factor is larger, about 7 and 5, respectively. If we take the masses derived from the Hα fluxes, which are, in principle, lower limits since a possible escape of photons is not taken into account, and we use the calculated proportions of young to total mass given in Table 8 we obtain total masses of about 7 × 10 8 M⊙ for each knot. The weight of the underlying stellar population in the visual light is larger in knot A than in knots B and C. The corrected EW(Hβ) is 12% larger in knot A but less than 1% in the other two knots.
The star formation rate (SFR) for each knot was derived from the Hα luminosity using the expression given by Kennicutt (1998) , SFR = 7.9 × 10 −42 × L(Hα). The derived values are also given in Table 9 , taking into account dust absorption factors obtained from our models as discussed in previous sections. The SFR obtained range from 0.375 M⊙ yr −1 for knot B to 0.697 M⊙ yr −1 for knot A.
Kinematics of the knots
In Fig. 10 (vr ≈ 11500 km/s), in very good agreement with the value given by the SDSS (see Table 1 ). The rotation curve is basically linear, with some perturbations. Also the weak pure emission line knot located between Knot A and C seems to follow a circular rotation curve. There is a depression of about 50 km/s in the radial velocity curve located between this pure emission knot and Knot C. In principle, we could attribute this deviation from the circular motion to a poor signal from the emission lines (see the spatial profile and the longslit spectra, Figs. 2 and 10, respectively). However, it is not the position with the lowest emission, and the other zone around the minimum emission does not show a similar deviation of the radial velocity field from the circular motion. Moreover, the radial velocities in this depression derived from the Hα and [Oiii] lines are in good agreement showing a similar behaviour, which leads us to suppose that this depression is a real deviation from the circular motion. This could be due to the presence of an expanding bubble or shell (or superposition of more than one) of ionized gas approaching us with respect to the systemic velocity of the galaxy defined by the velocity of the brightest and most massive star-forming cluster, Knot A. In this case, we could only see the expanding material which is moving in our direction, since we detect a systematic variation of the radial velocity, but not a broadening of the emission line with a systemic velocity in accordance with that expected for the circular motion. Another possibility would be that the ionized gas related to this weak emission area is affected by a possible interaction with a tail of emission gas located at the south of the Knots or with the redder galaxy observed to the north-east (see Fig. 1 and discussion above). This interaction could be responsible for the deviation from circular motion, as well as the fact that the ionizing population of the different star-forming knots seem to have similar ages (see §4.4). It has been noticed by that several works show a substantial fraction of dwarf galaxies that show recent episodes of star formation have optical faint and gas-rich low-mass companion galaxies (e.g. Taylor et al. 1993 Taylor et al. , 1995 Taylor et al. , 1996 Noeske et al. 2001; Pustilnik et al. 2001) . Even in the case of apparent isolated galaxies there are clues that favour the interpretation that interactions play a substantial role in the evolution of these individual systems (Johnson et al. 2004; Östlin et al. 2004; Bravo-Alfaro et al. 2004 , 2006 Cumming et al. 2008; ).
Assuming that we see the galaxy edge-on, with a radial velocity vr = 100 km/s given by the difference between Knot A and the furthest point where we can measure the emission lines with good enough S/N, and considering an optical radius of 14 arcsec for this point (equivalent to R opt = 11 Kpc at the adopted distance of 161.2 Mpc for SDSS J1657, with a scale of 782 pc arcsec −1 ) we have estimated a dynamical mass inside this radius of 2.5 × 10 10 M⊙.
Since the three star-forming knots clearly dominate the luminosity of the galaxy (see Fig. 1 ), we have derived their blue magnitudes from the SDSS values (see Table 1 ). We adopt these values as representative of the total light, although we know that they are (together) an upper limit to the total magnitude of the galaxy since we are not taking into account the light outside the 3 arcsec SDSS fiber (see Fig. 1 ). We have obtained the B magnitude from the Sloan g and r photometric magnitudes using the transformation equation from Chonis & Gaskell (2008) , B = g+0.327×(gr)+0.216, given B A =17.15, B B =20.75, and B C =19.67. We have obtained a total blue luminosity L B = 6.2×10
9 L⊙, which gives an upper estimation of 4 for M/L B , in agreement to what is found by Faber & Gallagher (1979) for irregular galaxies.
SUMMARY AND CONCLUSIONS
The star formation processes in Hii galaxies are known to occur in low density environments. Spectrophotometric observations of SDSS J1657 were carried out to study the physical properties of its individual bursts of star formation. In the three individualized star-forming regions the electron densities were found to be well below the critical density for collisional de-excitation.
We extracted information on the three knots of SDSS J1657, labelled A, B and C. The temperature measurements allowed the direct derivation of ionic abundances of oxygen, sulphur, nitrogen, neon and argon. The total abundances of these species are in the same range of metallicities measured in Hii galaxies, between 7.78 and 7.99, with estimated errors of about 0.05 dex. Knots B and C show similar abundances, while the value for Knot A is about 0.2 dex higher. This behaviour is mirrored by the N/O ratio. Knots A and B have similar Ar/O while Knot C is the one with a different value. Within obsevational errors, S/O is almost the same for the three knots. The Ne/O ratio is remarkably similar for all three regions.
We have studied the underlying and ionizing stellar populations for the three regions and modelled the properties of the emitting gas using a photoionization code. The estimated electron temperatures and ionic abundances using the direct method are well reproduced by the models except for those of S + /H + . This could be due to the presence of diffuse gas in these star-forming regions, which is not taken into account in the models. Regarding the hardness of the radiation field, model predictions agree with observations when the softness parameter η which parametrizes the temperature of the ionizing radiation, is expressed in terms of emission lines intensity ratios. However, there is a disagreement when ionic abundance ratios are used instead. This is probably caused by the overestimate of the electron temperature of S + by the models and the corresponding underestimate of the S + /S 2+ abundance ratio rather than by the existence of an additional heating source in these knots.
We have also estimated the total oxygen abundances by means of different strong-line empirical parameters. In all cases, the estimated abundances are consistent with those derived by the direct method with the parameter involving the sulphur lines providing the closest fit. The rest of the parameters slightly overestimate the oxygen abundance.
The star formation history for the three knots derived from the fitting of multiple simple stellar populations using STARLIGHT are remarkably similar, with an old population of about 8 Gyr presenting more than the 99% contribution to the mass fraction. This result is somewhat unexpected and data on its surface brightness distribution would be very valuable to explore further this finding. Since the age distributions of the ionizing population among the different knots of SDSS J1657 seem to be similar, this could indicate a common evolutionary stage of this population which is probably related to a process of interaction with a companion galaxy that triggered the star formation in the different knots at about the same time. Besides, this interaction could be responsable for the deviation from the circular motion shown by the rotation curve, which is basically linear in the region where we can measure the emission lines with a good enough S/N ratio. However, this deviation could be also related to an expanding bubble or shell of ionized gas approaching us with a velocity of 50 km/s with respect to the predicted velocity from the rotation curve. The ionization structure mapped through the use of the η and η ′ diagrams derived from our observations shows very similar values within the errors for all the knots. This fact implies that the equivalent effective temperatures of the ionization radiation fields are very similar for all the studied regions, in spite of some small differences in the ionization state of different elements.
Finally, we have derived a dynamical mass of 2.5 × 10 10 M⊙ from the rotation curve with a mean value of 100 km/s at an radius of 11 Kpc. The total mass of the young clusters derived for the three star-forming knots using the Hα luminosities is 7.3 × 10 6 M⊙, making up a small fraction of the total dynamical mass, about 0.03 %. We have estimated an upper limit of about 4 for the ratio M/L B . Data on the surface brightness distribution using broad and narrow band images would be very valuable to explore further this result.
