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Consider a set of n positive integers consisting of CL, l’s, cc, 2’s,. . . , p, r’s, If the integer in 
the ith place i*l an arrangement r~ of this set is u(i), and a non-rise in u is defined as 
a(i + l)~u(i), a problem that suggests its4f is the determination of the number of arrange- 
ments u with k non-rises. When each pi is unity, the problem is that of finding the number 
A(n, k) of permutations of distinct integers 1,2, . . . , n with k descents, a descent being defined 
as u(i + 1) C u(i). The number A(n, k) is known as an Eulerian number. The problem of finding 
the number of arrangements with k non-rises of the more general set, when not all of p, are 
unity, has appeared in the literature as one part of a problem on dealing a pack of cards, this 
having been proposed by the American astronomer Simon Newcomb (1835-1909). 
Both the Eulerian numbers and Newcomb’s problem have accumulated a substantial litera- 
ture. The present paper considers these topics from an entirely new stand-point, that of 
representations of the symmetric group. This approach yields a well-known recurrence for the 
Eulerian numbers and a known formula for them in terms of Stirling numbers. It also gives the 
solutions of the Newcomb problem and some recurrences between these solutions, not all of 
which have been found earlier. A simple c:onnection is found between Stirling numbers and the 
Kostka number!: rlrf symmetric group representation theory. The Eulerian numbers can also be 
expressed in terms of the Kostka numbers. 
The idea which is novel in this treatment and recurs almost as a motif throughout he paper is 
that of a skew-hook. This occurs in the first place in a very natural way as a picture of the rises 
and non-rises of u, with the nodes of the skew-hook labelled successively as a(l), u(2), . . . . As 
the paper develops, a new form of skew-hook associated with u emerges. This does not in 
general depict the rises and non-rises of a, and it is now the edges. not the nodes, which carry 
integer labels. A new type of combinatorial number, here called a V-function, arises from these 
edge-labelled skew-hooks. The Y-functions are intimately related to the Eulerian numbers and 
the Newcomb solutions and may have further combinatorial applications. The skew-hook 
treatment casts fresh light on MacMahon’s solution of the Newcomb problem and on his “new 
symmetric functions’*, and, if u(i)-o(i + 1) 3 s defines zn s-descent in u, on ‘he enumeration of 
permutations with k s-de(*cF;nts. 
Also some characters of the symmetric group with interesting properties and recurrences 
arise in the course of the paper. 
1. Pntroduction 
This paper is one of a series which link certain ideas from classical enumeration 
theory with some of the ideas from the classical theory of representations of the 
symmetric group Sp,. 
In an earlier paper (Foulkes [ 1 I]) I showed how the enumeration of permuta- 
tions of 1, 2,..., n with a prescribed up-down sequence could be expressed in 
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terms of two kinds of non-negative integer arising ir symmetric group repres :nta- 
tion theory. One of these integers is the dimension of the irreducible rEpresenta- 
tjc.m [A] of Sp,,, usually denoted by fh or f(h). The other is the coefficknt g,, of 
the S-function {q) in the product of {e) and {p}, the partitiwi (0) and (q) being 
given by the prescribed up-down sequence. 
A second paper (Foulkes [ 121) applied theqe ideas to the tangent and secant 
numbers. and to characters of Sq, which arise in a natural way from the 
enumerative formulae obtained for these numbers. 
The present paper considers the Eulerian numbers A(n, k) from the same 
standpoint. I take the definition of A(n, k) as the number of permutations u of 
1 ’ . .w., . . . tz, without repet,itions, which have k descents. A descent is a pair a(i), 
tr(i 1 1) such that ~(i)>c~(i + 1). Using the method of the first paper mcwtioned 
abate. A (ct. k ) is expressed as C A! n, k. p)f( p). where the coefficients A (~1, k, p) 
;trc non-negative integers. T44cs giving A( #I. k) in this form are obtained for 
11 s %. Later in the paper it is shown how the A(n, k, p) can be expressed in terms 
of the numbers of Kostka [ 151. which are well known in symmetric group 
rcprcsentation theory. 
By replacing f(p I in A( n, k) by the irreducible character xW of Y,, we obtain a 
ch;tractcr of 9” which I denote by x[A (12, k I]. This set of n characters has the 
property that. for given ct and k, two classes of Sq., which have the same number 
trf parts in their cycle-structure have the szme characteristic. These characters can 
~hu++ bc exhibited as an n x ,ul table. Further there exists a recurrence relation 
hctwecn the characters from w’hich each characteristic an be expressed as a linear 
function of the Eulcrian nt,,,lucrs, with binomial coefficients alternating in sign. 
What seems to be more remarkable is that there is a second recurrence relation 
hctwccn th%: characters which produces an alternative expression for each charac- 
tcristic. having the same binomial coefficients aliernating in sign, but with each 
Eu1cri;rr-l number A(f, y) now replaced by what appears to be a new type of 
combinatorial number denoted here by ly,,(n, k). This curious parallelism be- 
twccn Eulerian and Wnumbers suggests that the latter may have further signifi- 
cancc in enumeration theory. They do in fact appear in a more general form later 
in the paper 3 connection with the solution of Simon Newcomb’s problem. 
The remainder of the paper deals with the symmetric functions which arise in a 
natural way from A(n, k) by replacing $$L) by the S-function {p} to obtain a 
symmetric function 1 denote by { A(n, k I)., and then expressing {IL} in terms of 
( 1 I products of power sums s, to give S[A (n, k )]. 
(2) It, products to give H[A( n, k)], 
t 31 u, products to give &[A (n, k)]. 
IJ) monflmials to give M[A(n, k)]. 
Points of interest arise from each of these symmetric function formulations. 
-F here lb9 a connection with MacMahon’s “new symmetric functions” [19], and an 
explicit form for H[Aw, k)] is obtained. Expressions for Eulerian numbers and 
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Stirling numbers of the second kind in terms of Kostka numbers emerge. These 
links between well known numbers from enumeration theory and symmetric 
group representation theory are believed to be the first of their kind to be 
discovered. The monomial expression M[A(n, k)] turns out to be precisely 
MacMahon’s solution [19] of Simon Newcomb’s problem. The variolus recur- 
rences which permeate the paper reach something of a climax in a recurrence for 
M[A(n, k)], which appears to have been overlooked, in the full generality given 
here, by MacMahon and subsequent workers in this field. It enablles tables of 
M[A(n, k)j to be easily constructed, and leads to an expression of some apparent 
novelty for any term in MacMahon’s solution of Newcomb’s problem as one of 
the Cfunctions mentioned above, and as a linear combination of Eulerian 
numbers with non-negative coeficients. 
2. Eulerian numbers in the form c A(n, K, k)f(p) 
A descent in the permutation u = a( I)a(2) l l l a(“n) of 12 distinct integers is a 
pair a(i), a(i + l), (i = 1,2,. . . , n - l), such that a(i)>a(i + 1). We seek to find 
the number A(n, k) of those permutations cr with k descents. 
When CT is exhibited as a skew-hook with its descents as the horizontal lines 
from right to left, in accordance with the convention adopted earlier (Frrulkes 
[ 1 I]), it is clear that 
summed over all skew-hooks s, each with its own (0) and (q), which have n nodes 
and k unit horizontal steps. The horizontal and vertical lines in a skew-hook are 
referred to as flats and downs respectively. Thus A&3) is derived from the 
skew-hooks on five nodes with three flats shown below. 
__l __I- I r-- 
These give respectively the lattice permutations 
leading to the following possibilities for (p), 
(4 1); (4 I>+(3 2); (4 I)+(3 2); (4 0, 
from which A ($3) =: 4f’(4 1) + 2f(3 2) = 26. 
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Direct calculation, using the direct procedure described in an earlier paper 
(Foulkes [ 1 I]), and not the reverse use of the Littlewood-Richardson rule implicit 
in the above example, gives Tables 1, 2, 3, 4, 5, 6 for A (q k) in the form 
c A(n, k, &f(g) for 3 s n G 8. 
Table 1 
(3) !2 1) (13) A(3, k) 
0 I 1 
1 2 4 
2 1 1 
- 
Sum 1 2,l 6 
Table 2 
(4) (3 1) (2*) (2 l*j (14) A(4, k) 
(1 1 1 
1 1 3 11 
2 3 1 11 
3 1 1 
Sum 1 3 2 3 1 24 
Table 3 
(5) (4 1) (3 2) (3 l*) (2* 1) (2 1”) (1”) A(5, k) 
0 1 1 
1 2 4 26 
2 3 6 3 66 
3 4 2 26 
4 1 1 
Sum 1 4 5 6 5 4 1 120 
\fi 
k (6) (5 1) (42) (3*) (4 l*) (3 2 1) (3 13) (23) (2* l*) (2 14) (P) A(6, k) __- 
0 1 1 
1 1 3 5 57 
2 1 f% 10 3 6 302 
3 6 3 10 8 1 302 
4 5 3 1 57 
5 1 1 
SUrpl 1 5 9 5 10 16 10 5 9 5 1 720 
-- 
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An explicit expression for the entries A@, k, G) in these tables in terms of 
Kostka numbers is given later (Theorem 7.. l), but some results suggested by an 
inspection of the tables are proved below, using the methods detailed in an earlier 
paper (Foulkes [ 111). The partition conjugate to (CL) is denoted by (6). 
Propell\ty 1. A(n,k,p)=A(n,n-k-1$). 
Proof. The ways of using an n-skew-hook (that is, a skew-hook with n nodes) 
with k flats as a line of route in a (Cc)-diagram are clearly in one-to-one 
correspondence with the ways of using an n-skew-hooh with n - k - 1 flats as a 
line of route in a @)-diagram. The result is immediate. 
Property 2. A (n, k, CL) is zero when (CL) has a part exceeding k + 1, and when (6) 
has a part exceeding n - k. 
Prod. Clearly any line of route in a (Cc)-diagram, where (p) has one part greater 
than k -t 1, must, be derived from an n-skew-hook with k + 1 flats and so 
A 6 II, k, p) - 0. T& (6) case follows from Property 1 above. 
PIQPertY 3. A(n. Lp)=A(n,n-2,fi)=n-2r+l, for (@)=(2rln+), ocrs 
L ‘al. 
Proof. The only n-*:kew-hooks which will serve as lines of ruute in a (CL)-diagram 
with at least one part greater than two will require at least two flats, which is not 
admissible here since k = 1. When (cc) has at least one part equal to two, and no 
greater part, then an upward step in the line of route must start either at one of 
the rows possessing one node only or at the left-hand node of the lowest row of 
two nodes. Thu_ there are n - 2r + 1 possibilities for the single upward step 
allowed (since k = l), and so there are n -- 2r + 1 lines of route. 
Property 4. The sum of the entries in the column corresponding to f(p) is f(p) 
itself. 
Proof. If (&==(p,,p2,. . .) with ~,3~+. . l , the entry in the f(p) column and 
the k row is the number of lattice permutations of c_L~, cy’s, p2 p’s,. . . which can 
be fitted into those n-skew-hooks which have k fly. Each lattice permutation has 
its own in-built skew-hook, which is essentially the line of route of the associated 
standard young tableau, and so each of the f(F) lattice permutations contributes 
a unit to one a& only one A (n, k). 
roper 5. Each row has only one eon-zero entry corresponding to a hook 
partitiora (I_C ) = (I 1 “-‘), and this entry is for r = k + 1, and its value is (“,I:). 
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Proof. A lattice permutation consisting of r cy’s and one each of p, y, 6, . . . , which 
corresponds to (p) = (r l”-‘), has necessarily a standard Young tableau of hook 
shape. The line of route in this tableau will necessarily have r - 1 lines, one from 
each of the nodes in the ;op row except the first, and these become flats in the 
associated skew-hook. Hence k = r - 1, and the number of lattice permutations is 
f (Y l,-,) = (“,ri). 
3. The characters x[A(n, k)] 
If in A (n, k) = c A (n, k, p)f(p), the irreducible character [&J of Y,, is substi- 
tuted in place of f(p), a compound character of 9’,, is obtained; this is denoted by 
x[A(n, k)]. These characters have the following rather remarkable property. 
Theorem 3.1. For given n and k, two classes of 3’,, having the same number of parts 
in their cycle-structure have the same characteri’stic in, x[A(n, k)]. 
Proo& We are considering the compound character x[A(n, k)] = ES C, ge,&], 
where s ranges over all n-skew-hooks with k flats, each s thus defining its own (8) 
and (q). All of these (“;I) n-skew-hooks are obtained by affixing a flat to the top 
right-hand node of each of the (:I:) (n - 1)-skew-hooks with k - 1 flats? or by 
afhxing a vertical step to the top right-hand node of each of the (“i*) (.“t - l)- 
skew-hooks with k flats. 
The proof uses the concept of a (x; A, p)-structure introduced in an earlier 
paper (Foulkes [lo]). 
Let (p) = (x,, x2,. . . , x,) be a partition of n, where the Y non-zero parts are in 
some arbitrary, but fixed, order for any n-skew-hook s. The (@-diagram and the 
(q)-diagram are such that the latter deprived of its skew-hook rim s is the former, 
and it has been proved (Foulkes [lo]) that xP geW& is the sum of the weights of 
all the paths from (6) to (q) in the (x; A, p)-structure. Skew-hooks of x1, x2, . . . , x, 
nodes have to be removed from s so as to leave a partition diagram after each 
removal of an Xi-skew-hook. That is? s has to be separated in all possible ways 
into skew-hooks or x1, x2,. . . , x, nodes subject to this removability condition. 
As indicated above, s is obtainable from a certain (n - 1)-skew-hook s’ by 
affixing a flat or a vertical step at the top of s’, according as s has k - 1 or k flats. 
Suppose the extra node attached to s’ in this way is part of a skew-hook of Xi 
nodes. 
(i) When Xi > 1, the separation of s into Y skew-hooks with x1, x2, . . . , X, nodes 
respectively is in one-to-one correspondence with the separation of s’ into Y 
ske-iv-hooks containing x1, x2, _ . . , Xi-17 Xi - 1, Xi+19 . . . 9 X, nodes respectively, 
where the top skew-hook has Xi - 1 nodes and is the ith to be removed. 
Assume the theorem is true for .Yn_+ Consider those n-skew-hooks s with a 
flat at the top. The sum, over all such s, of the weights of all paths from (0) to (q) 
in the (x; A. p)-structures corresponding to (p), (but not necessarily all obtained 
from the same ordering x,. x2, . . . . x,), is equal to the sum of the weights of all 
paths from (0’) to (9’) corresponding to any partition (p’) of n - 1 with r parts 
aummcd over all (n - 1 )-skew-hooks with k - 1 flats. Since s and the s’ from which 
it is derived by afixing a flat have the same number of rows, no change of sign is 
involved. 
For those skew-hooks s with a vertical step at the top, the sum of the weights of 
all possible patis from (0) to (q) in the (x; A, p)-structures corresponding to (p), 
summed over all such s, is the sum of the weights of all paths from (0’) to (q’) 
corresponding to any partition (p’) of n - 1 with r parts, but with its sign reversed 
since one more row is involved in s than in s’, the summation being over all 
(n - D )-skew-hooks s’ with k flats. 
Hence if x, denotes the characteristic of any class of 9’,,_1 with r parts, and xCPI 
is the characteristic of the particular class (p) of ,Y” with r parts, 
xJAh kjl= x,lA(n -1, k-I)]-x,[A(n-I. k)]. 
For given n and k, the right-hand side depends only on r, and so is the same for 
all (p) on the left-hand side which have r parts. This proves the theorem when 
xi 1. 
(ii) When Xi = 1, and the affixed node is at the top of a vertical step, it cannot 
be removed from s on its own as a first step in the sequence of removals of 
skew-hooks on x,, x-,, . . . , x, nodes; that is, if this node corresponds to Xi, then 
i 7( I. But the choice of x,, x2, . . . , x, as an ordering of the parts of (p) is arbitrary 
and so X, could be chosen to be one of the unit parts of (p). assuming of course 
that there is at least one such part. Hence there are no paths from (8) to (q) for 
this type of skew-hook s is we regard the affixed node as x,. 
Similarly when the affixed node is at the right-hand end of a flat it cannot be 
removed on its own as the last step in a sequence of removals of skew-hooks from 
s. and so be regarding this node as x,, there are again no paths from (8) to (11). 
This proves the theorem. 
As a consequence the ta.bles of the characters x[A( n, k)] can be exhibited in 
II x tr form. the columns referring to the number r of parts in the cycle-structure 
of the conjugate classes of Z&. Tables 7 IO 13 give these character tables up to 
f? -= 8. 
Table 8 
-i-at&! 7 _.- 
-- r 3 2 1 
r 2 1 _-- 
~g[A(3, W] 
x[AQ.Or] 1 -1 jd[A(3, l)] : -h -: 
&w. 111 I 1 &U3,2)] 1 1 * 
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Table 9 Table 10 
r 43 2 1 r 5 4 3 2 1 
x[A (4,O)l 1 -1 1 -1 x[A(5,0)] 1 -1 1 -1 1 
;y[A(4, 1)] 11 -3 -1 3 x[A(5, I,] 26 -10 2 2 -4 
x[A(4,2)] 11 3 - 1 -3 xCA(5,N 66 O-6 0 6 
~[A(49 3)1 3 1 1 1 x[A(5,3)1 26 10 2 -2 -4 
x[A(5,4)] 1 1 1 1 1 
Table 11 
r 6 5 432 1 
xLWi 011 1 -1 1 -1 1 -1 
xL4Mi 1)l 57 -25 9 -1 --3 5 
x[A (f&2)1 302 -40 -10 8 2 -10 
x[Mk 3)l 302 40 -10 -8 2 10 
xi2 (6.4)1 57 2s 9 1 -3 -5 
xCN6.5)1 1 1 1 1 1 3 
Table 12 
r 7 6 54 32 1 
x[A (7. O)] 1 -1 1 -1 1 -1 1 
x[A(7. 01 120 -56 24 -8 0 4 -6 
x[A(7,2)1 1191 -245 15 19 -9 -5 15 
x[A (7,3)1 2416 0 -80 0 16 0 -20 
xCA (79 4)1 1191 245 15 -10 -9 5 15 
xCA t7,5)1 120 56 24 8 0 -4 -6 
~[A(79 WI 1 11 ill 1 
Table 13 
r 8 7 6 5 4 3 2 1 
x[At& ())I 1 
xCA& 111 247 
x[A@, 31 4293 
x[A& 3)1 15619 
X[A t&4)1 15619 
x[A (8,511 4293 
~[A(89 6)] 247 
x[A(8, ?I I 
-1 1 -1 1 -1 1 -! 
-119 55 -23 7 1 -5 7 
-I071 189 9 -27 9 Y -21 
-1225 -245 95 19 -25 -5 35 
1225 -245 -95 19 2s -5 -3s 
1071 1x9 -9 -27 -0 Y 21 
119 5s 23 7 -1 -5 -7 
1 1 1 1 11 1 
12 l-f. 0. Foulkes 
Calculation of further tables is an easy matter because of recurrence relations 
relating to x[A (n, k)]. One of these reflects in a curious way the relation 
which is obviously relevant to the r = 1 column, and the other reflects, again 
rather curiously, the well-known recurrence relation 
which will be proved later (Corollary 4.5) and which is, of course, applicable to 
the r = n columx Each of the ~[Ain, i’r)] recurrences yields an explicit expression 
for the characters. These will now be considered in detail. 
4, Recurrences in the x[A(n, k)] ckracters 
In the proof of Theorem 3.1, the recurrence relation 
x,iA(n, Ql=x,IMz-1, k-Wx,CAh-L W 
appeared, which required t s n - 1. The following theorem uses this relation to 
express each entry in the x[A( n, k)] table, apart from those in the first column, as 
a sum, with coefficients alternating in sign, of multiples of Eulerian numbers. The 
first column, of course, consists of the Eulerian numbers themselves. 
Theorem 4.1. 
x,[A(n, k)]= n~‘(-l~ (“ii, A(r, k+r+s-n). 
s =o 
Proof. Assume that the theorem is true for x,[A(n -- 1, k)]. Using the recurrence 
relation. we have 
x,[A(n, k)]=flier(-l)” (“-,‘-r) A(r, k-l+r+s-n+l) 
s=o 
- n$-r(-l)‘(n-l-r)A(r, k+r+s-n+1) 
s=x) s 
n-1-F 
= (-l)“A(r, k +r-- n)+ c (-l)“A(r, k+r+s-n) 
S=l 
x[(n-;-r)+(nr’,?J 
t(-I)*-‘A(r, k) 
=~C-l)‘(n~r)A(n.k+r+s-ll) 
% =o 
ich fan WCS the theorem. 
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SincethetermsA(r,k+r+s-n)vanishif rck+r+s-n,orifk+r+s-n<O, 
many terms in the formulae given by the theorem will vanish. Thus 
xSA(5,0)1= A(3,O) = 1, 
xJA(57 l)l= -2A(3,0)+A(3, l)=-2+4=2, 
~,[A(5,2)] = A(3,O) - 2A(3,1) + A(3,2) = 1 - 8 -i 1 = -6, 
xJA(5,3)1= A .A w-2~(3,2) =4-2=2, 
x&4(5,4)1 = lQ3,2) = 1. 
It is now convenient to deal with the symmetric functions associated with the 
characters x[A(n, k)] rather than with the characters themselves. The symmetric 
function 1 A(n, k, p)(p) is denoted by (A(n, k)}. When the S-functions (p} are 
expressed in terms of power-sum products the function obtained is denoted by 
S[A(n, Ml. 
Theorem 4.2. For m > 1, 
m$--S[A(n, k)]=(m-l)-&- [S[A(n-l,k-l)]-S[A(rt-l,k)]]. 
m m 1 
Proof. Let so@ l l l s> l l l occur in S[A(n, k)] with (x,,, # 0 and q +a-,+ l . z= 
rf n. Then so+ - l l SET-’ - l l will occur in @/ds,,)S[Ain, k)], and in 
(G%,- ,)[S[A(n - 1, k .- l)]-S[A(n - 1, k)]] as the result of the differentiation 
of S~lS$J.! l * l s>_*“QC l l l . Its coefficient on the left-hand side of the statement 
of the theorem is 
and its coefficient on the right-hand side is 
(m - w,-, + 1) (n - l)! 
(n - l)! l la125 9 l I (m - l)am-~+*mQtn-l . . l a!,!a,Y*~ l (a, _, + I)!(cu,,, - 1 ;! * 
x[xrlINn - 1, k - Ol-xSNn - 1, Ml= 
which proves the theorem. 
This theorem has no meaning for m = 1, and so, like the rec:rrrence between 
the characteristics on which it is based, does not apply when r = ~2. Our second 
recurrence is associated in the first place with an operator recurrence for 
(a&)S[A(n, Ml d an is valid for &A(n, k)] but not for x~[A(rz, k)]. 
We require some established results from S-function theory. {A(n, k)}, which is 
I4 H.O. Foulkes 
j_+*x, hPV{p). can be written as C,{q/0} (Littlewood [18, p. 110]), or as Es I&(q) 
in operator notation (Foulkes [9]). For a general 8 =(&. &, . . .) and (q)= 
(Yj,. qz. l l l ) a well-known determinantal form for Q{q}, or {q/13}, is Ih,l,-e,-i+;Eg 
where h, = (ar), f or ar a non-negative integer, is a homogeneous product sum 
(Littlewood [ 18, p. 1093). But when (0) and (77) are derived from the same 
skew-hook. as they are here, the number qi - &, for i = 1,2,. . . , n-k, is the 
number af nodes in the ith row of the skew-hook, and also qi+l- ei = 1, for 
i= 1.2,..., n =- k - 1. Since (0) = 1 and (a) vanishes when o! is negative, the 
determinant 
arising from a skew-hook with x,, x2, . . . , xn__& nodes respectively in its successive 
rows has a principal dilagonal {x,), (x2), . . . , {x,+} and a subdiagonal of units with 
every entry below the subdiagonal equal to zero. Also the entry in the ith row and 
s)th column, 0~ s s n - k - i, is 
and so can be read off from the diagonal entries (i, i) to (i + s, i + s). As an 
illustration, if is) - (5 4’ 2 l), then (0) = (3* l), giving the skew-hook 
. . c 
I---- 
. . . : 
A 
with successive rows of 2, 1, 3, 2, 1 nodes, and 
The determinant can evidently be written down at sight from its associated 
skew-hook. Such determinants are of a quite special type and have a rather 
remarkable rule of mult!plication, stated in the following lemma. 
.3. (Multiplication rule for the skew-hook determinants.) The product of 
the deter tkmzts associared respectively with skew-h&oks s1 and s2 is the sum of two 
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determinants, one associated with the skew- hook obtained by linking the last node 
of s1 and the first node of s2 by a flat, and the other associated with the skew-hook 
obtained by linking the same two nodes with a down. 
Proof. This is an exercise in the elementary theory of Laplace expansion of 
determinants and is not given here. 
As an illustration of the rule, 
X 
(21 {3 
I I {()I 111 = 
which can be represented in terms of the associated skew-hooks as 
r . . X = . . 
r --_ 
. . 
. . 
. _I- 
I 
r 
Using these results from S-function theory we now prove an operator recur- 
rence relation between symmetric functions; a second recurrence relation between 
the characters themselves follows as an immediate corollary. 
Theorem 4.4. 
D,{A(n, k)}=(k+l){A(n-1, k))+(n--k)(A(n-1, k-l)), 
or equivalently 
$ S[A(n, k)]= (k -5 WCA(n - l., k)]+(n- k)S[A(n- 1, k - N. 
1 
Proof. The left-hand side is D1 Is De(q), summed over all the skew-hooks s with 
n nodes and k flats. Consider DJ&{q}, recalling that the operators follow the 
same Littlewood-Richardson multiplication rule as the product { 1X0), (Foul kes 
[9]). Suppose it is possible to add a node to the ith row of the @)-diagram so as 
to give a Ferrers diagram of a partition (O’), thus giving (0’) as a term in {l}(O). 
Then D&q} is obtained by reducing every S-function in the ith column of the 
determinant form of D@(q) from, say, {p} to {p - 1). This addition of a node to the 
16 HO. Foulkes 
(@)-diagram means bn effect the deletion of a node from s. The only nodes which 
can be so deleted are 
(i) the first node when it is at the top of a down, 
(ii) the last node when it is at the left-hand end of a flat, 
(iii) any intermediate node which is at the top of a down and at the left-hand 
end of a flat. 
In (i) or (ii) the deletion of a node, together with its link to its nearest node, 
reduces s to a skew-hook on n - 1 nodes, having k flats, the same as s, in (i), and 
k - 1 flats in (ii). Thus when (9) = (4* 3) we have (0) = (3 2) and s is 
. . . . . r’ 
Taking 03’) = (4 2) gives 
(41 151 161 
Del{42 3) = D.@ (3) (4) (5) 
(11 (21 (31 
whereas (t)‘) = (3 2 1) gives 
. * . 
-. . r’ 
. c- l 
In the first case the determinant is obtained by reducing every S-function {p} in 
the first column of D@{q} to (p - l), and in the second case by reducing the third 
column in the same way. 
In (iii) the deletion of a node in the ith row of s simplies the reduction of every 
(p) in the ith column of D@(s) to {p- 1). Because of the (0) in the subdiagonal 
this means that the determinant D&i) becomes the product of two determinants, 
these corresponding to the detached skew-hooks into which s has been separated 
by the deletion of a node. As an illustration take (q) = (5 4* 2 1) as in an earlier 
example. (0) = (3’ 1) and one possibili:v for (0’) is (32 2), giving 
D,z2{5 4’ 2 1) = 
{2} (3) (51 I181 i%+ 
WI (1) {4>:{61 17l 
. (0) {2};(5) {hi .-----------~--~--~-- 
. . 
- ;G? 131 
. . 
l 301 (11 
product leads, as shown in an earlier example, to the sum of the determin- 
ants b;sociated with the skew-hooks 
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. . . 
I- 
. . . . . and l . 
r 
Deletion of a node in case (iii) thus gives two (n - 1)-skew-hooks, one with the 
same number k of flats as s, the other with k - 1 flats. 
Now consider the number of ways in which an (n - I)-skew-hook zk with k flats 
can arise from the deletion of a node from s, for all n-skew-hooks s with k flats, 
and for all the possible (0’). Such a zk will always arise from a deletion of case (i), 
and cannot arise in case (ii). When (0’) falls into case (iii), the product of the 
detached parts of s gives a zk and a tk._ *. Hence any z, resulting from case (iii) 
will have arisen from the deletion of one flat from some s, and then replacing it in 
the process of joining the two detached skew-hooks by the product rule. 
This flat, which has been deleted from an s and replaced to form zk, can be any 
one of the k flats of zk, and so there will be k ways in which any zk will arise for 
all (0’) of case (iii). But since this zk will arise also from a (6’) of case (i), the total 
number of ways of obtaining a given zk is k i- 1, that is, zk arises from k -+ 1 
skew-hooks s. 
Now consider the number of ways in which an (n - l)-skew-hook zk- I with 
k - 1 flats can arise from the deletion of a node from I:, for all s and all (0’). Such 
a zk-1 will always arise for a (et) of case (ii) and cannot arise in case (i). In case 
(iii) a down is deleted with the node but is replaced in the joining of the detached 
parts by the product rule. This down can be any one of the n - k - 1 downs of 
zk_- 1, and so for all (0’) of case (iii) there are n - k - 1 ways in which any zdc _ 1 can 
aiCe. Including the single way m which it arises in case (ii), there are thus n - k 
w3ys of obtaining zk_l, that is, zk_l arises from n - k skew-hooks s. 
Replacing the skew-hooks by their associated determinants we have 
D,{A(n, k))=(k+l){A(n-1, k)}+(n-k){A(n--1, k-1)1,. 
Corollary 4.5. (Recurrence relation for the Euleriran numbers) 
A(n, k) = (k + l)A(n - 1, k)+(n-k)A(n-1, k-l). 
Proof. Equate the coefficients of s;-’ on each side of the alternative fo1.m of the 
theorem. 
Cor~IIary 4.6. (A second recurrence for the characters x[A(n, k)]) 
xr+l[A(n, kj]= (k + l)X,[A(n. - 1, k)]+ (n - k)xJA(n - 1, k - 1 i]. 
Proof. Since by Theorem 3.1 the characteristics of all classes with the same 
number of parts are the same for given n and k, we need consider only the class 
18 
h-r, 1’) 
quating 
Theorem 
= 
HO. Fdkes 
on the left-hand side and the class (n - r, T’) on the right-hand side. 
the coeficients of s,_,s;-’ on both sides of the alternative form of 
4.4 gives 
r n! 
z l (n _ r)r, xr+l[A(n~ WI= . . 
1 (n-l)! -. 
(n - l)! (n - t)(r- l)! 
C(k + l)xSfw - 1, Ml+b-k!x,CNn--1, k-411 
giving. the required result. 
From this recurrence we can obtain formulae, additional to those given by 
Theorem 4.1, for the charactxistics xt[A(n, k)] when t > 1. These formulae are 
considered in detail in the next section. 
5. Akmdve formdae for xt[A(n, k)] 
For z = 1 Theorem 4.1 gives 
, 
and successive application of Corollary 3.6 gives 
xJA(n, r;)]= (-lytk [(Q+l) (n~2)-(m--k) (:I:)], 
x,[A(n, k)]=(-l)n+k+l [(k+ 1)2 (n;3) 
X4[A(n, k)]=(-l)n+k [(k+1)‘(“,“) 
-{(k+1)2(n-k-2)+(k+I!k( n-k-l)+k2(n-#(:I:) 
-(n-k)‘(iLi)]. 
These particular cases ytiggest a combinatorial rule for the coefficients !&&z, k) in 
t-1 
X[Atrt, kjj= 2 (-l)n+k+t+q q =o K&n, k) (E -i), - 
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which is based on the recurrence re,lation of Corollary 4.6 but is not itself 
recursive. Xt requires the following d&nition, for any II and k, of a product 
P&I, k) derived from a skew-hook s on t nodes with 4 fliats. 
Each flat of s lying in the top edge of the (t - q) x (4 -k 1) rectangle of nodes 
enclosing s is given the label n - k ; each flat in the ne:ct row, down has label 
y1- k - 1, and so on down the rows of the rectangle, the label being reduced by 
unity at each downward move. 
Each down of s in the right-hand edge of the enclosing recta.ngle is ltabelled 
k + 1; each down in the next column is labelled k, and so on, the label being 
reduced by unity at each move to the left. 
The product of all the labels, horizontal and vertical, of s is denoted bj P, (n, k). 
As examples, 
S P,h k) 
(n - k)(n - k - l)k(k - 1) 
(n-k)(n-k-3)k” 
Theorem 5.1, ~&I, k)=C, P,(n, k), summed over all skew-hooks s on t nodes 
with q flats. 
Proof. For t = 2, 
~JA(n, Ul= (k + UxSA( n- 1, k)]+(n- k)x,[A(n- 1, k - l)] 
=(k+l)(-l)n’k j”k2)+(n-k)(-1)““” (;I:) 
and 
x&% W=(-lY+k~20(n, k) (n~2)+(-l)n+k+‘@,,(n, k) (l-i). - 
The coefficient VzO(n, k) gives a single skew-hook s with t = 12 and 4 == 0, that is, a 
down; !I&(n, k) gives a single skew-hook s with t = 2 and 4 = 1, that is, a flat. 
Labelling the down in the first case with k + 1 and the flat in the second case with 
n -k shows that the theorem is true for t = 2. Assume the theorem is true for 
20 H. 0. Foulkes 
r-l. Then 
x,[A(n, k)]= (k + l)~,_,[A(n -- 1, k)]+(n - k)xt-,[A(n - 1, k - 1)1 
= (k c 1) ‘f (-l)“-‘““‘qrYI_,,q(n - 1, k) (“-;-t+ ‘) 
q =o -4 
t-2 
+(fi _ k) c (-1y+k+t+q+’ 
n-l-t+1 
%-,,(n-L k)( k_l_q 
1 
’ 
q=o 
?io that the coefficient of (:I:) in xJA(n, k)] is 
(-1) ” +k ‘ISq[(k + l)‘Pl._,.q(n - 1, k)+(n - k)!Pt_, q- . &I - 1, k - l)] = 
==(--I)“‘C+f+q (k+l)~P,,(n-l,k)+(n-k)~PJn-l,k-1) 
I SI s2 1 
where s, and s2 are respectively (t - l)-skew-hooks with q and q - 1 flats. 
The skew-hooks obtained by adding a vertic;tl step to the top right-hand node 
of each sit and by adding a flat to the top right-hand node of each s2 are exactly 
the skew-hooks s on t nodes with q flats. Labelling the added vertical with k + 1 
and the added flat with n-k, the above becomes 
C-Wrkritq~ l’,(n, k) 
proving the theorem. 
Cor~lJag 5.2. Ah, k) -1, I?& k), summed ouer all skew-hooks s on n nodes 
with k flats. 
Proof. In 
x,[A(n. k)]= c (-l)n+k+‘+q 
q 
ail the numbers ([_:) vanish when t = n and q = k, except for (ii). But the value of 
x, [A ( n. k I] is A (n, k ). which proves the corollary. 
CoroUary 5.3. De@@ V&z, k) to be unity, 
~,.,(n.k)=(k+l)~:_,,(n-1,k;i-t(n-k)W,_,,q-,(n-1,k-1). 
Pro& This has been proved in Theorem 5.11. It becomes the recurrence for the 
Eulerian numbers when n = t and k = q. It should be noticed that it is valid for all 
non-negative integer value:, of n and k, not merely those subject to 0 s k < n as 
required for A( FZ, k). 
~~~~~a~ 5.4. In the expression for x,[ A ( n, k)] given by Theorem 4. I, every A (t, q) 
can be rt Jlaced by Vf,J n, k) to give the same numerical result. 
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Proof. Although the recurrences are valid respectively for 1 G t c n and 1 < I’ G n, 
the two formut,ae for x,[A(n, k)] both hold for 1 G t s n if we take ?&(n, k) =’ 1 = 
A (l,O). The formulae are 
xJA(n,k)]=“&-l)“A(t, k+s+r:-n) 
s=o 
t-1 
x,[A(n, k)]= c (-l)n+k+t+q!Ptq(n, k) 
q=o 
The coefficient of (n+yZi+q) in the first of these is (- l)nt.t+k+qA( t, q) and since 
(:I:) = (n-YrL +q) numerically, A( t, q) can be replaced by Vtq(n, k) in the first 
formula to give the same result as tire second. The following example illustrates 
this rather remarkable parallelism between A( t, q) and zk$(n, k) 
~4[A(8,3)]= -4A(4,O)r6A~(4, l)-4A(4,2)+A(4,3) 
= -4(1)+6(11)-4(11)+ 1 = 19, 
XJA (%3)1= -4q.o(& 3) +6’&,(8.3) - 4%,(8,3) + ‘k&8,3) 
= -4(64)+6(141)-4(174)+ 125 = 19. 
This duality between the Eulerian and P-numbers, and the emergence of 
q-numbers again in connection with s-exc&dances, s-descents and the solution of 
Newcomb’s problem in Section 11 suggest that their symmetries, inter-relations 
and general combinatorial significance might be worthy of further investigation. 
but this is not undertaken here. 
In subsequent sections of this paper I use the term !&function to cover all 
numbers of the type 1 P,, where s ranges over all skew-hooks enclosed by some 
specified rectangle of nodes, the edges of s being labelled by some specified 
scheme, and P, is the product of all the labels on s. The labelling so far used, in 
which the labels proceed by unit steps, is by no means the only one which arises. 
6. H[A(n, k)], d[A(n, k)] and MacMahon’s symmetric functions 
The symmetric functions obtained from {A(n, k)} by expressing the 3-functions 
in terms of homogeneous product sums h, are denoted by H[A(n, k)], and in 
terms of products of elementary symmetric functions a, by d[A(n, k)]. 
The symmetric functions {7/e), or De(q), where (0) and (71) relate to a 
skew-hook, occurred in the literature as long ago as 1915 (MacMahon [ 19)). They 
are the “new” symmetric functions introduced by MacMahon in his treatment of’ 
Simon Newcomb’s problem. They do not fit happily into the general framework 91’ 
symmetric functions in that they are not linearly independent. The formal 
non-commutativity of their product rule when consider-cd as a composition of two 
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skew-hooks as in Section 4 gives various linear relations between them. Mac- 
Mahon did not use S-functions in any of his work and so his functions did not 
arise in the way they arise here, but he gave the determinantal form and the 
multiplication rule together with rules (MacMahon [19], pp. 200-203) for expan- 
sion of his functions in terms of products of h,‘s, and in terms of products of a,‘~. 
These rules wil! now be used to Jbtain explicit formulae for H[A (n, k)] and 
&[A( tl, Ii)]. which seem not to have been noticed by MacMahon. 
The rule for the h, products appearing in (q/0} can be envisaged in terms of 
certain deformations of the skew-hook defined by the principal diagonal of the 
h,-determinantal form for {q/e). If this diagonal is {x,), {x,}, . . . , {x~_~}, the 
expansion will contain the product of these n - k b’s with coefIicient +l. To find 
the products of n - k - t /q’s which will occur in the expansion, take the skew- 
hook with rows of x,, x2, _ . . , xn+ itodes in order and convert r of its downs into 
ach new skew-hook ctbtained in this way by the various choices of t downs 
gives, by reading ofI the numbers of nodes in the successive rows, a composition 
of n into fi -- k - r parts, say y,, y,, . . . , yn+_,. Then the expansion of {q/0} 
contains h,,. kYz, . . . . h,,” L , with sign (- 1)‘; notice however that the same 
product of hi’s can arise from more than one of the compositions y,, y,, . . . , 
Yti k r* A different formulation of this rule has been given by Solomon [21]. 
The expansion in terms of the a,-products is obtained by changing each flat to a 
down. and each down to a flat in the skew-hook with rows of x1, x2,. . . , x,_~ 
nodes, and then performing on the new skew-hook the operation described above 
to obtain the expansion in terms of /q-products. As an illustration take 
(S 4 3’/3 2’). This gives the skew-hook 
. . 
. . 
C--c 
which is written as 2 2 1 3, giving MacMahon’s new symmetric function h2213, 
which by the rule is 
and from the skew-hook written as 1 1 3 ,? 1 we have 
a,a,a,a,a, -aza3aza, -a,a,a,u, 
--alalasa, - a,a,a3a3+ asa2al 
f azacal + a,a3a3-- a7al - asa - a2a6-- alaT + a,, 
so that 
(S432/322~=h,h~h3-hlhjh4-hrhg-h~h4+h3hs+h~+h2hs-hK 
3 2 
= aia,a,-ala2a3-a:a2a4-- 2 2 aTaS-ala, 
+ 2a, a2ar + a,az - :?a, a7 - a2a6 - a3as -I- a, 
= h 2213 = al 1321 
ahon’s notation. 
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We now apply the hi -expansion rule :~bove to each of the (“i’) determinants 
(or, equivalently, skew-hooks with k flats, or compositions into n - k parts) in 
H[A( n, k)] and aggregate the results. 
Lemma 6.1. In the expansion of H[A(n, k)] in terms of hi-products corresponding 
to compositions of n, each composition into n - k - r parts occurs (kr+r) times. 
Proof. The expansion of H[A(n, k)] is obtained from the (“i’) compositions of n 
into n - k parts, these being in one-to-one correspondence with the n-skew-hooks 
with k flats. 
Taking each composition in turn and converting any one of the downs into a flat 
according to the rule for r = 1, we obtain a composition into n - k - 1 parts and its 
associated skew-hook with k + 1 flats. This skew-hook could have been obtained 
from k + 1 of the compositions into n - k parts, one for each flat. Hence each 
composition into n - k - 1 parts occurs k + 1 times. 
At the next stage, again applying the rule for r = 1, we obtain compositions into 
n - k -2 parts from the (t;:) compositions into n - k - 1 parts just obtained. This 
stage alone gives k + 2 occurrences of each of the compositions into n - k - 2 
parts. 
It follows that each composition into n - k - r parts will arise (k + 1) 
(k-+2). l l (k + r) times after r steps in this successive one-step-at-a-time process. 
But the order in which the r downs have been converted into flats is immaterial to 
the expansions and so the coefficient of each composition into n - k - r parts is 
(k+l)(k+2)*=. (k + r)/r!> which proves the lemma. 
Theorem 6.2. 
H[A(n, k)]= c (-l)n+k’Na,$ . . . 
P . . . 
(“,“) hyh!‘jh’, 0 - - , 
where N=a+b+c+*=*, and the summation is over ah partitions (p) = 
(la2b3c . . . ) of n with n - k parts or less. 
Proof. The product hyh!h’, l m l arises from N!/(a!b!c! l l l ) compositions into N 
parts and so its coefficient in H[A(n, k)] is 
e-1) n+k+N 
by Lemma 6.1 and the rule for the sign. 
Corollary 6.3. If HN[A(n, k)] is the coejjicient of ,N!/(a!b!c! * l l )]hyh!hl; l l l in 
H[A(n, k)19 then is is independent of a, b, c, . . . separately and 
HN[A(n, k)]=H,[A(n-1, k--I)]-hl,[A(n-1, k)]. 
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Pm&. The right-hand side 
,(__l)w+k+N [(n---;N)+(n-;-N)~=(-l)n+k+N(nkN)=H,IA(n,k)]. 
This recurrence compares with that for xr arising in Theorem 3.1. 
Corollary 6.4. 
&H[A(tt,k)J=(k+l)HLA(n-l,k+l)]+(n-k)H[A(n-l,k)]. 
1 
Pm& The coefficient of hy ?#z’l, l l l on the right is 
(k-t I)(-l)“‘kiN ’ 
,(_l)ntk+N (N-l)! -(n-N)!(k+l) (n-N)!(n-k) 
(a - l)! 6! c’ l l l . (k+l)!(n-N-k-l)!+ k!(n-N-k)! 1 
,(-l)n+k’N (N - l)! (n-N)! 
(a-l)l blct.. . l Irl(E1-N_k)r’-nfN+k+n-k1 . . 
= (-l)“+k+N a, y,! 
. . . . . . 
(y!!), 
which is the coefficient of h: -‘hth’, l . l on the left. 
This operator recurrence differs slightly in form from that of Theorem 4.4. 
Coroihq 6.5. For r > 1, 
$ H[Ah k)l=$ D-W(n - 1, k-l)]-H[A(n-1, k)]]. 
1 
Proof. Let h;‘lhTT l l l h:r - l l , where (Y~ -1-~,+ l * l = N, occur in H[A(n, k)] with 
U, # 0. Then hql hp2 l l - hpr-’ l l l will occur with non-zero coefficient on the left, 
and will occur on the right, having bxn obtained by differentiating the term 
c-,nt;lining h;‘th;‘: l l - h:L i + ‘h~v-’ - - - in each part. Its coefficient on the right is 
therefore 
w)“+k’N 
N!(a,_, -c !) 
Ql- ‘&... (cy,_-* + l>i (CY, - I)! . . . [rr-)+(“-:-“,] 
=(_l)n+k+N N! n- 
a,! a,! l l l a,_& (a,-- l)! l l l ( “) k 
which is its c/jefficient on the left. 
This wsult resembles the operator recurrence of Theorem 4.2. 
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corollary 6.6. 
2s 
A(n, k) = (-l)n+k ic (-OVN! (ni’l S(n, N), 
where S(n, N) is a Stirling number of the second kind. 
Proof. A(n, k) is n! times the coefficient of sy in H[A(n, li)] when every b is 
expressed as (si + l l l )/i! and so, from the theorem, 
fun, w = c (-l)n+k+N a, ;;y . . . . . . 
P . . . 
(n ,“) (l,)cl(*r)b&) 
. . . 
This is 
for the 
new. 
= (- l)n+k ic (-lJNN! (“,“): al b! c1 l . . (Ina(21)b(31)’ . . . . . . . . 
n-k - (__l)n+k c (-l)NN! n - 
N=l ( “) k 
S(n, N) (Comtet [A, pp. 134-51) . 
a known result; it is implicit in the formula (Comtet [4, p. 2441) 
A,(u) = 2 r!S(n, r)(u - 1)“-’ = nf’ A(n, k)uk 
r=l k =P 
Eulerian polynomials, but its derivation from H[A(n, k)] is believed to bc 
Corollary 6.7. 
&[A(n, n - k-l)]=~(-l)“+k+Na,bff~ (niN)a;ara;a..,’ . . . 
P . . . 
where (p) is a partition of n with n - k parts or less. 
Proof. This is immediate since the MacMahon rules for hpqr . . . and auuw . . . mean 
that 94[A(n, n-k-l)] is the same function of a,, a2,. . . as H[A(n, k)] is of 
hl, h2,. . . . 
CoroUary 6.8. 
---d[A(n, k)]-(k+ l)&[Al(n-- 1, k-l)]+(n-k)&[A(n-1, k--2)] 
1 
and for r>l, 
T& dh(n, WI = $- [ti[A(n--1, k)]-&[A(n--1, k--O]]. 
r 1 
Proof. Immediate from Corollaries 6.4, 6.5, and 6.7 or by differentiating the 
result of Corollary 6.7. 
26 H. 0. Foulkes 
7. Connection with the Kostka symmetric function tables 
For any particular choice of n and k, the expression for H[A(n, k)] could have 
been obtained from (A( n, k)} by using the symmetric function tables due to 
Kostka [ 15, 161 in so far as these tab!es have been calculated. For II = 5 the 
Kostka table is 
Table 14 
A 
\ ;s IS 
~1’ 2*1 3i2 32 41 5 
1% I -4 3 3 - 2 -2 1 
21% 4 I -2 -! 2 1 -1 
2”l 5 2 I -1 -1 1 0 
31’ h 3 I I -1 -1 1 
32 5 3 2 I I -1 0 
41 4 3 2 2 I 1 -1 
5 1 1 1 1 1 1 I 
The part of the table above and including the principal diagonal is the inverse in 
the matrix sense of the part below and including this diagonal. ‘The entry L&h in 
row (~1 and column (A) of the lower part is the number of ways of inserting A l 
-5yHb49ls xl, A2 symbols x2, . . . in the n squares of the (Cc)-diagram so that the 
sofixes arc non-decreasing from left to right in each row, and are strictly 
increasing from top to bottom in each column. 
To express {p) in terms of the producis /z~, hh2 l l l hh. we read to the right from 
the unit in the principal diagonal in row (CL) of the table. Thus H[A(S, 2)] is 
obtained by converting 
(AiS, 2)) = 3{32)+6{31*}+3(2*1) 
3(h2h,-h,h,)+6(h:h,-h2h,-h,h,+h,)+3(h,ht-h:h,-h,h,+h,h,) 
=3h,h$+3h:h,-6h,h,-6h,h4+6h,, 
which agrees with Theorem 6.2. 
Conversely, using the lower part of the table, we can change from h,, h,, l * l hA, 
to S-functions {r-l} by reading the table downwards from the principal diagonal in 
column (A). Applying this to the explicir formula of Theorem 6.2 we obtain an 
expresGon for the coefficient of each (~1 occurring in (A( n, k)} in terms of the 
Kostka numbers K,. 
Theorem 7.9. The coefficient A (n, k, p) of {p} in {A(n, k)} is 
):W+k+Na, ,;“,i (“,“)&,. . . . 
P . . . / 
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where (p) = (1”2b3c . . . ) is a partition of n with n - k parts or less, N = 
a+b+c+e.., and (p)c (p) in the sense that 
p,+p*+.‘*+pa~~*+~2+“‘+~~ forcr=1,2,.... 
Proof. This is immediate from Theorem 6.2 and the Kostka formula 
Hn numerical applications of this theorem, the restrictions on (p), one on the 
number of parts and the other on its ordering relative to (CL), often reduce the 
number of possible (p) very considerably. Thus to find the coefficient of (3 2 I’} in 
{A(7,3)} there are only two possibilities, (3 2 12) and (23 1), for (p), giving the 
coefficient as 
K K . 3212 2”l = 12m 1+4*2=20. 
Since the last theorem expresses the coefficients ,4(n, k, p) in A (n, k) = 
c A (n, k, p)f(p) In terms of Kostka numbers, and since f(p) is itself the Kostka 
number Kp,,n, we have established that the Eulerian numbers are expressible ii1 
terms of Kostka numbers. The actual expression does not appear to reduce to a 
very simple form. Thel:e is however a simple formula for Stirling numbers of the 
second kind in terms Lf Kostka rmmbers, as shown in the next theorem. 
Theorem 7.2. If (p) = (l”2’3’ l l l ) is a partition of n into N parts, then 
‘(& N)=~p~,a! b!tl - KGPKW 1.. . . . . . . 
Proof. From Theorem 7.1 
ACn, k)=(-1)“‘: c (-l)Nar bl c, 
P.LL . . . 
CL’IP 
and from Corollary 6.6 
A(n, k) = (-l)n+k i< (-l)NN! (n i “) S(n, W 
from which the result is obtained in succession for S(n, I), S(n, 2), . . . , S(n, n) 
from A(n, n - l), A(n, n -2), . . . , A(n, 0). 
Th.e evaluation of Stirling numbers from the Kostka table as a sum of “scalar 
product!? of the appropriate (p)-columns with the first column is thus quite a 
simple process. As an illustration we calculate S(5,3) from the Kostka table for 
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IZ = 5 given e-rrlier. The only possible partitions (p) are (1 2) and ( l2 3), so that 
S(S, 3) = Jj ~(1~5+1~6+2~5+2~4+1=1)+~(~~6+1-5+2-4+1=1)=25. 
The connections given here between the Eulerian and Stirling numbers of 
dassical enumeration theory and the Kostka numbers of classical theory of 
symmetric group representations are believed to be the only such connections so . 
far known. The Kostka numbers, although having their origin in symmetric 
function literature, are intimately related to what is sometimes referred to as the 
Frobenius compound character of Yn (Littlewood [18, pp. 63,711). 
8. Simon Newcomb’s problem 
This well-known problem, which has accumulated a substantial literature 
(Abramson [I], Barton and Mallows [2], Carlitz [3], Dillon and Roselle [S], 
Kreweras [ 171, MacMahon [ 191, Riordan [20], Solomon [2 1]), consists of two 
questions, and can be stated as follows, this statement being trivially adjusted 
from that of MacMahon [19] to suit the notation and conventions of the present 
paper. 
A pack of n cards has specificatior; [p) = (p,, p2, . . . , p,), that is pi cards are 
marked i, and the pack is dealt into piles, each card being placed below the 
preceding card if it bears a larger number; otherwise the card starts a new pile. 
The first question is to find the number of ways of obtaining an ordered set of 
piles containing prescribed numbers a, b, . . . of cards. The second question is to 
find the number of ways of obtaining a given number of piles. 
Each way of dealing the cards can be written as a permutation of p1 ones, p2 
twos. . , . $ p, r’s, Retaining our original convention that increasing sequences in 
the permutations are represented as downs in a skew-hook, and now representing 
non-increasing sequences as flats from right to left, then a node-labelled skew- 
hook is obtained from each permutation and is such that the labels increase 
strictly from top to bottom in each down, and are non-decreasing from left to 
right in each flat. Thus the set of piles 
2 
3 2 1 
433311 
from a IJack of specification (3 2 3 1 1) wih be represented as 
= . . . . 
I 
2 
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The labelling is such that the successive removal of pr nodes labelled r, pr_, 
nodes labelled r - 1, . . . , p1 nodes labelled 1 leaves a Ferrers diagram after each 
set of pi nodes is removed, and in this way each permutation defines a unique 
path in a (K, A, &structure (Foulkes 1974), and conversely. If (n) is the partition 
defined as having for its rim the skew-hook given by the permutation, and (0) is 
(q) deprived of its rim, then it is known that the number of paths from (11) to (0) 
in the (K, A, p)-structure is 1, g,,, KNP. 
The following theorem, of which the proof follows at once from the above, 
gives the answer to the first of the Newcomb questions. It is a generalisation of a 
resdllt given in an earlier paper (Foulkes [l 11). 
Theorem 8.1. The number of ways of obtaining an ordered set of piles containing 
a, b, . . . cards respectively is 1, ~,JCWp, where 
(i) (p) is the specification of the pack, 
(ii) (q) is the partition whose Ferrers diagram has as its rim the skew-hook with 
downs of a, b, . . . nodes, 
(iii) (e) is (q) with its rim removed, 
(iv) ge,, is the coeficient of (rl) in (exp), 
(4 q&p is a Kostka number. 
As an example take n =5, (p)=(121 l), a=2, b=2, c=l. The skew-hook 
diagram is 
. . 
. 
._i 
giving (77) = (32 2), (0) = (21) and 
The theorem gives the number of ways of forming piles of 2, 2, 1 cards in this 
order as 
K . 32 21” + K312.213 + K221.213 =3+3+2=8, 
using the Kostka table for n = 5 given earlier. The eight labelled skew-hooks in 
this case are 
e-1 l l 1 l l 1 ..2 ..2 m-2 l *2 l *3 
-22 923 a24 023 913 l 14 -24 -14 
34 24 23 14 24 23 13 22 
from which the actual cards in the piles can be read off. 
It should be remarked that the coefficients geN,, depend only on the skew-hook 
and are the same for all (p), in particular for (p) = (l”), and so can be found by the 
step-by-step routine given in an earlier paper (Foulkes [ 1 I]). Also, the order of 
the parts of (p) is immaterial, as has been pointed out by Dillon and Roselle [S]. 
31 HO. Foulkes 
The second part of the Newcomb problem is answered in the following 
theorem. 
Theorem 8.2. If A (n, k) = zp A (n, k, p)f(p), then the number of ways of obtaining 
k + 1 piles from a pack of specification (p) is Clr, A (n, k, F) I&-,. 
Proof* A skew-hook with k flats corresponds to a set of k+ 1 piles and con- 
versely, and so by the last theorem the required number of ways is Is 1, a,,., I&-,, 
summed over all skew-hooks s with k flats. This is cW A(n, k, p)&,, since the 
coefhcients aWq are independent of (p) and are the same as for (p) = ( l”), which is 
the Eulerian numbers case. 
This theorem shows the solution of the second Newcomb problem as a simple 
extension of the Eulerian numbers. They have been c;tlled extended Eulerian 
numbers by Carlitz [3], but are defined (Dillon and Rosehe [5]) in a way 
apparently remote from Kostka numbers. 
9. M[ A (n, k )] and MacMahon’s solution of #he Newcomb problem 
MacMahon [ 191 gave a solution of the first part of the Newcomb problem by 
obtaining the coefficients in the expansion of his symmetric function habC . . . in 
terms of momomial symmetric functions (pi p2 l l l p,). He gave the actual expan- 
sions (MacMahon [ 19, pp. 201-2, 295) for all the compositions of n up to n = 6. 
Recalling the use of the Kostka table for r;rxpressing the S-functions in habc. . . = 
{Q/O) in terms of monomials (Kostka [ 151) by the relation 
it is clear that his solution, while not explicitly employing the background of 
S-functions, Kostka numbers, and skew-hooks as used here, is entirely consistent 
with Theorem 8.1. 
He denoted the number of ways of producing m piles from a pack of 
specification (p, pz l l l p,) by Nm,p,p,_.,P, an4 gave a rather complicated formula 
(MacMahon [! 9, p. 2 11-J) for it. He used this formula to calculate tables of IV,,, for 
all specifications up to n = 6. The rows of thr-:se tables are essentially expansions in 
terms of monomials and could, in fact, have been calculated from his expansions 
for h,, ,._ by thinking in terms of skew-hooks. Thus IV4 for n = 6 can be written 
down from the hahc _ . , expansions relating to the ten skew-hooks on six nodes with 
two flats. that is 
h r22,+h,.7,*+h221,+h3,,,+h2121th21,2+h1131+h*122+hl*13+h1212 
= hm +2(hl.t,1+h,,22+h,113a-h121Z)+h21,2 
=(3’)+9(3 2 I)+20(2’)+27(3 F’)+S3(22 12)+ 131(2 14)+3Q2(16). 
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The N, tables must of course give the same results as Theorem 8.2. The 
connection is very simple. If (A( n, k)& when expressed in terms of monomials, is 
M[A (n, k)] it is easily seen that for a given n, the N, table is M[A (n, n - Pn,]. 
This is because the difference between MacMahon’s formulation of the Newcomb 
problem and the one used here is that increasing sequences, with repetitions 
regarded as increases, in the former case are replaced here by decreasing 
sequences, with repetitions regarded as decreases. This means that (?I)~ (6, and 
(k) in Theorem 8.2 become (fi), (6) and ( fi) in MacMahon’s formulation, and 
since m = k + 1, Property 1 of Section 2 gives A(n, k, p) = A(n, n - m, fi), from 
which M[A(n, n - m)] = N,. Thus the above example gives the row N4 in Mac- 
Mahon’s n = 6 table and the row M[A (6,2)] in the M[A(6, k)] table. 
The calculation of the M[A( n, k)] tables from (A (n, k)) = c A (n, k, p){ p} using 
{p) = xc, K,,x;tx;2 l l l x; is immediate and uncomplicated when the required 
Kostka tables are available; we merely replace each (p} by the (CL)-row of the 
lower part of the Kostka table. But one is not dependent on the Kostka tables for 
the construction of M[A(n, k)] tables. There is an operator recurrence relation, 
apparently not known to MacMahon, from which successive tables can be 
calculated without reference to the Kostka tables. This recurrence is established in 
the following theorem. 
Theorem 9.1. If A, is an operator which when applied to a monomial! symmetric 
function (1”12”2 l l l tar l l l ) produces (1”12”2 l . . rar-’ l 9 l ), then for r 3: 1, 
rA,.;ti[A(n, k)]= (k - r+2)A,_,M[A(q - 1, k)] 
+(n-k+r-l)A,_,M[A(n-l&-l)]. 
Pgoof. We choose an arbitrary ordering of the parts of a partition (n) of n 
defining a monomial symmetric function. Every skew-hook s on n nodes with k 
flats defines partitions (VI) and (0) as described earlier. We consider paths in the 
(K, A, p)-structure (Foulkes [ 10)) from (0) to (71) given by deletion of sets of nodes 
from the skew-hook according to the chosen ordering of (n), the restriction on 
the deletions being that no two nodes in any one of the deleted sets are to be in 
the same column of s. The total number of such paths for all s is the coefficient of 
the monomial (n) in M[A( n, k)]. 
For the special case r = 1 of the theorem we need (7~) with at least one part 
equal to unity. Using the same argument as in Theorem 4.4 for the removal of a 
single node from a skew-hook we have 
AIMIA(n, k)]=(k+l)M[A(n-1, k)li-(n-k)M[A(n-1,k-I)] 
so that the theorem is true for r = 1. 
We now consider A,_lAIMIA(n, k)], which is the same as &&_,M[A(n, k)], 
for r > 1. From each s we remove r - 1 nodes labelled CX, no two in the same 
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cslumn, and then a node 1abeil::d 0. The possible ways of labelling the skew- 
hooks we refer to as diagrams. ‘The diagrams of AIA,_,MIA(n, k)] fall into two 
disjoint types, as follows. 
Type A. /3 is above an a in the same co~~rnn. 
The p-node must have exactly one a-node immediately below it in the same 
column. If the P-node is coalesced into the a-node, and all nodes of s to the N, E, 
and N.E. of fl are displaced one place downwards, we obtain a skew-hook on 
n - 1 nodes with k flab having r - 1 nodes labelled LY, no two in the same column, 
and so we have a diagram of A,_,M[A(n - 1, k)]. As examples of the coalescing 
and translation processes 
Conversely in a diagram of A,_lA4[A (n - I, k)] we can take each of the r - 1 
o-nodes in turn and insert a p-node immediately above it, at the same time 
displacing ah nodes of s to the N, E, and N.E. of the chosen o-node one place 
upwards. This produces r - 1 diagrams of Al A,_ ,M[A(n, k)] of Type A. As 
examples 
P Po ‘as(Y 
‘(CYar+*crcu+‘a +p 
ar Ct a! (Y 
and 
P @a ‘act! ‘ctry 
* QQ! ‘(Yff * iY P Pff 
‘CYiY - ,* *a0 -t- * (Yff +-CYa +-a 
. . . . 
Roth the direct and the converse operations leave the relative positions of the 
unlabelled nodes of s unaltered, in th,:, sense that further deletions of sets of 
nodes according to the remaining parts of (rr) give the same number of paths in 
the lK. A, p)-structure for the altered as for the original diagram. 
The diagrams of A,A,_,M[A(n, k)] obtained in this way from those of 
AC. ,M[A(n - 1, k)] are all different, and every diagram of Type A will occur. 
It fo?lows that for each IV) and for each way of proceeding with the deletion of 
the rer .aining unlabeiled nodes of S, the number of paths from (0) to (q) in the 
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(K, A, p)-structure following from all the diagrams of Type A is (r - 1) multiplied 
by the number of paths following from the diagrams of A,_IMIA (n - 1, k)~]. 
We express this as 
Type A = (r- l)A,+M[A(n - 1, k)]. 
Type B. @ is not above an (Y in the same column. 
Here the P-node can be replaced by an cu -node to give a diagram of 
A,M[A (n, k)]. Conversely, if in any row of a diagram D of A,M[A(n, k)] we 
replace the left-hand CII (or the only (x if there is only one) by /3, we have a 
diagram of Type B. All diagrams of Type B will o;;cur once and only once in this 
way when D ranges over all possible diagrams, and the number of Type B 
diagrams obtained from any particular D will be the number of rows of D which 
have at least one a-node. 
Now take a diagram of A,_l M[A(n - 1, k - l)]. In any row containing any 
a-nodes, choose each of the ~1’s in turn, place another cy, (labelled cy’), to its left 
and displace all of s to the W, S, and S.W of the chosen (Y one place to the left. As 
examples, 
l cu 
’ CY a 
l a 
+ l a’ a a + l 
ct 
a da 
From each diagram of A,_, M[A( n - 1, k - l)] we obtain r - 1 diagrams of 
A,M[A(n, k)] in this way. 
Now start with a diagram D of A,M[A( n, k)]. In any row with more than one e, 
label any one of the (x’s, except that on the extreme right-hand end of the row, as 
(Y’. Coalesce (Y’ with its right-hand neighbour (Y, and displace all nodes of s to the 
7V, S, and S.W. of (x’ one place to the right. We then have a diagran: of 
A,_,M[A(n -- 1, k - I)]. 
Suppose D has n1 rows with one (x, n2 rows with two Q’S,. . . , n, rows with 
o a ‘s. The number of diagrams of A,._, M[A(n - 1, k - l)] obtained from D in this 
way is 
Also the number of Type B diagrams obtained by the previous construction from 
D is n,+n,++~+-n,. Hence the number of diagrams of Type B and of 
A,_,M[A(n - 1, k - l)] obtained from a given D by these constructions is n, + 
2n,+3n,+e l l +wn, = r. The operations on the diagrams leave relative positions 
of unlabelled nodes unaltered as regards further deletions, and so we can write 
rA,M[A(n, k)]=Type B+(r- l)A,_,M[A(n- 1, k- 01. 
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and also 
A,A,_,M[A(n, k)]=Type A+Type B 
= rA,M[A(n, k)]+(r- l)A,_,M[A(n - 1, k)] 
-(r-l)A,_,M[A(n-1, k-l)], 
AA-J&W, k)l=Q,-lAIM[A(n9 k)l 
= A,_,[(k + l)M[A(n - 1, k)]+(n-k)M[A(n-1, kll)]]. 
It follows that 
rA,M[A(n, k)]=(k-r+2)A,-,MCA(n-1, WI 
+(n-k+r-l)A,_,M[A(n-1, k-l)], 
which is the required result. 
Comlllar_m~ 9.2. If D,,, is the differential operator (Foulkes [9]) associated with the 
S-function {m), then 
J%A(n, W= (k -r+2)O,_,{A(n- 1, k)) 
+(n-k+r-l)D,_,{A(n-1, k-l)). 
Proof. Because of the dual role played by the Kostka coefficients in classical 
symmetric function theory, that is 
(h,,A2 ,... }=~K,,x~lx$-~ and h,,h,z=~~=&&,,h2 ,... }, 
cr A 
and using the Littlewood-Richardson rule for products {h}(m). the argument of 
the theorem can be applied to the corollary. The result for r = 1 has already 
appeared in Theorem 4.4. 
10. ComputationaJ use ob Theorem 9.1 
Corollary 9.2 does not prove useful in calculating successive tables for 
(A(n, k)). but Theorem 9.1 gives a straightforward procedure for calculating 
successive tables for M[A(n, k)], that is for successive solutions of the second of 
the Newcomb proVems for packs of an1 specification. 
This is illustrated by the calculation of M[.4(8,4)] from M[A(7,4)] and 
M[A(7. .?)I as given in the table for n = 7 which follows. fjtarting with r = 1 and 
using 
SM[A(7,4)]+4M[A(7,3)]= 15619(17)+8422(15 2)
a4456(13 22)+3134(14 3)+2308(1 23) 
+ 1592(12  3)+821(13 4)+788(22 3) 
+ ;20( 1 32) + 386( 12 4) + 125( l2 5) 
+ I 06(3 4) -I- 50(2 5) + O( 16) + O(7) 
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we obtain the coefficients of all monomials in M[A(8,4)] with at least one part 
equal to unity by adding an extra 1 to each of the above partitions of seven. 
Now use the theorem for r = 2. Ignoring any monomials with unit parts 
remaining after operating with Al, we have 
4A,M[A(7,4)]+5AltW[A(7, 3)-j- 2336(23)+488(32)+352(24)+O(6). 
and so the monomials in M[A(8,4)] with no unit parts and at least one 2-part are 
1 168(24) + 244(232) + 1 76(224) + O(26). 
Using the theorem for r= 3 and ignoring any monomials with parts 1 or 2 
remaining after operating with AZ, we have 
3A,M[A(7,4)]+ 6A,M[A(7,3)] = 39(5) 
and so the monomial in M[A(8,4)] with no 1 or 2 parts and at least one 3-part is 
lO(35). 
Finally, use the theorem for r = 4, ignoring any monomials with parts 1, 2, 3 
remaining after operating with A3. 
2A,M[A (7,4)] -t 7A,M[A (7,3)] = 64(4), 
then gives 16(42) as the remaining term of M[A(8,4)]. 
Tables for M[A(n, k)] are given for n = 3,. . . ,8. Up to n = 6 these agree will: 
those of MacMahon; n = 7 and 8 are believed to be new. 
Table 15 Table 16 
- 
l3 12 3 1” 122 13 2’ 4 
WA (3,O)l 1 M[A(4,0)1 1 
MCA(3,l)l 4 2 M[A(4, l)] 11 4 1 
M[A(3,2)] 1 1 1 M[A(4,2)] 11 7 3 4 
-- M[A(4,3)] 1 1 1 1 1 
11. Connexions between M[A( n, k)] tables !P-functions, s-descents 
and s -exciklances. 
This section is concerned with interpretations of entries in the M[A( n, k)] 
tables as enumerations of certain types of permutation, also as the q-functions of 
Table 17 
1’ l”2 123 122 14 23 5 
iWW, WI 1 
M[A(5, l,] “6 8 2 
M[A(S, 2)] 66 33 9 15 3 
M[A(S., 3)] 26 18 10 12 4 6 
M[A(5,4)] 1 1 1 1 1 1 1 
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Table 1% 
~~ 
1 ” 1’2 1’3 lL22 1’4 I23 l!i 2’ 24 32 6 
MfA(t%O)‘j 1 
M[A(h 01 57 ih 4 1 
M[A(6.2)] 302 131 27 53 Y 20 1 
M[A(6.3)1 302 17i 67 93 16 33 48 6 9 
MiA (6.4)] 57 41 2s 29 13 17 5 20 8 9 
M[A&.S)] 1 1 1 1 1 1 1 1 1 1 1 
Table IY 
I’ 152 I’3 1’2” 1-‘4 1’23 I”5 12’ 1 32 124 16 223 25 34 7 
M[A(7.0)) I 
M(A(7. I,] 120 32 8 2 
M(Iu7.2rj I IO I 473 81 179 27 65 3 
M(At7..%] 2416 1208 376 584 64 168 272 40 24 71: 4 
M[A(7.4)] I IY I 718 326 424 113 184 25 244 72 58 l(N) 10 18 
MfA(7, S)] y 20 88 56 64 32 40 16 46 24 22 6 28 10 12 
M(Ac7,WJ 1 1 1 1 1 t 1 I 1 1 I I I 1 I 
Section 5 with a variety of schemes for labelling the edges of the skew-hooks on 
which V is based, and finally as linear combinations, with non-negative coeffi- 
cients. of Eulerian numbers. 
1 1,l. Entries of specification (n - r, 1’) as !ff-functions 
The entries JW,,[Ain, k)] in those columns of the M[A(n, k)] table which belong 
lo partitions of the form (n - p + 1, 1 p-‘), for I\< p 6 n, will now be expressed as 
P-functions of a special type. Subsequently it -Nil1 be shown that all entries in the 
table can be expressed as V-functions. 
Theorem 11.1. M,[A(n, k)]= !Pp,p+k_n(n, k). 
Proof. MJA (n, k)] is the number of permutations o of specification (n - p + 
1, 1” ‘) which have k non-rises, where a non-rise is defined by o(i + 1) =S o(i), for 
1~ i c n. ‘The symbols to be permitted can t,e taken as 1, 1, . . . to n - p + 1 terms, 
n-p+2,n-p+3,.... n - 1, n. Depict w as a node-labelled skew-hook N in the 
usual way. the downs of IV being the increaGng sequences of CO, the flats being the 
non-rises of O. Number the rows of the rectangle enclosing IV from 1 to n - k 
upwards. and the columns 1 to k + 1 from left to right. Label each edge of 1v with 
the number of the row or column of the rectangle in which it lies. 
Remove the node labellet n from IV. If it is the first or last node of N then a 
remains with one edge fewer. The removal of an n-node which is not 
an cxtrcmca one together with the flat and down meeting it splits N into two parts. 
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In this case join the two parts so as to form a new skew-hook, preserving the 
strictly increasing nature of the downs and the non-increasing nature of the flats 
from right to left. One of the two edges which were removed with the n-node will 
be used to effect the join, so again one edge of N has been discarded. 
Thus, whatever the position of n in w, one labelled edge of N will have been 
removed leaving a skew-hook IV’. Take the discarded edge as the first edge of a 
new edge-labelled skew-hook X. 
Label the edges of N’ afresh and repeat the process, this time removing the 
(n -= 1 )-node. The discarded edge of N’ is taken as the set xrd edge of X, working 
downwards. 
Continue with Iv”, . , . until all that remains of w is 1, 1, . . . to n - p + 1 terms, 
the p - 1 labelled edges taken from ZV, IV’, N”, . . , having become the edges of X. 
X has p nodes and has the same number, n -Ire - 1, of downs as IV, and has 
k +p--n flats. 
To illustrate the process take w = 11, 10,6, 1,9,7,5,8, 1, 1, 1 in which tt = 11, 
p==S, k=7 
N= 
10 11 
from which the flat 11, 10, labelled 4, is removed to form 
N* = 6 
from which the down 10, 6 labelled 7, is removed to form 
from which the flat 97, labelled 2, is remalved to form 
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from which the down 58, labelled 4, is removed to form 
39 
from which the flat 75, labelled 1, is removed to form 
16 
N*= 
.-I 
111 5 
from which the flat 61, labelied 2, is removed to form 
16 
NIP, 
0 E A- 
11157 
from which the down 15, labelled 4, is removed to form 
N=- --- 
1111 
giving 
Given n, p and X we can recover o from X, and so the set of al! H has the same 
cardinality as the set of all X. Any skew-hook circumscribed by the (n - k;) x 
(k + p - n + 1) rectangle of nodes can be used as a possible X. If the last edge of X 
is a flat the only possible label for it is 1, whereas if it is a down it could have 
come from any of the rz - p‘ + 1 l-nodes, and so could have any of 1,2, . . . , n - p + 
1 as its label. 
If the next to the last edge of X is a flat it can only have the label 1 or 2, but if 
it is a down it could have any of 1,2,. . , , n - p + 2 as its label. Continuing in this 
way up the edges of X, the label on the first edge of X if it is a flat could be any of 
1,2,..., n - k, whereas if it were a down it could be any of 1,2, . . . , k + 1. 
The enumerator for all skew-hooks X circumscribed by the (n - k) x 
(k + p - n + 1) rectangle and edge-labelled in this way is however P, k+p-n(n, k), . 
and so the theorem is proved. 
An alternative method of proof would be to equate a recurrence from Theorem 
9.1 for M,[A(n, k)] with a recurrence for lYp,k+p-n( , k) from Corollary 5.3, but 
the above is more direct and exhibits the interesting one-to-one correspondence 
between OJ and X. 
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11.2. s-descents and s-excidances 
A descent in a permutation u of distinct integers 1,2, . . . , n can be quantified 
by defining an s-descent, for s ) 0, by a(i) - a( i + 1) 3 s, and following Foata and 
Schiitzenberger [8] an s-excedance is defined by a(i) - i a s. Since juxtaposition of 
two integers in the disjoint cycle notation for u can indicate an excedance, and in 
the representation of m as an arrak?gement can indicate a descent, it is perhaps 
natural to expect s-excedances and s-descents to be related. The relationship is 
expressed in the following theorem (Foata and Schiitzenberger [8], Foata [7]). 
Theorem 11.2. The number of permutations of 1,2,. . . , n with k s-exdances, 
0 g s < n, is equal to the number with k s-descents. 
Proof. Let u be expressed as the product of disjoint cycles cl, c2, . . . , c,. If ai is 
the largest integer in ci, order the cycles so that a, < a2 < l l l < al, and write each 
ci ^ ’ with ai as its first element. Then CT?;’ l l l c;’ regarded as an arrangement of 
1*2 ,***1 n and not as a product of cycles, defines a permutation &. The corres- 
pondence between (+ and & is clearly one-to-one. Further an s-excedance in a 
appears as two adjacent integers p, p +x, where x as, in a ci, the first integer in Ci 
being regarded as adjacent to the last. In c, ’ regarded as an arrangement with ai 
as its first integer, the integers p +x, p are adjacent and so form an s-descent in &. 
There are no descents in & other than those contained in CL’, ci2, . . . , c;’ since 
the last integer in cf ’ is always less than the first integer of c&. Hence every 
s-exccdance in u becomes an s-descent in &, and every s-descent in & is obtained 
from an s-cxcedance in cr. 
It follows that the number of permutations with k s-excedances is the same as 
the number with k s-descents, proving the theorem. 
The correspondence (T f-, & has been considered in some detail by Foata and 
Schtitzenberger [S, pp. 13-171 and Foa$a [6, pp. 92-981. It was called by them the 
fundamental transformation and was presented in a way rather different from the 
above. They also oroved that the number A(n, k; s) of permutations of 
1.2,.... n with k s-excedances is an integer multiple of s ! This has been proved 
for the number of permutations with k s-descents by Gansner [14] in a very 
different way using skew-hooks and 2’ correspondence between (T and a set of 
edge-labelled skew-hooks which resembles in some respects the correspondence 
10 c* X in Theorem 11.1. If AIn, k; sj=s! a(n, k: s), then Gansner has shown 
directly that a(n, k; s) = V n S+ ,,&z, k + s - I), which has also been proved _ 
I Foulkes [ 131) using a recurrence relation for a(n, k ; s). 
Combining this result with Theorem 11.1 we have 
M,[A(n, k)]= a(n, p + k -n; n -p+ 1) = FPcp.p+k_n(n, k). 
c f‘lrst of &se equalities has been pr”jved otherwise (Foata and Schiitzenberger 
[x, pp. 36-38 1,. 
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We now apply the recurrences of Theorem 9.1 for M,,[A(n, k)] to obtain 
recurrences for the V-functions and the a(n, k; s) numbers. 
Theorem 11.4. 
(a) p p,p+dn9 k) = (k + lW,-, p+k-n(~q - 1,k) 
+(n - k)~p:~,p+,c-,,-&z - 1, k - 11, 
(b) a(n,k;s)=(k+s)a(n-l,k;s)+(n-s-k+l)a(n-l,k-l;s), 
(c) (n-p+W P p+k--n(n, k) = C(P + k - n) + Wp.p+,m,+An - 1, k) 1 
+Cn-(~+k-n)l~~,,+k-~(n-l,k-1), 
(d) sa(n,k;s)=(k+l)a(n-l,k+l;s-l)+(n-k)a(n-l,k;s-1). 
Proof. The only possible values of r in Theorem 9.1 which apply to M,[A(n, k)] 
are 1 and n - p + 1, since the specification of the column we are concerned with is 
(n-p+l, 1*-l). It is clearer here to write M,[A(n, k)] in full as 
M,_p+,,,P-IIA(n, k)]. r = 1 gives 
Mn_p+,,,p-l[A(n, k)]== (k + l)Mn-p+l.lp-4A(n - 1, Ml 
that is 
+(n - k)A&,-p+l.lp 4A(n - 1, k - l)l, 
M,[A(n, k)]=(k+l)M,_,[A(n-1, k)]+(n-k)M,_,[A(n-1, k-l)1 
from which 
vf p.p+tAn, k) = (k + l)~p-r p+k--n(n - 1, k) 
+(:- - k)Wp~l,p+k_n..l(n - 1, ii - l), 
which is (a) and is a reappearance of the result of Corollary 5.3. Changing to 
a(n, k ; s) numbers and writing k and s respectively in place of p + k - n and 
n-p+1 gives 
a(n.k;s)=(k+s)a(n-l,k;s)+(n-s-k-l)a(n-l,k-l;s), 
which is (b), and is a new derivation of a known result (Foata and Schiitzenberger 
[8, p. 341; Riordan [20, p. 2151). r = n - p + 1 gives 
(n -p + l)&-p+lMn-p+t Ip-IIA(n, k)l = 
=[(p+k-n)+l]A~_,&&,_p,,p-JA(n-!, k)] 
+[n-(p+k-n)]A~_piV!,_,,p-~[A(n-l, k-l)] 
which is 
(n-p+l)M,[A(n, k)]=[(p+k-~)+llMp~A(n-~19k)l 
+[:I/-(p+k-n)]Mp~~(n-l, k-l)] 
from which 
(n-p + l)*p,p+k-n ( , k)=[(p+k-n)+l]*p.p+k-,l+I(n- Lk) 
+[n-(p+k-n)]lYp,p+k-,,(n-l,k-l), 
which is (c). 
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Transferring to a( ~1, k ; s) numbers and replacing p + k - n and n - p + 1 respec- 
tively by k and s gives 
su(n,k;s)=(k+l)a(n-l,k+l;s-l)+(n-k)a(n-l,k;s-l), 
which is (d). 
co*oiary 11.5. 
A(n,k;s)=(k+l)A(n-l,k+L;s-l)+(n-k)A(n-l,k;s-2). 
This follows since A(n, k; s) = (s! a(n, k; s). 
From (c), (d), and this corollary it is possible to express !PJ n, k). where 
n -_ t = k - q, a(n, k ; s), or A (n, k ; s) as a linear combination, with non-negative 
tmficients, of Eu’rerian numbers A(n, k), or, what is equivalent P-functions of 
the form VW( t, 4). The expression for A (sz, k ; s) is given by the following 
theorem. 
Theorem 11.6. 
s-1 s-1 
A(n,k;s)= c ( m ){(k+l)(k+2)== l to s-m-l factors) 
m =o 
x{(n-k-s+2)(n-k-s+3)***to m factors} 
xA(n-s+l,k+s-m-1). 
Proof. The result is true in a trivial sense for s = 1, and is true for s = 2 since it is 
then 
A(n,k;2)=(k+l)A(n-l,k+l;l)+(n-k)A(n-1,k;l) 
lwhich is Corollary 11.5 for s = 2. 
Assume tb ,e truth of the theorem for s. Then 
A(n,k;s+l)=(k+l)A(n-l,k+l;s)+(n-k)A(n-1,k;s) 
=(k+l) ‘f (S-J)((k+2)(k+3)~~=tos-m-lfactors} 
m=O rn, 
x{(w-k-s)(n-k-s+l)=*.tomfactors) 
kA(n-s, k+s-m)+(n-k) “f (“,‘) 
m=O 
x{(k+l)(k+2)**= to s - m - 1 factors) 
x{(n-k-s+l)h-k-s+2)*=*to m factors) 
x A(n -s, k + s .. m - 1). 
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The coefficient of A( n - s, k + s - m) is 
‘-I ( 1 m {(k+l)(k+2) l l l to s-m factors] 
X{(n-k-s)(n-k-s+l) l 0 l to m factors] 
+ ( ) i_‘, {(k + l)(k + 2) l l l to s - m factors) 
x(n-k-s+l)(n-k-s+2)=** tom-lfactors}(n-k)= 
={(k+l)(k+2)*=* to s-m factors} 
x{(n-k-s+l)(n-k-s+2)**to m-l factors} 
X I(“-‘)(n-k-s)+(i-_ll)(n-k$ 
m 
The term in square brackets is 
(n-k-s+m), 
and so the theorem is true for s + 1. 
As an illustration, the theorem gives 
A(8,1;5)=(;)2~3~5~4A(4,3)+(~)M+4A(4,~) 
L 
=6~120~1+4=240~11+1 %W 11=5! 171. 
Alternatively, the V-functions give 
A(8,1;5)=5!a(8,1;5)=5!W,,(8,5) 
=5!(75+60+36)=5! 171, 
whereas the formula 
A(n-l+s,k;s)=s! c (-l)‘(k-i+s)“-’ 
OsiSk 
(n;s)(k-f+“) 
given by Foata and Schutzenberger [1970, p. 431 gives yet another very different 
evaluation, 
A(8, 1;5j=5! 6- [ 3 (i)(Z)-53 (;,(;)I = 5! 171. 
44 Z-LO. Foulkes 
Theorem 11.6 leads to an expression for M,[A(n, k)] in terms of Eulerian 
numbers. It is illustrated here by the part of the M[A(S, k)] table consisting of 
hook columns only. 
IQ 1’2 123 14 5 
A(5.0) 
A(S. 1) fA(4. I)+ANO)I/2 
AtS, 2) (tA(4.2)+4A(4. I)]/2 [2A(3,2~+XA(3.1)+2OA(3.01/6 
A(% 3) [3Ac4..1J+ .tA(4.2)1/2 [12A(3.2)+ 12A(3.1)1/6 [36A(2, 1)+60A(2,0)]/24 
A($. 4) A(4.3) A(3.2) At2.1) A(1.0) 
From Theorem 1 t .6 it is evident that the coefficients of the Eulerian numbers 
in this mode of expression will ai-ways be non-negative. 
Yet another representation of M,[A(n, k)], a second one as a V-function, is 
given by the recurrence of Theorem 9.1. When r = n - p + 1 in this theorem we 
have, for p< n, 
(n-p+ l)M,,[Ain, k)]= 
=[(p+k-n)+l]MPIA(n-l,kj]+ [n-(P+k-n)lM,CA(n-1,k-1)1. 
Putting k, = p + k - n, this is 
(n--p+- l)M,[A (n, k)l= (k, + l)!Qk,+,(n - 1, k) 
+(n-k,)!I$Jn-1, k-l). 
The enclosing rectangle: of the two V-functions appearing here are respectively 
(p-k,-- l)x(k,+2) and (P-k,)x(k,+l). The numbering of their rows and 
columns are the same, so that if they are superimposed so that rows with the same 
number coincide, as do columns with the same number, then a (p - k,) x (k, + 2) 
rectan,gle, deprived of its top right-hand corner node, is obtained. Insert a node 
here and number the flat and the down leading from it as n - k, and k, + 1 
respectively. 
If PF is the product of all the edge-labels of a skew-hook s from the bottom 
left-hand corner of this numbered rectangle to the top right-hand corner, then as 
in Theorem 5.1, 
(n-p+ l)MJA(n, k)]= c P,. 
This is a generalisation of the P-function !?&(n, k) in that the scheme of labelling 
does not in general proceed by a unit step in the top right-hand corner. We 
denote this new function as !P P+, k,+l(n., k; k,). For n = 8, p = 4 and k = 5 we have 
k, = 1, and 
-cM,[A(8,5,]- 2w,,(7,5)+7V&(7,4). 
umbered rectangle is 
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and the edge-labelled skew-hooks enclosed by it are 
3 
3 7 
giving 
P&,5; 1)=336+280+175+32+20+12=855, 
and so M,[A(& 5)]= MS/S = 171. 
The expression for M,[A(n, k)] obtained in this way by taking r = n - p + 1, 
p < n, in Theorem 9.1 is rather more complicated than the resuit of Theorem 
11.1, which is obtainable from Theorem 9.1 when r = 1, but it suggests a way in 
which the entries in the non-hook columns of M[A(rz. k)] can ble expressed Ry 
means of edge-labelled skew-hooks and so by !P-functions. This will be consi- 
dered in detail in the next section. 
As preliminaries to this we note that (1) if we apply the operator A, (r > 1) on 
the left-hand side of the recurrence of Theorem 9.1 to a partition (w) which has at 
least one part equal to r and no part greater than r, then the operator A,_, on the 
right-hand side of the recurrence will act on the partition (a~)’ obtained from (w) 
by removing the node from the rim of the Ferrers diagram of (LO,) in the highest 
position consistent with a Ferrers diagram remaining after the removal of the 
node; (2) if the same procedure is applied to (0) and continued, if necessary, the 
partition (1’) will be reached, t being the number of parts in (0). There is thus a 
sequence of partitions, from (0) to (l’), obtAined in this way. For example, if 
(01) = (4 2 I’), the sequence is 
(4 2 12), (3 2 12), (22 12), (2 1”), (i”). 
Using this sequence we will now obtain edge-labelled skew-hooks (and so the 
V’-functions) relating to the column (w) of M[A(n, k)] from those of the column 
(l’), that is the Eulerian numbers A(t, k). 
11.3. A procedure for expressing all solutions of the second part of the Newcomb 
problem as T-functions 
Every V-function is completely prescribed by the numbering crf the segments of 
the sides and internal dividing lines of the rectangle enclosing all the skew-hooks 
pertaining to !I? Consider the rectangles associated with the Newcomb problem of 
specification (I’), that is, with the Eulerian numbers Act, k), for 0 4 k < I. These 
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rectangles can all be “amalgamated” into a 
numbering of the segments follows a simple 
diagram incorporating the four rectangles for 
“staircase” diagram in which the 
rule. Thus for t =4, the staircase 
A(4, k) is 
1 
3 
1 (I 2 2 2 12 3 
)1!1!1. 
The labelling is given by the rule of Corollary 5.2 and is completely prescribed by 
the labelling of the l- 1 segments of the left-hand vertical line and that of the 
I - 1 segments of the lowest horizontal line, since by Theorem 9.1 the column 
labels increase successively by a unit in the SE direction, and the row labels by a 
unit in the N.W. ditection. 
Starting from this amalgamated, or staircase, diagram for (1’) we now construct 
the staircase diagram for each partition in the sequence (l’), . . . , (0). The next 
partition is necessarily (2 l’-‘). Theorem 9.1 gives 
2A2M2,1 a[A(t+ 1, k)]= kA,M,l[A(t, k)]+-(t- k+2)A,M,I[A(t, k-l)] 
so that the multiplier k increases by unit steps from 0 to t, and the multiplier 
I -_ k + 2 decreases by unit steps from t + 2 to 2. Hence we extend the left-hand 
column of the (1’) staircase diagram upwards by an edge labelled with the initial 
value, 0, of k, and extend the bottom edge of the diagram to the right by an edge 
labelled with the final value of t - k + 2, namely 2. Now construct a new staircase 
diagram using the (1’) diagram as a foundation, the labelling of the newly formed 
flats and downs foiiowing the previous N.W. and SE rules, and so is completely 
prescribed by the 0-labelled vertical edge added to the left-hand column and the 
2-labelled flat added to the bottom row. Thus the staircase diagram for (2 13) is 
t 
0 
( 5 
1 I 
(I ,4 
1 2 2 
l: 3: 
2 2 3 -_ 
i 2 3 3 
1 1 12 ._ cl__ 
fmm which the column (2 1 3, of M[A(fi, k)] can be read off as 
I[& 16,12+ 16+ 16+8+8+6, 12+ 12+9+3,2]=[0,8,33,18,1] 
by taking the rectangles in order and evaluating their P-functions. 
The next partition in the sequence could be either (3 lc-‘) or (22 lae2). The 
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former gives 
3A,M,,I-][A(? +2, k)] = 
= (k - l)A,M,,t-,[A(? + 1, k)]+(t - k +4)&M&A@+ 1i.k - I)] 
so that k - 1 increases by unit steps from - 1 to t, and t - k + 4 decreases by unit 
steps from t +4 to 3. Hence the left-hand column of the (2 1*-l) staircase diagram 
is extended upwards by an edge labelled -1, and the bottom row is extended by 
an edge labelled 3. 
The partition (22 ltw2) gives 
2A2M221+l[A(t + 2, k)] = 
= k&M,,,-,[A(t+l, k)]+(t-k+3)A,M2,+I(t+l, k--O] 
so that k increases from 0 to t + 1, and t - k + 3 decreases from t + 3 to 2. Hence 
the column extension is labelled 0, and the row extension % labelled 2. 
For either (3 lt-‘) or (2 2 1 t-2) the internal labelling of the new elementi; of the L
raised staircase are given by the S.E. and N.W. rule. By continuing the construc- 
tion and labelling of the staircase diagrams in this way for each partition in the 
sequence (1’) to (o), we obtain a numbered rectangle and its attendant ?P- 
function for each partition in the sequence 2nd each relevant value of k. Thus the 
sequence 
(14), (2 13), (22 12), (3 2 1 2), (4 2 12) 
gives the diagram 
-2 
10 
-1 -1 
,( 8 _. 9 , 
0 0 0 
,, 6 7 __ 6 
0 1 1 1 
,, 5 5 6 7 . 
1 12 2 2 
3 4 4 5 6 ._ ,_ _, 
1 2 2 3 3 3 
2 2, 3. 3,,4 5. ., 
1 2 3 3 4 4 4 
l_ 011 212-31 
The rectangle for (4 2 l*) and k = 6 gives, for instance, 
(720+720+540+ 180+ 160+80+48)/(2 l 2 l 3 2 4) 
which is 5 1, as shown in Table 20. The rectangle for (3 2 12) and k = 5 gives 
which agrees with Table 19, and with Riordan [20, p. 2351. 
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The procedure described above for the expression of any entry in the 
M[ A (n, k)] tables as the product of a W-function by a simple nume.&l factor is 
not the only one which could be developed from Theorem 9.1, but it appears to 
be the most systematic. 
Finally it should be remarked that Theorem 9.1, or a procedure such as the 
above which depends on it, enables every solution of the second part of New- 
ce~mb’s problem to be expressed as a linear combination of Eulerian numbers 
A(z. k) with non-negative coefficients, whatever specification into t parts is given. 
To complete the M[A(S, k)] table given earlier for the hook columns only we 
hWT! 
(1 2’9 (2 39 
61 0 
(At3. 19 + 4A (3,09]/4 
(4M3.29-1 lOA(3, I)+ 16A(3,(99]/4 ;9l2A(Z. 19+24A(2,09]/12 
1 ltAt.3. t)+r)A(3,19J/4 [36A(2, 1,+36A(2,09]/12 
(4A63.291/4 [12A(2, I)]/12 
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