This study attempts to identify the important variables that may affect yellow maize futures prices in the South African derivatives market. Data was obtained from the South African Futures Exchange, a division of the Johannesburg Securities Exchange. Weekly data on the rand-dollar exchange rates were obtained from the South African Reserve Bank (SARB). Monthly data regarding import volumes, export volumes, maize consumption and maize stocks in South Africa are available from South African Grain Information Service (SAGIS). Fifteen variables that may be used to forecast futures prices were identified from theory and similar studies. A correlation matrix of these variables with maize futures prices was determined at the 5% significance level. After applying various statistical analyses to test for autocorrelations, stationarity etc., only four variables were left with which to model the futures prices. The R2 of the remaining variables was only 12.21%, indicating a low goodness of fit. Applying the regression model to the ex-post prices clearly indicated that these variables that were identified do not adequately explain the movement in the futures prices. The primary reasons for the low accuracy of the model may be due to the use of the weather index for SA alone (a small contributor in a global market) and the linearity assumption underlying the selected dependant and independent variables may also be unrealistic. Further research is therefore needed to identify more appropriate variables with which to model yellow maize futures prices.
Introduction and problem statement
A large degree of variability over time is present in yellow maize prices, between the periods 2006 to 2008 the yellow maize price fluctuated between R1100 and R2500 per ton (Maize Report 2010). The price variability is mainly attributable to two factors, the dependence of agricultural commodities on nature and the lag that exists between planting decisions and the harvesting of the crop (Ellis 1992) .
This variability in price poses a risk to farmers, merchandisers, food processors, exporters and importers. By entering a futures contract economic agents have the ability to hedge themselves against price variability. However a successful hedge will only be achieved if the agent enters the correct position in the futures contract and the basis risk corresponding to the position in the futures contract is managed effectively (HEDGERS GUIDE). In 2009 the Chicago corn contract was launched on the Agricultural Product Division on the JSE. The contract represents the international benchmark for yellow maize prices, and since it is traded and settled in rand it is a convenient way for South African traders to hedge internationally (Commodity Derivatives JSE 2009).
Futures Markets exists primarily for hedging, but many speculators participate in the market as well.
Volatility in the markets attracts speculators hoping to realize a profit by correctly anticipating and timing price movements in the futures market. These speculators play an important role to facilitate hedging since they provide liquidity to the futures market. Liquidity is defined as the ability to enter and exit the market quickly, easily and efficiently with little or no loss. This allows buyers and sellers to enter and exit a market position at an efficient price (HEDGERS GUIDE).
The use of futures goes beyond that of risk management for hedgers and trading instruments for speculators. In the South African agricultural market maize futures prices are an important determinant of the maize spot price and are therefore a price discovery mechanism. This phenomenon takes place because the majority producers and buyers prefer to fix their selling and purchasing prices respectively, in the futures market. Most of the deliveries are made in terms of futures contracts rather than in the spot market, the result is a disparity in liquidity in the spot and futures market. Therefore spot market pricing is derived from the near futures price and the fair value pricing of futures is based on the futures market itself (Faure, 2006) . The current and growing importance of futures in South Africa's agricultural markets, especially the maize market, is evident. Futures play an important role in risk management. Futures are very important in the sense that they are price discovery mechanisms. In addition to this, the frequent trading increases liquidity and improves the efficiency of the markets. Participants in the maize markets need to understand what factors influence the futures prices in order to effectively hedge their risk or make profitable trading decisions.
Objective of the Study
The goal of this study is to identify and quantify the factors affecting the yellow maize futures price and develop a trading model based on these factors. This model may aid traders to maximize profit and may help hedgers to set up effective risk management strategies.
Research Methodology
Multivariate statistical analysis is applied to secondary data. Using the results from the analysis a correlation matrix is generated to simultaneously identify the relationships between the independent variables. The most significant variables are identified and used in the multiple regression estimation model.
All data used in the analysis is weekly data. Corn trading data (through CBOT) concerning the independent variables have been collected from SAFEX. Daily data on temperature and rainfall in Mpumalanga, Northern Cape and North West province applicable to annual yellow maize yield is used to compile a weather index.
The focus of this study is the identification and modeling of key variables determining the market price of yellow maize futures trading on SAFEX. This study does not employ a sophisticated technique to compile a weather index. More accurate weather indices are available internationally. However, in the South African context such models do not exist. The secondary data used in this study have been obtained from various sources. There may therefore be some degree of inaccuracy and/or omissions in the data sets. Not all variables influencing yellow maize near futures price are present in the study. However, the variables considered to have the most significant impact on prices were identified and selected.
Literature review
The futures price is a forecast of what the spot price of the underlying asset of the futures contract will be for a given date in the future, based on current market information. Factors of supply and demand influencing the spot price influences the futures price in the same manner although the relationship of the changes are not always perfect (Krugel 2003) . A large body of literature surrounding the factors influencing yellow maize spot and futures prices exists. In the following subsections the factors that are used in the development of the explanatory model is identified and a brief review of the existing literature surrounding these factors is provided.
Growing Conditions and a Weather indicator
Growing conditions has a direct influence on crop yields which leads to price variability. Goodwin and Schnepf (2000) found that better than average growing conditions tend to be associated with less volatile maize prices and had the strongest influence relative to other variables in their study on price variability. A study by Hennessey and Whal (1996) concluded that high temperatures together with low rainfall during growing seasons tend to increase variability in maize prices while high temperatures and high rainfall during growing seasons tend to decrease price volatility. Studies done by Chabane (2002) and Krugel (2003) A study by Considine (n.d.) on the use of weather derivatives as a possible hedge for maize yields found a significant relationship between maize yields and cold degree day options (CDD). The study was conducted on Des Moines Iowa, the U.S.'s largest maize producing state between April and December for the period 1958 to 1997. Using a multiple linear regression, the April yellow maize price, the July CDD's in Des Moines, the August CDD's in Des Moines and a trend in time was modeled against the December maize price ( Figure  1 .1). The study concluded that a large fraction of the variability in maize prices between March and November can be explained by CCD's in Des Moines for July and August. Doll (1967) suggests estimating maize yield response as a function of meteorological variables such as rainfall and temperature, trend, and their interaction. The ratio of the yield predicted for actual weather that occurred during the year to the yield had average weather occurred during the year is used to compute the index. The base yield of this ratio will change with time when interaction is present.
Seasonality
Various studies confirmed the presence of strong seasonality in grain markets arising from the seasonal nature of production technology (Fackler and Roberts 1999) . Sorensen (2002) found that maize futures prices in the U.S. peak two to three months before harvest and reach their bottoms after harvesting periods. The forces of supply and demand explains this: periods of high supply are periods of relatively low prices where periods of low supply levels are also periods of relatively high prices. Goodwin and Schnepf (2000) identified strong seasonal patterns using implied volatilities calculated by the standard Black-Scholes model on maize and wheat options; however the patterns were only statistically significant in the case of maize. Their study indicates price variance peaks during summer months when maize stocks are at their lowest levels. A study conducted by Heymans and Styger (2008) suggest that seasonality should be approached as being stochastic rather than deterministic. Approaching seasonality in this manner allows for the testing of hidden components present in the time series. The study was conducted on white and yellow maize prices for the period 26 March 1998 to 13 July 2006 in the South African market using different methods to test for seasonality. They concluded that using GARCH models which treat seasonality as being deterministic provided no meaningful relationship between the results and the actual time series; however the results were statistically significant. Using the Unobserved Components Model (UCM) method, results were not statistically significant but the patterns obtained seem to describe the time series more accurately than the deterministic approach. In the case of yellow maize the unobserved seasonal patterns appears to signal the majority of changes in the yellow maize series over the test period. (Figure 2 )
Methodology
Simple linear interpolation is used in cases where daily data is not available. The following equation is used:
Where: Z s = value to be determined T 1 = date at time 1 T s = date at which the value is to be determined T 2 = date at time 2 Z 1 = given value at T 1 Z 2 = given value at T 2 Microsoft Excel contains a "FORECAST" function based on the above equation that is utilized to interpolate the large datasets in the study.
Development of a Weather Index
The weather index that is used in this study is based on the relationship between temperature and rainfall and yellow maize yield. The relationship proposed by Doll 1967 is quantified as follows:
Weather is characterized by a function, x t (s) , representing all of the meteorological variables influencing the final crop yield in a given year, where t is the year, s is the time through the growing season, and 0 < s < S. W is a weighting function of the meteorological variable and y t is yield in year t.
By dividing the growing season into several periods the product becomes w j (s)x tj (s), where j = 1,2,3…., k is the period and s is now the time within in a period. Yield in year t is then:
This expression provides the foundation for estimating a weather index, the specific formulation used could vary widely. One formulation would be to assume that the integral expression for each period can be approximated by a product function such as:
So that yield can be expressed as the composite function:
Where z = z b j in this formulation corresponds to the weight function w j (s), and x tj is a direct measure of some meteorological variable corresponding to the function x tj (s), z tj provides a measure of the impact of the meteorological variable in the period j in the year t.
Assuming the z tj 's are linear functions of the meteorological an empirical model can be derived from this conceptual formulation. This model would be:
This is a quadratic function commonly used in agricultural economics research. Meteorological effects in time periods are not assumed to be independent. Weather in each period interacts with weather in every other period. An index for year t can be computed as:
Where Z̅ t and Z̅ 
Time to Maturity on Futures Contracts
Samuelson (1965) proposed that as a futures contract approaches maturity, futures prices will incorporate more information thus increasing price variability as time to maturity decreases; this is known as the Samuelson or maturity effect. A result from a study by Streeter and Tomek (1992) 
Export and Import Parity Prices
South Africa's maize markets operates within a free market environment, therefore changes in the world markets have direct influence on domestic prices. Calculated import and export parity prices provide price ceilings and floors respectively for domestic maize prices. A band is determined by world prices within which domestic prices can vary depending on supply and demand conditions. In the cases where demand exceeds supply, prices tend to move toward import parity prices and in cases where supply exceeds demand, prices tend to move toward export parity prices. Proagri (2001) and Krugel (2003) found that this relationship is relevant to maize futures prices in the South African context.
The Rand-Dollar Exchange Rate
The rand-dollar exchange rate is a variable in the calculation of import and export parity prices and has an influence on the price band containing maize futures prices fluctuations. Chabane (2002) found that there has been a relationship in the past between the rand-dollar exchange rate and the maize price. His study indicated that sharp currency depreciation in the rand relative to the U.S. dollar coincided with maize price increases in the past. Furthermore Vink and Kirsten (2002) established that a high elasticity exists
Beginning Stock + Total Production -Total Use
Total Use between white maize prices and the rand dollar exchange rate, a 1% increase in the exchange rate resulted in a 1.16% increase in the real price of white maize. However this elasticity may have been exacerbated by a crop shortage during the period the study conducted. Additionally, Krugel (2003) and Auret and Schmitt (2008) found that the exchange rate has an influence on the volatility of maize prices in South Africa.
The World Price of Maize in Dollars and the CBOT near Futures Price
Auret and Schmitt (2008) suggest the world price of maize in dollar and the CBOT near futures price to be considered as a factor influencing domestic maize futures prices. It is generally accepted that the CBOT corn near futures price serves as the world supplydemand price discovery mechanism. The largest commodity exchange on which maize is traded the Chicago Board of Trade (CBOT) which is located in the U.S.. Additionally the U.S. is the largest producer, exporter and consumer of maize thus it is intuitive that changes in U.S. maize prices has an effect on the global maize market.
Analysis
Various statistical procedures and analysis is performed on the time series data concerning the variables believed to influence the yellow maize near futures prices of contracts trading on SAFEX. The following sections provides the outcomes of the statistical methods applied to the data. Before the analysis is discussed, the following assumptions regarding the analysis should be highlighted. The assumptions are as follows:
The Multiple Linear Regression Model used for the research is:
Where Y i (i = 1,…n) is i th value of the futures price and the X j 's the j th variables filtered by the above mentioned techniques.α,β j (j = 1,…p) are the regression coefficients and reflect the partial effect of the associated variables, holding the effects of all other variables constant. p is the number of variables in the model and ξ i is the random error term.
1. The linearity assumption -the relationships between the independent variables and the dependent variables, SAFEX yellow maize futures price, should be linear. That the regression model is linear in the coefficients β j .
2. The assumption of normal distribution of the errors with a constant (homoscedastic) variance, meaning the error term is normally distributed with zero mean.
3. The assumptions of no autocorrelation among the errors, meaning the observations of ξi are uncorrelated with each other.
4. The assumption of no multi collinearity, meaning no independent variable is a perfect linear function of any other independent variable.
The analysis which follows is conducted under the above mentioned five assumptions. The assumptions are made to simplify the analysis of the data and may not reflect the actual relationships present among the variables in the market in a sufficiently accurate manner. The analysis commences with an analysis of the original data. A second analysis follows which is conducted on the first difference in the natural logarithm of the original data. The final model is then estimated and tested on historical data and ex-post data.
Analysis of Original Data
An exploratory analysis is conducted on the original non-transformed data. The rationale for this is to uncover inherent patterns regarding the type and strength of relationships present among the variables. A strong linear relationship between the dependant and each of the independent variables is highly desirable. A strong linear relationship among the independent variables indicates collinearity which is undesirable. Examining the correlations present among the independent variables provides a useful starting point to determine the relationships among the variables. Table 1 presents the acronyms used to identify the dependent and independent variables. A regression equation on the original data is estimated using the stepwise regression methodology at the 5% significance level. The purpose of the regression is to further investigate the data and establish the validity of multiple linear regressions for the variables.
The stepwise regression dropped the following variables at the 5% significance level.
The remaining 9 variable model has an adjusted R-squared value of 95.08% indicating a very high proportion of variability is accounted for by the model. This indicates a high goodness-of-fit for the estimated model and will be useful in assessing the overall accuracy of the model. The Durbin Watson (DW) d-statistic measures the lack or presence of serial correlation among the errors from one observation to other observations. The ideal value for the DW statistic is 2.00 indicating the absence of autocorrelation. The DW d-statistic calculated for the 5 variable regressions is 0.4462252 indicating a strong presence of autocorrelation.
The Variance Inflation (VIF) and Tolerance (1/VIF) are used to determine if collinearity is present in the variables. A VIF > 10 and a Tolerance < 0.1 indicates that collinearity may be a problem. An examination of Table 4 indicates that collinearity is a problem for 2 of the 8 variables namely IPP and EPP.
Table 4
Variance Inflation Results on Independent Variables Using Original Data
It is important to confirm whether a series is stationary before using it in a regression. A series is defined as stationary if the mean and autocovariances of the series do not depend on time. In order to test for the stationarity of a series, unit root tests are utilized. A Dicky-Fuller Augmented (DFA) unit root test which includes a constant in the test regression is used. The automatic lag length employed by the DFA test is determined using a Schwarz Information Criterion. The Schwarz Information Criterion determined a maximum lag of 14 and the results of the DFA tests are presented in 
Transforming the Data
Undesired autocorrelation is present in the time series data. Examining Table 5 reveals that only 5 (marked with *) of the 15 original variables used in the study pass the DFA test at the 5% level namely:
A method to address the issue of autocorrelation in the original data is to transform the data by taking the first difference in the natural logarithm of the data. The correlation matrix presented in Table 6 presents the correlations among the transformed values. Significant correlations are indicated by * in the table. The dependant variable namely NFPYMZ is correlated to the following independent variables at a 5% significance level: IPP, EPP, FOBUS, and FOBARG.
In contrast to the large collinearity present in the original data, the transformed data displays low levels of collinearity. For further investigation, the stepwise regression method at the 5% significance level is conducted on the transformed data. The regression eliminated the following variables with p >= 0. A linear regression is conducted using the remaining 3 variables namely VOL, SUR and IPP. The 3 variable regression has an Adjusted R-squared of 9,59% indicating a low degree of variability is accounted for by the model. The DW d-statistic is 1.674887 indicating the presence of moderate autocorrelation. In comparison to the 8 variable regression on the original data, the 3 variable regression has a lower goodness-of-fit of 9.59% as opposed to 95.08% mentioned before. However, the DW d-statistic has improved significantly from 0.4462252 to 1.674887. Additionally, the mean VIF for the 3 variable regression is 1.38 which is a significant improvement relative to the 9.67 of the 8 variable regression. In conclusion, using the transformed data addressed the issue of collinearity but the Adjusted R-squared (goodness-of-fit) concurrently declined.
Lastly the DFA unit root test for stationarity is conducted on the transformed data. The DFA test has the same parameters as the DFA test conducted on the original data. As indicated in Table 8 , all 15 transformed variables pass the DFA unit root test at the 5% significance level. This indicates a vast decline in autocorrelation relative to the 10 untransformed variables which did not pass the DFA unit root test at the 5% significance level. Including FOBARG in the regression yields a lower mean VIF relative to the 3 variable regression, reinforcing the reduction in collinearity due to its inclusion in the regression. To summarize, the final model has an Adjusted R-squared value of 12.21% indicating the model does not account for a material proportion of variability. The DW d-statistic is 1.71 which is close to 2 indicating autocorrelation is present but not a concern. Collinearity is not present among the independent variables, since the VIF for all independent variables are less than 10.
Based on the parameter estimates for yellow maize, the following model was constructed: Figure 3 illustrates the actual yellow maize near futures price against the results generated by the final model for the period 1 January 2005 to 31 December 2009, a low goodness of fit is clearly visible, this is to be expected due to the Adjusted R-Squared value of 12.21% present in the regression.
Ex-post Results
The model was tested ex-post for 6 months after December 2009. Figure 4 displays the ex-post results for the 6 month period with the usefulness of results being debatable. The model gives a poor indication of the magnitude and direction of price changes. 
Conclusions and Suggestions for Future Research
The independent variables used in this study do not provide an adequate explanation when modeled to determine the SAFEX yellow maize futures price. There are three possible explanations for this inadequacy. Firstly the autocorrelation among the selected independent variables are present at undesirably high levels. Secondly the proportion of variables relevant only to South Africa is too high. The weather index which only captures growing conditions within South Africa, South African yellow maize yield and the spread between SAFEX yellow and white maize futures are examples of independent variables unique to South Africa. The market for yellow maize is a vast global market and South Africa's contribution and influence on the market is minute relative to the larger participants such as Argentina and the U.S.. Thirdly the assumption of linear relationships between dependent and independent variables is unrealistic and may also contribute to the unrealistic outcome.
Further research may be conducted especially as it relates to the selection of variables for inclusion in the model. In order to more accurately quantify the effect of growing conditions on maize yields and prices, growing conditions should be analyzed in areas producing a significant volume of global yellow maize to the market. The relaxation of the linearity assumption through the use of non-linear regression may improve the accuracy of results. Finally, market momentum induced by trading sentiment may influence futures prices in a stochastic manner which cannot be accounted for by any deterministic variable. Future estimation models should take this into account.
