If the bimodule of 1-forms of a differential calculus over an associative algebra is the direct sum of 1-dimensional bimodules, a relation with automorphisms of the algebra shows up. This happens for some familiar quantum space calculi.
Introduction
A differential calculus over an associative algebra A is given by a graded associative algebra Ω(A) = r≥0 Ω r , where Ω 0 = A, together with a linear map d : Ω r → Ω r+1 satisfying d 2 = 0 and the graded Leibniz rule. Choosing generators θ s , s ∈ S, of the A-bimodule Ω 1 of 1-forms, the commutation relations with elements a ∈ A can be expressed as
where Φ is a homomorphism from A into the |S| × |S|-matrices with entries in A. Suppose we can choose θ s such that Φ becomes diagonal:
Then the maps φ s , s ∈ S, have to be automorphisms of A. In this case, Ω 1 is the direct sum of 1-dimensional bimodules. If the special form (1.2) of the commutation relations can be achieved, calculations in the differential algebra are drastically simplified. Trivial examples are ordinary differential forms on a parallelizable manifold and Kähler differentials on freely generated commutative algebras. In these cases, we have φ s = id, which means that the basis 1-forms commute with all elements of A. Surprisingly, this can also be achieved for certain differential calculi on noncommutative algebras [1, 2] . Simple examples with nontrivial automorphisms are given by dx x = (x + ℓ) dx [3, 4, 5] and dx x = q x dx [3, 6, 7] on the commutative algebra freely generated by x, setting θ 1 = dx. A large class of examples arises from differential calculi on Cayley graphs ('group lattices') of a finite group G, where S ⊂ G \ {e} and φ s = R * s , the pull-back with the right action of s ∈ S on G [8, 9] . There are more examples [10] , some will be discussed in this work. Section 2 recalls a recipe [10] to construct differential calculi with the property (1.2). The two subsequent sections present some 'quantum space' examples. Section 5 shows how pseudo-Riemannian structures can be introduced on algebras with such a differential calculus.
From automorphisms to differential calculi
Let A be an associative algebra and {φ s | s ∈ S} a finite set of automorphisms. Naturally associated with the latter are the discrete derivatives
A generalization is given by twisted inner derivations:
with special elements a s ∈ A and the right action R a by a. As a consequence,
so that e s is a twisted derivation. Other twisted derivations are obtained from twisted inner derivations as limits e s = lim
where φ t s is a one-parameter group of automorphisms with φ 0 s = id. The A-bimodule X of 'vector fields' is generated by {e s } such that
In the following, we require that {e s | s ∈ S} is a left and right A-module basis of X. A dual A-bimoduleΩ 1 of '1-forms' is then determined via
Remark. In general,Ω 1 is larger than the A-bimodule Ω 1 generated by dA, since θ s need not be of the form i a i da ′ i . If there are 'coordinates' x s ∈ A s.t. e s (x s ′ ) are the components of an invertible matrix, then θ s ∈ Ω 1 and the two spaces coincide. In most cases, however, A can be appended by additional relations (typically: inverses of some elements), such that Ω 1 (Â) = Ω 1 (Â) for the new algebraÂ.
The first order differential calculus extends to higher orders such that
involving the graded commutator. The map Ξ has to satisfy
WZ calculus on the quantum plane
The q-plane (see [11] , for example) is the algebra generated by two elements x, y subject to x y = q y x with q ∈ C \ {0, ±1}. Let us choose the special automorphisms
with r ∈ {0, 1}. Applying the construction of the preceding section, starting with the discrete derivatives e s := φ s − id, leads to
where we need inverses of x and y, thus passing over to the quantum torus. From (1.2) we recover the Wess-Zumino calculus [12] on the q-plane:
where p := r/q. Furthermore,
grad (so that Ξ = 0) with ϑ = θ 1 + θ 2 , and dϑ = 0.
4 Bicovariant differential calculus on the quantum group GL p,q (2)
The matrix quantum group GL p,q (2) is the algebra A generated by elements a, b, c, d subject to the relations
and supplied with a Hopf algebra structure [11] . Its automorphisms are given by scalings (a, b, c, d) → (α a, β b, γ c, δ d) with constants satisfying α δ = β γ = 0. The relations defining a bicovariant differential calculus on a matrix quantum group are usually expressed in terms of left-coinvariant Maurer-Cartan 1-forms:
using the antipode S (see [13, 14] for details). Combined with (2.7), this implies
and a corresponding formula with ϑ 1 , ϑ 3 , e s (a), e s (c) replaced by ϑ 2 , ϑ 4 , e s (b), e s (d), respectively. There are two distinguished bicovariant calculi on GL p,q (2) [15, 13] . For one of them, 1-forms satisfying (1.2) have been derived in [10] . The other is given by
where the remaining relations are obtained from the above by replacing a by c and b by d (see example 2 in section 6 of [13] ). A lengthy calculation yields the 1-forms
which satisfy (1.2) with the automorphisms determined bỹ with new (generalized) 1-forms θ s . The corresponding automorphisms are given by
and (4.4) leads to
The calculus is inner with (see [13] )
Comparison with (2.8) shows that a 1 = −(qr/1−r)D, a 2 = −(qr/1−r)a, a 3 = (q/1−r)d and a 4 = (q 2 /1 − r)1 (where 1 is the unit in A). This determines the twisted inner derivations (2.2). By rescalings of the θ s we can achieve somewhat simpler expressions. Assuming again b and c to be invertible, the Maurer-Cartan 2-form relations (see [13] ) translate to the considerably simpler relations
(4.10)
The full differential calculus is inner, i.e. Ξ = 0. It is quite surprising that for bicovariant calculi on GL p,q (2), with the extension of the algebra by inverses of b and c, the bimodule of 1-forms splits into a direct sum of 1-dimensional bimodules, so that we have the 'automorphism structure' (1.2). We do not know yet whether this result extends to bicovariant calculi on other matrix quantum groups (see [11] , for example).
1 Is there a deeper relation with bicovariance? Let ϑ s be the corresponding leftinvariant Maurer-Cartan forms, so that ∆ L ϑ s = 1 ⊗ ϑ s with the left-coaction ∆ L . Writing
where ∆ is the coproduct. For all a ∈ A, this has to be equal to
Additional conditions arise from right-covariance of the calculus. Together with the knowledge of the corresponding automorphism groups, these conditions restrict the elementsâ s | s ∈ S} are differentiable. Then we can introduce a left A-linear tensor product basis:
In particular, a metric should then be an element
with g s,s ′ ∈ A. Let ∇ be a linear connection, i.e. a connection onΩ 1 . Then A torsion-free metric-compatible linear connection should be called a Levi-Civita connection.
For differential calculi associated with (a subclass of) Cayley graphs ('group lattices') of finite groups, the corresponding generalized (pseudo-) Riemannian geometry has been developed in [8, 9] . This includes (pseudo-) Riemannian geometry of hyper-cubic lattices as a special case. The above scheme can be applied as well to introduce analogs of (pseudo-) Riemannian structures on quantum planes and quantum groups.
