In recent years, human action recognition based on skeleton information has recently drawn increasing attention with published large-scale skeleton datasets. The most crucial factors for this task line in two aspects: the intra-frame representation for joint co-occurrences and the inter-frame representation for skeletons' temporal evolution. The most effective ways focus on spontaneous feature extraction by using deep learning. However, they ignore the structure information of skeleton joints and the correlation between two different skeleton joints for human action recognition. In this paper, we do not simply treat the joints position information as unordered points. Instead, we propose a novel data reorganizing strategy to represent the global and local structure information of human skeleton joints. Meanwhile, we also employ the data mirror to increase the relationship between skeleton joints. Based on this design, we proposed an end-toend multi-dimensional CNN network (SRNet) to fully consider the spatial and temporal information to learn the feature extraction transform function. Specifically, in this CNN network, we employ different convolution kernels on different dimensions to learn skeleton representation to make the most of human structural information to generate robust features. Finally, we compare with other state-of-the-art on action recognition datasets like NTU RGB+D, PKU-MMD, SYSU, UT-Kinect, and HDM05. The experimental results also demonstrate the superiority of our method.
I. INTRODUCTION
Human action recognition plays a fundamental role in computer vision. Fast and reliable action recognition algorithm has become active demand in many areas such as video surveillance, human-robot interaction and so on [1] , [27] . In recent years, human action recognition based on skeleton information has drawn increasing attention with published large-scale skeleton datasets [37] . Compared with the most common RGB videos, the skeletonbased sequences are better for data analysis in two aspects. On the one hand, the information of the skeleton sequences is more compact due to the disappearance of many noises such as background and the inherently organized 3D joint position information. On the other hand, the data size of The associate editor coordinating the review of this manuscript and approving it for publication was Wei Yu. point sequences is much smaller than image-based ones, which facilitates the process of data analysis, especially when training deep learning models. Besides, with the development of the powerful depth sensors such as Kinect and more and more effective joints position estimation strategies, the skeleton-based data is much easier to be accessed. Beyond that, the techniques to estimate and represent joint position information also developed a lotReference cite2_jd proposed a new way to represent joint position information from videos which suffers less from disturbance and provides more information about body shape and movements.
In recent year, many approaches based on skeleton joints information has been proposed to handle human action recognition [4] , [27] . Influenced by the splendid performance of Recurrent Neural Networks (RNNs) with Long-Short Term Memory (LSTM) neurons in natural language sequence processing [16] , a lot of works focus on use same way to model VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the temporal dependency of different frames [22] , [33] , [44] .
Recently, [41] introduces memory attention mechanism to process the raw joints position information separately in each dimension. On the other hand, although not first designed to be applied in a temporal dimension, the CNN-based model also performs well in capturing the relationship of different frames according to the previous experimental result [14] , [21] , [24] . However, LSTM networks show poor performance in learning spacial interconnection of different joints [28] . A lot of researchers choose CNN networks to capture the special features by representing a skeleton sequence as an image, which is encoded with temporal as row and skeleton joints as columns [7] , [14] . Nevertheless, in this case, the fix-sized filters become a restriction for networks to learn co-occurrence features from a large scaleReference hcn proposed a co-occurrence network to solve this problem, which works by treating each joint of a skeleton as a channel so that the convolutional layer can learn the co-occurrences from all joints easily. All of these methods bring an improvement in human action recognition. However, these methods ignore the structure of humans and the correlation between joints of the skeleton. Thus, we argue that two important problems remain even with this strategy. Firstly, the spatial relationships between different joints can be represented in this model, all the relationships between two joints are treated samely according to the working mechanism of channels in a convolutional layer. While the fact is that specific pairs of joints need to be treated specially. For instance, the connections between the right elbow and right hand are more close then the connection between the right elbow and right leg. Secondly, global and local information is not to be considered in the training process. The skeleton joints represent the human structure information. The different action often uses different parts of the human. Thus, we should fully consider the local or global information of humans in the process of recognition. According to these two problems, we propose a novel data reorganizing strategy, which utilizes the human structure information to reorganize the data structure. Meanwhile, we utilize the data mirror to increase the relationship between the two same skeleton joints. In another word. We propose an end-to-end structured relevance feature learning network (SRNet), which can effectively utilize the different convolution kernels to save the spatial and temporal information to strengthen the role of data reorganizing strategy in training process.
The main contributions of this work are summarized as follows:
• We propose a novel and special data reorganizing strategy to represent the global and local structure information of human skeleton. Meanwhile, we also employ the data mirror to increase the relationship between skeleton joints by fully consider the structure information of humans. This design can effectively save local and global information on human action in the training step;
• We propose a novel end-to-end structured relevance feature learning network (SRNet), which can effectively consider structure, temporal and correlation information of skeleton joints to guarantee the robust of extraction feature based on the first contribution;
• The popular datasets are used to demonstrate the performance of the proposed method. Several classic methods are used for comparison. The final experiment also demonstrates the superiority of our approach. The rest of the paper is organized as follows. In Section 2, we introduce related work; the proposed method is introduced in Section 3; In section 4, the dataset, evaluation and related experiments are shown, and we discuss the experimental results in this section; finally, the conclusion is given in section 5.
II. RELATED WORK
Compared with traditional image-based data format, 3D skeleton sequence data is more compact and powerful for the extra information in the third dimension and the elimination of scene noise. Many former researchers have proposed various skeleton-based action recognition approaches and they can be generally classified into two categories, which are hand-crafted methods and deep learning methods. The formers attempt to design algorithms to extract some specific features of the sequence [10] , [20] , [35] . This guarantees a directional and controllable feature extraction process and was widely adopted in many areas such as the early image recognition. As the recognition task becomes harder and more complicated, the hand-crafted way is too tedious to been carried out. The deep learning approach makes it possible for machines to learn features spontaneously from a broad array of data in an end-to-end manner. The feature learning process lines two aspects, the intra-frame representation for joint cooccurrences and the inter-frame representation for skeletons' temporal evaluations. [7] proposed to cast the frame, joint and coordinate dimensions of a skeleton sequence into width, height, and channel of an image and directly use CNN to classify the skeleton sequences. [14] proposed another representation for skeleton sequences and the basic idea of it is to separate the 3-D position data and turn the position of every dimension into separated gray-scale images. To fully explore the global features of skeleton sequences, [19] proposed a creative strategy. Different from all the previous ways, they transpose the joint sequence data to make the dimension of joints as channel. In this way, the model gets to learn global co-occurrences from skeleton data, which is shown superior over local co-occurrences.
However, in the intra-frame representation part, the strict requirement for data shape in deep learning networks also makes it hard to make the network aware of the spatial relationships between joints. Some human-aware connections between joints such as physical connection and symmetry lack proper methods to be fed into the network to help to extract features. The difficulties are in two aspects. At first, it is not simple to properly fed the connection information of different joints. Although we can always represent the connection information in some format such as adjacent matrix and input them into the network, it is hard to make the connection information well interact with the position data and the working mechanism of the network structure. So that most researchers just abandon the connecting information and directly feed raw position data into their model [7] , [14] , [19] , which loses a lot of information obviously. Secondly, there are a lot of different relationships between joints except for physical connection, which is obvious for humans to see like the symmetric relationship of left hand and right hand. Although a few of the current methods can input the connection information into the network [30] , [42] , it is hard for them to stress the differences of different connections. The method we proposed combines the ability to stress and differentiating all kinds of connections of hand-crafted approach and the ability of spontaneous feature mining ability of deep learning way.
Although not designed particularly for modeling temporal dependency problems, a lot of researchers use a CNN-based model to extract features of skeleton sequences and receive relatively good results [4] , [19] , [21] . The recent achievement of CNN on skeleton-based action recognition suggests that CNN can capture the temporal relationships of joint sequences. Besides, compared with the RNN-based way, the CNN-based model performs better on modeling intraframe spacial relationships thanks to its particular working mechanism. However, due to the restriction from the receptive field, the traditional CNN way can not freely learn features from all the joints. In this case, [19] design a new way by treating each joint of a skeleton as a channel so that the restriction for global co-occurrence feature learning can be eliminated and the work reaches much more impressive performance than before. This suggests that stressing the spatial relationship is fundamentally important in skeletonbased action recognition.
Except for traditional CNN, graph convolutional networks also have been adapted in skeleton-based action recognition area recently as skeleton information is an inherently graph structure [39] . Graph convolutional network is extremely popular recently and shows great performance in many ares such as e-commerce [25] , [43] , chemistry [6] , [9] . A lot of data can be represented in the graph-based format. We believe that although GCN can perform relatively well in skeletonbased action recognition area, there are still some problems to use this. At first, as mentioned above, it is very important to represent different kinds of relationships of joints and the most common way is adding edges and represent them with an adjacency matrix. While the edges of a graph are of a single type, which means it is hard to represent different kinds of relationships between joints. Although we can deliberately assign different weights for different connections in the adjacency matrix, as some times of graph convolution and pooling, these differences may be hard to be maintained. Secondly, it is hard to make sure the regions filters coverage when sliding every time are of similar structure, which is extremely important as sharing parameters is meaningless if the sharing module is different. Although the parameters are from the learning process, the neighbouring choosing strategy is fixed at least in the ST-GCN model [42] based on distance, which means the model is not able to learn to make the filter coverage as more similar structure as possible. The coarsing process is also based in this way. The structure of human bodies are relatively simple compared with largescale networks where there are a lot of similar modules and GCN can perform well. For the simple human body structure, the amount of similar structure is relatively limited, which means that maybe hand-crafted way in this part is easy to carry out and can perform well.
It is worth noting that there is still huge room for improvement. Most of the former works lose the spatial relationship such as physical connection, the similarity between some structure like arms and legs and the symmetric relationship of some pairs of joints like left hand and right hand. We argue that the lost relationships are essential for action recognition. Different from former works, the model we designed is able to exert the ability of CNN for the full exploration of spatial dependency of joints.
III. OUR APPROACH
Our approach includes two important parts: 1) the data reorganizing strategy; 2) the structure relevance feature learning network. We will detail these two parts in this section.
A. DATA REORGANIZATION
Many previous works focus on the network structure designing instead of data organization method. A lot of correlation information has been lost before fed into the deep learning model, which increases the difficulty of action recognition obviously. For instance, the position information of all the joints is arranged just like a list without explicit order (their network structure also makes it hard to make use of the order) in HCN [19] . In such a structure, all joints are treated samely without correlation relationship. Although the graph-based method is inherently able to represent the connection of different joints, it is still hard to represent different relationships such as physical connection and symmetry in graph structure as there is only one type of edges in the traditional graph.
Here, we propose a novel data reorganization method, which can effectively represent the human structure and also save the structure and correlation information in the model learning step. The data reorganization strategy of our approach can be divided into three parts, which are data mirror, data reorganization based on the human local structure and data dimension expansion. We will detail these three parts in the next subsections.
1) DATA MIRROR
In our opinion, one of the most important structural features of the human body is that it is of perfect symmetric property. Besides, in many actions such as ''Run'', ''Jump'', the correlations of symmetric body parts are obvious and representative. However, most previous works do not pay enough attention to this property. Many works treat all the FIGURE 1. Data reorganization includes three steps ( the lower half illustrates the data reorganizing process and the upper half illustrates the corresponding positions of data in the skeleton structure ): 1) Data Mirror: We split the skeleton joints into two parts according to human structure (left and right). Here, we consider the global information of skeleton joints; 2) Data Reorganization: We consider the local information of skeleton joints to make the data local mirror based on the trunk structure of the human body; 3) Data Dimension Expansion: According to above operations, we have split the skeleton joints into left and right parts. They have an obvious correlation because of human structure. In order to strengthen this correlation between joints. We overlay the joints on the left and right to expand the data dimension. This design can make us utilize the convolution kernels to save the correlation information in the training step. skeleton joints equally [19] , [44] . Although some researcher did notice to represent the body structure based on graph structure [34] , [42] , it is still hard for them to represent the symmetric information of human body in the graph structure. Based on this condition, we divided the skeleton joints into the left part and right part like Figure 1 . This design can effectively consider the human body structure and save the global information of human action at the data level.
2) DATA REORGANIZATION BASED ON LOCAL STRUCTURE
In the step of the data mirror, we consider the global information of human structure to divide the skeleton joints into the left part and right part. Thus, we also need to consider the local information of the human body to divide the skeleton joints into arm, thighs, shoulder, torso parts and so on. For example, dancing can be divided into the specific movement of the left leg and right hand. Meanwhile, we also consider the human symmetric information and the correlation information of human local structure to organize the skeleton joints. Like Figure. 1, we arranged the skeleton joints of the torso vertically. We arrange the skeletal joints of the limbs in a transverse fashion. Meanwhile, we also guarantee the mirror of local information. We fill in with zeros where there are no skeleton joints. This design can effectively save the human local structure.
3) DATA DIMENSION EXPANSION
According to the above steps, we have made the data mirror by considering the global information and also make the data organization by considering the local information. Based on this design, we have considered the correlation between similar skeleton joints, such as arm or shoulder. However, this correlation does not be saved or represented in the training step. The traditional convolution kernel does not operate on the two different locations of the same dimension in one operation. In order to handle this problem, we make the data dimension expansion to converted the 10 * 5 data matrix into the 2 * 5 * 5 data matrix. The similar skeleton joints appear superimposed. There are two reasons in this design: 1) the feature mining process of two body parts can be shared due to their similarity in position and the kernel parameter sharing mechanism in CNN; 2) the correlation of symmetrical body parts can provide more information to improve the robustness of the final feature vector in the training process. The detail of this operation is shown in Figure. 1.
B. THE ARCHITECTURE OF NETWORK
In this section, we will detail the architecture of our network like Figure. 2. In recent years, many approaches have been proposed to utilize the CNN model to handle the action recognition problem. These methods also employ different filters to capture long-term features or short-term features in the video sequence. However, the disordered data organization FIGURE 2. Skeleton Embedding Convolutional Neural Network illustration. Generally, the network can be divided into 4 key parts according to their functions and purposes of designing. 1) At first, we use two modules with the same structure and different parameter to extract features of joints position features and joints motion features separately. 2) We use 3D CNN to explicitly learning features in the time domain, we achieve this by using a filter with a 1 stride in every dimension except for time.
3) Symmetric feature learning and the joint points level feature learning. 4) Another temporal temporal feature information extraction again. We build two modules for temporal features learning for two reasons. At first, the former temporal module can only focus most on the temporal feature itself while the latter one can integrate information in a different domain as the input feature map contains information of different body part. Although both parts are working on time dimension mostly, they have different functions and are both necessary. Secondly, joint sequence information has a much longer stride in time dimension so that we can conduction more max-pooling layer on time domain. Compared with concatenating a lot of max-pooling layers sequentially, arranging these layers in different parts of the network can achieve better accuracy according to our experiments.
does not inflect the strength of CNN model. In this paper, based on the novel data organization, we design the novel architecture of the network. We employ some special filters, which can extract the temporal and structure feature based on human skeleton joints. Meanwhile, the network also can find correlation information between joints.
In the next, we will split 4 parts to introduce the structure of the network. 1) Position-motion fusion module; 2) Short-term Temporal Feature Learning; 3) Structure Feature Learning module; 4) Long-term Temporal Feature Learning.
1) POSITION-MOTION FUSION MODULE
In this section, we introduce the motion information to increase the temporal information in the model learning step. The temporal movements of joints are important for recognizing the action. Some former works introduce a representation of skeleton motion and feed it explicitly into the network and receive good results [19] , [31] . We think that feeding motion information explicitly will improve the performance of the model although the motion pattern is hopefully to be learned spontaneously in the CNN structure. We formulate the skeleton-based action sequence as S = {G 1 , G 2 , . . . , G T }, where T is the whole length of the sequence and G t is a 3D tensor with shape (2, 5, 5), with some grids containing 3D joint coordinate information g t n , where n is the index of joints. The temporal difference is defined as follows:
And we organize the motion information m t n to form tensor G t with the shape of (2, 5, 5) just like how we handle the position information as mentioned above.
2) SHORT-TERM TEMPORAL FEATURE LEARNING
Human action can be classified into short-term actions (local information) and long-term actions (Global information) generally. Long term actions can be broken into small action modules. For example, shaking hands can be decomposed into raising hands, getting close, touching hands and moving back. Inspired by this, we also apply CNN based convolutional networks to model actions of different time scale. In this part, the receptive field of these layers is small in the raw data in the time dimension so that this part is concentrating on learning short-term action features of local joints. Here, we define the size of the filter (3, 1, 1) in this part like Figure. 2. The scale of time is set to 3 and the scale of space is set to (1, 1) . The goal of this design is to focus on the temporal field and save more local information in this step. After these steps, we utilize the ''max-pooling'' layers to compress the data in the temporal dimension. The goal of this design is used to save global information in the next steps.
3) STRUCTURE FEATURE LEARNING MODULE
The most important structural features of the human body lie in two aspects. 1) Symmetric structure: A lot of human actions are finished by symmetric parts of the human body such as clapping hands, walking, etc. There is no doubt that we should pay special attention to the relationship between symmetric body modules. The human body structure is inherently symmetric and the interactions of symmetric parts are sometimes extremely important for action recognition. 2) Correlation structure: there are obvious similarities in limbs and they often play an important role in action recognition. The correlation information of these local joints should be considered in the training step. Based on this information, we design two structures in this network to learning the symmetric structure and correlation information like Figure. 2.
However, most of the former works in action recognition area do not pay special attention to symmetric characteristics of human actions. We think that the root reason lies in the inherent characteristics of the deep learning model. Different from the traditional hand-crafted method, deep learning strategy extracts features in an automatic way, which brings in free feature extraction ability but also makes it very hard to add prior knowledge into the model learning process.
In order to improve the robustness of the final human action feature and inflect the effectiveness of data organization, we define a set of different filters in this network. First, in order to save the symmetric structure, we utilize the (1, 2, 1) filters to process the data matrix because we also have made the data dimension expansion in a data process step. In most cases, actions are finished by legs and arms, which means that limb movements are very informative for recognizing actions. In the preprocessing part, we stress that we rearrange the joints position and motion information under some principles to fully explore the spacial information of joints. Thus, we utilize the (1, 1, 3) filter to save the local or trunk information in the model training step. This filter can effectively focus on the spacial information of joints and zoom the application of local joints in the training step.
4) LONG-TERM TEMPORAL FEATURE LEARNING
Based on the above steps, the ''max-pooling'' has compressed the data sequence. It means that long-term information has been compressed into shorter data. Thus, we also utilize the (3, 1, 1) filter to process the sequence data. Here, this module is also different from the former temporal feature learning part which mainly focuses on local joints. The same filters represent different use in the network. To be more specific, the convolution kernel scale of time is still 3 while the total length of data is compressed so that the receptive field of filters is extended, which enable the layers to model long-term features. This is also illustrated in Figure. 2. Meanwhile, we utilize the two convolutional layers and two max-pooling layers. Each max-pooling layer both can compress the data in the temporal dimension. It means that each convolutional layers save different scale temporal information. The deeper convolutional layer saves more global information in the training step.
C. MULTI-SUBJECT HUMAN ACTION RECOGNITION
According to the above method, we can effectively extract the feature vector of video for single human action recognition. However, there are also a lot of actions finished by more than one person. Thus, we need an effectiveness feature fusion method to handle the features fusion of multiple persons for human action recognition. Figure.3 shows the framework of the feature fusion method. Here, we suppose that the skeleton joints of multiple persons should have a strong correlation when the action includes multiple persons. The reason is that this action is finished by these multiple people. The action of each person is part of the whole action. Thus, the action of each person should have a pure correlation. Meanwhile, the skeleton joints also have a correlation. We need to amplify the correlation in the training step and help us to improve the final precision of human action. In order to obtain the correlation in the training step, we make the second data Dimension Expansion like Figure. 3. The design can make the convolution kernels save the correlation information in the training step in our network.
Meanwhile, we also show the common feature of fusion methods in Figure. 3. 1) Max Pooling: it only utilizes the max-pooling to fuse the skeleton joints into one single person. Obviously, it directly drops the correlation information among persons; 2) Mean Pooling: It is similar to Max pooling method, which obviously drops the special information for each person action. 3) Concatenating: this method only makes the simple matrix joining together. On the surface, it saves the skeleton joints of multiple people. However, it is hard to save the correlation information between two different person joints in the training step. The common convolution kernel is hard to achieve the goal. We also make the corresponding experiments to demonstrate the performance of these feature fusion methods in Section 4.3.
IV. EXPERIMENTS A. DATASET
To confirm the effectiveness of our proposed model, we apply our method on four popular datasets, which are NTU RGB+D dataset (NTU) [29] , PKU-MMD dataset [5] , SYSU-3D dataset (SYSU) [12] and UT-Kinect dataset (UT) [40] .
• The NTU RGB+D dataset [29] is the currently largest dataset for action recognition with more than 56 thousand sequences and 4 million frames. The dataset was captured from 40 different human subjects and has 60 class actions, including 40 daily action classes, 11 Medical Conditions classes and 9 Mutual Conditions. There are two recommended evaluation protocols, i.e. Cross-Subject (CS) and Cross-View (CV). Generally, FIGURE 3. Various multi-subject data fusion method illustration. The input data of the fusion part is the output of the previous single-subject level feature mining layer. The output is different based on which method we choose. There are four methods illustrated, the following are details about them. As the data shapes of different subjects are the same, we can output data based on their corresponding grid. On the one hand, we can just keep the bigger one, which is the Max method. On the other hand, we can calculate the mean of the corresponding two numbers. Besides, there are two ways without losing any information, which is Concatenating method and Dimension Expending method. From the point of data structure, they are just different in the concatenate dimension. However, the dimension expending way can interact with our CNN based better as we can see in the following experiment.
we follow the settings of [34] to carry out our experiments. In the Cross-Subject evaluation, we train our model with 40320 samples from 20 subjects and test on the other 16540 samples. In Cross-View evaluation, we train our model on the 37,920 samples captured from camera 2 and 3 and test on the other 18960 samples from camera 1.
• The PKU-MMD dataset [5] is another large-scale skeleton-based action recognition dataset which consists of two phases. We choose the phase with 1076 long untrimmed video sequences performed by 66 subjects in three camera views. It contains almost 20 thousand action instances and 5.4 million frames in total. Each video lasts about 34 minutes (recording ratio set to 30 FPS) and contains approximately 20 action instances. The total scale of the dataset is 5,312,580 frames of 3,000 minutes with 21,545 temporally localized actions.
• This UTK-Kinect dataset [40] includes 200 skeleton sequences with 20 skeleton joints per frame. There are 10 action types: walk, sit down, stand up, pick up, carry, throw, push, pull, wave hands, clap hands. There are 10 subjects, each subject performs each action twice. We random split the data in the ratio of 0.2 for training and validation.
• The SYSU-3D dataset [12] contains 480 sequences and 12 different actions performed by 40 persons. The 3D coordinates of 20 joints are associated with each frame of the sequence. We still random split the data in the ratio of 0.2 for training and validation.
• The HDM05 dataset [26] contains 2337 sequences for 130 actions (184,046 frames after down-sampling), which are acted by 5 nonprofessional actors named ''bd'', ''bk'', ''dg'', ''mm'' and ''tr''. Each frame consists of 31 skeleton joints. To make it be fit for our model, we trimmed 6 unnecessary points, so the final input data shape is just like that of NTU RGB+D dataset. To fairly compare the current deep learning methods, we follow the experimental protocol proposed in [# TODO ] which is used by recent deep learning methods.
B. DATA PRE-PROCESSING
There are some different settings between these datasets such as the length of the sequence, the number of joints, etc. To apply our model on these datasets, some pre-processing is necessary. The following are details.
• For the differences in the length of different sequences, we uniformly sample 50 frames from these with more than 50 frames and uniformly duplicate some frames for those with less than 50 frames.
• For the differences of the joint number, former works need to rebuild their model to adapt to different data shape. However, we can use different arranging method to transform the joint position data of one frame into new data shape (2, 5, 5) . In this way, the input data shapes are the same, which also means we do not need to change the structure of our model. Specifically, two of the datasets we choose contain 20 joints per frame while the other two contain 25 joints. Based on the principles we have mentioned before, we designed two reorganization strategies for data reorganization, all of them are reorganized to (2, 5, 5) shape as showed in Figure 4 and fed into the same network.
• In addition, to reach better performance, we reproject all the data from the original scale to −1 to 1 separately in the X-Y-Z dimension with scaling and translation. • Data augmentation is an important skill to help training a robust neural network model. We rotate the skeleton according to the z-axis as a center at an angle of 60 to 270 degree with the interval of 60 degrees, then we do pre-process with them in the way as mentioned above. This step can effectively improve the scale of the dataset.
C. THE EXPERIMENT ON DATA ORGANIZATION
In this paper, we propose a novel data organization method to strengthen the structure and correlation information of skeleton joints for human action recognition. In order to demonstrate the performance of the data organization, we compare with other data organization methods followed as:
• Random: The skeleton joints have randomly appeared in the data set. We do not consider structure or temporal information. We do not find any rule from the skeleton joints;
• Without Structure: Structure represents human trunks and lamb. In this paper, we reorganize the skeleton joints according to human local structure information. In order to demonstrate the performance, we quit this design and only apply the mirror to process the joints. It means that we only consider the global information of human skeleton joints.
• Without Mirror: it is similar to the structure process.
Here, we only consider global information and ignore the local structure information. It is used to demonstrate the performance of the mirror process. • Without Correlation: In our approach, we utilize the dimension expert to strengthen the correlation of joints in the training step. In order to demonstrate the performance of the design. We quite this design and only consider the structure and mirror process. The corresponding experiment is shown in Table 1 . The classification accuracy of the random model falls by 6.6% in SYSU dataset and 3.7% in UT-Kinect dataset when compared with our approach. The classification accuracy of without structure model falls by 6.6% in SYSU dataset and 3.7% in UT-Kinect dataset when compared with our approach. The classification accuracy of without mirror model falls by 6.6% in SYSU dataset and 3.7% in UT-Kinect dataset when compared with our approach. The classification accuracy without correlation model falls by 6.6% in SYSU dataset and 3.7% in UT-Kinect dataset when compared with our approach. These experiments demonstrate the performance of our data organization. From the experiment, we can find that without Correlation bring a largely downward trend. It indirectly demonstrates the importance of correlation information and the effectiveness of our approach. 
D. COMPARISON WITH DIFFERENT FUSION METHOD FOR MULTI-PERSON ACTION RECOGNITION
In the fusion method comparing part, we follow the most settings of [19] . For simplicity, all the data we use in the following experiments are all the same, which is the Mutual Conditions Part of NTU-Dataset.
The experimental results are shown in Table 2 . We can find that the average fusion method achieves the lowest accuracy. This is due to the side effect of zero padding for singleperson actions as illustrated in Figure 1 . In our model, there are not only zero paddings but also spare space filled with zeros which bring in more noise. So that the average fusion way performs extremely bad in our model. ''max'' get similar results with ''mean''. the reason is that max can save strong joints information in multi-person. However, obviously, it has the same problem with ''mean''. They both ignore the correlation in the action included multiple persons. In the processing, ''mean'' quit more information. Thus, it gets a worse result than other fusion methods. In another word, ''concat'' gets the better result than ''mean'' and ''max''. The reason is that it saves the special information of each person and also consider the multiple persons' joints information in the process of fusion. While ''mean'' and ''max'' obviously loss the information of a single person not only is affected by the zero paddings. Our approach gets the best recognition results. The reason is that our approach not only considers the multiple persons' joints but also consider the correlation information among the corresponding joints. The experiment also demonstrates the effectiveness of our approach.
Beyond that, we also make an experiment about the performance of our model when working on some mirror actions such as shaking hands and hugging. Persons' skeleton joints have a stronger correlation in these actions, which can obviously demonstrate the performance of our approach. In this paper, we select 10 kinds of mutual actions in the NTU Dataset. The accuracy results are shown in Table 3 . We can find that our approach brings a bigger increase in the final accuracy. We can easily draw the conclusion that our approach has more advantages to strengthen the correlation information between different persons' joints in the process of human action recognition. 
E. COMPARISON WITH THE STATE-OF-ART
We conduct a systematic evaluation on the datasets mentioned above. Our method outperforms others according to the accuracy presented in Table 4 , Table 5 , Table 6 , Table 7 and Table 8 .
On the NTU-RGB+D dataset (Table 4) , which is currently the biggest dataset, our approach achieves better recognition accuracy than previous methods. The accuracy is improved by 0.2 % compared with the former CNN based method Co-occurrence HCN in the cross-view setting. Compared with the famous ST-GCN based mothod, the accuracy is improved by 1.5 %. See Table 4 for more details about the results.
The PKU-MMD dataset ( Table 5) is another large-scale dataset in skeleton-based action recognition domain. Our approach outperforms the Co-occurrence HCN [19] to a great extent especially in the cross-view setting. Both of the models are based on CNN while we can achieve much higher accuracy thanks to the data re-organizing strategy and corresponding filter designing strategy. For more comparison with former works, see Table 5 . On the SBU Kinect Interaction dataset (Table 6) , our method outperforms other methods by a very large margin. The accuracy is improved by 9.1% compared with the FDNet [34] , which proves that our model can fully explore the features of the skeleton-based sequences to finish action recognition task at a high level.
On the UT-Kinect dataset (Table 7) , the method we proposed reaches fantastic 100% accuracy. This proves the strength of our method again.
On the HDM05 dataset (Table 8) , our method achieves better result than the state-of-the-art multi-layer RNNs-based models. The accuracy is 1.7% lower than the recently proposed model in [41] .
From the results, it can be safely concluded that the method we proposed is superior over all the other state-of-art methods, which prove that the proposed structure can extract valuable features from the topological structure of the skeleton.
V. CONCLUSION
We propose a special data reorganizing strategy and designed the corresponding multi-dimensional CNN model to fully utilize the advantage of data organization for model learning. First, we utilize the data mirror to save global structure information of humans. Meanwhile, we design the ''data mirror'' in our network to strengthen the role of global structure information. Second, we make the data organization to save the local structure information according to human's trunks and lambs information. Based on this design, we also design the special convolution kernels to save this information in the training process. Finally, we utilize the dimension expert and the corresponding convolution kernels to save the correlation information of joints in the training step. Meanwhile, we also propose a novel feature fusion method to handle multi-person action recognition according to the novel data organization method. The experimental results also demonstrate the effectiveness and rationality of our approach.
