In this article we introduce some modifications over the Penniless propagation algorithm. When a message through the join tree is approximated, the corresponding error is quantified in terms of an improved information measure, which leads to a new way of pruning several values in a probability tree (representing a message) by a single one, computed from the value stored in the tree being pruned but taking into account the message stored in the opposite direction. Also, we have considered the possibility of replacing small probability values by zero. Locally, this is not an optimal approximation strategy, but in Penniless propagation many different local approximations are carried out in order to estimate the posterior probabilities and, as we show in some experiments, replacing by zeros can improve the quality of the final approximations.
INTRODUCTION
Bayesian networks are graphical models for efficiently handling uncertainty in probabilistic expert systems. A Bayesian network is a directed acyclic graph in which each node represents a random variable, and the topology of the graph encodes the independence relations among the variables, according to the d-separation criterion. 1 Associated with the graph, there is a probability distribution for each node conditional on its parents, such that the joint distribution over all the variables in the network factorizes as the product of those conditional distributions.
The reasoning task, also called probability propagation, consists in the computation of the posterior marginal distributions over some variables of interest given that the values of some other variables are known. Several algorithms have been proposed for carrying out the propagation with no need to actually compute the joint distribution; instead, they operate over an auxiliary structure called the join tree by means of local computations. [2] [3] [4] However, in very large networks the use of these algorithms usually becomes unfeasible.
To deal with such large networks, approximate algorithms can be used, which provide results (though inexact) in a lower time. Some of these methods are based on Monte Carlo simulation, 5 and others rely on deterministic procedures. One of the most recent contributions within the group of deterministic algorithms is the so-called Penniless propagation method, 6 which is similar to Shenoy-Shafer's propagation algorithm over binary join trees, 3 but probabilistic information is represented by means of probability trees. 5 The use of probability trees allows approximation of big probabilistic potentials by smaller ones, pruning the branches of the tree, making the propagation feasible even under limited resources (RAM and CPU).
In this study we introduce some modifications over the Penniless propagation algorithm. When a message through the join tree is approximated, the corresponding error is quantified in terms of an improved information measure, which leads to a new way of pruning several values in a probability tree (representing a message) by a single one, computed from the value stored in the tree being pruned but taking into account the message stored in the opposite direction. We prove a theorem showing that the best approximation of a potential conditional on another one is obtained by substituting a node such that its children are leaves, by a weighed average of the values stored in the leaves.
However, here, we have considered one more strategy: substituting by zero when the sum of the values of the children is very low. Although this strategy is not optimal, it has a potential advantage. The Penniless algorithm carries out several consecutive approximation steps. Each message is approximated and then used for further computations (products and marginalizations). In these operations the complexity of the results is, in the worst case, exponential with respect to the complexity of the operands, and the product is the major source of complex potentials (the size of the frame is increased, whereas in marginalization it is decreased). If a branch in a probability tree is replaced by zero instead of any other number, it holds that the result of multiplying this tree by any other one will be equal to zero for any configuration consistent with the branch that was formerly replaced by zero, regardless of the value of the other potential for those configurations. Therefore, a branch pruned like this is never expanded after multiplication. In this way, the approximation is not optimal, but in subsequent steps the potentials to approximate are more simple, which may increase the accuracy of the final results. This fact is supported by the experiments reported in this article.
We start off with a brief explanation on Shenoy-Shafer propagation in Section 2 and Penniless propagation in Section 3, where we also introduce the new contributions in Subsection 3.2. The experiments performed with the resulting algorithms are described in Section 4 and the study ends with conclusions in Section 5.
PROPAGATION OVER JOIN TREES
Throughout this study we will consider a Bayesian network defined for a set of variables X ϭ {X 1 , . . . , X n }, each variable X i taking values on a finite set U i containing ͉U i ͉ elements. If I ʕ N ϭ {1, . . . , n} is a set of indices, we will write X I for the set of variables {X i ͉i ʦ I}, defined on U I ϭ ϫ iʦI U i . Given x ʦ U I and J ʕ I, x J will denote the element of U J obtained from x dropping the coordinates not in J. Given x ʦ U J and J ʕ I, we will denote by A x I the set of values y ʦ U I such that y J ϭ x, i.e., the set of elements in U I matching x in the coordinates in J. If is a potential (i.e., a nonnegative function representing a conditional, joint, or marginal distribution) defined on U I , dom() will denote the set of indices of the variables for which is defined [i.e., dom() ϭ I].
The marginal of a potential for a set of variables X J with J ʕ I is denoted by 2J and it is a function defined for variables X J as
The combination or product of two potentials and Ј is a new potential ⅐ Ј defined for variables X dom()ഫdom(Ј) and obtained by pointwise multiplication. The conditional distribution of each variable X i , i ϭ 1, . . . , n, given its parents in the network X pa(i) is denoted by a potential p i ( x i ͉x pa(i) ) defined over U {i}ഫpa(i) , and the joint probability distribution for the n-dimensional random variable X N can be expressed as
If we denote by e the values of the observed variables and by E their indices, probability propagation can be seen as calculating the posterior probability function p( xЈ k ͉e) ϭ p( xЈ k , e)/p(e), for every xЈ k ʦ U k , k ʦ {1, . . . , n}‫گ‬E. In terms of potential notation, if we call H the set of potentials corresponding to the conditional distributions in the network, restricted to the observed values e, the goal of probability propagation is to obtain for each variable of interest X k ,
where superscript m indicates posterior marginal. Afterward, the conditional distribution can be computed by normalizing X k m . The computation of X k m can be organized in a join tree, which is a tree where each node V is a subset of X N , and such that if a variable is in two different nodes V 1 and V 2 , then it is also contained in every node in the path between V 1 and V 2 . A join tree is called binary if every node has no more than three neighbors. Every potential in the set of initial potentials ʦ H is assigned to a node V j such that X dom() ʕ V j . In this way, attached to every node V i there will be a potential V i defined over the set of variables V i and that is equal to the product of all the potentials assigned to it-if a node does not contain any potential after this operation, it is initialized with an unitary potential. The Penniless algorithm operates over a binary join tree, 3, 6 and is based on the Shenoy-Shafer propagation algorithm, which we will describe briefly now.
The Shenoy-Shafer propagation algorithm is carried out by sending messages in the two directions of each edge of the join tree. The messages between two adjacent nodes V i and V j are potentials defined on V i പ V j (See Ref. 7 for the details). The message V i -outgoing and V j -incoming is computed as
where V i is the initial probability potential on V i reduced to the observations e, V k 3V i are the messages V k -outgoing and V i -incoming and ne(V i ) are the neighbor nodes of V i .
The propagation is organized in two stages. In the first one, messages are sent from the leaves toward a previously selected root node (upward propagation), and in the second one, messages are sent from the root toward the leaves (downward propagation). After these two stages, in order to compute the posterior marginal for a given variable X k , we first determine a node V i containing X k and then compute
The conditional distribution given e for X k can be calculated marginalizing V i m down to X k (obtaining X k m ) and normalizing the result.
PENNILESS PROPAGATION
Penniless propagation 6 is a deterministic approximate propagation algorithm based on Shenoy-Shafer's method, which aims to provide (approximate) results under limited resources. One of the main features of this method is the use of probability trees, 8 which allow the representation of potentials in an approximate way within a given maximum number of values. 5, 9, 10 Because the Penniless algorithm is based on Shenoy-Shafer's method, it operates over binary join trees because this kind of propagation was shown to be more efficient over this structure. 3 The triangulation method used to construct the join tree follows the minimum-size criterion (i.e., trying to minimize the state space size of the nodes in the join tree), but taking into account that before triangulating, the potentials are reduced by restriction to the observations. In this case, the observed that variables are not included in the join tree. Other alternatives are considered in Ref. 11 .
One of the particular features of Penniless is that the messages sent during the propagation are approximated in order to reduce their size. Another difference with respect to Shenoy-Shafer's algorithm is the number of stages of the propagation: Penniless propagation can perform more than two stages, in which messages are improved gradually taking into account the information flowing across the join tree.
Therefore, the basis of Penniless propagation is the use of probability trees as an approximate representation of the messages, as well as the incremental improvement on the quality of the approximations as the number of propagations is increased.
Probability Trees
A probability tree 5, 8, 9 is a directed labeled tree, in which each internal node represents a variable and each leaf node represents a probability value. The number of leaves of a tree -is its size. Each internal node has one outgoing arc for each state associated with it. A probability tree -on variable X I represents a potential if for each x I ʦ U I the value ( x I ) is the number stored in the leaf node that is reached starting from the root node and selecting for each internal node labeled with X i the child corresponding to coordinate x i .
Two important features of probability trees are that they can represent the same information as a probability table, but using less values, and that they can approximate the original tree by substituting some values by a single one ( Figure  1) .
The operations involved in propagation algorithms (combination, marginalization, and restriction), can be carried out over the probability tree representation (see Refs. 5 and 6 for the details). In the case of Penniless propagation, another operation is particularly important: the approximation or pruning. Therefore, we will concentrate on it.
Approximate Probability Trees
By approximating a tree -1 representing a potential we mean to obtain a tree -smaller than -1 , but try to keep a close representation of potential . One way of obtaining such an approximate tree is by pruning the original one. A pruning of a tree consists of selecting a node such that all its children are leaves and replacing it and its children by one node containing a number. In the general case, the optimum number to be placed in that node is the average of the values of the leaf nodes being removed [this minimizes the Kullback-Leibler (K-L) divergence 12 between the original tree and the approximate one 5, 9 ]. Figure 1 . A potential, a probability tree representing it, and an approximation of the exact tree. Arcs outgoing from a variable from left to right correspond to the values of the variable in lexicographical order.
PENNILESS PROPAGATION
However, in the Penniless propagation scheme, trees representing messages through an edge are approximated taking into account the message (a probability tree as well) in the opposite direction in the same edge. More precisely, the goal is to approximate a potential represented by a tree -by another potential Ј represented by another tree -Ј of smaller size, conditional on another potential . In this section, we will assume all the potentials to be defined on a frame U I . For a potential , let us consider the following notation:
We will measure the distance between two potentials and Ј conditional on by the K-L divergence between the normalized potentials:
Because there is no difference between the distances D(, Ј͉) and D(, Љ͉) if N(Ј) ϭ N(Љ), i.e., the distance is independent of the normalization factor, then Ј will be determined up to a normalization value. In Ref. 6 it was considered that Ј and were such that sum(Ј) ϭ sum(), but here, we will assume that sum(Ј ⅐ ) ϭ sum( ⅐ ). The selection of the normalization factor does not have any impact on the quality of the approximation, but under this assumption the results are more simple to express and to prove.
As it was reported in Refs. 8 and 9, the difficulty of the approximation lies in finding the structure of the tree, i.e., the same tree without numbers on the leaves. In Ref. 6 it was assumed that given a structure , an approximate tree denoted by -can be obtained from by assigning to each leaf characterized by configuration X J ϭ x J , the average of potential in the points in A x J I (points in U I for which X J ϭ x J ). However, this strategy is not optimal; it is appropriate when there is no conditioning potential or when this potential is equal to 1, but not with general conditional information.
This problem can be stated in the following general way: we have a potential defined on U I and a partition Ꮽ of this frame. We want to find a potential Ј, which is constant in each set A ʦ Ꮽ and such that the distance from to Ј conditional on is minimal. Within the context of probability trees, given a tree structure , the elements of the partition are defined by the leaves in that structure. If a leaf is characterized by configuration X J ϭ x J , then this leaf defines the set A ϭ A x J I . Then, we can prove the following result, showing that now, the optimal strategy is to assign to the elements in A the average of weighed by the values of .
THEOREM 1. If is a potential defined on U I and Ꮽ is a partition of U I
, then the potential Ј, which is constant for the elements of each set A ʦ Ꮽ with sum( ⅐ ) ϭ sum(Ј ⅐ ) and minimizing the distance in Equation 4 from to Ј given is given by the potential Ј, which assigns to every element x ʦ A, the value
Proof. Let us call Ј( A) the constant value of Ј in the elements of A. We have
Not taking into account constant parts not depending on Ј, we find that minimizing this quantity is equivalent to maximizing
Adding the constant value ¥ AʦᏭ sum( ⅐ ͉A)log(sum(͉A)), which does not depend on Ј, it follows that we have to maximize If we have a structure Ј, Љ is the structure obtained by pruning Ј, and if Ј and Љ are the potentials associated with trees -Ј and -Љ , respectively, the pruning is carried out trying to minimize D(Ј, Љ͉). It involves the computation of the K-L distance from to Ј given a third potential . The value Ј( x) is equal to ( x) for all the points in U I , except for a subset A ʕ U I in which Ј( x) ϭ sum( ⅐ ͉A)/sum(͉A). In this case, the set A corresponds to all the values x I ʦ U I such that following the path associated with it we arrive at the node after pruning. Performing some easy calculations, this distance D(, Ј͉) can be computed according to the following formula:
This new formula is much easier than the one used in the original Penniless algorithm 6 :
Now, let be a potential represented by a tree -, which we want to approximate conditional on the values of another potential . Consider a node in -such that all its children are leaves. Let X k be the variable stored in it and (X J ϭ x J ) the configuration of values defining the path from the root to this node. We have considered different ways of actually carrying out the pruning of a probability tree:
(1) Consider a threshold ⌬ Ͼ 0 and then approximate the children of X k by their average if the value of Equation 8, with A ϭ A x J I , is less than ⌬. This is the original penniless algorithm, denoted by penni. We have also considered the same scheme but substituting, by the weighed sum in Equation 5 , with A ϭ A x J I , instead of the average. This algorithm will be denoted by new-penni. (2) Consider a value 0 Ͻ ⑀ Ͻ 1 and then prune node X k if sum( ⅐ ͉A x J I ) ⑀ ⅐ sum( ⅐ ), i.e., we prune every node such that beneath it, the proportion of the entire probability mass of the product of both potentials is lower than ⑀. We have considered two possibilities here: replacing the deleted values by the weighed sum in Equation 5, denoted as new-penni-av, or replacing the deleted values by zero, denoted as newpenni-ze. The aim of this way of approximating is to avoid investing much effort in dealing with insignificant values. Replacing by zero in some sense is inspired in simulation algorithms, in which configurations with low probability usually are assigned probability zero, because they have a tendency not to appear in any sample.
Although the foregoing criteria are expressed in terms of potentials, the computations can be performed directly over the probability tree representations of them, in which the number of computations is a function of the structures of the trees and not of the sizes of the frames in which the potentials are defined. The approximation steps are done in a recursive way, starting from the nodes whose children are leaves and going back to the root node. In this way, if all the children of an internal node are leaves or have been pruned previously to a number, then this node is considered again for approximation.
EXPERIMENTAL EVALUATION
We performed two experiments: the first one was performed to test the appropriateness of the new way of computing the divergence between the exact and approximate potentials displayed in Equation 7, i.e., to test penni vs. new-penni; the second one was designed to compare the effects of replacing small probability values by zero or by the weighed sum in Equation 5, i.e., new-penni-av vs. new-penni-ze.
In the first experiment, we chose a large pedigree network (441 variables) with many observed variables (166). The reason for this choice was that in networks without many observations, replacing by the average or by the weighed sum does not make a big difference, because the way Penniless propagation operates, many upward messages can be constantly equal to one, in which case both substitution schemes are the same. We performed trials with 4, 5, and 6 propagation stages, and the accuracy of the approximations was controlled by parameter ⌬. The results of this experiment are displayed in Table 1 , including computing time (triangulation, construction of the join tree, and propagation) and error measured as the K-L divergence. These results suggest that new-penni usually provides equal or better results in less time.
For the second experiment we chose three networks: the same as in the first one, another network with less variables (189 with 8 observations) but higher complexity (higher potential sizes) called Munin1, and another version of this network called Munin2, which contains 1003 nodes, 15 of which were observed at random. These networks were borrowed from the Decision Support Systems Group at Aalborg University, Denmark (http://www.cs.auc.dk).
In the second experiment we fixed a value for parameter ⌬ equal to 0.001 and then the algorithms were tested varying the value of parameter ⑀. The results of this experiment are displayed in Tables 2-4 . These results indicate that the use of new-penni-ze does not seem to provide any improvement, but in the very complex network Munin1 (Table 3) , the computing time is considerably reduced and the quality of the approximations is improved. In the case of Munin2 (Table 4) , the reduction in computing time seems to compensate for the loss in accuracy. We performed many other experiments, not reported here, suggesting the same conclusion.
The algorithms were implemented in Java 2 version 1.3 and integrated into the Elvira system (http://leo.ugr.es/ ϳ elvira). The experiments have been performed on an AMD K7 (800 MHz) computer with 768 MB of RAM and operating system Linux RedHat with kernel 2.2.16.22.
CONCLUSIONS
In this study we have introduced new ways of approximating probability trees in Penniless propagation. Under the assumptions of Theorem 1, we have shown that replacing by the weighed sum in Equation 5 is optimal. Substituting small probability values by zero allows the Penniless scheme to acquire two very good features of Monte-Carlo algorithms-speed and low space requirements-and in some complex cases the quality of the final approximations is improved. The Penniless algorithm can be improved in different aspects. Currently, we are working on finding a way of detecting the messages in which more effort should be put in order to improve the accuracy of the final results.
