The spontaneous-emission branching fractions of 32 levels of Pr II were measured by the fast-ion-beam laser-induced-fluorescence technique. The levels studied had energies from ∼21 500 to ∼29 000 cm −1 , and the decay branches detected were in the range from 250 to 850 nm. The experimental uncertainties are within 10%. Using our previously measured radiative lifetimes, we determined the Einstein A coefficients and oscillator strengths for 260 transitions. The results are important for stellar elemental abundance determinations.
Introduction
The study of lanthanide (rare-earth) elements in stellar photospheres is important in increasing our understanding of nucleosynthesis, and the mechanisms which move elements between the core of a star and its surface. The lanthanides are particularly useful because they constitute a continuous sequence of atomic numbers, and their spectra fall in similar wavelength ranges, yet the nucleosynthesis pathways leading to the formation of the many different stable isotopes can be quite different. In his extensive review of the lanthanide elements in stellar spectra [1] , Wahlgren pointed out the importance of metal-poor galactic halo stars in testing models of nucleosynthesis that proceed via the r-(rapid) and s-(slow) neutron capture processes. In a recent study of these stars, abundances of singly-ionized La, Eu, Dy and Nd were used to infer an inhomogeneous distribution of neutron-capture elements in the early interstellar medium [2] . Lanthanide elements are also found in the Sun, and in chemically peculiar (CP) stars of the upper main sequence, where their abundance is high compared to solar values. In CP stars with measurable magnetic-field effects, the abundances of the lanthanide elements are among the most enhanced. Strasser et al [3] have studied the strengths and line profiles of Pr, Nd, and other elements in the slowly rotating Ap star HD 187474 in order to model their abundance distributions over the stellar surface and test a previously derived magnetic field geometry. Lanthanides are also important in the comparison of solar and meteoritic elemental abundances, which have often been taken to be the same [4] .
Laboratory measurement of oscillator strengths (f -values) is of prime importance in inferring abundances. As astrophysical models become more detailed, improving the accuracy of f -values becomes more important. For example, it is expected that systematic differences between solar and meteoritic abundances should exist because of selective diffusion of elements to and from the visible photosphere, but higher accuracy is required to observe this effect [4] .
In the 1930s, Meggers et al began a program of intensity measurements at the US National Bureau of Standards that led to a number of monographs listing intensities [5, 6] and oscillator strengths [7] . The accuracy of the oscillator strengths was limited by the assumptions about local thermodynamic equilibrium, rate of entry and exit of atoms from the discharge, and negligible self-absorption. The overall uncertainty in log g f (where f is the absorption oscillator strength and g is the multiplicity 2J + 1 of the lower state) was estimated as a standard deviation varying from 0.24 to 0.29 as the upper-level term energy varied from 1.5 × 10 4 to 5.0 × 10 4 cm −1 , corresponding to a factor of error of 1.7-2.0 in g f .
A more accurate approach to determining oscillator strengths is to combine data on the branching fractions (BFs) for all transitions from a given level with a value for the spontaneous emission lifetime of that level. Lage and Whaling [8] measured BFs in a hollowcathode discharge and incorporated the beam-foil lifetime measurements of Andersen and Sorensen [9] to obtain oscillator strengths for transitions from five levels of Pr II. Kurucz and Bell [10] have compiled experimental oscillator strengthsinaformwhichisavailableonline(http://cfawww.harvard.edu/amp/ampdata/kurucz23/sekur.html)using the data of Lage and Whaling, BFs from the intensity measurements of Meggers et al, together with experimental lifetime data. Goly et al [11] obtained BF values for 62 Pr II transitions by measuring the emission from a ferroelectric plasma source. Using Fourier transform spectrometry and previously measured lifetimes, Ivarsson et al [12] determined oscillator strength values for 31 lines of Pr II in the 280-800 nm range. Biémont et al [13] performed relativistic Hartree-Fock (HFR) calculations of BFs for 24 levels and combined them with their own timeresolved laser-induced-fluorescence lifetime measurements to calculate oscillator strengths for ∼150 transitions; these are available online from the DREAM database (http://w3.umh.ac.be/∼astro/dream.shtml).
In the present work, we have carried out a measurement of BFs of Pr II for all levels whose lifetimes we determined in a previous study [14] . The use of a laser/fast-ion-beam method enables highly selective excitation of ions to the level of interest. The resulting uncluttered fluorescence spectrum contains only transitions that emanate from that common upper level, so it is impossible to mistakenly include branches that belong to other upper levels. The combination of the previously measured lifetimes with the BFs measured here produces oscillator strengths with experimental uncertainties of ∼10% arising mainly from the calibration of the optical response of our detector system as a function of wavelength.
Experimental method
In our apparatus, Pr + ions are produced by surface ionization on a hot tungsten filament in a modified Danfysik 911A source. The ion source contains only Pr vapor produced by a small, electrically heated oven, and there is no discharge. Under such conditions, ions can be produced in metastable states with energies up to several 1000 cm −1 ; in this work we utilized metastable ions with energies up to 5079 cm −1 . After acceleration to 10 keV, the ions are focused and massfiltered by a Wien filter before being electrostatically deflected to merge collinearly with a counter-propagating laser beam. The collinear geometry creates kinematic compression [15] of the Doppler width to ∼150 MHz, which increases the signal size and makes the excitation process more selective. The ion current, typically ∼100 nA, is detected by a Faraday cup with secondary-electron suppression.
The single-frequency laser beam is produced by an argonion-pumped Coherent 699-21 dye laser using Stilbene 3 dye, which has a nominal single-frequency tuning curve from 415 to 465 nm. Given the metastable energy range of the ions, we can study all excited levels from ∼21 500 to ∼29 000 cm −1 for Pr II, except for some levels whose lifetimes are too long to provide sufficient signal in our detection apparatus. The laser wavelength is determined to ∼1 part in 10 7 with a traveling-mirror Michelson interferometer using a polarization-stabilized reference helium-neon laser as a reference [16, 17] .
Ion resonance with the counter-propagating laser beam is confined to a small post-acceleration region. As the ions enter this region, they are accelerated and brought into resonance with the Doppler-shifted laser beam. The excitation occurs primarily in a central cylindrical volume in which the potential is nearly uniform over ∼3 cm length. The background light from scattered laser light is reduced by focusing the laser beam and the use of apertures, while the light arising from ionneutral collisions is kept at an acceptable level by maintaining the vacuum at 10 −6 -10 −7 Torr. The light background is further suppressed by modulating the post-acceleration potential at 2 kHz, providing an ac component to the LIF that is detected with a lock-in amplifier.
Two bundles of optical fibers are positioned around the post-acceleration region to collect the LIF. The LIF from one bundle is used for branching-fraction data while the other provides a 'normalization' signal that is used to correct the branching-fraction signal for variations in the excitation rate due to drifts in the properties of the laser and ion beams. This normalization signal is obtained from a relatively strong transition in the LIF spectrum, and is divided into the branching-fraction signal before relative intensities are calculated. The fibers of each bundle are mounted in specific angular arrays chosen to minimize systematic error in the BFs arising from anisotropic excitation and detection [18] .
The two fiber bundles are connected to two identical f /3.8 scanning monochromators. Each monochromator has three gratings on a rotating carousel to provide complete spectral coverage: their reciprocal linear dispersions and spectral ranges are as follows: (1.0 nm mm −1 , 250-500 nm), (1.5 nm mm −1 , 250-750 nm), and (3.0 nm mm −1 , 250-1500 nm). The light detector for the normalization monochromator is a bialkali-photocathode blue-sensitive photomultiplier (PMT), while that for the branchingratio monochromator is a trialkali-photocathode PMT with extended red response useful in practice to ∼850 nm. In order to eliminate second-order diffraction lines, a long-pass filter (91.5% flat transmission for wavelength λ > 550 nm) is inserted for scans above ∼600 nm. The PMTs were operated in current mode to allow the use of lock-in detection for background suppression and wavelength stabilization (see below).
To calibrate the wavelength-dependent response of the complete detector system (fibre array + monochromator + PMT), a 200-W NIST-traceable quartz-tungsten-halogen (QTH) lamp (Oriel model 63355) is used as a standard illumination source. The uncertainty of the response calibration was estimated as 7.1% systematic and 1.5% statistical. For a detailed discussion see [18] .
The signal from the normalization monochromator is connected to two lock-in amplifiers. One operating in '2 f ' mode provides the background-suppressed normalization signal, while the second, operating in '1 f ' mode, provides an error signal for dye-laser wavelength stabilization. With the laser wavelength locked to the peak of the pump-transition resonance, the branching-fraction monochromator is scanned to record the spontaneous emission lines from 250 to 850 nm. During a scan, the computer also records the normalization signal, the laser power transmitted through the apparatus, and the ion-beam current. A sample decay-branch partial spectrum for the upper level 22 675.44 cm −1 is shown in figure 1.
Data analysis
BFs are obtained from a spectrum such as that shown in figure 1 by determining the relative intensities of all observed transitions from an excited state. For transitions from an upper state u to a set of lower states l, the relative intensities I ul are obtained by dividing the areas S ul of the observed spectral lines by the wavelength-dependent detection sensitivity of our apparatus. The latter is determined in a separate calibration procedure employing our QTH irradiance standard as r (λ ul )/i(λ ul ), where r (λ ul ) is the measured response of our fibre/monochromator/PMT system, and i(λ ul ) is the value of the manufacturer's spectral irradiance data for our lamp. Altogether,
BFs R ul are then obtained as
in which the λ ul factors are needed to convert relative intensities into relative photon emission rates. The areas S ul are found by least-squares fitting the emission lines with a symmetric Gaussian function, chosen after a systematic study to optimize goodness of fit and robustness [18] . The uncertainties associated with the areas obtained from the fitting procedure ranged from 0.2% for the strongest lines to 5% for the weakest. Due to the wavelengthdependent dispersion of a Czerny-Turner monochromator, a linewidth function w(λ) = A λ −λ 2 + B λ −λ + C was employed in the fitting, whereλ is the mean wavelength of the scanned range (introduced merely to reduce correlation between the fitted parameters and minimize truncation errors). This quadratic parameterization was a satisfactory representation of the true wavelength dependence over the range of interest, and provided a robust fit for small peaks common in the infrared region for Pr II.
In some cases it is necessary to combine partial spectra taken with different gratings in order to obtain complete spectral coverage with adequate resolution. The relative normalization of the spectra being combined is determined from spectral lines in the overlap regions common to both spectra. The procedure employs a least-squares adjustment of n − 1 multiplicative normalization constants when the fitted areas from n spectra are being merged.
Results
The data required for the BF calculation are the relative intensities of all measured branches from a given upper state. These data are presented in table 1. Obtaining BFs from relative intensities assumes that all radiative transitions that contribute to the decay of the level have been measured. This is practically impossible due to the limited spectral region of detectors and poor signal-to-noise ratio (SNR) for a number of weak lines, predominantly in the near infrared region. (In both tables 1 and 2, lines labeled as 'w' were reproducible to the eye but could not be fit because of a poor SNR.) In our work, only the transitions between 250 and 850 nm were observed, and the g A and log g f values derived from them are presented in table 2, along with g A values from [8, [11] [12] [13] where available. To assess the error in our g A values arising from unseen branches, it is interesting to compare our data with that of Ivarsson et al [12] , who also measured both lifetimes and BFs but made a theoretical correction for missed branches. Except for the upper level at 22675.44 cm −1 , the agreement is almost always excellent, implying that the contribution of missed branches is comparable with the experimental uncertainties. For the same 22675.44 cm −1 upper level, the agreement between the data of Goly et al [11] and our work is excellent (except for one branch where they took data from elsewhere), and our spectrum has a very good SNR, so the disagreement with Ivarsson et al on this level is puzzling. It is interesting to note that for the upper level at 26860.44 cm −1 , three branches are in excellent agreement (difference <1 standard deviation), while the branch at 426.179 nm gives very poor agreement (difference >6 standard deviations). Since this line is listed as 'complex' by Meggers et al [6] , it is likely that Ivarsson et al measured a blend in their hollow cathode discharge, while we observed a single line because of our selective laser excitation of the upper level.
In table 3, we make an overall numerical comparison of our results for g u A ul to those of [11, 12] , both of whom used measured lifetimes and measured BFs, and gave error estimates. For these references we list the average quantity [6] , but not in this work. The relative intensity is calculated from data in that reference. Table 2 . Transition probabilities and oscillator strengths for Pr II derived from branching-fraction and lifetime data. Values of g u A ul from this work are compared with those of [8, [11] [12] [13] . Branches that were observed but were too weak to fit are indicated by 'w'. [14] except that for level 26524.02 cm −1 [13] . c Biémont et al [13] . d Ivarsson et al [12] . e Goly et al [11] . f Lage and Whaling et al [8] . g Blended line in this work. 
Since the measured lifetimes used in these references can be quite different, we have also listed the same statistics using (g ul A ul ) ref calculated with our own measured lifetimes, effectively providing a comparison of measured BFs. Table  3 shows very good overall agreement, especially when the a Calculated using lifetimes from the reference of column 1 b Calculated using our lifetimes from [14] .
same lifetimes are used for the comparison. There are however individual exceptions, as described above. In a comparison of our results with those of Lage and Whaling [8] , where only general statements about error are given, we find that the percentage difference ranges from +39 to −178%, with a standard deviation of 51%. Comparison of our results with those of Biémont et al [13] is difficult because their data depends on theoretical branching ratios for which no uncertainty estimates are given. If we take an uncertainty of 50%, based on an upper limit in earlier work [19] by this group, and eliminate three cases where we report blended lines, we find seven cases out of 40 where the parameter (defined above) is greater than 2. In five of these transitions, the lines are weak, and for the transition at 396.525 nm, is only slightly more than 2. The large disagreement for the transition at 397.214 nm is puzzling since weaker transitions from the same upper level (25610.20 cm −1 ) are in much better agreement.
The Einstein coefficients A ul and absorption oscillator strengths f lu were calculated using our previously determined radiative lifetimes [14] and well-known formulae [20] for electric dipole transitions,
g l f lu = 1 0.66702σ 2 ul g u A ul ,
where τ u is the upper-state lifetime, g u = 2J u + 1 and g l = 2J l + 1 are the statistical weights of the upper and lower levels respectively and σ ul is the transition wave number (cm −1 ).
Conclusions
We have measured 260 oscillator strengths for Pr II transitions over the wavelength range 250-850 nm, originating from 32 levels in the range ∼21 500-29 000 cm −1 . Highly selective laser excitation of only a single upper level produces an uncluttered fluorescence spectrum, removing any ambiguity in the assignment of a transition to a pair of energy levels. The oscillator strengths were obtained by combining measured relative intensities with previously measured radiative lifetimes. Of the 260 measured oscillator strengths, 183 have been determined accurately for the first time. The uncertainties arose principally from systematics of the efficiency calibration of the optical detection system (7.1%), with smaller statistical contributions (1.5%). The measured values were compared with prior measurements using both our lifetimes and lifetimes measured by others.
