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Abstract
We present a graph-theoretic approach to analyzing the robustness of leader-follower consensus
dynamics to disturbances and time delays. Robustness to disturbances is captured via the system H2
and H∞ norms and robustness to time delay is defined as the maximum allowable delay for the system
to remain asymptotically stable. Our analysis is built on understanding certain spectral properties of the
grounded Laplacian matrix that play a key role in such dynamics. Specifically, we give graph-theoretic
bounds on the extreme eigenvalues of the grounded Laplacian matrix which quantify the impact of
disturbances and time-delays on the leader-follower dynamics. We then provide tight characterizations
of these robustness metrics in Erdos-Renyi random graphs and random regular graphs. Finally, we view
robustness to disturbances and time delay as network centrality metrics, and provide conditions under
which a leader in a network optimizes each robustness objective. Furthermore, we propose a sufficient
condition under which a single leader optimizes both robustness objectives simultaneously.
I. INTRODUCTION
In networked dynamical systems, the influence of each individual agent on the global dynamics
is determined by: (i) the location of the agent in the network, (ii) its local behavior and dynamics,
and (iii) the overall network structure. One class of local behavior that has received attention in
the literature (particularly in the context of social and economic networks) is the notion of agent
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stubbornness [1]–[5], where an agent influences other agents but is not affected in return. Such
agents have also been studied from the perspective of acting as leaders in multi-agent systems
[6]–[8]. In this paper, our goal is to study the impact of disturbances (such as noise, faults,
attacks and other external inputs) and time-delays in networked dynamical systems that contain
stubborn (or leader) agents.
From a control-theoretic viewpoint, robustness to disturbances is investigated by studying their
impact on the state or output of the system, and is often quantified via system H2 or H∞ norms.
In this direction, a large literature has recently investigated the robustness of networked dynamical
systems to disturbances from an input-output standpoint [9]–[18], [18]–[21]. Similarly, robustness
of a consensus network to time-delays in the communication between agents is quantified in terms
of the maximum allowable time-delay for the system to remain asymptotically stable [22].
As we describe in the paper, the robustness metrics of interest are a function of the spectrum
of the grounded Laplacian matrix (obtained by removing certain rows and columns from the
Laplacian matrix [23]–[25]). Hence, one of the main contributions of this paper, which is an
extended version of the conference paper [26], is to propose graph-theoretic bounds on the
extreme eigenvalues of this matrix. These eigenvalue bounds consequently provide bounds on
the robustness metrics in general graphs, and tight bounds on such metrics in random graphs.
After characterizing graph-theoretic bounds on these robustness metrics, we turn our attention
to selecting leaders in the network in order to optimize robustness. Leader selection algorithms
for multi-agent systems have attracted much attention in recent years [27], [28], and optimal
leaders for certain metrics have been characterized in terms of either known network centrality
measures, or via the introduction of new centrality measures [9], [29], [30]. We contribute to this
literature by investigating the leader selection problem in a given network to optimize network
robustness to disturbances and time delay. More specifically, we provide conditions under which
a leader in a network optimizes each robustness objective. Furthermore, we propose a sufficient
graph-theoretic condition for a particular leader to optimize all of the robustness objectives
simultaneously.
The paper is organized as follows. We start by introducing our notation in Section II, and in
Section III, we formally state the leader-follower consensus dynamics that we will be studying
in this paper. There, we also describe how the spectrum of the grounded Laplacian matrix plays
a role in the robustness of such dynamics to disturbances and time-delays. In Section IV, we
provide graph-theoretic characterizations of the salient eigenvalues of the grounded Laplacian
matrix; we then use these characterizations to provide bounds on the robustness metrics in general
graphs (Section V) and in random graphs (Section VI). We consider the problem of selecting
leaders to optimize these metrics (viewed in terms of centrality measures) in Section VII, validate
our analysis via simulations in Section VIII, and conclude in Section IX.
II. NOTATION
We denote an undirected graph by G = {V , E}, where V = {v1, v2, . . . , vn} is a set of nodes
(or vertices) and E ⊂ V ×V is the set of edges. The neighbors of node vi ∈ V are given by the
set Ni = {vj ∈ V | (vi, vj) ∈ E}. The adjacency matrix of the graph is given by a symmetric and
binary n×n matrix A, where element Aij = 1 if (vi, vj) ∈ E and zero otherwise. The degree of
node vi is denoted by di ,
∑n
j=1Aij . For a given set of nodes X ⊂ V , the edge-boundary (or
just boundary) of the set is given by ∂X , {(vi, vj) ∈ E | vi ∈ X, vj ∈ V \X}. The Laplacian
matrix of the graph is given by L , D−A, where D = diag(d1, d2, . . . , dn). The eigenvalues of
the Laplacian are real and nonnegative, and are denoted by 0 = λ1(L) ≤ λ2(L) ≤ . . . ≤ λn(L).
For a given subset S ⊂ V of nodes (which we term grounded nodes), the grounded Laplacian
induced by S is denoted by Lg(S) or simply Lg, and is obtained by removing the rows and
columns of L corresponding to the nodes in S.
III. PROBLEM STATEMENT
Consider a connected network consisting of n agents V = {v1, v2, . . . , vn}. The set of agents
is partitioned into a set of followers F , and a set of leaders1 S. Each agent vi has a scalar
and real valued state xi(t), where t is the time index. The state of each follower agent vj ∈ F
evolves based on the interactions with its neighbors as
x˙j(t) =
∑
vi∈Nj
(xi(t)− xj(t)). (1)
The state of the leaders (which should be tracked by the followers) is assumed to be constant2
and thus
x˙j(t) = 0, ∀vj ∈ S. (2)
1These agents may also be referred to as anchors [6] or stubborn agents [3], [26] depending on the context.
2The results in this paper can be extended to the case where the state of the leaders are time-varying [6], and given by
x˙S(t) = u(t).
If the graph is connected, the states of the follower agents will converge to some convex
combination of the states of the leaders [31]. We assume without loss of generality that the
leader agents are placed last in the ordering of the agents. Aggregating the states of all followers
into a vector xF(t) ∈ Rn−|S|, and the states of all leaders into a vector xS(t) ∈ R|S| (note that
xS(t) = xS(0) for all t ≥ 0), equations (1) and (2) yield the following dynamicsx˙F(t)
x˙S(t)
 = −
Lg L12
L21 L22

︸ ︷︷ ︸
L
xF (t)
xS(t)
 . (3)
Given equation (2), we have that L21 = 0 and L22 = 0. Hence the dynamics of the follower
agents are given by
x˙F(t) = −LgxF(t) + L12xS(0). (4)
Here, Lg is the grounded Laplacian induced by the leaders, representing the interaction between
the followers. The submatrix L12 of the graph Laplacian captures the influence of the leaders
on the followers.
Remark 1: For the case where the underlying network is connected and there exists at least
one leader, the matrix Lg is a diagonally dominant matrix with at least one strictly diagonally
dominant row. Hence, from [32] it is a positive definite matrix and in this case, the dynamics
given by (4) will be asymptotically stable and the convergence rate is determined by the smallest
eigenvalue of Lg. Moreover L−1g is a nonnegative matrix and based on the Perron-Frobenius
theorem [32] its largest eigenvalue λn−|S|(L−1g ) has an eigenvector x with nonnegative compo-
nents. Thus, the smallest eigenvalue λ1(Lg) of Lg also has an eigenvector x with nonnegative
components.
In this paper, we will consider the impact of two perturbations to the above nominal dynamics3:
• The case where the update rule of each follower agent vj ∈ F is affected by a disturbance
wj(t). In this case, we extend (4) to
x˙F(t) = −LgxF(t) + L12xS(0) + w(t). (5)
3We analyze these two cases separately, since the objective of this study is to show the explicit dependency of these two
robustness metrics on the spectrum of Lg .
Here w(t) is a vector representing the disturbances. It is assumed that the leader agents are
unaffected by the disturbances. This is a reasonable assumption due to the fact that they do
not update their state.
• The case where the communication between the agents is affected by some time delay. In
this case, we have the dynamics
x˙F(t) = −LgxF(t− τ) + L12xS(0), (6)
where 0 < τ ≤ τmax for some τmax > 0.
Remark 2: If each agent has instantaneous access to its own state, the dynamics have the
form
x˙F(t) = −DgxF(t) + AgxF(t− τ) + L12xS(0), (7)
where Lg = Dg − Ag. In this case since all of the principal minors of Lg are nonnegative and
Lg is non-singular, (7) is asymptotically stable independent of the magnitude of the delays in
the off-diagonal terms of Lg (Theorem 1 in [33]).
In the following subsections, we analyze the robustness of system (5) to the disturbances and
(6) to the time delay.
A. Robustness of (5) to Disturbances
Let x¯F(t) be the state of (5) when w(t) = 0, and define the error between the nominal and
disturbed state as e(t) = xF(t) − x¯F(t). The transfer function from the disturbance w(t) to
e(t) is obtained from (5) as G(s) = (sI + Lg)−1. In order to discuss the robustness of (5) to
disturbances, a typical approach (e.g. [12], [26], [34]) is to consider system H2 and H∞ norms,
defined as [35]
||G||2 ,
(
1
2pi
trace
∫ ∞
0
G∗(jω)G(jω)dω
) 1
2
,
||G||∞ , sup
ω∈R
λ
1
2
max(G
∗(jω)G(jω)). (8)
The system H2 norm can also be calculated based on the controllability Gramian Wc, which
is the solution of a Lyapunov equation. In particular, for the error dynamics of (5) we have
||G||22 = traceWc, which becomes [11]
||G||2 =
(
1
2
trace(L−1g )
) 1
2
. (9)
For the system H∞ norm of the error dynamics of (5), we present the following proposition.
Proposition 1: The system H∞ norm of the error dynamics of (5) is
||G||∞ = 1
λ1(Lg)
. (10)
Proof: We have G(jω) = (jωI + Lg)−1, which gives
G∗(jω)G(jω) = (−jωI + Lg)−1(jωI + Lg)−1
= (ω2I + L2g)
−1︸ ︷︷ ︸
C−1
. (11)
We know that C > 0 (positive definite) which yields C−1 > 0. Thus finding supω λn−|S|(C−1)
is equivalent to finding infω λ1(C). Since λ1(C) = ω2 + λ1(L2g), we have infω λ1(C) = λ1(L2g),
proving the proposition.
Based on Proposition 1 and Remark 1, minimizing the H∞ norm of the error dynamics of
(5) is equivalent to maximizing the convergence rate of (5). This equivalence between the two
metrics will be revisited in Section VII.
Remark 3: The recent literature mainly works with 1
2
trace(L−1g ) instead of its square root,
and refers to this metric as the network disorder [11]. To maintain consistency, we also adopt
this terminology and refer to 1
2
trace(L−1g ) as H2 disorder and 1λ1(Lg) as H∞ disorder.
B. Robustness of (6) to Time Delay
The other robustness metric that we analyze in this paper is the robustness of (6) to time delay.
The following theorem gives a necessary and sufficient condition for the asymptotic stability of
(6).
Theorem 1 ( [36]): The dynamical system (6) is asymptotically stable if and only if
τmax <
tan−1
(
Re(λi(Lg))
Im(λi(Lg))
)
λi(Lg)
, (12)
for all i = 1, 2, ..., n− |S|.
Since the eigenvalues are real, the numerator of the right hand side term in (12) is pi
2
, and
thus a necessary and sufficient condition for asymptotic stability of (6) is
τmax <
pi
2λmax(Lg)
=
pi
2λn−|S|(Lg)
. (13)
In this paper, we refer to the quantity τˆmax = pi2λn−|S|(Lg) as the delay threshold.
The above characterization of the robustness of (5) to disturbances, based on system H2
and H∞ norms in (9) and (10), and the robustness of (6) to delay given by the quantity in
(13), illustrates the role that the spectrum of the grounded Laplacian matrix Lg plays in such
robustness metrics. Thus, we analyze the spectrum of the grounded Laplacian matrix in this
paper, and consequently give bounds on the above robustness metrics. More specifically, our
contributions are as follows.
• We extend existing bounds on the smallest eigenvalue, λ1, and provide new bounds on the
largest eigenvalue, λn−|S|, of the grounded Laplacian matrix.
• Based on the graph-theoretic bounds on the extreme eigenvalues of Lg, we present graph-
theoretic necessary and sufficient conditions for robustness of leader-follower dynamics to
disturbances and time delay.
• We characterize the system H2 disorder, H∞ disorder, and the robustness to delay (τˆmax)
in random graphs.
• We look at these robustness metrics for the disturbance and time delay as different network
centrality metrics and give sufficient conditions for a node in a network to be the best
leader in the sense of minimizing H2 disorder, minimizing H∞ disorder (or maximizing
convergence rate) and maximizing τˆmax simultaneously.
IV. ON THE SPECTRUM OF THE GROUNDED LAPLACIAN MATRIX
In this section, we present graph-theoretic bounds on the smallest eigenvalue and the spectral
radius (largest eigenvalue) of the grounded Laplacian matrix.
A. Smallest Eigenvalue of Lg
There is a vast literature dedicated to analyzing the spectrum of the Laplacian matrix [37], [38],
[39]. The following theorem gives bounds on λ1(Lg) (the smallest eigenvalue of the grounded
Laplacian matrix) based on graph theoretic properties.
Theorem 2: Consider a connected graph G = {V , E} with a set of leaders S ⊂ V . Let Lg
be the grounded Laplacian matrix induced by S, and for each vi ∈ F , let βi be the number of
leaders in follower vi’s neighborhood. Then
max
{
min
i∈V\S
βi,
( |∂S|
n− |S|
)
xmin
}
≤ λ1(Lg) ≤ min∅6=X⊆V\S
|∂X|
|X| ≤
|∂S|
n− |S| ≤ maxi∈V\S βi, (14)
where xmin is the smallest eigenvector component of x, a nonnegative eigenvector corresponding
to λ1(Lg).4
Proof: The lower bound |∂S|
n−|S|xmin and the tightest and the second tightest upper bounds
are given in Theorem 1 in [25]. The extreme upper bound is due to the fact that
∑n−|S|
i=1 βi =
|∂S| which gives |∂S|
n−|S| ≤ maxi∈V\S βi. For the lower bound mini∈V\S βi, we left-multiply the
eigenvector equation λ1x = Lgx by the vector consisting of all 1’s, and use the fact that 1TLg =
[β1, β2, ..., βn−|S|] to get
λ1(Lg)
n−|S|∑
i=1
xi =
n−|S|∑
i=1
βixi ≥ min
i∈V\S
βi
n−|S|∑
i=1
xi,
since x is nonnegative, which gives λ1(Lg) ≥ mini∈V\S βi as required.
The following lemma from [25] provides a sufficient condition under which the smallest
component of the eigenvector corresponding to λ1(Lg) goes to 1 and consequently the bound
(14) becomes tight.
Lemma 1 ( [25]): Let x be a nonnegative eigenvector corresponding to the smallest eigenvalue
of Lg. Then the smallest eigenvector component of x satisfies
xmin ≥ 1− 2
√|S||∂S|)
λ2(L¯)
, (15)
where L¯ ∈ R(n−|S|)×(n−|S|) is the Laplacian matrix formed by removing the leaders and their
incident edges.
Thus, in networks where the number of leaders (and their incident edges) grows slowly
compared to the algebraic connectivity of the network induced by the followers, the bounds
on the smallest eigenvalue in (14) become tight.
In order to obtain another condition under which λ1(Lg) is bounded away from zero, we use
the following definition.
Definition 1 ( [40]): A subset of vertices X ⊂ V is an f - dominating set if each vertex
vi ∈ V \ X is connected to at least f vertices in X .
4Throughout the paper, we take eigenvector x to be normalized such that its largest component is xmax = 1.
Based on the above definition and the lower bound mini∈V\S{βi} in (14), we have the following
corollary.
Corollary 1: If the set of leaders is an f -dominating set, then λ1(Lg) ≥ f , regardless of the
connectivity of the network.
The following proposition introduces a condition under which λ1(Lg) remains unchanged
when some edges are added or removed.
Proposition 2: Consider a connected graph G = {V , E} with a set of leaders S ⊂ V . Let
Lg be the grounded Laplacian matrix induced by S. If each follower is connected to exactly β
leaders, then regardless of the interconnection topology inside F or S , we have λ1(Lg) = β.
Moreover in this case λ1(Lg) strictly decreases when any edge (vi, vj) ∈ E is removed, where
vi ∈ F and vj ∈ S.
Proof: The proof of the first part is clear due to (14) since mini∈F{βi} = maxi∈F{βi} = β.
Furthermore, in this case if we remove an edge between F and S, then based on (14) we have
λ1(Lg) ≤ |∂S|n−|S| = (n−|S|−1)β+β−1n−|S| < β, which proves the claim.
Proposition 2 is important from two aspects. First, it gives freedom in designing connections
between the follower agents. Second, it introduces a notion of robustness of the network under
edge failures within the set of follower (or leader) agents.
B. Spectral Radius of Lg
Bounds on the spectral radius of the Laplacian matrix are discussed in [38], [41]. Here we
discuss graph theoretic bounds on the spectral radius, λn−|S|(Lg), of the grounded Laplacian
matrix. We start with the definition of the incidence matrix.
Definition 2: Given a connected graph G = {V , E}, an orientation of the graph G is defined
by assigning a direction (arbitrarily) to each edge in E . For graph G with m edges, numbered
as e1, e2, ..., em, its node-edge incidence matrix B(G) ∈ Rn×m is defined as
[B(G)]kl =

1 if node k is the head of edge l,
−1 if node k is the tail of edge l,
0 otherwise.
The graph Laplacian satisfies L = B(G)B(G)T .
Partitioning the rows of the incidence matrix into the sets of followers and leaders yields
B(G) =
BF
BS
 , (16)
where BF ∈ R(n−|S|)×m and BS ∈ R|S|×m. As a result, Lg = BFBTF . Defining the matrix
N = BTFBF , we have the following lemma.
Lemma 2: If λk is an eigenvalue of Lg, it is also an eigenvalue of N .
Proof: If we have Lgxk = λkxk for any eigenvalue λk(Lg) and corresponding eigenvector
xk, then NBTFxk = BTFLgxk = λkBTFxk. If BTFxk = 0 then Lgxk = 0 which is impossible since
Lg is positive definite by Remark 1. Thus λk is also an eigenvalue of N with eigenvector BTFxk.
This leads to the following bounds on λn−|S|(Lg).
Theorem 3: Consider a connected graph G = {V , E} with a set of leaders S ⊂ V . Let Lg be
the grounded Laplacian matrix induced by S. The spectral radius of Lg satisfies
dFmax ≤ λn−|S|(Lg) ≤ max
dFmax, max(u,v)∈E
u,v∈F
{du + dv}
 , (17)
where dFmax is the maximum degree over the follower agents.
Proof: For the lower bound, the Rayleigh quotient inequality [32] indicates
λn−|S|(Lg) ≥ zTLgz,
for all z ∈ Rn−|S| with zT z = 1. By choosing z = ei, where ei is a vector of zeros except for
a single 1 at an element corresponding to a vertex with maximum degree, the lower bound is
obtained.
In order to show the upper bound, we use the property of matrix N mentioned in Lemma 2.
Thus we show the same upper bound for the spectral radius of N , λmax(N). We have
λmax(N) ≤ λmax(|N |) ≤ max
i=1,...,n−|S|
[|N |]i, (18)
where [|N |]i is the row sum of the i-th row of |N |. The first inequality in (18) is due to the
properties of nonnegative matrices (Theorem 8.1.18 in [32]) and the second inequality is due to
the Perron-Frobenius theorem. We know that the i-th row of N belongs to edge ei. This edge is
either connecting two follower agents or a follower with a leader. Moreover, when e is an edge
in G connecting {u, v} ∈ F , the row sum of |N | for the row corresponding to e is du + dv [38].
Furthermore, when e is an edge in G which connects u ∈ F to v ∈ S , then the row sum is du.
This gives the upper bound in (17).
Remark 4: Unlike the case where there is no leader in the network (i.e., traditional consensus
dynamics) where we always have dmax < max(u,v)∈E{du + dv}, for the upper bound in (17), it
is possible to have
dFmax > max
(u,v)∈E
u,v∈F
{du + dv}, (19)
and (17) becomes tight, i.e., λn−|S|(Lg) = dFmax. This corresponds to the case where the vertex
with maximum degree among the followers is not connected to any follower (its neighbors are all
leaders) and the degrees of the rest of the followers are small enough such that (19) is satisfied.
Based on Theorem 3 and Remark 4, we introduce a class of graphs in which the bound (17)
is tight, i.e., λn−|S|(Lg) = dFmax.
Definition 3 ( [42]): An independent vertex set of a graph G is a subset of the vertices such
that no two vertices in the subset are connected to each other via an edge.
Corollary 2: If the set of followers F is an independent set, then λn−|S|(Lg) = dFmax.
Proof: We can prove this statement in two ways. The first is based on the proof of Theorem
3: since there is no row in N which belongs to an edge connecting two followers, we have
λn−|S|(Lg) = dFmax. The second proof is to note that in the case where F is an independent
set, the grounded Laplacian matrix will be a diagonal matrix and λn−|S|(Lg) will be the largest
diagonal element, namely dFmax.
A simple example that satisfies the condition in Corollary 2 is a bipartite graph in which one
partition consists of the leaders and the other set contains the followers.
V. APPLICATION OF THE SPECTRUM OF Lg TO NETWORK ROBUSTNESS TO DISTURBANCES
AND TIME DELAY
In the previous section, we analyzed the spectral properties of the grounded Laplacian matrix
Lg. In this section, we use the results from the previous section to give bounds on the network
robustness metrics we identified earlier.
A. Robustness to Disturbances
By Proposition 1, we know that the system H∞ norm of the error dynamics of (5) is equal
to 1
λ1(Lg)
. Hence, based on Theorem 2, we have the following bounds for H∞ disorder.
1
maxi∈F{βi} ≤
n− |S|
|∂S| ≤
1
λ1(Lg)
≤ 1
mini∈F{βi} . (20)
Note that the upper bound is taken to be ∞ if mini∈F{βi} = 0. Based on (20), for a leader-
follower multi-agent system with leader set S and follower set F , a necessary condition to have
||G||∞ ≤ γ is to have 1maxi∈F{βi} ≤ γ and a sufficient condition is to have 1mini∈F{βi} ≤ γ. Based
on Corollary 1, a sufficient condition for ||G||∞ ≤ γ is that the leader set is a d 1γ e-dominating
set.
B. Robustness to Time Delay
Based on the bounds discussed in Theorem 3 and (13), a necessary condition for asymptotic
stability of (6) is
τmax <
pi
2dFmax
. (21)
Moreover, a sufficient condition for asymptotic stability of (6) is
τmax <
pi
2M , (22)
where M = max
{
dFmax,max(u,v)∈E
u,v∈F
du + dv
}
.
Remark 5: Since dFmax ≥ 1 for connected graphs, condition (21) implies that the delay must
necessarily be strictly less than pi
2
for (6) to be stable.
Remark 6: Based on Corollary 2, if the set of followers is an independent set, then necessary
and sufficient conditions (21) and (22) coincide, i.e., τˆmax = pi2dFmax .
C. Trade-off Between Minimizing H∞-Norm and Maximizing τˆmax
There is a trade-off between maximizing λ1(Lg) (minimizing H∞ disorder) and minimizing
λn−S(Lg) (maximizing delay threshold). The same situation is discussed for the algebraic con-
nectivity (λ2(L)) and the spectral radius of the Laplacian matrix in [22]. In this subsection,
we address this problem. More formally, we introduce the following network design problem.
Suppose we are given a set of agents consisting of at least β leaders. The objective is to design
a network to solve the optimization problem,
minimize
X
J(X) = λn−|S|(Lg)
subject to λ1(Lg) ≥ β,
Xi ∈ {0, 1},
(23)
where X(n2)×1 is an indicator vector in which each edge ei in the graph is assigned to an
element in X , i.e., Xi = 1 if ei exists and Xi = 0 otherwise. Despite the Boolean constraint
Xi ∈ {0, 1}, Proposition 2 provides an efficient way to solve this problem, namely connecting
each follower to exactly β leaders.5 Based on that proposition, in this case the value of λ1(Lg)
will be independent of the interconnections between the followers. If we make the set of follower
agents an independent set, from Corollary 2, we have λn−|S|(Lg) = dFmax = β. In other words,
this design makes Lg a diagonal matrix whose diagonal elements are β, and the optimal solution
is attained.
VI. ROBUSTNESS IN RANDOM GRAPHS
In this section we discuss H2 and H∞ disorders and the delay threshold τˆmax when the
underlying network structure is a random graph. We analyze two well known random graphs,
namely Erdos-Renyi (ER) random graphs and random regular graphs (RRG).
A. Erdos-Renyi Random Graphs
Definition 4: An Erdos-Renyi (ER) random graph G(n, p) is a graph on n nodes, where each
edge between two distinct nodes is present independently with probability p (which could be a
function of n). We say that a graph property holds asymptotically almost surely if the probability
of drawing a graph with that property goes to 1 as n→∞. Let Ωn be the set of all undirected
graphs on n nodes. For a given graph function f : Ωn → R≥0 and another function g : N→ R≥0,
we say f(G(n, p)) ≤ (1 + o(1))g(n) asymptotically almost surely if there exists some function
h(n) ∈ o(1) such that f(G(n, p)) ≤ (1 + h(n))g(n) with probability tending to 1 as n → ∞.
Lower bounds of the above form have an essentially identical definition.
5 Note that based on Theorem 2, λ1(Lg) is upper bounded by the total number of leaders, and thus at least β leaders are
needed to make the problem feasible.
1) Network Disorder in ER Random Graphs: Before discussing network disorder in ER
random graphs we recall the following theorem for the smallest eigenvalue of the grounded
Laplacian in such graphs.
Theorem 4 ( [25]): Consider the Erdos-Renyi random graph G(n, p), where the edge prob-
ability p satisfies p(n) ≥ c lnn
n
, for constant c > 1. Let S be a set of grounded nodes chosen
uniformly at random with |S| = o(√np). Then the smallest eigenvalue λ1(Lg) of the grounded
Laplacian satisfies (1− o(1))|S|p ≤ λ1(Lg) ≤ (1 + o(1))|S|p asymptotically almost surely.
The above theorem covers a broad range of edge-probability functions, and includes constant
p as a special case. Based on the above theorem, we obtain the following result for H∞ disorder
in random graphs.
Theorem 5: Consider a random graph G(n, p) with p(n) ≥ c lnn
n
, for constant c > 1. Let
S ⊂ V be a set of grounded nodes chosen uniformly at random with |S| = o(√np). Then for
H∞ disorder we have
(1− o(1)) 1|S|p ≤
1
λ1(Lg)
≤ (1 + o(1)) 1|S|p, (24)
asymptotically almost surely.
Moreover, we have the following result for H2 disorder in random graphs with constant edge
probability p.
Theorem 6: Consider a random graph G(n, p) with constant p. Let S ⊂ V be a set of grounded
nodes chosen uniformly at random with |S| = o(√n). Then for H2 disorder we have
(1− o(1)) |S|+ 1
2|S|p ≤
1
2
trace(L−1g ) ≤ (1 + o(1))
|S|+ 1
2|S|p , (25)
asymptotically almost surely.
Proof: For each node vi ∈ V \ S , let βi denote the number of grounded nodes that are in
the neighborhood of vi. We can then write the grounded Laplacian matrix Lg as Lg = L¯ + E,
where E = diag(β1, β2, . . . , βn−|S|) and L¯ is the Laplacian matrix for the graph induced by the
nodes V \ S. Using Weyl’s inequality for i = 1, 2, ..., n− |S|, we have
λi(L¯) ≤ λi(Lg) ≤ λi(L¯) + |S|. (26)
Thus we have,
1
2
n−|S|∑
i=2
(
1
λi(L¯) + |S|
)
+
1
λ1(Lg)
 ≤ 1
2
trace(L−1g ) ≤
1
2
n−|S|∑
i=2
1
λi(L¯)
+
1
λ1(Lg)
 . (27)
Noting that L¯ is the Laplacian matrix for an Erdos-Renyi random graph on n− |S| nodes with
constant p, for n−|S| = Ω(n) we have (1−o(1))(n−|S|)p ≤ λ2(L¯) ≤ (1+o(1))(n−|S|)p and
(1−o(1))(n−|S|)p ≤ λn−|S|(L¯) ≤ (1+o(1))(n−|S|)p asymptotically almost surely [43]. Thus
according to (27), Theorem 5 and considering the fact that |S| = o(√n), the result is obtained.
Remark 7: With a single leader and constant p, both H2 and H∞ disorders are within (1 ±
o(1))1
p
asymptotically almost surely (from (24) and (25)).
Theorems 4 and 5 apply to any edge probability p satisfying p(n) ≥ c lnn
n
, for constant
c > 1. For any p in this range, the second smallest eigenvalue of the graph Laplacian satisfies
λ2(L) = Θ(np) asymptotically almost surely [25]. Thus, for this more general class of edge
probabilities, we have the following looser bound on H2 disorder.
Corollary 3: Consider a random graph G(n, p) where the edge probability satisfies p ≥ c lnn
n
for any c > 1 and a set of grounded nodes S ⊂ V chosen uniformly at random such that
|S| = o(√np). Then for H2 disorder we have
1
2
trace(L−1g ) = Θ(
1
p
), (28)
asymptotically almost surely.
Proof: By Theorem 4 we have (1 − o(1))|S|p ≤ λ1(Lg) ≤ (1 + o(1))|S|p for the regime
of p mentioned in the corollary. According to the Cauchy interlacing theorem and [25] we have
βnp ≥ 2dmax ≥ λn(L) ≥ λi(Lg) ≥ λi(L) ≥ λ2(L) ≥ αnp asymptotically almost surely for
some α, β > 0 and i = 2, ..., n − |S|. Summing the inverse of these eigenvalues to obtain
trace(L−1g ) gives the result.
2) Delay Threshold in ER Random Graphs: The following result discusses the value of τˆmax
in ER random graphs.
Theorem 7: Consider a random graph G(n, p) and let S ⊂ V be a set of grounded nodes
chosen uniformly at random with |S| = o(np). Then for constant p we have
(1− o(1)) pi
2np
≤ τˆmax ≤ (1 + o(1)) pi
2np
, (29)
asymptotically almost surely. Moreover, for p ≥ c lnn
n
and c > 1 we have
τˆmax = Θ(
1
np
), (30)
asymptotically almost surely.
Proof: Similar to the proof of Theorem 6, we write the grounded Laplacian matrix Lg as
Lg = L¯ + E. Using Weyl’s inequality (26) for constant p we have (1 − o(1))(n − |S|)p ≤
λn−|S|(L¯) ≤ (1 + o(1))(n−|S|)p asymptotically almost surely [43]. By considering |S| = o(np)
we have
(1− o(1))np ≤ λn−|S|(Lg) ≤ (1 + o(1))np, (31)
asymptotically almost surely, which yields the result.
For p ≥ c lnn
n
according to Theorem 3 and considering the fact that in this regime of p we
have di = Θ(np) for all vi ∈ V [25], we have λn−|S|(L¯) = Θ(np) asymptotically almost surely.
Moreover, based on Weyl’s inequality (26) and according to the fact that |S| = o(np) we have
λn−|S|(Lg) = Θ(np), which yields the result.
B. Random Regular Graphs
Definition 5: Let Ωn,d be the set of all undirected graphs on n nodes where every node has
degree d (note that this assumes that nd is even). A random d-regular graph (RRG), denoted
Gn,d is a graph drawn uniformly at random from Ωn,d.
1) Network disorder in RRG: We have the following result for the disorder in random regular
graphs.
Theorem 8: Let Gn,d be a random d-regular graph on n nodes, with a set of leaders S. Then
for sufficiently large (constant) d, both H2 and H∞ disorders are O(n) asymptotically almost
surely.
Proof: Let vi ∈ S be any arbitrary vertex in the leader set. It was shown in [25] that
λ1(Lgi) = Θ(
1
n
) asymptotically almost surely for a random d-regular graph with sufficiently
large d, where Lgi is the grounded Laplacian induced by node vi. Based on the interlacing
theorem we have λ1(Lg(S)) ≥ λ1(Lgi). This implies that the H∞ disorder (given by (10)) in
this case is O(n). Moreover, for j = 2, 3, ..., n− 1, we have
λj(Lg(S)) ≥ λj(Lgi) ≥ λ2(Lgi) ≥ λ2(L) ≥ αd, (32)
asymptotically almost surely for some α > 0 and sufficiently large d. The first (left) and the
second last inequalities in (32) are due to the interlacing theorem, and the last inequality is a direct
consequence of the result in [44]. Thus forH2 disorder we have 12 trace(L−1gi ) = 12
∑n−1
j=1
1
λj(Lgi)
=
1
2λ1(Lgi)
+ 1
2
∑n−1
j=2
1
λj(Lgi)
= Θ(n) + O(n
d
) = Θ(n). Hence, from the first inequality in (32) we
have 1
2
∑n−1
j=1
1
λj(Lg(S)) = O(n), which gives the result.
Based on Theorem 8, for any combination of leaders in a random regular graph, both H2 and
H∞ disorders will grow at most linearly with the network size.6
2) Delay Threshold in RRG: The following result discusses the value of τˆmax in random
regular graphs. It follows immediately from Theorem 3 and (13) and thus we skip the proof.
Theorem 9: Let Gn,d be a random d-regular graph on n nodes, with a set of leaders S. Then
we have pi
4d
≤ τˆmax ≤ pi2d .
The values of system H2 and H∞ disorders and τˆmax in ER random graphs and RRGs are
summarized in Table I.
ER
p H2 H∞ τˆmax
Constant (1± o(1)) |S|+1
2|S|p (1± o(1)) 1|S|p (1± o(1)) pi2np
c lnn
n
, c > 1 Θ( 1
p
) (1± o(1)) 1|S|p Θ( 1np )
RRG
d H2 H∞ τˆmax
Constant O(n) O(n) ∈ [ pi
4d
, pi
2d
]
TABLE I: Disorder and Delay Threshold in random graphs. For network disorders in ER graphs,
it is assumed that |S| = o(√np).
VII. SYSTEM ROBUSTNESS AS NETWORK CENTRALITY METRICS
In this section, we look at the system robustness to disturbances and time delay via network
centrality metrics. In particular, we seek to choose a leader in order to maximize robustness to
disturbances [34], [11], [9], [26] and time delay. As argued in Section III-A, minimizing the
H∞ disorder is equivalent to maximizing convergence rate, and thus we will make connections
to existing work that has looked at this latter metric [3], [26], [31].
6There are some graphs in which the network disorder grows faster than the network size, e.g., d-dimensional grids for
d = 1, 2 in which the network disorder is O(n2) and O(n log(n)), respectively [11].
A. Optimal Leaders for Each Objective
In this subsection, we provide conditions for a single leader in a network to optimize each
robustness metric separately.
1) Minimizing H2 disorder: As shown in [9], the optimal single leader for minimizing H2 dis-
order is the node with maximal information centrality defined as IC(G) = maxi∈V [ 1n
∑
j γij]
−1,
where γij is the sum of the lengths of all paths between nodes vi and vj in the network. For
the case of trees, the information central vertex and the closeness central vertex (a vertex whose
summation of distances to the rest of the vertices is minimum) in the network are the same. The
result is extended to the case of multiple leaders in [10].
2) Minimizing H∞ disorder: In order to discuss optimal leaders for minimizing the H∞
disorder (or maximizing the convergence rate), we define a grounding centrality for each node
vi, which is equal to the smallest eigenvalue of the grounded Laplacian induced by that node.
Thus, the single best leader in terms of minimizing H∞ disorder (maximizing convergence rate)
is the one with largest grounding centrality [30].
In the following example, we show that the grounding central vertex and the information central
vertex can be far from each other in a graph and consequently the best leader to minimize H2
disorder can be different from the one that minimizes H∞ disorder.
Example 1: A broom tree, Bn,∆, is a star S∆ with ∆ leaf vertices and a path of length n−∆−1
attached to the center of the star, as illustrated in Fig. 1 [45].
12
3 4
5 6 7 8 9
Fig. 1: Broom tree with ∆ = 4, n = 9.
Consider the broom tree B2∆+1,∆. By numbering the vertices as shown in Fig. 1, for ∆ = 500,
we find (numerically) that the grounding central vertex is vertex 614. The information central
vertex is located at the middle of the star (vertex 501). The deviation of the grounding central
vertex from the information central vertex increases as ∆ increases.7
7In this example, some other well known centrality metrics, e.g. degree centrality, betweenness centrality, closeness centrality
and eigenvector centrality, are all optimized at the center of the star.
3) Maximizing Delay Threshold τˆmax: In the following lemma, we provide a sufficient con-
dition for a leader in a network to maximize the delay threshold τˆmax.
Lemma 3: Consider a connected graph G = {V , E}. Node vk ∈ V is the optimal leader for
maximizing τˆmax if dk ≥ 2di for all vi ∈ V \ {vk}.
Proof: Based on (13), we need to show that
λn−|S|(Lgk) ≤ λn−|S|(Lgi), (33)
for all i ∈ V \ {vk}. Here Lgi and Lgk are the grounded Laplacian matrices induced by nodes
vi and vk, respectively. Based on Theorem 3, a sufficient condition for (33) is
max
u∈V\{vi}
du ≥ max
 maxu∈V\{vk} du, max(u,v)∈E
u,v∈V\{vk}
{du + dv}
 , (34)
for all vi ∈ V . We know that
2 max
u∈V\{vk}
du ≥ max
(u,v)∈E
u,v∈V\{vk}
{du + dv}.
Thus, a sufficient condition for (34) is
max
u∈V\{vi}
du ≥ 2 max
u∈V\{vk}
du, (35)
for all vi ∈ V \ {vk}, which is equivalent to dk ≥ 2di for all vi ∈ V \ {vk}.
Based on Lemma 3, the leader which maximizes τˆmax in Example 1 is the center of the star,
which is the same leader which minimizes H2 disorder. However it is not true that these two
robustness metrics (H2 disorder and τˆmax) always share the same optimal leader. For example,
in the graph shown in Example 1, if we fix the degree of the star and increase the length of
the tail, the information central vertex will no longer remain in the center of the star, while the
center of the star still maximizes τˆmax, provided its degree is at least 4.
Lemma 3 indicates that if a node in a network has substantially higher degree than the other
nodes, then it is the optimal leader for τˆmax. However the fact that the highest degree node is
always the best leader is not true when the differences in degrees are moderate, as shown in the
following example.
Example 2: In the graph shown in Fig. 2, the black nodes have degree 3 which is the highest
degree in the graph. However, we have λGrayn−|S| = 3.7321 and λ
Black
n−|S| = 4.1149, where λ
Gray
n−|S| is
the largest eigenvalue of the grounded Laplacian induced by the gray node (and the same for
λBlackn−|S|).
Our discussion and results in this section have shown that the optimal leaders for each of
the robustness metrics will, in general, be different. In the following subsection, we discuss
conditions under which a single leader can optimize all of the three objectives (H∞ disorder or
convergence rate, H2 disorder, and delay threshold) simultaneously.
B. A Sufficient Condition for a Leader to Minimize Network Disorder and Maximize Delay
Threshold
In this subsection we provide a sufficient condition for a leader to simultaneously minimize
H2 and H∞ disorders and maximize τˆmax. We require the following concept.
Definition 6: The resistance distance rij between two vertices vi and vj in a graph is the
equivalent resistance between these two vertices when we treat each edge of the graph as a 1Ω
resistor. The effective resistance of vertex vi is Ri =
∑
j 6=i rij .
It can be shown that the resistance distance between vi and vj is the j-th diagonal element of
L−1gi , where vi is a single grounded vertex [46]. Thus, the effective resistance of vertex vi is
Ri = trace(L
−1
gi ). (36)
Moreover, the resistance distance between vertices vi and vj is given by [46]
rij = (ei − ej)TL−1gk (ei − ej), (37)
where k /∈ {i, j} is the index of an arbitrary vertex which becomes grounded and ei is a vector
of zeros except for a 1 in the element corresponding to the i-th vertex.
Theorem 10: Consider a connected graph G = {V , E}. Node vk ∈ V will simultaneously be
the best single leader to minimize H∞ disorder, minimize H2 disorder, and maximize τˆmax and
Fig. 2: An example which shows that a leader with maximum degree does not maximize τˆmax.
convergence rate if dk ≥ 2dix2min for all vi ∈ V \ {vk}, where xmin is the smallest component of
a nonnegative eigenvector corresponding to the smallest eigenvalue of the grounded Laplacian
Lgk.
Proof: From (36) and (37), the effective resistance of vi is
Ri = trace(L
−1
gi ) = rik +
∑
j 6=i
(ei − ej)TL−1gk (ei − ej)
= trace(L−1gk ) + nrik − 2Ski , (38)
where Ski is the sum of the elements of the i-th row (or column) in L
−1
gk . From (38) we have
trace(L−1gk ) − trace(L−1gi ) = 2Ski − nrik. Thus for vk to be a better leader than vi for network
H2 disorder, it is sufficient to have
2S¯ − nrik ≤ 0, (39)
where S¯ = maxj Skj is the maximum row sum in L
−1
gk . On the other hand, from [30] we
know that S¯xmin ≤ λmax(L−1gk ) ≤ S¯. Combining this with (39) yields λmax(L−1gk ) ≤ nrikxmin2
as a sufficient condition for vk to be a better leadership candidate than vi for the objective of
minimizing H2 network disorder. This sufficient condition can be more conveniently framed as
λ1(Lgk) ≥ 2nrikxmin . From [46] we know that rik ≥ max{ 1di , 1dk } where di and dk are the degrees
of vertices of vi and vk respectively. Thus a sufficient condition for the above inequality to hold
is λ1(Lgk) ≥ 2 min{di,dk}nxmin . A sufficient condition for this, based on (14) (with S = {vk}), is
dkxmin
n− 1 ≥
2 min{di, dk}
nxmin
. (40)
On the other hand, for vk to be a better leader compared to vi for optimizing H∞ disorder (or
equivalently maximizing convergence rate), according to (14) it is sufficient to have dkxmin
n−1 ≥ din−1
which gives dk ≥ dixmin , where xmin is again the smallest eigenvector component of x, a non-
negative eigenvector corresponding to λ1(Lgk). Combining this with (40), a sufficient condition
for vk to be a better leader than vi for both objectives simultaneously is
dk ≥ max
{
di
xmin
,
2di(n− 1)
nx2min
}
. (41)
Since 2(n−1)
nxmin
≥ 1 for n ≥ 2, we conclude that dk ≥ 2dix2min for all vi ∈ V \ {vk} is a sufficient
condition for vk to be the optimal leader for minimizing H2 and H∞ disorders simultaneously.
Based on Lemma 3 and considering the fact that 2di
x2min
≥ 2di, the condition mentioned in the
theorem is also a sufficient condition for dk ≥ 2di and thus it is sufficient for vk to be a leader
which maximizes τˆmax, which yields the result.
Remark 8: Based on the sufficient condition dk ≥ 2dix2min and the bound given in Lemma 1
for xmin, as the algebraic connectivity of the graph induced by the follower agents becomes
larger, xmin becomes closer to 1 and the condition dk ≥ 2dix2min will be less demanding in terms of
the degree that the leader agent dk is required to have. However, the condition for the optimal
leader for τˆmax given in Lemma 3 is independent of the connectivity of the graph induced by
the follower agents.
In the following example, we describe a graph such that there exists a node satisfying dk ≥
2di
x2min
and consequently becomes the optimal leader to optimize all of the objectives, i.e. H2
disorder, H∞ disorder (and convergence rate), and delay threshold τˆmax.
Example 3: Consider an ER random graph G(n, p) with p ≥ c lnn
n
for some c > 1. The degree
of each vertex in the graph is di = Θ(np) and the algebraic connectivity is λ2(L) = Θ(np)
asymptotically almost surely [25]. Suppose we wish to connect a single leader node vn+1 to this
network in such a way that it is the single best leader for optimizingH2 disorder,H∞ disorder (or
convergence rate) and the delay threshold. Pick any  > 0 and connect vn+1 to any (2 + )dmax
nodes in the network, where dmax is the maximum degree of any node in the network. Let
Lg,n+1 be the grounded Laplacian induced by vn+1. From (15), the eigenvector for λ1(Lg,n+1)
has smallest component xmin ≥ 1− 2
√
dn+1
λ2(L)
which goes to 1 asymptotically almost surely (since
dn+1 = (2 + )dmax = Θ(np) and λ2(L) = Θ(np)). Thus the condition dn+1 ≥ 2di(n−1)nx2min will be
satisfied for this node asymptotically almost surely.
VIII. SIMULATION RESULTS
In this section, we provide some simulation results for the robustness of the leader-follower
consensus dynamics when the underlying network is an ER random graph G(n, p) for constant
p. We set the number of leaders in a network as |S| = 2 and the probability of edge formation
as p = 0.1. In Fig. 3, the value of the H2 disorder converges to |S|+12|S|p = 7.5, as predicted by
Theorem 6. In Fig. 4, the value of the H∞ disorder converges to 1|S|p = 5, in accordance with
Theorem 5. In Fig. 5,
pi
2np
τˆmax
converges to 1 (although slowly), as specified by Theorem 7.
Fig. 3: H2 disorder in G(n, 0.1) converges to 7.5, the red line.
Fig. 4: H∞ disorder in G(n, 0.1) converges to 5, the red line.
Fig. 5:
pi
2np
τˆmax
in G(n, 0.1) converges to 1, shown in red.
IX. SUMMARY AND CONCLUSIONS
We investigated the robustness of leader-follower consensus dynamics to uncertainty and time
delay. The analysis was built on the spectrum of the grounded Laplacian matrix, which allowed
us to provide tight characterizations of these robustness metrics for random graphs. Moreover,
we analyzed the problem of leader selection to optimize each robustness metric and provided
a sufficient condition for a single leader to optimize all robustness metrics simultaneously. An
interesting avenue for future work is to extend the leader selection for these robustness metrics for
the case of multiple leaders and analyze these robustness metrics for other classes of networks.
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