ABSTRACT. In this work we provide a combinatorial analysis of bucket recursive trees, which have been introduced previously as a natural generalization of the growth model of recursive trees. Our analysis is based on the description of bucket recursive trees as a special instance of so called bucket increasing trees, which is a family of combinatorial objects introduced in this paper. Using this combinatorial description we obtain exact and limiting distribution results for the parameters depth of a specified element, descendants of a specified element and degree of a specified element.
with n elements and maximal bucket size b. Of course, the above growth rule for inserting the element n + 1 could also be formulated by saying that, for an existing bucket recursive tree T with n elements, the probability that a certain node v ∈ T attracts the new element n + 1 is proportional to the number of elements contained in v, let us say k with 1 ≤ k ≤ b, and is thus given by k b . As the authors of [9] mention this growth rule for random bucket recursive trees could model a variety of possible recruiting situations, as, e.g, for a business in the service sector. Different bucketing strategies are naturally used in data structures in computer science, as, e.g., for the construction of m-ary search trees (see, e.g., [2] ).
The aim of this paper is to give also a combinatorial description of bucket recursive trees generalizing the one for ordinary recursive trees. We do this by generalizing a class of weighted tree families, so called simple families of increasing trees, to a class of bucket trees, which we call families of bucket increasing trees. Bucket recursive trees will then turn out to be a special instance of a bucket increasing tree family. The gain of the combinatorial description provided here is that the natural combinatorial decomposition of a bucket recursive tree into a root bucket and its subtrees will lead to a recursive description of several important tree parameters in random bucket recursive trees. Often this combinatorial decomposition can be translated "almost automatically" into certain equations (here mainly differential equations) for suitable generating functions. Thus besides probabilistic techniques, as a description via Pólya-Eggenberger urn models or embedding into continuous time branching processes (see, e.g., [8] ), which rely on the stochastic growth rule of random bucket recursive trees and turn out to be very powerful for a variety of parameters (like "extremal parameters" as the so called height of the tree, see [9] ), one is able to apply also techniques of analytic combinatorics (see, e.g., [4] ), which itself turn out to be powerful for a variety of parameters.
We illustrate the usefulness of this combinatorial description for a detailed study of some important "local parameters" for random bucket recursive trees. In particular we are interested in the effect of bucketing on "label-based parameters" and we are going to answer the corresponding questions for the random variables "depth" of element j (i.e., the number of edges from the root node to the node containing element j) denoted by D n,j , the number of "descendants" of element j (i.e., the total number of elements with a label ≥ j contained in the subtree rooted with the node containing element j) denoted by Y n,j , and the "out-degree" of element j (i.e., the out-degree of the node containing element j) denoted by X n,j in a random bucket recursive tree with n elements. Since the depth of node j in a random bucket recursive tree with n elements is independent of n, which is a consequence of the description via a stochastic growth rule, we may restrict ourselves to a study of the depth of the largest element n in a random bucket recursive tree with n elements and thus to the r.v. D n := D n,n . However, for all the parameters mentioned and all fixed maximal-bucket sizes b, we are able to give a complete characterization of the limiting distribution behaviour and the phase changes appearing for all regions j = j(n), where the label 1 ≤ j ≤ n is possibly growing with the total number n of inserted elements. An example of a bucket recursive tree and the parameters considered is given in Figure 1 .
We remark that the effect of bucketing on some "global parameters", in particular on the distribution of the r.v. X [k] n , which counts the number of nodes containing a certain number 1 ≤ k ≤ b of elements in a random bucket recursive tree with n elements, has been considered and described in [2, 9] . For this parameter it turns out that up to a maximal bucket-size b ≤ 26 the random vector (X [1] n , . . . , X [b] n ) satisfies (after suitable normalization) a multivariate normal limit law, but for b ≥ 27 the behaviour changes and an oscillating behaviour of the variances V(X [k] n ) appears. The plan of the paper is as follows. In Section 2 we give the combinatorial description of bucket recursive trees and in Section 3 we give limiting distribution results for the parameters depth, number of descendants and node-degree of a specified element, which are all obtained by using this combinatorial description of bucket recursive trees. The proof of these results is given in Sections 4-6.
With X (d)
= Y we denote the equality in distribution of two r.v. X and Y and we write X n (d) − − → X for the weak convergence (i.e., convergence in distribution) of a sequence of r.v. X n to a r.v. X. We denote by H n := n k=1 
we denote the falling and rising factorials, respectively.
COMBINATORIAL DESCRIPTION OF BUCKET RECURSIVE TREES
2.1. Bucket increasing tree families. Our basic objects are rooted ordered trees (the order of the subtrees of a node is of relevance), where the nodes are "buckets" with an integer capacity c, with 1 ≤ c ≤ b for a given maximal integer bucket-size b ≥ 1 and the additional restriction, that all internal nodes (i.e., non-leaves) in the tree must be saturated, while the leaves might be either saturated or unsaturated. We always call a node v with capacity c(v) = b "saturated" and otherwise "unsaturated". A tree defined in this way is called a bucket ordered tree with maximal bucket-size b. It will be convenient to define for bucket ordered trees the size |T | of a tree T via |T | = v c(v), where c(v) ranges over all vertices of T . An increasing labelling of a bucket ordered tree T is then a labelling of T , where the labels {1, 2, . . . , |T |} are distributed amongst the nodes of T , such that the following conditions are satisfied: (i) every node v contains exactly c(v) labels, (ii) the labels within a node are arranged in increasing order, (iii) each sequence of labels along any path starting at the root is increasing. Then a class T of a family of bucket increasing trees with maximal bucket-size b can be defined in the following way. A sequence of non-negative numbers (ϕ k ) k≥0 with ϕ 0 > 0 and a sequence of non-negative numbers ψ 1 , ψ 2 , . . . , ψ b−1 is used to define the weight w(T ) of any bucket ordered tree T by w(T ) := v w(v), where w(v) ranges over all vertices of T . The weight w(v) of a node v is given as follows, where d(v) denotes the out-degree (i.e., the number of children) of node v:
Thus for saturated nodes the weight is dependent on the out-degree and described by the sequence ϕ k , whereas for unsaturated nodes the weight is dependent on the capacity and described by the sequence ψ k . Furthermore, L(T ) denotes the set of different increasing labellings of the tree T with distinct integers {1, 2, . . . , |T |}, where L(T ) := L(T ) denotes its cardinality. Then the family T consists of all trees T together with their weights w(T ) and the set of increasing labellings L(T ).
For a given degree-weight sequence (ϕ k ) k≥0 with a degree-weight generating function ϕ(t) := k≥0 ϕ k t k and a bucket-weight sequence ψ 1 , . . . , ψ b−1 , we define now the total weights by
It is then not difficult to show that the exponential generating function T (z) := n≥1 T n z n n! of the total weights T n is characterized by the following differential equation of order b:
This could be done by setting up a recurrence for the total weights T n :
and treat it by introducing the exponential generating function T (z).
However it is advantageous for such enumeration problems to describe a family of increasing trees T by the following formal recursive equation:
where 1 2 ... k denotes a bucket of capacity k labelled by 1, 2, . . . , k, × the cartesian product, * the partition product for labelled objects, and ϕ(T ) the substituted structure (see, e.g., [13] ). Then the differential equation (1) follows immediately by translating equation (3), but this formal description will turn out to be useful in particular when considering certain parameters in bucket increasing trees; see Sections 4-6.
2.2. Description of bucket recursive trees as a bucket increasing tree family. In the following we will show that bucket recursive trees can be considered as a certain bucket increasing tree family. We claim that the family of bucket recursive trees can be modeled, e.g., by using the following degree-weight and bucket-weight sequences (the choice of the sequences leading to bucket recursive trees is not unique):
To show that this choice of sequences is actually a model for bucket recursive trees we have to show that this combinatorial family T of bucket increasing trees has the same stochastic growth rule as bucket recursive trees, namely: given an arbitrary bucket increasing tree T ∈ T of size |T | = n, then the probability that a new element n + 1 is attracted by a node v ∈ T with capacity c(v) = k must be given by k n . We use now the notation T → T ′ to denote that T ′ is obtained from T with |T | = n by incorporating element n + 1, i.e., either by attaching element n + 1 to a saturated node v ∈ T at one of the d(v) + 1 possible positions (recall that bucket increasing trees are per definition ordered trees and thus the order of the subtrees is of relevance) by creating a new bucket of capacity 1 containing element n + 1 or by adding element n + 1 to an unsaturated node v ∈ T by increasing the capacity of v by 1. If we want to express that node v ∈ T has attracted the element n + 1 leading from T to T ′ we use the notation T v − → T ′ . If there exists a stochastic growth rule for a bucket increasing tree family T , then it must hold that for a given tree T ∈ T of size |T | = n and a given node v ∈ T the probability p T (v), which gives the probability that element n + 1 is attracted by node v ∈ T is given as follows:
For a certain treeT with T u − →T and u ∈ T the quotient of the weight of the treesT and T is by the definition of bucket increasing trees given as follows, where we define for simplicity ψ b := ϕ 0 :
For a given tree T ∈ T we define by m k := |{u ∈ T : c(u) = k < b}| the number of unsaturated nodes of T with capacity k < b and by n k := |{u ∈ T : c(u) = b and d(u) = k}| the number of saturated nodes of T with out-degree k ≥ 0. It holds then
and (where we use that there are k + 1 possibilities of attaching a new node to a saturated node u ∈ T with out-degree d(u) = k):
Thus if one chooses the weights
we obtain further
Furthermore by choosing these weights ϕ k and ψ k we get
and thus
Therefore we have shown that by choosing the weight sequences
the probability p T (v) that in a bucket increasing tree T of size |T | = n the node v with capacity c(v) = k attracts element n + 1 is always given by k n , which coincides with the stochastic growth rule for bucket recursive trees. We obtain then from equation (1) that the exponential generating function T (z) := n≥1 T n z n n! of the total-weight T n of bucket recursive trees of size n satisfies the differential equation
with initial conditions T (0) = 0 and
is given by
Hence the total weight of all size-n bucket recursive trees is given by T n = (n − 1)!.
We remark that we have introduced here the more general combinatorial objects "bucket increasing trees" to describe bucket recursive trees by using specific weight sequences (ϕ k ) k≥0 and ψ 1 , . . . , ψ b−1 for the following reasons: (i) the combinatorial decompositions used in Sections 4-6 hold for arbitrary weight sequences and thus for general bucket increasing trees and seem to be more transparent for them. (ii) it seems to be interesting (and it is planned by the authors) to study the effect of bucketing also for other increasing tree families, as, e.g., for growth models with a "preferential attachment rule" like generalized plane-oriented recursive trees.
RESULTS FOR LABEL-BASED PARAMETERS
Here we give our main results for the exact and asymptotic behaviour of the parameters depth of element n, the number descendants of element j and the out-degree of element j in a random bucket recursive tree of size n (and fixed maximal bucket-size b). In the formulation of the theorems there will appear numbers λ i , with 1 ≤ i ≤ b, which are given by the roots of the equation
To formulate our limiting distribution results we use the notation N (0, 1) for a standard normal distributed r.v. and Φ(x) for its distribution function. Furthermore we use the notation γ(a, b) and β(a, b) for a Gamma and Beta distributed r.v. with parameters a and b, respectively, and NegBin(m, p) for a negative binomial distributed r.v. with parameters m and p. 
Moreover, the expectation E(D n ) and the variance V(D n ) of D n have the following asymptotic expansions:
3.2.
Results for the number of descendants of a specified element.
Theorem 2. The exact distribution of the random variable Y n,j , which denotes the number of descendants of element j in a random bucket recursive tree of size n with maximal bucket size b, is for 2 ≤ j ≤ n and 1 ≤ m ≤ n + 1 − j given as follows:
Furthermore, it holds P{Y n,1 = n} = 1.
Theorem 3. The limiting distribution behaviour of the random variable Y n,j is, for n → ∞ and depending on the growth of j, characterized as follows:
• The region for j ≥ 2 fixed. The normalized r.v.
Yn,j n
Thus Y j is given as a beta distributed random variable:
, where the first parameter is given by the random variable K j ∈ {0, 1, . . . , b − 1}, which is distributed as follows:
• The region for j small:
Thus Y is given as a gamma distributed random variable:
, where the first parameter is given by a Zipf distributed random variable K ∈ {1, . . . , b}:
where the probability mass function of Y ρ is given by
j converges to a random variablẽ
Y , which has all its mass concentrated at 1: Y n,j
− − →Ỹ , with P{Ỹ = 1} = 1.
3.3.
Results for the node-degree of a specified element.
Theorem 4.
The limiting distribution behaviour of the random variable X n,j , which denotes the out-degree of element j in a random bucket recursive tree of size n with maximal bucket size b, is, for n → ∞ and depending on the growth of j, characterized as follows:
• The region for j small: j = o(n). The centered and normalized r.v. X * n,j is asymptotically Gaussian distributed:
• The central region for j: j → ∞ such that j ∼ ρn, with 0 < ρ < 1. The r.v. X n,j converges in distribution to a discrete r.v. X ρ : X n,j
where the probability generating function
Xρ is given by
• The region for j large: j → ∞ such that n − j = o(n). The r.v. X n,j converges to a random variablẽ X, which has all its mass concentrated at 0: X n,j
− − →X, with P{X = 0} = 1.
DEPTH OF THE LARGEST ELEMENT
We consider now the random variable D n , which denotes the depth of element n, i.e., the number of edges lying on the path from the root node to the node that contains element n, in a random bucket recursive tree of size n, i.e., containing n elements. The maximal bucket size is always denoted by b.
In order to study D n for bucket recursive trees we consider first the corresponding random variable D n in a bucket increasing tree family with arbitrary weight sequences ϕ k and ψ k . To do this we introduce the bivariate generating function
To establish a functional equation for N (z, v) from the formal recursive equation (1) it is convenient to think of specifically bicolored bucket increasing trees, where the elements contained in the nodes are colored as follows: element n in a size-n tree is colored red and all elements with a label smaller than n are colored black. We are thus interested in the depth of the red element. We consider now a specific bicolored bucket increasing tree T of size n and we assume that the root of T has out-degree r ≥ 1 and the red element is not captured in the root (thus n > b). Then the red element is located in one of the r subtrees of the root node, let us assume it is in the first subtree. Let us consider now these r subtrees: after an order preserving relabelling each of the subtrees S 1 , . . . , S r is itself a bucket increasing tree. The first subtree is again a bicolored tree containing n 1 black elements and one red element, whereas the n 2 , . . . , n r elements in the subtrees S 2 , . . . , S r are all colored black. Since the labels of the n 1 + n 2 + · · · + n r black elements are distributed over the black elements in S 1 , . . . , S r , each specific r-tuple S 1 , . . . , S r of colored increasing trees appears exactly n1+n2+···+nr n1,n2,...,nr times when starting from all possible bicolored trees of size n. Thus a proper description of this combinatorial decomposition is obtained when introducing univariate and bivariate generating functions, which are exponential in the variable z that marks the black elements. For the bivariate case additionally the variable v counts the depth of the red element.
Since the total weight of bicolored bucket increasing trees with n−1 black elements (and thus size n), where the depth of the red element is m, is given by P{D n = m}T n their bivariate generating function is exactly given by N (z, v) defined in (7) . Of course, the total weight of bucket increasing trees with n elements, where all elements are colored black, is T n leading to the exponential generating function T (z). Thus the decomposition described above with r − 1 unicolored trees and one bicolored tree yields to the function T (z) r−1 N (z, v). The fact that the depth of the red element in the tree is one more than the depth of the red element in the subtree leads to a factor v. Since the red element can be in the first, second, . . . , r-th subtree, we additionally get a factor r. Furthermore, according to (1) , the event that the root has out-degree r leads to a factor ϕ r . Summing over r ≥ 1 leads to r≥1 vϕ r T (z)
Since the elements labelled by 1, 2, . . . , b contained in the root node are all colored black (fixing b elements in a labelled object, i.e., the construction B = {1} × {2} × · · · × {b} × A, leads to b differentiations for the corresponding exponential generating functions: (1) 
The case that the element colored red is contained in the root of the tree corresponds of course to the initial conditions, but does not appear (explicitly) in the differential equation itself. The initial conditions of the differential equation (8) are given as follows:
Now we can specify the sequences
and ψ k = (k − 1)! in above equations and obtain then for bucket recursive trees the following differential equation together with the initial conditions for the bivariate generating function N (z, v):
This homogeneous differential equation is of Cauchy-Euler-type and can be solved by plugging in
with unspecified λ(v) into equation (10) . This leads then to the indicial equation
For our further analysis we require the behaviour of the solutions λ(v) in a complex neighbourhood of v = 1. − 1 = 0, where we set λ := λ(1), has been studied in [9] in the context of eigenvalues of a replacement matrix associated to bucket recursive trees. They have shown that all solutions λ 1 , λ 2 , . . . , λ b are simple and when arranging the solutions in descending order of real parts it holds
). An application of the implicit function theorem shows then (see, e.g., [11] for the corresponding treatment of another algebraic equation) that all roots λ 1 (v), λ 2 (v), . . . , λ b (v) of (11) are simple in a complex neighbourhood of v = 1, i.e., for |v − 1| ≤ η with a certain η > 0, and that the λ i (v) are analytic as functions of v. Since λ i = λ i (1) in above arrangement of the solutions in descending order, it further holds that
From these considerations follows that the general solution of the differential equation (10) is given by
with certain functions β i (v), which are specified by the initial conditions. Plugging in the initial conditions given by (10) into the general solution (12) leads then to the following system of b linear equations for the b unknown functions
It can be seen easily by applying Cramer's rule, which expresses the β i that by a precise study of the linear system of equations determining β i (v) (analogous to computations carried out in Section 5) one can obtain the following explicit formulae for the functions β i (v), 1 ≤ i ≤ b:
.
In order to get an asymptotic expansion of the coefficients of z n in N (z, v), which holds uniformly in a complex neighbourhood of v = 1, we can simply apply singularity analysis [3] to the representation (12) . This immediately leads to the expansion
, which holds uniformly for |v − 1| ≤ η, for certain constants η, ǫ > 0; recall that λ 2 = λ 2 (1) is a root of the indicial equation (11) for v = 1 with second largest real part. Thus we obtain the following expansion of the moment generating function E(e Dns ) of the random variable D n :
, and V (s) = log β 1 (e s ) − log Γ(λ 1 (e s )) , (14) which holds uniformly in a complex neighbourhood of s = 0. A direct application of the so-called quasipower theorem (see [7] ) leads then from (13) to the central limit theorem stated in Theorem 1 together with the following asymptotic expansions of the expectation and the variance of D n :
From (14) we immediately get that
To compute these values one differentiates the indicial equation (11) w.r.t. v once or twice and evaluates at v = 1, where one takes into account that λ 1 (1) = 1. One obtains then
, and thus after some easy manipulations with harmonic numbers:
This completes the proof of Theorem 1.
NUMBER OF DESCENDANTS OF A SPECIFIED ELEMENT
5.1. The generating functions approach. We consider now the random variable Y n,j , which denotes the number of descendants of element j, i.e., the total number of elements with a label ≥ j contained in the subtree rooted with the node containing element j, in a random bucket recursive tree (with maximal bucket size b) of size n.
In order to study Y n,j for bucket recursive trees we consider first the corresponding random variable Y n,j in a bucket increasing tree family with arbitrary weight sequences ϕ k and ψ k . To do this we introduce the trivariate generating function
To establish a functional equation for N (z, u, v) from the formal recursive equation (1) it is now convenient to think of specifically tricolored bucket increasing trees, where the coloring is as follows: exactly one element is colored red, all elements with a label smaller than the red element are colored black, and all elements with a label larger than the red element are colored white. We are then interested in the number of descendants of the red element, i.e., the number of black elements in the subtree rooted with the node containing the red element.
Let us consider such a tricolored bucket increasing tree T and assume that the out-degree of the root node of T is r ≥ 1.
We further assume that the red element of T is not contained in the root node. Then the red element is located in one of the r subtrees of the root of T ; let us assume that it is in the r-th subtree. Let us now consider these r subtrees. After order preserving relabellings, each subtree S 1 , . . . , S r is an bucket increasing tree by itself. The first subtree is again a tricolored bucket increasing tree with one red, j 1 black and k 1 white elements, whereas the remaining r − 1 subtrees are only bicolored in such a way that the elements with the j i smallest labels (with 2 ≤ i ≤ r and 0 ≤ j i ≤ |S i |) are colored black and the remaining k i elements in the subtrees are colored white. Then such a specific r-tuple S 1 , . . . , S r of colored bucket increasing trees appears exactly j1+···+jr j1,...,jr k1+···+kr k1,...,kr times, where the labels of the j 1 + · · · + j r black elements and the k 1 + · · · + k r white elements are distributed over the black and white elements in S 1 , . . . , S r in an order preserving fashion.
Of course, this corresponds to a tricolored bucket increasing tree T of size |T | = j + k + 1 with j = j 1 + · · · + j r black elements and k = k 1 + · · · + k r white elements.
We introduce now generating functions, which are exponential in both variables z and u, where z marks the black elements and u marks the white elements, f (z, u) = j,k≥0 f j,k
, where v counts the number of descendants of the red element.
With this setting, the total weight of all suitably tricolored bucket increasing trees with j black and k white elements, where the number of descendants of the red element is exactly m, is given by P{Y j+k+1,j+1 = m}T j+k+1 , and thus its generating function is given by k≥0 j≥1 m≥0
whereas the total weight of suitably bicolored bucket increasing trees with j black and k white elements is T k+j and its generating function is given by k≥0 j≥0
The r−1 bicolored trees and the tricolored bucket tree lead then to the expression T (z+u) r−1 N (z, u, v). Since the red element can be in the first, second, . . . , r-th subtree, we additionally get a factor r. Furthermore, the event that the root has out-degree r leads to a factor ϕ r . Summing over all r ≥ 1 leads thus to r≥1 rϕ r T (z + u) 
The cases, where the red element is contained in the root of the tree do not appear explicitly in the differential equation itself, but will be described by the initial conditions. Since P{Y n,j = n + 1 − j} = 1, for 1 ≤ j ≤ b (if element j is contained in the root node then all elements with a label ≥ j are descendants of j), we obtain the following initial conditions, for 0 ≤ ℓ ≤ b − 1:
Now we can specify the sequences ϕ k = 
5.2. The exact distribution. In order to obtain the exact distribution of the r.v. Y n,j we will give the exact solution of the homogeneous differential equation (18), which is again of Cauchy-Euler-type. Plugging in N (z, u, v) = 1 (1−z−u) λ with unspecified λ into equation (18) leads to the indicial equation
As mentioned in Section 4 this equation has been studied in [9] , where it has been shown that all solutions λ 1 , λ 2 , . . . , λ b are simple and when arranging them in descending order of real parts it holds
Thus the general solution of (18) is given by
with certain functions β i (u, v), which are specified by the initial conditions as given in (18). When plugging in the initial conditions into (20) this leads to the following system of linear equations for the unknown functions
Using the abbreviations
we obtain the following system of linear equations for the unknown γ i , 1 ≤ i ≤ b:
To get explicit solutions for the γ i we apply Cramer's rule to (22) and write the solutions γ i , 1 ≤ i ≤ b, as a quotient of determinants:
. . . . (23) Using elementary relations between the Stirling numbers and the factorials (see, e.g., [6] ) and the abbreviation
we obtain from (23) after elementary transformations the following representation of the solutions
i , where Q [1] i , Q [2] i are the following quotients of determinants:
. . . . . . λ
i is a quotient of Vandermonde-determinants it is evaluated easily:
When expanding the i-th column in the numerator of Q [2] i we obtain .
These considerations lead to the following representation of γ i :
Next we are going to simplify the expressions appearing in (25). The quotient of determinants q i,ℓ has the following representation (this can be obtained, e.g., when writing q i,ℓ as a Schur-function and applying the Jacobi-Trudi-identity, see, e.g., [12] ):
where e r (x 1 , . . . , x n ), denotes the r-th elementary symmetric polynomial with variables x 1 , . . . , x n which is defined as e 0 = 1, and e r = i1<i2<···<ir x i1 x i2 · · · x ir , for integers r ≥ 1.
Furthermore by using the factorization
This leads to the following evaluation of the elementary symmetric polynomials appearing in (26):
, and thus to the formula
Furthermore when considering the derivative of the indicial polynomial P (λ) :
(λ − λ p ) w.r.t. λ and evaluating at λ i we obtain the identity
Plugging in equations (24), (27) and (28) into (25) we obtain after easy manipulations the following formula for γ i :
where the function A b,r (x) is defined as follows:
By applying basic identities for Stirling numbers, which can be found, e.g., in [6] , one obtains that the function A b,r (x) satisfies the recurrence
with initial value A r+1,r (x) = 1. Thus when iterating this equation we get the following simple expression for A b,r (x):
Combining (29) and (30) we obtain thus the following exact formulae for the unknown functions γ i :
Together with (20) and (21) we obtain then the following exact expression for the trivariate generating function N (z, u, v):
with constants
where λ 1 , . . . , λ b are the roots of the indicial equation λ b − b! = 0 arranged in decreasing order of their real parts. We remark that due to λ 1 = 1 we obtain in particular
Thus, using the definition (15), we immediately obtain by extracting coefficients from (32) an exact formula for the probability that the number Y n,j of descendants of element j in a bucket recursive tree of size n is equal to m:
Of course, it also holds P{Y n,1 = n} = 1 and this completes the proof of Theorem 2.
Limiting distribution results.
An advantage of the approach presented leading to the exact distribution of the r.v. Y n,j under consideration is that by using these exact results the asymptotic behaviour of Y n,j can be described in a quite precise manner, where j = j(n), with 1 ≤ j ≤ n, is possibly growing in n. Of course, the asymptotic behaviour of Y n,j is dependant on the "growth function" j(n) and leads to four regions, where different limiting distributions are occuring. Since the asymptotic results are essentially following from (34) by applying Stirling's asymptotic formula for the factorials:
we will not carry out here every step of these straightforward computations.
The region for j fixed. Stirling's formula (35) leads for fixed j ≥ 2 from the exact formula (34) immediately to the following asymptotic evaluation:
Thus, setting x := m n , we obtain for fixed j ≥ 2 the local expansion
. This implies that one obtains for n
2 ) , which also shows for the region j fixed the corresponding limiting distribution result in Theorem 3.
The region for j small: j → ∞ such that j = o(n). For this region Stirling's formula (35) gives the asymptotic expansion
Setting x := jm n we obtain for j → ∞ with j = o(n) the local expansion
, n j this gives the uniform local approximation
which leads for the region j → ∞ such that j = o(n) to the corresponding limiting distribution result in Theorem 3.
The central region for j: j → ∞ such that j ∼ ρn, with 0 < ρ < 1. For ǫ ≤ j n ≤ 1 − ǫ, with an arbitrary ǫ > 0, we obtain with (35) the asymptotic expansion
which leads for every m ≥ 1 fixed to the following local approximation:
Thus, for j n ∼ ρ with 0 ≤ ρ < 1, one obtains that for every m ≥ 1:
which shows the discrete limit law for this region presented in Theorem 3.
The region for j large: (35) leads to the asymptotic expansion
Since we further obtain for this region the expansion
we have shown that for the region j → ∞ such that j = o(n) it holds P{Y n,j = 1} → 1, and this proves the degenerate limit law in the corresponding part of Theorem 3.
NODE-DEGREE OF A SPECIFIED ELEMENT
6.1. The generating functions approach. Now we consider the random variable X n,j , which denotes the out-degree of element j, i.e., the out-degree of the node containing element j, in a random bucket recursive tree (with maximal bucket size b) of size n. Again, in order to study X n,j for bucket recursive trees we consider first the corresponding random variable X n,j in a bucket increasing tree family with arbitrary weight sequences ϕ k and ψ k and introduce the trivariate generating function
It can be verified easily that the arguments in Subsection 5.1 for the r.v. Y n,j leading to the differential equation (16) for the corresponding generating function (15) also work for X n,j and the generating function (36).
Thus the trivariate generating function defined by (36) also satisfies the differential equation (16) (but, of course, with different initial conditions):
We remark that one could also argue that N (z, u, v) defined by (36) has to satisfy (37), since X n,j and Y n,j satisfy, apart from different initial values, the same recurrence, which is obtained from the natural decomposition (3) of bucket increasing trees. As we will see, in order to obtain the initial conditions for the generating function N (z, u, v) we have to study the degree distribution of the root of a random bucket increasing tree with n elements. Let R n denote the random variable counting the out-degree of the root and R(u, v) the following bivariate generating function:
By using the combinatorial decomposition (3) of bucket increasing trees one easily obtains that R(u, v) satisfies the following differential equation:
with initial conditions
We further use that R n
. . , b are all contained in the root node), which gives the following description of the initial conditions corresponding to (37):
Now we specify our findings for the instance of bucket recursive trees and obtain that N (z, u, v) satisfies the following differential equation together with the initial conditions:
Moreover, the function R(u, v) satisfies the differential equation
Of course, equation (41) can be solved by integration and leads after adapting to the initial conditions (42) to the following explicit solution:
6.2. The exact distribution. Since the differential equation (40) coincides apart from the initial conditions with equation (18) we can proceed as in Subsection 5.2 to obtain an exact solution of N (z, u, v). We obtain thus
for the general solution of equation (40) (with unspecified functions β i (u, v)). Adapting to the initial conditions leads to the following system of linear equations for the functions
where we used the abbreviations
This system of linear equations (45) has been solved in Subsection 5.2 leading to the solutions
Therefore we obtain the following solution of N (z, u, v) defined by (36):
Extracting coefficients from (46) leads thus directly to the following exact solution of the probability generating function p n,j (v) :
of the out-degree X n,j of element j in a random bucket recursive tree of size n:
6.3. Limiting distribution results. Again, since we have a detailed description of the behaviour of the r.v. X n,j (now via the probability generating function p n,j (v)) we are also able to give a quite detailed description of the limiting behaviour of X n,j for all regions 1 ≤ j ≤ n depending on the growth of j = j(n). Essentially we also only require Stirling's formula (35) for the factorials together with asymptotic equivalents and bounds for the harmonic numbers H n and H
n of first and second order. Since the asymptotic considerations required to prove our limiting distribution results are essentially straightforward, but nevertheless lengthy when figured out in detail, we will here only sketch these computations.
The region for j small: j = o(n). To obtain a limiting distribution result for this region we first compute exact formulae for the expectation E(X n,j ) = p ′ n,j (1) and the variance V(X n,j ) = p
2 . They are given as follows:
By using (35) and the asymptotic expansions
one easily obtains the expansions
where the bound on the remainder term holds uniformly for all 1 ≤ j ≤ n and n ≥ 1. In other words there exist constants c b and d b independent of j and n, such that |E(X n,j ) − b(log n − log j)| ≤ c b and
We use now the abbreviations µ n,j := b(log n − log j) and σ n,j := b(log n − log j),
and consider the normalized r.v.
and the moment generating function E e sX * n,j = e − µ n,j σ n,j s E e X n,j σ n,j s = e −σn,j s p n,j (e s σ n,j ).
We will consider the two summands of the probability generating function p n,j (v) as given by (47) separately and use thus the abbreviations:
We assume now that j = o(n) and consider e −σn,j s p [2] n,j (e s σ n,j ) for a real s fixed. Using the asymptotic expansions
we obtain that
which will turn out to be negligible compared to e −σn,j s p [1] n,j (e s σ n,j ).
We consider now the contribution of p [1] n,j (v) and split the considered range j = o(n) into the regions j > log n and j ≤ log n. We first assume that j > log n. By a direct application of Stirling's formula (35) we obtain then the following expansion, which holds uniformly around v = 1: .
Since K(v) = 1 + O(v − 1) we obtain for j = o(n) such that j > log n and for every s fixed the asymptotic expansion e −σn,j s p [1] n,j (e s σ n,j ) = e 
Second we assume that j ≤ log n. Using a Taylor-series expansion around v = e s σ n,j = 1 we obtain for this region and s fixed the expansions Using them we obtain the expansion e −σn,j s p [1] n,j (e 
+ O
log log n √ log n .
Since we have for j ≤ log n and s fixed the expansions σ n,j = √ b log n 1 + O log log n log n , and e Therefore we obtain for j = o(n) such that j ≤ log n and for every s fixed the asymptotic expansion e −σn,j s p [1] n,j (e s σ n,j ) = e s 2 2
1 + O log log n √ log n .
Combining the previous results (52), (53) and (55) we obtain that for the whole region j = o(n) the moment generating function E(e X * n,j s ) = e −σn,j s p n,j (e s σ n,j ) of the r.v. X * n,j converges pointwise for every s fixed to e s 2 2 , which is the moment generating function of a standard normal distributed random variable. This suffices to show that X * n,j = Xn,j −µn,j σn,j converges in distribution to a standard normal distributed r.v. and proves the corresponding part of Theorem 4.
The central region for j: j → ∞ such that j ∼ ρn, with 0 < ρ < 1. We assume now that ǫ ≤ j n ≤ 1 − ǫ, with ǫ > 0, and we assume further that v is in a (complex) neighbourhood of 1. Then we obtain the following asymptotic expansions: This shows that, for j ∼ ρn with 0 < ρ < 1, the probability generating function p n,j (v) converges uniformly in a complex neighbourhood of v = 1 to a function p ρ (v) given as follows: (56) Since this also shows that for this region the moment generating function E(e Xn,j s ) = p n,j (e s ) converges pointwise in a real neighbourhood of s = 0 to the moment generating function E(e Xρs ) = p ρ (e s ) of a r.v. X ρ , we obtain that, for j ∼ ρn with 0 < ρ < 1, X n,j converges in distribution to a discrete r.v. X ρ with probability generating function p ρ (v). Thus the corresponding part in Theorem 4 is proven.
The region for j large: j → ∞ such that n − j = o(n). For the region n − j = o(n) we obtain the following asmyptotic expansions: Using these expansions leads then, for j → ∞ such that n − j = o(n), to P{X n,j = 0} = p n,j (0) = 1 + o(1).
Thus, for this region, X n,j converges in distribution to a degenerate r.v.X, with P{X = 0} = 1, as stated in the corresponding part of Theorem 4.
