This paper presents analytical, Monte Carlo, and empirical evidence linking insample tests of predictive content and out-of-sample forecast accuracy. Our approach focuses on the negative effect that finite-sample estimation error has on forecast accuracy despite the presence of significant population-level predictive content. Specifically, we derive simple-to-use in-sample tests that test not only whether a particular variable has predictive content but also whether this content is estimated precisely enough to improve forecast accuracy. Our tests are asymptotically non-central chi-square or non-central normal. We provide a convenient bootstrap method for computing the relevant critical values. In the Monte Carlo and empirical analysis, we compare the effectiveness of our testing procedure with more common testing procedures. JEL Nos.: C53, C52, C12
Introduction
It is well known that in-sample evidence of predictive content of a particular variable -for example the significance of a t-statistic -frequently does not imply an improvement in forecast accuracy. Often it is the case that a model that excludes that variable provides lower mean square errors in an out-of-sample exercise. There are many possible reasons for such to occur, including the presence of unmodeled structural change (Clark and McCracken, 2005) and data-snooping (White, 2000) .
Another well-known reason is overfitting, or to be more precise, the absence of enough data to precisely estimate model parameters prior to forecasting. In fact, this is the primary motivation for the development of information criteria. One punchline of this literature is that in many practical situations, estimating additional parameters can raise the forecast error variance above what might be obtained with a simple model. Such is clearly true when the additional parameters have population values of zero. But the same can apply even when the population values of the additional parameters are non-zero, if the additional explanatory power associated with the additional parameters is low enough. In such cases, in finite samples the additional parameter estimation noise may raise the forecast error variance more than including information from additional variables lowers it.
As this discussion suggests, parameter estimation noise creates a forecast accuracy tradeoff. Excluding some variables that truly belong in the model could adversely affect forecast accuracy. Yet including the variables could raise the forecast error variance if the associated parameters are estimated sufficiently imprecisely. Surprisingly, however, this well-known fact is rarely taken into account when examining putative predictive content. In other words, while the t-statistics that are commonly reported based upon in-sample fit provide information regarding whether or not the variable has a non-zero signal, it does not neccesarily convey whether or not that signal is estimated precisely enough to improve forecast accuracy relative to a model that excludes it. Accordingly, this paper presents analytical, Monte Carlo, and empirical evidence on in-sample tests of predictive content from nested models -for tests that take account of the bias-variance trade-off described above. These tests are straightforward extensions of the standard F -, t-and HAC-robust Wald tests for predictability. In applications when the forecast errors are 1-step ahead and form a conditionally homoskedastic martingale difference sequence, the F -and HAC-robust Wald tests can be used directly, but with 1 critical values taken from the non-central -rather than the more typical central -χ 2 distribution. Compared to the usual approach based on standard (central) distributions, our suggested approach raises the bar for including a predictor in the estimated forecasting model. In the simplest case where one additional predictor is being considered at a 10 percent significance level, the usual Wald test statistic would be compared against a noncentral χ 2 critical value of 5.217 instead of the central χ 2 critical value of 2.706 (= 1.645 2 ).
In the same environment, when using the standard t-statistic, critical values can be taken from standard normal tables after centering the t-statistic based upon the assumed sign of the relevant coefficient.
In more general environments that allow multi-step forecasts and that have forecast errors that are conditionally heteroskedastic, we are able to establish a similar result in the scalar case where there is a single additional predictor in the unrestricted model. We are unable to establish a comparable result in the non-scalar case when either conditional heteroskedasticity or serial correlation are present in the model errors. In those cases for which our theory applies, we are able to establish the asymptotic validity of a novel, simple bootstrap procedure that approximates the relevant critical values. Our Monte Carlo results indicate that, in some practical settings, bootstrap inference is more reliable than inference based on asymptotic critical values (from non-central distributions).
Our results are most closely related to those in Trenkler and Toutenberg (1992) . These authors begin by deriving the difference in mean square forecast error, E(û 2 1,T +1 −û 2 2,T +1 ), between two nested classical normal linear regression models, each estimated by OLS using data available at time T . They proceed to show that for this difference to be zero, not only do the additional predictors in the unrestricted model have to have some predictive content (i.e., not all the additional coefficients are zero), but also the non-centrality parameter from the associated F -statistic has to equal 1. They conclude that if one wants to construct an in-sample test of equal out-of-sample forecast accuracy, the standard F -statistic can be constructed as is typical but critical values need to be taken from a non-central Fdistribution with non-centrality parameter equal to 1 for accurate inference. A related result is discussed in Toro-Vizcarrondo and Wallace (1968) .
Note, however, that this existing result requires strong assumptions on the type of data being used. The predictors must be strictly exogenous, and the model errors must be conditionally homoskedastic, serially uncorrelated, and normally distributed. Any one of these assumptions precludes application to a wide range of macroeconomic and financial data. To get around this issue, we provide asymptotically valid results that can be used to approximate the finite-sample problem. Our analytics are based on models we characterize as "weakly nested": the unrestricted model is the true model, but as the sample size grows large, the DGP converges to the restricted model. This analytic approach captures the practical reality that, in many instances, the predictive content of some variables of interest is quite low. Admittedly, by taking this approach, we lose the "exact" finite-sample size results available from the Trenkler and Toutenberg result. However, we gain applicability to enviroments that are relevant to most applied research. Our Monte Carlos experiments suggest that our asymptotic approximation yields accurate inference in many cases.
Another closely related result is discussed in Torous and Valkanov (2000) . There the authors provide analytical evidence on the "right" way to model the signal-to-noise ratio in a noisy predictive regression: one in which the dependent variable is highly variable and the conditioning variable has a very low signal. Loosely speaking, they argue that the signalto-noise ratio should be modeled as being on the order of T −2a for some a ≥ 0. With this parameterization in hand they show that if 0 ≤ a < 1/2 we should expect the predictor to be useful for forecasting in finite samples. 1 But if a > 1/2, we should not expect the predictor to be useful. The case in which a = 1/2 implies that, for the given sample size, the predictor is on the boundary of predictability. For a range of common predictors used to forecast monthly excess stock returns, they find that median unbiased estimates of a tend to lie very close to, or above, 1/2 and hence we should not be surprised that out-of-sample predictions of excess stock returns tend to do no better or worse than a simple random walk. In the language of their paper, our analytical results can be interpreted as providing a formal test for whether or not the predictor is on the boundary of predictability. Our approach though, is different from theirs -as will become clear in the following section.
The paper proceeds as follows. Section 2 provides theoretical results on in-sample tests of equal out-of-sample forecast accuracy as well as our suggested bootstrap approach to constructing critical values. In section 3 we present Monte Carlo evidence on the finitesample effectiveness of our proposed testing procedure. Section 4 illustrates the use of the testing procedures in determining the predictability of stock returns. Section 5 concludes.
Proofs are provided in the Appendix.
Theory
We begin by laying out the necessary notation and assumptions sufficient for our results. We then provide an analytical characterization of the bias-variance tradeoff, created by weak predictability, involved in choosing between restricted and unrestricted forecasts. Given that tradeoff, we then derive a test of equal predictive ability based on a null hypothesis under which the competing models yield equally accurate forecasts, in light of the parameter estimation error associated with estimating the coefficients on the weak predictors.
Environment
The possibility of weak predictors is modeled using a sequence of linear DGPs of the form (Assumption 1)
Note that we allow the dependent variable y T,t+τ , the predictors x T,2,t and the error term v T,t+τ to depend upon T , the final forecast origin. We make this explicit in the notation to emphasize that as the overall sample size is allowed to increase in our asymptotics, this parameterization affects their marginal distributions.
At the fixed forecast origin T , our forecasting agent observes the sequence {y T,t , x T,2,t } T t=1 . Forecasts of the scalar y T,T +τ , τ ≥ 1, are to be generated using a (k × 1, k = k 1 + k 2 ) vector of covariates x T,2,t = (x T,1,t , x T,22,t ) and one of the linear parametric models x T,i,t β i , i = 1, 2. The parameters are estimated using OLS (Assumption 2) and henceβ i,T = arg min
, for the restricted and unrestricted models, respectively. We denote the loss associated with the τ -step ahead forecast error asû 2 T,i,T +τ = (y T,T +τ − x T,i,Tβi,T ) 2 , i = 1, 2, for the restricted and unrestricted models, respectively.
The model residuals,v T,i,t+τ , i = 1, 2, t = 1, T − τ , associated with the time T estimated restricted and unrestricted models are defined similarly.
The following additional notation will be used. Let 2,t+τ , vec(x T,2,t 
where Ω 11,l is the upper block-diagonal element of Ω l defined below. We define the selection matrices J = (I k 1 ×k 1 , 0 k 1 ×k 2 ) and J 2 = (0 k 2 ×k 1 , I k 2 ×k 2 ) as well as the second moment matrices F 2 (T ) = J 2 B 2 (T )J 2 and F 2 = lim T →∞ (Ex T, 22, t x T, 22, 22, t 
Finally, let W (1) denote a vector standard Normal random variate andσ
T,2,t+τ . To derive our results, we need two more assumptions (in addition to our assumptions (1 and 2) of a DGP with weak predictability and OLS-estimated linear forecasting models). 
The number of covariance termsj used to estimate the long-run variance
Assumption 3 imposes three types of conditions. First, in (a) and (c) we require that the observables, while not necessarily covariance stationary, are asymptotically mean square stationary with finite second moments. We do so in order to allow the observables to have marginal distributions that vary as the weak predictive ability strengthens along with the sample size but are 'well-behaved' enough that, for example, sample averages converge in probability to the appropriate population means. Second, in (b) we impose the restriction that the τ -step ahead model errors are MA(τ − 1). We do so in order to emphasize the role that weak predictors have on forecasting without also introducing other forms of model misspecification. In (d) we impose the high level assumption that, in particular, h T,2,t+τ satisfies Theorem 1 of De Jong (1997) . By doing so we insure (results needed in the Appendix) that certain scaled sample averages converge in distribution to normal random variates.
Finally, Assumption 4 simply provides primitive conditions under which a nonparametric,
,s−j ) of the long-run variance matrix V will be consistent With these assumptions in hand we first lay the groundwork for our tests. As noted in the introduction, Trenkler and Toutenberg (1992) derive an exact, finite-sample result relating the non-centrality parameter associated with the F -statistic to the null hypothesis
However, their result requires classical normal regression assumptions in order to hold. Our goal is to obtain a similar result but under significantly weaker assumptions on the data. To simplify our notation, we omit the additional "T " subscript, associated with the triangular array nature of the observables, unless necessary to avoid confusion.
Testing for equal forecast accuracy
We first establish an asymptotic approximation to the expected loss differential, in the following Proposition.
The expected loss differential is comprised of two components. The first, β 22 F −1 2 β 22 , captures the marginal increase in mean square error that arises due to the omitted variable bias when estimating the restricted model. The second, tr((−JB 1 J + B 2 )V ), captures the marginal increase in mean square error that arises due to the imprecise estimation of the weak predictor in the unrestricted model. The tradeoff between these two components suggests a test for equal predictive ability that accounts for the weak predictive ability associated with the additional predictors in the unrestricted model. To see this, note that if we set this expectation to zero and rearrange terms we obtain
which simply states that the non-centrality parameter associated with the asymptotic distribution of the standard F -test (essentially the LHS of the equation) takes a particular value that depends upon the second moments of the data through B 1 , B 2 , and V -each of which is consistently estimable. Note that for conditionally homoskedastic 1-step ahead forecasts, this restriction simplifies to
With this in mind, we consider whether three commonly used tests of predictive ability can be used to test the null of equal predictive ability accounting for parameter estimation 
Proposition 2 characterizes the limiting distribution of the standard F -test, as well as the autocorrelation and (conditional) heteroskedasticity-robust Wald statistic, allowing for weak predictors. When we allow the model errors to be conditionally heteroskedastic or serially correlated, GC(T ) is asymptotically mixed non-central χ 2 , while GC (T ) is asymptotically non-central χ 2 . Unfortunately, in both cases, this result is not immediately useful for testing the null lim T →∞ T · E(û 2 1,T +τ −û 2 2,T +τ ) = 0 or, to be precise,
The problem is that the null implies a restriction that we cannot directly impose on either of the limiting distributions. In the former case, the distribution depends explicitly on each of the separate non-centrality parameters from the mixture rather than (say) some aggregate of these noncentrality parameters (like
In the latter case, the non-centrality parameter bears no obvious relationship with β 22 F −1 2 β 22 . In the following Corollary we see that under some important special cases, these distributions are in fact useful for testing the null hypothesis. 
If lim
In part (a) of the corollary, when we impose the restriction that the model errors are conditionally homoskedastic and from 1-step ahead forecasts, both asymptotic distributions depend explicitly upon β 22 F is larger than the 90%-ile associated with a χ 2 (k 2 , k 2 ) distribution rather than the more typical central χ 2 (k 2 ) distribution. Moreover, when β 22 is scalar and either the forecast errors are conditionally heteroskedastic or the forecast horizon is greater than one, we suggest an approach of rejecting the restricted model in favor of the unrestricted if GC (T )
is larger than 5.217 -the 90%-ile associated with a χ 2 (1, 1) distribution rather than the more typical value of 2.706 -the 90%-ile associated with the central χ 2 (1) distribution.
Critical values and p-values from the noncentral χ 2 distribution -while not as common as its centralized version -are available in many econometric software packages (including Matlab, Rats, R, and SAS). Another alternative is to directly simulate the critical values using the formulas provided in sources such as Imhof (1961) . While the necessary asymptotic critical values are straightforward to obtain or construct, below we also discuss an alternative, bootstrap-based method for constructing estimates of the critical values. In finite samples, this bootstrap method may yield more accurate inference.
Although each of the GC(T ) and GC (T ) statistics from Proposition 2 are commonly used to test for predictive ability, perhaps the most common is the simple t-statistic. This is certainly true when β 22 is scalar but particularly true when one is willing to impose the additional restriction that β 22 takes a particular sign, since by doing so there may be a gain in the power of the test. 4 Consider then the autocorrelation and (conditional) heteroskedasticity robust t-statistic. We should stress that our proposed tests based on non-central distributions address a null hypothesis that differs from the usual null hypothesis associated with tests compared against central distributions. Standard tests pertain to a null hypothesis of β 22 = 0, which implies that, at the population level, the restricted and unrestricted models will be equally accurate for forecasting. Instead, our tests based on non-central distributions allow β 22 to be non-zero, such that, in a finite sample, forecasts from the restricted and unrestricted models can be expected to be equally accurate.
Regardless of this non-standard null hypothesis -that lim T →∞ T · E(û 2 1,T +τ −û 2 2,T +τ ) = 0 -we do expect our tests to have good power against the alternative that lim
To see this note that both the non-central chi-square and normal distributions have the monotone likelihood ratio property 5 and hence we can conclude
, and t(T ) are (asymptotically) uniformly most powerful against this alternative.
Bootstrap-based critical values with weak predictors
Our new, bootstrap-based method of approximating the asymptotically valid critical values for pairwise comparisons between nested models is different from parametric methods previously used in studies such as Kilian (1999) . In Kilian's (1999) application, an appropriately dimensioned VAR was initially estimated by OLS imposing the restriction that β 22 was set to zero and the residuals saved for resampling. The recursive structure of the VAR was then used to generate a large number of artificial samples, each of which was used to construct the test statistic. The relevant sample percentile from this large collection of artificial statistics was then used as the critical value.
However, there are two reasons we should not expect this bootstrap approach to provide accurate inference in the presence of weak predictors. First, imposing the restriction that β 22 is set to zero implies a null of equal population -not finite-sample -predictive ability.
Second, by creating the artificial samples using the recursive structure of the VAR, we are imposing the restriction that equal 1-step ahead predictive ability implies equal predictive ability at longer horizons. Our present framework in no way imposes that restriction. We take an entirely different approach to imposing the relevant null hypothesis and generate the artificial samples.
To see the basis of our bootstrap, first note that with a minor rearrangement of terms, the null hypothesis imposes the restriction δ J 2 F −1
. While this restriction is infeasible due to the various unknown moments and parameters, it suggests a closely related, feasible restriction quite similar to that used in ridge regression. However, instead of imposing the restriction that β 22 β 22 = c for some finite constant -as one would in a ridge regression -we instead impose the restriction that
). In addition, we estimate δ using the approximation δ = (0, T 1/2 β 22,t ) where β 22,T denotes the restricted least squares estimator of the parameters associated with the weak predictors satisfying
estimators discussed in Hansen (2008) .
This approach to imposing the null hypothesis is directly comparable to the direct multistep forecasting approach we assume is used to construct the forecasts, so the restriction can vary with the forecast horizon τ . This approach therefore precludes using a VAR and its recursive structure to generate the artificial samples. Instead we use a variant of the wild fixed regressor bootstrap developed in Goncalves and Kilian (2007) that accounts for the direct multi-step nature of the forecasts. Specifically, in our framework the x's are held fixed across the artificial samples and the dependent variable is generated using the direct
.., T − τ , for a suitably chosen artificial error term v * s+τ designed to capture both the presence of conditional heteroskedasticity and an assumed MA(τ − 1) serial correlation structure in the τ -step ahead forecasts. Specifically, we construct the artificial samples and bootstrap critical values using the following algorithm. 6
(a) For the GC(T ) or GC (T ) statistics, construct the parameter vector β 2,T asso-
ciated with the unrestricted model using the weighted ridge regression from equation (4) above. 
Form artificial samples of y * s+τ using the fixed regressor structure y * s+τ = x 2,s β 2,T + v * s+τ . 3. Using the artificial data, construct an estimate of the various test statistics (e.g.,
GC(T ), GC (T ), and t(T )) as if this were the original data.
6 Our approach to generating artificial samples of multi-step forecast errors builds on a sampling approach proposed in Hansen (1996) . Note also that while we use nonlinear least squares estimates of the MA model (for computational speed in our Monte Carlo), it would also be valid to use maximum likelihood estimation.
7 Straightforward algebra provides a closed form solution for this estimator. If we letλ denote an estimate of the Lagrange multiplier and C 12 (T ) = J B −1 2 (T )J2, we find that it satisfiesβ 2,T = Iλ
. For the GC(T ) and GC (T ) statistics the sign of By using the weighted ridge regression to estimate the model parameters, we are able, in large samples, to impose the restriction that the implied estimates (T 1/2 β 22,T ) of the localto-zero parameters β 22 satisfy our approximation to the null hypothesis. This is despite the fact that the estimates of β 22 are not consistent. As we see below, our bootstrap is asymptotically valid in precisely those cases for which our theory applies despite the fact that we are unable to consistently estimate the local-to-zero parameters β 22 . Before providing the result, we require a modest strengthening of the moment conditions in Assumption 3.
, and define the function
In an open neighborhood N T around γ T , there exists a finite constant c such that 
In both (a) and (b) of Proposition 4, our fixed-regressor bootstrap provides an asymptotically valid method of estimating the critical values associated with the null of equal finite-sample forecast accuracy. In (a), we require that the forecast errors be 1-step ahead and conditionally homoskedastic. In (b), we allow serial correlation and conditional heteroskedasticity but require that β 22 is scalar. While neither case covers the broadest situation in which β 22 is not scalar and the forecast errors exhibit either serial correlation or conditional heteroskedasticity, these two special cases cover a wide range of empirically relevant applications. Kilian (1999) argues that conditional homoskedasticity is a reasonable assumption for 1-step ahead forecasts of quarterly macroeconomic variables. Moreover, in many applications in which a nested model comparison is made (e.g., Goyal and Welch (2008) 
In Proposition 5 we see that, indeed, the bootstrap-based test is consistent for test-ing the null hypothesis lim T →∞ T · E(û 2 1,T +τ −û 2 2,T +τ ) = 0 against the alternative that J 2β2,T → p β 22 = 0 (and hence lim T →∞ T · E(û 2 1,T +τ −û 2 2,T +τ ) > 0). This follows since under this alternative, the data-based statistics GC(T ), GC (T ), or t(T ) each diverge, while the bootstrap-based statistics GC * (T ), GC * (T ), or t * (T ) each retain the same asymptotic distribution they followed under the null.
Monte Carlo Evidence
To evaluate the finite-sample performance of the testing methods described above, we use Monte Carlo simulations of data-generating processes based on finance applications. In these experiments, the benchmark restricted predictive model for y includes just a constant; the unrestricted model adds a lag of other variables with potential predictive content. The general null hypothesis is that the unrestricted model won't predict y T +τ more accurately than the restricted model does. This general null, however, can take different specific forms:
either the additional variables in the unrestricted model have no predictive content, in that their coefficients are 0, such that, in a finite sample, the restricted forecast of y T +τ is more accurate; or the coefficients are non-zero but small enough that restricted and restricted models are expected to predict y T +τ equally accurately.
Monte Carlo design
For all DGPs, we generate data using independent draws of innovations from the normal distribution and the autoregressive structure of the DGP. We also consider a range of sample sizes (T ), reflecting those commonly available in applications to (post-war) monthly financial data: 240, 360, 480, and 600. We consider prediction horizons of τ = 1 and 12 months ahead. The DGPs are based on empirical relationships among excess stock returns and various predictors (over a sample of 1956 to 2002), taken from the data set of Goyal and Welch (2008) . 8 In all cases, our reported results are based on 20,000 Monte Carlo draws and 999 bootstrap replications.
3.1.1 DGPs DGP 1 is based on the empirical relationship between excess returns (y t+τ ) and net issuance of equity (x t = NTIS in Goyal and Welch (2008) ):
x t+τ = 0.95x t+τ −1 + u t+τ var ε t u t = 18.0 0.18 0.14 for τ = 1, 25.0 0.20 0.14 for τ = 12.
In 1-step ahead experiments (τ = 1), the residual in the DGP for y t+τ is serially uncorrelated, so the MA coefficients θ i = 0 ∀ i. In 12-step ahead experiments (τ = 12), the residual in the DGP for y t+τ follows an MA(11) process, with coefficients declining gradually from θ 1 = 0.95 to θ 11 = 0.6, taken from empirical estimates of equations corresponding to the DGPs.
Our specification of the 12-step model is based on a 12-month return (computed as a simple sum of 1-month returns from t + 1 through t + 12).
In DGP 1 experiments, the restricted and unrestricted prediction models take the following forms, respectively:
We consider various experiments with different settings of b, the coefficient on x t , which corresponds to the elements of our theoretical construct β 22 / √ T . In one set of simulations (Table 1) , the coefficient is set to 0, such that the restricted model is expected to predict y T +τ better than the unrestricted model. In others (Table 2) , the coefficient is set to a value that means the models can be expected to be equally accurate for forecasting y T +τ .
For example, with T = 360, we use b = 0.187 (compared to the empirical estimate of 0.23) at a prediction horizon of 1 month and b = 1.987 (compared to the empirical estimate of 1.81) at a prediction horizon of 12 months. In another set of experiments (Table 3) , the coefficient is set to 0.3 in 1-step experiments and 2.0 in 12-step experiments, such that the unrestricted forecast is expected to be more accurate than the restricted forecast.
To verify that our parameterizations yield the intended patterns in predictive content, in unreported results we have checked the average across Monte Carlo draws of the difference in the squared forecast errors for period T + τ -specifically, the average across draws of v 2 1,T +τ −v 2 2,T +τ . Consider the example of DGP 1 with τ = 1 and T = 240, for which the population forecast error variance is 18.0. In the experiment with b = 0, the restricted model is, on average, more accurate than the restricted: the mean difference in squared forecast errors is -0.094, with a t-statistic (from the Monte Carlo sample) of -5.05. In the experiment with b set at 0.229 to make the models forecast equally well, the models are indeed equally accurate, on average: the mean difference in squared forecast errors is 0.019, with a t-statistic of 0.78. Finally, in the experiment with b = 0.3, the unrestricted model forecasts more accurately than the restricted model: the mean difference in squared forecast errors is 0.086, with a t-statistic of 4.03. DGP 2 is based on the empirical relationship among excess returns (y t+τ ), net issuance of stock (x 1,t ), long-term bond returns (x 2,t ), and the term spread (x 3,t ) (respectively, NTIS, LTR, and TMS in Goyal and Welch (2008) ): In DGP 2 experiments, the restricted and unrestricted prediction models take the following forms:
As in the case of DGP 1, in 1-step ahead experiments (τ = 1), the residual in the DGP for y t+τ is serially uncorrelated, so θ i = 0 ∀ i. In 12-step ahead experiments (τ = 12), the residual in the DGP for y t+τ follows an MA(11) process, with coefficients declining gradually, taking the values described above for DGP 1.
As with DGP 1, we consider experiments with three different settings of the set of b i coefficients, which correspond to the elements of β 22 / √ T . In one set of experiments (Table   1 ), all of the b i coefficients are set to zero, such that the restricted model is expected to 16 predict y T +τ better than the unrestricted model does. In others (Table 2) distributions, and bootstrap (non-central) distributions. In light of the well-known problems in long-horizon regression inference associated with estimation of HAC variances (see, e.g., Hodrick (1992) , Nelson and Kim (1993) , and Kirby (1997)), we also report rejection rates based on a bootstrap of the central distributions. 9 We use a fixed regressor bootstrap, under the null that the coefficients on the additional variables in the larger model are zero. This bootstrap takes the same form as the non-central bootstrap detailed in section 2, modified to impose zero coefficients on the additional variables. We focus our presented results on 10 percent critical values; results are qualitatively similar at the 5 percent level. Table 1 , ranging from 1.9 to 5.1 percent (compared to the central bootstrap range of 8.6 to 11.1 percent). Table 2 presents results for DGPs in which the b i coefficients on the x variables are non-zero but small enough that, under our asymptotic approximation, the restricted and unrestricted forecasting models are expected to be equally accurate for forecasting y T +τ . These results also generally line up with the expectations described above, and show clearly that, for testing the null of equal predictive ability, using our proposed bootstrap yields the most reliable inference. At the 1-month prediction horizon, comparing Wald and t-tests against critical values from the non-central bootstrap distribution yields rejection rates close to, although a bit below, the nominal size -specifically, rejection rates ranging from 7.9 to 9.0 percent.
Results

DGPs with no predictive ability
DGPs with equal predictive ability
At the 12-month horizon, using the bootstrap yields rejection rates that are modestly oversized, more so for DGP 2 than DGP 1 and more so for small samples than large. Across the 12-step experiments in Table 2 , bootstrap rejection rates range from 12.6 to 18.1 percent.
Much of the oversizing of the bootstrap with DGP 2 seems to stem from the persistence of some of the regressors. In unreported results in which we replaced the AR (1) In the same experiments with DGPs satisfying the null of equal predictive ability, using the non-central χ 2 and normal distributions yields inference about as accurate as the bootstrap at the 1-month horizon, but significantly less accurate than the bootstrap at the 12-month horizon. At the 1-month prediction horizon, comparing Wald and t-tests against critical values from the non-central asymptotic distributions yields rejection rates ranging from 8.9 to 11.3 percent (compared to the bootstrap range of 7.9 to 9.0 percent). At the 12-month horizon, using critical values from the non-central asymptotic distributions yields rejection rates ranging from 18.2 to 49.3 percent (compared to the bootstrap range of 12.6 to 18.1 percent). In the asymptotic case, the over-sizing is much more severe for DGP 2 than DGP 1. The better performance of the bootstrap likely reflects well-known difficulties in estimating the HAC variance in finite samples (see, e.g., Hodrick (1992)), and the success of the bootstrap in capturing the finite-sample impact of HAC imprecision. 10
In contrast, comparing the Wald and t-tests against critical values from the central χ 2
and Wald distributions consistently and significantly overstates the evidence of predictability: even though the models are equally accurate in forecasting y T +τ , these inference approaches reject the null with a frequency well in excess of 10 percent. 11 At the 1-month prediction horizon (left half of Table 2 to the HAC estimation-related size distortions discussed above. 
DGPs with strong predictive ability
Applications
To illustrate the use of our proposed testing methods, in this section we apply them to models of excess stock returns. Some recent examples from the long literature on stock return forecasting include Rapach and Wohar (2006) , Ang and Bekaert (2007), Campbell and Thompson (2008) , and Goyal and Welch (2008) .
In our application, we use the data of Goyal and Welch (2008) to examine the predictability of excess returns (from CRSP, measured on a log basis) at horizons of 1 and 12 months. We construct the 12-month return as a simple sum of the monthly return variable provided in the Goyal-Welch dataset. The restricted model includes just a constant.
The unrestricted models add in one lag of a predictor, taken from the set of variables in the Goyal-Welch data set. We consider 16 possible predictors of returns, including, among others, net equity expansion, an interest rate term spread, the dividend-price ratio, and the cross-sectional premium. The full set of 16 predictive variables is listed in Table 4 , with details provided in Goyal and Welch (2008) . Following studies such as Pesaran and Timmermann (1995) , we focus on the post-war period. Our model estimation sample is January 1956 to December 2002.
In our assessment of predictability, we use the coefficient signs considered in Campbell and Thompson (2008) and Goyal and Welch (2008) . For simplicity, we have done so by multiplying by -1 those variables for which the coefficients should be expected to be negative (Amit Goyal kindly provided us with the list: NTIS, LTY, TBL, INFL, and D/E). As a result, all of the estimated coefficients and t-statistics should be expected to be positive. In turn, we use one-sided (to the right) t-tests of the null of equal predictive ability. But using (two-sided) Wald tests yields very similar results.
Results for tests of stock return predictability are reported in Table 4 . The second column reports t-statistics, which incorporate the White (1980) correction for heteroskedasticity at the 1-month horizon and the Newey-West variance estimate at the 12-month horizon turn out to be virtually the same (with k2 = 1 as it is in DGP 1, the sample Wald test is the square of the sample t-test).
(using a bandwidth of 18 lags). The remaining columns report p-values computed under alternative distributions (all one-sided): (1) the usual, central, normal distribution that is appropriate under the null of no predictive ability; (2) a fixed regressor bootstrap of the central distribution (computed with 9999 replications); (3) the non-central normal distribution that is appropriate under our asymptotics and the null of equal predictive ability;
and (4) our bootstrap of the non-central distribution that applies under our asymptotics (computed with 9999 replications).
Based on conventional tests of the null of no predictability, the evidence in Table 4 while several predictive variables might have regression coefficients that, in population, differ from 0, the coefficients are sufficiently small that, in the samples of data available, the coefficients are estimated with sufficient imprecision so as to make forecasts from a restricted model at least as accurate as forecasts from a true, unrestricted model.
Conclusion
As reflected in the principle of parsimony, when some variables are truly but weakly related to the variable being forecast, having the additional variables in the model may detract from forecast accuracy, because of parameter estimation error. Focusing on such cases of weak predictability, we show that standard in-sample tests of equal predictive ability fail to take account of estimation error.
We first derive, theoretically, tests that take account of the bias-variance trade-off associated with including the additional variables in the model. These tests are straightforward extensions of the standard F -, t-and HAC-robust Wald tests for predictability. In applications when the forecast errors are 1-step ahead and form a conditionally homoskedastic martingale difference sequence, the F -and HAC-robust Wald tests can be used directly, but
with critical values taken from the non-central -rather than the more typical central -
Compared to the usual approach based on standard (central) distributions, our suggested approach raises the bar for including a predictor in the estimated forecasting model. In more general environments that allow multi-step forecasts and that have forecast errors that are conditionally heteroskedastic, we are able to establish a similar result in the scalar case where there is a single additional predictor in the unrestricted model. In those cases for which our theory applies, we are able to establish the asymptotic validity of a novel, simple bootstrap procedure that approximates the relevant critical values.
Monte Carlo experiments generally confirm our theoretical results. Specifically, in DGPs based on empirical finance applications, using our proposed non-central testing methods yield reliable inference in tests of the null of equal predictive ability. Our Monte Carlo results also indicate that, in some practical settings, bootstrap inference is more reliable than inference based on asymptotic critical values (from non-central distributions). An application to prediction of stock returns shows that conventional tests based on central distributions indicate some predictability to stock returns -in the sense that some predictors appear to have non-zero coefficients. However, our proposed tests systematically fail to reject the null of equal predictive ability: while some coefficients may be non-zero, they are small enough that a model restricted to include just a constant can be expected to forecast at least as well as any model including another one of the variables considered.
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6 Appendix: Theory Details
Proof of Proposition 1: Straightforward algebra reveals that
Taking expectations then gives
If we then note that Assumption 3 suffices for the observables to be uniformly integrable, taking limits gives us
and the proof is complete. Proof of Proposition 2: Assumption 3 suffices for B i (T ) → p B i i = 1, 2 and, along with de Jong (1997) , is sufficient for
Taking the inner product of the final two terms, as well as the definition of M = DAD, provides the desired result. ... 2,s+τ 
Proof of Lemma 1: For ease of presentation, we show both results assuming τ = 2 and hence 2,s+1 . (a) Rearranging terms gives us,
If we take a first order Taylor expansion of both ε T,2,s+2 and ε T,2,s+1 , then for some γ T in the closed cube with opposing vertices γ T and γ T we obtain 2,s or equivalently 2,s 2,s , and T 2,s are all o p (1) and the proof is complete.
(b) First note that under our assumptions,
Sincej is finite and lim T →∞ K(j/L) = 1 for each j, it suffices to show that
For all j > τ − 1 this is trivial given the iidN (0, 1) nature of the increments η s+τ and the fact that under our assumptions, Γ j = 0 for these values of j. We will show this for j = 1, the case for j = 0 is similar.
Straightforward algebra, along with a first order Taylor expansion gives us
for some γ T in the closed cube with opposing vertices γ T and γ T . Since θ → p θ, and Assumption 3
The result will follow if the first three righthand side terms, as well as the last, are all o p (1). In each case Assumption 3 implies that the arguments of the summation are L 2 -bounded and hence the iid N (0, 1) nature of the η s+τ imply
Proof of Proposition 4: We will provide the results for GC * (T ). The proofs for GC * (T ) and t * (T ) are very similar. Letβ * 2,T denote the OLS estimate of β 2 in the bootstrap sample. We begin by noting that T
and Lemma 1 imply
, and both of the latter two terms are asymptotically independent of one another due to the i.i.d.N (0, 1) nature of the bootstrap incre-
is asymptotically normal with unit variance and mean equal to (
We will show this under two sets of assumptions.
(a) Assume conditional homoskedasticity. Note that with this assumption, (
2 . But the estimator for the bootstrap replication was constructed to satisfy the property
(b) Assume that β 22 is scalar. Note that under this assumption,
. But the estimator for the bootstrap replication was constructed to satisfy the property
and the proof is complete. Proof of Proposition 5: We will start by providing the results for GC * (T ) and then provide the result for t * (T ). The proof for GC * (T ) is very similar to that of GC * (T ). First note that by the definition of the ridge estimator (without the sign restriction) we have
The result will follow if the inner product of the mean of the asymptotic distribution takes the value k 2 .
27
. Taking the inner product of the mean and noting tr[(−JB
and the proof is complete.
(b) Assume that β 22 is scalar. Note that under this assumption, (
Taking the inner product of the mean then gives us
We now show the result for t * (T ). Note that with the sign restriction, the ridge estimator now takes the form
2,T )|. As above, this estimator is asymptotically normal with unit variance and mean equal to (
β 22 . The result will follow if this is equal to sign(β 22 ). But, as in case (b) above, we know that when β 22 is scalar (
|β 22 | = sign(β 22 ) and the proof is complete. In these experiments, the coefficients bi = 0 are scaled such that the restricted and unrestricted models are expected to equally accurate for forecasting y T +τ . 
