Frequently used linguistic structures become entrenched in memory; this is often assumed to make their consecutive parts more predictable, as well as fuse them into a single unit (chunking). High frequency moreover leads to a propensity for phonetic reduction. We present a word recognition experiment which tests how frequency information (string frequency, transitional probability) interacts with reduction in speech perception. Detection of the element to is tested in V-to-V inf sequences in English (e.g., need to V inf ), where to can undergo reduction ("needa"). Results show that reduction impedes recognition, but this can be mitigated by the predictability of the item. Recognition generally benefits from surface frequency, while a modest chunking effect is found in delayed responses to reduced forms of high-frequency items. Transitional probability shows a facilitating effect on reduced but not on full forms. Reduced forms also pose more difficulty when the phonological context obscures the onset of to. We conclude that listeners draw on frequency information in a predictive manner to cope with reduction. High-frequency structures are not inevitably perceived as chunks, but depend on cues in the phonetic formreduction leads to perceptual prominence of the whole over the parts and thus promotes a holistic access.
Introduction
In spoken language use, phonetic reduction is ubiquitous, full canonical articulation of words is the exception. Among the factors that bring about reduction are frequency-based probabilities; generally, words are likely to be reduced when they occur in frequent phrases and are predictable from the linguistic context (cf. Gregory et al. 1999; Jurafsky et al. 2001; Bell et al. 2003 , Bell et al. 2009 Gahl and Garnsey 2004; Warner and Tucker 2011; Gradoville 2017) . Reduction can also occur across word boundaries. For example, certain multiword sequences undergo phonological reduction and contraction to a single word (e.g., want to > wanna). In usage-based approaches, this is seen as a consequence of entrenchment, resulting from frequency of occurrence. There are, broadly, two different ways of seeing this. Firstly, entrenchment may be a form of "procedure strengthening" (cf. Hartsuiker and Moors 2018) , that is, an automatization of a sequence of separate items that is frequently encountered and repeated, and is therefore predictable. This can be explained in terms of probabilistic learning (speakers/hearers have a tacit knowledge of sequential probabilities) and in terms of syntagmatic associations (speakers/hearers associate the two items due to their frequent co-occurrence). The second, perhaps more prominent view is that frequent phrases and sequences undergo "chunking" (Bybee 2002 , Bybee 2006 Ellis 2002; Diessel 2007; Ellis et al. 2009 ). Thus, frequent multi-word sequences will be stored in the mind as a single unit and their component parts are backgrounded (cf. Langacker 2000: 278) . Sequences of this kind (e.g., want to) have a propensity for reduction due to neuromotor routines and automatized articulation (Bybee 2006) . In turn, reduced forms can be further reinforced by frequency and result in contractions (such as wanna). Thus, the mental representation of such multi-word units may also come with pronunciation variants, in the same way as reduced variants of single words are stored in memory (cf. Patterson et al. 2003; Bürki et al. 2011; Seyfarth 2014) . Presumably, reduced forms are more or less strongly represented in the language user's mind on a gradient cline that ranges from outcomes of on-line articulatory reduction (with no prior representation) to fixed variants that are stored in memory (cf. Connine and Pinnow 2006; Lorenz 2013; Tizón-Couto and Lorenz 2018) .
Most of the existing evidence of chunking and the reducing effect of frequency has dealt with language production only, which raises the question of how they might affect speech perception. Regarding reduction in individual words, there is some evidence that full canonical forms generally serve the listener best in auditory lexical decision tasks (Ernestus and Baayen 2007; Ranbom and Connine 2007; Pitt 2009; Tucker 2011; Pitt et al. 2011) , and that recognition deteriorates with increasing reduction (Ernestus et al. 2002) . There is also conflicting evidence that it is a word's most frequent variant formrather than the canonical formthat generates greater lexical activation in experimental tasks (Connine 2004; Connine et al. 2008; Bürki and Frauenfelder 2012; Racine et al. 2014; Bürki et al. 2018) . Taken together, these studies show that the connection between item frequency, variant frequency, reduction and recognition is not straightforward.
Listeners also apply a knowledge of word sequences, such that, for example, high-frequency phrases are recognized faster (Arnon and Snider 2010) . Again, such phrases may be easy to process because they form a known and expectable combination of items, or because they are treated as single items due to chunking. Evidence for chunking in speech perception has been presented by Sosa and MacFarlane (2002) . In a word recognition experiment, they find delayed responses to elements of highly frequent sequences (e.g., of in sort of). They conclude that "[a]ccessing of as a constituent of kind of […] might entail a process of morphological decomposition, or it might require the use of explicit language knowledge" (Sosa and MacFarlane 2002: 234) . Thus, listeners perceive the bigram as a single unit before identifying its elements. Their design did not, however, consider that these sequences have a propensity for reduction (e.g., "kinda" [ˈkɑɪndə] ) and that this might have an effect on word recognition. In a similar study investigating the recognition of up in collocations of differing frequencies (e.g., sign up, run up), Kapatsinski and Radicke (2009) report a U-shaped effect: word recognition is delayed in sequences of both very high and very low frequency. They suggest an interplay of procedure retrieval and stored representation of a "chunk". Frequent co-occurrence increases the predictability of a word, hence facilitates its recognition; however, this facilitating effect seems to be offset in collocations of very high frequency due to chunking and low perceptual salience. This corresponds well with a notion of chunking as a gradual process by which the whole takes precedence over its parts, that is, the single-unit representation is more readily retrieved but does not fully block activation of the individual parts and their composition (cf. Blumenthal-Dramé 2018: 130, 138) . Overall, however, the role of chunking vis-à-vis procedure strengthening in speech perception is less than well-understood (see Divjak and Caldwell-Harris 2015 for a more general discussion). Among the open questions are: To what extent do chunking and procedure strengthening follow from high surface frequency, or from other frequency measures (such as conditional probabilities)? What are the roles of chunking and procedure strengthening in recognizing phonetically reduced forms?
The present study addresses these questions; it builds on the experiments by Sosa and MacFarlane (2002) , and Kapatsinski and Radicke (2009) , with two important additions. Firstly, it considers the effect of reduction in the speech input; secondly, the effect of frequency information is tested not only in terms of surface frequency but also conditional probability. We conducted a word recognition experiment using the function word to in V-to-V inf constructions in American English (e.g., have to V inf , prefer to V inf ). This construction comes with a range of main verbs of different frequencies and probabilities, and has a potential for chunking and reduction of to (/t/-lenition and vowel reduction).
We may expect that phonetic reduction of the target word generally impedes its recognition. The crucial question is how frequency information (string frequency and conditional probability) and reduction ([tʊ] > [ɾə]) interact. String frequency could either aid or hinder the detection of reduced items. On the one hand, given that high frequency strengthens the syntagmatic associations within the sequence, listeners may have an active knowledge of the high probability of to based on frequency. The item, and perhaps also its appearance as a reduced form, may then be more expected and reduction more easily compensated (cf. Jurafsky et al. 2001; Arnon and Cohen Priva 2013; Van de Ven and Ernestus 2018) ; in this case reduction would affect recognition times less as frequency increases. On the other hand, listeners may have a chunked variant available for highly frequent bigrams; in that case a reduced form would lead them to access this holistic representation and considerably delay the recognition of to. These two scenarios need not be mutually exclusive, if chunking only sets in at very high frequencies.
Conditional probability, i.e., the likelihood of a word given its context (e.g., the previous word), is a frequency-based cue which has not received as much attention as surface frequency, especially with respect to chunking. In speech production, conditional probability has been claimed to affect phonetic realization: it has an effect on both the duration and vowel quality (full vs. reduced) of function words such as the, of, or to (Jurafsky et al. 2001; Bell et al. 2003 : 1018 , Bell et al. 2009 . However, these findings imply no claim that conditional probability might lead to chunking. In this sense, the role of conditional probability in fusing the bigram into a single unit remains an open question, especially vis-à-vis the oft-reported chunking effect of string frequency.
On the perception side, high conditional probability facilitates word recognition. This has been shown in reading experiments (McDonald and Shillcock 2003; Tremblay and Tucker 2011) , as well as for auditory speech perception (e.g., Simpson et al. 1989; Frank and Willems 2017) . In these accounts, conditional probability serves as a contextual cue to predicting upcoming words. 1 Listeners 1 While the present study considers word-based transitional probabilities, other contextual cues come from lexical-semantic prediction of candidate words (e.g., Altmann and Kamide 1999; Van Berkum et al. 2005; see Simpson et al. 1989; Frank and Willems 2017 for differentiation of semantic and sequential predictions), and from transitional probabilities of syllables for identifying word boundaries (Fernandes et al. 2007; Astheimer and Sanders 2011; Franco and Destrebecqz 2012). appear to maintain such contextual information by default (Bushong and Jaeger 2017) , but its tangible effect on word recognition may be limited. Mattys et al. (2012) suggest that listeners especially rely on contextual cues when the input signal is less clear, such as with noise or phonetic reduction in casual speech. Invoking cues and prediction assumes that listeners apply probabilities rather directly, which clearly corresponds to the cognitive mechanisms of syntagmatic associations and procedure strengthening.
The facilitating effect of conditional probability could interact with reduction in two possible ways. On the one hand, listeners may generally draw on the information provided by conditional probability in order to identify to, regardless of form (full or reduced); in this case, recognition would be equally affected by probability for each variant. On the other hand, the information from conditional probability may become more relevant when the input signal is less informative (in this case, phonetically reduced). Thus, a high conditional probability would particularly facilitate recognition of a reduced item, but not affect full forms as much.
The word recognition experiment reported here examines the effect of frequency-based cues in the processing of multi-word sequences in speech. This is measured by recognition accuracy and response times to the element to in V-to-V inf constructions, when the element is either fully articulated or phonetically reduced. The analysis considers frequency information in terms of surface frequency and transitional probability. Several control variables are included which show that recognition is also affected by phonological properties of the items.
Experiment design 2.1 Participants and stimuli
The data come from 38 native speakers of American English (20 female), who were offered a compensation for their participation. The stimuli consist of 126 recorded sentences in American English, all produced by the same speaker. These comprise 42 target items containing a V-to-V inf construction, each with a different verb before to (1); 42 control items containing to in a different construction (2); and 42 distractors which do not contain to at all (3). The target items were designed to ensure that the subject was always a pronoun and the target word to occurred in the middle of the sentence. Control items contained the same verbs as the target items, but not in a V-to-V inf sequence, so that participants could not simply assume that a verb would be followed by to whenever plausible.
(1) When the penguins are around, we pretend to like the way they dress.
(2) When the monkeys come over to dance, I pretend I'm asleep.
(3) I can't believe the crocodiles are selling leather handbags.
Each target item was recorded in two conditions: "full" and "reduced", referring to the pronunciation of to. Full pronunciations consisted of a full [t] and a short [ʊ]; reduced forms had a flap [ɾ] and a schwa [ə] (e.g., pretend to as "pretenda"). The recordings were checked to make sure that to could be distinguished as full or lenited on the basis of both auditory impression and acoustic analysis (waveform). 2 Speaking rate in the test sentences was held constant at around 5 syllables per second. 3 Each participant responded to 126 items in total, 42 each of target, control and distractor items. The target items all contained different instances of V-to-V inf , 21 of which were presented in the "reduced" condition and 21 as full forms. Participants were assigned to one of two groups, so that group A would hear full forms of those items that were reduced for group B, and vice versa (see Appendix for a list of the items). The control items were the same for each group and all presented with a full to.
Design and procedure
Participants were asked to respond to the presence or absence of to as accurately and quickly as possible by pressing a key on the keyboard. They were told that "to is a very common and versatile word in English. It can serve many functions, and it is not always pronounced the same way". The experiment was preceded by a brief practice phase. Participants answered a simple comprehension question on 10 of the control items during the experiment to confirm their continuing attention to the stimuli. The order of the stimuli was randomized.
The software OpenSesame (version 3.0.7 for Mac, Mathôt et al. 2012 ) was used to carry out the experiment and record response times. By using the "xpyriment" backend, the experiment runs on the Python library Expyriment (Krause and Lindemann 2014) , which is recommended due to its timing precision. The "prepare-run strategy" implemented in OpenSesame (i.e., preparing a stimulus before running it) further prevents timing errors due to other hardware operations. Since the experiment was run on different computers in different locations, the temporal jitter was tested on each machine by 30 random trials; the deviations did not exceed +/-10 milliseconds.
Variables and analysis 2.3.1 Dependent variables: response time and accuracy
Response times were measured from the onset of to. The reference point for the onset of to is the release burst of the plosive, since this point can be more reliably established than the preceding closure: independent measurements by the two authors only differed by 1-5 milliseconds.
After removing distractor items, we had 3,192 data points for control and target items. Data points with wrong responses (i.e., where to was not identified) or implausible response times were considered inaccurate. We initially left a window of 100 -3,000 ms for this first a priori data selection. Outlier values were then identified through a mild by-subject screening of the data (Baayen and Milin 2010: 16) , so that values with a by-subject z-score of >2.5 standard deviations were also labeled inaccurate. After this procedure, the data comprise 1,367 correct responses on target items (1,596 total; accuracy 86%). The accuracy rate for reduced stimuli (79%; 630/798) is lower than for the full items (92%; 737/798).
Our main analysis concerns response times on correctly identified items, as these typically reflect processing difficulty (Section 3.2). However, given the difference in accuracy rates, we also consider accuracy as a dependent variable in a separate model (Section 3.1).
Independent variables
The independent variables we considered are the following 4 :
Condition
The experimental conditions are a full or reduced realization of to ([tʊ] vs. [ɾə]) in the V-to-V inf sequence in target items. We are interested in seeing how reduction influences the effects of other variables; therefore, condition is used as a moderator variable in the analysis.
Frequency
The V-to-V inf sequences in the target items are of varying frequencies, as derived from the surface frequencies per 1 million words in the spoken section of the Corpus of Contemporary American English (COCA, Davies 2008) . Surface frequencies are the frequency of the given verb form with a to-infinitive complement. For each verb, the inflected form with the highest surface frequency was chosen (for example, the progressive in trying to V inf , past tense in began to V inf ). These forms are most likely to show frequency effects without interference from more common forms of the same verb (e.g., the perception of try to being confounded by an expectation of trying to).
We must expect frequency to have a non-linear effect, and a different effect on full and reduced items. Previous studies have dealt with this issue by grouping frequencies into bins (Sosa and MacFarlane 2002; Kapatsinski and Radicke 2009) . In our analysis (Section 3), we maintain frequency as a continuous variable and use smooth terms that do not pre-suppose any particular shape of the data. Examples (4)-(7) illustrate the frequency range from very high (4) to very low (7). (4) If the camel is sick, we have to give him his medicine. (5) The way the penguins dress they seem to have a lot of money. (6) When the giraffe is here we intend to give him a room upstairs. (7) Surely, you would never deign to play chess with my camel.
Transitional probability of V > to Transitional probabilities for each V > to sequence were also established on the basis of the spoken section of COCA. Transitional probability (TP) measures the likelihood of to occurring after a particular verb; it is calculated by dividing the frequency of the bigram (V to) by the frequency of the first element (V).
By way of example, the sequence deign to has one of the highest transitional probabilities (despite its low frequency), while have to ranks low (despite its high frequency). As with surface frequency, the effect of transitional probability may be non-linear and interact with condition. It will therefore be analyzed with smooth terms in the same way as the frequencies.
(cf. Zuur et al. 2009: 66) ; variance inflation factors for the independent variables are all below 2 (checked using corvif(), Zuur et al. 2009: 255) .
Frequency of to-V inf and backward transitional probability Phonetic reduction can also be conditioned by the item's co-occurrence frequency with the following word (cf. Bell et al. 2009; Barth and Kapatsinski 2017; Gradoville 2017) . In perception, a word that often occurs after to might aid the hearer to more quickly realize that they just heard the element to. We check for this by considering both the surface frequencies of to-V inf sequences and the probability of to given the following word (backward transitional probability). These measures were established from the spoken section of COCA. Since the experimental items were designed to avoid surprises at the V inf position, the set of verbs following to is limited to inconspicuous ones such as play, build, or give.
Verb duration, syllable count and verb form
The duration of the verb preceding to was calculated by subtracting the timing for the onset of to from the timing for the onset of the verb. Verb durations range from 182 to 590 ms (mean = 350 ms). Since many verbs are monosyllabic, an additional factor considers whether the verb has one syllable or more.
The inflectional forms of the Vs in the target items were chosen by selecting for each verb the form with the highest surface frequency in the corpus. To control for the potential influence of inflection, the items were coded for present, past (-ed, chose, began) and progressive (-ing). Out of the 42 verbs, 26 were in the base form (present), 12 in past tense, and 4 in progressive.
Merged plosive cluster
Initial Vs might end in an alveolar stop (/d/ or /t/), e.g., in need to or forgot to (8)-(9). In such cases, this sound merges with the initial /t/-sound in to, regardless of its shape (full or reduced). The separation between the verb and to is less clear in these items. This plosive merger is present in 19 verbs in our set. (8) Careful now, we need to watch out for monkeys around here. (9) Yesterday I forgot to give the camels their food.
Preceding sound
In speech production, lenited /t/-sounds are typically disfavored after fricatives (cf. Lorenz and Tizón-Couto 2017) . Some of our experimental items include lenition in this context. The sound segment preceding /t/ (i.e., the last sound in the V) was coded for two levels: fricative (e.g., have to) or vowel/nasal (e.g., agree to, happen to). A fricative in this position is found in 10 of the verbs.
Gender and age
Participants were asked to provide their details as regards these two variables in one of the screens introducing the experiment. Age was taken up by year of birth and ranges from 1952 to 1997 (mean = 1985) ; it was centered and scaled by standard deviation for the analysis.
Control before target and item count
The control items contained the same verbs as the target items, but with a different complement (see example (2) above). Since the stimuli were presented in random order, this variable checks whether a participant heard the corresponding control item before the target item.
To control for learning or fatigue effects, the item count during the experiment was considered, both as a control variable and as a random effect varying for each participant.
Results
In order to assess how accuracy and response times are conditioned, we fitted a mixed-effects generalized additive model (GAM; cf. Wood 2006; Zuur et al. 2009: 35-70; Wright and London 2009: 112-137) for each. 5 "Accuracy" is a binary variable (correct vs incorrect response) and thus requires a binomial model (Section 3.1); response times have been logarithmically transformed and modeled as a continuous variable (Section 3.2). Both models include smooth terms (cubic regression splines) for the test variables "frequency" (log-transformed) and "transitional probability" (TP). The control variables listed above are included as parametric factors. "Condition" (full vs reduced) serves as a moderator variable, that is, the interaction of "condition" with every other independent variable is considered. Since the effects of "frequency" and "transitional probability" may be non-linear, the smooth terms ensure that these can be modeled without prior assumptions of their shape. Due to the interaction with "condition", the model fits a separate curve for each condition. Thus, it shows how the effects of frequency and transitional probability differ between full and reduced input items.
When modeling mixed effects, smooth terms, interactions and control variables, the question of variable selection is a complex one for which no fool-proof standard procedure exists (see Barr et al. 2013; Bates et al. 2015; Baayen et al. 2017 for discussion on random effects and parsimony). The modeling procedure applied here is based on backward stepwise variable selection for both random and fixed effects. We proceeded as follows.
First, the random effects structure was determined by creating a model with only the test variables ("frequency" and "TP", each interacting with "condition") and a maximal random effects structure. This structure controls for individual differences between participants by random intercepts for "subject" and by-subject random slopes on "item count", "condition", "frequency" and "TP"; and for idiosyncrasies of particular test items with random intercepts for "verb" and by-verb random slopes on "condition". We successively eliminated those random factors that do not make a significant contribution to the model based on AIC and ANOVA comparison.
In the next step, we used the resulting random effects structure in a model that includes the test variables and all control variables. Random effects address the "human factor" and experimental noise in the data. By setting up the random effects structure first, the other variables will only show the effect they have beyond the variance that is controlled for by the random effects, that is, we reduce the danger of measuring noise as a fixed effect. Control variables (including interactions with "condition") were successively eliminated until the exclusion of any further term significantly weakened the model (based again on AIC and ANOVA comparison).
The resulting models for accuracy and response times thus comprise different variables, but are comparable in their interpretation. We first present the results on accuracy (Section 3.1) and then focus on response times (3.2).
Accuracy
The overall accuracy rate on the 1,596 target items is 85.7%. Full renderings of V-to-V inf were recognized more consistently (accuracy 92.4%) than the reduced variants (78.9%). On control items, the accuracy rate is 88.6%. Thus, as expected, full target items do not differ significantly from control items, while reduced forms produce more errors.
To see whether this difference is influenced by frequency, conditional probability or other variables, a binomial generalized additive model (GAM) was fitted following the procedure set out above. The resulting model includes smooth terms for the test variables frequency ("logfreq") and transitional probability ("TP"); for "TP", the interaction with "condition" turned out to be irrelevant and is excluded from the model. Fixed effects are included for three control variables: "plosive cluster", i.e., a final /t/ or /d/ in the verb preceding to; "control before target", i.e., whether the verb had already been heard in a control item; and the item count during the experiment (included as a linear effect because a smooth term provided no clear advantage to the model). Random effects are present as intercept adjustments for "subject" and "verb" (the test item). The model is specified as correct~s(logfreq, bs = "cr", by = condition) + s(TP, bs = "cr") + condition * plosive_cluster + condition * control_before_target + condition * item_count + s(subject.fac, bs = "re") + s(verb, bs = "re")
The model provides a good fit to the data (C = 0.836, UBRE = -0.301) 6 ; it is presented in Table 1 and visualized in Figure 1 . 7 It should be noted that since As with logistic regression models, C is a concordance index, where C ≥ 0.8 indicates a good fit. UBRE is the "unbiased risk estimator" that is minimized in the smooth term estimation (Wood 2006: 175-179) ; similar to AIC, it is only meaningful in model comparison.
7 The upper row of Figure 1 presents the visual gam() output; the lower panels were created with ggplot2 (Wickham 2016) and functions from Rmisc (Hope 2013).
accuracy is fairly high overall, the results it provides are rather coarsegrained. According to the model, frequency and transitional probability have little impact on the occurrence of errors. There are slightly fewer recognition errors with high TP, but this trend is not significant (p = 0.117). Frequency is marginally significant only on reduced items (p = 0.057). While it should be viewed with caution, the smooth curve (Figure 1, top middle) suggests that items of midhigh frequency are recognized with the fewest errors. Moreover, the presence of a plosive merger increases the error rate on reduced items (Figure 1, bottom left) .
These first results already hint at a possible facilitating role of probability; the difficulty of recognizing reduced forms is aggravated when reduction affects a morpheme boundary (as with plosive clusters), and may be mitigated at midhigh levels of frequency and high TP. Measuring accuracy can only provide a rough measure of these effects, and the smooth terms only yield statistical trends. It will be seen that similar effects hold more clearly with the response times on correctly recognized items. In addition, participants made fewer errors when they had heard the same verb in a different construction (i.e., a control item) before the V-to-V inf item; error rates on reduced forms in particular decrease in the course of the experiment ("item count"). This suggests that there are learning effects as participants get attuned to the voice and content of the stimuli. While the learning effect applies to accuracy, we will see that it does not translate into response times.
Response times
The overall mean response time was 675 ms (median: 580 ms). As the bean plots in Figure 2 show, responses to full renderings of V-to-V inf are just slightly faster than to control items (t = -1.997, p = 0.046), whereas a reduced to elicits considerably longer response times (t = 8.924 p < 0.001). 8 Thus, as expected, reduction of the target word generally delays its recognition. The crucial question is to what extent this delay may be mitigated by frequency, conditional probability or other, phonological cues.
We fitted the log-transformed response times of target items (n = 1,367) to a mixedeffects generalized additive model following the procedure set out above. With "condition" (full vs reduced) as a moderator variable, the model tests how the effect of reduction is affected by the other variables. The model includes smooth terms for the test variables "frequency" (log-transformed) and "transitional probability", 9 Figure 2 : Response times to control, full and reduced items.
8 We used the R package beanplot (Kampstra 2008) to create the graph; the shape of the beans represents the data distribution, horizontal lines refer to group means. The t-and p-values reported are from a simple linear model of log response times by condition, with "control" as reference level. A likely explanation for the slower responses to control items (compared to full target items) is that the particle to is not consistent in function and position in control sentences. 9 The default basis dimension of k = 10 was used for the smooth terms, so that the model finds the best-fitting smooth with maximally 10 knots and maximally 9 edf. As the resulting smooths have edf far below this maximum, and lowering k to enforce (near-)linear effects leads to less accurate models (by GCV comparison), there is no indication that the k settings need to be adjusted (see Wood 2006: 159) . and parametric terms for the control variables "verb duration", "plosive cluster", "age" and "gender". Random intercepts are included for "subject" and "verb" as well as random smooths for item count (by subject) and condition (by verb). The final model is thus defined as:
logrt~s(logfreq, bs = "cr", by = condition) + s(TP, bs = "cr", by = condition) + condition + log(verb_duration) + condition * plosive_cluster + condition * gender_response + condition * age.scaled + s(subject.fac, bs = "re") + s(verb, bs = "re") + s(item_count, subject.fac,bs = "re") + s(condition, verb, bs = "re")
Overly influential outliers were eliminated post-hoc through the model residuals, removing data points with a residual value beyond 2.5 standard deviations (33 items; cf. Baayen and Milin 2010: 17-18) . After this trimming, the final model stands up to scrutiny (near-normal distribution and constant variance of residuals, no extreme outliers) and reaches R 2 = 0.612. 10 It is presented in Table 2 . 10 Adjusted R 2 = 0.575; GCV = 0.096. The GCV (generalized cross-validation score) is minimized in the smooth term estimation (Wood 2006: 175-179) ; similar to AIC, it is only meaningful in model comparison.
Chunking or predicting
Test variables
In the model in Table 2 , "condition" shows the expected effect of reduced forms leading to longer response times. The smooths in Figure 3 show how the effects of frequency ("logfreq") and "TP" also vary between conditions. For frequency, the smooth terms in the model show that there is a strong (and linear) effect on the full forms, while the effect on reduced forms barely reaches significance. As the curves in Figure 3 (upper panels) show, lowfrequency items produce longer response latencies in both conditions; recognition of full forms continuously profits from higher frequency, producing a linear effect (edf = 1, p < 0.001). Response times to reduced forms rather follow a shallow U-shaped curve, which verges on statistical significance (edf = 3.82, p = 0.055). Higher frequencies lead to faster responses up to a point at around logfreq = 3, but this trend does not continue at very high frequencies. For transitional probability, there is a very clear interaction with "condition" (Table 2 ). An increase in TP does not make a significant difference to recognition of to in its full form, but it has a clear impact on the reduced items (p < 0.001). The effect is linear (edf = 1), such that recognition of reduced forms is continuously faster with increasing TP. The differences in recognition latencies between full and reduced forms at different frequencies and TPs are shown in Figure 4 . Here, the response times are plotted as estimated by the model for the interactions of "condition" with "frequency" (left) and "TP" (right), with all other effects (of control and random variables) held at their mean. 11 Confidence bands refer to 1.96 standard errors of the effect of "frequency" or "TP", respectively. 11 We used the R packages ggplot2 (Wickham 2016) and schoenberg (Simpson 2018) for these plots. By holding other effects at their mean, this visualization does not commit to any level for
Chunking or predicting
The left panel shows that, expectedly, reduced forms produce slower responses across the board. The curves for the two conditions follow parallel developments up to a point, showing a facilitating effect of frequency. At higher frequencies, this trend continues with full forms while responses to reduced forms are somewhat delayed. A "chunking effect" of high frequency is thus observed for reduced forms only, although this effect is not very clear (with p = 0.055 for the smooth term, see Table 2 ). What is clear, however, is that the gap between the full and reduced variants widens at high frequencies.
The right panel shows again that recognition of reduced forms profits from higher TP, while full forms are not affected. The two linear curves overlap at high TPs, where the difference is almost levelled; it seems that reduction does not, or scarcely, delay recognition when the item is highly predictable from the immediate context. the categorical control variables. Rather, the mean of the coefficients of the levels was used for each variable, as a way of factoring out the variable's effect. This approach differs from available plotting functions in R packages such as visreg (Breheny and Burchett 2017) and itsadug (Van Rij et al. 2017) , which set control variables to the reference level or the most frequent level. Setting a level affects the estimates and the size of the difference between the conditions, particularly where interactions pertain (such as plosive_cluster * condition in the present case). Therefore, the mean effects are the most neutral representation possible.
Effect of control variables
Since our original hypothesis concerned frequency and conditional probability, other properties of the input items are considered control variables. Yet, these control variables turn out to play an important role. Controlling for age reveals that older participants show somewhat slower responses, mainly on the full forms (upper left panel in Figure 5 ). It looks as though they did the task a little more cautiously rather than reacting quickly (they also responded slower to control items); note though, that the "older" end of the scale is represented only by few participants. Regarding gender, male participants show a greater delay with reduced forms (upper right panel). This effect is weak in the model (t = 1.89, p = 0.06), and while it has to be acknowledged, any far-reaching interpretation would seem out of place. In sum, there is a tendency for younger and male participants, respectively, to show a greater difference in their responses to full and reduced. 
Chunking or predicting
The other control factors that remain in the model (making a significant contribution to explaining the results) are those that measure properties of the verb preceding to, i.e., its duration and the phonological segments at its boundary. Responses to to are faster when the preceding verb has a longer duration, regardless of condition (lower left panel in Figure 5 ). A longer verb provides a longer span for its processing; this prompts a faster recognition of the upcoming item. Finally, when the final segment of the verb preceding to is an alveolar plosive (e.g., need to, hate to), the cluster ([dt] or [tt]) gets merged into a single segmentthis case inhibits recognition of a reduced to but has no effect on full forms (lower right panel). The merger produces an effect of coalescence as it obscures a word boundary. This effect is discussed further in Section 4.3.
Discussion
There is a common (and common-sense) assumption that speakers aim for economy of effort and ease of articulation, leading to phonetic reduction, whereas listeners require explicitness and clarity, hence favoring full forms and clearly marked boundaries (cf. Lindblom 1990; Beckner et al. 2009: 16) . This observation is confirmed by the finding that recognition of reduced forms of to generally takes longer than for full forms. However, reduction need not always cause problems for the listener. In the following, we summarize the results with regard to frequency information (surface frequency and transitional probability, Section 4.1) and the role of phonological context (4.2); Section 4.3 discusses the ramifications of our findings for the notions of speech perception and mental representation in cognitive linguistics.
Frequency information
The main question we asked was how frequency information interacts with reduction in speech perceptiondo listeners access and use this information in coping with reduced input?
For the surface frequency of the sequence (V + to), we hypothesized that high frequencies would help the recognition of reduced forms, since frequent sequences form an entrenched routine, and reduction is associated with frequency in speech production; we further expected to see a chunking effect delaying recognition of both full and reduced forms at very high frequencies (cf. Sosa and MacFarlane 2002; Kapatsinski and Radicke 2009 ).
The results we obtain for string frequency only partially match these expectations (see Figure 4 , left panel). The linear effect of frequency on full forms (faster responses to items of higher frequency) suggests that there is a general facilitative role of string frequency in word recognition. This would imply that frequency simply serves as a base probability (cf. Hall et al. 2018 : 2)less frequent items are less expected, more frequent items are more expectedirrespective of the items' compositionality and their potential chunking. What frequency facilitates, then, is the processing of separate items in a sequence. Recognition of reduced forms, however, is aided by frequency only up to a point (around log frequency = 3). If there is a frequency range in which listeners may expect reduction and therefore identify a reduced item more easily, this would be at these mid-high frequencies.
Higher frequencies facilitate recognition only of the full forms but provide no further advantage with reduced forms. This suggests that if chunking interferes with accessing the element to (and offsets the facilitating frequency effect), it does so only when to is reduced. In other words, the activation of a holistic representation is based not only on frequency, but also on the phonetic form of the input.
For conditional probability, we expected that when to is highly probable (given the previous word), it will be recognized faster in general and perhaps especially aid recognition of reduced items. However, the results (Figure 4, right  panel) show that recognition of full forms is insensitive to TP, suggesting that a higher probability has no general facilitating effect. Reduced forms, in contrast, show a strong linear effect, with higher TP continuously facilitating recognition. As transitional probability refers to predictability from context, it seems that listeners benefit from this information when it is most useful, in this case to recover a reduced form. At low TPs, to is least predictable from context, and it is here that reduction causes the greatest difficulty. At high TPs, to is more easily recognized in spite of reduction. If listeners draw on probability to derive a strong expectation of an upcoming to, they need less information from the input to identify it. On the other hand, when the full phonetic cue is available (i.e., full forms), it seems that listeners do not need to resort to the information from transitional probability as a further support in recognizing the item. One might suspect that the lack of an effect of TP with full forms is due to a floor effect on response times: when the signal is very clear (i.e., full forms), there is simply less room for listener expectations to improve recognition. However, responses to full forms are not consistently "fast", as can be seen from the strong effect of frequency on full forms (where response times to low frequency items are at ca. 600-750 ms, high frequency at 400-500 ms). This variance would, in principle, allow for an effect of TP as well, but this is not found.
It is noteworthy that we find strong effects of forward transitional probability (the probability of to given the preceding word), but not of backward transitional probability (the probability of to given the following word) or the surface frequency of the to-V inf sequence. This may be due to the restricted set of fairly common verbs following to in our stimuli, which were designed to focus on the preceding rather than the following verb. In speech production, several corpus studies find measures involving the following word to have an impact, e.g., on duration and vowel reduction in function words such as to (Jurafsky et al. 2001; Bell et al. 2003) . However, Bell et al. (2009) report this effect to hold only in midand low-frequency function words, whereas high-frequency items (such as to) are conditioned only by forward probability. They propose that high-frequency function words "often include alternate forms lacking onsets for the words with obstruent onsets (the, that, to). This makes them vulnerable to reduction when closely associated with previous words" (Bell et al. 2009: 108) . Since our design included lenition of the /t/ onset of to, it appears that this association with previous words in production translates to higher expectations of reduction in perception. We cannot make a conclusive statement about any similar association with the following word.
Effect of phonological context
In addition to the effects of frequency and transitional probability, we observe a strong influence of phonological properties of the verb preceding to.
A longer duration of the verb accelerates recognition of a following to (see Figure 5 , lower left panel). It seems that this is merely a side-effect, as longer words (e.g., remember) can be recognized before they are completed and thus allow listeners to more quickly predict and process the next item.
The inhibitory effect of reduction is much greater when /t/ merges with a preceding alveolar plosive (e.g., in need to, pretend to; Figure 5 , lower right panel). Given that listeners are sensitive to fine-grained phonetic cues to identify word boundaries (cf. Fernandes et al. 2007) , we can interpret this as an effect of on-line phonetic coalescence: when such a merged plosive is lenited, it marks a reduction not only at the onset of to but also at the offset of the preceding verb and thus blurs the word boundary. This creates a stronger connection (coalescence) between the verb and to, and may lead listeners to a non-compositional access path. The delay in recognition is then caused by the need to decompose the unit (V + to) in order to identify the element to. It would seem that this coalescence in phonetic realization has a similar effect to frequency-based chunking in fusing two elements together. Indeed, in natural speech production, phonetic coalescence and frequency-based chunking are probably interconnected in the production-perception loop: a coalesced realization (e.g., "needa") will reinforce a non-compositional mental representation, which will in turn increase the frequency of reduced realizations. Thus, a reduced merger of alveolar plosives seems favorable to the propagation of a single-unit representation of a high frequency sequence (need to). 12 However, frequency-based chunking is seen as holistic storage in memory, so that the "chunk" can be accessed as an item, whereas on-line phonetic coalescence is a matter of articulation in speech production and needs to be decoded on the spot. The delayed responses to strongly coalesced realizations (reduction in the merged plosive, e.g., "needa", "pretenda") thus point to the gradient nature of chunking (cf. Ellis 2002) . The fusion of two elements is represented in memory to varying degrees, and its activation depends on the form of the input. When the word onset is not clearly identifiable, listeners have greater difficulties in singling out the word to as separate from the previous word. This finding lines up with accounts that word-initial material has special importance in word recognition (Marslen-Wilson and Tyler 1980; McQueen et al. 2003; Astheimer and Sanders 2011; but see Connine et al. 1993 ).
Prediction, entrenchment, chunking
Our broad finding has been that reduction delays the recognition of an item, that frequency information can aid recognition, and that forward transitional probability is most clearly instrumental in recovering reduced forms. We also find a modest "chunking effect" of high frequency, albeit only on reduced forms. Thus, the activation of a chunkwhich might interfere with listeners' recognition of an individual elementdepends not only on frequency but also on the phonetic form of the input (i.e., reduced). Moreover, reduction that obscures the word boundary ("plosive cluster" in our results) inhibits recognition, suggesting a connection between chunking and on-line phonetic coalescence. We now turn to a discussion of these results in light of relevant concepts of cognitive linguistics, in particular prediction, entrenchment and chunking.
Frequencies of multi-word sequences are known to affect speech production (Arnon and Cohen Priva 2013; Gradoville 2017 )our results confirm that frequency also plays a role in speech perception (see also Van de Ven and Ernestus 2018) , mainly in that low bigram frequency causes greater difficulty for word recognition. However, speech perception may also rely on predictability and probabilistic cues. Listeners may intuitively employ probabilistic measures related to the previous input in order to form expectations and anticipate the next word. Moreover, they draw on this information especially when the present input is difficult to recognize by itself (Ernestus et al. 2002; Mattys et al. 2012) , so that prediction could be seen as a compensation strategy (cf. Pickering and Garrod 2007) .
The present results suggest that frequency-based probabilities (derived from surface frequency and transitional probability) are available to listeners as an aid for anticipating upcoming words. This requires, minimally, a tacit knowledge of such probabilities. 13 While surface frequency shows an effect with both full and reduced inputs, transitional probability is relied on more in the case of reduction, i.e., when phonetic cues are weaker. This is in line with other accounts of probabilistic prediction. Firstly, there is evidence in speech processing that conditional probabilities are less important than other, more direct cues (lexical information, phonological matching; Mattys et al. 2005; Franco and Destrebecqz 2012) . Huettig and Mani (2016: 19) argue that probabilistic prediction "provides a 'helping hand' but is not necessary for language processing". Secondly, the degree to which listeners reach for this "helping hand" is dependent on its utility given the task and goals at hand (Kuperberg and Jaeger 2016: 44-45) . In a word monitoring task, this utility is presumably very high at any point. The results of the present experiment suggest that the utility of (probabilistic) frequency information is especially relevant when the acoustic information is less complete (as in reduction).
Another current issue in cognitive linguistics concerns the mental representation of multi-word sequences, namely the tension between holistic storage (chunking) and procedure strengthening as two different possible interpretations of the notion of entrenchment: are highly frequent phrases stored as single units (Bybee 2006; Diessel 2007; Ellis et al. 2009 ), or are their pieces more rapidly assembled due to continual usage (Divjak and Caldwell-Harris 2015: 66-67) ? Speech-monitoring studies have provided partial evidence for faster retrieval of elements from more frequent bigrams, which is offset by a chunking effect at (very) high bigram frequency (Kapatsinski and Radicke 2009) . The present study contributes to this research by putting reduction into the picture, which differentiates these effects. On the one hand, procedure strengthening is seen in the continuous facilitating effect of frequency on full forms and the capacity of transitional probability to balance out the adverse effect of reduction. On the other hand, a modest chunking effect of frequency is found for reduced items, in the delayed response times at high frequencies.
Procedure strengthening and chunking may be conceived of as stages of a continuous process (cf. Langacker 1987: 59-60; Blumenthal-Dramé 2012: 68-69, 104) . With increasing frequency, a sequence is increasingly entrenched as a procedure, and with increasing entrenchment, boundaries between the individual components become less important. The end result is a chunk, a mental representation as a single unit. However, the present results suggest that even with very high frequency, chunking is not inevitable. Listeners may perceive a bigram as either a chunked item or a compositional sequence, i.e., they have two access paths available, that of a memorized chunk and that of a compositional sequence. The activation of one or the other access path is affected not just by frequency but by the properties of the input signal. When reduced forms occur in a high-frequency bigram (e.g., "needa" need to, "havda" have to), they lead the listener into perceiving a chunked item. Full forms on the other hand encourage a compositional access. In short, for high-frequency bigrams, the presence or absence of reduction determines whether listeners perceive a chunked item or a compositional sequence.
This conclusion is not compatible with a one-dimensional concept of entrenchment, where at some point of frequency a sequence becomes reanalyzed as a chunk. Rather, we need a "continuous" approach in which "the difference between more and less frequent is […] one of degree, rather than specifying whether the sequence is stored vs. computed" (Caldwell-Harris et al. 2012: 3-4) , and, crucially, a concept of chunking as "global precedence": "a configuration of elements qualifies as a cognitive chunk, if the configuration as a whole is cognitively more prominent than its individual component parts" (Blumenthal-Dramé 2018: 138) . In this view, there is a mental representation of the "whole", i.e., a stored chunk, but what is activated in perceptionwhole or partsis a matter of prominence. "Cognitive prominence" may be seen as a kind of base activation of the holistic representation; but to explain the discrepancy in the frequency effects on full and reduced forms, we must add a perceptual prominence. With reduction, the individual parts are made less prominent, so a perception of the "whole"if accessible as a mental representationtakes over. With full forms, the individual items are clearly distinguishable and can therefore be accessed without interference from the holistic representation.
The finding that the chunking effect is limited to reduced forms, may also be interpreted in terms of stored pronunciation variants. For single words, listeners are responsive to pronunciation variants, and even to the correlation between word frequency and phonetic reduction (Ranbom and Connine 2007; Bürki et al. 2011; Mitterer and Russell 2013; Brand and Ernestus 2018) . If highfrequency sequences (e.g., need to) are liable to phonetic reduction (e.g., "needa"), these reduced forms may also be stored as variants. In the experiment, it is possible that reduction of to in very high frequency "V-to" sequences activates these variant representations. These would be variants of a single unit in which the original elements are less prominent. The mental representation of a chunked item will then delay the recognition of a reduced element (in this case to) because it also includes reduced variant forms (e.g., needa).
Finally, there is the special case where reduction occurs at a merged word boundary (e.g., "needa" need to, but also "hayda" hate to). The observed recognition delay suggests that listeners have to deal with an additional limitation that is somehow related to chunking, but probably not equivalent: in frequency-based chunking the processing difficulty is caused by the interference of an item stored in memory; however, a reduced word boundary can be a matter of on-line phonetic coalescence in speech production and simply needs to be decoded by the listener on the spot. Further research could elucidate the exact relation between on-line phonetic coalescence and memorized chunks.
Conclusion
The study addresses the question of how frequency information affects the recovery of reduced forms in speech perception. We have reported a wordmonitoring experiment with full and reduced variants of the target item to in V-to-V inf sequences in English. The results shed light on how listeners draw on probabilistic cues and access mental representations of linguistic structures.
The results confirm that language users have rich stochastic information available, and they relate it to the input they receive in speech perception.
However, this information is not applied in a broad across-the-board fashion. Rather, its effect depends in part on the strength of the other cues provided by the signal. The findings concur with a notion of word recognition as a process where contextual information is permanently available to listeners, but primacy is given to information in the signal at the target itself. Thus, what listeners hear (information from the signal) can easily override what they expect (contextual information) but not as easily vice versa: uncertainty in expectation (low predictability) should be less problematic to recognition than uncertainty in the signal; however, when listeners cannot be sure of what they are hearing (e.g., due to reduction), then the effect of contextual information remains high during recognition.
In terms of mental representations, the results support the notion that frequent collocations are stored in the mind as a single chunk, but this singleunit representation does not override access to the component parts of the sequence. We have argued that a holistic and a compositional representation are both available. Activation of the chunk rather than the compositional sequence is determined not only by entrenchment through frequency, but by articulatory cues from the input (reduction, and perhaps blurred word boundaries). The concept of a "chunk" that fits best with this finding is a perceptual one, where a holistic perception of a structure takes precedence over a compositional one. In this view, chunking is a matter of degree, but does imply the presence and entrenchment of a chunk as a single unit. Possibly, these chunks include a representation of reduced pronunciation variants that would in turn be activated in recognition.
Appendix A. List of experimental items
List of experimental items by surface frequency and transitional probability in the spoken section of COCA (Davies 2008 
