An orthogonal dynamic programming (ODP) based particle image velocimetry (PIV) technique is developed to measure the time resolved flow field of the fluctuating structures at the plasma edge and scrape off layer (SOL) of tokamaks. This non-intrusive technique can provide two dimensional velocity fields at high spatial and temporal resolution from a fast framing image sequence and hence can provide better insights into plasma flow as compared to conventional probe measurements.
I. INTRODUCTION
Plasma edge turbulence continued to instigate active research ever since the conception of plasma confinement devices. It plays decisive role in the performance of the plasma core and also cross-field transport of heat and particle fluxes towards the material wall of the plasma confinement chamber. Increasingly, plasma flows at the edge of magnetized plasma deemed imperative in edge turbulence dynamics. Plasma flow in the scrape off layer (SOL) plays a vital role in particle control in magnetic fusion devices like ITER 1 and beyond. With the advent of density fluctuation diagnostics with high spatial and temporal resolutions, quantitative analysis of such velocities and derived quantities like Reynolds stress and zonal flows becomes feasible. Turbulence imaging diagnostics have been realized in several forms like the beam emission spectroscopy (BES), 2 fast visible imaging, [3] [4] [5] [6] and microwave reflectometer imaging array. 7, 8 Particle Image Velocimetry (PIV) has proven to be an important tool for quantitative estimation of two-dimensional flow structures in experimental fluid mechanics. Application of such a technique to plasma fluctuation images may unveil enormous information of plasma turbulence and flow dynamics. Here, we intend to apply the velocimetry technique through orthogonal dynamic programming (ODP) 9, 10 on the tangential fast visible images acquired on the spherical tokamak QUEST. This enables us to evaluate turbulent velocities of the flowing coherent structures at high spatial and temporal resolutions. The advantage of PIV over the traditional 2D time delay cross-correlation analysis is that a) Author to whom correspondence should be addressed. Electronic mail:
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this technique for determining flow dynamics does not require bigger spatial span in images, which is not feasible often in case of tokamak plasma imaging, especially for the gas puff imaging (GPI) technique. Further, this algorithm works on two consecutive images at a time, hence, does not require long data sequences (i.e., the number of data points to ensure better ensemble statistics). In fact, image acquisition for longer duration is a stringent task to accomplish in high speed plasma imaging where wider spatial span is targeted 5 (e.g., imaging of the entire poloidal cross-section), unlike GPI, owing to the available photon flux and voluminous data.
ODP is a robust technique for searching optical alignments of patterns through the simple realization of cross correlation. So far, the dynamical programming technique has been adapted for BES data. 2, 11 Since the tangential fast images have excellent spatial resolution on the tangency plane, this technique will enable us to track the most intricate features of the flowing coherent structures in the SOL. Further, this will provide a significant improvement over the one dimensional velocity estimates from the probes using wavelet and other time-delay estimation methods. However, it can be noted that ODP relies on optical alignments of various types of patterns as a global transformation between consecutive image strips 9 and thereby it is most likely to track the propagation of the plasma eddies or coherent structures. This paper deals in the development of the velocimetry technique optimized for handling fast visible images. As a test case, the velocimetry code is applied on tangential fast images acquired in two different experimental scenarios in the spherical tokamak QUEST. This demonstrates the capabilities of the technique and also helps in optimizing its potential.
Outline of the paper is as follows: the ODP technique is discussed next. Two-dimensional turbulent velocity field estimation at actual experimental scenarios is demonstrated with ODP in Sec. III. Salient features of the code development procedure and avenues for improvement are discussed in Sec. IV. Finally, some conclusions are drawn in Sec. V.
II. ORTHOGONAL DYNAMIC PROGRAMMING

A. Orthogonal iterations
The procedure is essentially the search of a transformation that relates the consecutive image with the previous image in a time series and minimizes the Minkowski distance
This matching is global in nature and does not require any significant preprocessing of the images like segmentation and feature extraction. The key feature of the algorithm is to reduce the problem of determining 2D displacements into a series of 1D displacements selected carefully to reduce the complexity of the task. Each image of the temporally separated pair is sliced into several parallel overlapping strips (here, along R direction) as shown in Figure 1 . Then, for every pair of corresponding strips, an optimal match is searched for with displacements allowed only in the slicing direction and identical for all the pixels in the same column in the orthogonal direction (here, along Z direction). With the help of dynamic programming, a dense field of displacement is computed for every pair of strips by minimizing the distance L 1 between them. The velocity is estimated from the distortion or transformation, in the slicing direction, necessary to minimize the calculated intensity difference. Technique of dynamic programming is detailed in Subsection II B. The spatial resolution on the tangency plane and the temporal resolution serve as factors to map this velocity from pixel co-ordinates to real units. Displacement field found in the first step is used to deform the second image relative to the first one. An image I and refine the (v R (i, j), v Z (i, j)) displacement field. The whole process is iterated several times to achieve higher spatial resolution similar to the actual pixel resolution of the image. The width of the strips and the corresponding overlaps are reduced by about
B. Dynamic programming
Details of the algorithm for dynamic programming are discussed in Ref. 9 and can be outlined here in the following steps:
(1) Pixel intensity vectors s 0 (i, p) and s 1 ( j, p) are selected such that they represent the corresponding strips of images I 0 and I 1 (two consecutive images), with 0 ≤ i ≤ I and 0 ≤ j ≤ I, I + 1 being the number of pixels of the image in the slicing direction. Pixel intensity values are the components of the vectors, indexed by p with −w/2 ≤ p ≤ w/2, w being the width of the strips and thereby the length of the vectors. (2) A local matching residue between two p-indexed column vectors (s 0 (i, p) and s 1 ( j, p)) is defined as
Here, we use n = 1. The factor α(p) is introduced to limit the window effect in the direction orthogonal to the slicing. It reduces the effects of the initial orthogonal shift. It also reduces the effective width of the strip. We use a Hanning window for α(p) as the smoothing function. Thus, d is the disparity matrix which preserves the matching condition between the corresponding strips. (3) A matching path between the two strips is searched within a neighbourhood of the i = j diagonal of d corresponding to a maximum absolute displacement m. Note that the matching path would actually be the i = j diagonal if there is absolutely no displacement between the image strips or if one image strip is compared with itself only. Outermost portions of the strips are allowed to float with respect to each other by choosing the starting point of the path at the i + j = m line and end at the i + j = 2I + m line. Also, it must satisfy the constraint of being a continuous and monotonic increasing function as shown in Figure 2 . (4) A global matching residue is then defined for each matching path as the sum of the local residua along it. An optimal matching path is defined as the one minimizing the global residue. An (i, j)-optimal path between the begin line and the (i, j) point is defined as a path minimizing the sum of the local residue given for all the paths between these extremities. (5) The sum over an (i, j)-optimal path of the local matching function d now defines an accumulated residua function D(i, j). Due to the discrete form and the increasing and continuous constraint of the searched optimal paths, any (i, j)-optimal path must be an extension of one of
Moreover, the function D follows a recursive equation, 
We chose a sum computed on the matching path, seen as a parametric curve, with a ds = dx + dy weight. This ensures that all paths have the same length. (6) Function D may then be computed by recursion within the search area according to the following initial conditions:
The minimum of D on the i + j = 2I + m line gives the end of the optimal path. (7) The optimal path is obtained by tracing back from this minimum along the minimal path with respect to the recursive equation. This path is extrapolated continuously outside of the begin and end lines. (8) The parameter m as well as the width of the strips and spacing is decreased in each subsequent R-Z iteration.
C. Test on simulated image pairs
In order to establish the validity of this analysis, this code is first tested with simulated pairs of images. These images contain some patterns which are different in intensities than the background. In the second image, the patterns are shifted with known number of pixels (analogous to velocity of the patterns) in both R and Z directions. Figure 3 shows example of such a pair of images and the estimated pixel shifts with the ODP algorithm. Satisfactory match between the simulated shifts and the calculated shifts is obtained.
III. TURBULENT VELOCITY FIELD ESTIMATION
This code is now applied on actual image sequences obtained from several experimental plasma scenarios in the QUEST device. QUEST is a medium sized spherical tokamak 12 with major and minor radii of 0.68 and 0.4 m, respectively. Diameters of the center stack and the outer wall are 0.2 and 1.4 m with flat divertor plates at b (±1 m) from the mid-plane.
A Photron Fastcam SA5 complementary metal oxide semiconductor (CMOS) camera with frame rate of 7000 frames/s at full resolution (1024 × 1024) is used for tangential imaging on the mid-plane of QUEST.
13 Figure 4 shows the top view of QUEST with the tangential field of view (FOV) of the camera and other diagnostics/sub-systems. The camera is operated from the tokamak control room via Gigabit Ethernet, and image acquisition is initiated by an external timing trigger synchronized with the tokamak operational sequence. Image is transferred away from the view port by a 4 m long fiber optic bundle (IG-154) manufactured by Schott. At the back end, the camera is connected with the fiber bundle through an image intensifier and a 1:1 relay lens. Each frame is of 12 bit resolution and made up of ∼230 × 230 pixels (vary slightly in different experiments). Framing rate is 20 kHz (30 kHz) and spatial resolution achieved on the tangency plane is 4.0 mm (5.2 mm) in case of inboard poloidal null (IPN) plasma (neutral gas injection on runaway dominated plasma) in both radial (R) and vertical (Z) directions.
Comparison with images using a H α filter indicates that the observed visible image is mainly due to the H α emission. In order to analyse temporal and spatial evolution of images, it is assumed that the neutrals n 0 penetrate appreciably towards the plasma edge, and images are due to the local evolution of plasma at the edge and wide SOL or propagating plasmoid whose electrons can excite the neutrals immediately.
14 The intensity I (λ ul ) of a spectral line of wavelength λ ul due to a transition from the upper level u to the lower level l is given (in photons m −2 s −1 sr −1 ) by
PEC e xct (n e ,T e ) n e n g dx.
Here, A ul is the spontaneous transition probability from the upper to lower level and n u is the population number density of the upper level u(=3) of the emitting ion. 15 In the collisional radiative approximation, ignoring recombination, the emissivity can be attributed to the excitation of ground state atoms (n g ) by electrons and the consequent photon emission. PEC exct is the "effective" photon emission coefficient for the excitation of ground state atoms by the electrons and is a function of n e and T e . The integration denotes the tangential line of sight (LOS) for each pixel that traverses through the plasma from x 1 to x 2 . DEGAS 2 simulations for determining the relationship of D α emission using gas puff to assumed variations in edge n e and T e of Alcator C-Mod 3 suggested that Rev. Sci. Instrum. 86, 033505 (2015) for 10 19 m −3 < n e < 10 20 m −3 and 10 eV < T e < 50 eV at the edge, the D α emissivity ε Dα ∝ n e γ T e δ , where 0.5 ≤ γ ≤ 0.8 and 0.3 ≤ δ ≤ 1.4 from the innermost to the outermost point of the gas puff cloud. However, it has been shown that, at similar n e and T e in TORPEX as compared to our experiment, the mean value of the light emission signal recorded with a tangential fast camera depends linearly on n e at varying neutral hydrogen density. 6, 16 Hence, in our case too, it is reasonable to interpret that the intensity fluctuations resembles the density fluctuations to an appreciable extent. It has been shown earlier 11 that for a signal to noise ratio (SNR) of nearly 2 or lower, the transfer function, which is a measure of the time delay estimates (TDE) using dynamic programming algorithm, falls below 0.2. On the other hand, for a SNR of ∼22, the transfer function approaches unity. Transfer function of unity signifies a perfect estimate. There the SNR is defined as the ratio of the correlated component to the uncorrelated component of the signal. The uncorrelated component comes mainly from the percentage of white noise contaminating the true signal. It can be noted that in case of the QUEST images, the 12 bit dynamic range of the CMOS chip in the camera ensures that the main noise component is contributed by the shot (photon) noise, while the readout noise level is quite low. The shot noise can be roughly estimated as the square root of the signal level itself. For the worst case, that is the images of the SOL and far SOL, the signal level is ∼1000 (AU). Signal from the neutral injected core is even more intense. Thus, the shot noise level is ∼32 which makes a SNR of ∼31. Further, each image in the time sequence is filtered with a 2D median filter (3 × 3 pixels neighborhood) prior to the application of ODP-PIV to remove noise spikes from the frame. Hence, it is quite safe to infer that the scenario of velocity estimates from fast images using ODP is well above the noise limit of the technique and highly reliable estimate can be expected.
LOS integration effect due to the tangential view may hinder the fluctuation assessments. A quantitative evaluation of this effect is carried out under the framework of the TITR code. 6, 17 In this code, a tangential camera is considered with a field of view as that achieved in QUEST (Figure 4 ). The poloidal cross section of the tokamak torus has been divided into a matrix of adjoining circles which are essentially the poloidal foot prints of the sub-tori considered to fill the tokamak vessel at a given spatial resolution. Major radii of these sub-tori vary from 0.2 to 1.4 m in steps of the diameter of the circles, and the z-co-ordinates of their centers range between ±1m. The emissivity within a sub-torus is assumed to be uniform and constant. Number of unknowns (e.g., subtori emissivities) is denoted by M and the number of detectors (camera pixels) is denoted by N. LOS from each detector on the camera chip passes through the optical center of the collector lens system and intercepts a number of sub-tori. Brightness ( f ), i.e., power divided by étendue of a detector, is given by
I i j is essentially the chord length of the detector i passing through the sub-torus j. g j is the emissivity of sub-torus j. The I matrix is populated by solving a series of raytorus intersection equations. An emissivity profile is simulated as per the plasma geometry, and the brightness matrix is calculated. The simulated emissivity profile and the estimated brightness at the camera pixels are compared. It is seen that the integration effect is negligible in the edge and SOL of the plasma as compared to the plasma core as LOS is more or less tangential to the boundary of the plasma emission zone and the likelihood of the preservation of local fluctuations in the tangential view is appreciably higher. Hence, velocity estimates inside the last closed flux surface (LCFS) seem inconclusive and only velocity at the SOL is reported in case of IPN plasma. However, when large amount of neutrals which are injected locally from a mid-plane port following the compact toroid (CT) injection and penetrate the plasma core, the core fluctuations can be accessed due to toroidally localized emission and the PIV code can be applied to determine the core poloidal rotation. Here, we report the performance of this code on two different plasma configurations. In the first experiment, IPN-natural divertor configuration for long pulse duration is achieved, while in the second experiment, CT injection and subsequent heavy inflow of neutrals from the CT injector on an inboard limiter bound Ohmic (OH) target plasma are studied. In case of IPN plasma, only the SOL flow can be tracked due to the LOS integration problem. However, in the second case where a large amount of neutrals penetrate into the core locally in the toroidal direction, the core fluctuations and flow can also be addressed along with the SOL.
The image sequence tested in this work comprises of 4000 images taken at 20 kHz and 30 kHz, respectively. The ODP algorithm is extended to the entire time series by selectively taking two consecutive images at each instance. Thus, 3999 frames of turbulent velocity field are computed from the intensity images. Velocity field estimation from a pair of images takes <2 s on a Windows ® 7 laptop equipped with Intel ® core™ i5 processor and 4 GB RAM.
A. Velocimetry at IPN plasma SOL
The spherical tokamak is an attractive choice for future fusion reactors for its ability to operate at high poloidal beta ( β p ) value, thereby increasing the bootstrap current fraction. 18, 19 However, the maximum achievable β p is limited by a so called equilibrium limit, where an IPN appears at the high field side of the vacuum vessel. Figure 4 (right panel) shows the IPN configuration, reconstructed from the in-vessel flux loops, on the vessel cross-section of QUEST. For realizing the IPN plasma in the first experiment, non-inductive current start-up has been considered from a view point of multiple electron cyclotron resonance (ECR) interaction and large upshift of auto resonance condition (parallel refractive index N ∥ ∼ 1). Divertor coils PF35 1-2, shown in Figure 3 , are mainly used for this scenario. Edge turbulence and plasma flow at the SOL are the main topics of interest in this scenario. Figure 5 shows the turbulent velocity maps superimposed on the intensity fluctuations at the IPN SOL for 5 consecutive frames. The arrows represent magnitude and direction of velocities at a super pixel (5 × 5 pixels) area for the sake of clarity in representation. Plasma flow at the SOL can be easily perceived from the movies itself. 2D turbulent velocities obtained from such an image sequence are also quite reliable as the velocity maps, when superimposed on the high speed movies, are seen to follow appreciably well the plasma flow and the intricate features created thereof in the SOL and far SOL. Clear flow (turbulent) of the plasma can be seen in the consecutive frames in Figure 5 .
B. Velocimetry at neutral injected Ohmic plasma core
In the second experiment, plasma start up by 8.2 GHz electron cyclotron resonance heating (ECRH) is followed by an OH phase. At the end of the loop voltage, CT is injected from a radial port. Edge and SOL turbulence and flow were the main target right after the CT injection when the visible emission is enhanced considerably due to large amount of neutral injection into the plasma from the CT injector following the CT itself. The plasma was by that time completely runaway electron driven as the loop voltage was used up completely. However, plasma current I p is maintained initially for about 300 ms and thereafter I p decreases monotonically to zero. Strong edge turbulence and enhanced poloidal rotation were observed during the 200 ms data acquisition window. Rich dynamics of the core plasma can also be accessed in this scenario due to considerable neutral penetration. Figure 6 shows the turbulent velocity maps superimposed on the intensity fluctuations at the core for 10 consecutive frames running left to right and top to bottom rows, respectively. Formation and evolution of a distinct mode with poloidal mode number 9 can be seen in this sequence. In the first frame, the seed for this mode can be identified at R ∼ 0.55 m and Z ∼ −0.1 m. Velocity map arrows show the plasma flow during the evolution of this mode.
IV. DISCUSSIONS
Since the velocities are estimated from the tangential camera images, reflection from the vessel wall, where the FOV of the camera terminates, may introduce artefacts in the velocity estimates. Fortunately, the absolute magnitudes of such artefacts are not substantially higher in this case. However, for more accurate estimation of velocity fields, the wall reflection needs to be modelled and compensated for in the raw images before applying ODP-PIV as demonstrated in the TITR code. 17 The ODP algorithm is able to search for integer displacements in each iteration. However, sub-pixel resolution can be achieved via interpolation and smoothing while matching the image strips. This algorithm can also be extended to multi-band (i.e., color) images when the image acquisition is done with color sensors. Such modifications to the basic ODP algorithm can enhance the accuracy and versatility of the technique.
V. CONCLUSIONS
A novel method of PIV to construct time varying 2D velocity field v(R, Z,t) from the intensity fluctuations recorded with the tangential fast visible images is developed. ODP proved to be an effective technique to generate the velocity field non-intrusively at a high spatial resolution. When applied to image sequences from actual experimental scenarios, this code delivered reasonably accurate estimation of velocity as evident from the images themselves. Future application of this technique will focus on providing deeper insight into the sheared poloidal flow generation at the plasma edge and SOL. This technique along with the conventional correlation analysis should help in developing a sound physical basis of improved plasma confinement.
