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Abstract	  	  	   Computational	  modeling	  methods	  have	  become	  increasingly	  popular	  because	  of	  their	  ability	  to	  predict	  structures	  and	  physical	  properties	  of	  molecular	  systems.	  In	  this	  project,	  we	  used	  POSSIM,	  POlarizable	  Simulations	  with	  Second	  Order	  Interaction	  Model,	  to	  parameterize	  a	  model	  for	  capped	  cysteine	  dipeptide,	  as	  well	  as	  the	  deprotonated	  small	  molecule	  analog	  of	  cysteine,	  methanethiolate.	  The	  parameterization	  of	  this	  side	  chain	  brings	  the	  research	  group	  one	  step	  closer	  to	  achieving	  its	  ultimate	  goal:	  simulating	  protein	  and	  protein-­‐ligand	  interactions	  at	  a	  higher	  level	  of	  accuracy.	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1.	  Introduction	  	  	   Computational	  chemistry	  is	  a	  powerful	  tool	  used	  in	  chemical	  and	  biochemical	  systems.	  It	  gives	  scientists	  the	  ability	  to	  not	  only	  to	  predict,	  but	  to	  also	  to	  simulate	  systems	  that	  are	  extremely	  hard	  to	  work	  with	  in	  a	  wet	  lab.	  These	  chemicals	  may	  be	  highly	  explosive	  or	  simply	  unstable	  in	  the	  presence	  of	  oxygen.	  Instead	  of	  having	  to	  take	  elaborate	  precautions	  in	  order	  to	  work	  with	  these	  chemicals,	  computational	  chemistry	  allows	  for	  the	  simulation	  of	  chemical	  or	  biochemical	  systems	  with	  good	  accuracy.	  In	  addition,	  computer	  simulations	  greatly	  reduce	  the	  chemical	  waste	  because	  the	  simulations	  do	  not	  require	  the	  use	  of	  actual	  chemicals.	  The	  simulations	  are	  great	  visual	  tools	  with	  their	  ability	  to	  model	  the	  chemical	  and	  biochemical	  systems.	  Ultimately,	  the	  direction	  of	  molecular	  modeling,	  at	  least	  for	  this	  group,	  is	  to	  be	  able	  to	  more	  accurately	  simulate	  protein	  and	  protein-­‐ligand	  systems.	  	  	   Due	  to	  the	  small	  scale	  that	  chemistry	  operates	  on,	  it	  is	  necessary	  to	  develop	  models	  in	  order	  to	  try	  and	  understand	  what	  is	  actually	  happening.	  These	  can	  be	  physical	  depictions	  (Bohr’s	  atom,	  Lewis	  structure,	  etc.)	  or	  mathematical	  descriptions	  (quantum	  mechanics,	  molecular	  mechanics,	  etc.).	  However,	  each	  model	  has	  its	  own	  approximations	  and	  limitations.	  For	  instance,	  the	  Schrödinger	  equation	  produces	  very	  accurate	  calculations,	  but	  in	  practice,	  it	  is	  very	  hard	  to	  use	  for	  systems	  with	  more	  than	  one	  electron.	  This	  is	  where	  other	  models	  come	  in.	  They	  attempt	  to	  reduce	  the	  complexity	  of	  the	  formula	  while	  still	  providing	  a	  good	  approximation,	  but	  they	  are	  just	  that,	  approximations.	  This	  is	  also	  true	  of	  the	  computational	  chemistry	  models.	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   A	  computational	  force	  field	  used	  to	  calculate	  energies	  of	  molecular	  systems	  is	  built	  upon	  a	  set	  of	  equations	  and	  parameter	  values.	  The	  equations	  and	  parameters	  must	  often	  be	  fitted	  to	  reproduce	  known	  quantum	  mechanical	  energies	  and	  geometries.	  Even	  with	  fitting,	  because	  computational	  methods	  use	  equations	  that	  approximate	  quantum	  mechanical	  approaches,	  not	  all	  physical	  properties	  can	  be	  reproduced	  to	  the	  accuracy	  of	  quantum	  mechanical	  values.	  However,	  these	  models	  can	  provide	  the	  user	  with	  relatively	  accurate	  data	  within	  a	  given	  margin	  of	  error.	  	  
 In	  the	  project	  presented	  here,	  computational	  methods	  were	  used	  to	  parameterize	  one	  of	  the	  twenty	  naturally	  occurring	  amino	  acid	  side-­‐chains:	  cysteine.	  The	  parameters	  were	  developed	  for	  a	  polarizable	  force	  field,	  POSSIM,	  which	  at	  its	  core	  utilizes	  molecular	  mechanics. 	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2.	  Background	  	  	   This	  chapter	  will	  attempt	  to	  provide	  background	  information	  on	  the	  topics	  most	  pertinent	  to	  this	  project,	  including	  different	  types	  of	  force	  fields	  and	  how	  they	  try	  to	  simulate	  the	  laws	  of	  nature.	  	  Some	  of	  the	  more	  relevant	  force	  fields	  will	  be	  described,	  and	  what	  improvements	  were	  made	  from	  one	  model	  to	  the	  next.	  The	  more	  specific	  goals	  of	  this	  project	  will	  be	  addressed	  in	  a	  later	  chapter,	  but	  in	  general,	  the	  goals	  were	  as	  follow:	  1. Develop	  parameters	  for	  the	  protonated	  and	  deprotonated	  small	  molecule	  analogs	  of	  the	  cysteine	  side-­‐chain,	  methanethiol	  and	  methanethiolate,	  respectively,	  and	  2. Transfer	  the	  methanethiol	  parameters	  onto	  a	  dipeptide	  of	  protonated	  cysteine.	  Overall,	  the	  purpose	   of	  the	  group	  is	  to	  parameterize	  all	  twenty	  amino	  acids	  in	  order	  to	  be	  able	  to	  model	  protein	  and	  protein-­‐ligand	  systems	  with	  higher	  accuracy.	  
2.1	  Basics	  of	  Computational	  Chemistry	  	  	   Quantum	  mechanics	  (QM)	  is	  capable	  of	  mathematically	  describing	  electron	  behavior	  correctly,	  which	  is	  the	  basis	  of	  chemistry	  (Young,	  2001).	  QM	  can	  accurately	  predict	  properties	  of	  atoms	  and	  molecules;	  however,	  these	  calculations	  become	  significantly	  more	  difficult	  and	  resource	  consuming	  as	  the	  number	  of	  electrons	  in	  the	  system	  increases.	  Even	  though	  QM	  calculations	  are	  a	  daunting	  task	  by	  hand,	  computers	  have	  helped	  make	  them	  easier.	  At	  the	  basis	  of	  most	  computational	  chemistry	  methods	  is	  the	  Schrödinger	  equation:	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𝐻Ψ	  =	  EΨ	  where	  𝐻	  is	  the	  Hamiltonian	  operator,	  Ψ	  is	  the	  wave	  function	  of	  the	  system,	  and	  E	  is	  the	  energy	  of	  the	  system.	  The	  wave	  function	  is	  a	  mathematical	  description	  of	  the	  of	  the	  electron	  behavior,	  in	  terms	  of	  probability.	  An	  approximate	  wave	  function	  yields	  an	  approximate	  energy,	  and	  this	  is	  the	  basis	  of	  many	  computational	  models.	  Some	  models	  embrace	  QM	  because	  of	  its	  accuracy,	  such	  as	  ab	  initio,	  while	  other	  models	  decrease	  computing	  time	  significantly	  by	  using	  algebraic	  approximations,	  such	  as	  molecular	  mechanics.	  
2.2	  Ab	  Initio	  	  	   As	  alluded	  to	  previously,	  ab	  initio	  operates	  within	  QM.	  However,	  even	  this	  model	  uses	  approximations	  in	  order	  to	  carry	  out	  calculations.	  One	  such	  approximation	  is	  the	  Hartree-­‐Fock	  (HF)	  calculation.	  This	  approximation	  allows	  for	  the	  complex,	  multi-­‐electron	  Schrödinger	  equation	  to	  be	  broken	  down	  into	  less	  complicated	  single-­‐electron	  equations.	  In	  this	  model,	  one	  of	  the	  disadvantages	  of	  this	  method	  is	  that	  the	  probability	  of	  the	  electron	  occupying	  a	  certain	  space	  is	  determined	  by	  its	  distance	  from	  the	  nucleus	  not	  from	  other	  electrons,	  as	  shown	  in	  Figure	  1.	  Due	  to	  electron	  repulsion,	  the	  depiction	  on	  the	  left	  is	  realistically	  less	  probable	  than	  then	  one	  on	  the	  right.	  However	  without	  correlation	  corrections,	  HF	  does	  not	  make	  that	  distinction.	  Correlations	  calculations,	  such	  as	  Moller-­‐Figure	  1	  Two	  different	  electron	  arrangements	  
are	  shown	  that	  have	  the	  same	  probability	  in	  HF.	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Plesset	  perturbation	  theory,	  can	  be	  added	  to	  HF	  in	  order	  to	  reduce	  the	  error	  in	  energy.	  In	  this	  model,	  the	  electron-­‐electron	  interactions	  are	  not	  excluded	  completely,	  but	  they	  are	  added	  in	  an	  averaged	  form	  via	  correlation	  corrections.	  With	  the	  corrections,	  this	  type	  of	  QM	  model	  can	  produce	  very	  accurate	  quantitative	  results.	  However,	  not	  only	  are	  the	  molecules	  limited	  to	  relatively	  few	  electrons,	  but	  also,	  calculating	  to	  this	  accuracy	  requires	  large	  amounts	  of	  computer	  CPU	  time	  and	  memory	  (Young,	  2001).	  Due	  to	  these	  setbacks,	  it	  is	  more	  practical	  to	  use	  other	  approximations	  as	  described	  in	  the	  next	  section.	  
2.3	  Molecular	  Mechanics	  	  	   Unlike	  ab	  initio	  methods,	  molecular	  mechanics	  uses	  algebraic	  equations	  to	  come	  up	  with	  the	  energy.	  These	  equations	  have	  constants	  that	  are	  obtained	  with	  the	  help	  of	  ab	  initio	  calculations	  or	  experimental	  data.	  The	  set	  of	  equations	  with	  the	  respective	  constants	  then	  become	  known	  as	  a	  force	  field.	  This	  method	  seeks	  to	  provide	  transferability	  of	  parameters,	  including	  those	  for	  atoms	  types,	  bond	  stretches,	  and	  torsions.	  Two	  types	  of	  such	  force	  fields	  will	  be	  discussed	  in	  the	  following	  two	  section:	  nonpolarizable	  and	  polarizable.	  
2.3.1	  Nonpolarizable	  Force	  Fields	  	   	  	   The	  nonpolarizable	  force	  field	  that	  will	  be	  described	  in	  this	  section	  is	  OPLS,	  Optimized	  Potentials	  for	  Liquid	  Simulation.	  One	  of	  the	  defining	  features	  of	  OPLS	  is	  that	  it	  uses	  fixed	  charges	  on	  atoms.	  This	  force	  field	  calculates	  the	  total	  energy	  of	  the	  system	  with	  the	  following	  equation:	  𝐸!"! = 𝐸!" + 𝐸!"#$ + 𝐸!"#$% + 𝐸!"#$%"& 
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where	  𝐸!"#$ 	  and	  𝐸!"#$% 	  	  are	  the	  bend	  stretching	  and	  angle	  bending	  terms,	  respectively.	  𝐸!"  is  the  nonbonded  energy  which  is  calculated  as  follows:  
𝐸!" = 𝑞!𝑞!𝑒!𝑟!" + 4𝜀!" 𝜎!"!"𝑟!"!" − 𝜎!"!𝑟!"! 𝑓!"!!!   where  the  Lennard-­‐Jones  coefficients    were  combined  using  geometric  rules:  𝜎!" = (𝜎!!𝜎!!)!/!  and  𝜀!" = (𝜀!!𝜀!!)!/!.  The  coefficient  𝑓!"   is  equal  to  0.0  for  i-­‐j  pairs  connected  by  a  valence  bond,  1,2-­‐pair,  or  a  valence  angle,  1,3-­‐pair.  For  a  dihedral  angle,  1-­‐4  pair,  𝑓!"   is  set  to  0.5,  and  for  all  other  cases,  𝑓!" = 1.0.  The  bond  stretching  and  angle  bending  terms  were  calculated  using  the  following  equations:  𝐸!"#$ = 𝐾! 𝑟 − 𝑟!" !!"#$% 	  𝐸!"#$% = 𝐾! 𝛩 − 𝛩!" !!"#$%& 	  where	  r	  is	  the	  bond	  length	  and	  Θ	  is	  the	  bond	  angle.	  Lastly,	  the	  energy	  of	  the	  torsions	  is	  determined	  as	  follows:	  
𝐸!"#$%"& = 𝑉!!2 1+ cos 𝜙! + 𝑉!!2 1− cos 𝜙! + 𝑉!!2! [1+ cos 3𝜙! ]	  where	  the	  summation	  includes	  all	  the	  dihedral	  angles,	  i.	  The	  previously	  mentioned	  set	  of	  equations	  makes	  of	  the	  OPLS	  force	  field.	  
2.3.2	  Polarizable	  Force	  Fields	  	  	   The	  polarizable	  force	  field	  that	  will	  be	  described	  in	  this	  section	  is	  POSSIM,	  POlarizable	  Simulations	  with	  Second-­‐Order	  Interaction	  Model.	  POSSIM	  also	  uses	  the	  molecular	  mechanics	  approach.	  The	  energy	  for	  this	  system	  is	  calculated	  very	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similarly	  to	  the	  OPLS	  model;	  however,	  this	  force	  field	  includes	  a	  polarizable	  term.	  The	  following	  equation	  is	  how	  the	  energy	  is	  calculated	  for	  the	  system	  using	  POSSIM:	  𝐸!"! = 𝐸!"!#$%&'$($)# + 𝐸!"# + 𝐸!"#$"%! + 𝐸!"#$ + 𝐸!"#$%"& where	  𝐸!"#$"%!and	  𝐸!"#$ 	  are	  the	  equivalent	  of	  𝐸!"#$ 	  and	  𝐸!!"#$ ,	  respectively.	  𝐸!"#$%"&	  	  is	  calculated	  as	  shown	  previously	  in	  the	  OPLS	  model.	  In	  POSSIM,	  the	  nonbonded	  energy	  term	  is	  divided	  in	  several	  components,	  as	  described	  below:	  
𝐸!"# = 4𝜀!" 𝜎!"!"𝑟!"!" − 𝜎!"!𝑟!"! 𝑓!"!!! 	  and	   𝐸!"!#$%&'$($)# = 𝐸!"# + 𝐸!""#$#%& 	  where	  the	  additive	  energy	  term	  is	  a	  Coulomb	  charge-­‐charge	  interaction	  as	  described	  below:	  
𝐸!""#$#%& =    𝑞!𝑞!𝑒!𝑟!" 𝑓!"!!! 	  and	  the	  polarization	  energy	  term	  is	  described	  as	  inducible	  point	  dipoles:	  
𝐸!"# = − 12 𝜇!𝐸!!! 	  where	  𝐸!	  represents	  the	  electrostatic	  field	  with	  no	  dipoles,	  and	  μ	  is	  the	  induced	  dipole	  moment	  calculated	  as	  follows:	  𝜇! = 𝛼!𝐸!!"!#$ 	  where	  α	  is	  a	  coefficient	  for	  polarizability.	  The	  smaller	  the	  α	  the	  less	  polarizable	  the	  atom	  is.	  However,	  when	  this	  parameter	  is	  being	  fitted,	  it	  is	  inputted	  as	  𝛼!!.	  Therefore,	  atoms	  with	  no	  polarizability,	  such	  as	  hydrogen,	  have	  𝛼!!	  of	  9999.99,	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which	  is	  effectively	  zero.	  	  The	  total	  electric	  field	  with	  the	  dipole-­‐dipole	  component,	  𝐸!"!#$ ,	  is	  described	  below:	   𝐸!!"!#$ = 𝐸!! + 𝑇!"𝜇!!!! 	  where	  	  
𝑇!" = 1𝑅!"! 3𝑅!"𝑅!"𝑅!"! − 𝐼 	  where	  	  I	  is	  the	  unit	  tensor.	  𝑅!" 	  is	  the	  distance	  between	  i	  and	  j.	  Substituting	  all	  the	  terms	  in	  to	  the	  induced	  dipole	  equation,	  the	  following	  equation	  is	  derived:	  𝜇! = 𝛼!𝐸!! + 𝛼! 𝑇!"𝜇!!!! 	  The	  equation	  above	  is	  solved	  using	  iteration.	  In	  this	  work,	  POSSIM	  utilizes	  the	  second	  iteration.	  This	  “second-­‐order”	  equation	  is	  described	  below:	  𝜇!!! = 𝛼!𝐸!! + 𝛼! 𝑇!"𝛼!𝐸!!!!! 	  This	  second-­‐order	  approach	  has	  been	  tested	  in	  previous	  works	  to	  reduce	  computational	  time	  with	  no	  detriment	  to	  accuracy	  (Kaminski,	  Friesner,	  &	  Zhou,	  2003).	  	  
2.3.3	  OPLS	  vs.	  POSSIM	  	  	   It	  has	  been	  shown	  in	  several	  works	  that	  POSSIM	  is	  more	  accurate	  than	  OPLS.	  For	  example,	  Table	  1	  compares	  some	  physical	  properties	  as	  calculated	  by	  QM,	  OPLS,	  and	  PFF	  (POSSIM).	  It	  should	  be	  noted	  that	  PFF0	  is	  the	  previous	  version	  of	  the	  Polarizable	  Force	  Field	  that	  included	  the	  complete	  inducible-­‐dipole	  polarization	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formalism.	  However,	  the	  second-­‐order	  approximation	  in	  POSSIM	  produces	  results	  that	  are	  as	  accurate	  or	  more	  accurate	  than	  PFF0	  with	  faster	  computational	  time.	  	   As	  demonstrated	  in	  the	  table,	  the	  largest	  error	  exhibited	  by	  POSSIM	  was	  0.5	  kcal/mol,	  while	  OPLS’s	  largest	  error	  was	  1.76	  kcal/mol.	  OPLS’s	  error	  is	  about	  3.5	  times	  larger	  than	  POSSIM’s.	  Additionally,	  OPLS	  was	  not	  able	  to	  reproduce	  the	  QM	  energy	  as	  exactly	  as	  POSSIM	  did	  for	  the	  methanol-­‐methanol	  dimer.	  
	   Table	  2	  again	  compares	  the	  results	  from	  OPLS	  and	  POSSIM	  (PFF)	  to	  QM.	  The	  average	  error	  is	  displayed	  in	  the	  last	  row	  of	  the	  table.	  For	  the	  heat	  of	  vaporization,	  the	  POSSIM	  calculations	  have	  1.5	  times	  less	  error	  than	  OPLS.	  The	  molecular	  volume	  average	  error	  is	  not	  significantly	  less	  for	  POSSIM,	  but	  it	  is	  still	  less	  than	  OPLS.	  	   Lastly,	  Table	  3	  compares	  OPLS,	  POSSIM	  (PFF),	  and	  QM	  values.	  For	  the	  distances,	  even	  
Table	  1	  The	  table	  summarizes	  gas-­‐phase	  dimerization	  
energies	  (kcal/mol)	  for	  H2O,	  CH4,	  and	  CH3OH	  as	  calculated	  by	  
QM,	  OPLS,	  PFF0,	  and	  PFF	  (POSSIM)	  (Kaminski,	  Ponomarev,	  &	  
Liu,	  2009).	  
Table	  2	  The	  table	  above	  is	  the	  summery	  of	  the	  liquid	  state	  heats	  of	  vaporization	  (kcal/mol)	  and	  
molecular	  volumes	  (𝑨𝟑)	  as	  calculated	  by	  QM,	  OPLS,	  PFF0,	  and	  PFF	  (POSSIM)	  (Kaminski,	  Ponomarev,	  
&	  Liu,	  2009).	  
Table	  3	  The	  table	  above	  shows	  the	  binding	  energies	  
(kcal/mol)	  and	  S…O	  distances	  (in	  A)	  for	  methanethiol	  
and	  methanethiolate	  with	  water	  in	  gas-­‐phase	  complexes	  
as	  calculated	  by	  QM,	  OPLS,	  and	  PFF	  (POSSIM)	  	  (Click,	  
Ponomarev,	  &	  Kaminski,	  2012).	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though	  OPLS	  did	  have	  the	  smallest	  error	  of	  0.01	  kcal/mol,	  POSSIM	  had	  results	  that	  had	  zero	  error,	  according	  to	  the	  table.	  Even	  though	  POSSIM	  did	  not	  provide	  results	  that	  were	  significantly	  better	  than	  OPLS,	  the	  decrease	  in	  the	  computational	  time	  should	  be	  kept	  in	  mind	  when	  comparing	  the	  data.	  	   The	  examples	  in	  this	  section	  only	  begin	  to	  describe	  the	  advantage	  in	  accuracy	  that	  POSSIM	  has	  over	  OPLS.	  The	  data	  shows	  that	  using	  fixed	  charges	  limits	  the	  accuracy	  of	  the	  calculations.	  Meanwhile,	  allowing	  atoms	  to	  have	  polarizability,	  as	  in	  POSSIM,	  decreases	  the	  error	  between	  the	  calculations	  and	  the	  experimental	  and	  QM	  data,	  as	  well	  as	  computational	  time.	  	  
2.3	  POSSIM	  Jobs	  	  	   POSSIM	  is	  capable	  of	  carrying	  out	  various	  jobs,	  including	  geometry	  optimizations,	  Monte	  Carlo	  simulation,	  and	  delta	  G	  calculations.	  These	  jobs	  will	  be	  described	  in	  more	  detail	  in	  the	  following	  three	  sections.	  
2.3.1	  Geometry	  Optimizations	  	  	   Geometry	  optimizations	  are	  just	  that,	  optimization	  of	  the	  geometry	  of	  a	  given	  molecule.	  	  The	  program	  seeks	  to	  find	  the	  lowest	  energy	  configuration.	  The	  energy	  of	  the	  system	  is	  calculated	  as	  described	  in	  a	  previous	  section.	  The	  approximate	  geometry	  of	  the	  molecule	  of	  interest	  is	  inputted	  as	  a	  Z-­‐matrix	  using	  connectivity,	  bond	  length,	  bond	  angle,	  and	  dihedral	  angle.	  For	  instance,	  the	  Z-­‐matrix	  of	  acetic	  acid	  is	  assembled	  as	  shown	  in	  Figure	  2.	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   The	  Z-­‐matrix	  starts	  with	  a	  single	  atom,	  in	  this	  case	  C1,	  and	  does	  not	  require	  any	  other	  connectivity.	  The	  second	  line	  builds	  on	  the	  first	  line	  by	  connecting	  the	  second	  atom	  to	  the	  first,	  C2	  to	  C1.	  At	  this	  point,	  the	  program	  requires	  a	  bond	  length.	  The	  third	  line	  of	  the	  Z-­‐matrix	  includes	  three	  atoms,	  so	  the	  program	  not	  only	  needs	  a	  bond	  length	  but	  also	  a	  bond	  angle	  between	  the	  defined	  three	  atoms.	  The	  fourth	  line	  and	  above	  also	  include	  the	  dihedral	  angles	  between	  atoms	  one	  and	  four.	  	   Even	  though	  the	  program	  is	  capable	  of	  finding	  the	  energy	  minima	  of	  the	  system,	  it	  is	  important	  for	  some	  molecules	  that	  the	  initial	  guess	  of	  the	  bond	  lengths,	  bond	  angles,	  and	  dihedral	  angles	  is	  relatively	  close	  to	  the	  assumed	  geometry.	  Otherwise	  a	  local	  minimum	  may	  be	  found	  instead	  of	  a	  global	  one,	  as	  shown	  in	  Figure	  3.	  	  
Atom	  	  	  Atom	  	  	  Bond	  	  	  	  	  Atom	  	  	  Bond	  	  	  Atom	  	  	  Dihedral	  	  	  	  	  	  1	  	  	  	  	  	  	  	  	  	  	  2	  	  	  	  	  Length	  	  	  	  	  	  	  	  3	  	  	  	  	  	  Angle	  	  	  	  	  	  4	  	  	  	  	  	  	  	  	  	  Angle	  	  	  	  	  C1	  	  	  	  C2	  	  	  	  	  	  	  	  	  C1	  	  	  	  	  	  	  	  1.5	  	  	  	  O3	  	  	  	  	  	  	  	  	  C2	  	  	  	  	  	  	  	  1.2	  	  	  	  	  	  	  	  	  C1	  	  	  	  	  	  120.0	  	  	  	  O4	  	  	  	  	  	  	  	  	  C2	  	  	  	  	  	  	  	  1.4	  	  	  	  	  	  	  	  	  C1	  	  	  	  	  	  120.0	  	  	  	  	  O3	  	  	  	  	  	  	  	  180	  	  	  	  H5	  	  	  	  	  	  	  	  	  O4	  	  	  	  	  	  	  1.0	  	  	  	  	  	  	  	  	  	  C2	  	  	  	  	  120.0	  	  	  	  	  	  C1	  	  	  	  	  	  	  	  180	  	  	  	  H6	  	  	  	  	  	  	  	  	  C1	  	  	  	  	  	  	  	  1.0	  	  	  	  	  	  	  	  	  C2	  	  	  	  	  	  109.5	  	  	  	  	  O3	  	  	  	  	  	  	  	  	  	  	  	  	  0	  	  	  	  H7	  	  	  	  	  	  	  	  	  C1	  	  	  	  	  	  	  	  1.0	  	  	  	  	  	  	  	  	  C2	  	  	  	  	  	  109.5	  	  	  	  	  O3	  	  	  	  	  	  	  	  120	  	  	  	  H8	  	  	  	  	  	  	  	  	  C1	  	  	  	  	  	  	  	  1.0	  	  	  	  	  	  	  	  	  C2	  	  	  	  	  	  109.5	  	  	  	  	  O3	  	  	  	  	  	  	  	  240	  
Figure	  2	  The	  geometry	  of	  acetic	  acid	  is	  shown	  on	  the	  left,	  and	  the	  Z-­‐matrix	  of	  the	  molecule	  is	  shown	  of	  
the	  right.	  	  
Figure	  3	  Depicted	  above	  is	  an	  energy	  diagram	  for	  the	  
different	  confirmations	  of	  a	  simple	  molecule	  (Young,	  
2001).	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   Geometry	  optimization	  is	  a	  reliable	  tool	  for	  finding	  the	  optimal	  geometry	  and	  the	  corresponding	  energy.	  However,	  visual	  methods	  are	  often	  used	  to	  double	  check	  that	  the	  molecule	  does	  not	  look	  strained,	  and	  there	  are	  no	  steric	  hindrances	  or	  overlapping	  atoms,	  due	  to	  glitches	  in	  the	  program.	  
2.3.2	  Monte	  Carlo	  Simulations	  	   	  	   Monte	  Carlo	  simulations	  are	  done	  through	  random	  sampling.	  In	  this	  simulation,	  the	  energy	  of	  the	  system	  is	  allowed	  to	  increase	  in	  order	  to	  find	  a	  lower	  confirmation.	  However,	  the	  probability	  of	  accepting	  a	  new	  configuration	  decreases	  exponentially	  as	  the	  energy	  of	  the	  configuration	  grows	  so	  that	  the	  energy	  is	  not	  continuously	  increasing.	  In	  addition,	  the	  simulation	  subjects	  the	  molecules	  to	  periodic	  boundary	  conditions,	  which	  allow	  for	  a	  more	  accurate	  portrayal	  of	  a	  large	  system	  in	  the	  small	  simulation.	  The	  molecules	  are	  allowed	  to	  exit	  the	  defined	  box	  and	  immediately	  reenter	  the	  system	  seamlessly	  on	  the	  other	  side.	  This	  boundary	  condition	  allows	  for	  a	  more	  realistic	  representation	  of	  the	  system,	  instead	  of	  letting	  the	  atoms	  hit	  the	  walls	  of	  the	  box.	  A	  Monte	  Carlo	  simulation	  occurs	  in	  the	  following	  sequence:	  1. An	  initial	  configuration	  of	  atoms	  is	  input	  into	  the	  program.	  2. The	  initial	  energy	  and	  volume	  of	  the	  system	  are	  calculated.	  3. The	  molecule	  or	  molecules	  are	  randomly	  moved,	  or	  the	  volume	  of	  the	  whole	  system	  is	  changed.	  4. The	  energy	  and	  volume	  of	  the	  new	  system	  are	  calculated.	  5. Based	  on	  the	  inputted	  maximum	  volume	  change	  criteria,	  the	  program	  decides	  whether	  to	  accept	  or	  reject	  the	  new	  configuration.	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6. Steps	  3	  through	  5	  are	  repeated	  until	  the	  number	  of	  steps,	  inputted	  by	  the	  user,	  is	  completed.	  A	  good	  acceptance	  ratio	  for	  this	  type	  of	  simulation	  is	  between	  0.4	  and	  0.5	  	  
2.3.3	  Delta	  G	  Calculations	  	  	   The	  change	  in	  free	  energy	  calculations	  are	  computed	  with	  the	  statistical	  perturbation	  theory,	  as	  described	  by	  the	  Jorgensen	  group	  (1985).	  A	  molecule	  is	  gradually	  reduced	  into	  one	  or	  more	  dummy	  atoms,	  and	  the	  associated	  energy	  changes	  are	  averaged.	  These	  atoms	  do	  not	  have	  polarization,	  charge,	  or	  Lennard-­‐Jones	  parameters.	  However,	  these	  parameters	  are	  not	  all	  removed	  at	  once.	  In	  addition	  to	  the	  polarization,	  charge,	  and	  Lennard-­‐Jones	  parameters	  being	  removed	  in	  separate	  steps,	  each	  of	  the	  steps	  has	  to	  be	  broken	  up	  into	  parts.	  This	  is	  because	  the	  change	  in	  energy	  between	  presence	  and	  absence	  of	  a	  parameter	  is	  too	  large.	  The	  type	  of	  sampling	  done	  in	  this	  simulation	  is	  called	  double-­‐wide	  sampling	  (Jorgensen	  &	  Ravimohan,	  1985).	  	  
Conclusion	  	  	   As	  shown	  in	  this	  chapter,	  computational	  modeling	  plays	  a	  very	  important	  role	  in	  chemistry,	  especially	  when	  it	  comes	  to	  systems	  that	  are	  hard	  to	  work	  with.	  Computational	  modeling	  is	  mathematically	  heavy,	  but	  the	  process	  has	  been	  simplified	  by	  the	  use	  of	  molecular	  mechanics.	  In	  this	  project,	  the	  molecular	  mechanics	  model	  has	  been	  improved	  with	  the	  use	  of	  a	  polarizable	  energy	  term.	  In	  addition,	  the	  energy	  calculations	  have	  been	  simplified	  by	  utilizing	  a	  second-­‐order	  interaction	  model.	  POSSIM,	  POlarizable	  Simulations	  Second	  -­‐Order	  Interaction	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Model,	  jobs	  described	  in	  this	  chapter	  will	  be	  utilized	  in	  the	  following	  chapter,	  which	  elaborates	  on	  the	  methods	  used	  in	  this	  project.	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3.	  Methods	  	  	   This	  chapter	  will	  describe	  the	  parameterization	  process	  of	  the	  small	  molecule	  analogs	  of	  protonated	  and	  deprotonated	  cysteine	  side-­‐chain.	  The	  methods	  can	  be	  broken	  down	  into	  two	  parts:	  the	  parameterization	  of	  methanethiol	  (protonated	  cysteine	  analog)	  and	  the	  parameterization	  of	  methanethiolate	  (deprotonated	  cysteine	  analog).	  
3.1	  Methanethiol	  	  	   First,	  α	  was	  fitted	  for	  sulfur	  and	  hydrogen	  in	  methanethiol	  at	  the	  distances	  of	  1.8	  and	  2.1	  A.	  This	  was	  done	  using	  a	  three-­‐body	  system,	  as	  shown	  in	  Figure	  4.	  The	  molecule	  was	  surrounded	  by	  three	  dipolar	  probes	  composed	  of	  bare	  fixed	  charges.	  The	  locations	  of	  the	  probes	  were	  chosen	  to	  correspond	  to	  potential	  hydrogen	  bonds	  with	  the	  molecule.	  The	  energy	  of	  this	  system	  cannot	  simply	  be	  calculated	  by	  the	  summation	  of	  molecule	  with	  probe	  one	  and	  molecule	  with	  probe	  two,	  so	  the	  following	  equation	  needed	  to	  be	  used	  to	  calculate	  
the	  energy	  of	  the	  three-­‐body	  system:	  	  𝐸!!"#$ = 𝐸 1+ 2+ 3 − 𝐸 1+ 2 − 𝐸 1+ 3− 𝐸(2+ 3)+ 𝐸 1 + 𝐸 2 + 𝐸(3)	  where	  E(1)	  is	  the	  energy	  of	  the	  molecule,	  E(2)	  and	  E(3)	  are	  the	  energies	  of	  the	  probes.	  Figure	  4	  is	  composed	  of	  three	  separate	  three-­‐body	  configurations;	  however,	  
Figure	  4	  Above	  is	  the	  arrangement	  of	  
probes	  around	  methanethiol,	  where	  P	  
represents	  the	  positively	  charged	  probe	  
and	  N	  represents	  the	  negatively	  probe.	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only	  two	  three-­‐body	  energies	  were	  done	  in	  this	  project	  due	  to	  the	  symmetry	  of	  the	  probes.	  One	  of	  the	  configurations	  is	  demonstrated	  in	  Figure	  5.	  	  	   Initially,	  α	  was	  fitted	  only	  for	  sulfur	  with	  no	  polarizability	  on	  hydrogen.	  Once	  α	  was	  fitted	  for	  sulfur,	  α	  was	  fitted	  for	  hydrogen.	  	   When	  all	  the	  α’s	  were	  fitted,	  it	  was	  determined	  that	  the	  results	  of	  the	  2.1	  A	  distance	  would	  be	  used.	  Next,	  the	  charge	  was	  fitted	  for	  sulfur	  and	  hydrogen,	  and	  the	  Lennard-­‐Jones	  parameters,	  σ	  and	  ε,	  were	  fitted	  for	  sulfur.	  This	  was	  done	  using	  the	  dimers	  shown	  in	  Figure	  6.	  The	  parameters	  were	  fitted	  to	  match	  the	  energies	  and	  distances	  of	  the	  dimers	  as	  best	  as	  possible.	  	  
3.58	  A	  
3.37	  A	   4.20	  A	  
Figure	  6	  Above	  is	  a	  depiction	  of	  the	  three	  different	  methanethiol	  dimer	  configurations.	  The	  distances	  
shown	  above	  are	  quantum	  mechanical	  calculations.	  
E(1+2+3)	  
E(1+2)	   E(1+3)	  E(1)	  
Figure	  5	  The	  calculation	  of	  two-­‐	  and	  three-­‐body	  energies	  of	  
methanethiol	  are	  depicted	  above.	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   All	  of	  the	  previous	  parameters	  were	  then	  used	  to	  run	  liquid	  and	  gas	  Monte	  Carlo	  simulations.	  	  The	  simulations	  were	  done	  at	  a	  constant	  temperature	  and	  pressure	  of	  5.96°C	  and	  1	  atm,	  respectively.	  The	  liquid-­‐phase	  simulation	  was	  done	  with	  216	  molecules	  subject	  to	  periodic	  boundary	  conditions,	  while	  the	  gas-­‐phase	  was	  preformed	  with	  a	  single	  molecule.	  From	  the	  simulations,	  the	  heat	  of	  vaporization	  was	  calculated	  using	  the	  following	  equation:	  
Δ𝐻!"# = 𝐸 𝑔𝑎𝑠 − 𝐸 𝑙𝑖𝑞 + 𝑅𝑇	  It	  was	  checked	  that	  the	  acceptance	  ratios	  of	  the	  solute	  and	  volume	  moves	  were	  between	  0.4	  and	  0.5.	  	  	   The	  cysteine	  side-­‐chain	  was	  added	  to	  the	  previously	  parameterized	  protein	  backbone.	  The	  energies	  and	  angles	  of	  the	  five	  previously	  determined	  configurations	  were	  checked	  against	  QM	  data,	  as	  described	  in	  the	  next	  chapter.	  
3.2	  Methanethiolate	  	  	   	   	  Similarly	  to	  methanethiol,	  α	  was	  fitted	  for	  the	  sulfur	  using	  the	  three-­‐body	  calculations	  described	  in	  the	  previous	  section.	  The	  three-­‐body	  system	  is	  shown	  in	  Figure	  7.	  	  	   Once	  α	  was	  fitted,	  the	  charge	  and	  the	  Lennard-­‐Jones	  parameters	  were	  adjusted	  using	  only	  one	  water	  dimer,	  as	  shown	  in	  Figure	  8.	  	  Figure	  7	  Above	  is	  the	  arrangement	  of	  
probes	  around	  methanethiolate,	  where	  P	  
represents	  the	  positively	  charged	  probe	  
and	  N	  represents	  the	  negatively	  probe.	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   Then,	  the	  change	  in	  free	  energy	  of	  methanethiolate	  in	  bulk	  water	  was	  performed.	  The	  calculated	  value	  based	  on	  the	  simulation	  was	  compared	  to	  the	  experimental	  data	  to	  test	  the	  accuracy	  of	  the	  fitted	  parameters.	  
3.3	  Conclusion	  	  	   The	  methods	  used	  to	  parameterize	  methanethiol	  and	  methanethiolate	  were	  described.	  In	  general,	  the	  parameters	  are	  fitted	  in	  the	  following	  order:	  (1)	  polarizibility	  and	  (2)	  charge	  and	  Lennard-­‐Jones	  parameters.	  After	  the	  fitting,	  the	  molecules’	  physical	  properties	  were	  calculated	  and	  tested	  against	  QM	  or	  experimental	  values.	  The	  next	  chapter	  describes	  and	  discusses	  the	  results	  of	  the	  methods	  in	  this	  chapter.	  	  
	  	   	  
3.21	  A	  
Figure	  8	  Above	  is	  a	  depiction	  of	  
the	  methanethiolate-­‐water	  
dimer.	  The	  distance	  shown	  above	  
is	  the	  quantum	  mechanical	  
calculation.	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4.	  Results	  and	  Discussion	  	  	   This	  chapter	  summarizes	  the	  results	  of	  the	  parameterization	  of	  methanethiol	  and	  methanethiolate.	  	  
4.1	  Three-­‐Body	  Systems	  	  	   In	  the	  three-­‐body	  systems,	  α	  was	  fitted	  to	  be	  0.42	  for	  the	  sulfur	  and	  5.1	  for	  the	  hydrogen	  as	  summarized	  in	  Table	  5.	  The	  energies	  of	  the	  fitted	  three-­‐body	  systems	  are	  shown	  in	  Table	  4.	  The	  error	  of	  methanethiol	  is	  shown	  as	  the	  RMS	  error	  of	  the	  two	  systems.	  Meanwhile,	  the	  error	  of	  methanethiolate	  is	  just	  the	  difference	  between	  the	  QM	  and	  POSSIM	  values.	  Originally,	  the	  α	  of	  sulfur	  of	  methanethiolate	  was	  fitted	  to	  be	  0.41,	  but	  as	  more	  of	  the	  parameters	  were	  fitted,	  it	  became	  apparent	  that	  changing	  the	  value	  to	  0.42	  did	  not	  change	  the	  dimer	  system	  energies	  and	  distances	  by	  much.	  However,	  having	  the	  polarizability	  be	  the	  same	  for	  both	  sulfurs	  is	  ideal.	  	  






QM	   POSSIM	   	  	   QM	   POSSIM	  E!"#$%& -­‐0.457	   -­‐0.453	  
	  
0.411	   0.385	  E!"#$%&	   0.696	   0.692	  
	  




	   	  
0.026	  
Table	  4	  The	  results	  of	  the	  three-­‐body	  energy	  calculations	  
(in	  kcal/mol)	  are	  shown	  in	  the	  table	  above.	  For	  
methanethiol,	  the	  RMS	  error	  is	  shown	  of	  the	  two	  three-­‐
body	  systems.	  For	  methanethiolate,	  the	  error	  is	  the	  
difference	  between	  QM	  and	  POSSIM	  data.	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parameters	  gave	  the	  best	  RMS	  errors	  of	  1.57kcal/mol	  and	  0.26	  A!	  for	  methanethiol.	  The	  RMS	  errors	  for	  the	  previously	  fitted	  methanethiol	  were	  1.24	  kcal/mol	  and	  0.32	  A!.	  For	  the	  fitting,	  it	  was	  more	  important	  to	  replicate	  the	  distance	  with	  as	  much	  accuracy	  as	  possible,	  while	  the	  energy	  was	  allowed	  to	  deviate	  slightly	  more.	  Additionally,	  these	  parameters	  produced	  the	  best	  heat	  of	  vaporization	  and	  molecular	  volume	  results	  as	  compared	  to	  other	  parameters	  attempted,	  as	  will	  be	  discussed	  in	  a	  later	  section.	  The	  error	  for	  the	  methanethiolate	  dimer	  was	  1.0	  kcal/mol	  and	  0.1	  A!.	  	  
4.3	  Methanethiolate	  	  	   The	  change	  in	  free	  energy	  calculation	  result	  of	  methanethiolate	  in	  bulk	  water	  is	  presented	  in	  Table	  7.	  With	  the	  deviation,	  the	  POSSIM	  value	  is	  statistically	  the	  same	  value	  as	  the	  reference.	  This	  implies	  that	  the	  fitting	  for	  methanethiolate	  was	  successful.	  	  
4.4	  Methanethiol	  	  
	  
α	   q	   σ	   ε	  
H	  (in	  CH!SH)	   5.10	   0.200	   -­‐	  	   -­‐	  
S	  (in	  CH!SH)	   0.42	   -­‐0.265	   3.79	   0.45	  





Dimer	   QM	   POSSIM	   	  	   QM	   POSSIM	  CH!SH	  x	  2	   -2.25 -0.77 	  	   4.20 3.91 CH!SH…H!O	  (SH)	   -3.19 -2.28 	  	   3.37 3.51 CH!SH…H!O	  (OH)	   -2.08 -4.18 	  	   3.58 3.27 CH!S!…H!O	  (SH)	   -13.28 -14.28 	  	   3.21 3.32 
	  
Reference!	   POSSIM	  
ΔG	   -­‐76±3	   -­‐76.2±1.1	  
Table	  7	  The	  table	  above	  
summarizes	  the	  delta	  G	  
calculations	  (in	  kcal/mol)	  for	  
methanethiolate	  in	  bulk	  water.	  
[a]	  (Kelly,	  Cramer,	  &	  Truhlar,	  
2005).	  
Table	  6	  Above,	  the	  table	  compares	  the	  POSSIM	  and	  QM	  energies	  
(in	  kcal/mol)	  and	  distances	  (in	  A)	  of	  the	  dimers.	  	  
Table	  5	  The	  table	  above	  summarizes	  the	  parameters	  
developed	  for	  the	  sulfur	  and	  hydrogen	  in	  
methanethiol	  and	  the	  sulfur	  in	  methanetiolate.	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   The	  results	  of	  the	  liquid	  Monte	  Carlo	  simulations	  for	  methanethiol	  are	  summarized	  in	  Table	  8.	  This	  gives	  an	  error	  of	  2.2%	  for	  the	  heat	  of	  vaporization	  and	  3.3%	  for	  the	  molecular	  volume.	  These	  calculations	  take	  several	  hours	  to	  run,	  and	  because	  of	  this,	  the	  number	  of	  parameter	  sets	  that	  were	  tested	  was	  limited.	  However,	  with	  more	  time,	  the	  percent	  error	  can	  be	  improved.	   	   After	  the	  liquid	  simulations,	  the	  dihedral	  energies	  were	  check	  and	  the	  results	  are	  shown	  in	  Table	  9.	  The	  relative	  POSSIM	  energies	  matched	  the	  QM	  values	  exactly	  for	  the	  corresponding	  angles.	  
4.5	  Protonated	  Cysteine	  Dipeptide	  	  	   Once	  the	  accuracy	  of	  the	  parameters	  of	  methanethiol	  was	  checked,	  the	  small	  molecule	  analog	  was	  attached	  to	  a	  previously	  fitted	  dipeptide	  backbone,	  as	  shown	  in	  Figure	  9.	  	  	   Table	  10	  shows	  the	  conformational	  energies	  and	  angles	  of	  previously	  determined	  configurations.	  	  
ΔH!"#	  	  
	  
Molecular	  Volume	  Reference!	   POSSIM	   	  	   Reference!	   POSSIM	  
5.87	   6.00±0.03	  
	  
90	   92.99±0.14	  
	   	  
Energy	  
Dihedral	   Angle	  Values	   QM!	   POSSIM	  
H-­‐C-­‐S-­‐H	   0°	   1.19	   1.19	  60°	   0.00	   0.00	  
Table	  8	  The	  heat	  of	  vaporization	  (in	  kcal/mol)	  and	  molecular	  
volume	  (in	  𝐀𝟑)	  for	  methanethiol	  are	  shown	  in	  the	  table	  above.	  
[a]	  (Li	  et	  al.,	  2013).	  
Table	  9	  The	  torsional	  energies	  (in	  kcal/mol)	  of	  
two	  different	  configurations	  of	  methanethiol	  are	  
shown	  in	  the	  table	  above.	  [a]	  (Li	  et	  al.,	  2013).	  
Figure	  9	  The	  figure	  above	  shows	  the	  protonated	  
cysteine	  dipeptide.	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   The	  RMS	  errors	  of	  this	  simulation	  were	  slightly	  higher	  than	  those	  of	  the	  previously	  published	  results	  (Li	  et	  al.,	  2014).	  However,	  these	  results	  are	  presented	  without	  any	  torsional	  fitting,	  so	  if	  fitting	  was	  to	  be	  done,	  the	  RMS	  errors	  would	  be	  improved.	  	  











conf	   QM!	   P	  
	  
QM!	   P	  
	  
QM!	   P	  	  
	  
QM!	   P	  
	  
QM!	  	   P	  
1	   0	   -­‐0.18	   	   -­‐86.6	   -­‐76.24	   	   64.7	   31.24	   	   52.4	   61.62	   	   68.1	   68.82	  
2	   1.72	   1.72	   	   -­‐159.2	   -­‐160.08	   	   166.7	   162.01	   	   -­‐160.7	   -­‐157.79	   	   75.4	   78.89	  
3	   2.26	   2.26	   	   -­‐156.8	   -­‐158.62	   	   144.1	   142.96	   	   -­‐174.8	   -­‐180.82	   	   -­‐81.4	   -­‐76.79	  
4	   3.18	   3.6	   	   -­‐154.8	   -­‐156.24	   	   174.4	   164.85	   	   65.1	   68.42	   	   -­‐65.1	   -­‐62.89	  
5	   4.79	   4.86	   	   -­‐160	   -­‐157.57	   	   166.1	   164.92	   	   62.8	   65.01	   	   -­‐175.3	   -­‐173.82	  
RMS	  error	  
	  
0.21	   	   	  
5.79	  
	   	  
18.43	  
	   	  
8.81	  
	   	  
6.37	  
Table	  10	  The	  conformational	  energies	  (in	  kcal/mol)	  and	  angles	  (in	  degrees)	  are	  presented	  below.	  P	  represents	  the	  POSSIM	  
values.	  [a]	  (Li	  et	  al.,	  2014)	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