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Abstract
Properties of the weight distribution of low-dimensional generalized Reed–Muller codes are
used to obtain restrictions on the weight distribution of linear codes over arbitrary 2elds. These
restrictions are used in non-existence proofs for ternary linear code with parameters [74; 10; 44]
[82; 6; 53] and [96; 6; 62]. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In [18], a relationship was established between gaps in the weight distribution of
binary Reed–Muller codes of low order and constraints on the weight distribution of
arbitrary binary linear codes. This relationship – a generalization of an idea by Brouwer
[6] – has been exploited in [9,5], where it was instrumental in non-existence proofs
for several binary linear codes of dimension nine. Thus, the authors of the present paper
have the reasonable hope that a similar connection between the weight distribution of
generalized Reed–Muller codes and that of q-ary linear codes will yield worthwhile
results. Our goal is to describe this connection and to indicate possible applications.
1.1. Outline
Section 2 contains an overview of relevant facts concerning generalized Reed–Muller
codes. The reader might be aware that at least six di@erent non-equivalent de2nitions
of this type of codes exist, cf. Grushko [10]. We prefer the de2nition of Kasami et al.
[12,13] that has been admirably presented by Delsarte et al. [8].
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Sections 3 and 4 are devoted to symmetric and supersymmetric functions and their
supports. If these functions have low degree, they can be used to derive constraints on
the (complete) weight distribution of linear codes.
Finally, in Section 5, we describe the announced link between the weight distribu-
tion of generalized Reed–Muller codes and that of arbitrary linear codes. The paper
ends with some examples and applications. In particular, we prove the non-existence
of ternary linear codes with parameters [74; 10; 44]; [82; 6; 53] and [96; 6; 62]. We are
convinced that a thorough computerized investigation of the ternary table in [7] will
yield many more non-existence results. Our constraints are much weaker for q¿ 3.
But then again the same is true for the corresponding tables. So even for q¿ 3 there
is some hope.
2. Degree of functions and ane subsets
Let Fq be the 2nite 2eld with q elements, and let f : Fkq → Fq be any Fq-valued
function on the standard vector space Fkq: Since for any w ∈ Fkq the polynomial function
k∏
i=1
(1− (xi − wi)q−1)
is the characteristic function 
{w} of the 1-element subset {w}⊆ Fkq, we infer that
f(x) =
∑
w∈Fkq
f(w)
{w}
is a polynomial function. Moreover, since ap = a for all a ∈ Fq, the function f has a
(unique) reduced polynomial representation of the form
f(x) =
∑
∈W
ax;
where
W :={(1; 2; : : : ; k) ∈ Nk | 06u6q− 1; u= 1; 2; : : : ; k}
and
x:=x11 x
2
2 · · · xkk ; = (1; 2; : : : ; k):
Obviously, the degree of f is invariant under aKne transformations of Fkq: Hence, the
degree deg(f) of a function f : C→ Fq on a k-dimensional Fq-aKne space C is well
de2ned. Simply put deg(f):=deg(f◦’), where ’ : Fkq → C is any aKne isomorphism.
We shall exploit this in Section 5, where C will be a k-dimensional a5ne code of
length n, i.e. a k-dimensional aKne subspace of Fnq.
We are interested in the size of the support supp(f) of f. If deg(f)6r, then f can
be interpreted as a word in the rth-order q-ary generalized Reed–Muller code Rq(r; k)
of length qk , and |supp(f)| then is the weight of this word (cf. [8,1,2]). Quite a few
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facts are known about the weight set of Reed–Muller codes. For q:=2; we refer to
Proposition 2 of [18]. For the general case, we quote the following results.
Proposition 1. Let Rq(r; k) be the rth-order q-ary generalized Reed–Muller code of
length qk : Then
1. (Ax [3]). all weights in Rq(r; k) are divisible by q(k−1)=r;
2. (cf : [1]) the minimum weight of Rq(r; k) is equal to (q − s)qk−t−1; with t:=

r==(q− 1) and s:=r − (q− 1)t.
Remark 2. The supports of the minimum weight codewords in Rq(r; k) are the unions
of q − s distinct and parallel (k − t − 1)-Mats which are contained in a (k − t)-Mat of
the aKne space Fkq. A – complicated – proof of this fact can be found in [8]. (See
also [4], where the result was used to determine the automorphism group of Rq(r; k).)
Consequently, the supports of the minimum weight codewords in Rq(t(q − 1); k) are
the (k − t)-Mats of Fkq.
The weight set of Rq(2; k) has been completely determined by McEliece:
Proposition 3 (McEliece [17]). Let Rq(2; k) be the second-order q-ary generalized
Reed–Muller code of length qk . Then all weights are of the form
qk − qk−1 + qk−1−j;
where = 0; ±1; or ±(q− 1) and 06j6k==2:
The weight sets of binary Reed–Muller codes are known to contain gaps that are not
covered by Proposition 1, cf. [14]. Recently, Vance found such a gap in the ternary
case.
Proposition 4 (Vance [19]).
1. There is no word of weight 3k−2 + 3(k−1)=4 in R3(4; k) for k¿6.
2. Suppose r¿2 and for some l¿2r2 − r + 1; there is no word of weight
3l−r + 3(l−1)=2r
in R3(2r; l). Then for all k¿l; there is no word of weight
3k−r + 3(k−1)=2r
in R3(2r; k):
Since we focus on subsets of Fq-aKne spaces, the following de2nition makes sense.
Denition 5. Let S be any subset of a k-dimensional Fq-aKne space C. Then the
degree of S in C is the non-negative integer
deg(S):=min{deg(f) | supp(f) = S}:
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3. Symmetric functions on Fnq
The symmetric group Sn over {1; 2; : : : ; n} acts on Fnq by
(c1; c2; : : : ; cn):=(c(1); c(2); : : : ; c(n)):
Let the complete weight of c:=(c1; c2; : : : ; cn) ∈ Fnq be the vector cw(c):=(a)a∈Fq ,
where the integers a are given by
a:=|{i ∈ {1; 2; : : : ; n} | ci = a}|:
The vector (0; 2; 1; 0; 2; 0; 0) ∈ F73, for instance, has the complete weight (4; 1; 2).
The set
Wn:=

 ∈ NFq
∣∣∣∣∣∣
∑
a∈Fq
a = n


lists the complete weights in Fnq. Its size is
(
n+q−1
q−1
)
. Then the orbits of Sn in Fnq are
the subsets
S:={c |w(c) = };  ∈ Wn:
If, for example, q= 3 and  = (1; 0; 2), then
S = {(0; 2; 2); (2; 0; 2); (2; 2; 0)}:
Now consider the action
(f)(c):=f(c)
of Sn on the Fq-vector space of the functions f : Fnq → Fq: A function f : Fnq → Fq is
said to be symmetric if f = f for all  ∈ Sn. An example of a symmetric function
on F23 is the function
x1x22 + x
2
1x2 + 2x1 + 2x2:
The symmetric functions constitute a vector space Symn. Obviously, the symmetric
functions are the functions that are constant on the S. So the characteristic functions

(S) of the symmetric sets S form a basis for Symn. Hence, dim Symn =
(
n+q−1
q−1
)
.
We de2ne the complete weight of a reduced monomial
x:=x11 x
2
2 : : : x
n
n ; = (1; 2; : : : ; n);
to be the complete weight of the exponent vector . So the complete weight of x is
the vector cw():=(0; 1; : : : ; q−1); where the integers i are given by
a:=|{i ∈ {1; 2; : : : ; n} | i = a}|:
If, for example, n= 7 and q= 3, then the complete weight of the monomial x22x3x
2
4 is
(4; 1; 2).
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The set
Vn:=
{
 ∈ Nq
∣∣∣∣∣
q−1∑
a=0
a = n
}
lists the complete weights of the reduced monomials over Fq in n variables. Note
that the only di@erence between Wn and Vn is that the vectors in the former set are
parametrized by Fq and those in the latter by {0; 1; 2; : : : ; q− 1}.
The
(
n+q−1
q−1
)
polynomials
’(x):=
∑
cw()=
x;  ∈ Vn;
constitute another basis of Symn. It is straightforward to express the ’ as linear
combinations of the 
(S):
Proposition 6. ’ =
∑
c 
(S); with
c =
∑
M
∏
i∈Fq
(
i
mi;0 mi;1 · · · mi;q−1
)
i
∑q−1
j=0
mi; j·j: (1)
(The summation is over all arrays M of non-negative integers mi;j; i ∈ Fq and j ∈
{0; 1; : : : ; !}; that satisfy the conditions∑
i∈Fq
mi; j = j; j = 0; 1; : : : ; q− 1;
and
q−1∑
j=0
mi;j = i; i ∈ Fq:)
Proof. Choose a 2xed vector u ∈ S. Then c is the value of ’ on u. Let us calculate
the contribution of a monomial x of ’ to c: Let us de2ne
mi;j:=|{a ∈ {1; 2; : : : ; n} | ua = i ∧ a = j}|:
Then
u =
∏
i∈Fq
q−1∏
j=0
(ij)mi; j =
∏
i∈Fq
i
∑q−1
j=0
mi; j·j
if we interpret 00 as 1. The number of exponent vectors that produce the same numbers
mi;j as  is equal to the product of multinominals∏
i∈Fq
(
i
mi;0 mi;1 · · · mi;q−1
)
:
Admittedly, expression (1) is unwieldy for general q. But in the binary and ternary
cases, we can derive more manageable formulas. For q:=2, the complete weight  is
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of the form (n − a; a), where a is the standard Hamming weight of x ∈ S, and  is
of the form (n− b; b); where b is the degree of ’. Replacing  by a and  by b, we
can reduce (1) to
cba =
(
a
b
)
;
cf. [18]. Now consider the ternary case. Put :=(n− a1− a2; a1; a2) and :=(n− b1 +
b2; b1; b2): Then (1) becomes
c =
∑
u;v
(−1)u
(
a1
a1 − b1 − b2 + u+ v b1 − u b2 − v
)(
a2
a2 − u− v u v
)
=
∑
u;w
(−1)u
(
a1
b1 + b2 − w
)(
a2
w
)(
w
u
)(
b1 + b2 − w
b1 − u
)
if we substitute w = u+ v: We give some examples, with :=(n− a1 − a2; a1; a2):
 ’ c
(n− 1; 1; 0) ∑ xi a1 − a2
(n− 1; 0; 1) ∑ x2i a1 + a2
(n− 2; 0; 2) ∑ x2i x2j a1 + a2 − (a1 + a2)2
(n− 2; 2; 0) ∑ xixj ( a12 )+ ( a22 )− a1a2
We see that for =(n−1; 0; 1); (n−2; 0; 2) the c actually depend on the Hamming
weight a1 + a2. In other words, the functions
∑
x2i ,
∑
x2i x
2
j are constant on the sets
{x |w(x) = a};
where w(x) denotes the (Hamming) weight of x ∈ Fn3. This kind of “supersymmetric”
functions will be discussed in the next section.
4. Supersymmetric functions on Fnq
The Hamming spheres
Si:={x |w(x) = i}; i = 0; 1; : : : ; n;
of Fnq are the orbits of the monomial group Mn. By de2nition, this is the transformation
group of Fnq generated by the coordinate permutations and the transformations of the
form
(x1; x2; : : : ; xn) → (ax1; x2; : : : ; xn);
with a ∈ Fq \ {0}.
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Remark 7. Note that the subscript i of Si denotes an integer and not a vector of length
q, as was the case in the preceding section. In the current section we shall always use
Si in its new sense.
Denition 8. A function f : Fnq → Fq is said to be supersymmetric if f = f for all
 ∈ Mn.
Since the supersymmetric functions are the functions that are constant on the
Hamming spheres, they form an (n + 1)-dimensional subspace SSymn of the vector
space Symn. Let us describe another basis.
For any subset I ⊆{1; 2; : : : ; n} the monomial ∏i∈I xi will be denoted by xI . Then
we consider the n+ 1 supersymmetric functions
’j:=
∑
|I |=j
(xI )q−1; j = 0; 1; : : : ; n:
Remark 9. Analogous to Remark 7, we observe that the subscript of ’j is an integer.
There is no chance of confusion with the notation of the preceding section because
here we only use ’j with its new meaning.
Proposition 10. For j = 0; 1; : : : ; n; we have
’j =
n∑
i=0
(
i
j
)

(Si) (2)
and

(Sj) =
n∑
i=0
(−1)i+j
(
i
j
)
’i: (3)
Hence the ’j constitute a basis for the vector space SSymn.
Proof. Let I be the support of a vector c ∈ Fnq. Then the monomial (xJ )q−1 takes
the value 1 on c if J ⊆ I and the value 0 otherwise. This accounts for Formula (2).
Formula (3) then follows from the standard binomial inversion formula
n∑
j=0
(−1)i+j
(
i
j
)(
j
k
)
=
{
1 if i = k;
0 otherwise:
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Example 11. Take q:=3. Then


1
’1
’2
’3
’4
’5
’6
’7
’8


=


1 1 1 1 1 1 1 1 1
0 1 2 0 1 2 0 1 2
0 0 1 0 0 1 0 0 1
0 0 0 1 1 1 2 2 2
0 0 0 0 1 2 0 2 1
0 0 0 0 0 1 0 0 2
0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 1 2
0 0 0 0 0 0 0 0 1





(S0)

(S1)

(S2)

(S3)

(S4)

(S5)

(S6)

(S7)

(S8)


describes the 2rst nine supersymmetric functions in terms of the 
(Si): If n¡ 8, we
put 
(Si):=0 for i = n+ 1; : : : ; 8:
Denition 12. A subset I ⊆{0; 1; : : : ; n} is said to have period m if it is a union of
sets of the form
{u ∈ {0; 1; : : : ; n} | u ≡ amodm}:
If I has period m, then the union of Hamming spheres
SI :=
⋃
i∈I
Si ⊆ Fnq
is also said to have period m.
For example, the subset {1; 3; 6; 8; 11; 13; 16}={1; 6; 11; 16}∪ {3; 8; 13} of {0; 1; : : : ; 16}
has period 5.
Henceforth, let p denote the characteristic of the 2eld Fq. In the sequel we shall
investigate the degree of sets SI of period pr . We shall need a result of Lucas’ in the
following form.
Lemma 13 (Lucas [15]). Let p be a prime; and let a:=a1 + a2pr; b:=b1 + b2pr be
non-negative integers with 06a1; b1 ¡pr: Then(
a
b
)
≡
(
a1
b1
)(
a2
b2
)
modp:
Proposition 14. If SI has period pr; then deg(SI )6(q− 1)(pr − 1).
Proof. Obviously, it suKces to prove the statement for sets I of the form
{u ∈ {0; 1; : : : ; n} | u ≡ amodpr}:
In the following, put 
(Sj):=0 and ’j:=0 if j¿n.
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If i¡pr , then
’i =
n∑
j=0
(
j
i
)

(Sj)
=
∑
j¿0
(
j
i
)

(Sj)
=
pr−1∑
a=0
∑
b¿0
(
a
i
)(
b
0
)

(Sa+bpr )
=
pr−1∑
a=0
(
a
i
) ∑
u≡a(pr)

(Su):
Now, apply the binomial inversion formula
∑
u≡a(pr)

(Su) =
pr−1∑
i=0
(−1)a+i
(
i
a
)
’i:
The product of supersymmetric functions is supersymmetric. In fact, the vector space
SSymn is an algebra. In the next section, we shall use a certain factorization of the
function
∑pr−1
i=0 (−1)i’i.
Lemma 15. If a¡pr; then ’a’bpr = ’a+bpr .
Proof. Note that

(Si)
(Sj) =
{

(Si) if i = j;
0 otherwise:
Hence, we infer that
’a’bpr =
(
n∑
i=0
(
i
a
)

(Si)
) n∑
j=0
(
j
bpr
)

(Sj)


=
n∑
i=0
(
i
a
)(
i
bpr
)

(Si)
=
n∑
i=0
(
i
a+ bpr
)

(Si) = ’a+bpr :
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Here, we use Lucas’ Lemma again: if i = u+ vpr; with 06u¡pr; then(
i
a
)(
i
bpr
)
=
(
u
a
)(
v
0
)(
i
0
)(
v
b
)
=
(
u
a
)(
v
b
)
=
(
i
a+ bpr
)
:
Corollary 16.
∑
u≡0(pr+s)

(Su) =
pr+s−1∑
i=0
(−1)i’i
=

pr−1∑
i=0
(−1)i’i



ps−1∑
i=0
(−1)i’ipr


=

 ∑
u≡0(pr)

(Su)



ps−1∑
i=0
(−1)i’ipr

 :
5. Weight restrictions for ane codes
Let C⊆ Fnq be a k-dimensional q-ary aKne code of length n, i.e. a coset of a
k-dimensional linear code in Fnq: For  ∈ Wn; put
A(C):={c ∈ C | cw(c) = }= S ∩ C:
Then the non-negative integers A(C):=|A(C)| are said to constitute the complete
weight distribution of the code C.
If ’ is a function of degree r on Fnq, its restriction  to C obviously is a function
of degree 6r on the k-dimensional aKne space C. So  de2nes a word in the Reed–
Muller code Rq(r; k): As a matter of fact, the degree of  may be less than r. For
example, if ’= ) and if  is constant on C, then deg  6deg ).
Now it is important to note that if ’ is symmetric, the support of  is a (disjoint)
union of sets of the form A(C). Putting
I’:={ ∈ Wn |’(c) = 0 for c ∈A(C)};
we have
supp  =
⋃
∈I’
A(C)
and
|supp  |=
∑
∈I’
A(C):
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Since  is a word of weight |supp  | in the Reed–Muller code Rq(deg  ; k); we im-
mediately obtain the following result.
Theorem 17. Let ’ be a symmetric function on Fnq; and let C⊆ Fnq be a k-dimensional
a5ne code. Then∑
∈I’
A(C)
is a weight in the Reed–Muller code Rq(deg  ; k)⊆Rq(deg r; k); where  is the re-
striction of ’ to C.
If C is linear, this theorem, in combination with Propositions 1, 3 and 4, can be
used to strengthen the MacWilliams identities for the complete weight distributions of
C and C⊥ (see [16]). We do not pursue this further here, but turn to the Hamming
weight distribution.
Let us de2ne
Ai(C):={c ∈ C |w(c) = i}; i = 0; 1; : : : ; n
and
Ai(C):=|Ai(C)|:
Then the sequence A0(C); A1(C); : : : ; An(C) is called the (Hamming) weight distribu-
tion of C. For a supersymmetric function ’ ∈ SSymn, we de2ne
I’:={i ∈ {0; 1; : : : ; n} |’(c) = 0 for c ∈Ai(C)}:
Then Theorem 17 specializes to the following result.
Theorem 18. Let ’ be a supersymmetric function on Fnq; and let C⊆ Fnq be a k-
dimensional a5ne code. Then∑
i∈I’
Ai(C)
is a weight in the Reed–Muller code Rq(deg  ; k)⊆Rq(deg r; k); where  is the re-
striction of ’ to C.
Remark 19. If C is linear, then not every weight in Rq(deg r; k) is a candidate for a
speci2c sum
∑
i∈I’ Ai(C): Since (q− 1) |Ai(C) for all i = 0; we have∑
i∈I’
Ai(C) ≡
{
1mod (q− 1) if 0 ∈ I’;
0mod (q− 1) if 0 ∈ I’:
We end this paper by listing a few consequences of the preceding theorem. In the
sequel, p denotes the characteristic of the 2eld Fq. The results are formulated for linear
codes.
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Proposition 20. Let C be a k-dimensional q-ary linear code. Then the integers∑
i ≡u(p) Ai(C) are weights in Rq(q− 1; k): Hence
1.
∑
i ≡u(p) Ai(C) is divisible by q
(k−1)=(q−1) for u= 0; 1; : : : ; p− 1;
2.
∑
i ≡u(p) Ai(C)¿q
k−1 for u= 1; 2; : : : ; p− 1; and
3. if
∑
i ≡0(p) Ai(C) = 0; then
∑
i ≡0(p) Ai(C)¿q
k−1:
Proof. The supersymmetric functions ’1 − u; u = 0; 1; : : : ; p − 1; have degree q − 1.
The intersection of their support with C is
⋃
i ≡u(p)Ai(C). Now apply Theorem 18 and
Proposition 1. The ¿ sign in part 3 is a consequence of Remark 19.
Corollary 21. Taking the complement in C; we immediately =nd that
1.
∑
i≡u(p) Ai(C) is divisible by q
(k−1)=(q−1) for u= 0; 1; : : : ; p− 1;
2.
∑
i≡u(p) Ai(C)6q
k − qk−1 for u= 1; 2; : : : ; p− 1; and
3. if
∑
i≡0(p) Ai(C) = qk ; then
∑
i ≡0(p) Ai(C)¡q
k − qk−1:
In the ternary case, we can use McEliece’s Proposition 3.
Proposition 22. If C is a ternary linear code of dimension k; then the integers∑
i ≡u(3) Ai(C); u = 0; 1; 2; are weights in the Reed–Muller code R3(2; k); i.e. they
are of the form
3k − 3k−1 + 3k−1−j;
where = 0;±1; or ±2 and 06j6k=2. Hence∑
i≡0(3)
Ai(C) ∈ {qk−1; qk−1 ± 2 · 3k−1−j (06j6k=2)}
and ∑
i≡u(3)
Ai(C) ∈ {qk−1 ± 3k−1−j (06j6k=2)}; u= 1; 2:
Example 23. Let us consider a putative ternary linear [39; 6; 24]-code C. Using the
standard residual code argument, we see that its weight set is contained in
{0; 24; 27; 28; 29; 30; 33; 36; 37; 38; 39}:
Moreover, the non-existence of [38; 6; 24]-codes and [37; 5; 24]-codes implies that the
dual distance of C is at least 3. Linear programming with the full set of MacWilliams
identities now gives that∑
i ≡0(3)
Ai(C) = A28 + A29 + A37 + A386242:
Since 242¡ 35, the preceding proposition implies that
A28 + A29 + A37 + A38 = 0:
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Hence all weights in C must be divisible by three. By similar arguments one can prove
that the same holds for the putative ternary codes with parameters [66; 6; 42], [79; 6; 51]
and [93; 6; 60].
Proposition 24. No ternary linear codes with parameters [74; 10; 44] or [82; 6; 53]
exist.
Proof. We apply the usual linear program with respect to the MacWilliams equations
and information on the dual distance and non-existence of residual codes from the table
in [7]. If we add the constraints from Proposition 22, we infer that all weights must
be congruent to 0 or 2 modulo 3. But then we can use a result of Hill and Lizak [11]
which states that an [n; k; d]q-code with gcd(d; q) = 1 and with all weights congruent
to 0 or d modulo q can be extended to an [n + 1; k; d + 1]q-code. The table in [7],
however, tells us that there are no codes with parameters [75; 10; 45]3 or [83; 6; 54]3.
Proposition 25. Let C be a k-dimensional q-ary linear code; and let I(u):={upr +
x+ypr+1 | 06x¡pr∧y¿0}. Then the integers ∑i ∈I(u) Ai(C) are weights in Rq((q−
1)pr; k): Hence
1:
∑
i ∈I(u) Ai(C) is divisible by q
(k−1)=(q−1)pr for u= 0; 1; : : : ; p− 1;
2:
∑
i ≡I(u) Ai(C)¿q
k−pr for u= 1; 2; : : : ; p− 1; and
3: if
∑
i ≡I(0) Ai(C) = 0; then
∑
i ≡I(0) Ai(C)¿q
k−pr :
Proof. Consider support of the supersymmetric functions ’pr − u of degree (q− 1)pr .
Corollary 26. Taking the complement in C leads to the following equivalent formu-
lation.
1:
∑
i≡I(u) Ai(C) is divisible by q
(k−1)=(q−1)pr for u= 0; 1; : : : ; p− 1;
2:
∑
i≡I(u) Ai(C)6q
k − qk−pr for u= 1; 2; : : : ; p− 1; and
3: if
∑
i≡I(0) Ai(C) = qk ; then
∑
i ≡I(0) Ai(C)¡q
k − qk−pr :
Corollary 27. If all weights in the k-dimensional q-ary linear code C are divisible by
pr; then
1:
∑
i≡u(p) Aipr (C) is divisible by q
(k−1)=(q−1)pr for u= 0; 1; : : : ; p− 1;
2:
∑
i≡u(p) Aipr (C)6q
k − qk−pr for u= 1; 2; : : : ; p− 1; and
3: if
∑
i Aipr+1(C) = qk , then
∑
i Aipr+1(C)¡q
k − qk−pr :
Proposition 28. If C is a q-ary linear code of dimension k; then the integers∑
i≡u(pr) Ai(C); u = 0; 1; : : : ; p − 1; are weights in the Reed–Muller code Rq((q −
1)(pr − 1); k): So
1:
∑
i≡u(pr) Ai(C) is divisible by q
(k−1)=(q−1)(pr−1):
2: If
∑
i≡u(pr) Ai(C) = 0; then
∑
i≡u(pr) Ai(C)¿q
k−pr+1:
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Proof. Use Propositions 14 and 1.
Remark 29. In the case q:=3 and r:=1, we also might put Vance’s Proposition 4 to
good use.
Proposition 30. If all weights in the k-dimensional q-ary linear code C are divisible
by pr; then∑
i≡0(pr+s)
Ai(C)¿qk−p
r(ps−1):
Proof. Using Corollary 16, we see that the restriction of the function
∑pr+s−1
i=0 (−1)i’i
to C actually has degree 6(q−1)pr(ps−1): Now apply part 2 of Proposition 1. (The
integer
∑
i≡0(pr+s) Ai(C) cannot be zero, because a linear code always contains the zero
vector.)
Example 31. If all weights in the k-dimensional ternary linear code C are divisible by
3, then∑
i≡0(9)
Ai(C)¿3k−6:
Finally, we use Remark 2 in combination with preceding results on lower bounds to
obtain the following results.
Proposition 32 (Cf. Proposition 20). If C is a k-dimensional linear code over Fq such
that for some u ∈ {1; 2; : : : ; p− 1} we have
∑
i ≡u(p)
Ai(C) = qk−1;
then
{c ∈ C |w(c) ≡ u(p)}
is a linear subcode of C of dimension k − 1.
We use this proposition in proving the following non-existence result.
Proposition 33. No ternary linear [96; 6; 62]-code exists.
Proof. The dual distance of such a code C is at least 3 and by the usual arguments
we can reduce the possible weights to
[0; 62; 63; 66; 67; 68; 69; 71; 72; 75; 76; 77; 78; 80; 81; 84; 85; 86; 87; 90; 95]:
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Then Proposition 22 together with linear programming with respect to the MacWilliams
equations lead to the following four possibilities for the numbers A(u):=
∑
i≡u(3) Ai(C):
A(0) A(1) A(2)
81 162 486
243 0 486
405 0 324
729 0 0
Since no ternary [97; 6; 63]-code exists, the trick [11] by Hill and Lizak eliminates
all but the 2rst case. Then the preceding proposition tells us that the words of weight
congruent to 0 or 1 modulo 3 constitute a 1-codimensional subcode D. Let x be a
word with w(x) ≡ 1mod 3 and y a word with w(y) ≡ 2mod 3. Since x ∈ D and
y ∈ D, both x+ y and x− y are in the complement of D. Hence, w(x+ y) ≡ 2mod 3
and w(x− y) ≡ 2mod 3: This contradicts the well-known ternary formula
w(x) + w(y) + w(x+ y) + w(x− y) ≡ 0mod 3:
Proposition 34. If C is a k-dimensional linear code over Fq such that∑
i≡0(pr)
Ai(C) = qk−p
r+1;
then
{c ∈ C |w(c) ≡ 0(pr)}
is a linear subcode of C of dimension k − pr + 1.
Example 35. A quaternary linear code C of dimension k contains at least 4k−1 words
whose weights are divisible by 2. If C contains exactly 4k−1 such words, then these
constitute a linear subcode of codimension 1.
Proposition 36. If C is a k-dimensional linear code over Fq such that all weights are
divisible by pr and such that∑
i≡0(pr+s)
Ai(C) = qk−p
r(ps−1);
then
{c ∈ C |w(c) ≡ 0(pr+s)}
is a linear subcode of C of dimension k − pr(ps − 1).
Example 37. If all weights in a k-dimensional quaternary linear code C are divisible
by 2, then C contains at least 4k−2 words whose weights are divisible by 4. If
102 S. Guritman et al. / Discrete Applied Mathematics 111 (2001) 87–102
C contains exactly 4k−2 such words, then these constitute a linear subcode of co-
dimension 2.
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