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PREMESSA 
 
 
I  mercati  elettrici  stanno  vivendo  un  momento  di  profondo 
cambiamento dovuto al processo di liberalizzazione che lentamente ha 
coinvolto, o sta coinvolgendo, un po’ tutti i paesi, dalla Gran Bretagna 
alla  Spagna,  dall’Australia  agli  Stati  Uniti.  Questo  mutamento  nella 
struttura dei mercati ha portato alcune conseguenze che richiedono un 
approccio diverso e più sistematico, soprattutto nell’analisi dei prezzi. 
Fino  ai  primi  anni  ‘90  il  settore  dell’elettricità  era  fortemente 
regolamentato, i mercati non liberalizzati avevano variazioni minime 
di prezzo a causa degli stretti controlli e per il fatto che gli stessi prezzi 
venivano stabiliti da commissioni statali che cercavano di assicurare la 
solvibilità degli accordi.  
In una situazione simile, l’unica variabile che poteva cambiare era la 
domanda perché il prezzo era tenuto stabile dalle commissioni statali 
che  lo  fissavano  come  funzione  dei  costi  di  generazione  e  di 
distribuzione e perciò il grado di incertezza era veramente piccolo. 
Nel 1996, a livello comunitario è stata adottata la Direttiva 96/92/CE 
del  Parlamento  Europeo,  relativa  a  “Norme  comuni  per  il  Mercato 
interno dell’Energia Elettrica”, contenente alcuni obblighi per gli Stati 
Membri, successivamente ha avuto inizio, a livello locale, un laborioso 
iter  che  ha  portato  al  recepimento  delle  linee  guida  contenute  nella 
Direttiva stessa.  
Quest’ultima Direttiva ha introdotto per la prima volta il concetto di 
“Mercato dell’energia elettrica”, dando origine ad una riforma radicale 
del “mondo”elettrico in tutte le sue componenti. 
Alla  base  di  questo  cambiamento  sta  l’idea  che  assimila  l’energia 
elettrica a qualunque altra merce o commodity; in quanto tale, essa deve 
poter circolare in ambito comunitario in modo libero.    2
Il  Legislatore  Europeo  ha  quindi  puntato  alla  realizzazione  di  un 
mercato unico dell’energia, all’aumento dell’efficienza di trasmissione, 
distribuzione  e  produzione  e  ad  una  maggiore  sicurezza  di 
approvvigionamento,  garantendo  nel  contempo  l’operatività  e 
l’interconnessione delle varie reti.  
La Direttiva è stata recepita in modi differenti nei diversi Stati Membri 
ed  ha  dato  luogo  a  strutture  di  mercato  anche  disomogenee  in 
funzione soprattutto dell’assetto precedente di ciascun sistema; non è 
un caso che i paesi in Europa che sono in maggior ritardo nell’apertura 
del mercato elettrico, Italia e Francia, sono anche quelli nel quale l’ente 
ex monopolista,  Enel  ed  Edf  rispettivamente,  aveva  raggiunto 
dimensioni tali da richiedere un maggiore tempo per l’adeguamento 
alla suddetta Direttiva. 
In questo lavoro si sono analizzate in  particolare le caratteristiche del 
mercato italiano e si è poi fatto riferimento ad un aspetto se vogliamo, 
più tecnico, come quello della “Borsa” dell’elettricità, luogo nel quale è 
fondamentale la scelta di regole precise per garantire la concorrenza e 
la piena uguaglianza fra tutti gli operatori.  
La rimozione del controllo sui prezzi e l’entrata nel mercato aperta a 
tutti, avvenute con la liberalizzazione, hanno portato una successiva 
esplosione  della  variazione  dei  prezzi  e  del  numero  di  prodotti, 
richiedendo la necessità di avere degli strumenti in grado di valutare 
la bontà dei contratti e la loro rischiosità. Infatti, negli ultimi anni i 
mercati  elettrici  di  molti  paesi  si  sono  aperti  a  un  processo  di 
liberalizzazione e deregolamentazione con l’obiettivo di introdurre la 
competizione nella produzione e nella distribuzione di energia. 
Una  delle  conseguenze  principali  di  questo  processo  è  che  i  prezzi 
vengono  determinati  dall’interazione  e,  più  concretamente, 
dall’incrocio tra le curve di domande e di offerta. 
Questi prezzi, così formati, hanno la caratteristica, in tutti i mercati, di 
possedere  una  consistente  volatilità,  superiore  e  più  complessa  che 
negli altri mercati finanziari.   3
L’avvento  di  questo  cambio  ha  portato,  come  conseguenza,  un 
incremento  dell’importanza  della  modellazione  e  della  stima  delle 
serie dei prezzi elettrici. 
La liberalizzazione di questo mercato ha introdotto nuovi elementi di 
incertezza nel settore elettrico e perciò ha contribuito all’introduzione 
di aspetti finanziari consueti come la gestione finanziaria del rischio in 
un ambiente, come quello dell’energia, squisitamente industriale. 
Tutti  gli  attori  del  mercato  hanno  bisogno  di  questi  strumenti  e  di 
poter  fare  previsioni  attendibili.  Basti  pensare  alle  società  di 
produzione  che  devono,  nel  breve  periodo,  definire  le  offerte  da 
presentare  sul  mercato;  nel  medio  periodo,  devono  pianificare  la 
stipula  di  contratti  bilaterali  con  i  propri  clienti;  nel  lungo  periodo 
definire le proprie strategie di espansione. 
Si è analizzata quindi la struttura della borsa elettrica esaminandola  
nei  suoi  molteplici  aspetti  e  interessandoci  in  particolare  della 
formazione del prezzo e della sua modellazione. 
Inizialmente si è cercato di modellare i prezzi con metodi tradizionali 
che sono alla base delle serie storiche, poi ci siamo interessati a dei 
modelli alternativi di tipo GARMA. 
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CAPITOLO 1 
IL MERCATO ELETTRICO IN EUROPA 
 
 
La  materia  dell'energia  è  stata  oggetto  di  particolare  attenzione  da 
parte delle istituzioni comunitarie sin dalla loro origine. In proposito è 
sufficiente  accennare  al  ruolo  svolto  dalla  Comunità  Europea  del 
Carbone e dell'Acciaio (Ceca) e dalla Comunità Europea dell'Energia 
Atomica  (Euratom)  sorte  per  regolare  lo  sfruttamento  delle  fonti 
carbosiderurgiche  e  nucleari  e  per  sviluppare  un  mercato  comune 
europeo delle materie prime e delle infrastrutture. 
Benché il Trattato Istitutivo della Comunità Economica Europea non 
presenti alcuna disposizione in materia energetica, negli anni novanta, 
attraverso  l’emanazione  della  Direttiva  96/92  CE  del  19  dicembre 
1996,  viene  avviata  la  politica  di  costruzione  del  mercato  interno 
dell'energia  con  l'obiettivo  di  realizzare  un  progressivo 
ridimensionamento dei monopoli pubblici in campo energetico. 
Tra  le  attribuzioni  della  Comunità  compaiono  in  quegli  anni 
l'adozione  di  "misure  in  materia  di  energia"  e  la  politica  di 
"incentivazione della creazione e dello sviluppo di reti transeuropee". 
Tali    principi  sono  finalizzati  a  ridurre  e,  inseguito  ad  eliminare  le 
asimmetrie esistenti fra i Paesi Membri relative al grado di apertura 
del mercato, alla possibilità di accedere alle reti energetiche in maniera 
trasparente e senza discriminazioni, all’esistenza di operatori delle reti 
effettivamente  indipendenti  dagli  altri  soggetti  protagonisti  del 
mercato,  al  fatto  di  avere  un  regolatore  con  forti  competenze  e 
realmente indipendente dagli interessi dell’industria energetica. 
Nel settore elettrico la liberalizzazione si realizza attraverso uno sforzo 
di regolarizzazione ed armonizzazione normativa e strutturale volta 
alla  creazione  di  un  Mercato  Elettrico  Comune  Europeo  all’interno 
della Comunità, fenomeno che attualmente coinvolge gran parte degli   6
stati  Membri  dell’Unione  e  che  vede  impegnata  la  Commissione 
Europea a mantenere alta la pressione sui Governi per evitare che si 
realizzino  asimmetrie  regolamentari  in  un  mercato,  quale  quello 
dell’energia  elettrica,  che  è  di  per  sé  caratterizzato  da  non  pochi 
squilibri e tensioni. 
Nel caso scandinavo,preso da esempio per creare il mercato europeo, 
la liberalizzazione del mercato elettrico prende le mosse a partire dalla 
Norvegia  dove,  dal  1°  gennaio  1991,  si  stabilisce  che,  senza  alcuna 
transizione,  tutti  i  clienti  finali  possono  liberamente  e  da  subito 
contrattare  la  propria  fornitura.  In  seguito,  con  il  recepimento  del 
provvedimento  anche  in  Svezia,  Finlandia  e  Danimarca,  è  stato 
possibile realizzare un unico mercato elettrico tra i 4 paesi. 
La  principale  caratteristica  è  quella  di  realizzare  un  riordino  delle 
funzioni all’interno del sistema elettrico scandinavo, separandole tra 
loro, introducendo la competizione in alcuni settori e garantendo una 
gestione monopolistica laddove essa è connaturata alla funzione stessa 
(monopolio naturale). 
La particolarità della riforma introdotta è che la liberalizzazione del 
mercato dell’energia elettrica è stata attuata senza passare attraverso la 
privatizzazione  delle  aziende  operanti  nel  settore,  conservando 
un’ampia persistenza della proprietà pubblica (statale / municipale). 
La creazione del mercato libero dell’energia elettrica si è quindi basata 
sui seguenti principi: 
• diritto di accesso a terzi alla rete; 
• una struttura di tariffe armonizzata e non discriminatoria; 
• la creazione di regole comuni per la gestione delle congestioni; 
• una borsa dell’energia con un’organizzazione ben definita. 
 
Le  regole  di  risoluzione  del  mercato  scandinavo  prevedono  che  il 
gestore di rete, in assenza di vincoli fisici, è obbligato ad accettare i 
piani  di  produzione  stabiliti  dai  vari  operatori  sulla  base  sia  dei   7
contratti  stipulati  bilateralmente  con  questi  ultimi  sia  dei  risultati 
ottenuti dalla loro partecipazione alla borsa dell’energia. 
L’organizzazione  del  mercato  scandinavo  dell’energia  elettrica  ha 
mostrato  fino  ad  ora  di  garantire  una  consistente  riduzione  dei  già 
contenuti  prezzi  finali  dell’energia  oltre  a  garantirne  una  stabilità 
maggiore  rispetto  a  tutti  gli  altri  mercati  europei  liberalizzati.  In 
questi, infatti, i prezzi nelle ore di massimo carico hanno raggiunto 
valori molto elevati dovuti principalmente a fenomeni di speculazione 
facilitati dagli stessi meccanismi di mercato. 
Possiamo distinguere le Borse elettriche in due macrogruppi:  
 
·  Borse elettriche fisiche: 
legate alla programmazione e al dispacciamento degli impianti. 
A questo gruppo appartengono : 
     IPEX italiano 
-  OMEL spagnolo 
Le tre borse statunitensi : 
NewEngland Power Pool (NePool) 
     New York Power Pool (NYPP) 
     Pensylvania, New Jersey e Maryland  (PJM) 
 
·  Borse elettriche finanziarie: 
A questo gruppo appartengono : 
-  Powernext francese 
-  EEX tedesca 
-  APX olandese 
-  UKPX (borsino) inglese 
 
Il  sistema  NordPool  rappresenta  un  caso  particolare,  in  quanto 
presenta  caratteristiche  tipiche  sia  delle  borse  fisiche  sia  delle  borse 
finanziarie. 
   8
1.1  BORSE ELETTRICHE FISICHE 
 
Le borse fisiche descritte presentano caratteristiche simili. 
Hanno un mercato del giorno prima (MGP) basato su prezzi orari, ma 
tale  mercato  non  è  formalmente  obbligatorio,  poiché  in  Borsa 
transitano  anche  i  contratti  bilaterali  e  i  prezzi  generati  nel  sistema 
rispecchiano il prezzo di sistema. 
Hanno  sistemi  di  mercato  di  gestione  delle  congestioni  e  per  il 
reperimento delle risorse di dispacciamento. 
Le  tre  borse  americane  hanno  un  sistema  di  prezzo  zonale  (mentre 
l’OMEL applica il system marginal price); ed inoltre hanno mercati della 
capacità,  sia  a  lungo  che  a  breve  termine, infine  hanno  istituito  dei 
contratti di copertura del rischio. 
Le molte similarità tra queste Borse sono evidenziate dal fatto che: 
 
·  le Borse sono gestite direttamente dal gestore della rete(nei casi 
statunitensi)  o  da  società  strettamente  connesse  ad  esso  (negli  altri 
casi). 
·  i  volumi  scambiati  nel  MGP  rappresentano  una  quota  assai 
rilevante delle transazioni fisiche complessive. 
·  la  volatilità  dei  prezzi  è  comparabile  in  tutte  queste  quattro 
Borse, ed è a un livello minore rispetto a quanto si avrebbe nelle Borse 
finanziarie. 
·  i volumi degli scambi sui mercati sequenziali al MGP (quindi il 
,mercato  di  aggiustamento  (MA)  o  il  mercato  per  i  sistemi  di 
dispacciamento MSD) sono molto minori. 
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1.1.1  ANALISI DEI SINGOLI MERCATI 
 
OMEL (spagnolo) 
Oltre a quella italiana, la Borsa elettrica spagnola è l’unica Borsa fisica 
europea. E’ stata istituita nel 1999. 
L’Autorità di regolazione del sistema elettrico spagnolo è la Comisiòn 
Nacional del Sistema Eléctrico (CNSE), creata nel 1994 che ne controlla 
l’efficacia,  stabilisce  le  regole  di  funzionamento  dei  mercati  e  fa  da 
arbitro per qualsiasi contenzioso. 
La borsa è formata da : 
·  un mercato del giorno prima che determina un system marginal 
price  non  zonale,  che  funge  da  riferimento  per  tutto  il  sistema 
elettrico spagnolo 
·  sei sessioni di mercati di aggiustamento 
·  una sessione per la risoluzione delle congestioni 
·  un mercato per i servizi ancillari (riserva e bilanciamento) 
 
Peculiarità  del  sistema  spagnolo  risulta  la  presenza  di  un  terzo 
mercato  per  la  programmazione  a  breve  termine  (“mercato  di 
previsione degli scostamenti”) che affianca quello giornaliero e quello 
intragiornaliero  per  affinare  il  dispacciamento  dei  gruppi  mezz’ora 
prima delle operazioni in tempo reale. 
La borsa non è obbligatoria, gli incentivi a partecipare sono tali che 
quasi tutta la generazione elettrica viene offerta nel MGP. 
Il prezzo emerso nel MGP dell’OMEL è in media piuttosto contenuto, 
con  una  volatilità  abbastanza    ragionevole,  sintomo  di  stabilità  dei 
prezzi; ciò comunque riflette il fatto che quasi la totalità dell’offerta sia 
convogliata  in  Borsa  e  che  il  mercato  spagnolo  sia  abbastanza 
oligopolistico  (infatti  esistono  due  grandi  operatori,  Endesa  e 
Iberdrola, che insieme rappresentano il 60% dell’offerta).   10
La produzione elettrica spagnola si attesta attorno ai 195 TWh annui 
(di cui 24 autoprodotti), ottenuti per un 20% da impianti idroelettrici, 
per un 50% da gruppi termoelettrici convenzionali (petrolio, carbone, 
gas naturale) e per il rimanente 30% da centrali nucleari. La Spagna 
assorbe inoltre circa 3 TWh annui dalle interconnessioni internazionali 
(Francia, Portogallo, Marocco) 
 
PJM – NePool – NYPP (statunitensi) 
Questi tre mercati statunitensi hanno molte caratteristiche in comune: 
·  Sono  tre  mercati  sostanzialmente  confinanti,  posti  nell’area 
orientale  degli  USA.  II  PJM  ha  una  maggiore  domanda  annua 
rispetto agli altri due 
·  Tutti e tre sono caratterizzati da picchi di domanda concentrati 
nel periodo estivo e un’offerta basata principalmente su fonti fossili 
tradizionali  (carbone,  olio  combustibile)  e  nucleari,  non 
particolarmente efficiente. 
·  I prezzi medi sono infatti abbastanza sostenuti.  
·  I  modelli  organizzativi  simili  dei  tre  mercati  rispecchiano  la 
struttura simile dell’industria.  
I volumi scambiati sui tre mercati sono abbastanza sostenuti, (anche 
tra  di  loro),  le  tre  aree  sono  interconnesse  con  un  alto  numero  di 
scambi tra gli operatori. 
I picchi  di prezzo sono relativamente frequenti, e ciò dipende dalle 
numerose  congestioni  che  si  verificano  sul  sistema  (c.d.  colli  di 
bottiglia), causate dalla non efficiente rete dell’est degli USA, che porta 
anche a frequenti blackout locali. 
Negli Stati Uniti la produzione annuale di energia elettrica è di circa 
3,800 miliardi di kWh prodotta utilizzando per il 52% carbone, per il 
20% il nucleare, per il 16% il gas, per il 7% fonti rinnovabili e per il 
restante 3% petrolio. 
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1.2  BORSE ELETTRICHE FINANZIARIE 
 
Le  Borse  elettriche  finanziarie  che  descriviamo  presentano  elementi 
comuni: 
 
·  programmazione  e  gestione  sono  compiute  in  maniera 
autonoma dai Gestori della Rete locale; 
·  forniscono  prodotti  che  rispecchiano  le  modalità  di 
contrattazione del mercato; 
·  forniscono  contratti  per  forniture  di  base  e  di  picco,  a  cui  si 
affianca  un  mercato  per  le  contrattazioni  orarie  (con  fini  di 
bilanciamento); 
·  forniscono diversi indici di prezzo utilizzati per la valutazione 
dell’andamento del mercato. 
 
Il successo di queste Borse è quindi legato alla credibilità che questi 
mercati riescono ad incontrare presso gli operatori e alla loro capacità 
di  fornire  una  modalità  di  contrattazione  alternativa  rispetto  ai 
contratti bilaterali. 
Tanto più tali mercati riescono ad attrarre clienti, tanto più il mercato 
diviene liquido e i prezzi che da esso emergono diventano i prezzi di 
riferimento del sistema. 
Quindi gli indicatori del successo di questi mercati sono:  
·  i volumi in esso scambiati 
·  la volatilità dei prodotti 
 
Confrontati con le Borse fisiche, si notano minori volumi scambiati, e 
maggiore  volatilità  del  mercato.  Infatti,  trattandosi  di  contratti 
finanziari,  non  si  può  più  parlare  di  capacità  di  produzione 
convogliata in Borsa, ma di energia contrattata e scambiata in varie 
forme di mercato.   12
1.2.1  ANALISI DEI SINGOLI MERCATI 
 
EEX (European energy exchange) (tedesca) 
E’  sita  a  Lipsia.  Il  punto  di  partenza  è  dato  dal  mercato  orario  del 
giorno prima, ma vi è anche la possibilità di fare offerte “per blocchi” 
di ore prestabilite. 
Il mercato funziona sulla base di aste prezzo/quantità.  
EEX si è proposto anche come sede di scambio di futures, con scadenze 
settimanali, mensili, trimestrali e annuali. Ed è stato grazie all’avvio 
delle  contrattazioni  per  questi  prodotti  che  EEX  ha  avuto  un 
andamento, in termini di volumi, costantemente crescente fino al 2003. 
L’EEX rappresenta il mercato di riferimento, oltre che per il mercato 
tedesco, anche per gran parte dell’Europa continentale. 
I  prezzi  hanno  una  certa  stabilità,  infatti  nel  periodo  gennaio 
2003/marzo 2004 il prezzo medio è stato: 
-  per gli scambi baseload ￿ 29€/Mwhb  
-  per gli scambi peakload ￿ 37 €/Mwh 
La differenza tra i due prezzi è stata piuttosto costante, indicando una 
certa stabilità del mercato. 
 
POWERNEXT (francese) 
Lanciata  nel  novembre  2001,  la  Borsa  francese  è  molto  meno 
sviluppata rispetto a quella tedesca. 
PowerNext è controllata per il 51% da una joint venture tra la borsa 
francese  Euronext  e  una  società  costituita  dai  gestori  della  rete 
francese,  olandese  e  belga,  mentre  il  restante  49%  è  suddiviso  tra 
diversi operatori finanziari ed elettrici dell’area francese. 
A giugno 2004 sono stati lanciati anche una serie di prodotti futures, 
nella speranza di ripetere il successo della borsa tedesca EEX. 
PowerNext  è  destinata  ad  essere  concorrente  di  EEX,  infatti, 
nonostante i volumi siano molto minori di quest’ultima, PowerNext 
presenta profili di volatilità e di prezzo comparabili. La correlazione   13
tra i prezzi delle due Borse è particolarmente forte (circa 92%) e ciò 
dimostra quanto esse siano in via di integrazione. 
La produzione elettrica francese è di circa 532 TWh annui, ottenuti per 
il 78% da centrali nucleari, per un 12% da impianti idroelettrici e per il 
10%  da  impianti  termoelettrici.  Le  importazioni  fisiche  sono  di  3.8 
TWh all’anno, mentre le esportazioni fisiche sono circa di 80 TWh. 
 
APX (Amsterdam Power Exchange) (olandese) 
E’ attiva dal maggio 1999 ed è gestita da tenne (il gestore della rete 
olandese) ed è strutturata come un semplice mercato del giorno prima, 
con transazioni orarie. 
Il  funzionamento  dell’APX  è  sempre  stato  oggetto  di  polemiche,  in 
quanto  i  volumi  scambiati,  sempre  abbastanza  modesti,  e  la 
conformazione geografica della rete olandese hanno determinato una 
volatilità  media  dei  prezzi  molto  elevata;  ciò  aumenta 
considerevolmente i rischi per gli operatori. 
Le autorità olandesi hanno spesso avviato indagini per stabilire se i 
prezzi  fossero  stati  manipolati,  in  particolare,  l’accusa,  rivolta 
soprattutto  agli  operatori  stranieri,  è  stata  di  avere  ridotto  la 
disponibilità di trasporto verso l’Olanda e conseguentemente di aver 
determinato una scarsità fittizia e di aver causato un’impennata dei 
prezzi.  Effettivamente  il  mercato  olandese  è  stato  quello  che  ha 
registrato più spesso picchi di prezzo elevati, anche in condizioni di 
non scarsità di offerta, e per questo motivo ha subito una certa perdita 
di credibilità presso gli altri operatori. 
Un’altra difficoltà per il mercato olandese è la forte concorrenza della 
Borsa tedesca EEX e della crescente Borsa francese PowerNext. 
 
UKPX (borsino inglese) 
Il settore elettrico inglese è stato privatizzato con l'Electricity Act il 31 
marzo  1990  ed  è  stato  orizzontalmente  e  verticalmente  separato.  Il 
passaggio  dal  pubblico  al  privato  ha  ridotto  la  proprietà  statale   14
dell’industria di oltre il 60%. Il processo di liberalizzazione ha avuto 
subito  il  via  per  le  industrie  estendendosi  rapidamente  fino 
all’apertura completa nel maggio del 1999 a tutti i consumatori 
Con  la  riforma  del  2000  il  mercato  inglese  ha  cambiato  la  sua 
meccanica, passando da un sistema di Borsa obbligatoria a un mercato 
puramente  bilaterale.  Tuttavia  questo  cambiamento  non  ha  fatto 
scomparire del tutto i mercati organizzati. 
UKPX gestisce un ampio portafoglio di prodotti:  
·  funge da piattaforma trading per contratti giornalieri (divisi in 
giorni feriali e festivi) 
·  opera  come  piattaforma  trading  per  contratti  futures,  su  base 
settimanale, mensile, stagionale e annuale. 
 
Dopo un avvio difficile, l’UKPX ha progressivamente preso piede, con 
un incremento notevole dei volumi. 
Le fonti energetiche utilizzate in Inghilterra sono per il 34% gas, per il 
33% carbone, per il 25% nucleare e il restante 8% sono importazioni, 
fonti energetiche rinnovabili e petrolio. 
 
NORDPOOL (scandinava) 
La borsa scandinava del NordPool è stata istituita nel 1995 aggregando 
tutti  i  mercati  elettrici  della  penisola  scandinava  (Norvegia,  Svezia, 
Danimarca e Finlandia). 
Nasce  come  mercato  fisico,  in  cui  le  zone  si  definiscono  in  modo 
dinamico sulla base dei flussi elettrici (market spitting), a differenza del 
mercato italiano in cui le zone sono predefinite. Questo sistema porta a 
definire: 
-  prezzi differenziati sulla base delle zone 
-  aree  che  si  modificano  in  funzione  di  dove  si 
determinano i colli di bottiglia. 
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Anche la borsa scandinava ha avuto successo grazie all’introduzione 
nel mercato dei futures.  
Il vantaggio principale del NordPool è dato da due fattori: 
·  l’offerta  è  fortemente  competitiva  per  l’elevato  numero  di 
operatori 
·  i  prezzi  sono  relativamente  bassi  grazie  al  mix  di  energia 
idroelettrica e nucleare. 
 
Inoltre i regolatori hanno costruito un modello di mercato che tiene 
conto  delle  caratteristiche  fisiche  dell’area  e  delle  caratteristiche 
contrattuali. 
 
 
1.3  SISTEMA ITALIA 
 
In Italia la liberalizzazione del mercato elettrico si realizza nella nascita 
della Borsa Elettrica Italiana che prende il via in forma sperimentale il 
1 aprile 2004. 
Nei  primi  sei  mesi  di  operatività  della  borsa  elettrica  i  prezzi  di 
vendita  sono  risultati  minori  nel  Nord,  maggiori  nell’Italia  Centro 
Meridionale  (in  particolare  in  Calabria)  in  ragione  sia  del  diverso 
bilancio  fra  produzione  e  consumo  delle  aree  in  questione  sia  dei 
vincoli fisici rappresentati dalla limitata capacità di trasporto della rete 
elettrica nazionale. I differenziali territoriali dei prezzi di offerta non si 
riflettono  ancora  su  quelli  al  dettaglio  in  virtù  del  meccanismo  di 
perequazione,  valido  sino  al  2007,  che  garantisce  l’applicazione  del 
Prezzo Unico Nazionale. 
Gli utenti finali sono distinti in “clienti idonei” e “clienti vincolati” a 
seconda  dei  contratti  di  fornitura  che  sono  autorizzati  a  stipulare: 
entrambi possono essere persone fisiche o giuridiche, ma gli “idonei” 
(a partire dal 1° luglio 2004, in base alla Delibera AEEG 107/04, sono   16
idonee  tutte  le  persone  fisiche  o  giuridiche  che  acquistano  energia 
elettrica  non  destinata  al  proprio  uso  domestico)  hanno  facoltà  di 
stipulare contratti di fornitura con qualsiasi fornitore di propria scelta 
(produttore  o  grossista)  mentre  i  “vincolati”  possono  essere  forniti 
esclusivamente dal distributore che esercita il servizio nella loro area 
territoriale. 
Dal 1° luglio 2007 tutti i clienti saranno “idonei”, mentre già dal 1° 
gennaio 2005, in concomitanza con l’entrata in regime del sistema, tutti 
i  clienti  idonei  hanno  diritto  ad  acquistare  energia  direttamente  in 
Borsa  (non  più  attraverso  l’Acquirente  Unico:  società  per  azioni, 
costituita dal gestore della rete di trasmissione nazionale (GRTN), cui è 
affidato  il  compito  di  assicurare  la  fornitura  di  energia  elettrica,  a 
prezzi competitivi ai clienti vincolati.) 
 
 
1.3.1  COME FUNZIONA IL MERCATO ELETTRICO? 
 
Nel  mercato  elettrico  le  transazioni  si  svolgono  su  una  piazza  del 
mercato  telematico,  alla  quale  gli  operatori  si  connettono  tramite 
internet  con  procedure  di  accesso  sicuro  (firma  elettronica  tramite 
smart card) per la conclusione di contratti on line. 
La  pubblicazione  di  informazioni  preliminari  al  mercato,  l’invio  di 
offerte,  la  comunicazione  degli  esiti  del  mercato,  dei  programmi  di 
produzione e consumo e la fatturazione vengono gestite totalmente in 
formato  elettronico.  Il  controvalore  delle  offerte  di  acquisto  e  dei 
consumi effettivi deve essere coperto da idonei sistemi di garanzia.  
Agli inizi sono stati messi a punto i sistemi informatici necessari al 
funzionamento  della  Borsa  elettrica  e  si  sono  tenute  sessioni 
giornaliere di prova con gli operatori elettrici.   17
In  base  al  Testo  Integrato  della  Disciplina  del  mercato  elettrico, 
approvato  in  data  19  dicembre  2003  dal  Ministro  delle  Attività 
Produttive, il mercato elettrico è articolato nei seguenti mercati: 
1.  mercati  dell’energia  nei  quali  sono  compresi:  il  mercato  del 
giorno prima dell’energia o MGP e il mercato di aggiustamento o MA. 
Su tali mercati, i produttori, i grossisti ed i clienti finali idonei vendono 
e comprano l’energia elettrica per il giorno successivo;  
 
2.  mercato per il servizio di dispacciamento (MSD), sul quale  il 
GRTN si approvvigiona dei servizi di dispacciamento necessari  alla 
gestione  ed  al  controllo  del  sistema  elettrico  (soluzione  delle 
congestioni di rete a programma, acquisto della riserva operativa per il 
giorno successivo, energia per il bilanciamento del sistema in tempo 
reale).  
 
I mercati dell’energia hanno come controparte centrale il gestore del 
mercato  elettrico  (GME);  si  svolgono  ogni  giorno  per  il  giorno 
successivo. Il mercato del giorno prima (MGP) si svolge nella prima 
mattinata,  mentre  il  mercato  di  aggiustamento  (MA)  nella  tarda 
mattinata.  
Trattano  quantitativi  orari  di  energia  e  gli  operatori  ammessi  alle 
contrattazioni presentano offerte di acquisto o vendita di energia per 
ogni  ora  del  giorno  successivo,  specificando  una  quantità  massima 
offerta o richiesta ed un prezzo di vendita o di acquisto. Le offerte 
ricevute da GME non sono abbinate su base continua, come avviene ad 
esempio nei mercati azionari, ma solo dopo il termine di presentazione 
delle  offerte.  Le  offerte  sono  accettate  in  modo  da  massimizzare  il 
valore delle transazioni, nel rispetto dei vincoli di trasporto tra zone 
geografiche  comunicati  dal  GRTN.  Pertanto,  il  mercato  assegna 
implicitamente il diritto di transito tra le zone geografiche e le offerte 
sono  selezionate  sulla  base  di  un  ordine  di  merito,  determinato dal 
prezzo. Le offerte accettate pagano o ricevono un prezzo marginale di   18
equilibrio, che in assenza di congestioni sulla rete è unico in Italia per 
tutte le offerte. In presenza di congestioni il mercato si divide in zone, 
dove  si  determina  un  prezzo  marginale  di equilibrio  diverso. In tal 
modo ad ogni offerta viene riconosciuto il prezzo della propria zona. 
Nel MGP il prezzo applicato alle offerte di acquisto è unico in tutto il 
Paese, anche in caso di congestioni. 
 
Il mercato per il dispacciamento ha come controparte il GRTN, unico 
acquirente in questo mercato. 
È prevista la partecipazione obbligatoria ed esclusiva di tutte le unità 
abilitate alla fornitura di servizi di dispacciamento; vengono trattati 
quantitativi orari di energia e gli operatori ammessi alle contrattazioni 
presentano offerte di acquisto o vendita di energia per ogni ora del 
giorno  successivo,  specificando  una  quantità  massima  offerta  ed  un 
prezzo di vendita. 
Funziona  come  "asta  selettiva".  Le  offerte,  selezionate  dal  GRTN  in 
ordine  di  merito  e  tenuto  conto  dei  vincoli  fisici  degli  impianti  di 
generazione e della rete elettrica, ricevono il proprio prezzo di offerta. 
 
Un  ulteriore  distinzione  si  deve  fare  fra  mercato  libero  e  mercato 
vincolato. 
Con  mercato  libero  si  intende  l’ambito  in  cui  operano  in  regime  di 
concorrenza produttori e grossisti di energia elettrica sia nazionali che 
esteri per fornire energia elettrica ai clienti idonei. 
Mentre  con  Mercato  vincolato  si  intende  l’ambito  del  mercato 
dell'energia elettrica per la fornitura ai clienti finali che, non rientrando 
nella categoria dei clienti idonei, possono stipulare i relativi contratti 
esclusivamente  con  il  distributore  che  presta  il  servizio  nell'area 
territoriale dove è localizzata l'utenza di detti soggetti.  
Il prezzo di acquisto dell'energia elettrica, in questo contesto, è unico a 
livello  nazionale  ed  è  regolamentato  dall'Autorità  per  l'Energia 
Elettrica e il Gas.   19
GLI ATTORI DEL MERCATO 
Nel  mercato  della  vendita  al  dettaglio  dell'energia  elettrica  sono 
presenti quattro attori:  
>  i clienti finali,     >  i distributori, 
>  i venditori       >  l’AcquirenteUnico 
 
I  venditori  intervengono  soltanto  nel  segmento  del  mercato  libero, 
mentre l'Acquirente Unico interviene solo nel segmento del mercato 
vincolato. 
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Cliente finale è qualunque soggetto (famiglia, condominio, impresa) 
che acquista energia elettrica per il proprio consumo 
I clienti domestici possono stipulare contratti di fornitura solo con il 
distributore  locale;  gli  altri  possono  scegliere  se  mantenere  un 
contratto  con  quest'ultimo  o  stipularne  uno  di  mercato  libero  con 
un’impresa di vendita. 
 
Distributore è l’impresa che gestisce la rete di distribuzione locale in 
base a una concessione del ministero delle Attività produttive: 
￿  allaccia  tutti  i  clienti  che  ne  fanno  richiesta,  senza 
compromettere  la  continuità  del  servizio  e  rispettando  le  regole 
tecniche 
￿  trasporta  l'elettricità  dalla  rete  di  trasmissione  nazionale  ai 
clienti 
￿  vende  l'energia  elettrica  ai  clienti  del  mercato  vincolato, 
acquistandola dall'Acquirente Unico 
 
Venditore è l’impresa che acquista energia elettrica dai produttori o 
nella Borsa elettrica (Ipex) per rivenderla ai clienti del mercato libero 
per consegnare l'energia elettrica ai clienti stipula : 
￿  contratti di trasporto con il distributore locale  
￿  contratti  di  dispacciamento  con  il  Gestore  della  rete  di 
trasmissione nazionale (Grtn) 
 
Acquirente  Unico  è  una  SpA  costituita  dal  Grtn  con  il  compito  di 
garantire la fornitura di energia elettrica al mercato vincolato: 
￿  acquista energia elettrica, prevalentemente attraverso la Borsa 
elettrica  (Ipex),  mediante  contratti  con  i  produttori  o  importazione 
dall'estero 
￿  rivende  l’energia  elettrica  ai  distributori  per  la  fornitura  ai 
clienti del mercato vincolato a un prezzo regolato dall’Autorità 
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La Borsa elettrica (IPEX) è un mercato regolamentato dove avvengono 
le contrattazioni relative all'offerta e alla domanda di energia elettrica 
all'ingrosso,  è  organizzata  e  gestita  dal  GME  (Gestore  del  Mercato 
elettrico), una società per azioni costituita dal GRTN SpA. 
I soggetti che possono partecipare alle contrattazioni di borsa sono i 
produttori, i grossisti, i clienti idonei, l'Acquirente Unico; è operativa 
dal 1 aprile 2004 
 
 
1.3.2  LA “FILIERA DELL’ENERGIA” 
 
L'Italia produce circa l'84% del proprio fabbisogno di energia elettrica; 
il restante 16% viene importato attraverso linee elettriche che collegano 
la rete italiana a quelle d'oltralpe (Francia, Svizzera, Austria, Slovenia) 
e alla Grecia. 
L'energia elettrica generata in Italia proviene per circa l'82% da centrali 
termoelettriche, alimentate da combustibili fossili che per la maggior 
parte  vengono  importati  dall'estero:  per  questo  il  costo  dell'energia 
elettrica è molto sensibile ai prezzi internazionali dei combustibili e al 
cambio euro dollaro. 
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Generazione:  è  la  trasformazione  in  energia  elettrica  dell'energia 
(normalmente calore) ricavata da fonti primarie: 
￿  Attività libera 
￿  Principali operatori: 
1.  EnelProduzione (46,4%);  
2.  Edison (9%), 
3.  Edipower(7,6%); 
4.  EndesaItalia (6,4%).  
￿  Prezzo libero, formato nella Borsa elettrica (Ipex) o contrattato 
direttamente con i singoli clienti 
 
Importazione:  è  l'acquisto  di  energia  elettrica  generata  all'estero,  da 
parte  di  grossisti  che  la  rivendono  in  Italia  o  di  clienti  (grandi 
utilizzatori industriali) per il proprio consumo: 
￿  Attività libera; 
￿  Principali importatori:  
1.  EGL (9,9%),  
2.  Edison (9,8%), 
3.  EniPower(8,8%), 
4.  Enel Trade (5,7%);  
￿  Prezzo libero. 
 
Trasmissione: è il trasporto dell'energia elettrica sulla rete nazionale, 
in alta o altissima tensione, per la consegna ai distributori locali: 
￿  Attività gestita in regime di concessione 
￿  Operatore  concessionario:  Gestore  della  Rete  di  Trasmissione 
Nazionale (Grtn SpA) 
￿  Tariffa determinata dall'Autorità 
Il  Grtn  gestisce,  insieme  all'attività  di  trasmissione,  anche  quella  di 
dispacciamento: è l’attività di gestione e controllo del sistema elettrico 
necessaria  per  garantire  che  l'energia  resa  disponibile  dalle  centrali 
coincida in ogni istante con quella prelevata dagli utenti   23
 
Distribuzione: è il trasporto dell'energia elettrica sulle reti locali per la 
consegna ai clienti finali 
￿  Attività  regolata  (concessione  dal  ministero  delle  Attività 
produttive) 
￿  Principali  operatori:  Enel  Distribuzione,  esercenti  locali  (Acea 
Roma,Aem Milano,Aem Torino, altri) 
￿  Tariffe proposte dagli esercenti e approvate dall'Autorità 
 
Vendita:  è  l'attività  di  vendita  ai  clienti  finali  dell'energia  elettrica 
acquistata dai produttori o da altri grossisti o importata 
￿  Attività  libera  per  i  clienti  del  mercato  libero;  svolta  dalle 
imprese di distribuzione locale per i clienti del mercato vincolato 
￿  Principali  operatori  del  mercato  libero:  Enel  Trade(49,6%), 
Edison Energia (14%), EGL Italia (6,5%).  
￿  Prezzo libero per i clienti del mercato libero; tariffa determinata 
dall'Autorità per quelli del mercato vincolato. 
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CAPITOLO 2 
PROCESSI A MEMORIA LUNGA 
 
2.1  INTRODUZIONE 
 
L’interesse per i processi a memoria lunga è nato negli anni ’50 nel 
campo dell’ingegneria, in particolare nell’idrologia: il primo studio fu 
proposto da Hurst (1951) a proposito delle proprietà di riempimento 
dei bacini idrici. Anche se il primo studio applicato a dati finanziari è 
dovuto a Mandelbrot (1971), questo tipo di modellistica ha iniziato a 
destare vero interesse negli econometrici solo all’inizio degli anni ‘80. 
Nei  mercati  finanziari,  molte  serie  storiche  dei  prezzi  sono 
caratterizzate dalla presenza di una memoria lunga: “l'attività odierna 
influenzerà il futuro per un lungo periodo di tempo”. 
La presenza di questa memoria dà vita a trend ben definiti dei prezzi 
delle attività finanziarie ed inoltre causa dei seri problemi per l'utilizzo 
delle tradizionali metodologie di studio delle serie storiche. 
Un processo stazionario è detto essere a memoria lunga se la funzione 
di autocorrelazione converge a 0 molto lentamente, per tali processi si 
ha: 
∑
- =
¥ ® ¥ =
n
n k
n k) ( lim r ; 
 
In  termini  di  funzione  di  densità  spettrale  un  processo  è  detto  a 
memoria  lunga  se  per  certe  frequenze Î w [0,p ]  la  densità  spettrale 
risulta illimitata: 
) , 0 ( ) ( lim
0 p w w
w Î ¥ =
® f . 
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Le  due  definizioni  sono  equivalenti  in  quanto  la  conoscenza  della 
funzione  di  autocorrelazione  è  equivalente  alla  conoscenza  della 
funzione di densità spettrale. 
infatti: 
∑
- =
k
k i e k f
w r
p
w ) (
2
1
) ( . 
 
Per  la  memoria  lunga  vengono  generalmente  considerati  i  modelli 
ARFIMA tralasciando che sono limitati dal fatto che non riescono a 
modellare  comportamenti  ciclici  persistenti;  infatti  gli  ARFIMA 
riescono a cogliere solo una memoria lunga classica (non stagionale) 
che quindi presenta un picco nel periodogramma solo a ritardo “0”. 
In questo lavoro faremo riferimento ad un'altra famiglia di modelli a 
memoria  lunga  detti  GARMA  (generalized  ARMA)  che  al  contrario 
possono  modellare  comportamenti  periodici  di  lungo  periodo;  lo 
spettro,  quindi,  potrà  presentare  più  picchi  in  corrispondenza  di 
frequenze diverse. 
 
Ecco come si è arriva alla definizione dei modelli GARMA: 
·  Si è partiti da un modello ARMA tradizionale; 
·  Viene  introdotta  un’integrazione  frazionaria  (generalizzazione 
ARFIMA); 
·  Ed  in  fine  si  sostituisce  l’operatore 
d B) 1 ( -   col  polinomio  di 
Gegenbauer 
d B B ) 2 1 (
2 + - h . 
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2.2  PROCESSI ARFIMA 
 
I modelli a differenza frazionaria sono stati introdotti da Granger e 
Joyeaux  (1980)  e  da  Hosking  (1981)  per  descrivere  la  dinamica  di 
fenomeni che presentano una struttura di dipendenza che persiste nel 
tempo  ed  hanno  trovato  interesse  ed  applicazioni  in  numerosi  e 
differenti  ambiti  disciplinari.  In  tutti  i  casi,  essi  si  prestano  alla 
interpretazione  ed  alla  modellistica  di  processi  le  cui  realizzazioni 
evidenziano  correlazioni  seriali  significative  anche  se  misurate  in 
tempi molto distanti. 
Appare quindi necessario, per adeguare la modellistica standard alla 
dinamica di molti fenomeni reali, generalizzare la classe dei processi 
lineari ARIMA (Box e Jenkins, 1970; Piccolo, 1990) in modo da poter 
tener  conto  in  modo  esplicito  di  una  componente  di  lunghissimo 
periodo,  che  spieghi  i  comportamenti,  prima  evidenziati,  rilevabili 
nella funzione di autocorrelazione globale e in quella spettrale. 
 
In  tale  prospettiva,  la  classe  dei  modelli  ARFIMA  (AutoRegressive 
Fractional Integrated Moving Average) offre uno strumento flessibile ed 
ulteriormente generalizzabile per descrivere tale tipo di dinamica. 
 
Un processo  t Z ~ARFIMA(p,d,q) di valor medio nullo è caratterizzato 
dalla seguente formulazione: 
t t
d a B Z B ) ( ) ( q f = Ñ               (2.2.1) 
 
dove  t a ~WN(0,
2 s ) è un processo White Noise Gaussiano; B denota 
l’operatore ritardo:  k t t
k Z Z B - = ; i polinomi:  ) 1 ( ) ( 1
p
pB B B f f f - - - = K  
e  ) 1 ( ) ( 1
q
qB B B q q q - - - = K  non hanno fattori comuni, mentre le p+q 
radici dell’equazione  ) ( ) ( B B q f =0 sono tutte esterne al cerchio unitario. 
   28
 
Inoltre, l’operatore alle differenze 
d Ñ  è definito da: 
K - - - - - - - =
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Hosking (1981) ha dimostrato che, se d<0.5, allora esiste la 
rapresentazione  ) (¥ MA  del processo,  
, ) ( t t a B Z y =  
dove 
∑
¥
=
+ =
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1
1
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) (
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k d B
B B
B
B y
f
q
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con  .
1
2 ¥ < ∑
¥
= k k y . 
 
Analogamente, se d> 0.5, esiste la rappresentazione  ) (¥ AR : 
t t a Z B = ) ( p , 
dove 
∑
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1
1
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1
2 ¥ < ∑
¥
= k k p  
 
Le caratteristiche di processi appartenenti a tale classe possono essere 
sintetizzate dall’andamento della funzione di autocorrelazione globale 
) (k r , e dualmente – nel dominio delle frequenze, della funzione di 
densità spettrale  ) (w f . 
 
A tal fine, esaminiamo in dettaglio un processo  t Z ~ARFIMA(0,d,0), 
che descrive la sola dinamica di lunga memoria, ovvero: 
t t
d a Z = Ñ .                (2.2.5) 
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In particolare avremo: 
 
i)  per  d<0.5,  la  rappresentazione  ) (¥ MA descritta  da: 
∑
¥
= - =
0 k k t k t a Z y   è  caratterizzata  dai  pesi  MA: 
)! 1 ( !
)! 1 (
-
- +
=
d k
d k
k y , 
k=0,1,…i  quali  decadono  a  zero  ad  un  tasso  iperbolico  essendo  per 
)! 1 /( ~ ,
1 - ¥ ®
- d k k
d
k y ; 
ii)  per d> 0.5, la rappresentazione  ) (¥ AR :  ∑
¥
= - + =
0 k t k t k t a Z Z p  
è caratterizzata dai pesi AR: 
)! 1 ( !
)! 1 (
) 1 (
-
- +
- =
d k
d k
k p  k=1,2,…tali che per 
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- d k k
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Si osservi che, invece, per i processi ARMA stazionari e invertibili sia i 
coefficienti  { } ¥ AR  che i coefficienti  { } ¥ MA  decadono a zero con un 
andamento  esponenziale,  il  che  implica  un  più  rapido  esaurirsi  dei 
legami di correlazione seriale al crescere del ritardo temporale. 
 
Inoltre,  la  funzione  di  autocorrelazione  globale  per  il  processo 
t Z ~ARFIMA(0,d,0), è la seguente: 
,... 1 , 0 ,
)! ( )! 1 (
)! 1 ( )! (
) ( ± =
- -
- + -
= k
d k d
d k d
k r     (2.2.6) 
 
Essa assume valori tutti negativi per –0.5<d<0 e valori tutti positivi per 
0<d<0.5 con un più lento decrescimento verso lo zero rispetto a quanto 
accade  per  i  processi  ARMA,  essendo  per 
)! 1 /( )! ( ~ ,
1 2 - - ¥ ®
- d d k k
d
k r  
Vale  la  pena  di  sottolineare  che  la  funzione  di  autocorrelazione 
parziale  per  tale  processo  è  particolarmente  semplice,  essendo 
espressa da: 
1 ) 0 ( ,...; 1 ,
) (
) ( = ± =
-
= p p k
d k
d
k .    (2.2.7)   30
Infine, la funzione di densità spettrale (non normalizzata) è definita 
come:  
[ ] p w p w
p
s
p
s
w
w £ < - = - =
- - - , ) 2 / ( 2
2
1
2
) (
2
2 2 2
d d i sen e f .    (2.2.8) 
Per  –0.5<d<0,  0 ) ( ® w f   per  0 ® w   la  densità  spettrale  è  dominata 
dalle componenti ad alta frequenza, e individua così un processo con 
una  dinamica  estremamente  alternata  nei  valori  e  con  correlazioni 
negative, definito antipersistente. 
Per 0<d<0.5, invece,  ¥ ® ) (w f  per  0 ® w ; cioè la densità spettrale è 
dominata  dalle  componenti  a  bassa  frequenza  e  il  processo  è 
caratterizzato da una dinamica di memoria lunga 
Tanto  per  dare  un  esempio,  la  figura  seguente  riporta  le  funzioni 
teoriche  di  densità  spettrale  e  di  autocorrelazione  del  processo 
ARFIMA(0,d,0) per d=0.35. 
 
 
 
 
 Funzione di densità spettrale e funzione di autocorrelazione del processo  
ARFIMA(0,d,0) per d=0.35 
 
Ritornando  al  processo  t Z ~ARFIMA(p,d,q)  dovrebbe  essere  ora 
evidente  il  ruolo  dei  corrispondenti  operatori.  Difatti,  mentre 
l’operatore  a  differenza  frazionaria  descrive  le  componenti  di  lunga   31
memoria, che si esplicitano e risultano dominanti nel lungo periodo, i 
polinomi AR e MA rappresentano ed esauriscono le componenti con 
memoria breve, che spiegano il loro effetto prevalentemente ai primi 
lags della struttura di correlazione seriale. 
Va  inoltre  sottolineato  che  la  modellistica  ARFIMA  è  definita  per 
qualsiasi  d> 0.5  reale,  perché  è  sempre  possibile  trovare  un  valore 
intero  1 d >0 e un valore reale  Î 2 d ( 0.5,0.5) tali che:  2 1 d d d + = . 
In sostanza, è sempre possibile differenziare il processo con operatori 
alle differenze di grado intero e ritrovare la parte frazionaria tramite 
un operatore alle differenza frazionaria. 
 
 
2.3  PROCESSI DI GEGENBAUER 
 
Un processo di Gegenbaur non è nient’altro che una generalizzazione 
dell’operatore  differenza  presente  dei  processi  ARFIMA 
d B) 1 ( -   che 
diviene 
d B B ) 2 1 (
2 + - h  che nel seguito verranno indicati con GI(η,d).  
 
Teorema: Il processo { t X } è detto processo di GEGENBAUER se 
soddisfa la seguente equazione 
  t t
d X B B e h = + -
- ) 2 1 (
2         (2.2.1) 
dove  ) , 0 ( ~
2 s e WN t  
 
Teorema: un processo di Gegenbauer è stazionario se 
  h <1 e d<1/2 
  h =1 e d<1/4 
È invertibile se 
  h <1 e d> 1/2 
  h =1 e d> 1/4 
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Teorema: Un processo di Gegenbauer stazionario è a memoria lunga 
se 0<d<1/2 e h <1 oppure se 0<d<1/4  e  h =1. 
 
Lo spettro di un processo GI(η,d) si ricava facilmente ricordando la 
relazione  che  esiste  fra  funzione  di  densità  spettale  e  funzione 
generatrice delle autocovarianze, G(k), del processo. 
Infatti, essendo 
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Si ottiene la seguente equazione per la densità spettrale di un processo 
frazionario integrato generalizzato: 
  { }
d
f
-
- =
2
2
) ) (cos( 4
2
) ( h w
p
s
w       (2.2.2) 
con  ) cos( 0 0 w h = . 
 
È  facile  osservare  che  la  densità  spettrale  del  processo  di  GI(η,d)  è 
illimitata alla frequenza  0 w , da cui deriva che le autocovarianze non 
sono  assolutamente  sommabili,  caratteristica  propria  dei  processi  a 
memoria lunga. 
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2.4  MODELLI GARMA(p,d, h h h h, q) 
 
Estendiamo ora i modelli di Gegenbauer a modelli in cui sia presente 
una  componente  di  memoria  corta  divenendo  un  processo  ARMA 
integrato generalizzato. 
Grazie a questi processi si riescono a cogliere sia caratteristiche della 
serie  nel  breve  periodo  che  più  periodicità  nel  lungo;  quest’ultime 
saranno messe in evidenza dallo spettro della serie che presenterà dei 
picchi in corrispondenza di frequenze diverse dallo 0. 
 
Un processo {x t} è detto GARMA (p,d, h, q) se soddisfa la seguente 
equazione: 
t t
d B X B B B e h ) ( ) 2 1 )( (
2 Q = + - F  
dove  ) , (
2 s e o WN t = ,  1 £ h   è  il  coseno  della  frequenza  in  cui  si 
manifesta  il  picco:  ) cos(w h = ,  2 / 1 < d   è  il  parametro  di  memoria 
lunga e  ) (B F  e Q(B) caratterizzano la parte ARMA: 
￿ 
p
pB B B B f f f - - - - = F .... 1 ) (
2
2 1  
￿ 
q
qB B B B q q q - - - - = Q .... 1 ) (
2
1  
 
Notiamo  come  i  modelli  GARMA  includano  gli  ARFIMA; infatti  se 
h=1 si ottiene un ARFIMA (p,2d,q). 
 
Per quanto riguarda le condizioni di stazionarietà ed invertibilità di 
questi modelli riportiamo il teorema di Gray et al. (1988). 
 
Teorema.  Sia  { t X }  un  processo  GARMA  tale  che  tutte  le  radici  di 
0 ) ( = F Z  e  0 ) ( = Q Z  siano al di fuori del cerchio unitario. Allora è vero 
quanto segue: 
{ t X } è stazionario se d<1/4 quando h =+ 1 o d<1/2 quando h <1; 
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{ t X } è invertibile se d> 1/4 quando h=+ 1 o d> 1/2 quando h <1; 
 
Se 0<d<1/4 quando h=+ 1 o 0<d<1/2 quando  h <1, allora { t X } è un 
processo a memoria lunga. 
 
La  rappresentazione  teorica  dello  spettro  di  un  modello 
GARMA(p,d,h,q) è: 
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f      (2.4.1) 
 
Un estensione dei modelli GARMA è data dai modelli GARMA a k-
fattori, per i quali la densità spettrale è illimitata in un numero finito 
di  frequenze,  chiamate  frequenze  di  Gegenbauer,  nell’intervallo 
[ ] p w , 0 Î . 
Tali modelli sono, quindi, in grado di cogliere e modellare la presenza 
di più cicli persistenti nella serie. 
Un processo { t X } è definito GARMA k fattori, se è stazionario e se 
soddisfa l’equazione alle differenze 
  t
k
i
t i B X B B B
i e h
l ) ( ) 2 1 ( ) (
1
2 Q = + - F Õ
=
    (2.4.2) 
dove  i WN i t " £1 , ~ h e  e  i i " < 2 / 1 l . 
 
La presenza di più fattori di secondo ordine implica la presenza di 
radici  unitarie  complesse,  che  possono  essere  scritte  in  forma 
esponenziale, ottenendo il seguente operatore 
Õ Õ
= =
- + - = - - = Ñ
k
j
j
k
j
j j j j j j j k
k B B B e B e
1
2
1
) cos 2 1 ( ) 1 ( ) 1 (
1
1
l l w l w l l
w w w
K
K       (2.4.3) 
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Da cui si ottiene: 
Õ ∑
=
¥
=
= + -
k
i n
n
n i B B B
i
1 0
2) cos 2 1 ( p w
l  
 
I  coefficienti  n p   sono  ricavati  dal  prodotto  dei  coefficienti  dello 
sviluppo in polinomio di Gegenbauer di ogni fattore d’integrazione 
presente nella (2.4.3) 
  ∑
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k C C
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) ( ) ( ) ( h h p
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dove i generici coefficienti  ) (
) ( h
d
n C  sono dati da 
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n k d
C
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dove di [n/2] si considera la parte intera e  G(*) è la funzione gamma. 
Il metodo più semplice per calcolare i coefficienti. 
Usando la formula ricorsiva proposta da Chung (1996) 
  2 1 1
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d
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C h     (2.4.6) 
con  0 C =1,  h d C 2 1 = .   36  37
CAPITOLO 3 
METODI DI STIMA 
 
3.1  INDIVIDUAZIONE DEL MODELLO 
 
L’identificazione del modello si basa sullo studio grafico della serie, 
della  funzione  di  autocorrelazione  e  del  periodogramma.  Dalla 
funzione di autocorrelazione possiamo individuare la dipendenza di 
lungo periodo: nel caso in cui l’autocorrelazioni decresca lentamente 
verso  lo  zero  e restino  al  di  fuori  degli  intervalli  di  confidenza  per 
ritardi  temporali  elevati;  e  la  presenza  di  componenti  di  tipo 
Gegenbauer che, se presenti, inducono un andamento ondulatorio alla 
funzione d’autocorrelazione. 
Nello  studio  del  periodogramma  la  presenza  di  poli  infiniti  a 
frequenze  diverse  è  l’elemento  distintivo  dei  modelli  GARMA  k 
fattori. 
A titolo di verifica è sufficiente determinare il periodo dell’oscillazione 
della  frequenza  di  Gegenbauer  determinata  sul  periodogramma  e 
confrontarla  con  il  periodo  dell’oscillazione  dell’autocorrelazione 
campionaria. 
Questa  analisi,  però,  va  fatta  senza  dimenticare  che  la  presenza  di 
componenti AR e/o MA può influenzare pesantemente la dinamica di 
lungo  periodo.  Per  risolvere  questo  problema,  è  utile  eliminare  la 
componente  di  memoria  lunga  differenziando  la  serie  e  studiare  il 
comportamento  della  funzione  di  atocorrelazione  e  del 
periodogramma dei residui. 
La stima dei parametri di ciclo e di lungo periodo dei modelli GARMA 
a  k_fattori  pone  due  problemi  fondamentali:  la  consistenza  dello 
stimatore e la sua distribuzione asintotica. 
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Una possibile soluzione può essere data da una procedura a due passi: 
·  Stima della frequenza di Gegenbauer prendendo la frequenza a 
cui corrisponde il massimo del periodogramma. 
·  Stimare  il  parametro  di  memoria  lunga  utilizzando  metodi 
parametrici  (metodo  della  massima  verosimiglianza)  o 
semiparametrici (metodo del log periodogramma). 
 
In  questa  tesi  abbiamo  usato  una  generalizzazione  dello  stimatore 
GPH  o  del  log periodogramma  proposta  da  Geweke  and  Porter 
Hudak (1983) per ottenere la stima dei parametri di memoria,  i l , dati i 
corrispondenti parametri di ciclo  i h , ottenuti mediante un metodo di 
stima non parametrico basato sulla rilevazione della frequenza a cui 
corrisponde il picco nello spettro; (ricordiamo infatti che  ) ( i f w  tende 
all’infinito per  ) cos( i i i dove w h w w = ® ). 
 
 
3.2  STIMA DEL PARAMETRO DI CICLO 
 
La  stima  del  parametro  di  ciclo  avviene  tramite  un  processo  non 
parametrico: Stimanta la densità spettrale viene individuanta l’ascissa 
a cui corrisponde il picco (frequenza di Gegenbauer  i w ), dalla quale si 
può risalire al valore di  i h . 
Si  osservi  che  tale  metodo  porta  alla  stima  della  frequenza  e  non 
direttamente del parametro di ciclo. 
La stima si ottiene, dunque, operando i seguenti passi: 
 
1.  Si determina il periodogramma, I(ω), della serie: 
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2.  Si  calcolano  le  ascisse  a  cui  corrispondono  i  picchi  nel 
periodogramma ottenendo così una stima preliminare delle frequenze 
di Gegenbauer  i w : 
  { } . , ; ) ( ) ( i m i i m I I m i i i ¹ + - Î " > =
Ù
e e w w w w  
 
3.  Infine, si determina la stima del parametro di ciclo tramite la 
relazione 
  ). cos(
Ù Ù
= i i w h  
Un limite di questo metodo di stima è determinato dalla numerosità 
campionaria della serie, infatti, le frequenze di Fourier utilizzate per 
calcolare  il  periodogramma  dipendono  direttamente  da  tale  valore, 
poiché sono determinate dalla relazione 
 
T
j
j
p
w
2
=     ( ) [ ] 2 / 1 ,..., 1 - = T j  
 
Pertanto la stima che si ottiene appartiene ad un campo di variabilità 
non  continuo,  e  quindi,  a  basse  numerosità  campionarie,  possono 
corrispondere stime non corrette. 
Un  altro  inconveniente  deriva  dall’eventuale  presenza  di  una 
componente  autoregressiva  e/o  a  media  mobile  che  eventualmente 
potrebbe alterare la funzione di densità spettrale. 
Problemi  di  distorsione  delle  stime  sono  legati  anche  al  valore  del 
parametro di memoria  i l , più questo è elevato (più si avvicina il limite 
di non stazionarietà ½) più l’individuazione del picco corrispondente 
nel periodogramma risulta agevole e le stime sono concentrate attorno 
al valore effettivo. 
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3.3  STIMA DEL PARAMETRO DI MEMORIA  
 
Inizialmente abbiamo provato ad utilizzare una generalizzazione della 
tecnica  dello  stimatore  di  Geweke  and  Porter Hudak  (1983),  già 
utilizzata  per  i  modelli  ARFIMA.  Tale  stimatore,  noto  anche  come 
metodo del log periodogramma o GPH, si basa essenzialmente sulla 
proprietà della funzione di densità spettrale che in un intorno dello 
zero diventa infinita. 
È  particolarmente  semplice  da  utilizzare,  in  quanto  non  richiede  la 
conoscenza del modello sottostante i dati. 
Un limite di questo metodo è la scelta del numero di frequenze da 
utilizzare nella regressione, poiché questo influenza pesantemente la 
stima,  creando  un  trade off  tra  correttezza  e  standard  error,  infatti 
all’aumentare  del  numero  di  osservazioni  utilizzate,  diminuisce  lo 
standard error, ma aumenta la distorsione. 
Un  altro  aspetto  negativo  di  tale  stimatore  è  che  le  stime  risultano 
pesantemente  influenzate  dalla  presenza  di  componenti  di  breve 
periodo 
 
 
3.3.1  METODO GPH 
 
Consideriamo il problema della stima dei parametri di memoria lunga 
i l , i=1….k, nei modelli GARMA k fattori. 
Supponiamo  che  Õ
=
= + -
K
i
t t i X B B
i
1
2) 2 1 ( e h
l ,  dove  t e   è  un  processo 
lineare  stazionario  (ARMA)  con  funzione  di  densità  ) (w e f   finita, 
limitata e continua nell’intervallo [0,̟]. 
La funzione di densità spettrale di  t X  è allora 
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È possibile stimare i parametri  i l  ponendo: 
ln{I(ω)}=Z; 
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da cui: 
  Z= . ... 1 1 x b b a + + + + k kY Y         (3.3.1) 
 
Su  questa  formula  è  possibile  applicare  le  tecniche  tradizionali  di 
stima, una volta deciso quante e quali frequenze utilizzare, ottenendo 
l’usuale stimatore OLS di  ) ,..., , ( 1 k b b a g =  
  . ) (
' 1 ' Z Y Y Y
-
Ù
= g           (3.3.2) 
 
Le operazioni da seguire per ottenere la stima della componente di 
memoria sono le seguenti: 
 
1.  Si determina il periodogramma della serie. 
 
2.  sul periodogramma si determinano le frequenze di Gegenbauer 
da cui si stimano i k coefficienti di ciclo della relazione  i h =cos( i w ). 
 
3.  si applicano le formule (3.3.1) e (3.3.2) in un limitato numero di 
frequenze, ottenendo la stima cercata. 
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L’analisi  proposta  da  Geweke  Porter Hudak,  per  ottenere  la 
distribuzione asintotica degli stimatori ottenuti, non è stata estesa ai 
processi di Gegenbauer k fattori per una serie di motivi. 
Rimane  il  problema  del  numero  di  frequenze  da  utilizzare  e  dove 
sceglierle. Infatti, la presenza di più picchi complica ulteriormente il 
problema; Caporin (1998) suggerisce, nel caso dei modelli GARMA, di 
prendere un numero variabile di frequenze, distribuite equamente ai 
lati del picco, compreso tra  T  e 4 T . 
Nel nostro caso abbiamo esteso questa idea ad ogni picco, prendendo 
quindi  un  intorno  di  frequenze,  ugualmente  distribuite  ai  lati  del 
picco,  per  ogni  polo  infinito  presente  nello  spettro  della  serie,  e 
costruendo su queste un’unica regressione come descritto in (3.2.1). 
 
 
3.4  DIFFERENZIAZIONE DI UN GARMA 
 
Per modellare la componente di memoria lunga, si può partire dalla 
rappresentazione AR infinita del modello. Si ha infatti: 
Õ
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da cui si ricava 
Õ
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l h = t W    t t B W B e ) ( ) ( Q = F     (3.4.2) 
 
dove  t W  segue, quindi, un modello ARMA(p,q). Sviluppando la (3.4.2) 
si ottiene: 
t W =∑
¥
=
-
0 j
j t jX p  
con  j p   opportuni,  che  è  appunto  la  rappresentazione  AR  (¥)  del 
modello.   43
A questo punto se tronchiamo la serie, considerando un numero finito 
di ritardi, otteniamo un’approssimazione del modello ARMA  t W . 
La  procedura  di  differenziazione  introduce  necessariamente 
un’approssimazione  che  dipende  dalle  osservazioni  a  disposizione, 
poiché  non  è  possibile  conoscere  l’infinito  passato  della  variabile 
d’interesse. 
La  procedura  proposta  si  basa  sullo  sviluppo  autoregressivo  dei 
polinomi  di  Gegenbauer,  e  sulla  generalizzazione  del  modello 
utilizzato  da  Hassler  e  Wolters  (1995),  che  troncano  la  sommatoria 
infinita quando il coefficiente del termine più lontano è inferiore ad 
una certa soglia; quindi bisogna calcolare un certo numero M di valori 
iniziali  per  effettuare  la  differenziazione.  Nei  modelli  GARMA  k 
fattori  i  coefficienti  delle  rappresentazioni  AR(¥)  e  MA(¥)  si 
calcolano  allo  stesso  modo  a  meno  del  segno  del  parametro 
d’integrazione. Quindi, i coefficienti della (4.1.2) si ricavano facilmente 
dalla (2.4.3) con: 
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si può, quindi, riscrivere la (3.4.2) come 
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Il punto  di troncamento della sommatoria nella (3.4.5) è stato posto da 
Woodward  et  al.  (1996)  pari  a  t =  t+M 1.  La  scelta  del  punto  di 
troncamento τ è legata anche al numero di dati a disposizione, poiché 
più questo è elevato, più valori iniziali saranno utilizzati per effettuare 
la differenziazione e migliore sarà la serie dei residui, nel senso che 
l’approssimazione sarà molto più vicina al valore corretto. Woodward 
et al. suggeriscono di calcolare gli M valori iniziali usando un modello 
AR(p) di ordine elevato. 
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CAPITOLO 4 
ANALISI DEI PREZZI DELL’ENERGIA 
ELETTRICA 
 
4.1  CARATTERISTICHE DEI PREZZI IPEX 
 
Il crescente interesse per i mercati finanziari ha portato allo sviluppo 
di nuove tecniche, sia statistiche che economiche, in grado di spiegare 
il  loro  funzionamento  e  la  loro  struttura;  inoltre  sono  disponibili 
raccolte  di  dati  ad  alta  frequenza  (detti  anche  intragiornalieri)  che 
permettono lo studio di nuovi modelli. 
La  maggior  parte  degli  studi  svolti  in  passato  ha  fatto  uso  di 
rilevazioni  a  bassa  frequenza  basate  su  un  prezzo  di  riferimento 
giornaliero o settimanale, trascurando gran parte dell’informazione. 
 
I prezzi dell’energia elettrica dipendono da molti fattori che possiamo 
schematizzare così: 
·  la temperatura dell’ambiente; 
·  la temperatura massima registrata nel giorno; 
·  la temperatura minima registrata nel giorno; 
·  l’ora del giorno; 
·  il giorno della settimana; 
·  la domanda del giorno prima; 
·  la stagione. 
 
Nei  mercati  del  giorno  prima  dell’energia  elettrica  si  osserva 
un’elevata volatilità di prezzo.   46
Per  “volatilità”  s’intende  una  misura  della  dispersione  dei  prezzi 
osservati in un periodo di tempo assegnato. 
 
Dipende da diversi fattori: 
·  primo  fra  tutti  è  l’impossibilità  di  un  immagazzinamento  in 
forma diretta dell’energia elettrica che contribuisce ad enfatizzare 
ancora di più le oscillazioni di prezzo tipiche di ogni mercato; 
·  le  caratteristiche  della  domanda  e  dell’offerta;  infatti,  la 
domanda  è  altamente  inelastica  perché  l’elettricità  è  un  bene 
necessario ed è anche altamente dipendente dal clima. 
·  Oscillazioni di prezzo dovute al sistema di produzione: Per una 
bassa domanda i generatori forniscono elettricità usando unità di 
“tensione di base” con costi marginali bassi; mentre quando sono 
richieste  grandi  quantità,  nuovi  generatori  con  degli  alti  costi 
marginali, entrano nel sistema. 
·  la  necessità  continua  di  adeguamento  tra  produzione  e 
consumo; 
·  il manifestarsi di situazioni di carenza di produzione, dovute 
(per  esempio  all’indisponibilità  accidentale  di  generazione  per 
esempio  energia  da  impianti  termoelettrici)  causata  da  guasti  o 
dalla carenza di acqua per le centrali idroelettriche; 
·  condizioni climatiche impreviste che influiscono sulla quantità 
di energia prodotta; 
·  numerosi altri fattori, quali il prezzo dei combustibili, i cambi 
monetari,  le  eventuali  congestioni  di  rete,  e  le  regole  di 
funzionamento di ogni specifico mercato. 
 
La  domanda  di  elettricità  è  pesantemente  influenzata  dalle  attività 
economiche  e  dal  tempo;  questo  spiega  appunto  la  stagionalità  dei 
prezzi dell’elettricità.   47
A  dispetto  di  alcune  similarità,  i  prezzi  elettrici  sono  differenti  dai 
prezzi delle azioni o di altre commodities. 
 
Specificatamente, la serie dei prezzi mostra le seguenti caratteristiche: 
·  evidenti effetti stagionali 
·  volatilità 
·  mean reverting 
·  jumps 
 
Per quanto riguarda la natura stagionale delle serie sappiamo che la 
domanda  di  elettricità  è  notevolmente  influenzata  dalle  attività 
economiche e dal tempo atmosferico. Ad esempio, in alcuni paesi dove 
l’estate è più calda la richiesta di energia è maggiore e quindi il prezzo 
risentirà dell’aumento della domanda. Proprio per questo motivo sono 
presenti molti tipi di periodicità: intragiornalieri, settimanali,  mensili 
e naturalmente annuale. 
Un  carattere  autoregressivo  (mean reverting),  invece,  può  essere 
considerato grazie a un ragionamento intuitivo. Nei mercati elettrici le 
due curve di domanda e offerta si comportano in modo tale che sia la 
domanda  a  influire  sulla  quantità  offerta  e,  in  particolare,  sui 
generatori utilizzati per soddisfarla. Maggiore è la domanda, maggiore 
sarà l’utilizzo di generatori ad alto costo marginale e quindi maggiore 
sarà il prezzo. Ecco perché è ragionevole pensare che il meccanismo 
dei prezzi segua una processo autoregressivo. A questo va aggiunto il 
fatto che i prezzi dipendono dal tempo atmosferico e, quest’ultimo, è 
un processo autoregressivo. 
I jumps, invece, sono dei movimenti dei prezzi repentini verso l’alto o 
verso il basso. In pratica nella serie dei prezzi avvengono dei piccoli 
salti  rispetto  al  valor  medio.  Dal  livello  raggiunto,  poi,  il  prezzo, 
invece  di  fluttuare  attorno  a  questo  nuovo  equilibrio,  ritorna   48
lentamente  al  livello  medio  di  partenza.  La  spiegazione  anche  per 
questo  caso  è  intuitiva.  Sembra  normale  pensare  che,  appena  si 
verifichi per qualche motivo uno shock, i meccanismi di intersezione 
tra le curve di domanda e offerta forzino il prezzo a ritornare al livello 
iniziale.  A  tale  proposito  sono  molte  le  scelte  orientate  a 
un’introduzione di tale effetto nei modelli e numerose le discussioni 
che ruotano attorno ai vantaggi e svantaggi che l’impiego di processi 
contenenti questo effetto comporta. 
 
 
Modelli per la media condizionata 
 
Normalmente  esaminando  una  serie  storica,  i  modelli,  che  vengono 
utilizzati per analizzare e spiegare i dati, fanno parte della famiglia dei 
modelli SARIMA (Seasonal AutoRegressive Integrated Moving Average). 
Inoltre, la serie originaria, può essere precedentemente filtrata con una 
funzione deterministica del tempo o una semplice trasformata come 
per esempio quella logaritmica. 
Il modello di partenza si può presentare così: 
t t X t f Y + = ) (  
 
t Y  è la serie originaria dei prezzi 
) (t f  è una funzione deterministica del tempo 
t X  è un processo SARIMA 
 
Il processo SARIMA non è altro che un estensione proposta da Box e 
Jenkins  (1976)  dei  processi  ARIMA  e  utilizzata  per poter  trattare la 
stazionarietà di tipo periodico, considerando il fatto che la stagionalità 
possa  anche  essere  stocastica  e  correlata  con  le  componenti  non 
stagionali.   49
Nella  sua  forma  più  completa,  il  generico  processo  si  può  scrivere 
come: 
 
t
s
t
D s d s B B Y B B B B e q f ) ( ) ( ) 1 ( ) 1 )( ( ) ( Q = - - F  
 
dove: 
·  S è il periodo stagionale; 
·  ) (B f  è l’operatore autoregressivo non stagionale di ordine p 
·  ) (
s B F  è l’operatore autoregressivo stagionale di ordine P; 
·  ) (B q  è l’operatore a media mobile non stagionale di ordine q; 
·  ) (
s B Q  è l’operatore a media mobile stagionale di ordine Q; 
· 
d B) 1 ( -  è l’operatore differenza non stagionale di ordine d; 
· 
D s B ) 1 ( -  è l’operatore differenza stagionale di ordine D. 
 
In  sostanza,  l’idea  di  base  è  che  per  una  serie  storica  osservata  a 
cadenza  infrannuale  (con  un  frequenza  di  s  osservazioni  per  anno) 
osservazioni  che  distano  s  periodi,  come  K , 2 , , s t s t t y y y - - ,  dovrebbero 
essere ‘simili’ e fortemente correlate tra loro. 
Parimenti gli operatori  ) (
s B F  e  ) (
s B Q  modellano la dipendenza tra 
osservazioni distanti s, 2s, 3s, … istanti temporali. Di questo modello è 
importante dire che, sebbene riesca a rilevare caratteristiche importanti 
delle serie dei prezzi, come la stagionalità e il fattore mean reverting, 
accusa  incapacità  di  gestire  i  salti  di  livello  nella  media  e  gravi 
difficoltà nella spiegazione della volatilità ridotta a semplice costante.  
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4.2  ANALISI DATI IPEX 
 
I  dati  utilizzati  in  questo  studio  provengono  dal  mercato  elettrico 
italiano, IPEX. Si tratta di una serie storica dei prezzi orari in euro per 
megawatt (Euro/MWh) che inizia il 01 Gennaio 2005, e finisce il 30 
Marzo 2006 per un totale di 10920 osservazioni (24 osservazioni per 
455 giorni) i dati sono stati raccolti dal sito www.mercatoelettrico.org. 
Le figure che seguono rappresentano la serie completa dei prezzi e i 
primi 500 valori della serie 
 
Figura 4.2.1: prezzi IPEX 
 
 
Figura 4.2.2: prime 500 osservazioni dei prezzi. 
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Da un’analisi preliminare del grafico è possibile osservare che i prezzi 
oscillano freneticamente entro un intervallo di prezzo contenuto tra i 
30  e  gli  100  Euro/MWh  con  numerosi  picchi  che  temporaneamente 
escono da questa fascia sia verso l’alto che verso il basso (jumps). 
Inoltre  appare  abbastanza  chiaro  che  a  prezzi  che  salgono 
eccessivamente  seguono  dei  movimenti  nei  prezzi  che  tendono  a 
riportare il valore in media (mean reverting). 
In termini di periodicità, come si può osservare nella figura 4.2.2, si 
notano cicli di sette picchi ogni 168 osservazioni che quindi stanno ed 
evidenziare una periodicità giornaliera e settimanale. 
 
 
Figura 4.2.3: autocorrelazione dei prezzi. 
 
A  conferma  dell’ipotesi  di  periodicità  ricavata  dalla  figura  4.2.2, 
notiamo  dalla  funzione  di  autocorrelazione,  figura  4.2.3,  un  chiaro 
andamento  ondulatorio  di  periodo  24,  accompagnato  da  uno  più 
ampio di periodo 168. 
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Per elimare le componenti periodiche abbiamo provato ad applicare i 
modelli GARMA k fattori, precedentemente descritti, tuttavia, poiché, 
come  evidenzieremo  in  seguito,  le  periodicità  rilevate  potrebbero 
essere di tipo deterministico, per eliminare tali componenti abbiamo 
destagionalizzato  la  serie  mediante  una  regressione  su  variabili 
dummy  e,  successivamente,  abbiamo  tentato  di  modellare  la 
periodicità residua con i modelli GARMA. 
 
Stima dlla componente stagionale deterministica 
Il modello di regressione può essere utilizzato anche per stimare la 
componente stagionale, che viene rappresentata tramite una funzione 
periodica  ) (t g . 
Com’è  noto,  vengono  dette  periodiche  quelle  funzioni  il  cui  valore 
all’istante  t  si  riproduce  esattamente  ad  intervalli  costanti,  la  cui 
lunghezza s costituisce il periodo, ossia 
K = + = + = + = ) 3 ( ) 2 ( ) ( ) ( s t g s t g s t g t g  
 
Prendiamo  in  considerazione  due  diversi  modi  di  trattare  la 
componente stagionale nel contesto di un modello di regressione: 
·  mediante variabili ausiliarie dicotomiche (variabili dummy); 
·  mediante combinazioni di funzioni trigonometriche. 
 
Per semplificazione considereremo il processo generatore della serie 
storica sia dato da 
t t t S Y e + =  
 
In  cui  ) (t g St =   rappresenta  la  componente  stagionale  ed  t e   una 
componente residua. 
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Variabili dummy 
Supponiamo  che  la  funzione  periodica  ) (t g     sia  rappresentabile 
tramite 
 
n t d t g jt
S
j
j ,...., 2 , 1 , ) (
1
= =∑
=
g  
Dove   jt d è una variabile ausiliaria, detta anche variabile dummy, pari 
a: 


 = -
=
altrimenti
S j t appartiene cui a anno dell esimo j periodo nel
d jt 0
,..., 2 , 1 , ' 1
 
 
Il modello di regressione associato risulta 
y= Dγ + ε 
dove D è la matrice (nxs) contenente le variabili ausiliarie ed γ è il 
vettore  (sx1)  contente  i  relativi  coefficienti;  questi  ultimi 
rappresentano  il  livello  che  mediamente  il  fenomeno  assume  in 
corrispondenza di ciascuno degli s periodi. 
Una prima stima della componente stagionale è dunque data da 
. ,..., 2 , 1 , ) (
1
n t d t g
S
j
jt j = =∑
=
* Ù Ù
g  
 
Dove 
* Ù
g   è  il  vettore  dei  coefficienti  stimati  col  metodo  dei  minimi 
quadrati 
y D D D ' ) ' (
1 -
* Ù
= g  
 
Dato  il  modello  iniziale,  la  serie  destagionalizzata  coinciderà  con  la 
serie dei residui. 
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Funzioni Trigonometriche 
La componente stagionale può essere rappresentata anche da funzioni 
del tipo 
. )
2
cos(
1 ∑
=
- =
m
i
i i t t
S
i
A S f
p
 
 
In  questo  caso  la  componente  stagionale  è  data  dalla  somma  di m 
armoniche il cui generico addendo ha periodo pari a s/i , frequenza 
angolare 
S
i
i
p
w
2
= , ampiezza  A  e angolo di fase  . ,.., 2 , 1 , m i i = f . 
 
Ad esempio, per dati mensili (S=12) la prima armonica (i=1), descrive 
un’onda cosinusoidale che completa il sui ciclo in 12 periodi di tempo; 
la seconda armonica (i=2) completa il ciclo in 6 periodi, la terza in 4, la 
quarta in 3 e così via. In generale sono necessari s/i istanti temporali 
perché la i esima armonica completi il proprio ciclo. 
Per serie storiche discrete (con t che assume valori interi) si può avere 
un massimo di m= 2 / s  armoniche. 
Solitamente  non  è  però  necessario  considerare  tutte  le  possibili 
armoniche, poiché già le prime sono in grado di generare dinamiche 
stagionali complesse. Si ha quindi 
∑
=
+ - =
m
i
t i i i t t A y
1
) cos( e f w  
 
Questo  modello  è  non  lineare  nei  parametri,  ma  sfruttando  la  nota 
identità trigonometrica cos(x y) = cosx cosy + sinx siny 
, ) sin cos (
1
2 1 ∑
=
+ + =
m
i
t i i i i t t t y e w b w b  
Con  . ,..., 1 ), sin( ) cos( 2 1 m i A e A i i i i i i = = = f b f b  
 
In questo lavoro abbiamo utilizzato il metodo delle dummy   55
Stima della componente periodica 
 
La  figura  4.2.6  rappresenta  il  periodogramma  della  serie  dei  prezzi 
IPEX. 
 
Figura 4.2.6: periodogramma dei prezzi 
 
Tale  grafico  mette  in  evidenza  una  serie  di  picchi  che  identificano 
altrettante  componenti  periodiche:  in  particolare  si  possono 
distinguere quattro picchi oltre a quello sullo “0”. 
Potremmo  quindi  ipotizzare  un  modello  GARMA  a  5  fattori  (uno 
relativo  alla  componente  integrata  frazionaria,  4  relativi  alle 
componenti periodiche). 
I periodi corrispondenti si stimano facilmente dal periodogramma: 
·  individuando le frequenze, ω, corrispondenti ai picchi 
·  stimando i periodi tramite la relazione p=1/ω. 
stima del periodo 
Picchi  Stima di ω  Stima periodo 
1  0.005952381  168 
2  0.04166667  24 
3  0.08333333  12 
4  0.125  8   56
 
         (168)  (24)     (12)          (8) 
Figura 4.2.7: Periodogramma per 0<ω<0.25 
 
La  stima  del  parametro  di  ciclo  η,  invece,  si  stima  tramite  la  relazione 
) cos(
Ù Ù
= w h , con 0<w <p . 
 
Stima del parametro di ciclo 
Picchi  Stima di ω  Stima di η 
1  0.0373999  0.9993007 
2  0.2617994  0.9659258 
3  0.5235988  0.8660254 
4  0.7853982  0.7071068 
 
La stima dei parametri di ciclo conferma la presenza di una periodicità 
settimanale  e  giornaliera  aggiungendo  però  anche  due  periodicità 
intragiornaliere:  una  più  marcata  di  periodo  12  e  una  più  lieve  di 
periodo 8. 
Una volta stimati i parametri di ciclo, possiamo stimare i parametri di 
memoria utilizzando la procedura GPH descritta precedentemente. 
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Stima del parametro di memoria 
Picchi  Stima di l  Std. error 
1  0.23808  0.01830 
2  0.28999  0.02704 
3  0.27329  0.03126 
4  0.44322  0.04351 
 
Dalla stima risultano significativi tutti i picchi dello spettro. Dopo aver 
applicato un modello GARMA 4 fattori, abbiamo analizzato i residui, 
ed  in  particolare,  abbiamo  rappresentato  la  funzione  di 
autocorrelazione dei residui (figura 4.2.9). 
 
Figura 4.2.9: autocorrelazione dei residui 
 
Dal  grafico  delle  autocorrelazioni,  notiamo  che  non  si  è  riusciti  ad 
eliminare  completamente  le  componenti  periodiche  della  serie.  Tale 
grafico  evidenzia,  infatti,  periodocità  sia  di  periodo  24  che  168. 
Osserviamo,  inoltre,  come  la  funzione  di  autocorrelazione  decresca 
molto lentamente verso lo zero ai ritardi stagionali multipli di 24 e 168. 
A questo punto, poiché il periodogramma non è molto “frastagliato” 
nelle  vicinanze  dei  picchi  che  individuano  i  periodi  stagionali,  si  è 
pensato  di  provare  ad  eliminare  le  componenti  periodiche  con 
l’utilizzo di variabili dummy.   58
Subito  abbiamo  provato  ad  applicare  24  dummy  visto  la  forte 
periodicità  giornaliera  ma  l’autocorrelogramma  non  risultava  molto 
chiaro, quindi si è pensato di provare 168 dummy che alla fine hanno 
dato risultati migliori. 
 
Figura 4.2.10: autocorrelogramma dei residui dopo aver destagionalizzato la 
serie con 24 dummy. 
 
Figura 4.2.11: autocorrelogramma dei residui dopo aver destagionalizzato la 
serie con 168 dummy. 
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Figura 4.2.12: periodogramma dei residui della serie dopo aver applicato 168 
dummy. 
 
Dall’analisi del periodogramma notiamo che con l’utilizzo di variabili 
dummy  si  riesce  a  ridurre  notevolmente  la  componente  periodica. 
Tuttavia,  rimane  evidente  un  picco  sullo  zero  e  altri  3  picchi 
corrispondenti ai periodi 24, 12 e 8. 
Abbiamo quindi modellato i residui con un modello GARMA 4 fattori.  
 
Osservando  i  risultati  delle  stime,  notiamo  che  risulta  significativo 
soltanto  il  picco  sullo  zero,  corrispondente  ad  una  componente  di 
memoria lunga non periodica. 
Picchi  Stima di l  Std. error 
1  0.176545  0.077940 
2  0.025415  0.131042 
3  0.001079  0.147771 
4  0.070829  0.204306 
 
Quindi  potremmo  ipotizzare  che  il  modello  generatore  dei  dati 
appartenga alla classe dei modelli ARFIMA. 
 
Passiamo dunque alla stima del parametro di memoria lunga per il 
polo nello zero e all’analisi dei residui.   60
La stima del parametro di memoria lunga risulta essere: 
Ù
l =0.4104 con 
uno standard error pari a 0.1808 
La  funzione  di  autocorrelazione  dei  residui  del  modello  è 
rappresentata in figura 4.2.13. 
 
 
Figura 4.2.13: autocorrelazione dei residui dopo aver tolto il polo in zero 
 
Dall’osservazione  della  funzione  di  autocorrelazione  dei  residui, 
appare evidente che continua a persistere una forte periodicità ai lag 
24  e  168.  Proviamo,  pertanto,  a  stimare  un  modello  SARIMA  sui 
residui  anche  se  sembra  resti  qualcosa  da  spiegare  in  termini  di 
memoria lunga. 
Il  miglior  modello  che  si  riesce  ad  ottenere  per  questi  residui  è  un 
24 ) 3 , 0 , 2 )( 2 , 0 , 1 ( SARIMA . 
 
Figura 4.2.12: autocorrelazione dei residui di un SARIMA (1,0,2)(2,0,3) 
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Dal  grafico  della  funzione  di  autocorrelazione  si  osserva  come  le 
componenti periodiche siano state quasi totalmente eliminate. 
Si nota, tuttavia, che in corrispondenza di qualche ritardo la funzione 
di autocorrelazione esce dalle bande di confidenza. 
Poiché  il  modello  non  è  soddisfacente,  si  è  pensato  di  modellare 
singolarmente le ore del giorno. 
 
Tale analisi viene svolta nella prossima sezione. 
 
 
4.2.1  ANALISI E MODELLAZIONE DELLE SINGOLE ORE 
 
Nello  studio  della  serie  intera  non  si  è  riusciti  a  trovare  un  buon 
modello  che  riuscisse  a  cogliere  totalmente  l’andamento  dei  dati, 
quindi abbiamo provato a studiare singolarmente le 24 ore. 
I grafici seguenti rappresentano i periodogrammi relativi a diverse ore 
del giorno. 
    Ore 01          Ore 06 
 
    Ore 09          Ore 12 
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  Ore 18          Ore 22 
 
Figura4.2.1.1: periodogrammi relativi ai prezzi IPEX di singole ore 
 
Tali  grafici  evidenziano  come,  a  seconda  dell’ora  considerata,  siano 
presenti più componenti periodiche (p.e. ore 9:00, 12:00, 18:00) oppure 
solo la componente di memoria lunga non periodica (p.e. ore 1:00). 
Pertanto, a seconda dell’ora considerata, dovremmo utilizzare modelli 
più complessi di tipo GARMA o modelli più semplici di tipo FI. 
 
Proviamo ad analizzare un ora qualsiasi, ad esempio l’ora “09”. 
 
 
Figura 4.2.1.2: Autocorrelogramma della serie dell’ora “09”   63
 
Figura 4.2.1.3: periodogramma della serie dell’ora “09” 
 
Sia  la  funzione  di  autocorrelazione  empirica  sia  il  periodogramma 
evidenziano più componenti periodiche (persistenti): in particolare, si 
possono distinguere tre picchi oltre quello sullo “0”.  
Si potrebbe quindi ipotizzare un modello di tipo GARMA 4 fattori, di 
cui una componente è quella integrata frazionaria. 
I  periodi  corrispondenti  si  stimano  facilmente  tramite  la  relazione 
p=1/ω. 
 
stima del periodo 
Picchi  Stima di ω  Stima periodo 
1  0.142857  7 
2  0.285714  3.5 
3  0.428571  2.33 
 
Come previsto, dato che ora stiamo considerando una singola ora per 
giorno,  c’è  una  forte  stagionalità  di  periodo  sette  che  rivela 
esattamente  un  ciclo  settimanale  persistente  nella  serie;  inoltre 
vengono  messi  in  evidenza  altri  due  picchi  che  corrispondono 
esattamente ai periodi “3.5” e “2.33”. 
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Come per l’intera serie, per prima cosa abbiamo trattato la componete 
periodica come deterministica e provato ad eliminarla applicando sette 
variabili dummy che, naturalmente, sono risultate tutte significative. 
 
Il  grafico  sottostante  rapresenta  le  funzioni  di  autocorrelazione 
empiriche dei residui della serie destagionalizzata. 
 
 
Figura 4.2.1.4:  funzioni di autocorrelazione dei residui dopo aver applicato le 
dummy stagionali 
 
Dal  grafico  delle  funzioni  di  autocorrelazione  notiamo  che  siamo 
riusciti ad eliminare le componenti periodiche. 
 
Dall’analisi  del  periodogramma,  figura  4.2.1.5,  sembrerebbe 
opportuno considerare un processo integrato frazionario, FI. Risulta, 
infatti, evidente, un picco nelle vicinanze dello zero, mentre nessun 
altro picco compare nel grafico. 
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Figura 4.2.1.5 
(periodogramma dei residui della serie destagionalizzata con 7 dummy) 
 
La stima del parametro di memoria risulta essere: 
Ù
l =0.05279 con uno 
standard error pari a 0.10836. 
Notiamo  che  la  stima  del  parametro  di  memoria  lunga  risulta  non 
significativa. 
Non ci resta che provare a modellare la serie con un processo SARIMA 
classico;  naturalmente  partiamo  dalla  serie  dei  residui  che  abbiamo 
trovato dopo aver applicato le dummy. 
In questo caso riusciamo a trovare un modello ottimale; applicando un 
7 ) 1 , 0 , 1 )( 1 , 0 , 1 ( SARIMA  la serie dei residui che ci resta è praticamente in 
correlata. 
Lo possiamo vedere meglio analizzando i grafici che seguono che ci 
mostrano un’analisi dei residui del modello.   66
 
Figura 4.2.1.6 
 
Notiamo  subito  che  nell’autocorrelogramma  non  ci  sono  ritardi  che 
escono dalle bande di confidenza e che quindi non c’è più nessuna 
correlazione significativa fra ritardi, inoltre i p values della statistica di 
Ljung Box  sono  tutti  molto  elevati  e  quindi  ci  portano  ad  accettare 
l’ipotesi di in correlazione dei residui del modello. 
Possiamo quindi concludere che per questa serie sembra opportuno 
dapprima  destagionalizzare  la  serie  utilizzando  sette  dummy  e  in 
seguito applicare un  7 ) 1 , 0 , 1 )( 1 , 0 , 1 ( SARIMA  
 
Ora  proviamo  ad  analizzare  altre  ore  prese  singolarmente  e  magari 
con andamento diversi fra loro. 
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Serie delle ore 01:00 
 
 
Figura 4.2.1.7: Autocorrelogramma   Figura 4.2.1.8: periodogramma 
 
Dall’analisi della funzione di autocorrelazione e del periodogramma 
possiamo  ipotizzare  che  non  siano  presenti  componenti  periodiche, 
infatti risulta significativo soltanto il picco nello zero e la funzione di 
autocorrelazione decresce molto lentamente a zero, evidenziando un 
comportamento tipico dei modelli a memoria lunga.. 
 
A  questo  punto  possiamo  considerare  un  processo  integrato 
frazionario,  FI.  La  stima  del  parametro  di  memoria  lunga  l  risulta 
significativa e pari a 0.44897 con uno standard error pari a 0.08627. 
Il grafico che segue riporta la funzione di autocorrelazione dei residui 
da  cui  appare  evidente  la  presenza  di  una  residuale  componente 
periodica che possiamo modellare con un SARIMA. 
 
Figura 4.2.1.9: Autocorrelogramma dei residui   68
Il modello che meglio sembra adattarsi ai dati e che abbiamo quindi 
stimato è un  7 ) 1 , 0 , 2 )( 1 , 0 , 3 ( SARIMA . 
 
I grafici seguenti riportano l’analisi dei residui del SARIMA. 
 
Figura 4.2.1.9 
 
In  sintesi  possiamo  dire  che  la  prima  ora  del  giorno  può  essere 
modellata con un  7 ) 1 , 0 , 2 )( 1 , , 3 ( l SARFIMA . Con  0.44897 =
Ù
l  
 
 
Infine, abbiamo studiato le restanti serie (per ogni ora). 
Ad ogni serie sono state applicate sette dummy per destagionalizzare 
e poi ne abbiamo identificato il modello. 
Nella tabella che segue sono riportate tutte le singole ore con il relativo 
modello. 
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ora  Modello 
Ù
l 
1  7 ) 1 , 0 , 2 )( 1 , , 3 ( l SARFIMA   0.44897 
2  7 ) 1 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.425 
3  7 ) 0 , 0 , 2 )( 1 , , 0 ( l SARFIMA   0.40924 
4  7 ) 1 , 0 , 0 )( 2 , , 2 ( l SARFIMA   0.42982 
5  7 ) 1 , 0 , 1 )( 1 , , 2 ( l SARFIMA   0.4272 
6  7 ) 1 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.4927 
7  7 ) 1 , 0 , 1 )( 1 , , 0 ( l SARFIMA   0.30369 
8  7 ) 1 , 0 , 1 )( 1 , 0 , 1 ( SARIMA    
9  7 ) 1 , 0 , 1 )( 1 , 0 , 1 ( SARIMA    
10  7 ) 1 , 0 , 1 )( 1 , 0 , 1 ( SARIMA    
11  7 ) 1 , 0 , 1 )( 1 , , 2 ( l SARFIMA   0.284 
12  7 ) 0 , 0 , 1 )( 1 , , 2 ( l SARFIMA   0.3486 
13  7 ) 1 , 0 , 1 )( 1 , , 2 ( l SARFIMA   0.39593 
14  7 ) 0 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.26035 
15  7 ) 0 , 0 , 1 )( 2 , , 0 ( l SARFIMA   0.34051 
16  7 ) 0 , 0 , 1 )( 2 , , 0 ( l SARFIMA   0.40906 
17  7 ) 0 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.42307 
18  7 ) 1 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.39346 
19  7 ) 1 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.3603 
20  7 ) 1 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.25453 
21  7 ) 1 , 0 , 0 )( 0 , , 0 ( l SARFIMA   0.2242 
22  ) 1 , , 2 ( l SARFIMA   0.351121 
23  7 ) 1 , 0 , 1 )( 1 , , 2 ( l SARFIMA   0.3205 
24  7 ) 1 , 0 , 1 )( 1 , , 1 ( l SARFIMA   0.43903   70
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CAPITOLO 5 
CONCLUSIONI 
 
Nella prima parte di questa tesi abbiamo passato in rassegna i diversi 
cambiamenti  avvenuti  nell’ultimo  decennio  nel  settore  elettrico,  con 
particolare  riferimento  al  processo  di  liberalizzazione  verificatosi  in 
Italia. 
Una  delle  conseguenze  di  tale  processo  consiste  nell’accresciuto 
interesse  verso  modelli  statistico/econometrici  dei  prezzi 
dell’elettricità al fine di prevederne l’andamento futuro. 
Siamo andati quindi ad analizzare il mercato IPEX col fine di trovare 
un modello, capace di descrivere bene i nostri dati. 
Abbiamo quindi studiato la serie completa cercando di modellarla con 
modelli GARMA; poi,dopo aver constatato la non totale conformità fra 
dati e modello, abbiamo diviso la serie oraria dei prezzi, in 24 serie, 
ognuna relativa ad ogni ora del giorno; quindi abbiamo identificato un 
modello del tipo SARIMA/GARMA per ogni singola serie (in alcuni 
casi, dopo aver applicato delle variabili dummy per destagionalizzare 
la serie). 
I risultati ottenuti indicano che la strategia di modellare separatamente 
le  diverse  ore  del  giorno  aumenta  significativamente  la  bontà  dei 
modelli  utilizzati.  Quindi,  volendo  trovare  un  buon  modello  per  la 
serie  completa  dei  prezzi,  con  i  risultati  di  questa  tesi  si  potrebbe 
ipotizzare  un  “super modello”  conglobante  i  24  modelli  relativi  ad 
ogni ora del giorno. 
Siamo,  comunque,  consapevoli  che  i  modelli  da  noi  utilizzati  non 
tengono in considerazione molte caratteristiche delle serie dei prezzi 
elettrici;  ma  concludendo,  possiamo  dire  che  il  lavoro  svolto  può 
essere considerato come un primo passo verso la direzione di ricercare 
di  modelli  più  sofisticati  che  tengano  in  considerazione  anche  tali   72
caratteristiche. 
Abbiamo tralasciato il problema della previsione dei modelli GARMA 
k fattori, in quanto eravamo principalmente interessati allo studio dei 
metodi di stima e dell’identificazione, pur coscienti che la previsione 
dei valori futuri è comunque lo scopo principale della modellazione 
della serie.   73
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