In this paper, an entirely new procedure for the classification of highdimensional vectors on the basis of a few training samples is described. The proposed method is based on the Bayesian paradigm and provides posterior probabilities that a new vector belongs to each of the classes, therefore it adapts naturally to any number of classes. The classification technique is based on a small vector which can be viewed as a regression of the new observation onto the space spanned by the training samples, which is similar to Support Vector Machine classification paradigm. This is achieved by employing matrix-variate distributions in classification, which is an entirely new idea.
Introduction
The development of automatic data-recording instruments in recent years has led to a dramatic increase in datasets which have a very large number of variables observed on each of a relatively small number of sample individuals. Such datasets arise, for example, in spectroscopy (e.g. infra-red reflections obtained at many different wavelengths for a sample of a given chemical composition), sound or speech analysis (intensity of sound at a particular frequency obtained at a large number of time points), analysis of medical (e.g. MRI brain images for various types of abnormalities) and satellite (e.g. cloud and temperature mapping conducted by EUMETSTAT, target detection and monitoring) images, analysis of reliability of complex systems, etc. The objectives of the analysis is discrimination and classification of a newly arrived datavector on the basis of the available training data.
The problem of classification of vectors can be formulated as follows: given training samples x i,j , j = 1, . . . , N i , i = 1, . . . , C, where x i,j is in the class ω i , allocate a new vector z to one of the classes ω i . The entities to be classified usually represent one of two things: fixed-length vectors from some data-recording instrument, such as MRI scans or satellite images; or functional data, which can be transformed to a vector by sampling at intervals or expanding over some basis. In this paper, we will consider the former case, treating each vector as an element of R n .
In decision-theoretical classification, discrimination between classes is based on the class-conditional probability density functions, which must be estimated from the training samples. For vectors in R n , even when assuming equal class-conditional covariance matrices, the discrimination function contains C * n + n(n + 1)/2 parameters, and estimation of these parameters is based on only N = C i=1 N i observations. When the number of training samples N is much smaller than the length of the vectors n, then estimating the parameters-as well as the classification process itselfbecomes highly unreliable. This is often referred to as the "curse of dimensionality." Another challenge comes from the fact that in many situations, the decision should be made in a span of a few seconds, so the algorithms must be computationally efficient.
Various approaches were proposed to counteract those difficulties such as feature extraction, linear discriminant functions, independent component discriminant analysis, correlation filters, nearest-neighbour algorithms, and Support Vector Machines (SVM) (Amato et al. 2003; Burges 1998; Cristianini and Shawe-Taylor 2000; Duda et al. 2001; Jajuga et al. 2001; Krzanowski and Marriott 1995; Vapnik 1998; Wahba 2002) . All these classification rules can be roughly divided into two categories. The first group of methods draws decisions based on posterior probabilities of each class. Those methods usually suffer from the "the curse of dimensionality," since they require estimators of class probabilities (parametric or nonparametric) for their implementation. The methods in the second class are based on constructing separating surfaces between the classes. They usually do not suffer from the "curse of dimensionality," and they often deliver extremely efficient classification schemes. The SVM approach (Burges 1998; Cristianini and Shawe-Taylor 2000; Vapnik 1998; Wahba 2002 ) is one of the examples in this class. Lin (2002) argued that the empirical success of the SVM can be attributed to the fact that for appropriately chosen tuning parameters, the SVM implements the optimal classification rule asymptotically (n → ∞) in a very efficient manner. However, as Lee et al. (2004) states, "due to its efficient mechanism, the SVM estimates the most likely class code, not the posterior probability for classification, and thus recovering a real probability from the SVM function is inevitably limited." This drawback is apparent, for example, in classifying images of tumors, where a doctor would like to have probabilities associated with the decisions "benign" and "malignant." Another shortcoming of the SVM approach is that it needs special adjustments in the case when the number of classes C > 2 ( Lee et al. 2004) .
The only paper known to the authors which efficiently combines Bayesian treatment with the reproducing kernel Hilbert space (RKHS) approach intrinsic to the SVM is Mallick et al. (2005) . The authors start with RKHS representation of the logit function. Then the prior distributions are assigned to parameters which are subsequently retrieved using an MCMC technique. The method leads to approximately the same level of misclassification errors as the SVM and delivers posterior probabilities for each class. However, it is again designed for two classes and, as any method involving MCMC, requires extensive computations.
In what follows, we propose a new C-class classification rule which is motivated by situations where the lengths of the vectors n is large while the total number of training samples N is small. We intend to combine the advantages of the traditional Bayesian decision theoretical classification methods (posterior probabilities, average loss, suitability to multi-class problem) with the efficiency of the SVM approach (reproducing kernel Hilbert space representation with the number of parameters equal to the sample size). Note that the decision theoretical approach is based on the assumption that there are relationships between components of the training samples x i,j which are different for different classes (e.g., x i,j is "centered around" vector m i , the mean of the class ω i ), while the SVM approach has at its core the belief that there is a spatial relationship between all possible vectors which allow their separation by, for instance, a hyperplane.
The goal of this paper is to propose a method which exploits both of these relationships and produces a classification rule which has the advantages of the two paradigms described above, in the case where N n. On one hand, the number of parameters of the method is equal to N , the number of training samples. On the other hand, classification is based on posterior probabilities of each class, and each vector is classified according to the particular relationship between its components which is inherent to the class. Our objective, therefore, is to provide a classification technique comparable to SVM in terms of precision and computational efficiency, but also to assign meaningful posterior probabilities to each class.
The proposed method takes into account both relationships within each sample vector as well as relations between those vectors. To describe these relations we use the matrix-variate normal distribution (Gupta and Nagar 2000) . To the best of our knowledge, matrix-variate normal distributions have been used in classification only in the context of repeated measurements, where the same set of n variables is observed on each sample member more than once (Choi 1972; Gupta 1986; Gupta and Logan 1990) . However, in the majority of practical cases each sample is observed only once, and this is the case that we study in the present paper.
The assumption of normality is a difficult hypothesis to test, since the majority of available tests are only suitable when n is small and N → ∞. Even the normality tests which allow for N < n (Liang et al. 2000; Tan et al. 2005) are not appropriate when N n. Furthermore, they only test to reject normality, not confirm it. In the present paper, we study the effect of deviations from normality via simulations, and the results confirm that deviations from normality do not have a critical effect. Moreover, the normality assumption is used in the paper only to derive the prior distribution for the vector which describes the spatial relationship between vectors in various classes.
The rest of the paper is organized as follows. In Sect. 2, we describe the matrixvariate normal distribution model for the training data. Section 3 explains the classification algorithm which is based on a vector a ∈ R N . Section 4 derives decision rules for various choices of the prior distributions on vector a. Section 5 contains a simulation study and a real data example. Section 6 is reserved for discussion.
Description of the model
The most common decision theoretic approach to classification assumes that the vectors from the class ω i obey a multivariate normal distribution
Under this assumption, the covariance matrix i reflects relationships between components of a vector from the class ω i , but vectors from different classes are assumed to be independent. However, in certain situations, there may be relationships between vectors of different classes. For example, if x i,j are images of a certain human organ with or without a disease, then we would expect the images from the two classes to be related. To model these kinds of relationships, we make the additional assumption that the n × N matrix
comes from a matrix-variate normal distribution (Gupta and Nagar 2000)
for some , V and . Note that assumption (2.3) does not impose limitations since whenever is a diagonal matrix, then vectors from different classes are independent. However, without being restrictive, the assumption that the data is matrix-variate immediately implies that we are going to use both inter-class relationships described by the covariance matrix V as well as intra-class relationships described by . We project the new data vector z on a random direction a, and we a priori adjust this direction so that z satisfies (2.1) whenever it belongs to the class ω i . Hence, the technique will accommodate in-class correlations while relying entirely on the low dimensional matrix .
For notational convenience, we define
i is the kth component of the vector ν i , and δ i,k is the Kronecker delta. We then define the vectors e i = j ν s ij , i = 1, . . . , C, so that e i has ones in the places corresponding to the class ω i (see (2.2)) and zeros elsewhere. Finally, we define the matrix
By the properties of matrix-variate normal distributions, the s i,j th column of matrix X has the multivariate normal distribution x i,j ∼ N(θ s ij , λ s ij ,s ij V), where θ s ij is the appropriate column of . In order for this to be consistent with (2.1), we must choose θ s ij = m i and λ s ij ,s ij V = i . In particular, we assume that
for some common covariance matrix . Hence we set V = and λ s ij ,s ij = σ 2 i , obtaining
. Since the dimension of the vectors n C, we can safely assume that the vectors {m 1 , . . . , m C } are linearly independent. Also, since (2.5) is invariant under the transformation → k , → k −1 , we can assume that tr( ) = 1.
We intend to base our classification on the matrices M and , as well as the constants σ 2 i , i = 1, . . . , C. Note that these matrices can be easily estimated from the data and are much smaller in size than matrix . First, we estimate M by setting M = [x 1 ,x 2 , . . .x C ], wherex i is the mean of the training samples from class ω i . It is well known (Gupta and Nagar 2000) that (2.5) implies E(X T X) = tr( ) + (ME T ) T (ME T ). Therefore, the natural estimator for isˆ = X T X − E M T ME T . It has nonzero elements on the diagonal, but it is ill-posed. This difficulty can be counteracted by calculating the means over a subset of elements in the classes and then mixing up the estimators of . We, however, will take an easier route and base classification on the matrix = tr( ) + (ME T ) T (ME T ) which can be estimated by = X T X. Recall that matrix is the primary tool of classification in linear SVMs, and it is an important entity in this classification algorithm as well.
Next, consider the problem of estimating σ 2 i , i = 1, . . . , C. Very often the data for classification is pre-processed. For example, if the vectors x i,j are images, often all images are scaled to have constant energy, which automatically implies thatˆ has appropriately sized blocks of constants along the diagonal, so thatσ 2 i should be chosen to be these constants. Note that normalization of the data theoretically contradicts the assumption of normality since all vectors reside on the n-dimensional unit sphere. However, since n is very large this contradiction is not very severe. In fact, the numerical simulations often produce better results for the normalized data, indicating that the improvement in the estimates for σ 2 i counteracts the deviation from normality. In the numerical studies in Sect. 5, we scale all vectors to have unit norm, so that our estimate for σ 2 i is given bŷ
If one prefers not to scale the vectors, then σ 2 i is estimated by averaging the diagonal components ofˆ corresponding to the class ω i , i.e.
Note that (2.7) reduces to (2.6) when the data is normalized.
Classification algorithm
We now wish to classify a new vector z ∈ R n . We want our classifier to rely upon the projection of z onto the uni-dimensional direction given by the unknown vector a. This idea is very similar to SVM classification, where components of the vector a are just coefficients of the projection of z onto the column space of matrix X (since N n, it makes sense to use all available training samples as support vectors). However, the fundamental difference between our approach and the SVM classification is that we treat the vector a as a random vector with a prior distribution which is assigned to force z to be in one of the classes (2.1).
To introduce vector a ∈ R N , we write
where ∼ N(0, σ 2 I) is independent of X and serves to model any random deviation. The advantage of this approach is that a ∈ R N is of much smaller dimension than z ∈ R n . Furthermore, we do not need to estimate the large matrix , thus avoiding the "curse of dimensionality." Since we treat as "deviation," we will classify the new vector z on the basis of Xa. In what follows, we will choose a so that z is classified into class ω i whenever Xa ∼ N(m i , σ 2 i ). From the properties of matrixvariate normal distributions we derive
Recall from (2.1) and (2.4) that vectors from the class ω i are normally distributed with mean m i and covariance matrix σ 2 i . Therefore, Xa belongs to the class ω i whenever E(Xa|a) = m i and Cov(Xa|a) = σ 2 i , i.e. if and only if ME T a = m i and
where ν i is the canonical basis vector in R C . Equation (3.2) is equivalent to the system of C equations e T k a = δ i,k , k = 1, . . . , C. Note that conditions E T a = ν i are somewhat similar to Lee et al. (2004) where classification is based on the C-dimensional vectors v i which differ from ν i by having −1/C i in places of zeros in ν i . We next choose a prior pdf p(a|ω i ) to be consistent with (3.2) and (3.3), and we classify a new vector according to the posterior probability that it belongs to the class ω i , i = 1, . . . , C.
To derive the decision rule, note that by (3.1) the conditional pdf of z given X and a is
Since the value of σ in (3.4) is unknown, we estimate it by MLÊ σ 2 = (z − Xâ) T (z − Xâ)/n whereâ = arg min a z − Xa . Using Bayes rule, we write the posterior probability that z is in the class ω i as
The decision rule is determined by assigning z to the class with the highest posterior probability in (3.5), but since the denominator is independent of i we can simply use the value of the numerator. Denote the prior probabilities that a new vector z falls into the class ω i by π i = p(ω i ). Since p(z|a, ω i , X) = p(z|X, a) is given by (3.4), and p(a|ω i , X) = p(a|ω i ) will be chosen according to conditions (3.2) and (3.3), the numerator of (3.5) can be written as
We conclude that z ∈ ω l whenever
To complete the decision rule (3.7), we need to specify a prior pdf p(a|ω i ) which is consistent with conditions (3.2) and (3.3). Depending on how we interpret these conditions, this can be done in more than one way. In what follows, we consider three sets of priors corresponding to three different interpretations. In the first approach, the prior pdf satisfies the conditions exactly, in the second it satisfies them on the average. The third approach is a hybrid of the first two, in that it treats condition (3.2) as an exact relation imposed on the components of a, while (3.3) is true only on the average.
Choices of the prior

Delta prior
One possibility is to require constraints (3.2) and (3.3) to be satisfied with probability one, i.e.
P E
T a = ν i = 1, P a T a = κ 2 i = 1. In this case, the support of p(a|ω i ) must be contained in the intersection of the C hyperplanes e T k a = δ i,k , k = 1, . . . , C, and the ellipsoid a T a = κ 2 i . Formally, we can accomplish this by setting
where C i is a scaling factor such that R N p(a|ω i ) da = 1, and δ(·) is the Dirac delta function. Vector arguments to the delta function are interpreted as a termwise products of C delta functions. We shall refer to (4.1) as the Delta prior. The decision rule for the classification of z is then determined by evaluating (3.6) for i = 1, . . . , C. Substituting (4.1) and (3.4) into (3.6), we obtain
The drawback of this approach is that the above integral is difficult to calculate analytically. But by choosing a convenient representation for the delta function and applying various tricks, we can reduce this N -dimensional integral to a more tractable one-dimensional integral (Bradshaw 2005) . However, the integrand is very complicated and highly oscillatory, so it is difficult to evaluate. For this reason, we are not pursuing the decision rule based on the Delta prior in this paper.
Maximum entropy prior
An alternate interpretation of (3.2) and (3.3) is to require that p(a|ω i ) satisfies both conditions on the average, i.e.
Under these conditions, we seek the prior which introduces as little additional information as possible. A useful way of addressing this problem is through the concept of entropy, which measures the amount of uncertainty in a pdf. For continuous random variables, it is common to define the entropy of a pdf f as Ent(
Therefore, we choose p(a|ω i ) to be the function f i (a) which maximizes
subject to the constraints
The problem leads to maximization of the functional
where λ j , γ , and ρ are the Lagrange multipliers. The Euler-Lagrange equation becomes 0
Choosing parameters γ , ρ and λ j so that f i (a) satisfies (4.2)-(4.4), we derive that
where
We shall refer to (4.5) as the Maximum Entropy prior.
To compute the decision rule using the Maximum Entropy prior (4.5), we evaluate the integral (3.6) and take into account that the denominator of (3.5) is independent of i. Hence the posteriors are proportional to
Hybrid prior
Another way of treating restrictions (3.2) and (3.3) is to require that the first one is satisfied with probability one, while the second is true only on the average, i.e.
This prior can be considered as a hybrid between the Delta and Maximum Entropy priors, hence, in what follows we shall refer to it as to the Hybrid prior. Note that it is the Hybrid prior which is consistent with the fact that equality (3.2) is exact while relation (3.3) is only approximate. The first condition in (4.7) is enforced by restricting the support of the prior to the intersection of the N hyperplanes as in the Delta prior. Of all restricted priors we choose the one with maximum entropy subject to E a|ω i [a T a] = κ 2 i . To restrict the domain of the prior, we consider the set Ω i = {a ∈ R N | E T a = ν i }. To describe this set, recall that the general solution of a nonhomogeneous linear system can be formed as a sum of a particular solution of this nonhomogeneous system and a general solution of a homogeneous system which coincides with the null space of E T in our case. Observing that the null space of E T is spanned by the columns of the matrix Slightly modifying calculations in the previous subsection, we derive that
Recall that this prior on y corresponds to a prior on a according to relation (4.8).
As before, to compute the decision rule using the Hybrid prior, we only need to evaluate p(ω i , z|X) in (3.6):
and c = μ
Simulation study
In order to assess the precision of the approach proposed above, we analyze the performance of the method using artificial and real data. In the artificial simulations, we test the method against both a normal and non-normal dataset. We then conduct a study with the Moving and Stationary Target Acquisition and Recognition (MSTAR) dataset, which consists of high-dimensional radar images for a target/non-target classification.
Simulations with normal data
We first investigate how the proposed classification method works under ideal conditions, using data that matches the assumptions exactly, i.e. where the matrix X of training samples follows the matrix-variate normal distribution in (2.5). Using the definition of a matrix-variate normal random variable in terms of multivariate normal,
we generate the corresponding random vector and reshape it accordingly to generate the matrix of training samples. In choosing parameters M, and of (2.5), we note that the decision rules are determined only by vectors m i , i = 1, . . . , C, matrix and parameter σ 2 . We choose the class means to be the canonical unit vectors in R n , i.e. m i = ν i . Since is not explicitly used in the decision rule, we choose to be the identity matrix. In order to define the matrix , recall that ideally it should have blocks of constants σ 2 i , i = 1, . . . , C, along its diagonal. To construct such a matrix, we generate N vectors (whose elements are random uniformly distributed integers)
. , C, and scale each vector so that
is a positive definite matrix with the desired diagonal. With these values for M, , and , we generate the random matrix of training samples. Each test vector is generated from the N(m i , σ 2 i ) distribution. Also, in all simulations, we use the uniform priors:
Once the data is generated, we compute the Maximum Entropy (4.6) and Hybrid (4.12) posteriors for each test vector. Since these decision rules are derived from a matrix-normal distribution, we will refer to them as the ME-MN (Maximum Entropy-Matrix Normal) and H-MN (Hybrid-Matrix Normal) methods, respectively. We examine the common measure of performance of classification algorithms, namely the percent of correct classifications, and we compare it with that of the linear SVM. As a decision rule for the approach considered in this paper, we use the class with the highest posterior probability (3.7). For the linear SVM we use a "one versus the rest" rule whenever C > 2. Note that since n N , the classes do not overlap and can be easily separated by a hyperplane.
In our simulation study we use N i = 5 samples from each class available for training, N * i = 100 test vectors from each class to be classified, and the dimension of each vector is n = 50. In our first set of simulations, we consider the simple case where C = 2 and σ 2 1 = σ 2 2 = 0.2. This value of σ 2 i was chosen so that when the vectors are normalized andσ 2 i is estimated, it is close to the values for the MSTAR dataset. Figure 1 shows a comparison of the correct classification rates for ME-MN vs. SVM (top) and H-MN vs. SVM (bottom) for M = 100 simulation runs each.
In Fig. 1 , each simulation run produces a point on the graph with coordinates (x, y) ∈ (0, 1) × (0, 1), where x is the percentage of vectors correctly classified using the new method, and y is the percentages correctly classified from the linear SVM. Hence, the point lies below the line y = x if the new method is more precise than SVM and vice versa. Here we see that both methods yield classification rates that are very close to those of the linear SVM, although in this case the ME-MN exhibits a slight improvement over SVM. Furthermore, we notice that the H-MN method gives classification rates which are almost identical to SVM on every iteration. Figure 2 shows the results for another two-class case, but now we choose σ 2 1 = 0.2 and σ 2 1 = 0.3, and the remaining parameters are as in Fig. 1 . Like Fig. 1 , the top graph shows the classification rates of ME-MN vs. SVM, and the bottom H-MN vs. SVM. Once again, we see that both methods give classification rates which are very close to those of the linear SVM, with the H-MN method showing nearly identical rates for each iteration. Figure 3 shows the results for the case C = 3, σ 2 1 = 0.2, σ 2 2 = 0.3, and σ 2 3 = 0.4. The remaining parameters are the same as in Figs. 1 and 2 . Again we see classification rates for both methods that are very similar to SVM.
Note that Figs. 1-3 do not show the actual correct classification percentages for each method. This is the purpose of Table 1 , which gives a comparison of the average classification rates for the two methods vs. SVM for various parameters. Each row in the table corresponds to M = 100 runs, and the columns under "% Correct" contain the respective average correct classification rates over the M iterations. Figure 4 shows plots of this kind for the same set of simulations as in Fig. 1, i .e. C = 2, M = 100, n = 50, N i = 5, N * i = 100, σ 2 1 = σ 2 2 = 0.2. If the performance of the method were perfect and Δ were small enough, the graphs would coincide with the line y = x, indicating that the computed posteriors match the actual percentage exactly.
In our example, Δ is relatively large, however one can see that the graphs tend to follow the line y = x. Figure 5 demonstrates similar plots with the same parameter values as in Fig. 2, i .e. C = 2, M = 100, n = 50, N i = 5, N * i = 100, σ 2 1 = 0.2, σ 2 2 = 0.3. In Fig. 6 , we show posteriors vs. actuals for C = 3, using the same parameters as in Fig. 3, i. e. M = 100, n = 50, N i = 5, N * i = 100, σ 2 1 = 0.2, σ 2 2 = 0.3, σ 2 3 = 0.4. Note that when each class has a different value of σ 2 i , both methods tend to favor (assign more vectors to) the class with the smallest value of σ 2 i . Although it is not clear from the figures, the H-MN method tends to perform slightly better in the case of different σ 2 i , so for the MSTAR dataset we only study the H-MN method. 
Simulations with non-normal data
The decision rules derived in this paper assume that the data is normally distributed.
Since it is difficult to test the normality hypothesis in our setting (high dimension, low sample size), we instead test the ME-MN and ME-H methods against data which is not normally distributed. To do this, we use the Laplace (double exponential) distribution, which we denote by L(μ, σ 2 ). The pdf is given by
The vectors from the class ω i are generated so that if t i,k is the kth element of a vector from the class ω i , then t i,k ∼ L(δ ik , σ 2 i ). Therefore, the class means are the canonical unit vectors, and there is independence between and within vectors. The goal in this study is to test not only deviations from normality, but also the affects of uncorrelated data. Table 2 shows the results of these simulations in a format identical to Table 1 . The results again show similar classification rates as SVM, hence the methods do not appear to be sensitive to deviations from the assumptions.
Application to target detection and recognition
In the real life situation one cannot expect that the assumptions of Sect. 2 are satisfied exactly. For this reason, we study the performance of the proposed method using the public domain Moving and Stationary Target Acquisition and Recognition (MSTAR) dataset, which is a collection of X-band synthetic aperture radar (SAR) images of 1 foot by 1 foot resolution. The dataset contains 40 by 40 pixel images (which were cropped to 30 by 30 for performance constraints) of the T72 battle tank, the BMP armored personnel carrier (APC), the BTR70 APC, and clutter. Images from the target class and clutter class are shown in Fig. 7 . For the application of the H-MN method, we represent the images as n = 900-dimensional vectors and preprocess the data, scaling each vector to unit norm, so that the estimate for has blocks of constants along the diagonal corresponding to κ 2 i .
For a comparison between H-MN and SVM, we perform 100 runs of simulations. In each of the runs, we pick up N i = 5, i = 1, 2, images from each of the two classes as training samples, and another N * i = 100, i = 1, 2, vectors to be classified. In Fig. 8 , we represent the results of each simulation run as a point, similar to Figs. 1, 2, and 3. As one can see, all the points on the graph in Fig. 8 are located very close to the line y = x confirming that the H-MN method achieves classification precision nearly identical to SVM and, in addition, provides posterior probabilities for each class.
Discussion
In the present paper we introduced a new technique for classification of highdimensional vectors based on small samples. The method is based on a small vector which can be viewed as a regression of the new observation onto the space spanned by the training samples, which is similar to the Support Vector Machine classification paradigm. This is achieved by employing matrix-variate distributions in classification, which is an entirely new idea. The advantage is that the proposed method also employs the Bayesian paradigm, hence it adapts naturally to any number of classes and provides posterior probabilities that a new vector belongs to each of those classes. Furthermore, implementation of the method is rather fast, so it is much more suitable than MCMC-based classification algorithms (Mallick et al. 2005) in situations where the decision must be made in real time.
The method proposed in the paper is very efficient computationally and has very few limitations. It does not require much storage space apart from original matrix X and the new vector z to be classified, and all structures involved in the classification rule are of the small size N × N . This distinguish our algorithm from classical decision rules which require the evaluation of the n × n matrix . In addition, both the Matrix Entropy and the Hybrid priors lead to a very efficient computation algorithm. After X T X, X T z and z T z are evaluated, the computational complexity of the method is O(N 2 ), where N n. However, the matrix X T X is the cornerstone of the SVM classification schemes and its calculation cannot be avoided.
We also examined performance of the ME-MN and H-MN methods and compared them with SVM classification using simulated and real data. Our simulations show that our method has misclassification rates virtually identical to SVM (this happens on every simulation run) but also possesses convenient features of Bayesian approaches. In addition, we demonstrated that the posterior probabilities of the classes provided by our algorithm are reasonably close to their actual values, and hence provide useful information in many real life situations.
