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ABSTRACT 
This work is concerned with the problem o~ 
constructing associative memory models which store and 
retrieve in~ormation in a distributed ~ashion - that is 
each store location can be involved in the storage o~ 
more than one piece o~ in~ormation. The models are to 
be logically simple in form and ef~icient in their use 
o~ store. It is hoped that those proposed may ~ind a 
place in neurophysiological theories o~ memory. 
From the starting point o~ seeking a less complex 
representation o~ a holographic model o~ memory called 
the Holophone, several memory models have been proposed 
and their properties investigated by analytical and 
computer simulation methods. All the systems considered 
belong to a ~amily o~ memory models which are described 
by a pair o~ matrix equations. 
It is ~ound that the models which per~orm well are 
non-linear devices which have to store and retrieve 
highly redundant information. One o~ these, the 
Associative Net, is closely related to a recent theory 
of the cerebellum. 
Some o~ the contents o~ Chapters 3, 4 and 5 have 
already appeared in papers published in collaboration 
with H.C. Longuet-Higgins and O.P. Buneman. Otherwise 
this dissertation is believed to be original in content 
and / . 
(iv) 
and in arrangement. 
This work was carried out under the supervision of 
Professor H.C. Longuet-Higgins. The author is very 
grateful to him for his sympathetic guidance. 
(v) 
NOTES ON NOTATION 
We are going to discuss the storage and retrieval 
of pieces of information. We call these "signals", 
"patterns" or "messages". "Signals" are stored in 
temporal models such as the Holophone, "patterns" in 
optical models (the Correlograph) and "messages" are 
stored in network models like the Associative Net. We 
have also endeavoured to employ the term "message" in 
more general contexts, but it should be recognised that 
these three terms are in effect synonymous. 
We represent the information about one of a number 
of messages by the values of column vectors of a matrix. 
X(n) is the nth column vector of matrix X. Only in 
Chapters 2 and 8 is it necessary to distinguish vectors 
from arithmetical quantities. We do this by 
underlining. For example, the vector X(n) becomes X(n)_ 
The Associative Net processes messages, denoted by 
vectors with components of value 1 or 0, which we 
imagine are represented by a distribution of pulses sent 
along the Net's lines. Thus a particular active line 
transmits a pulse or a "1". Similarly, an inactive 




1 .1 The Problem 
We consider the problem of constructing simple 
devices to store and retrieve information reliably. We 
constrain our problem by requiring that the systems be 
distributed (or non-local) associative stores, 
functioning in parallel, which have to deal efficiently 
with a small number of messages drawn from a very much 
larger ensemble. The emphasis is placed on distributed 
memories of this type because to the author's knowledge 
they have not been the subject or detailed analysis 
before and because it is hoped that they may have some 
relevance to biological theories of memory. The models 
are required to be efficient in their use of store, that 
is their performance in the storage and retrieval of 
information should not be much worse thari the best that 
can be expected on information theoretical grounds. 
1 .2 Definitions 
A local store is one in which each store location 
contributes to the storage of one and only one message. 
In a distributed system each location may be identified 
with more than one stored message. 
We shall define the word associative in terms of 
the concept of Classical Conditioning~ 
Consider / . 
Consider a system in which the event X is causally 
related to the event Y which ~ollows it. I~ the event 
2. 
Z occurs coincidentally with X and a mechanism operates, 
such that subsequently Z on its own will cause Y, then 
Classical Conditioning ie said to have taken place. We 
employ this analogy by considering the special case when 
X and Y are identical. Then in~ormation has been stored 
by the mechanism o~ Classical Conditioning when the 
in~ormation to be stored (Y) and the address to locate 
it {z) are together input to the store, so that 
subsequently the address alone will locate the stored 
in~ormation. This is an associative store. 
This mechanism is to be contrasted with that o~ 
Operant Conditioning. Here, consider events Z and Y. 
If on the occasions when Z occurs followed by Y, 
occurrence o~ the event Y causes the Z-Y link to be 
strengthened, than the strong causal relationship which 
is ultimately set up between Z and Y is said to have been 
caused by Operant Conditioning. 
1 .3 Local memories 
We will ~irst look at an example o~ a local store, 
namely a conventional computer memory, for which many 
sophisticated storage schemes have been developed. 
Consider a number o~ messages and their associated 
addresses. Each address and each message is represented 
by I . 
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by a string of binary digits and we suppose that the 
address bit-strings are all of length N. 
the system the task of storing an arbitrary selection of 
N the 2 different possible messages, each identified by a 
unique address bit-string. If it is known that about 
N N 
2 (but no more than 2 ) messages are to be stored then 
it is a simple matter to identify each possible address 
bit-string with a different location, where the message 
string corresponding to that address can be stored, and 
from whence it is subsequently read out. In this 
situation the number of bits stored per binary register 
is not very much less than one bit per register, which 
is the information theoretical maximum. 
However, if', as is usually the case, the number of 
N messages to be stored is much less than the 2 possible, 
then storage space is wasted by using this method. What 
is usually done, therefore, is to assign by a well-
defined procedure one of a small number of new addresses 
to each of the 2N possible addresses. This small number 
is usually taken to be not less than the total number of 
messages to be stored, an upper limit to which must be 
kno\vn in advance. Each reduced address is now 
identified with a particular location of an area of 
store, now known as the hash table, and each message 
bit-string is stored in the hash location corresponding 
to its reduced address. The difficulty now is that 
more / . 
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more than one message will be given the same reduced 
address. In this case, the messages are put into an 
over~low store, whose address is placed in the appropriate 
entry o~ the hash table. Retrieval o~ a message ~rom 
an over~low store usually entails a comparison, address 
by address, to find the message whose N-bit address is 
identical to the N-bit address presented. This method 
has several variations. There are different ways of 
identi~ying each original address with a reduced address 
and dif~erent ways of organising the over~low store 
(Hopgood, 1969). As ~ar as the latter is concerned, if 
speed of operation is required then, as the need arises, 
each hash location is given its own overflow store, which 
occupies an area distinct from the hash table. Conversely, 
economy o~ storage space is produced at the expense of 
·speed of execution by employing unused hash locations as 
the over~low store. This variation enables the 
theoretical maximum efficiency of storing information to 
be attained. 
1 .4 Distributed memories 
The hypothesis that living organisms may store and 
retrieve information non-locally has existed for many 
years, and it has been even more in prominence recently, 
owing to the invention of a po~ential distributed store, 
called the hologram, which has led some people· to draw 
elaborate parallels between biological memories and 
holographic / . 
holographic plates. We will consider the more 
fundamental problem of constructing simple distributed 
memories which will deal efficiently with the non-trivial 
problems that arise in the storage and retrieval of 
information. 
We have seen that a conventional computer store, 
which is our example of a local memory, can be organised 
so that it may perform the task we have described 
efficiently. It is not obvious, however, how a 
distributed store can be made to perform this relatively 
simple exercise, especially as it is in the very nature 
of such a store that locations are shared, so that the 
record of one piece of stored information may distort 
that of another. Furthermore, it is desirable that a 
neurophysiological memory - local or distributed - be 
able to cope with such problems as retrieving a message 
from store when using a slightly inaccurate address, or 
performing efficiently in the face of damage to some of 
its store locations. A computer store could overcome 
5. 
this first problem)which can be related to that of 
designing systems able to perform perceptual generalisation, 
by providing pointers to the correct locations at the 
inaccurate locations (if they are known), and the second 
by storing the same piece of information at several 
different locations, but at the expense of severely 
decreasing / . 
6. 
decreasing the number of locations available for storage. 
These solutions are not claimed to be the best available, 
but it is clear that these problems are not ones with 
which computer stores, and in fact local stores in 
general, are able to deal with satisfactorily. There is 
the even more difficult question of designing content 
addressable stores, to which, incidentally, great effort 
has been devoted in the field of computer hardware 
design. Such a system is one in which the address to 
locate a piece of stored information is itself an 
arbitrarily selected part of that stored information. 
1 • 5 Ob .i e c t i v e s 
We have attempted to design logically simple systems 
with the following considerations in mind: 
i) A number of pairs of messages, which are drawn from 
a large ensemble of possible pairs, are to be stored 
non-locally, so that with the aid of one member of the 
pair (the address or cue), the other is able to be 
reproduced accurately from store. 
ii) The systems should be able to function in the face 
of damage. 
iii) The systems should be efficient in their use of 
storage space. It is one problem to construct a 
distributed memory store; it is a more difficult problem 
to construct such a system lvhose performance does not 
fall / . 
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fall short of the best that can be expected from 
information theoretical considerations. The second 
problem has been tackled. 
iv) The systems should be designed with an eye on 
biological plausibility. The author is not competent to 
discuss in detail what may constitute a good distributed 
model of biological memory but it is hoped that the 
models discussed may have some relevance to theories 
constructed on the neurophysiological level. 
1 .6 The linear/non-linear classification of the models 
The class of models considered can be represented by 
a pair of matrix equations relating the output a 
(retrieved information) to the input ~ (address) of one 
such system 
a = -1 M DM~ • • • • 1 • 1 
and a = [[M-1DM),:J) 1 • 2 
The brackets [] denote that a non-linear operation has 
been performed on the matrix that the brackets enclose, 
that is the value of a component [z] .. of the matrix [z] 
1J 
is a non-linear function of the value of the component 
zij of the matrix z. Each model considered is either 
linear, in the sense that its input-output relationship 
can be represented by equation 1 ·.1 , or non-linear 
(equation 1.2). Both equations represent a three-stage 
process, since ·the output a is produced from the address 
~ by three successive matrix multiplications. Here M is 
the / . 
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the discrete Fourier Transform matrix. The matrix D 
contains a record of the stored information,and represents 
a distributed store,since for each model the method of 
assigning values to the components of D is such that the 
value of any one component is determined by the form of 
more than one stored pair of messages. We see that for 
models described by equation 1.2, one non-linear operation 
is involved in storage and one in retrieval. 
1 .7 Outline 
Here is a brief summary of the contents of the 
following chapters. 
It is hoped that the models proposed may have some 
relevance to living organisms on the neurophysiological 
level. Consequently Chapter 2 presents an account of 
some biological theories of memory. 
This work had as its origin the analysis of the 
properties of the Holophone, which is a linear (equation 
1 .1) frequency analysing system designed to be a temporal 
analogue of the hologram. The relationship between the 
Holophone and holography, the mathematical analysis and 
the supporting computer simulation results of the 
Holophone's performance as a memory are the subject of 
Chapter 3. It was found that if the Holophone stores 
segments of random noise, parts of one segment being used 
as the address to recover the remainder, then ·its 
performance, measured by the magnitude of the signal-to-
noise / • 
noise ratio of recalled fragments, is poor. A related 
linear model,the Off-diagonal Holophone, which differs 
from the Holophone in the form of the memory matrix D, 
was analysed and founo to perform the same task more 
reliably. 
9· 
However, since the form of equation 1.1 describing 
the functioning of the Holophone is relatively simple, it 
was thought that there might be structurally simpler 
models, equivalent in function to the Holophone, which 
would be more amenable to analysis and would, moreover, 
be more plausible on neurophysiological grounds than this 
complex frequency analysing device. Chapter 4 describes 
such a model. In its non-linear form, called the 
Correlograph, analytical statements can be made about its 
performance. It was found that if it is allowed to store 
highly redundant messages then it can be made to work not 
far short of the optimum set by information theoretical 
considerations. A structurally even simpler non~linear 
model, called the Associative Net {which is related to 
the Off-diagonal Holophone), is also described in Chapter 
4. Similar statements to those about efficiency of 
storage in the Correlograph apply to the Associative Net. 
Chapters 5 and 6 describe the properties of these 
two non-linear models. In particular, it is shown that, 
at the expense of sacrific~ information storage 
efficiency / • • 
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efficiency, they can perform satisfactorily when required 
to retrieve information given a slightly incorrect address 
or in the face of damage to the store. Some of the 
properties of such systems when equipped with feedback 
loops are also considered and demonstrated by means of 
computer simulation experiments. 
The last two models are discussed in Chapter 7. The 
non-linear Symmetrical Associative Net was explicitly 
designed to make use of information about the stored 
messages which the Associative Net ignores. It is shown 
that it can store irredundant messages quite efficiently 
and can be adapted easily in the face of damage to the 
store. It has the disadvantage, however, that once a 
~P.rtain set of messages has been stored, no more can be 
aaded. A related model, the Weighted Symmetrical 
Associative Net, which was designed to overcome these 
difficulties, is found to perform less efficiently. The 
similarity between this model and the Off-diagonal 
Holophone leads us to re-express the earlier signal-to-
noise calculations for this and the Holophone in terms 
of storage efficiency,and the conclusions of Chapter 3 
concerning these models' performance are reinforced. 
Chapter 8 is concerned with related work. In 
particular, the concepts of Classical and Operant 
Conditioning are used to illustrate the difference 
between / • • 
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between the models we consider and a simple Perceptron. 
The more speculative questions of biological 
implications are entered into in Chapter 9. It is found 
that there is a strong relationship between the Associative 
Net and a recent theory of the cerebellum. 
In Chapter 10 we summarise the formal mathematical 
relationships between our models and conclude by suggest-
ing that it has been demonstrated that distributed 
models of memory which are simple in structure and 
efficient in performance can be constructed. The models 
which we have found to perform well are non-linear in 
nature, store highly redundant messages and it seems 






We will first place this work in its biological 
context. We will make explicit the concepts of memory 
and learning and consider local and distributed theories 
of memory. 
The memory of an organism is that part of it which 
records past events and to which reference is made in the 
organism's future behaviour. Learning is the manner in 
which the memory is used. No claims are made for the 
originality of these statements, but they are included 
for the sake of avoiding confusion. 
A scientific theory of memory will be able to predict 
how an organism uses previously stored information in its 
future actions. To arrive at a satisfactory theory it 
might be good enough to simply observe the organism's 
input and its output. On the other hand it may be 
necessary to observe the behaviour of every one of the 
molecules which make up the organism. Finally a middle 
course may be acceptable. Here it is hoped that the 
mrlels proposed will have some relevance to neurophysio-
loeical theories of memory, where the nerve cell may be 
treated as the functional unit and the messages with 
which it deals are represented as electrical pulses 
transmitted / . 
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transmitted along the nerve fibres. Although it is 
tempting to embark on rationalisation,it must be 
emphasized that this is just one of many points of view 
and is not backed by unshakeable evidence. 
On the neurophysiological level, a local theory is 
one which demands that each synapse be identified with 
the storage of one and only one piece of information, 
while in a distributed theory each synapse can be 
identified with the storage of more than one piece of 
information. 
2.2 Local theories 
This type of theory has a very long pedigree. Plato 
(429- 348 B.C.) drew the analogy between memo~y and a 
block of wax"· .. whenever we wish to remember, let us 
stamp the perception or thought upon the wax, as if we 
were making an impression with the seal of a ring. 
their imnressions being clear and distinct and speedily 
disposed without jostle or confusion each in its proper 
place are called real and those who have them are called 
wise." (Plato, The Theaetetus). 1ve also mention 
Associationist philosophers, such as James Mill (1773-1836) 
who held that the human mind concerns itself with the 
linking together of pieces of sensory experience. The 
British psychologist Alexander Bain (1818-1903) has a 
111ore concrete physiological explanation of memory. "for 
every act of memory, every exercise of bodily attitudes, 
every / . 
every habit, recollection, train of ideas, there is a 
specific grouping or coordination of sensations and 
movements by virtue of specific growth in the cell 
14. 
junctions." He also notes that "there is no improbability 
in supposing an independent nervous track for each 
separate acquisition". (Gomu licki, 1953). 
A simple formulation of a local theory is that the 
memory is working as a switchboard with a number of input 
lines, each linJ<"ed to the appropriate output line. 
Learning involves the setting up of' new connections. This 
concept is seen in the doctrine of Connexionism due to 
Thorndike (1874-1949). "All psychological processes 
consist of the functioning of native and acquired connex-
ions between situations and responses" {Thorndike,1949), 
while Pavlov ( 18l~9-1936) was not the first to suppose that 
memory traces and reflex arcs functioned according to 
similar principles (Pavlov, 1927). He thought of the 
cortex as comprising many stimulation foci (centres of 
afferent stimulation), with well established pathways 
connecting those foci which had become associated by 
conditioning. Hore recently, Young (1966, 1970) has 
suggested that the memory of the octopus consists of a 
number of simple components, each of which records the 
consequences of stimulating a particular classifying 
cell which responds to a particular type of visual or 
tactile / . 
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tactile input. Initially, each classifying cell can 
respond in more than one way to stimulation. Learning 
takes place by the inhibition of responses potentially 
harmful to the animal. 
2.4 Distributed theories 
What local theories have difficulty in explaining 
are the facts of perceptual generalisation and the 
suggestion that stored memories are not destroyed by 
local damage. 
Gestalt Theory 
Psychologists of the Gestalt school explained the 
former in terms of patterns of excitation (Koffka 1935, 
K~hler 1 ~lJ-0) • Consider how they would explain the 
perception of a circle. The sensory input is transformed 
into a pattern of excitation in the brain, modifying its 
ongoing activity. That the circle has been seen is 
noted by the pattern of excitation leaving a record of 
some description in the brain. When the circle comes 
into the organism's field of view again, the brain recog-
nises that the current pattern of excitation caused by 
the circle is similar to the pattern which laid down the 
original trace and the organism remembers that it has 
seen the circle before. Perceptual generalisation is 
now accomplished as follows. A rat will look behind a 
small door to find food, having previously learnt to look 
for / . 
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for food bel1ind a large door of similar shape, because 
the patterns of excitation in the brain due to the small 
door and due to the large door have similar properties 
which its brain can recognise. This is a distributed 
theory, as each piece of information is not stored in a 
unique location. It can be seen, however, that the 
details of the mechanism underlying the G~stalt theory 
are not clear. By being incomplete such theories as this 
must be regarded as being unsatisfactory. 
Localised damage 
Lashley (1890-1958) although anticipated by, amongst 
others, Flourens (1794-1867) and Loeb (1859-1924), is the 
most well known proponent of the view that memory traces 
are not localized in the cerebral cortex. He found that 
rats. who, after learning mazes,subsequently underwent 
brain surgery, suffered brain defects dependent on the 
amount and not the location of brain tissue removed. He 
inferred that all parts of the cerebral cortex play an 
equal role in the memory process. One of his theories 
(Lashley, 19lt-2) (which he subsequently rejected) was that 
each learned event is represented by a particular 
pattern of vibrations in the brain. Like all theories 
of memory depending on the maintenance of electrical 
activity in the brain (see,for example,Rashevsky, 1938), 
this does not explain, for example, how human memories 
survive grand mal epileptic attacks, or how brain activity 
can / .. 
can be severely reduced by cooling or by anaesthesia 
without serious impairment of memory. 
Of the theories \vhich set out to explain Lashley' s 
findings,we will mention that of Roy (1960,1962). He 
suggested a distributed nerve net with one input and one 
output channel, made up of a number of identical nerve-
cell like units functioning as delay lines. By the 
mechanism of threshold lowering within the units, the net 
was able to recall a particular part of a stored signal 
by using the preceding part as the address. Although 
terms such as 'threshold' and 'synapse' are employed, the 
properties of his artificial units do not correspond to 
what is known about nerve cells. In fact Roy pointed 
out that his units were not intended to model strictly 
real neurons or aggregates of neurons. 
Ensembles of nerve cells 
The concept that a biological memory may not merely 
comprise a set of disconnected lumps is reflected in the 
work on the analysis of the properties of e~sembles of 
interacting nerve cells. 
In his theory of cell assemblies Hebb (1949), in an 
attempt to reconcile "switchboard" and "field" theories 
(e.g. Gestalt theory), put forward the idea of modifiable 
excitatory synapses - that is the excitatory synapse 
between an axon and a dendrite is facilitated if activity 
in the axon coincides with depolarisation of the dendrite. 
As / . 
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As learning proceeds,cells are modified by this means and 
they form themselves into interacting groups, called 
assemblies, each capable of supporting patterns of excit-
ation. One nerve cell can belong to more than one 
assembly and can change allegiance from one assembly to 
another. Thus one cell can contribute to the storage of' 
more than one message. Milner (1957) extended Hebb's 
treatment to include inhibitory synapses and both theories 
were tested by computer simulation by Rochester and 
associates (Rochester et al.1956). They found that cell 
assemblies could only be produced in a set of interacting 
neuron-like elements if both inhibitory and excitatory 
synapses were present. 
Cragg and Temperley (1954) suggested that an inter-
acting ensemble of neurons be represented as a collection 
of magnets. They presented evidence of neurophysiological 
analogies for the properties of the model and, with 
reference to memory, they suggested how Lashley's results 
could be explained. 
There have been many other attempts made to invest-
igate the properties of an ensemble of neurons, in 
particular those of stability. Beurle (1956) studied 
the mathematics of wave propagation through a set of 
neuron-like elements, which he treated as a continuous 
system, whose properties were based on the cytological 
evidence of Sholl. 
\vh ich 
By using the hypothesis that cells 
1 9. 
which fire have their threshold lowered. so that they 
become easier to excite in the future, he did suggest how 
associative learning could take place. 
Influence of Holography 
The recent interest in distributed memories can be 
traced to the technical advances in holography during the 
last few years. 
Holography is a method of information storage employ-
ing coherent beams of electromagnetic radiation. This 
was invented by Gabor (1948,1949,1951) and has achieved 
technical importance with the arrival of the laser 
(Leith and Upatnieks 1962, Stroke 1966). The holographic 
principle will be described by reference to an experiment. 
A coherent beam of light from a laser is split by a half-
silvered mirror. One beam A passes through a photo-
graphic transparency T of a circle, and strikes a photo-
graphic plate, where an interference pattern is formed 
between it and the other beam B which is incident 
directly onto the plate. Each point on the plate 
receives light from each point on the transparency. The 
plate is developed and a p6sitive transparency of it, the 
hologram is put in its place. When this is illuminated 
by the beam B in the absence of the original transparency, 
an image of the circle is still seen by looking through 
the hologram in the direction of the original position of 
T. In principle, by exposing the same photographic 
plate / • ~ 
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pl.ate in this way to more than one pair of beams of 
light, the hologram can be made to act as a distributed 
store. 
In the example given above, which is an illustration 
of Fourier holography, concerned with the recording of 
two dimensional images, the beam of light is acting as 
the address to locate the particular piece of 
information required. 
Van Heerden (196Jb) seems to have been the first 
person to draw the analogy between holograms and 
distributed theories of memory. He discussed the 
similarities between optical information storage in 
solids by using coherent light and Beurle'ssuggestions 
as to how associative learning could take place in a 
nerve net by means of modifiable thresholds. Van 
Heerden pointed out that such systems are able to store 
large amounts of information and he stressed the necessity 
for a calibrating system of pulses in the brain in order 
to maintain exact phase relations between waves. Other 
people have discussed the importance of holography in 
its relationship to Lashley's experimental findings, 
and some have produced holographic b~ain models (Pribram 
1966,1969; Westlake 1968). 
2.5 Conclusion 
These last remarks about holography conclude our 
brief / • 
21 • 
brief survey of theories of memory. The starting point 
for this work did, in fact, lie in holography for, as we 
shall see in Chapter 3, we commenced our studies of 
models of distributed memory by analysing the properties 




The Holophone and the Off-diagonal Holophone 
3.1 Introduction 
This chapter will aim to describe the functioning 
and the mathematics relevant to its performance in 
storing and retrieving information of a holographic-type 
memory called the Holophone. 
The Holophone came into being by way of holography; 
for that reason a summary of some aspects of holography 
will be made. As we have mentioned in Chapter 1 it can 
also be viewed as one of a number of distributed models 
which are related to each other by the similar mathemati-
cal equations which describe their behaviour. Another 
member of this family of models will be discussed when 
the principles underlying the Holophone have been put 
forward. 
J.2 Holography 
Consider a number of electromagnetic wavefronts, 
bearing specific phase relationships one to another, 
which interfere with each other in a particular region 
of space,with the result of modifying the transmittance 
of a detector placed there. The record of the inter-
ference pattern so made is called the hologram. Sub-
sequentl~ when some of the wave fronts which took part 
in the recording process are sent through the hologram 
the/ • 
the remaining wave fronts are reconstructed. 
What is happening here can be formulated mathematic-
ally by considering the following example (Collier 1966, 
Stroke 1 966) • 
Two objects A and B are illuminated by monochromatic 
coherent light from a laser by means of a split beam 
arrangement (Although these remarks refer to optical 
systems, holograms can in principle be constructed using 
electromagnetic waves of any frequency.). Light is 
reflected diffusely at the surface of the objects and 
interferes· in a photo-sensitive solid whose transmittance 
at any point r in it is assumed to be linear in intensity 
- that is it is assumed to change in proportion to the 
intensity of light at that point. (Figure 1A on page25). 
Omi tt·ing time variation factors, if the complex 
amplitudes of the waves diffracted from objects A and B 
at any point!: in the solid are FA{E) and FB(~) then the 
change in transmittance at that point is 
* * At(!:) = A(FA(E) + FB(!:))(FB(E) + FB(!:) ) 
where ~is a numerical constant. 
Object A is now removed, the photosensitive solid is 
treated so that its transmittance does not change further 
when light is incident upon it, and it is now illuminated 
by light reflected from object B, care being taken to 
maintain the.spatial relationships between parts of the 
apparatus. At any point !: in the solid (the hologram) 
assuming/ . . 
24. 
assuming that the transmittance before the experiment 
was constant throughout the solid, the electric field 
amplitude is 
G(E) = (t(E) + At(E))FB(E) 
* * = tFB + ~(FA+FB)(FA+FB)FB 
* * * * = tFB + ~((FAFA + FBFB)FB + FBFAFB + FAFBFB) 
(For brevity reference to the vector r is not made.) 
With the assumption that the intensities IA and 
IB due to objects A and B are constant over the holo-
gram, it is seen that 
Thus as both wave fronts have been reconstructed, on 
looking through the hologram from the right in the 
direction of B and then in the direction of the original 
position of A (Figure 1B on page 2G) both images are seen. 
That of B is brighter than that of A and the picture is 
marred by the nresence of the wavefronts represented by 
* the term FBFAFB in the above equation. As different 
parts of the hologram transmit these waves in different 
directions, the effect of this term can best be 
regarded as that of introducing noise into the picture. 
Here the hologram is functioning as a memory. A 
record of A and B is stored and information about B is 
used as an address to retrieve the stored information 
about A (similarly A can be used to retrieve information 
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about 8). Each portion of the hologram contains 
information about each part of A and B from which it 
receives light. Furthermore, if it were possible to 
record information about more than one pair of objects 
by exposing the hologram in turn to different sets of· 
interfering waves, then it would function as a 
distributed memory. 
J.J The Tiolophone 
We will now turn to consider a content-addressable 
distributed memory which stores temporal signals. This 
is the Holophone which was invented by H.C.Longuet-Higgins 
( 1 968a, 1 968b) . It comprises a large number of narrow 
band-width resonators arranged to cover uniformly a wide 
frequency range. They share a common input and a 
common output and each is connected to a variable gain 
amplifier which has as input a particular linear function 
of the instantaneous displacement and velocity of the 
appropriate resonator (Figure 2, page 28) 
We suppose that each resonator, with displacement 
X angular frequency w and damping constant ~ , is 
given an acceleration by the incoming signal F(t). The 
equation of motion is 




FIGURE 2 The Holophone 
(The nomenclature refers to the ideal Holophone) 
1ve will look at the performance of an ideal 
Holophone, that is we shall assumP- that the resonators 
are undamped. We realise that this assumption prevents 
our theory from being applied strictly to any practical 
situation, but we do this for the sake of simplicity of 
explanation and because we are only interested in the 
general principles underlying the behaviour of this 
system. 
We thus rewrite the equation of motion of a 
resonator as 
" 2 X + w X = F . . 3. 1 
or / . 
or ( d 
dt 
. )(d + 1W --dt iw)X = 
We now introduce the variables 
I * I 
F 
Y = X - iwX and Y = X + iwX, ..... J.2 
so that we can write 
i.e. 
and 
(~t + iw)Y = d * (-- -iw)Y = F dt 
t 
Y(t) 
-iwt 1 F('l- ) e i w" d'l" = e 
-a.o 
t 
y*(t) +i\vt J F' ( 'l' ) e -i woy d't' = e 
-6o 
. J.J 
. . . 3 . '-! 
29 . 
For each resonator there is a device (represented by a 
triangle in Figure 2) which measures the function 
* r Y(t) + Y (t) = 2X . . J.5 
This forms the input to the attached amplifier (For an 
ideal Holophone we do not also measure the instantaneous 
displacement of each resonator). 
The final output from the Holophone is the swn of 
the outputs from all the amplifiers. 
i . e • G ( t) = 1: Ak ( Yk ( t) + Y: ( t) ) 
k 
where Ak is the gain of amplifier k. 
1\'e shall now assume that the resonant frequencies 
w (k=1 ,2,3, ... ) are so densely distributed over the 
1' 
given range that this sum can be replaced by an integral. 
Supposing that Wk=kr and wk+1 =(k+1) r ' where r is very 
small,/ . 
small, then we write 
Oo 
G(t) = r JA(w)(Y(w,t)+Y*(w,t))ctw ...•... 3.6 
0 
30. 
* where A(w), Y(w,t) and Y (w,t) have replaced Ak, Yk(t}, 
* 
yk ( t). 
The response function M(~) of the Holophone is 
defined by the equation 
C)() 
G(t) = JM('r )F(t-'Y )ct't' · .. • ...... 3.7 
0 
Le t F ( 'l' ) = o ( ')-J ) , (()(,.,) is the Dirac delta function) 
Then, from 3.3, 3.4, and 3-7 
Y{w,t) 
-iwt = e y*(w,t) = e+iwt for t~ 0. 
and G(t) = M(t), 
so that from 3.6, 
Qo 
M(t) = G(t) = r JA(w)(e-iwt+ e+iwt)dw ... 3.8 
0 
M(t) is only defined for t~O. 
Initially we set all the amplifier gains equal to 
the same real number A. 
no 
M( t) A J( -iwt = - e + r o 
= ~ o( t) . r 
In this case 
e+iwt)dw 
3-9 
Thus initially the Holophone merely passes on the 
23tA 




In this process the signal F(t), which is over by 
the time t=O, is recorded by adjusting the gain of each 
amplifier by the amount 
0 
AA(w) = ').. J (Y(w,t) + Y*(w,t))F(t) dt .•. 
-Go 
where~ is the same for all resonators 
This is oossible for, as the signal F(t) is input, a 
* record of Y(w,t) + Y (w,t) has been kept. 6A(w) can be 
expressed in another form 
b-1\ (w) = 
. " 2 
X(w,t)(X(w,t)+w X(w,t))dt 
(from J.5 and J.1) 
= 
0 .1.. 2 2 
8t(X(w,t)+w X (w,t))dt 
= 0 * ot(Y(w,t)Y (w,t))dt (from J.2) 
Finally, from J.J and J.lt, 
01 where ~(w) = F(t)eiwtdt 
-Go 
* and ~ (w) is the complex conjugate of ~(w) 
~c see that the ideal Holophone, by virtue of the 
settings of its amplifier gains, records the power 
spectrum / . . 
32. 
spectrum of the stored signal. 
The gain of an amplifier is now 
A(w) = A + f::::.A(w) 
= A+ A ~(w)~*(w) . . . . . . J . 1 0 
It will be noted that a second signal H(t) can be 
stored by feedine it into the Holophone and turning up 
the amplifier gains as before. In general if R signals 
F (t) (r=1 ,2, ... R) are recorded, then the amplifier 
r 
gains have value 
A ( '") 
R 
= A +A~ ~ (w),0* (w) ~ r r . . . . J . 1 1 
r=1 




F (t)eiwt dt 
r 
Retrieval 
He return, however, to the simpler situation where 
only one signal is stored. To use the Holophone to 
' retrieve information, a signal F (t) which is a fragment 
of F(t), is now fed in to be used as the address or cue 
to retrieve the rest of F(t). Once again time is 
measured so that the instant t=O occurs after the end of 
' F (t) and for simplicity it will be assumed that each 
amplifier gain originally had the value ~ (see equation 
J. 9). After recording F(t), from J.8 and J.10, the 
response function of the Holophone is now 
~f 1 ( 'I" ) = 0 ( 'l" ) + f +I 00 fll ( w) .~>J* ( '") e- i wt dw 
-00 
33. 
{We can extend the limits of integration if we let w 
take_positive and negative values). 
' Consequently, using 3.7, the output G (t) is now not 
proportional to the input but is of the form 
. . 3. 1 2 
where 
AG( t) 
Writing u =t-~, then we finally express this extra 





= f -.oo dw 
0
! du 
= of du 
-oo 
rl. ( ) rl. ·'I. ( ) - i w ( t - u ) ' ' 
p w p w e F (u) 
. . 3. 1 3 
0 
where j6(w) = J F(t)eiwtdt 
-t.o 
3.4 Discrete Formulation of the Holophone 
A convenient way of expressing the mathematics of 
this ideal Holophone is obtained by considering its 
discrete analogue (It is, of course, a discrete device 
anyway, in that its resonators are not spaced contin-
uously over an infinite range of frequency). 
H signals, eadl of which lasts N units of' time, are 
stored./ .. 
34. 
stored. The N successive real values of the amplitudes 
of one of these signals, for example signal n, are placed 
in one column F(n) of an NxR matrix F .. (i=0,1 ,2, .. N-1. 
1J 







By analogy to equation 3.11, the change in the gain of 




and the values of these gains are contained in a diagonal 
matrix D with components 






1vhen a signal F' (n), which is a portion of F(n) and lasts 
f 
N units of time, is input, the discrete counterpart of 
equation 3.1 2 is G '(n) = F' (n) + ~G(n), 
lvi th ~G(n) = ~ M-
1 DMF' (n) . . 3 .14 
where D is defined above, -1 is the inverse Fourier as M 
Transform matrix and ~ is a numerical constant. The 
input to the Holophor.e, represented by the column vector 
F'(n), has components F~ =F. for i=0,1 ,2, .. N 1 -1 
1n 1+p,n 
and F~ = 0 otherwise (P~O) 
1ll , 
The / . 
35-
The jth component of ~G(n) is 
N-1 N-1 N-1 
= ').~ 2: ~ z M- 1 D M F 1 jk kl lm mn 
k=O 1=0 m=O 
= 
R N-1 N-1 N-1 
<;1 ~ -1 C)' 2:: * * ' ~ M. 6. ~ ~ F M F M F 
r=1 k,l,m=O Jk kls=O \s srt=O lt tr lm mn 
R 
-"_!_ ~ - l 
N~ 
N-1 
L ( 2ni 1 exp -N ( s+m-t-j) l)F Ft F sr r mn 
r=1 m,s,t,l=O 
(note that F has real components and that 
some summation signs are omitted) 
~~ R2! N2:-1 1 
= - 3 0 t . F F F .. J.15 N s, +J-m sr tr mn 
r=1 m,s,t=O 
~ R N-1 
1 - i__ ~ ~ F F . F J.16 
- NJ ~ ~ sr s+m-J,r mn 
r=1 m,s=O 
In equation J.15 consider the quantity 
N-1 
~r = ~ I 6 . F F F s,t+J-m sr tr mn 
m,s,t=O 
This can be written in several forms depending on which 
variable is eliminated in simplifying it. 
(i) Substituting for s we have 
N-1 N-1 N-1 
b.,.= c:;-' <;"1 F F F 1 =~A F 1 ••• J.17 
~ ~ t+j-m,r tr mn ~ j-m,r mn 
m=O t=O m=O 
N-1 
where A. = <;'F . F . 
J-m,r ~ t+J-m,r tr 
t=O 
This is the autocorrelation function A(r) of F(r)_ 
(ii) I . 
36. 
(ii) Alternatively, by eliminating m we write 
N-1 N-1 N-1 
~ r = <;1 <:;"1 F Ft Ft' . = " C . F . . 3 . 1 8 ~ ~ sr r +J-s,n ~ J-s,n,r sr 
s=O t=O s=O 
N-1 
where Cj-s,n,r = ~FtrF~+j-s,n 
t=O 
This is the cross-correlation function C(n,r) of F(r) 
with F' ( n) . 
Writing J.15 in the form 
AG. 
.Jn 
~¥( N-1 1 
=- 6 F F F 
NJ Z s,t+j-m sn tn mn 
m,sc,-t=O 
N-1 R 
+ Z G ') o . F F F m,s,t=O r=
1 
s,t+J-m sr tr mn 
r:f:n 
Then, using J. 17 and 3. 1 8, this becomes 
~G. 
Jn 
~~ ( 2:N-1 = -- C F + NJ j-s,n,r·sn 
s=O 
. . 3. 1 9 
If the stored signals are random (i.e. each 
component is chosen independently) then 
N-1 
A. = Q 
J-m,r G F. k Fk ~No. J+ -m,r r Jm 
k=O 
Furthermore, if the portion F'(n) of F(n) resembles F(n) 
sufficiently closely, then 
N-1 
c. = ~ 
J-s,n,n L.., 
' Ft Ft . n +J-s,n 
= I . 
J7. 





Equation J.19 may then be written as 
N-1 '\y (~:NI - o. F + N(R-1) L I) G. - NJ o F Jn J,S-p sn jm mn 
n=O ').. ( I 
+ N(R-1 )F 
1
• ) = - NF NJ j+p,n Jn 





= F. Jn + ~G. - F. 1 + (R-1 )-
A .,._ ' ( ~~) 
Jn Jn N2 
' ' Now F. =F. for j=0,1 ,2, .. N -1 
Jn J+p,n 
I 
and F. = 0 otherwise. 
Jn 
Thus for times after the end of the cue F' (n) (for values 
I 
of j greater than N -1), the I-Iolophone continues to 
respond, the output being a noisy version of the signal 
F(n) originally stored and bearing the correct temporal 





1)\F. for j=0,1,2, .N'-1 








for j=N ,N +1, N-1 
The Holophone 1 s output was termed noisy owing to the 
incorrect assumptions we have made about particular pro-
perties of the cross-correlation and auto-correlation functions 
of random / . 
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random signals. Before a more detailed statement about 
this is made, the Holophone will be put in its precise 
holographic context by describing an analogous 
holographic model. 
3.5 Holographic analogue of the Holophone 
Coherent laser light illuminates a transparency T o~ 
a simple plane figure (~or example a triangle) placed in 
the focal plane P0 of lens L1 (Figure 3 on page 39). 
An inverted image of the triangle is seen on the screen 
S which is in the focal plane P2 o~ Lens L2 . 
and L
2 
are so arranged that their two other ~ocal planes 
(one from each lens) coincide (Longuet-Higgins et a1.,1970). 
A photographic plate is now placed in the common 
plane P
1 
and is exposed to the light passing through the 
transparency. It is then removed, a positive trans-
parency, the hologram H, is made of it and put in its 
place. Part of the transparency is now masked. An inverted, 
although distorted, image of the whole of the original 
scene is still seen on the screen s. Translating 
this situation into the terms of the more general 
holographic set up described in Chapter 2, the 
unmasked section of the transparency is object B, the 
masked section object A. As before, object B is used as 
the address to retrieve a record of object A from the 
memory. 
Analysis is possible if the following fact is used. 










































When coherent light passes through both focal planes of 
a perfect lens then the amplitude of the electric field 
in one plane is the Fourier Transform of the amplitude in 
the other. Denoting the field·; at any point (x. ,y.) in 
]_ ]. 
the plane P. (the coordinates x. and y. being measured 
]_ ]_ ]_ 
with respect to an origin in the plane) by the symbol E., 
]_ 
then,with the hologram absent,the field amplitude at a 
point in plane P1 is 





are the directional 
cosines of light from plane P inc·idcltJ.t at the point 
0 
, -
(x1 ,y1 ). · · ·'Jlliese. can both be set equal to 1, provided that 
a 2 (( f 2 , where 2a is the length of one side of the 
transparency {assumed square). 
Therefore, combining these equations 
~x1 xO+x2 ~1 Yo+Y2 {fj~ 
21ti ( ) 21ti ( ) 
= E
0
(x0 ,y0 )e e dx1dy1dx0dy0 
~Eo(xo•Yo) &(xo+x2) &(yo+y2)dxodYo 
= Eo(-x2,-y2) 
Thus,in the absence of the hologram,an inverted 
image/ • • 
41 . 
image of the triangle is seen on the screen. 
Now, to consider what happens with the hologram in 











) in plane p
0 
owing to light transmitted from a fragment F of the 
transparency. 
Assuming the change in the hologram transmittance t 
to be linear with respect to the intensity of light 
falling upon it 
i.e. At(x1 ,y1 ) = AE1 (x1 ,y1 )E~(x1 ,y1 ), 
then, when light from the fragment F strikes the hologram, 
the field EE1 (x1 ,y1 ) at a point (x1 ,y1
) in plane P
1
, equals 
~ * ~ X1XO+y1y0 
IJ 
2ni( ) 
(t+ A E(x1 ,y1 )E1 (x1 ,y1 ))F0 (x0 ,!0 )e dx0dy0 




~ f ( x1 x2 +y 1 y 2) If 
2ni · 
e EE1 (x1 ,y1 }dx1dy1 
= KtF0 (-x21y 1 } 
\ rr 2~~(x1x2+y1y2) * 
+ J e E1 (x1 ,y1 )E1 (x1y1 )F1 (x1 ,y1)dx1dy1 
II 
2~;(xOx1+YoY1) 
where F1 (x1y 1 ) = e F0 {xar0 )dx0dy0 
and K is a constant·. 
We consider the case of a one-dimensio•al hologram. For 
42. 
= 
We compare this with the output from the Holophon.e - namely 
' ~ 
+k 




du e -iwt ( ) * iwu ' ~ w ~ (w)e F (u) 
(equations 3.12 and 3.13) 
• 
It can be seen that a one-dime•sional hologram of the type 
described perf~rms the same job in the spatial domain as 
an ideal Holophone doe.s in the time domain (apart from 
trivial differences such as image inversion in the holo-
graphic case). In particular, the grains of the holo-
graphic plate correspo•d to the ideal Holophone's amplifiers. 
Each amplifier or grain coDtains informatio• about the 
signal to be stored and if it were possible to subject the 
hologram to multiple exposures then, like the Holophone, 
it would perform as a distributed memory. 
3.6 Storage and retrieval of random biaary signals by 
the Holophone 
The performance of a Holophone (or for that matter a 
holographic model of the type just described) will be 
discussed in the particular case of the storage of random 
binary sigaals - that is the compoaents of the vectors 
which represeat the signals may take the value +1 or -1 
with equal probability. Cyclic boundary conditioDs are 
imposed, each component of a vector beiug associated with 
a vector of an N-sided polygon. 
. , ' N3 
Analysis Deflldng for simplicity6GJn= ~}~GJn' by 
substituting / •. 
·1· 
>t~ • • 






F F F 
tn t+j+p-s,n sn 
R 
43. 
+L:LL F. lJ- Fk F • • • 3 ·lA J+,,..-m,r r m+p,n 
r=J:n m k 
Values of j relating to times after the end of the cue 
will be considered so that in the first sum ~f equation 
different 
3.2f the quantity t+j+p-s may only have.N',<values. The 
same remark applies to the suffix m+p in the second sum. 
In particula~ since F' =0 (i.e. F. is not one of the jn J+p 
components of the cue), t+j+p-s+j+p i.e. tts• Also 
m+p+j+p i.e. m+j. 
The second term of equation 3. ·2l is a sum of (R-1 )NN' 
numbers, each of which has value +1 or -1 equiprobabl~ 
independent of the value of other items,except where 
j+k-m=k i.e. m=j. This never arises. 
The first term contributes NN' numbers of value +1 
or -1 which are ag~in independent and equally likely to 
have the value +1 as -1 unless values of suffices 
coincide. There are three possibilities. 
(i) t=t+j+p-s. Picking out the relevant terms from 
3. 2!) the contribution to A G 1 • is 
Jn 
44. 
"FtFtF. -'u J+p,n = N'F (t=t+j+p-s in only allowed j+p,n 
t N1 different values) 
(ii) t = s. F~6m ~~~Q~;:;eolit.%!ibtitje:hs··t&.;.A:t.(Jjh·;i8.re 
' coe:ff·ic.i~Js. of F jn which takes the value o. 
(iii) t+j+p-sz=s~ The contribution to b G'. is 
Jn 
~ F2 . Ft . Ft . = \' ~· s-J-p,n +J+p-s,n +p+J-s,n ~ 
s s 
This is a sum of independent terms. 
F2 . s-J-p,n 
There are no values of s and t for which more than 
one of these conditions are satisfied. 
Thus~ G'. is made up of NN'(R-1) + (N-1)N 1 terms 
Jn 
each of mean 0 and variance 1 and N' terms each of mean 
F. and variance 0. 
Jn 
Summing over the ensemble of the 
components of the output signal:, AG 1 • has mean N'f. 
, Jn Jn 
and variance N1 (NR-1). 
The fidelity of reproduction of the retrieved signal 
can be expressed in terms of the signal to noise ratio. 
S/N defined as the ratio of the square of the mean of a 
component of output signal to its variance. We thus have 
S/N = N1 (NR-1) 
NI 
NR 
(for NR))1) •••• 3.2~ 
which is in fact equal to the ratio of the length of the 
cue to the total length of the re.maining signals in store. 
This result has been checked by computer simulation using 
ALGOL as the programming language. 
~ Computer Simulation 
The/ 
The following procedure was adopted: 
1) N components of R input signals were generated with 
the aid of a pseudo-random number generator. 
2) The first N' of each of these were used as cues and 
the N-N' components of the R recalled signals 
G' (n) (n=1,2, •. R) were calculatedt using 3.14. 
3) Of these components approximately half arose from 
components of : F(~). '·. of value +1 and f'or this subset 
the signal to noise ratio was calculated from the 
formula 
4) The same was done for the components arising from Sa, .. QI 
components of' value -1 and the two results were 
averaged to give a figure f'or the overall signal to 
noise ratio f'or the recalled parts of' the R stored 
signals. 
Three situations were considered; those when 1, 5 
and 10 signals were stored. In each case cues of' dif'f'-
erent lengths were used in recall. 
With R=1, N was set at 401 and recall from cues of' 
length N' = 50, 100, 150, 200, 250 and 350 was 
considered. 
With R=5 and R=10, N was set at 201 and N' varied 
from a value of' 25 to 175 in steps of' 25. 
: Por a given set of values of R, N and N', 
different subsets of signals drawn from the same pseudo-
random/ 
46. gave 
random ensemble/different values of the signal to noise 
ratio •.. :,:~· 'Thus for each triad of values of R,N and N', 
5 pseudo-randomly chosen~ts of signals were recorded 
and retrieved and the mean and standard deviation of the 
iignal to noise Ratio were calculated for this 
P.Opulation of 5. 
These results are portrayed in graphical form in 
Figure 4 (see pages 47, 48 and 49). It would seem 
that the theory is adequate in producing an approximate 
expression for the variation of the signal to noise ratio 
of the Holophone with cue length although it is perhaps 
optimistic when the cue is almost as long as the stored 
message. It was not thought worthwhile for the program 
to be rewritten in machine code employing Fast Fourier 
Transforms so that the feasible values of N and R could 
be increased, thereby producing more reliable results. 
For the signals to be retrieved reasonably accurately 
the signal to noise ratio must be large compared to 1. 
This condition is never fulfilled and we must conclude 
that the Holophone does not perform thm task very well. 
3.7 The Off-Diagonal Holophone 
The Holophone is, however, just one example of the 
family of linear distributed memory models which are 
described by the matrix equation 
G,(n) = F,(n) + 4G•(n) 
where .A G' (n) = M~1 DMF' (n) • • • • .(3.1&) 
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so. 
Each model is defined by a particular choice of M 
and the memory matrix D, the values of whose components 
are some function of the stored signals F, and equation 
3.1~ shows the output G,(n) from the device when a 
portion F'(n) of a stored signal is input. There is no 
reason to suppose that the form of D and M chosen for 
the Holophone produces the most efficient and reliable 
memory system. 
There is a model amenable t? analysis which is 
almost identical to the Holophone, except that the storage 
matrix 
D pq 
is no longer 
R -.:· * 
= ~··'~pr~qr 
r=1 
R N-1 N-1 
=L: LE 
r=1 s=O t=O 
diagonal but is given by 
* * M F M F 
ps sr q t tr • . • • • • • 3~~ 
We call this model the Off-diagonal Holophone. From 
3.14 and 3.23 we can then write 
R 
AG• 
jn =LE -1 * * M M F M F M F 1 jp ps sr qt tr qw wn r=1 p,s,t,q,w 
2rr:i ( . t ) 
1 L L: N -Jp+ps-q +qw 
= -r. e F F F 1 
N'+ sr tr wn 
r p,s,t,q,w 
= -1-? ~ o o F F F' 
N2~ ~ sj tw sr tr wn 
r s,t,w 
= ~2 ~ ~ FjrFtrF' tn 
=I . • 
..... 3.'2'3A 
51 • 
F. Ft Ft ••••.• 3.2~ Jr r +p,n 
This is a double sum of scalar products over rows and 
columns of the matrix F. 
3.8 Storage and Retrieval of random binary signals by the 
Off-diagonal Holophone 
Considering once again the retrieval of a random 
binary signal of length N from a cue of length N' then 
J.2J is rewritten {dropping the constant 1/N2) as 
~'G = ~F. F F' + k \' F F F' jn Jn sn sn ~ jr sr sn 
n s 
Values of j appropriate to moments of time after the ehd 
of the cue will be considered (F'. =0). Noting that 
Jn 
F'jn= Fj+p,n (p)o},the two situations p=O and p)O will be 
dealt with separately. 
(i} p=O i.e. 
Then AG•. 
Jn 
F' = jn Fan for j =0 , 1 , 2 , ••••• N 1 -1 
N-1 R N-1 
= ~ F. F F 1 + ~ ~F F F 1 Jn sn sn jr sr sn s=O r n s 




F F F' jr sr sn 
The second term of this expression is a sum (R-1)N' 
terms which are all equally likely to have the value +1 
as -1 unless s=j. 
Setting s=j, F. F F' =F. F. F 1 • = 0 since F'. =0 
Jr sr sn Jr Jr J~ Jn ' 




the signal to noise ratio is 
S/N N' 3.2:5 = R-1 . . . . . . . . • 
(ii) p:I:O R N' -1 
AG•. = .E ~ F. F F Jn r=1 Jr sr s+p,n 
which is a sum of N'R independent terms of magnitude +1 
or -1 • The signal to noise ratio is zero. 
We conclude that this particular model is extremely 
good at recalling messages provided that it is known 
from which part of the message the cue was taken {so that 
pis set equal to zero). In fact,subject to this 
conditionJif only one message is stored thenJwhatever 
the length of the cue retrieval is perfeqt (the signal to 
) 
noise ratio is infinite). 
3.9 Summary 
A particular model of distributed memory called the 
Holophone has been discussed. It was found that it did 
not perform a particular storage and retrieval task very 
well. A related model which was discussed only in terms 
of the equations describing its functioning was found to 
perform this task better. Nothing has been said about 
neuro-
a possib1e~physio1ogica1 implementation of the Holophone 
and at this point all that will be said is that like all 
holographic fuodels it does place severe demands on the 
nervous system. For example,it is necessary that there 
be a large number of oscillating circuits each of which 
remain/ •• 
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remain sharply tuned to a particular frequency. 
Howeve~ since the Holophone and the Off-diagonal 
Holophone both perform simple tasks, the former 
calculating cross-correlations and auto-correlations and 
the latter scalar products then,in the hope that 
structurally simpler models might have more neurophysio-
logical relevance,the properties of less complex physical 
representations of both models have been considered. 
These models will be introduced in the next chapter. 
CHAPTER 4 
Non-holographic models 
The Correlograph and the Associative Net 
4.1 Introduction 
54. 
In a search for simpler representations of 
holographic models of memory we shall take up the 
observation of Gabor (Gabor 1968a, 1968b, 1969) that a 
system which computes cross-correlations (or convolutions) 
can mimic the performance of a Fourier holograph. 
4.2 A spatial linear analogue of the holophone 
Such a system is shown in Figure 5 {see page 55). 
Two transparencies A and B are illuminated by means of a 
diffuse light source D. Light transmitted through B is 
focussed onto a plate C by means of the lens L. A and C 
are separated by a distance equal to twice the focal length 
of the lens and B is placed half way between them. We 
will assume that the transmittance at any point on plate 
C varies in proportion to the intensity of light falling 
on it. After exposure, plate C is developed, converted 
into a positive transparency, now called a Linear 
Correlogram, and replaced. The retrieval process comprises 
illuminating the Linear Correlogram by the diffuse source, 
shifting the lens to the other side of plate B and looking 
at the pattern of light falling on the screen S which has 
replaced pl.at'e A. By repeating the storage procedure with 
other pairs of patterns and using the same plate C it can 
be/ . 
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be made to function as a distributed memory store. The 
complete system is called a Linear Correlograph. 
For simplicity a one-dimensional Linear Correlograph 
will be considered. 
The Linear Correlogram stores cross-correlations. 
Let A(x} and B(x+y) refer to the intensity of light 
transmitted through transparen~ies A and B at points x and 
x+y which contribute to the intensity C(y} at point y on 
C. x, x+y and y are measured along parallel lines drawn 
in planes A, B and C respectively. Each line cuts the 
common principal optic axis of the lenses at right angles. 
The transmittance at point y in C is modified by an 
amount proportional to 
C{y) = J A{x) B{x+y )dx. 
Retrieval also involves cross-correlation. The intensity 
at a point z on the viewing screenS is(disregarding 
numerical constants} 
s ( z ) = I c ( y) B ( y+Z) dy 
= JJA{x)B{x+y)B(y+z)dydz. 
The situation analogous to that with which the Holophone 
has to cope is that where auto-correlations are stored 
(A is identical to B) and a fragment A' of a stored 
pattern is used to recall the rest of it. 
In that case s{z} = J c(y)A' (y+z}dy 
where C{y} = J A{x}A{x+y}dx. 
Writing u=y+z / .. 
57. 
Writing u=y+z then 
S(z) = fc(u-z)A'(u)du ....•. l!.1. 
With nomenclature as for equation 4.1,the continuous 
form of equation 3.16 describing the relevant part of 
the output of the Holophone is 
SH(z) = ;rJA(x)A(x+u-z)A•(u)dudv 
= jc(u-z)A•(u)du 
= S(z) (disregarding constant multiplying 
factors) 
Thus a particular experimental arrangement of the Linear 
Correlogram does the same job as the Holophone without 
the need of the latter's complex circuitry. MoreoverJ 
the Linear Correlogram is a more general associative 
memory. Information about pairs of patterns A and B is 
stored and pattern B,which is not necessarily part of A, 
can be used to retrieve pattern A. (It should be 
mentioned that by inverting plate C, pattern A can be 
used to retrieve pattern B.). 
4.3 Th~ Correlograph 
i.r • ~· -~--=-- Description 
The Linear Correlograph and the Holophone are linear 
devices according to our definition made in section 1.6. 
We will now discuss a related non-linear device (which we 
shall later show to be non-linear in the sense that this 
word has been used in Chapter 1) which is amenable to 
detailed analysis. We will call this the Correlograph. 
A/ .. 
58. 
A and B are black cards on which are punched 
patterns of pinholes. These,when illuminated by the 
light source D produce a pattern of spots on card C. 
Information is stored by punching a hole through c at 
every point where a spot appears. For example,suppose 
that A has two holes and B three. Six spots will appear 
on C, some of which may coincide (Figure 6, page 59). On 
reconstruction Of A~ 18 rays at most strike S. ~6~ of 
these retrace the path of rays which originally passed 
from A through B onto C>and the other 12 strike Sat 
spurious points which were not originally pinholes in 
card A (Figure 7, page 60). 
Pattern A is consequently seen amongst a background 
of noise. However, noting that genuine points on S 
(those which correspond to pinholes on card A) receive 
three rays while spurious points receive less than three, 
a threshold detector set at a value of three will produce 
a faithful reproduction of pattern A. 
Other pairs of patterns are then added·' by punching 
holes in card C at every point where the new pairs 
produces a spot. In fact some of these holes will have 
already been made in the storage of previous pairs. 
As the number of pairs of patterns increase,retrieval 
in the manner outlined above does not remain perfect. 
For consider the limiting case when the ~orrelogram 
stores so much information that it comprises a large 
number/ . 
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61 • 
number of pinholes and nothing else. In a retrieval 
task, D is uniformly illuminated and the memory performs 
no useful function. 
Analysis 
To investigate the conditions for accurate recall 
the problem will be formulated in discrete terms. 
Let each card be divided up into N small sections. 
The pattern of pinholes on it is representable by an N-
dimensional vector. The component A., for example, hae 
J 
the value 1 if there is a pinhole at position j on card A, 
otherwise A.=O. Avoiding such matters as the finite size 
J 
of the pinholes and diffraction effects and imposing 
cyclic boundary conditions, a component Ck of C is 
identified with the N of the N
2 
pairs (Ai,Bj) for which 
k=j-i or k=j-i+N. Ck has the value 0 unless at least one 
of these ordered pairs with which it is connected has the 
form (1 ,1), when it is given the value 1. Points on the 
screen S are similarly identified with points on C and B. 
A point s
1 
is identified with theN of the N
2 
pairs (Ck,Bj) 
for which l=j-k or l=j-k+N and is given the value 1 if a 
certain number of these N pairs, depending on the threshold 
set, are of the form (1,1). 
We will consider the storage of R pairs of random 
M-hole patterns, that is M components chosen out of a 
possible N of a vector representing a pattern to be stored, 
have the value 1. The other N-M take the value 0. 
Consequently / 
62. 
Consequently,a component Ck of card C is identified 
The probability that it has the 




1 - ( 1 - -) 
N2 
M (N is the probability that one component of the ordered 
pair (Ai,Bj) has the value 1) 
For NR))1, P
0 
= 1 exp(-~R) 
and so R = -N ln(1-P ) M2 c . • . 4. 2 
P is in fact the density of pinholes on the card C. c 
In the reconstruction process, the threshold must be 
set as high as possible to catch the genuine spots and 
to remove as much of the noise as possible. This is 
achieved if it is set at M. A point s
1 
on S which is a 
spurious point will produce an unwanted spot if it receives 
M rays through the M holes of B, and this will only 




M * The probability of this occurring is just less than P • 
c 
The mean number of spurious spots appearing on S is 
E(spur) 
As more patterns are stored, P increases and so does the 
c 
mean number of errors per pattern retrieved. Certainly, 
for good recall, this number should be less than 1 and an 
upper bound on the value of P will be placed by setting 
c 
* Only R-1 stored patterns can contribute to spurious 
spots on S. 
E(spur) = (N-M)PM = 1 c 
A slightly safer estimate is 
NPM = 1 • • • . • • • • • • . • • . 4. 3 c 
Equations 4.3 and 4.2 enable the information capacity of 
the system to be deduced. Since the Correlograph 
retrieves R M-hole pa~terhs with small error then the 
information gained is 
I~ Rlog
2
(:) bits = Rln{:) natural units* (n.u.) 
Consider ln{:). Using Stirling's approximation 
namely thatfor integral n, ln(n!) =n.ln(n~n then 
ln(:) = NlnN-(N-M) ln(N-M) - MlnM . 
Writing M= tN, 
ln(:) = NlnN-N{ 1- ~ ) ln{N( 1- ~ )) - Nln ~ N 
= -N ( ¥ ln ~ + ( 1 - ¥ ) ln ( 1 - ~ ) ) 
For 0 ( (1 , ln { 1 -~ ) ~ 0 
then ln(:) -e -N lln g 
N = Ml~ .. . • . . . . • 4 . 4 
Thus I = RMln(~) n.u. for M((N 
) ( lnM = NlnPc ln(1-Pc 1- lnN) .•• . . . 4. 5 
If, furthermore, lnM is neglected in comparison to 
InN then 
I/N = lnP ln(1-P ) n.u. for N--~ 00 c c 
Viewed as a function of P ,this expression has a 
c 
maximum value at P = t when 
c 
I IN = ln2 ln2 n.u. 
MR)( 
=I .. 
* 1 bit.= ln{2) natural unitsof information 
64. 
= ln2 ~ 0.6931 bits 




These are M = log2N and R = (lnN.log2
N) , and under 
these conditions the Correlograph is working not so far 
short of the theoretical maximum for, since C is in fact 
anN-bit binary register, th~s memory stores its 
information about 69% as densely as it can ever do. 
We define the efficiency E to be the ratio of the total 
amount of information retrieved from a memory to the 
theoretical maximum amount of information retrievable 
from a similar system made up of the same elements. 
This is a number between 0 and 1 and here can._equal 0.69. It 
sliould be mentioned that thlsfigure of 69% should be 
treated as an upper limit to the efficiency which is 
approached as N increases for the approximations made 
are only true in the limit of infinite N. The main 
point is that E is of order unity and can be as much as 
0.69. 
The behaviour of the efficiency for systems of 
finite size and when no approximations are made will be 
discussed in Chapter 5. 
The other property of importance that the Correlograph 
has is that of being able to perform just as well if the 
pattern it is given is a displaced version of the pattern 
originally stored. This property is similar to that of 
the/ . 
the HolophoneJwhose per~ormance in outputting the whole 
o~ a stored signal o~ which it is only given part is 
independent o~ where this part is located in the signal. 
Consider all M2 pairs o~ points (A. ,B.) o~ a 
1 J 
particular pair o~ stored patterns which are o~ the ~orm 
( 1 ' 1 ) • These de~ine the M2 rays which impinge on c. 
One such pair (A. ,B.) causes the component Ck o~ C to 
1 J 
have the value 1,where k=j-i (modulo N). On reconstruction
1 
i~ the paths of these rays are retraced, they impinge in 
groups of M on the M genuine points o~ the viewing screen. 
Consider now the vector B' with components (Bd.,·Bd 1 ,B , + d+2 
.•• Bn,B1 , ••• Bd_1 ) (cyclic boundary conditions are 
imposed). We will look at what happens to these same M2 
rays when this displaced pattern is used in recall. For 
example,the ray passing from Ck through Bj+d will produce 
a spot on S at a position 1 where l=j+d-k=i+d {modulo N) 
{k=j-i modulo N) Thus all M2 genuine rays are shifted 
sideways by the same amount d. Consequently the pattern 
A Jthough displacedJis reproduced ~rom the displaced 
input B'. Fidelity o~ reproduction is not altered. 
In summary here is a simple distributed model of 
memory. It functions in parallel, can deal with 
displaced patterns and can be made to perform efficiently. 
It was originally conceived, without any biological 
implementation in mind, to show that it is not necessary 
to employ such complex systems as holographic memories 
to/ 
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to perform the tasks they do. 
As a candidate for neurophysiological realisation 
the Correlograph 1 like holographic models,makes demands 
on the desired properties of the nervous system. In 
particular the physical implementation of it mentioned 
here hides the complex logical operations it performs 
to be able to deal with displaced inputs. Consider a 
pair (A. ,B.) which is identified with an element Ck of c. 
]. J 
Suppose the mapping (Ai,Bj) -> Ck has been effected i.e. 
Ck has been given the value 1 because some pair of 
patterns stored had both A.=1 and B.=1. It is easy to 
]. J 
see how the inverse mapping (ck,B.) -~ A. is carried out, 
J ]. 
but the mapping (ck,B. d) -) A. d presents problems as 
J+ l.+ 
its inverse mapping (A. d'B. d) -) Ck will not necessarily 
l.+ J+ 





4.4 The Associative Net 
A/ . . 
8 c 
Analysis 
A model allied to the Correlograph which has a 
simple logical structure and which, as it cannot deal 
with displaced patterns, does not suffer from the above 
disadvantage, is the Associative Net which will now be 
described. 
In this model each ordered pair (Ai,Bj) is 
identified with a unique component Ck of C. The NA 
points of A and the NB points of B (Now NA does not 
equal NB·necessarily) are now represented by a network 
of NA parallel lines crossing at right angles NB 
parallel lines (Figure 9, page 68). 
the network represent the memory store C. As before, 
the storage of R pairs of messages will be considered. 
A particular pair of messages is stored by sending a 
pulse down MA of the NA A-lines chosen at random and at 
the same time activating ME of the NB B-lines similarly 
chosen. Node C(i,j) is switched on if it receives a 
pulse down lines Ai and Bj. 
* switched on it remains on. 
Once a node has been 
The probability that a particular node has been 




1 - (1 - ~) 
NANB 
RMA~ = 1 - exp(- ) {using the exponential 
NANB 
approximation as before) 
i.e. R = / • • 




B ~ ·G 4 
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O--(]-a u-
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' 
Figure 9 The Associative t~et 
i.e. 
-N 
R = C ln(1-P ) 
MAMB c 
(where Ne is written for 
NANB) 
Using B-Qtessages to recall A-messages, in retrieval 
the rule is that every node which a pulse in a B-line meets 
and' which has been previously turned on sends a pulse 
down its A-line. The pulses sent down each A~line feed 
into a non-linear detector which outputs a pulse if a 
specified threshold, common to all the output lines, 
is reached. With the threshold on the A-lines set at 
MB then the appropriate A-message will be recalled, 
accompanied,perhaps,by spurious pulses. 
Following the approach used for the Correlograph, 
the maximum value of P is set by the equation 
c 
M 
N P B = 1 
A c i.e. (:from 4.3) 
The amount of information stored in the memory when 
R messages have been successfully recalled (disregarding 
the small error) is 
IA = RMAlog2NA bits 
N = - c log2NA ln(1-P ) MB c 
= N ln p ln(1-P ) n.u. . . . . . 4.6 c c c 
and ·I (. )·= N ln2 A max C 
The above equations do not specify MA. However, if 
it/ 
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it is also required that A-messages should retrieve 
B-messages with the same small error, then we have the 
relation ~ = log2NB. 
the efficiency E is 
I 
E = A(max) 
Ne 
Finally,under these conditions 
= 1~ 0.69, 
and so the Associative Net can be made to function as 
efficiently as the Correlograph. We compare these two 
systems by listing below in Table 1 the optimum parameter 
settings for an NxN-bit Net and an N-bit Correlograph. 
We set NA=NB=N, MA=MB=M and regard N as a very large 
number. 
N-bit Correlograph NxN-bit Associative Net 
p 1 t c 2 






E 0.69 0.69 
Table 1. 
We see that the Associative Net, having more binary 
registers, stores N times more message pairs than the 
Correlograph, although it does not have the latter's 
facility for dealing with displaced inputs. Dispensing 
with this property is~in fact.an advantage when we consider, 
as we now do, how the Associative Net may be implemented 
as / . . 
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as a neurophysiological system. 
A neural representation of the Associative Net 
We regard the horizontal lines of figure 9 (page 68) 
as the axons of the NB input neurons B1 , B2 , B3
, ... BN, 
B 
while the vertical lines are dendrites of the NA output 
neurons A1 , A2 , A3 , ... AN. At each of the NANB axo-A 
dendritic intersections there is a modi:fiable syuapse c (i, j). 
This becomes facilitated if, in the storage o:f a particular 
message pair, neurons Ai and Bj have both been made to 
fire. On subsequent presentation of a message which 
causes Bj to fire, the ef:fect of the modi:fied synapse 
C(i,j) is to depolarise the membrane of the neuron A., 
1 
which then fires if the number of synapses depolarising it 
reaches a particular threshold value common to all output 
neurons. Similar synaptic mechanisms have been proposed 
many times before. This one, involving all-or-none instead 
of gradual modification of the synapse, is a variation of 
that proposed by Hebb (1949) which was mentioned in 
Chapter 2. 
Bearing in mind that the human nervous system, for 
10 example, contains about 10 nerve cells, it would seem 
reasonable that a neural Associative Net might have at 
least 106 axons and 106 dendrites. 
4.5 Non-linearity 
We have already seen that the Holophone and the Off-
diagonal Holophone are linear models, being described by 
the equation a = I . . 
72. 
(l = ( 1 • 1 ) 
We shall now show that the Correlograph and the Associative 
Net are the corresponding non-linear analogues of these 
models in the sense of the equation 
(l = ( 1 • 2) 
(This linear/non-linear classification is not quite so 
clear-cut,as the first two models we looked at deal with 
messages having components +1 and -1 and the messages of 
the second two models have components 1 and 0.) 
We demonstrate these similarities by considering the 
( (r) (r}) ( ) storage of R pairs of messages A ,B r=1,2, •• R 
The Correlograph 
Here we take 
1 21ti 
M't-8 = N exp(N'C-s), 
A 
~ = MA, 
B 
~ = MB. 
A and B are NxR matrices, containing information about 
the R message pairs, with components of value 0 or 1. 
As for the Holophone,we:choose 
R 
D = o ~ r~.A neB* 
pq pq ~ PprPqr 
r=1 
The non-linear store is thus of the form 
= I . . 
73. 
= A · B J m-s+j,r jr 
(limits of summation are omitted in many cases) 
This is an NxN matrix containing only N independent 
components, for all those which have the same value of 
m-s are identical. Each component with suffix j-(m-s+j) 
= s-m has a value depending on the RN pairs (A B 
m-s+j,r' jr) 
(r=1 ,2, .•• R and J=1 ,2, .•• N) (All arithmetic operations are 
performed modulo N}, and thus can be identified with the 
component c of the 
s-m 
Correlogram (page 61) We can thus 
write equation 1 . 2 as 
a 
= [ f cs-mflsJ . m 
Changing the notation to be consistent with that used in 
the earlier discussion of the Correlograph, (i.e. we make 
the substitutions l=m and j=s}, for an input B(n} the 
output dt depends on theN pairs (Ck,Bj1 },(ck,Bj2 ), •••• 
(ck,BjN) where k=j-1. This can be identified with the 
output from the Correlograph. 
Thus, .by a particular choice of' the matrix D, equation 
1.1 describes the linear Ho1ophone, equation 1.2 the~ 
linear Correlograph. 
The Associative Net 
A is now an NAxR matrix and B an NBxR matrix. The 
Fourier Transform matrices are NAxNA or NBxNB matrices 
as required, ~s f'or the Off-diagonal Holophone, D is 
defined / • • 
defined as 
We now have 





= [!. ~ ~ 6 6 A B ] Nt ~ ~. lm js lr jr 
r l,J . 
= [~ L 
t r 
A B J mr sr . . . • . • . • 4. 7 
73A. 
The value of this component of the non-linear store depends 
on the R pairs (A B ) mr' sr (r=1 ,2, •••• R) and represents 
the state of nodeC{m,s} of the Associative Net.for the 
retrieval process we now write B(n} for~ in equation 1.2. 
Then 
a. 
m. = r <::' (M-1DM] B ]· •••• 4.8 ~ ms sn 
s 
and the value of the output a.m depends on the summation 
of activity in all nodes of output line A of the Assoc-
m 
iative Net. 
The relationship between the linear Off-diagonal 
Holophone and the non-linear Associative Net is thereby 
established for, with D chosen as above, equation 1.1 
describes the former and equation 1.2 the latter. 
Conclusion 
It I .. 
7JB. 
Conclusion 
It has been shown in this chapter that the tasks 
which two particular holographic models of memory can 
perform can be carried out by two much simpler models. 
Secondly, it has been possible to make analytical 
statements about the performance of non-linear represent-
ations of both models in the limit when they are infinitely 
large. 
It is proposed in the next chapter to present an 
account of the properties of these models, taking 
particular notice of their finite size. Where 
analytical results have not been obtained use is made of 
the results of computer simulation experiments. 
74. 
CHAPTER 5 
The Correlograph and the Associative Net. 2 
5.1 Introduction 
The properties of the Associative Net and the 
Correlograph will now be discussed in some detail. We 
shall see how they perform when faced with damage to 
their store locations or when inaccurate addresses are 
employed (It will be recalled that we have indicated that 
these tasks are ones with which local stores find 
difficulty in dealing). We shall also look at the 
models acting as content-addressable memories, when the 
address is itself an arbitrary part of the information 
to be retrieved (as in the Holophone), and finally consider 
how efficiently they may perform when the values of the 
message c.omponents are drawn from a binomial ensemble. 
Since the mathematics of the two devices are very 
similar, emphasis will be placed on the Associative Net, 
with reference where necessary to the Correlograph. 
5.2 Associative Nets of finite size 
Firstly, however, it is necessary to say a little 
more about the approximations made in Chapter 4 in obtain-
ing the conditions under which the Net performs best. 
The results derived are only strictly true in the 
This is because the 
messages are not retrieved accurately, each containing 
on / .. 
75· 
on average one extra pulse, and the information 
required to identify these unwanted pulses has been 
neglected. 
Consider one A-line of the Associative Net. With 
B-messages being used to recall A-messages, either one 
pulse or no pulse is output in each retrieval task. If 
a pulse is output then this might be a spurious or a 
genuine pulse. If no pulse is output then no such 
confusion arises. 
If, as before, R pairs of messages are stored in the 
Net then, with the usual nomenclature, we have 
R = 
-NANB 
~ ln( 1-P ) . . . . . • . 5.1 
MA-~ c 
and the probability of a spurious line firing is 




The probability that an A-line should output a 1 (that 
is a pulse) is. 
MA 
PA = NA • 
It should output a 0 (no pulse) with the probability 
1-PA. What does in fact happen is that it outputs a 1 
(a spurious 1 or a genuine 1)with probability 
6 = PA + (1-PA)P5 
The probability of outputting a 0 is 1-6 = (1-PA)(1-P5 ) 






The state transition diagram is shown in Figure 10. 
Each A-line can be viewed as a communication channel 
which distorts what should be output (with probabilities 
shown on the left) to produce what ~ output (with 
probabilities shown on the right). 
The values of the four conditional probabilities 
will be examined. P(a/b) represents the probability 
that a should have been output when b was output. Since 
if a pulse is not output, no distortion has taken place, 
P(0/0) = 1 and P(1/0) = 0 
Furthermore· P(1/1) is equal to the probability that 
a 1 should be output and~ output, divided by the 
probability that a 1 ~ output. 
PA 
So P(1/1) = ~ and also·P(0/1) = 
If retrieval is flawless then the information 
gained per retrieval task by observing the· output of the 
A-line being considered is 
However,since the message is not reconstructed 
perfectly,information is still required to identify the 
inaccuracies/ , . 
inaccuracies present in it and has the value 
b;r.0 = -P(1 )(P(1/1 )lnP(1/1) + P·(0/1 )lnP(0/1 )) 
-P(O)(P(~'(~)·lnP( 1/0) + P(O/O)lnP(0/0)) n.u. 
PA PA PA PA 
= -&(~ ln ~ + (1- ~}ln(1- ~)) n.u. 
with & = PA + (1-PA)P5 . 
Writing fPA = PS and g = (1-PA)f, 
then 





-P ln(~) - gP ln(~) A 1+g A 1+g 
......... 5. 4 
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From 5.3 and 5.4, the precise expression for the amount of 
information gained is 
I = I 0 - AI0 
= -PAlnPA - (1-PA)ln(1-PA) + gPAln(1-PA) 
+ gPAln f- PA(1+g)ln(1+g) 
= -PAlnPA + gPAln f - (1-PAf)(1-PA)ln(1-PA) 
- P A ( 1 + g ) ln ( 1 +g) . . . . • . . . 5 • 5 
This is the information gained from one line in one 
retrieval / 
retrieval task. The information gained from the 
NA lines when used to retrieve the R stored messages 
is 
Now R = ln( 1-P ) , c 
. • . . . • . . . . 5. 6 
7R. 
lnPs ln fPA 
where MA = PAN A and ~ = lnP = lnP (from 5 . 1 and 5 . 2 ) 
c c 
Hence, from 5.5 and 5.6, the efficiency E is given by 
E = 
= 
lnP ln(1'-P ) ( 
pA~n fPA c 'PA 1nPA- gPA1n f + (1-PAf)(1-PA)~1-P~ 
+ PA (1+g)1n( 1+g)) n.u. 
Maximising E with respect to its arguments PA,Pc and f 
will not only determine the conditions under which the 
memory will perform optimally but may also show whether 
it is more efficient in information theoretical terms to 
retrieve a lot of messages inaccurately or fewer messages 
more accurately. 
The quantity E is the product of the functions 
F(P ) = lnP ln(1-P ) and c c c 
G(PA,f) = PA1! fPA (PA1nPA + (1-PAf)(1-PA)1n(1-PA) - gPA1n f 
+ PA (1+g)1n(1+g) ••••••. 5.7 
where g = (1-PA)f. 
The behaviour of E was investigated by treating 
Q(PA,f) I .. 
79· 
G(PA,f) and F(Pc) independently. On that assumption, 
if E is to be as large as possible then P must certainly 
c 
be chosen so that F(P ) takes its maximum value. c 
2 This is ensured by setting P =0.5, when F(P )=(ln2) . 
c c M 
(Although Pc' f and PA are related by the equation PcB=fPA, 
it will be seen that choosing P in this way does not c 
restrict the choice of f and PA and hence the value of 
G(PA,f) as there is some freedom in the choice of ME· ) 
The behaviour of G(PA,f) was not amenable to study by 
analytical methods and a program was written in ALGOL to 
tabulate the values of this function for a range of values 
off at various fixed values of PA. 
plotted out in Figure 11 on page 80. 
These results are 
Since F(Pc) is,in fact,the function used to calculate 
the information efficiency by the previous approximate 
methods of Chapter 4, the value of G(PA,f) compared with 
1 is a measure of the validity of those approximations 
used. 
As f is determined by the equation 
P = fP = P~ 
S A c 
and ~ may have any value between 1 and NB' the~, :With PA 
fixed, f is restricted to have a positive value up to Pc/PA 
when Me = 1 , and so the range of possible values of G is 
constrained by the value of P • c However, unless PA is 
very large, (that is equal to or 
greater / .• 
<..0 ) 80. 
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greater than Pc) the uppe.r limit G(P A ,P c/P A) to 
G(PA,f) occurs on the almost horizontal section of the 
curve of G plotted as a function of f and is a very 
81 • 
slowly ehanging function of Pc. Thus G(PA,f) and F(Pc) 
can be treated independently. 
When f=P /PA and P = t, from 5·7 (substituting also c c 
g={1-PA)f, then the upper limit to G at constant PA is 
G(PA,f) = -:.·P in2 (PAlnPA + i(1-PA)ln(1-PA) 
.. A 1-P 1-P 
-:~t(1-PA)ln2! + PA (1+ 2 pA}ln{1+ 2 pA)) A A A 
1 
= 1 - 2PAln2 ((1-PA}ln{1-PA)+(1+PA)ln(1+PA)) 
This increases monotonically from 0 to 1 as a function of 
P A· For P A very small 
= 
= 
1 - 2P:ln2 (- ( 1-PA)PA + ( 1+PA)PA) 
PA 
1 - ln2 
which tends to 1 as ?A tends to 0. 
Recalling that the efficiency of retrieving?. 
information is E = F(Pc).G(PA,f), then it seems that, for 
a given value of PA and Pc' E increases as the probability 
of error fPA does so and the value of f for which E is 
the greatest is Pc/PA when the Net is working with 
address messages each comprising a single pulse {MB=1) 
Howeverlthis may be explained by not~ that the 
expression for the number of pairs stored R is 
R = I ·;, . 
R = _ lnPcln{1-Pc)NA 
PAln fPA 
At constant PA' as f increases R also does so. 
Furthermore, since the probability of a spurious pulse 
b2. 
occurring in an output line is PS = fPA' then as f 
increases, the information retrieved per message decreases& 
The conclusion is that the memory functions best in 
information theoretical terms if a large number of 
messages is stored but with only a small amount of 
information being able to be extracted on retrieval of 
any one from store. 
As far as realisable Associative Nets are concerned, 
the value of f, and hence of ME' chosen will depend on 
the required fidelity of retrieved information. The 
smaller the value allowed of the ratio of the number of 
bits of information gained in retrieving a message to 
the number of bits contained in that message, then the 
better the performance of the Net. Since the value of 
G(PA,f) can never exceed 1, it can never be used with 
an information efficiency greater than ln2= 0.69. 
Values of G(PA,f) are tabulated below in Table 2 
when the memory is functioning under the conditions 
found to be optimum in the approximate derivations of 
Chapter 4. 
Here N P~ = 1 A c • Since PS = fPA 
i.e. / •• 
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i.e. = 
It must be stressed that for a given size of Net the 
efficiency E depends on the value of f chosen. For 
example choosing f to equal 1 instead of 1 increases 
MA 
the maximum value of E. Thus the values of G(PA,1) are 
also tabulated for comparison. 
log2NA MA 
NA MA log2Pc 
P=-
A NA 
24 4 2.5x10 -1 
28 8 3.1 x1 0 -2 
210 10 9.8x1o-3 
215 15 4.6x1o-
4 






















It has been shown that, by judicious choice of P and 
c 
ME' the information efficiency of the Net may have any 
value up to ln(2). In particular, if the values of these 
parameters are chosen so that P =0.5 and the mean number 
c 
of errors per message retrieved is 1, .then, as long as 
> 10 the Net is large enough (NA =NB 2 ), we see from Table 
2 that the maximum information efficiency obtainable is 
within 76% of the limiting value of ln(2). Since under 
these conditions the efficiency is rel.atively high, we 
shall employ this mathematically useful criterion of 
allowing / .• 
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allowing 1 error per message in subsequent analysis. 
We note that the previous approximate treatment, which 
arrived at a maximum efficiency of ln(2) by using this 
criterion, gave a too optimistic result. A more 
realistic estimate 
NA 
quantity ln(M } 
A 
is obtained by approximating the 
NA 
to MAln(~) (equation 4.4), instead of 
A 
neglecting lnMA compared to lnNA. This leads to an 
expression for the efficiency of 
lnMA 
E = lnP ln{1-P }(1 - lnN ) n.u. 
c c A 
lnMA 
Values of the function 1 -
lnNA 
also shown in Table 2. 
Attention will now be turned to the problem of the 
behaviour of the Associative Net in the face of damage. 
We distinguish the two cases of damage to store locations 
and distortion of the addresses (or cues} used. 
5.3 Damage to the store elements 
Suppose that the Net, which has PcNANB nodes 
turned on, has a fraction 1-q of these turned off at 
random. The number of pulses that a genuine line emits 
in recall is not now ~ but a number drawn from a 
binomial distribution of mean qMB· Consequently, the 
threshold on each output line must be lowered to a value 
tMB (wlie~e t is less than 1). Not only, however, must 
a genuine line fire with large probability, but also there 
must / • • 
must only be a small probability that a spurious line, 
down which on average PcqMB pulses travel, must ~ire. 
These two conditions are set out below, and the two 
relevant probability distribution curves are shown 








Figure 12 (not to scale) 
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Here the steeply rising curve shows the number 
Num(i) of spurious output lines down which i pulses travel 
in the recall of one message from store; the other curve 
relates to the genuine lines. Consequently)with a 
threshold at tM)the shaded area to the right of the 
vertical line drawn at i=tMB is proportional to the 
number of spurious lines '\vhich finally output a pulse 
and the shaded area to the left is proportional to the 
number of genuine lines which do ~ finally output a 
pulse. The ratio of the area under the spurious curve 
to that under the genuine curve is (NA-MA)/MA. 
With the threshold at ~ the probability that a 
genuine line will not fire is 
The probability that a spurious line will fire is 
MB M . M -i 
~ (.B)m q)1(1-P q) B L-J 1 \c c 
i=tM 
B 
Using the criterion that for good recall of a 
message the number of missing genuine pulses and the 
number of extra spurious pulses must not each exceed 1, 
then we have 







(P q)i(1-P q) ~ 1 .... 5.9 
c c ' 
i=MBt 
5.8 and 5.9 are certainly true if 
MBt ~ . ~-i 
M A £ ( i ) q 1 ( 1 -q ) ~ 1 . . . . . . . . • 5 • 1 0 
i=1 
~ . ~-i 
(. )(P q)
1
(1-P q) { 1 .... 5.11 ]. c c ~ 
Since both are sums of tails of binomial distributions, 
we can replace to a good approximation the logarithm on 
the left hand sides of 5.10 and 5.11 by the logarithm 
of the largest term of each. 
i.e. ( 
~ ~t MB(1-t)) 
lnMA + 1n (~t)q (1-q) I ~ 0 
and lnNA + ln ((::t)(Pcq)~t (1-Pcq)~(1-t)) < 0 
The upper limit to the loading of the Net is obtained by 
regarding these relationships as equalities. Using 
Stirling's approximation in writing 
ln(::t) = -~ ( tlnt + (1-t)ln(1-t)), then 
and 
t ( ) 1-t = t.ln- + 1-t ln---
q 1-q 
I . . 
. . . . 5. 1 2 
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t ( ) 1-t = t .lnp-- + 1-t ln 1 _p q cq c 
. . . . 5. 1 3 
Now the damaged Associative Net retrieves information 
where DTHEORY is the maximum amount of information (in 
natural units} which can ever be gained from a binary 
register damaged to this extent. 
With R = (equation 5.1) 
and writing (equation 4. 4 ) then 
E 
By subtracting 5.12 from 5.13, 
= t ln -1- + (1-t}ln 
1-q 
P 1-P q 
c c 
) and so 
1-P q~ 
E :!l: 1n( 1-P c) (unP c + ( 1-t )1n (1 _p c );!DTHEORY. · 5.14 
c 
(As we saw at the end of section 5.2 the fact that the 
message is not perfectly retrieved can ·be offset by the 
N 
approximation to ln(MA) used.). 
A 
We can obtain an exact expression for DTHEORY. This 
is the maximum amount of information retrievable from a. 
binary/ . . 
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binary switch for which, if it has been turned on, 
there is a probability 1-q that it has been turned off 
accidentally. Let the switch have been turned on with 
probability p. When it is subsequently examined the 
I 
information gained from it is 
D = -(plnp + (1-p)ln(1-p)) natural units of 
0 
information • .. 5.15 
There is a probability1-q,however, that it has 
been switched off. The state transition diagram is 
shown below in Figure 13. 
ON pq ON 
OFF 1 -p -----+----__...1 -pq OFF 
Figure 13 
Ambiguity only arises if the switch is off. The 
information required to clear up this uncertainty is 
6.D = ( l.::E_ l.::E_ p { 1 -q ) l ...._P .._( 1_-__.qo.£-) ) -(1-pq) - ·ln + . n 1 -pq 1 -pq 1 -pq 1 -pq 
= - ( ( 1 -p) ln ( 1 -p) + p ( 1 -q) ln (P(1 -q) ) 
- (1-pq)ln( 1-pq)) n.u. 5.16 
Thus>from 5.15 and 5.16,the information gained from 
this switch is 
D = D - AD = -pq lnp + p ( 1 -q ) ln ( 1 -q) 
0 
- (1-pq)ln(1-pq) n.u ... 5.17 
Partially/ • • 
Partially differentiating D with respect to p, 





0 when qln(1-pq) + (1-q)ln(1-q) = qlnp .. 5.18 
i.e. (1-pq)q(1-q)( 1-q) = pq 
.!.:::9.. 





= q + (1-q) q . . . . . . . . . . . . . 5 . 1 9 
The second partial differential of D is 
o2n 2 = .9. - __g__ 
&p2 p 1-pq 
= -q (~ + q ) ( 0 1-pq 
since p and q are numbers having values between 0 and 1 . 
Consequently equation 5.18 gives the maximum value of p. 




= D(p ) = p q lnp + p (1-q)ln(1-q) m m m m 
1 = ln(- ) 
Pm 
- (1-p q)lnp + (1-p q)/l=g)ln(1-q) m m m \ q 
+ 1-qln( 1-q) 
q 
natural units .. 5.20 
where 1 = q + ( 1 -q)- (!.::.9.) 
pm q 
Thus DTHEORY can be calculated directly
1
given a value 
of q. 
The equations describing the performance of the 
damaged/ . . 
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damaged Net were investigated by choosing 
NA =NB= N = 10
6
, setting MA= MB =M and proceeding 
as follows: 
A particular value of q was selected and equation 
5.12 was used to obtain a functional relationship 
between t and M. This enabled a functional relationship 
between t and P to be found by means of 5.13, q and N 
c 
being fixed. Finally,equation 5.14 was used to find 
the value of the efficiency E as a function of P , with 
c 
DTHEORY calculated from 5.20. The maximum values of E 
for a range of values of q are listed in Table 3 















1 . 0 
p M 
c 







R DTHEORY EMAX 
2.1x107 0.246 0.12 
3.9')1107 0.322 0.14 
1.6)110 8 0.588 0.1 8 




2 .. Q,1 0 9 1 . 0 0.55 
(The fact that the value of EMA~ for q=1 is less than 
ln2 ~ 0.69 is due to the finite size of the net.) 
Cone lusion / . . 
92. 
Conclusion 
It can be seen from Table 3 that the Associative 
Net sacrifices efficiency of information storage for the 
ability to work reliably if damaged. This is accomplished 
by leading the system more lightly (Pc~~) than in the 
undamaged case, that is by storing fewer pairs of 
messages, each of which must have relatively large values 
of M. We have considered damage to be a destructive 
process only as, for the sake of neurophysiological 
plausibility, we have allowed only active nodes (synapses) 
to be damaged by becoming inactive. This is also the 
reason for choosing N to have the value 106 in the 
arithm~tic calculations. 
5.4 The effect of using inaccurate addresses 
Retrieval of information by means of an inaccurate 
cue (or address) is not logically equivalent to using a 
damaged store. In the latter case a different number 
of pulses may be sent down each input line, whereas in 
the former situation it is known that at least that 
number of pulses equal to the number of active input 
lines which should be active are transmitted down each 
genuine output line. This remark corrects the previous 
assertion made concerning the logical equivalence of 
retrieval from a damaged store and retrieval using 
incomplete cues (Willshaw and Longuet-H1ggins, 1'10) 
We consider the retrieval of a particular A-message 
from / . . 
93-
from a square Associative Net, where once again 
we set MA = MB = M. We suppose that each B-message 
contain T ones (i.e. activates T lines}, sT of which 
should be present. Furthermore, this number is only a 
fraction g of the total number M of ones which the cue 
should have. We thus have gM = sT 0 (g {_ 1 , 0 < s {. 1 • 
It is assumed that the threshold on the A-lines can be 
set at a value sT, thus ensuring that all genuine A-lines 
fire. The probability that a spurious A-line will fire 
is 
~=(1-s)T 
~ ( T ) psT+i ( 1-P )(T-sT}-i , 
~ sT+i c c 
i=O 
and, as before, we determine the limiting value of P by 
c 
the equation 
N( T ) p 8 T ( 1 -P ) (T-sT) = 1 • (provided PeT( ( sT\ 
sT c c t 
Thus, by using Stirlinds approximation 
P (1-P )\ 
lnN + T (sln se+ (1-s}ln 1 _sc r) = 0 .•• 5.21 
Since M = sT 
g 




--Psc )\ g s1n ~ + (1-s)ln ) 
. . . • . . • 5. 22 
In this case we shall define the efficiency E of the 
system to be the ratio of the information retrieved from 
it to that which can ever be retrieved from N2 binary 
registers / • . 
94. 
registers. We do this because of the difficulty of 
defining)for an arbitrary memory system)what constitutes 
an address whose damage is specified by the parameters 
g and s. 




- ln(1-P )log (N) 
c 2 ~M 
M 5-23 
(from 4.4 and 5.1) 
Giving N the value 10
6 
(as before), for a 
particular pair of values of g and s 1 equation 5.22 
was used to find a functional relationship between 
M and P . 
c 
The maximum value EMAX(g,s) of E viewed as 
a function of P was then calculated from 5.23. Values 
c 
of EMAX(g,s) are shown in Table 4, together with the 
appropriate values of gM, M, T, R and P . c 
gM is the 
number of genuine ones present in the cue, M is the 
number that should be present and T is the total number 
of ones present. In the table these three quantities 
are rounded off to the nearest integer. 
Table 4/ . 
g s gM M T-M R p EMAX s c 
1 1 17 1 7 1 7 2.0Jc109 0.45 55% 
0.9 0.9 1 6 17 1 9 1 .2 .. 109 0.3 321:1, 
0.8 0.8 16 20 25 7.0)c10 
8 
0.24 22% 
0.7 0.7 15 21 30 4.0x10 
8 
0.1 8 14% 
0.6 0.6 16 26 43 2.0,10 
8 
0. 1 5 9% 
0.5 0.5 16 32 64 1 . 2 ,1 0 
8 
0.1 2 6% 
0.9 0.5 16 18 36 4.0)(10 
8 
0.1 2 11% 
0.5 0.9 16 31 35 3.6)(10 
8 
0.3 17% 
0.8 0 .l~ 16 20 50 2.4K10 
8 
0.09 7% 
o.h 0.8 16 40 50 1 -7)(10 8 0.24 10% 
Table 4 
Conclusion 
If it is known that the Net is to receive cues 
incorrect to the extent specified by a pair of values 
of g and s then the message$ stored must have their 
value of M such that the quantity gM has a particular 
value only dependent on the size N. of'· .the Net, .. Then 
J 
by loading the system lightly it can be made to function 
relatively efficiently. The lower part of Table 4 
shows that the presence of extra pulses in the cue has 
a/ . . 
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a more severe effect than the absence of pulses that 
should be present. We note that one of the conditions 
which must hold and does (Table 4) is that P must be 
c 
substantially less than s. This is required in the 
derivation of equation 5.21 by approximating the tail 
of a binomial distribution. 
5.5 The Auto-Associative Net 
Introduction 
Little has been said about the performance of the 
Associative Net when it is required to retrieve 
information given an incomplete cue which is in fact 
part of the message to be recalled. This is the task 
that the Holophone is required to perform. The analogous 
task- \vhen the Associative Net stores pairs of messages 
of the form {A~A) instead of (A;~B) - will now be 
considered. 
We will investigate the behaviour of a square Net 
for which NA = NB = N and MA = MB = M. In the storage 
of a particular pair of messages.the same pattern of 
pulses is sent along the A-lines and along the B-lines. 
Let an incomplete previously stored message containing 
L (L(M) pulses be input along the B-lines. The task is 
to retrieve the rest of it by looking at the output from 
the A-lines. 
With the threshold at L, as before. the limiting 
value/ . 
value of P is obtained by setting 
c 
= 1 . . . . . . . . . . . . . 
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. 5.24 
Now L of the M pulses of the message are known, so 
that M-L remain to be found. Consequently the information 
gained on successful retrieval of a message is 
( N-L) ln M-L n.u. 
The total amount of information gained in 
retrieving all R messages in that way is 
(N-L) I = R ln M-L n.u. 
-N2 N 
M
2 ln(1-Pc)(M-L)ln(M-L) n.u. (from 5.1 
N2 
R=-~ln(1-P ) and 
M c 
from 4. 4 we write 
ln(M~L)~(M-L)l~~L) 
From 5.24>lnN =-L.lnPc. 
I 









)lnP ln(1-P ) 
1~ n.u. 
c c lnN 
By maximising I 2 with respect to (3
1 
and P , which are 
N c 
independent variables, in the limit as N approaches 
N 




p = 0.5 
c 
and (3
1 = 0. 5. 
~2 = ~ (ln2) bits, and since L = log2N (from 5.24) 
l'f = I 
98. 
and 
Since the pattern of nodes that have been turned on 
is symmetrical about the leading diagonal of the net, 
for large N the number of independent binary registers 
employed is 
Consequently the information efficiency for large N is 
E = .;. ln2 . . 5.25 
This figure is smaller by a factor of 2 than in 
the case when 'cross-correlations' are being stored 
(section 4.4). This is because in an "Auto-Associative 
Net" any one of (~) different me·ssage s are allowed to 
serve as cues whereas the "Cross-Associative Net" 
associates just one input with one output. If it were 
known that the L ones of the cue were always related to 
L(M-L) a particular area of sto~e then only a fraction 2 
M 
= f3'( 1 -f3') of the store need be considered (Figure 14, 
page 99). 
The information efficiency in this case i.s 
E = I . 
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o ~ tt..,-e StaY~ ·,s ~vt.-/ ~~Cl o( . 
100. 
E Jt. - ~
1(1-f3
1
)lnP ln(1-P )ln..-:NL 
C c M-
{3'( 1 - (3') lnN n.u. 
and has a value for N large of 
lnP ln(1-P) n.u., which has a maximum of ln2 bits c c 
when P c 
I = 0. 5 - independent of f3 .• 
R are M = 
log2N N ~ 
(3' R = ( (3'1 og
2
N) ln2. 
The values of M and 
In fact,here the 
Net is functioning as a Cross-associative Net. 
We conclude that the Auto-associative Net 
sacrifices information efficiency for freedom in the 
choice of possible cues. 
5.6 Storage of messages selected from a binomial 
distribution 
So far the analysis of the properties of the 
Associative Net has assumed that the values of the 
parameters MA and ME' which specify the number of pulses 
in the A-messages and in the B-messages respectively, 
are the same for each of the R message pairs stored. 
There are an infinite number of ways in which these 
parameters could be assumed to vary and what will be 
considered now is the situation when, on storing a 
message
1
a pulse is sent down an A-line with probability 
PA and a pulse is sent down a B-line with probability PE. 
Summing over the R pairs of mes~s stored, the mean 
number of ones in an A-message is r A = P ANA· 
Similarly for the B-message we define rB = PBNB. 
By I . 
1 01 • 
By analogy to 5.1 we can write 
NANB 
R = -ln(1-P )--
c rArB . 5.26 
-ln( 1-P ) c 
= 
We look at a particular A-line for which in the 
' 
retrieval of one particular message,no pulse should be 
output. The probability that a spurious pulse is 
received is now not the same whatever A-message is 
retrieved but depends on the number of pulses in the 
B-message which is acting as the cue. Let this activate 
mE input lines. The probability that a spurious A-line 
mB 
is activated is P 
c 
Summing over all R pairs of stored me.ssages, since 
the probability that a B-message associated with a given 
A-message activates mE input lines is 
N m N -m 
( B) p B( 1-P ) B B 
mE B B 
then the mean number of spurious pulses per retrieved 





m~ mB N -m 
(N ) P D p (1-P ) B B A-mA c B B 
As before,it will be assumed that accurate 
retrieval is obtained if the mean number of spurious 
pulses for one retrieved message,summed over all 





Proceeding as before by dropping the term in mA 
compared to that in NA ,and converting this expression 
into an equality to place an upper bound on the value 
of P ,then we have 
c 
1 
= •••••••••. 5.27 
NA 
Consider the information gained by retrieving a 
particular A-message which contains mA ones. There are 
N m N -m 
R( A)P A(1-P ) A A. A-messages which contain mA ones 
mA A A 
present in store. 
The information gained is 
NA 
ln( ) n. u. 
m A 
and the mean amount of information gained in retrieval 
of the R stored m~sages is 
NA N m N -m N 
I = R ~ ( A) P A(1-P ) A Aln( A) n.u. 





m N -m N 
P A ( ) A A ln ( __!) ( · 4 4 ) R mA A 1-P h.u. us1ng . 
m =1 A mA 
A 
Assuming that the variation in lnmA can be 
neglected,if we write lnmA = ln~A this series can be 
summed / . . 
10J. 
summed. 
Thus I n.u. . . . . . 5. 28 








-(1-P )ln(1-P )N 
R 
c c B so = 
PAlnNB 
Substituting in 5.28, the efficiency E is finally given 
as 
E = 








-(1-P )ln(1-P ) ~ 
c c lri~ 
a maximum at p = 1 -
1.,.._ --c e 




log2 e ,.._ 
0.53 bits per bit = n.u. = -e e 
By reference to 5.27,PB is set at 
and writing e 1 • 89' 
PA remains unspecified. If, however, the~et were 
required to work in both directions (A-messages 
retrieving B-messages as well) then PA would be such 
that 
rA = PANA = ~log2NB 
It follows from 5.26 that in this case 
R = I . . 
R = 
Conclusion 
N N A B 
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In this situation,where the parameters MA and ~,which 
are the number of pulses in the A-messages and in.the 
B-messages,have values drawn from independent binomial 
distributions,the Net works most efficiently (EMAX~·0.5J) 
when the mean number of pulses r A and r B are 
approximately twice the respective values 
have in the case when they are fixed Further, since here 
the Net is loaded just over half-full, the number of 
stored messages R is reduced by a factor of 4. This 
calculation of the maximum efficiency is not exact, 
since the parameters of the Net were set so that on 
average each retrieved message contains one error and 
(as has been done before) the information required to 
identify this error has been neglected. Since some 
A-messages are retrieved more reliably than others 
(because all the B-messages which act as cues do not 
activate the same number of input lines),the exact 
information theoretical calculation is not simple and 
will not be attempted All that can be said is that 
the conditions just derived apply in the limit as the 
size of the Net becomes infinitely large,when the 
information required to clear up the remaining 
uncertainty / . 
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uncertainty becomes neglible. 
5.7 Application of the results of Chapter 5 to the 
Correlograph 
The conclusions reached in sections 5.2 - 5.6 
about the performance of the Associative Net under 
certain conditions apply almost without exception to 
the Correlograph. 
The main difference relates to the analysis of 
section 5.5. For the Auto-correlograph the effective 
number of independent binary registers making up its 
store cannot be reduced if it is known from what part 
of the message to be retrieved the cue originates. This 
is because each of the Auto-correlogram's. N binary 
registers can receive information from every component 
of the tm·ssage s to be stored and thus the Auto-correlo-
graph can cope with a larger variety of cues (displaced 
inputs produce displaced outputs). Consequently-the 
maximum information efficiency of the Auto-correlogram 
is t1n2 instead of ln2. Otherwise the results 
obtained for an NxN Associative Net apply to an N-bit 
Correlograph,except that for the Correlograph the 
number of pairs of stored messages R is consistently 
a factor of N smaller than that for the Associative 
Net. 
5.8 Computer simulation experiments 
It I . 
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It was thought to be valuable to test some of 
the ideas put forward in the last two chapters by 
computer simulation. Since similar mathematics 
underlie their behaviour there was no need to test both 
models in this way, and so the Correlograph was simulated 
using the computer language POP-2. It was chosen in 
preference to the Associative Net in order that the 
value of N used be as large as possible, for the 
approximations used in some of the theory are only valid 
in the limit of infinite N. 
In all simulation studies N was set at 1024 and the 
values of the components of the stored messages were 
chosen by means of a pseudo-random number generator. 
The theory derived in Chapter 4 shows that if N=1024 
the system works best with Pc = 0.5, M = i~;~N = 10, 
. c 
R = -~ ln(1-P ) = 7; that is, when 7 pairs of messages, 
M c 
each message containing 10 out of 1024 components of 
value 1 are stored, with a single component of the 
Correlogram equally likely to have the value 1 or 0. 
This is provided that one error per message retrieved 
is allowed. 
(i) The first experiment was designed to show that as 
more message pairs with M=10 are stored, then the value 
of P which is such that the mean number of errors per 
c 
message retrieved is one, defines the limiting performance 
of / . 
of' the system:. For P greater than this value the 
c 
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number of' errors per message increases sharply, setting 
P just less than this value ensures that very few 
c 
errors in recall occur. In Figure 15 (see page 109) is 
plotted the mean number of' errors made in recall as a 
function of' P , the mean being computed over all messages 
c . 
in store. A-messages are used to recall B-messages 
and vice versa. 
(ii) Of' course,if the limiting value of' P were chosen 
c 
to be other than 0.5, as long as M were also changed so 
that the relation NPM = 1 still held the~by plotting the 
c 
mean number of' errors per message retrieved as a function 
of' P ,a similar sharply increasing curve would be 
c 
obtained. The second experiment was designed to show 
thatlof' the limiting values of' Pc that could be chosen, 
if the value of' 0.5 were selected the system performs 
most efficiently. 
Pairs of' M and R were chosen by se·lecting a value of' 
Pc (say P~), computing m=-logN/logP~ and r=-Nln(1-P~)/m2 
and since these numbers are not necessarily integral, 
choosing t-f and R to be the nearest integers to m and r. 
R pairs of' messages with M= tO were then stored and 
retrieved (The density of' spots P in the correlogram 
c 
is not necessarily equal toP'.) This was repeated for 
c 
values of P in the ra~ge 0 to 1 and the information 
c 
gained in retrieval plotted as a function of P in 
c 
Figure 16/ . 
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Figure 16 (see page 110). Two·curves are shown. 
The upper one refers to the i~ormation stored, the 
lower one to. the ~formation gained in retrieval. It· 
can be seen that both curves have a maximum at a value 
of· p .. very close to but not equal to 0.5. c . This 
discrepancy and the fact that the maximum information 
efficiency obtainable is not 69% is because N is not 
infinitely large. 
~ii) It has been argued in section 5.2 that,as the 
system is loaded up by storing more pairs of messages, 
so that more than one error per message is made in 
recall, although the information retrieved per message 
decreases, the total number of bits gained in retrieval 
can increase as a function of P up to a value not 
c 
greater than Nln2 bits. With M fixed, pairs of messages 
were added one by one to the store and after each 
addition the information gained for the retrieval of all 
messages was calculated. Here,two simulations were 
performed, with M taking in turn the value 5 and then 
10. It will be seen from Figures 17A and 17B {see 
pages 111 and 112) that an efficiency of 1n2 = 69% is 
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CHAPTER 6 
The Associative Net. 3 
6.1 Introduction 
We look at three additional. properties of the 
Associative Net - the structurally simpler non-holographic 
memory model of the two that we have discussed. We 
consider a mechanism by means of which the Net may be 
possibly used indefinitely, we see how it can perform 
as a recognition device and finally look at the properties 
it has when it is equipped with a feedback loop. 
6.2 Learning with Forgetting 
The Associative Net (and the Correlograph) suffers 
from the disadvantage that only a finite number of pairs 
of messages may be stored. As long as this number is 
not exceeded stored messages can be retrieved accurately, 
but as soon as the store becomes overloaded, retrieval 
of all messages is severely affected. 
The object now will be to show how an Associative 
Net may be used indefinitely. This is accomplished by 
means of a mechanism which forgets old associations as 
new ones are stored. 
Consider a square Associative Net (with MA=MB=M 
and NA=NB=N) loaded to its limit. If a fraction- p· 6f the 
c 




Storing / . 
Storing a new pair of messages will require 
(1-P )M
2 
nodes to be turned on since, of the M2 nodes 
c 
2 
activated in the Net, PM of these are on already. c 
114. 
Since increasing the value of P may drastically affect 
c 
the Net's performance, it is required to keep the number 
of nodes turned on at a constant value. 
Let each of the (1-P )M2 activated nodes not 
c 
already on be turned on with probability s. Thus 
s(1-P )M2 of the P N2 nodes already on must be turned c c 
off. This is accomplished if each is turned off with 
2 2 probability r where rP N = s(1-P )M . . . . 6.1 c c 
Gonsider one node which was activated in the storage 
of a particular pair of messages and may have been 
turned on. We shall call this a genuine node. At some 
stage in the history of the Net, let the probability that 
it is on be P. After one more recording of another 
pair of messages the probability P' that it is now on is 
the probability that it was on before · recording and 
was not turned off plus the probability that it was off 
and was then turned on, being one of the M2 activated 
nodes. This is 
P' = 
M2 
P(1-r) + 8 N2 (1-P) ••...... 6.2 
Writing z• = P' - P c and Z = P - P , then, using c 
equation 6.1, we substitute for P', P and r in 6.2 
P + z• = I .. c 
p +Z' 
c = 
1 -(--c)s ~ (P +Z) + T(1-P -Z) ( 
1-P 2) M2 
pc N2 c N c 
This simplifies to 
Z' = 
2 
Z(1 - ~) 
p N2 
c 
Thus, n associations after the storage of this 
11 5. 
particular pair of messages,the value of Z has changed 









Z(o)exp(- sM n) "d d · t t 11 = prov1 e n 1s no oo sma 
p N2 ' 
c and 
Noting that the number of pairs of messages R 







= - 2 ln(1-P ) M c 
Z(n) = z(o)exp( ;~) 
p N2 
R' c = --2- . . . 
M 
. . . . . 
. . . . . . 





When this particular association is first recorded the 
probability that this genuine node is turned on is 




r = s 
P(o) = I 
11 6. 
P(O) p s(1-P ) s(1-P ) 
M2 
= + -
N2 c c c 
s{1-P )(1-
M2 
= p + 2). c c N 
and since z(o) = P(o) - p c ' 
z(o) 
M2 
= s(1-P )(1-~) . . . 
c N 
. . . 6. 6 
The probability that after n associations of other 
pairs of messages this genuine node is on ·is thus· 
P(n) = P + Z(n) c 
( )( M
2
) (-sn) = P + s 1-P 1- 2 exp R' , with 
c c N 
p N2 
R'= ~{from 6.4 and 6.6) 
M 
Here is theproblem similar to that of an Associative 
Net with damaged store (section 5.3). In retrieval, a 
node which should not transmit a pulse down an output 
line does so with probability P , a node which should 
c 
transmit a pulse does so with a higher probability 
p 
c ( )( 
M
2
) (-sn) + s 1-P 1- ~ exp R' . 
c N 
The threshold on the output must thus be chosen so 
that not too many spurious lines output pulses and at the 
same time not too many genuine lines do not output a 
pulse. 
We consider the case when the threshold is set at M 
and/ . 
11 7. 
and recall must be as good as possible when retrieval 
of a message just stored is attempted before any other 
associations have been recorded (i.e. s is set equal to 
1). Then, as before,eA&~ spurious line will output a 
pulse with probability PM 
c and 1 for small error, P , M and c 
N are chosen to that NPM=1 
c 




PGEN = pc + s(1-Pc)(1- N2)exp(-:~lj 
. 6.7 
M2 
Setting s=1 , neglecting compared to 1 and assuming 
N2 
that n((R', then 
M 
p G~N = {Pc + ( 1 -Pc) ( 1- *' )) 
= {1 - (1-Pc) ~,) 
M 
Allowing that on average one genuine pulse may be 
missed per message,then this occurs after n associations 





= 1 • 
\ife call n the survival time of a stored message. 
Now R' = = lnN ) lnP (from 6.5 and 6.7 
c 
Consequently / . 







4 ( 1-P ) c 
(lnP )
4P 
n = c c 1-P 
c 
. . . 6. 8 
Furthermore, from 6.J 
2 2 
N2 N (lnP ) ln(1-P ) 
R -ln(1-P ) 
c c 
6.9 = = 
(lnN)
2 . . . M2 c 
11 8. 
1vi th N = 10
6 
as before, sample values of R and n are: 
p = 0.5, n = 6.4 1 o
6 
R = 1 . 7 109 c ' 
p = O.J, n = 2.5 107 R = 2.7 109 c ' 
p = 0. 1 ' n = 8.6 1 o7 R = 2.9 109 c ' 
p = 0.05, n = 1 . 2 1 o
8 
R = 2.4 109 c ' 
We see that at fixed N the survival time of a 
message can be lengthened at the expense of loading the 
Net lightly. We are not able to say whether n can be 
made the same order as R,although this can be done by 
substituting an appropriate value of P in equations 
c 
6.8 and 6.9, since,in fact, one of the assumptions of our 
analysis was that n should be much less than R. 
Computer Simulation Experiments 
Values of n, R and M calculated from equations 6.8, 
6.9 and 6.7 which are suitable for comparison with 
simulation results are shown below in Table 5. N was 
given the value 64 
Table 5 / . 
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p n R M c 
0.125 37 137 2 
0.25 17 1 31 3 
0.354 9 11 2 4 
o.436 5 93 5 
0.5 3 79 6 
0. 561 2 65 7 
0. 594 1 58 8 
Table 5 Values of n,R and M are 
rounded off to the nearest 
integer. 
The values of N and P are required to be set so 
c 
that the quantities n and M must be appreciably greater 
than 1 • n must be greater than 1 in order that the 
survival of a message be noticed as further associations 
are made,and M must be similarly set so that allowing 
the absence of one genuine pulse in a retrieved message 
(equation 6.7) {as well as allowing the_ presence of an 
extra pulse) implies that the messages are recalled , 
reasonably accurately. 
The best that could be done in the simulation, 
which was an exploratory rather than an exhaustive study; 
was to choose N=64 and M=6 and initially load the Net 
half-full./ . . 
120. 
half-full. Consequently 79 pairs of messages, each 
message containing 6 components of value 1 generated 
pseudo-randomly)were stored in a 6~x64 Net. 10 pairs 
of messages were then added one by one to the store by 
the procedure outlined above, and each member of the 
pair used to retrieve the other. It was found that the 
mean lifetime of the first 5 extra pairs added had a 
value of 2.5 It was not possible to substantially 
increase the lifetime above this figure by ,judicious 
choice of M and P . 
c 
Conclusion 
Although it has been demonstrated that by means of 
this mechanism the Associative Net is converted into a 
relatively short-term memory it has yet to be shown 
whether the message lifetime can be made substantially 
large. 
6.3 The Associative Net as a recognition device 
An Associative Net containing R pairs of messages 
(A,B) may be required to be used to determine whether a 
particular pair of messages presented has been previously 
stored. We cannot, as we can in a local store, search 
through the individual store locations to look for a 
match between the message presented and the message in 
store, since we do not know which store locations (nodes) 
correspond to which stored messages. 
We consider an NAxNB Associative Net and restrict 
the / . 
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the possible pairs of messages which may be stored to 
pairs made up of A-messages containing MA ones and 
B-messages containing MB ones. The procedure is to 
input one member (say the B-message) of the test pair 
to the system and compare the output with the test 
A-message. The pair under consideration is recognised 
as being stored if all the ones in the test A-message are 
present in the retrieved A-message. The threshold is set at MB· 
For an NAxNB Net, the number of different possible 
pairs of messages 
= 
All of the R pairs which have been stored will be 
recognised. The probability that a particular pair of 
messages will be recognised as being stored in the Net 
when it was not is the probability that a particular 
MA of the NA output lines of the Net fire when they 
should not. This probability is 
P{error) 
Summed over the ensemble of possible pairs,the mean 
number of message pairs wrongly classified is thus 
The Net will behave almost perfectly if this quantity is 
made less than 1 and the upper limit on the value of P 
c 
is determined.in the same way as before, by the equality 
N 
( A) I 
MA 
122. 
N N M M_ 
( A) ( B) p A-13 
MA MB c 
= 1 . . . . . . . . .. 6.10 . 
The information gained in placing each of the 
equiprobable pairs in the correct category is 
I = 
bits 
.,... - bits 
::: Rln 
From 6 . 1 0 , ln 
NANB 
and since R = - -- ln(1-P ) , MA~ c 
I = NANB lnP ln(1-P ) n.u. c c 
As before, the information efficiency E = I/NANB has a 
maximum at P =1 when E = ln2 ~ 0.69 c ) 
If our condition for good recall holds then, with 
P =i, certainly c 
i.e. / 
1 23. 





This is in £act true if 






This condition is not sufficient to determine both MA and 
MB. One solution would be to put MB=2log2NA and 
In the case of a square Net (N =N =N) A B 
where MA=MB=M then certainly M is determined, having a 
value of 2 log
2
N. 
from the equation 
The value of R,is as usual,determined 
R = ln( 1-P ) . c 
Since analysis has shown that if the Net is to be 
used efficientl~MB is to be of the order of log2NA and 
MA is to be of the order of log
2
NB, even for relatively 
small values of NA and NB (say NA,NB > 30), the quantities 
NA N 
(MA)(~) are very large compared toR. The approximation 
used in deriving 6.11 is thus a very good one. Further-
more,under these conditions,only one message out of 
N N 
(M:){~) is wrongly classified {equation 6.10). 
Therefore the conditions of efficient performance 
obtained may be applied strictly to all but the very 
smallest size of Associative Net. 
Conclusion / .. 
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Conclusion 
The Net does,therefore 1 work efficiently as a 
recognition device. As may be expected from previous 
results,it works best when it is half full but there is 
some freedom in the choice of the values of MA and ~· 
6.4 The Associative Net equipped with a feedback loop 
Two situations will be considered in the 
investigation of what the Net can do if it is provided 
with a feedback loop. This enables the output from the 
Net to form the input to it for the next retrieval task. 
Improving the retrieval of Auto-associations 
The firstcase is when the Net is storing Auto-
associations i.e. it stores messages of the form (A,A), 
and is required to retrieve the whole of a messageJ 
given a portion of it. By continually reinputting the 
output of the Net it firstly emits different messages on 
successive trials,but eventually it settles down to 
produce a repeating sequence of messages. The question 
we shall ask is whether the Net.performs any better with 
this feedback mechanism than without. 
Computer simulations were performed on a square 
Net with From the theory previously 
derived in section 5-5
1
optimum conditions are attained 
·N2 
with M=2log2N=12, Pc=~, R= M2 ln2 ~ 20. In these 
circumstances,half of a stored message when input will 
produce as output the whole of the message with small 
error / . 
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error. 
20 messages,each containing 12 components out of 
6h of value 1 ,generated pseudo-randomly, were stored in 
the Net. Fractions of each message were input and the 
output fed back to the Net until a repeating sequence of' 
messages was produced. In most cases the same message 
was o~tput successively after a few trials. The 
performance of the Net with mnwithout feedback was 
compared by examining the first message output and the 
final message or set of messages outputland comparing 
them with the stored message. (Table 6) 
The ·.Simulation results showed that, in the recall of' 
a message with the Net optimally loaded,there is no 
difference between the number of errors in the first 
message output and the number of errors produced in 
the final output or outputs after cycling. However, 
~ycling does improve the retrieval of some messages at 
the expense of others fo~ when the Net is used at its 
limit 1 the mean number of messages retrieved perfectly 
is greater when feedback is used than when it is not. 
Table 6 / . 
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Number of messages Total number of 
Cue length as a 
correctly retrieved errors made in the 
fraction of the 
retrieval of 20 
length of a 
With Without messages. 
stored message. 
feedback feedback l\Ti th \\Ti thout 
feedback feedback 
3/12 2 1 97 93 
4/12 6 3 58 64 
5/12 10 6 31 29 
6/12 14 9 16 17 
7/12 14 12 1 1 1 1 
8/12 18 16 6 5 . - -- -·-- .. 
Table 6 t1=J~·-·J R-: '2 o, N = {,4 
Storage of a sequence of messages 
A square Associative Net is able to store a complex 
piece of information which comprises a sequence of R 
messages by associating the first with the second, the 
second with the third, the third with the fourth and so 
on, finally associating the Rth message with the first 
one. This task is relevant to the problem of how the 
Net may be used to produce a sequence of simple learned 
responses which an organism may employ in carrying out a 
complex task, where the instruction for one particular 
resnonse / . 
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response provides also the information to retrieve the 
next instruction in the sequence. The whole sequence 
may be retrieved by feeding in to the Net any one of the 
R messages in store and reinputting the resultant output. 
As long as the Net is not overloaded,then the whole 
sequence of R messages will be retrieved from it. The 
performance of the Net functioning under these conditions 
has been investigated by computer simulation. 
In the experiments, N=NA =NB was given the value of 61t. 
The calculations described earlier (section 1~ .• l~) have 
shown that if one error per message retrieved is allowed
1 
then 79 messages each having 6 components of value 1,can 
' 
be stored. In this task, errors are accumula live, as the 
output in one retrieval is used as the next input to the 
Net~ w·ith the parameters of M and R so set 1 the sequence 
of outputs obtained does not resemble the stored sequence. 
This was found in the simulation. However, by 
sacrificing information e~ency in increasing the value 
of :t-1 to 10 and decreasing the value of R to 20, stable 
conditions were obtained. The information efficiency 
for the retrieval in this way of R-1 stored messages 
from 1 is 
864 . 1 9 (log ( 1 0) + log
2 
( 1 _ ~ )\· 
( 64 ) 2 2 64 04 ) 
= 4~~6 ( 641og2 64 - 1 Olog2 1 0 ~ 541og2 54) 
= 1s~ I . 
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= 
We check that at this loading the Net is still 
functioning as a distributed memory. If it were a 
local memory>both inputs to a particular node would be 
simultaneously active in the storage of just one message 




-1\. - 0.39. 
The probability that a node has both its input lines 
activated by just one pair of messages to be stored is 
0.1 2 
Thus approximately 2/3 of the nodes on are identified 
with more than one pair of stored messages and information 
is stored in a distributed fashion. 
The procedure adopted was to store in the manner 
just described 20 messages. 10 components out of the 64 
of each message were chosen to have the value 1 by means 
of a pseudo-random number generator. One of these 
messages was input to the Net. The threshold placed on 
the / . 
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the resulting output, which was initially set equal to 
the number of ones in the input message, was gradually 
lowered in steps of one until the number of ones (i.e. 
pulses) in the output was equal to or greater than the 
number of ones that the retrieved message should contain ... 
namely 10. This output was then fed in again and the 
process repeated. On occasions the output differed 
slightly from what it should have beenJbut these 
discrepancies did not propagate as the cycling process 
proceeded. Although information efficiency has had to 
be sacrificed to obtain correct regeneration of messages, 
the advantage is that distorted versions of the stored 
whe"' 
messagest.used as inputs still evoked the correct chain 
of responses. About 6 out of the 10 components of a 
previously stored message which have the value 1 could 
be changed to have the value 0 before the correct cycle 
of outputs was no longer obtained. At the other extreme) 
it was safe to change up to about 4 components of value 
0 to have the value 1 . Table 7 (page 131) shows figures 
for the allowable amount of distortion to the cue for 
the intermediate situations when both types of distortion 
were allowed. In fact~(except in one case) all the 
messages within a Hamming distanc~4 of a stored 
message produced the correct cycle of outputs. Assuming 
that the stored messages are widely separated inN space, 
this / . 
*The Hamming distance between two binary N-vectors is the 
number of components in which they differ in value. 
130. 
this is equivalent to saying that there are about 20(t4) 
8 say 10 -messages· which may be used as inputs to evoke 
the correct cycle. 
Since the Net has only a finite number of possible 
inputs and outputs and one input always produces tha· 
same output, then the sequence of outputs produced from 
any arbitrary input ultimately forms a loop which may 
64 64 contain up to about 2 messages (not exactly 2 as no 
messages containing less than 10 ones are accepted as 
outputs). In this case, from the experiments performed, 
it was found that, for a cue which differs greatly from 
a stored message (i.e. the Hamming distance between it 
and each stored message was greater than 4),then the 
cycle of messages ultimately produced was either that of 
the loop of stored messages or one of a very few other 
loops of length no greater than about 100. 
Table 7 / • . 
1 31 • 
G s ~ 
! 0 1 2 3 4 
0 * * * * X 
1 * * * * 
2 * * * 
3 * * 
4 * * 




Table 7 N=64, M=10, R=20. 
Distorted versions of 6 of the 20 stored messages were 
used as inputs. The distortion is characterised by the 
number G the number of components of such a message 
of value 1 which are assigned the value o.and S - the 
number of components of value 0 which are given the 
value 1 . A star (*) in table 7 signifies that all 6 
messages with that pair of values of G and S produced 
ultimately the correct cycle of outputs. For -G=O and 
S=4,only one of the 6- messages so distorted failed to 
produce the correct outputs. This is signified by a 
cross ( x) . 
For / . 
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For other values of G and S,the sequence of outputs 
did not stabilise correctly. Two simulations were 
looked at in detail. In the first case, of 30 
arbitrarily chosen inputs, 20 ultimately produced the 
same cycle of length 50 and the other 10 produced the 
stored cycle. r.. In the second case, 9 arbitrarily chosen 
input messages produced the stored cycle, (of length 20) 
which was the only cycle ever found. 
Conclusions 
There are stable conditions under which the W~N 
Associative Net may store a chain of messages, Although 
these are attained at the expense of saarificing 
information efficiency, there is the compensating factor 
that the system as a consequence performs very well 
when given damaged cues. From the small number of 
simulation experiments performed, the indications are that. 
the large .number (appr~ximately 2.N} of possible inputs 




Symmetrical Associative Nets 
7.1 Introduction 
The Associative Net store is essentially an array 
of binary switching elements. In the storage process, 
although a switch registers the presence of activity in 
both of the lines to which it is connected, it does not 
distinguish between the other situations of activity in 
just one line and not the other and no activity in 
either. We now consider models similar to the Associative 
Ne~but which were expressly designed to use this 
discarded information, an::l look at ihe.ir information efficiency. 
7.2 The Symmetrical Associative Net 
Like the Associative Net this comprises a set of NA 
parallel lines which cross another set of NB parallel 
lines at right angles. Information about pairs of 
messages is stored by sending pulses down both the 
A-lines and the B-lines and activating the memory elements 
which are situated at the NANB intersections of the sets 
of parallel lines. We call these elements "switches" 
to distinguish them from the "nodes" of an Associative 
Net. We shall represent the mes·s-ages input to the Net 
as vectors whose components may take the values +1 or -1 
(instead of the values 1 or 0 as for the Associative Net). 
Each switch counts coincidences and anti-coincidences. 
For / . 
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For example, if positive pulses are sent along lines 
A
1 
and B2 and negative pulses are sent along lines A2 
and B
1
, then switches (A1 ,B2 ) and (A2 ,B1 ) will each 
record a coincidence and (A1 ,B1 ) and (A2 ,B2 ) an anti-
coincidence. As the messages are stored, count is kept 
of the difference between the number of coincidences 
and the number of anti-coincidences at each switch. 
With the NAxR matrix A and the NBxR matrix B containing 
information about the R stored message pairs (A(r),B(r)) 
where r=1 ,2, .. R, this is accomplished if the sum 
R 
=Z A. B. J.r Jr 
r=1 
is computed for all allowable values of i and j. When 
all messages have been stored, each switch (A.,B.) is 
. l. J 
given the value +1 or -1 according to the sign of the 
sum C ..• 
l.J 
(An odd number of messages is stored so that 
each switch does have a definite value). 
I th t · 1 · f A(n) · n e re r1eva process, 1 say message 1s 
required, the B-lines are activated by the pulses of 
message B(n). Consider the output down line A .• This 
l. 
passes through NB switches. Each of these which has 
value +1 will output a pulse whose sign is the same as 
the one it receives. Conversely, each of these which 
has value -1 outputs a pulse of opposite sign to the one 
input. These pulses feed into a threshold device which 
emits a positive or a negative pulse depending on the 
number of positive and negative pulses it receives. This 
final / . • 
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:final output 0( i is compared with the component A. o:f 
1n 
the original stored message and can be expressed as 
= [~ C B 1 is snJ where C.· = r~ Ai B. J 1J r Jr 
r=1 
Equations 4.7 and 4.8 (page1\A) show that the relation 
between this model and the Associative Net is not merely 
structural. In part•cular,the Symmetrical Associative 
Net is also a non-linear model in the strict sense o:f 
section 1 .6. 
We shall consider how the memory :functions in storing 
and retrieving R message pairs. NA' NB and R are all 
odd numbers as majority votes are taken, and we shall 
introduce the quantities n, 
a ~ and f, where 
Having stored the R message pairs, we now wish to 
recover one o:f the A-messages A(n). Consequently, the 
appropriate B-message B(n) is input along the B-lines. 
Looking at output line A. , for example, this has NB pulses 
1, 
travelling down it. One of these was transmitted by 
switch (Ai,Bj) and will have the same sign as the pulse 
Ain if this switch has the same parity as the pair 
(Ain'Bjn) (It has even parity if AinBjn=1 and odd parity 
if AinBjn= -1) 
This will be so if at least ~ of the 2~ other pairs 
o:f messages stored have the same parity as (Ain'Bjn). 
tet the B-messages have as components 1 's and -1 's 
chosen / 
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chosen with equal probability. Then the probability 




= ( !~> ( ~) 2f + ( !r1 ) (-;-) 2~ + ( ~2) ( t) 2~ 
p switch ,- ~ \ 
+ • • • • + ( ;~) (t ) 2~ • • • • • 7 . 1 
This will be written as 
p = p + p 
switch 0 1 
where 
If ~ is large then we may use the more precise form of 
Stirling's approximation - namely that 
ln(\!) = (f+~)ln~ -~ tln2~. 
Hence from 7.3 
lnP0 = ln(2~!) - 2ln(f!) 
~(2~+t)ln(2~)- 2(~+i)ln2- tln2~- 2~ln2 
= -tln(~) - ~-ln~ 
1 
i.e.: Po ~ ( ~~) -2 • • • • • • • 
Now P
0 
is the central term of a symmetrical binomial 
distribution whose sum is 1 • 
= p 0 + 2P 1 . . . . . 7. 5 
(from 7.1 and 7.3) 
From / . . 
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From 7.2, 7.4 and 7-5, 
p = PO + p1 switch 
1-P
0 
= PO + 2 
. . . . . . . . 7. 6 
1 
~ .;- ( 1 + ( 1(~) -2 ) 
which is the probability that one of the NB switches 
linked by line A. sends the correct pulse down it. 
\ 
P ·t h decreases to a limit of 0.5 as the number R 
SW1 C 
of messages stored increases (R=2~1). 
In order to determine the final output from line A. 
\. ) 
a majority vote is taken of the NB pulses travelling 
down it. An incorrect decision is made if ~+1 or more 
of the 2~+1 switches of that line have transmitted the 
incorrect pulse. 
The probability of a mistake is thus 





~+ 1 2~+1 1 2~+1 ~+i ~+1-i 
.:. ~ ( . ) ( 2) ( 1 -P
0
) ( 1 +P
0
) . 7. 7 L:J ~+1 . 
i=1 
Consider the first term Q
1 
of this sum 
Using Stirling's approximation once moreJ 
ln / . . 
Consequently 
( 
2~ + 1 1 2~ + 1\ .,.. 
ln ( ~ + 1 ) ( 7 ) / - -~-In( 1t~) 
i.e. 
(1-P0)~+
1 (1+P0 )~ 





is the first term of a series whose sum is 
the probability of error in one component of the output 
(equation 7. '1). This is a difficult series to sum 
exactly
1 
but a good upper limit can be obtained. 
The ith and the (i+1)th terms of this series are 
respectively 
The ratio ofsuccessive items is thus 
~+i+1 ~+1-(i+1) 
(2~+1)!(~+i)!(~+1-i)!(1-P0 ) (1+P0 ) = --------------------------------------------~---~+i ~+1-i 
(2~+1)!(~+1+i)!(~-i)!(1-P0 ) (1+P0 ) 





nb+1-i ( ) ) , 1 since i 0 
~+1+i 













Q ( 1-P 'llb) 
- 1 ( 1 +-1 ) 1-(~) . . . . 7. 11 




p mistake ..(.. 
~) 1 1-P 0 ( 1 +-) (1-( ---!\ 












and if~ is large, by using the fact that 
t 
Lt (1- ~) = exp (-x) 
t -~ao 





Let the A-messages have as their components 1 's and 
-1 's chosen with equal probability. Then the amount of 
information stored in the Net, which is subsequently 
retrieved with a probability of error given by P . t k , 
m1s a e 
is RNA bits. If this system were used to its 
information theoretical limit N N bits could be held reliably. 
1 A B 
A quantity D>which is a measure of how heavily·the store 
is loaded,is defined as the ratio of these two quantities. 
D = =~ 
2~+1 
(if f))1 and ~))1) 
Consequently we can write 
P ~ ~(D)~ exp(:D1 ) (1-exp'-D2 (~)~)~ 
mistake 'X: "" r '"' '/ 
1 
~ ~(D) 2 exp(~~) for r))1 and provided 
D is not greater than 1,sa~ 
. . . . . 7. 1 3 
This expression sets an upper limit on the value of 
p . t k . m1s a e 
to / . . 
If it is to be regarded as a good approximation 




must be valid (see equation 7.10). 




It is thus required 
be very much closer to 1 than . the , ratio (1-P0 )j(1+P~) ~-i+1 ( 1-P0 ) .., i.e. 1 - (( 1 -
~+i+1 1+P0 
or . . 7. 14 
This is not satisfied for all i since P
0
(1 and 
i varies from 1 to "b+.l, But if the series 
z1c::~~-1 
i=1 
converges well before i reaches the value ~+1 ,then the 
effective range of i is reduced (see equation 7.10). 







i.e. (i-1).ln 1 +P~J should be large and negative. 
Consequently + 1 
Setting / . . 
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2 
Setting i = -- so that we assume that the only max P 0 ' 
terms contributing non-neglibly to the sum of the series 
2 are those which have values of i not greater than P' 
0 








~ ·. ·. 2~ 
~ (( __ 1 




which is satisfied if the packing density 
not too large. 
If this is so,we can set the probability of error 
P . t k equal to P where (equation 7.13) m1s a e max 
Values of P for various values of D are shown in Table 8 
max 
Information retrieval efficiency 
Let R pairs, each made up of an NA-bit and an NB-bit 
message, be stored to a density specified by D=R/NB. If 
all / . . 
all A-messages were retrieved perfectly then the 
information gained would be RNA bits. There is a 
probability, however, that a component of each A-message 
is retrieved with error P . mistake The number of bits 
required to be supplied per component to clear up this 
error is 
where P is written for P i t k , so that the total amount m s a e 
of information gained in retrieving the R messages stored 
in the Net is 
The maximum number of bits which can ever be gained 
from this store, which contains NANB binary registers, is 
E I 
= NANB = 
Consequently~the efficiency of retrieval is 
D(1 + Plog2P + (1-P)log2 (1-P)) 
with P~ tntexp(~~) 
.1. -1 
With P set at tn 2 (;,n), Table 8 also shows values of E 
expressed as a function of D. 
Table 8 / . . 
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Upper bound on the 
Information Efficiency of 
probability that one 
storage information 
component of a retrieved 
density retrieved 
message is in error 
D E 
0.05 0.0499 0.0002 
0. 1 0.094 0.007 
0.1 5 0.126 0.023 
0.2 0.147 0.046 
0.25 0.159 0.070 
0.3 0.164 0.095 
0.35 0.166 0. 11 9 
0.4 0.159 
0.6 0.135 0.228 
0.8 0.095 0.300 
Table 8 
7 . .3 The effect of damage to the Symmetrical Associative 
Net 
Let there be a probability 1-Q that each of the 
switches of this Net is damaged - i.e. that the switch 
has the opposite parity to what it should have. 
Con~ide~ing once more the retrieval of a stored A-message 
by inputting the appropriate B-message, in the absence of 
damage each of the NB switches traversed by a particular 
A-line / . . 
A-line transmits a pulse of the correct polarity with 
probability 
. 7.1 6 
1 
where P0*(n~)-~ (from 7.2 and 7.4) 
A damaged switch will, however, transmit a pulse of 
the correct polarity with probability 
Writing 
P . (Q) = P . Q+ (1-P . )(1-Q). SW1tCh SW1tCh SW1tCh 
P ·t h = !(1+P0 ) and Q = t(1+q), then SW1 C 
1 1 
Pswitch(Q) = 4( 1+Po)( 1+q) + 4( 1-Po)( 1-q) 
= t(1+P
0
q) . . . . . . . . . 7.17 








.I!- .1~ exp ( -cJ) 
-
2 q ·nD . • . • • . 7 . 1 8 
(by analogy to equation 7.13) 
- as opposed to the undamaged case 
pmistake '\.( 
1 -;- -1 
7 (D) e xp ( nD) . . • . • • . . ( 7 . 1 3 ) 
Thus,in the face of damage,the Net can perform 
equally well if a lower packing density is accepted -
i.e. if less messages are stored. For a given error 
rate, since D=R/NB, the ratio of the number of messag~ pcait"S 
stored / . . 
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stored to the number stored without damage is 
To compare how the Net can perform ~n comparison 
to the best which may ever be expected from a store of 
NANB binary registers damaged in this way,it should be 
noted that the maximum amount of information which can 
ever be gained from Strhadamaged binary register is 
By reference to 7.15 and 7.18 1 the efficiency of 
retrieval in this damaged Net is 
E(Q) = 
D(1 + P(Q)log2P(Q) + (1-P(Q»log2 (1-P(Q)» 
1 + Qlog2Q + (1-Q)log2 (1-Q) 
where 
P(Q) = p (Q) ~ mistake 
.1 2 
-?r D :; eX <-( 2 Q- 1 ) ) 
2Q-1 p ttD • 
with the same assumptions as before. 
At fixed Q,the maximum value of E(Q,D) varied as a 
function of the information storage density D was found 
numerically for a range of values of the damage 
parameter Q. These maxima are listed below in Table 9. 
Table 9 / . . 
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Q max. value of E(Q,D) D p 
max 
. 1 0.166 0.35 0. 11 9 
0.9 0.200 0.22 0.11 6 
0.8 0.214 0.1 2 0. 111 
0.7 0.222 0.05 0.1 01 
0.6 0.228 0.015 0.013 
0.5 0 - -
0.4 0.228 0.015 0.013 
0.3 0.222 0.05 0. 1 01 
0.2 0.214 0.1 2 0. 111 
0. 1 0.200 0.22 0.11 6 
0 0.166 0.35 0.11 9 
Table 9 
7.4 Conclusions drawn from the analysis of' the 
Symmetrical Associative Net 
Both damaged and undamaged Symmetrical Associative 
Nets can be made to store and retrieve information 
about 20~ as efficiently as a system made up of similar 
components working at the information theoretical limit 
(see Tables 8 and 9). The probability of error in any 
one component of a retrieved message ~ay be, however,· rather 
* high,with a value of about 0.1. Thus, like a finite 
size Associative / .. 
* P is an upper limit to P . k . max · m1sta e 
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size Associative Net, the system works best by storing 
a lot of messages, each of which :i&· not reproduced 
very faithfully on recall. As in the case of the 
Associative Net 1 the probability of error per messaee 
retrieved can be reduced at the expense of lowering the 
information efficiency of the system. 
Where this model does fall down is that,once 
definite parities have been assigned to switches,unless 
* each switch (i,j) retains a note of the number of 
coincidences relative to the number of anti-coincidences 
(which is done by computing the sum 
R 
ci,j =LAir Bjr ), 
t"=1 
it is impossible for a new pair of messages to be stored 
in the Net. Furthermore,it would be difficult for an 
. 
odd number of . pct'v""~ · > to be always stored, so that each 
switch would be assured of having a definite parity. 
Storing the values of C .. would have the effect of 
1J 
reducing the information efficiency by a factor of log2H. 
This is in payment for knowledge of the relative 
importance of the switches, which is not used if each 
switch is regarded as a binary element. 
7. 5 The ,,reighted Symmetrical Associative Net 
A simple way of employing this information would be 
to assign to each switch (i,j) a weight 
c .. = I . 
1J 
* "swi teh( i, j)" is synonymous with "switch (A. , B.)" 
1 J . 




On retrieval of message A(n) by inputting B(n), switch 
( i, j ), for example, sends C .. pulses down line A.. All 
1J l 
these pulses have the same sign- that of C .. B .. Taking 
1J ,Jn 
into account contributions from all switches which are 
linked by line A., the sign 
1 
NB 
<:;"' C .. B . L, 1J Jn 
j=1 
of 
determines whether the final output of this line is a 
positive or a negative pulse. 
The mathematics derived in section 7.2 no longer 
applies to this situation. The efficiency of this 
distributed memory, which will be called the \veighted 
Symmetric Associative Net (W.S.A.N.) can, however, be 
discussed and it is here appropriate to refer to the 
earlier remark that the Associative Net is a non-linear 
analogue of the Off-diagonal Holophone. The 1v • S . A . N. 
is similar to the Associative Net and in fact even more 
similar to the Off-diagonal Holophone. Using B(n) as 
an inputJthe final output from line A. of the W.S.A.N. 
1 
is a positive 










depending on the sign of 
R 
<(1 A .. B. B .•• 7.19 
~ 1r Jr JD 
r=1 
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If now the same me~sag~ were input along the 
A-lines and the B-lines in the storage process and a 
fraction of a stored message were input along the B-lines 
to retrieve the rest down the A-lines then apart from 
I 
the matter of the threshold on the final output, the 
mathematics of the W.S.A.N. and the Off-diagonal 
Holophone are identical (see equation 3-2.~,page 50). 
In the more general case of each member of a stored 
pair being different then 1on retrieval of message A(n), 
for the output line A. , for example, the number _a(~ 
1 . '· 
(equation 7.19) is drawn from a normal distribution of 
mean r= ~N B and variance N 2 __ V (R-1 )NB. The 
sign of ~ depends on the sign of the pulse originally 
sent down the line during storage of A(n). Since 
positive and negative pulses are treated here on an 
equal footing then the threshold must be set at a value 
I 
of 0. Then the threshold device on line A. will respond 
1 
incorrectly if the sign of t:l( i. is different from that of 
the component Ain of the stored message. If the value 
of NB is large enough for continuous notation to be 
adopted,then the probability of error per component of 
an output ~~ is the area under the tail of a normal 






= I . 
-\J11fu 1 51 . 
1 
2 = - Jexp ( -!Y )dy 
" -Ox::> 
. . 7. 20 
where the signal to noise ratio S/N is deTined as 
(as in Chapter J). 
By analogy to equation J.2S' (page 51) the signal to 




R-1 . • . • . • . . 7 . 21 
and thus is related to the information storage density 
D 
R 1 
= ~ S/N log
2
R for NB large 
. . . . 7. 22 
Values of D which must not be exceeded to ensure almost 
perfect retrieval (one error per retrieved message is 
allowed) are shown below in Table 10 for different values 
~ 
of N where N =N =N~ 
A' A B 
For NA sufficiently large we can 
assume the efficiency of information retrieved E to be 
also equal to D. It is not necessary to discuss in 
detail the implications of allowing one error per 
retrieved message as we did for the Associative Net 
(section 5.2) for,by reason of the high information 
content of the message store~ this criterion here defines 
very accurate conditions of retrieval. It will be seen 
that / . 
·' 
*In these calculations we set N.P =1 and use 7.21 .and 7.22. error 
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that the information efficiency is only of the order of 
a few per cent. 




S/N =r-~ N log2 (S7N) (/ 
1 o2 5.48 4.1 9 
103 9-0 6.80 
1 o4 13.69 9.52 
1 o5 18.06 12.4 












N =N =N A B · 
For completenesslthe signal to noise ratio for a 
Holophone which has a threshold detector placed on its 
output will also be related to the probability of error 
per component of a retrieved message. For this system 
we have {equation 3 .. 11, page 41f. ) 




where a message of length N' is used as cue to retrieve 
the rest of it from a store of R messages each of length 
N. Unless R equals 1 and N'=N-1 
1
the value of S/N can 
never / . . 
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never be greater than 1. In equation 7.20, P , 
. error 
which increases as S/N decreases, has the value 0.16 
for S/N equal to 1 so that.unless only one message is· 
stored and the cue is absurdly long, there is a large 
chance that a component of the retrieved message is 
incorrect. This reinforces the conclusions of Chapter 
3 that the Holophone is not suited for storing messages 
of the type considered i.e. those containing no 
redundancy. 
7.6 Symmetrical Associative Nets Conclusions 
It will be remembered that the Associative Net 
per~orms best in storing highly redundant messages; the 
systems considered here deal with messages containing 
no redundancy. 
The non-linear Symmetrical Associative Net was found 
to perform relatively efficiently and did well in the face 
of damage. Although general statements concerning its 
performance could be made, there are accompanying 
disadvantages in·its lack of versatility. 
The less efficienct W.S.A.N., which we treat as a 
linear device although it does have a threshold device 
placed on its output, has storage elements which are no 
longer binary valued. This raises the question as to 
the relationship between the distributed memory Nets that 
we have discussed and linear Perceptrons. We will look 






The linear Perceptron (or Adaline) does show 
similarities in structure to the three distributed memory 
Nets that we have considered -namely the Associative Net, 
the Symmetrical Associative Net and the W.S.A.N. We 
look at this relationship and, in line with many 
Perceptron studies, consider the methods we have employed 
for modifying the storage elements of the Nets. We 
discuss a punched card retrieval system which is similar 
to the Associative Net and then look at the work of Gabor 
which is closely related to our studies of the Holophone 
and the Correlograph. 
8.2 Perceptrons and Distributed Memory Nets 
Farley and Clark (1954) were probably the first to 
investigate how ensembles of neuron-like elements could 
be taught to carry out particular specified tasks. They 
simulated by computer the performance of a set of pseudo-
randomly interconnected neuron-like elements. With some 
of these being designated as input elements and some as 
output elements, the system was required to learn to 
discr~inate between two periodically time varying 
patterns of stimulation of the input elements. The 
learning procedure consisted of increasing the strength 
of / •• 
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of connections between all those elements which took 
part in a correct discrimination (indicated by particular 
activity in the output elements) and decreasing the 
strength of appropriate connections if the discrimination 
was incorrect. In one set or experiments, of JO 
different nets, none having more than 64 elements, all 
but 4 of them were able to learn to discriminate between 
a particular pair of input patterns. ( 1-le note that 
Farley and Clark had their eyes on Lashley's findings for 
in exploratory experiments they found that "arbitrary 
destruction of at least 10% of the elements may be 
sustained without impairment of performan.ce".) 
A large number or . systems of' :this type, such as 
the Perceptron in its original form and the Adaline, 
have been constructed, many of which were presented as 
models of ensembles of nerve cells although their 
elements bore little resemblance to what is known about 
real neurons. Farley and Clark, however, hesitated to 
claim that their model had any strong ties with 
neurophysiology. 
The general principle behind both the Perceptron, 
which was invented by Rosenblatt(Rosenblatt 1958, 1962) 
and has since appeared in many manifestations, and the 
Adaline (Widrow 1964) can be explained by considering 
these machines, which are required to learn to perform 
binary / . 
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binary classifications, to be made up of a number of 
variable gain amplifiers. Each amplifier input is 
connected to a subset of points of an N point binary 
retina, while the outputs are linked up in parallel. 1{hen 
a message v, which is a time independent pattern of 
excitation on the retina, is presented for classification, 
a pulse of unit height is sent into an amplifier if all 
the retinal points to which it is connected are active. 
After passage through the amplifiers, the single summed 
output p from the system is compared with a number e, the 
threshold, and the message V is put into one category if 
P is greater than 9 and into the other otherwise. If 
we represent the values of the input and the gainSof all 
the amplifiers (which number say M) by the M-dimensional 
vectors X and w·, where the components of X have the value 
of 0 or 1, then the machine in fact computes the scalar 
product P=X. 1~. 
The word Perceptron describes a system of this type 
which might have any pattern of connection between 
retina and amplifiers. In the Adaline, a specialised 
Perceptron, each retinal point is connected to one and 
only one amplifier (so that M=N). It is a linear device 
in that the sum to be compared with 9 is P=y.~, which is 
a weighted sum of the individual components of the pattern 
V to be classified. It has been proved that it is able 
to learn to perform any binary classification of any 
number / . 
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number of messages provided that, if each message be 
represented as a point in_N-dimensional space, the two 
categories can be separated by a hyperplane. (see for 
example Block 1962, Minsky and Papert 1969). 
It is not possible to say much more about how 
Perceptrons learn to classify patterns except that,if all 
possible wiring schemes are available,then a Perceptron 
can perform any binary classification but ( apart from 
the linear case) it is noi known how this is done. 
A memory Net with N input lines and N output lines 
B A 
is in structure a battery of NA Adalines or linear 
Perceptrons (see Figure 18, page 158}. Each of these 
has NB inputs and a common output. Each input line is 
connected to an amplifier (the switches or nodes of the 
Net) and there is a threshold detector placed in the 
output line. The gains of the amplifier~,whose values 
will be represented by the components of the NA NU-dimensional 
vectors 
simple rule. 
are adjusted during storage according to a 
In the retrieval of message ~(n), message 
B(n) is input to each of the NA Perceptrons, and the 
output of strength equal to the scalar product B(n) .W(i) 
is fed into the non-linear detector to determine the 
final output. The value of the threshold 6 is common to 
all NA Perceptrons. 
In function, however, memory Nets can not be viewed 






A 3x3 Associative Net as a battery of 3 Adalines 
0 represents an amplifier. 
158. 
D represents a threshold device. 
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as a battery of linear Perceptrons. There is a small 
difference in that, unl~e the case of the Perceptron, 
only one of a small number of values may be assigned 
to each switch (or node} of a Net. In some Nets this 
number is as few as two. The important distinction is 
in the way values are assigned to these memory elements. 
Here we refer to our definitions of Classical and 
Operant Conditioning (section 1 .2, page 2 ). A memory 
Net, by virtue of being an associative memory, stores 
information by the mechanism of Classical Conditioning. 
On the other hand, much of the interest in Perceptron 
workhas focussed on the way in which the Perceptron can 
be taught to discriminate between sets of patterns by the 
reinforcement of correct responses and making incorrect 
responses less likely to occur in the future. 
Consequently this is an Operant Conditioning system. 
8.3 Weight Adjustment Procedures employed in the memory 
Nets -----
As a result of considering memory Nets and Perceptrons 
we have, as is often done in Perceptron studies, looked 
at the procedures we have used for assigning values to 
memory elements of the Nets 
There are many different procedures which can be used. 
The one used in the linear W.S.A.N. is infallible in the 
trivial case of the R A-messages stored being represented by 
an/ • • 
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an orthogonal set of vectors. Consider the ith output 
line of a Net and let the values (weights)assigned to 
its NB memory elements be contained in the vector W(i). 
There are R sets of message pairs (Air'~(r)) (r=1 ,2, .. R) 
stored and, for every ~{r) input in the retrieval process, 
the system is required to output a pulse of strength 
proportional to the appropriate A. . ((A. ,B(r)) is 1r 1r -
written for (A ,B
1 
) , (Ai ,B2 ) , ...... (A. ,BN ) ) . Let ir r r r 1r ~r 
the values of the NB weights contained in W(iJ be 
constructed as follows. 
R 
=L A. 1r . • . . 8. 1 
r=1 
Then, on input of message ~(n), the output to be fed into 
the threshold detector placed on the line Ai is 
w{i).A{n) 
R 
= z A. 1r B(r) .B{n) 
r=1 
NB 
A. z B2 1n jn = 
j=1 
~ Ain 
if the vectors B(r) are mutua11y orthogona1. Thus the 
required classification is always attained. When the 
messages are vectors with components of value +1 or -1 
and / .. 
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and the threshold e is set at o, reference to equation 
7.19 (page 149) shows that this method is the one used 
in the 1v • S . A . N . The method for switching on nodes in 
the Associative Net, which deals with messages with 
components of value 0 or 1 , is in general different from 
that described by equati6n 8.1 but~as it happens, since 
R messages represented by a set of mutually orthogonal 
vectors never activate any input line more than once 
in storage, equation 8.1 does describe the storage process 
in that·case. 
In general, however, the memories do not deal with 
orthogonal sets of vectors. A way of seeing how good 
the weight adjustment procedures we have employed are is 
to investigate how they compare with the best that can 
be achieved. In this connection we are able to say · 
something about the Symmetrical Associative Net, which~ 
is an array of binary switches storing vectors with 
components +1 or -1 • Once more we consider one of its 
NA output lines. 
NB 
There are 2 B-messages which may be stored. Each 
may be put into one of two categories so that there are 
NB 
22 different ways of classifying them. There are, 
N 
however, 2 B different weight vectors associated with 
this output line, each of which classifies the ensemble 
NB 
of 2 vectors differently. This can be shown by 
proving / . 
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proving thatfor any two weight vectors !Land y_ there is 
NB 
at least one of the 2 possible messages which they 
classify differently. 
Suppose the two weight vectors differ in m of their 
N components which are ordered so that these m are 
B 
identified by the indices 1 to m. We will try and find 
a vector. ~ which is assigned to the +1 category by !I and 
to the -1 category by ~· With the threshold g set at 
0 we thus require that 
B . U . ) () and ~. ::: ( 0 8.2 
(NA is an odd number so that 
neither of these scalar products 
ever equals O) 
Now U. =-V. for i=1 ,2, .. m 
1 1 
and U. = V. for i=m+1 ,m+2, N 
1 1 NB 
B 
m 




and B. V =€ B.U. + ~ B.U. -- 1 1 1 1 
i=1 i=m+1 
m 
Writing s = 2 B.U. m 1 1 
i=1 
NB 
and SN = .G B.U. B 1 1 
i=m+1 
then from 8.2,the conditions to be satisfied are 






NB > o, 




s )sN s >-s' 
m B m NB 
i . e . 
or s > SN ). -S . . 8.J m . m B 
The coefficients of ~can be chosen so that S has any m 
integral value between +m and -m and, independent of 
this, SN has any integral value between NE-m and 
B 
-(NB-m), Let them be chosen so that S =m. m 
Then it is 
clear, except in one case, that SN may be chosen to 
B 
have a non-negative value less than m, thus satisfying 
8.J. The case which is not clear is when m=1 , for then 
' SN must have the value 0. Here, let B1 be chosen 
E 
so that SM=1. Remembering that NA is an odd number, 
' SN is now a sum of an even number of terms and so the 
B 
N -1 remaining components of ~can be chosen so that S' =0. 
R NB 
1oJ"e conclude that for any pair of binary weight 
vecLors U and V there is always one vector out of the - NB 
ensemble of the 2 available which Q and ~ classify 
NB 
differ,ently. Thus each of the 2 possible arrangements 
of the weights of this particular output line is identified 
with a different classification of this ensemble. 
We will now calculate the probability that R 
arbitrarily chosen vectors can be classified correctly 
by some arrangement of the NB weights. 
There / . 
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2NB 
There are 2 possible classifications of the 
NB NB 
ensemble of 2 vectors, of which 2 only are realis-
able in this situation. Assuming that those which are 
2NB 
realisable are distributed randomly over the 2 
possible, the probability that a particular classification 
is realisable is 
If the memory is required to store R vectors, then there 
2NB_R 
are 2 classifications of the whole ensemble in 
which the R vectors are classified in a particular way. 
The probability that at least one of these is one of the 
NB 
2 realisable is thus 
p = 1 -
= 
If a message is as likely to be put into category +1 as 
category -1 then R bits of information have been stored 
in NB binary registers,and the information storage 
density is 
D = 
Writing D=1-0 then the probability of incorrect 
classification is 
For / . 
oN 1-P = exp(-2 B). 
For any storage density less than 1 the probability of 
incorrect retrieval of the R bits of information may be 
made to be as small as possible by judicious choice of 
NB>and as NB approaches infinity the efficiency of 
retrieving information can be made to approach 1. 
We see that the Symmetrical Associative Net can 
be made to work efficiently~with the only bar being that 
imposed by information theoretical considerations, 
provided the appropriate weight adjusting procedure is 
known. It is difficult to make a similar statement for 
N 
the Associative Net. Although each of the 2 B weight 
vectors classify differently the ensemble of possible 
vectors whose components now take the value 1 or 0, 
NB 
the 2 classifications which are realised can not be 
regarded as being distributed at random amongst the 
ensemble of possible classifications of message.s to be 
stored. Certainly the Associative Net can be made to 
work with an information effici~ncy of 69~ of the 
theoretical maximum. But there may well be othHr weight 
adjustment procedures which improves on this. 
8.~ The memory Nets and Information Retrieval Systems 
As far as is known)the properties of the memory Nets 
have not been explored with reference to the design of 
computer stores,despite the interest in content address-
able and associative memories. The reason may be that 
since / . 
---
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since this sort of distributed memory may give rise to 
errors in retrieval , even though the elements out of 
which it is made function correctly, it is not reliable 
enough for use as a hardware device in digital computers. 
There is a parallel between an Associative Net and a 
technique of retrieval of information stored on punched 
cards (Mooers, 195l1). Here we take one output line of 
an Associative Net to represent a card, the pattern of 
active nodes on that line being equivalent to the pattern 
of holes on the card. A document represented by a card 
is characterised by k descriptors, each of which is 
represented by punching holes at a particular N of the 
possible F sites of a card. The sites to be punched 
are selected pseudo-randomly. We use the system by 
asking for those cards which are characterised by a 
particular set of k descriptors. This is done by 
activating in turn the k sets of N input lines identified 
with the k descriptors. With a threshold on the output 
lines set at the number of active input lines, the cards 
which are obtained are those identified with the output 
lines which fire on all k occa£ions. 
Mooers calculated the information retrieved from one 
card Cor each of the k descriptors, by looking at the 
card's F sites to see how probable it was that the 
descriptor had contributed to the marking of the card. 
He / . 
---
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He maximised the information gained (Rt) as a 
)Rt 
function of k, and by approximating 0k for the case 
when the ratio ~ could be regarded as small compared 
with 1, showed that Rt had a maximum value of ln2 bits 
per site when the density of ho~es on each card was 0.5. 
This is in line with our calculations (section 4.4) 
although, instead of looking at the states of individual 
nodes, we calculated the information gained from a large 
number of output lines by observing the final output from 
the~. However, Mooers' system was not intended to be an 
Associative Net for example since one card can be 
identified with one output line of the Net)the punched 
card system is not a distributed store. As far as we 
know,he has not considered the performance of his system 
when no approximations are made. 
8.5 Gabor's model of associative memory 
Stimulated by Longuet-Higgins 1 invention of the 
Holophone (Longuet-Higgins, 1968a}, Gabor (1968a, 1968b) 
proposed two alternative transformations by which the 
holographic process could be imitated. He then went on 
to discuss (Gabor 1969~ in a paper which predates our 
own on the Correlograph {Willshaw et al., 1969)> a 
linear optical associative memory which is similar to the 
Linear Correlograph. These two models are not identical~ 
Gabor's model deals with temporal signals and the 
information stored is not retrieved with maximum fidelity 
until / . 
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until all of the cue has been fed into the system. Here 
plates A, B, C and S of the Linear Correlograph (shown in 
Figure 5, page 55) are replaced by moving film strips and 
the positions A~ B and C occupy in Figure 5 are 
interchanged. Since the information stored is represented 
by sequences of 1 'sand -1 's (as in the Holophone), there 
are two independent light tracks. Gabor considered the 
retrieval of a message containing 1 1 s and -1 's chosen 
with equal probability,by using a fragment of it as a 
cue. He showed how it is possible to use his device 
to recognise short fragments of coded sequences,but did 
not look at the model's performance in storing more than 
one message, nor did he calculate its information 
efficiency. 
8.6 Conclu·sion 
We have discussed the relationship between three 
systems and some of the distributed memory models we 
have considered. By virtue of our models' simple form 
thereare, no doubt, other devices in existence which, 
like the Perceptron and the punched card system, are 
similar in structure to our own, although we doubt 
whether they would be also similar in function. There 
is, however, a close resemblance between our Correlographic 
models and Gabor's linear memory model. This is not 
surprising since, as we menaoned in Chapter 4, his 
observations / . 
observations on the possibilities of imitating the 




Biological analogues of the distributed memory models 
9.1 Introduction 
The main object of this work has been to construct 
efficient models of distributed memory and to enumerate 
their properties, with the hope of raising questions 
of neurophysiological interest. The models we have 
discussed have been presented in the temporal order in 
which they were constructed and an attempt has been 
made to show how they have developed one from another. 
We will now make a few remarks about their possible 
realisation in neurophysiological terms. The discussion 
will be brief as we feel that detailed investigation 
of neurophysiological implications should be left to 
those more competent in this respect. We will, however, 
pause to consider a relevant theory of the cerebellar 
cortex due to Marr which, as far as we can see, is 
founded on a large quantity of experimental data and 
requires few assumptions to be made. 1ve shall show 
that in structure and in function Marr's model for the 
cerebellum is closely related to the Associative Net. 
9.2 The Holophone 
The known non-linearity of some neural responses 
and the fact that it has not been shown that stable 
frequency sensitive cells exist, indicates (although 
there I . 
there is no conclusive evidence) that the Holophone may 
not be suitable for realisation in neural tissue. These 
remarks apply in equal force to other holographic theories 
of memory, including those (for example van Heerden 196Jb, 
Pribram 1966, 1969; Westlake 1968) in which direct 
parallels between holograms and ensembles of interacting 
nerve cells have been drawn. 
9.3 The Associative Net 
We have tentatively suggested in Chapter 4 (section 
4, page 71 ) that the Associative Net may be regarded as 
an axo-dendri tic neural system. The N 
8 
input lines in 
Figure 9 (page 68) are axons, the NA output lines are 
dendrites and there is a modifiable synapse at each of 
6 
the NANB intersections. The value of 10 that we have 
assigned to NA and NB in some of our calculations was 
thought to be in line with this neural model. 
9.4 The Symmetrical Associative Net, the 1v.S.A.N. and 
the Correlograph 
We cannot regard the Symmetrical Associative Net or 
the W.S.A.N. as a similar network of synaptic junctions, 
which are modified according to the numbers of excitatory 
signals (the positive pulses mentioned in Chapter 7) and 
inhibitory signals (negative pulses) influencing them, 
for this lvould involve dispensing with the concept of 
the on-orf nature of the nerve impulse. We can conceive 
of / . 
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of relatively simple axo-dendritfunets in which these 
difficulties are overcome and, furthermore, we can 
suggest a neural model of an Associative Net with tied 
switches to represent the logically complex Correlograph. 
However, such an enterprise which has no experimental 
backing, has little value. What we will do is to 
substantiate our neurophysiological claims for the 
Associative Net by relating it to a theory of the 
cerebellar cortex. 
9.5 The cerebellar cortex and the Associative Net 
Narr (Marr 1969) took up the suggestion of Brindley 
(Brindley 1964) that the cerebellum learns to perform 
motor skills so that subsequently it will function 
satisfactorily if given incomplete input information. 
The structure of the cerebellum is known in 
considerable detail (Ram6n y Cajal 1911, Eccles, Ito and 
Szentagothai 1967). It has two kinds of input, that via 
the mossy fibres and that via the climbing fibres, and 
one sort of output, from the inhibitory Purkinje cells 
which are related one-to-one to the climbing fibres. 
Each climbing fibre is connected polysynaptically to a 
Purkinje cell and is capable of firing it. The mossy 
fibres are mapped many to many onto the granular cells 
whose axons, the parallel fibres, pass through the 
dendritic trees of the Purkinje cells. There are also 
three other types of cell - the Golgi cell, the Stellate 
cell / . 
cell and the Basket cell. In effect, in Marr's model, 
each Purkinje cell, which is claimed to provide the 
instruction for an elemental movement of the organism, 
functions as one output line of an Associative Net. 
The input lines are the parallel fibres, each one making 
no more than one synaptic contact with any Purkinje cell 
dendrite tree, since these trees lie in planes 
perpendicular to the direction of the parallel fibres. 
Each input line is only connected to a selection of 
output lines. (Figure 19). 
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He suggested that the mossy fibre input transmits the 
'context' associated with the firing of a Purkinje cell 
by its climbing fibre. The synapses between the 
Purkinje cell dendrites and the parallel fibres activated 
by the mossy fibre input are facilitated so that on 
subsequent occasions,input along the mossy fibres alone 
is sufficient to excite the ~ppropriate Purkinje cell. 
More than one context may be associated with the firing 
of the same Purkinje cell (just as in the Associative 
Net more than one input message will excite the same 
output line). Each Purkinje cell may be influenced by 
about 200,000 parallel fibres passing through its 
dendritic tree, which are activated by about 7,000 mossy 
fibres. The number of mossy fibres active at one time 
is assumed.to vary between 20 and 200,and the number of 
parallel fibres consequently active (~1) is set by the 
inhibitory Golgi cells. which control the granular cell 
thresholds. In retrieval, the Purkinje cell thresholds 
are set by the Stellate cells which sample the parallel 
fibre activity. As a result, these thresholds are not 
able to be set at the number of active parallel fibres 
M crossing a dendrite tree, but at a value pM,1 where p 
is a number close to 1 . In determining how this system 
may function optimally,,Lt is required, unlike in the 
case of the Associative Net, that a lower limit be set 
on the value of M. 
active / . 
This is to ensure that all the 
active mossy fibres which form the input to the 
granular cells are represented in the granular cell 
input along the parallel fibres. Secondly, M must be 
large enough for a reliable sample of the parallel fibre 
activity to be taken by the Stellate cells. Marr 
observed that, provided these two conditions were met, 
M should be as small as possible in order that the 
number of contexts one Purkinje cell would be able to 
learn, without there being a large probability of error 
in its response, should be as large as possible. He 
calculated that if M is set at approximately 500 (but no 
less than 500), with 70% of the synapses of a Purkinje 
cell dendrite tree modified, the probability of a Purkinje 
cell responding when it should not, or remaining 
inactive when it should fire, is in each case no greater 
than 0.01. Under these conditions about 200 different 
contexts could be learned by each Purkinje cell. Apart 
from the complexities introduced because the number of 
active parallel fibres may vary subject to a lower limit 
and the Purkinje cell ·thresholds are set by sampling 
techniques, the crucial point of difference between 
Marr's analysis and that for the Associative Net is that 
the output from each Purkinje cell is supposed to initiate 
an elementary movement of the organism,independently of 
what other Purkinje cells are doing. As a consequence 
he did not consider the collective behaviour of a set of 
Purkinje / 
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Purkinje cells and so did not reach any conclusion 
about the cerebellum's information efficiency. We have 
shown that an Associative Net with constant thresholds on 
the output performs efficiently; Marr's model should be 
able to do like\vise, although the efficiency may be 
adversely affected by the relatively large number 
of parallel fibres active in the stimulation of a 
particular Purkinje cell. 
2.6 Conclusion 
Although Marr's theory rests on the unverified 
hypothesis that the parallel fibre/Purkinje dendrite 
synapses are modifiable, he does relate closely his 
theoretical concepts to the large amount of experimental 
detail concerning the cerebellum. 
For that reason, and since we have shown that the 
underlying logical principles of the Associative Net and 
the neural representation of it which we have suggested 
do have close ties with his cerebella! model,we have some 
confidence that at least one of the distributed models 





The mathematical relationships between the 
distributed models of memory that we have investigated 
will be summarised by relating our models to the linear/ 
non-linear dichotomy we discussed in section 1.6. 
Equations 1.1 and 1 .2, which relate the output a 
to the input ~ of a class of memory models, are 
a = 
a = 
-1 M DM~ .. 
((M-1DM]J3] 
. . ( 1 . 1 ) ( linear) 
(1.2}(non-linear) 
We take a to be an NA-vector, ~ an NB-vector. We choose 
M to be the square discrete Fourier Transform matrix 
1 ( 21ti ) with components Mjk = N exp ~jk , where N equals NA or 
-1 
N~ as appropriate. M is the inverse of M. The NAxNB 
matrix D initially has components D = ~ , so that before pq pq 
storage the output is either a simple linear (equation 1.1) 
or a non-linear (equation 1 .2) function of the input. 
In all cases we will suppose that R pairs of 
messages (~(r},B(r)) (r=1 ,2, •.. R), represented by the R 
columns of the matrices A and B, are to be stored in the 
model under consideration. The components of A and B 
are only allowed to take the values 1 or 0. 
The Correlograph 
The R message pairs (A(r),B(r)) are stored by 
choosing / 





~ qr, . 1 0. 1 
where ~A =f-·!A and ~B =MD. 
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We have shown in section 4.5 that, for this situation, 
equation 1.2 is applicable to the non-linear 
Correlograph. 
The Holophone 
We now choose A and B to be identical and construct 
a new matrix AA, to be used in place of A (and B). The 
components of A are mapped one-to-one onto the 
components of AA - namely AA .. = 2A .. -1. 
1J 1J 
AA .. can thus 
1J 
have the value +1 or -1 • The matrix D is constructed 
as for the Correlograph, except that in equation 10.1 
AA replaces A and B. The stored message pairs are thus 
(AA(r) ,AA(r)) and a fragment AA'(n) is used to retrieve 
the rest of AA(n) from the memory. Equation 1.1 becomes 
= M-
1 DMAA' (n) 
This is identical with equation 3.1 h (page 34 ) and thus 
describes the functioning of the linear Holophone. 
The Off-diagonal Holophone 
D is now allowed to have non-zero components in 
off-diagonal positions, namely 
R 
D = pq L 
r=1 
A B* 
~pr ~qr · 10.2 
If, as for the Holophone, we store the message pairs 
(AA(r) ,BB(r)) / . 
179. 
(r) (r) 
(AA ,BB ) , whose components are linearly related to 
those of (A(r),A(r)) then, as we demonstrated in section 
·3.7 (nage 46 ), equation 1.1 now describes the behaviour 
of the linear Off-diagonal Holophone. 
The Symmetrical Associative Net 
In the case of the Svmmetrical Associative Net, 
which stores message pairs of the form (AA(r),BB(r)) 
where BB .. =2B .. -1 and A and B are chosen independently, 
lJ lJ 
then with D as chosen for the Off-diagonal Holophone we 
have shown in Chapter 7, (page 135) that this is a non-
linear model, described by equation 1 .2. 
The 1v. S. A. N. 
This is identical to the linear Off-diagonal 
Holophone except that a non-linear operation is performed 
in the retrieval process. Although it does not fit into 
our linear/non-linear dichotomy, we shall call it a 
linear model after the manner in which its store is set 
up. It is best described by the equation 
ex = 
The Associative Net 
Finally if,as for the Correlograph, A' and Bare 
chosen independently and message pairs (A(r),B(r)) are 
stored directly then, as we saw in section 4.5 (page 7JA), 
the mathematics of the non-linear Associative Net are· 
summarised in equation 1 .2. 
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We have considered in some detail five of the 
family of memory models which are described by equations 
1 . 1 and 1 . 2. All are distributed associative memories 
which are distinguished one from another by the form of 
their memory matrix D, whether the inform~tion is handled 
directly or firstly undergoes a simple en~oding operation 
and whether they are linear or non-linear systems (the 
1if.S.A.N., which we have called a linear model is in fact 
not strictly described by equation 1 .1) The non-linear 
models considered possoss the. advantage of having 
relatively simple logical structure. This enabled us to 
make general statements about their behaviour and led us 
to investigate in detail the properties of two of them -
the Correlogranh and the Associative Net. It was shown 
by analytical and computer simulation methods that, if 
they are allowed to deal with highly redundant messaees, 
then they can be made to work efficiently in storing and 
retrieving information when compared with the best that 
can be expected from information theoretical considerations. 
Furthermore, it was shown how they can be modified to 
perform a wide range of relevant tasks efficiently. In 
particular, we considered the biologically important 
questions of how the memories could function in the face 
of damage to the store locations or to the address 
messages used in recall. We looked at the models acting 
as content-addressable devices in which an arbitrary 
part / . 
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part of a stored message was used to retrieve the rest. of 
it from store and we showed how the Associative Net could 
learn a sequence of instructions with the aid of a 
feedback mechansim. We speculated on a way by which the 
Associative Net could be used indefinitely and analysed 
the behaviour of these models acting as recognition 
devices. With regard to the Symmetrical Associative Net 
which was the other non-linear model that we looked at, 
we were able to show that it could perform relatively 
efficiently, whether damaged or undamaged, when it is 
dealing with messages containing no redundancy. In all 
three cases we have been careful to point out that there 
is no guarantee, even if the system is working at its 
maximum efficiency, that a message will be retrieved 
perfectly. This is due to the nature of a distributed 
store, in which each location may not be identified with 
the storage of just one message pair. In the three 
models we have considered the fractional information loss 
at maximum efficiency is small, and can be reduced to 
whatever level is required by loading the system more 
lightly, thereby decreasing the information efficiency. 
In order to limit our problem we have had to make 
many assumptions and many topics which border on this 
work have had to be left aside. We have employed 
information theory to tell us how good our memory models 
are. We do, however,realise that efficient usage of 
storage / 
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storage space may not be the only desirable property of 
a memory. For example,it may be important to minimise 
the number of elementary operations that a memory uses 
in performing a particular task. 
Since in general we have not had a concrete physical 
model in mind, we have concentrated on finding the 
optimum conditions under which our memories may perform 
particular tasks,rather than demonstrating in detail how 
these conditions are achieved. For example,we have 
assumed that the messages to be processed may be repres-
ented as binary vectors of the right length, each 
containing the correct number of 1 's and O•s, without 
explaining how we envisage these coding operations are 
to be carried out. 
Our study of memory has, however, not been completely 
abstract. From time to time we have been guided, in 
particular in our work on the Associative Net, by 
keeping an eye on neurophysiological implications. In 
fact, as we saw in Chapter 9, it is the translation of 
this model into neural terms which gives us hope that at 
least some of our models of distributed associative 
memory have biological relevance. 
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The Holophone- Recent Developments 
D. J. Willshaw 
and 
H. C. Longuet-Higgins 
Department of Machine Intelligence and Perception 
University of Edinburgh 
In this paper we review some of the properties of the holophone (Longuet-
Higgins 1968a and b), which is a device analogous to the holograph (Collier 
' 1966) but working in time rather than in space. It was invented to illustrate 
the principle of non-local information storage as applied to temporal signals, 
a principle which may very well be used in the human brain. But whether or 
not this is so, it seems worth while to explore the behaviour of the holophone 
in some detail, since the device might find application in man-made memory 
• systems. 
' Before embarking on mathematical details, it may be helpful to indicate 
: some of the properties of the holophone, viewed as a black box with one input 
j channel and one output channel. Three properties are of special interest: 
1. It can be used to record any input signal which lies in a certain 
frequency range and does not exceed a certain length. If part of a 
recorded signal is then put into the holophone, the continuation of 
the signal emerges, in real time. In this paper we investigate the 
.. l amount of noise associated with the playback. 
} 
: 2. Several signals can be recorded on the same holophone. If the 
:j 
, signals are random, an input cue from one of the signals will evoke 
the continuation of that same signal. The accompanying noise 
increases with the number of recorded signals. 
3. The holophone can be used, like an optical filtering system, for 
detecting the occurrence of a given segment in the course of a long 
signal. What one does is to record on the holophone the segment 
of interest followed immediately by a strong pulse. The long signal 
is then played into the holophone; immediately after an occurrence 
of the recorded segment a pulse will emerge from the holophone. 
This property has not been discussed before, and we shall present 
the relevant theory. 
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In essence the holophone is a bank of narrow-pass filters, connected in parallel 
to an input channel, and also connected in parallel, through amplifiers of 
variable gain, to an output channel. The memory of the system resides in the 
gains of the various amplifiers. Figure I illustrates the layout of the system. 
The recording of an input signal is carried out in two stages. The first 
stage, which corresponds to the .formation of a latent i~age in photography, 
is to measure the power transmitted by each filter dunng the passage of the 
signal. This calls for a set of integrators, which are not shown in figure 1. 
f (t) g (t) 
Figure 1 
The second stage, corresponding to photographic development, is to turn up 
the gain of each amplifier by an amount proportional to the value stored in 
the corresponding integrator. The overall result is to change the response 
function of the holophone by an amount depending on the temporal auto-
correlation of the recorded signal, and this is the secret of the device. But 
these cursory remarks are unlikely to carry conviction without further 
argument, so we now give a brief account of the underlying mathematical 
theory. 
Letf(t) be an input signal and lethk(t) be the output of the kth filter. Each 
filter must respond linearly 
h,(t) = c R,(t)f(t-t) dt, 
and its response function must be of the form 
tl 
Rk(r) =-e- 1'r cos kwr. 
n 
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The quantity Jl in this expression represents both the bandwidth of every 
filter and the spacing between the resonant frequencies of neighbouring 
filters, so that the given frequency range is fully covered. For a particular 
setting of the amplifiers the output signal g( 1) is given by 
g(t) = "[.Akhk(t), 
k 
where Ak is the gain of the kth amplifier. 
Suppose now that we wish to record a signal f( 1) which is over by the 
time 1 =0. We arrange for the integrators to measure the quantities 
Wk(J) = [J(t)e'"'h,(t) dt, 
which may be thought of as the amounts of work done by f( t) upon the 
various filters, with greater weight attaching to the more recent events. (It 
can be shown that the Wk are essentially positive quantities, a point of 
importance for what follows.) Subsequently, at leisure, we increase each 
gain A k by a proportional amount, namely 
~A k = (2n},j p) Wk. 
This process has the effect of altering the response function of the holophone, 
defined by the equation 
g(t) = J~ M(T)f(t-T) dT. 
Detailed analysis shows that when Jl is small the change in M due to the re-
cording off is 
AM(T) = -<[J<t')e2'''''-•lj(t' -T) dt'. 
This is a time-weighted autocorrelation integral of the recorded signal. If 
the duration of fis short compared to p-1, the exponential term in the inte-
grand may be neglected; if it is much longer the earlier part of the signal will 
be forgotten. The quantity p-1 therefore sets an effective upper limit on the 
length of signal that can be recorded. 
Suppose that initially all the amplifier gains are zero, so that M( r) ::::0, 
and that a signalfis then recorded. After the recording the response function 
of the holophone will be given by the above "expression for ~M( r ), and a 
new input signal/' will give rise to an output 
g(t) = -<J~ AM(T)j'(t-T) dT 
=i. J ~[[J< t') e2"(<'-<lj( t'- T) dt']f' (t -T) dT. 
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It might be supposed that this output is merely an indistinct 'echo' off', and 
in general this will be the case. But if fis a sufficiently complicated signal, and 
if f' happens to be an excerpt from it, a different conclusion must be drawn. 
To see why, let us begin by writingg(t) in the alternative form 
g(t) = )J~J(t')C(t,t') dt', 
where C(t,t') = J~ f(t'-<)e 2"W-rlj'(t-<) dt. 
For times t after the end of the cuef', the integral C becomes a function only 
oft-t': 
C(t -t') = J: rof ( t' -I +s) e2"w-r+•>j' (s) ds. 
It then represents (see figure 2) the degree of resemblance between the cue!' 
and the section off that was played into the holophone t- t' units of time 
ago. If f is sufficiently irregular, C(t-t') will be small unless t-t' equals 
some fixed time interval 0. We deduce that in these circumstances 
g'(t) = -rJ(t')C(t-1') dt'ocf(t-0). 
so that the output g' will approximate to a continuation of the recorded 
signal f, carrying on from the moment at which the cue comes to an end. 
This is our first important result, anticipated at the beginning of the paper. 
0 
I 











The recall of a whole recorded signal by presentation of an excerpt from it 
is analogous to the phenomenon of 'ghosts' in holography. Two objects are 
illuminated by the same coherent light source, and the scattered wavefronts 
are made to produce an interference pattern on a photographic plate. One 
of the objects is removed, and the other is illuminated as before and viewed 
through the interference pattern. A ghost of the absent object is seen beside 
the object which is actually there. In the temporal case the recorded signal/ 
represents both objects, while the cue f' represents the object which was left 
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in position during the viewing process. There is only one non-trivial difference 
between the two cases: the cue f' can only evoke that part of the recorded 
signal which followed it, not the part which preceded it. It is possible, how-
ever, to evoke a time-reversed form of the earlier part off by playing the cue 
in backwards! The interested reader may care to establish this curious 
property for himself. 
Before turning to the question of noise in the playback we shall explain how 
the holophone can be used as a recognition device, since this promises to be 
one of its most useful applications. Suppose that we are faced with the 
problem of detecting the occurrence of a short segment f' in the course of a 
long signal! (Bothfandf' are assumed to be 'noise-like', having no marked 
periodicities.) What we do is to record on the holophone a signal consisting 
off' followed immediately by a strong pulse at t=O. The response function 
of the holophone will then become 
M (~)=A r 
00 
[ 0( I')+ J' (I')] e2"(t'-<l [ 0( 1' -~ )+ J' (I'-~) J dl'. 
Expansion yields four terms, of which the third vanishes because f' ('r) = 0 
for positive -r and the fourth may be neglected if the pulse c5(t') was strong 
enough compared with the segment/' ( t'). On this assumption 
M(-r) = J.[c5(-r)+e-2JJrf'( --r)] 
so that g( 1) = Af( 1) +A J ~ e- 2"'!' (- ~)f(t-~) d~. 
In this expression for the output evoked by f( t ), the first term is uninteresting, 
being merely a playout off itself. But the other term is a weighted correlation 
between f and J', and will make a sudden sharp contribution to the output 
whenever the recently received section off is identical with the recorded 
segment f'. The prepared holophone therefore emits a sharp pulse immed-
iately after any occurrence of the segment which it has been designed to 
detect. This property of the holophone is precisely analogous to the use of 
holography in the detection of special features such as printed words in an 
extended spatial pattern such as a page of a book. 
An important question about the holophone is: how much noise will accom-
. pany the playback evoked by a cue taken from a recorded message? There is 
one special case which can be quickly disposed of, corresponding to the case 
· of a collimated reference beam in holography. If the signal to be recorded 
consists of a strong pulse followed by a weaker signal of some sort, then after 
the recording has been completed the input of a pulse will evoke the weaker 
signal virtually free of noise. The reason is simple: in our earlier expression 
:for C(t-t'), f'(s) becomes c5(s-tz), that is, a pulse at time t2, and in 
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f(t'- t+s) the only significant term is that arising from the recorded pulse 
namely c5(t'-t+s-ti), where 12-lt=O. Hence , 
C(t-t') = e2JI(r'-r+r2>c5(t'-t+0), 
and our expression for g( t) reduces to 
g ( t ) = A e 21111 f ( t - 0) oc f ( t - 0) . 
But the more general case must be considered, and to this end we have 
reformulated the mathematics in discrete terms, assuming all signals to be 
short enough for the exponential decay factor to be neglected. For further 
convenience we have also imposed a cyclic boundary condition on the time 
dimension, and regarded each signal as a set of numbers associated with the 
vertices of a regular N-sided polygon. The recorded signal is then represented 
by a set of N numbers, each of which is assigned the value + 1 or -1; the cue 
is taken to be a limited selection of L of these numbers at adjacent vertices, 
the other N -L being assigned the value 0. No loss of generality is then 
suffered by writing the cue as 
where the recorded signal is 
With these simplifications the following non-rigorous argument leads to a 
tentative expression for the signal-to-noise ratio of the 'playback' [ gL+ 1, ••• , 
gN] evoked by the cue[/{, .. . ,JN]. Defining Cm by the equation 
C, = Lf~fn-m' 
n 
we may write g; in the form 
g; = IfjCi-j· 
j 
The sum on the right-hand side includes N terms, one of which may be 
expected to be much larger than the others, namely that for which i = j. The 
value of C0 is in fact just L, since each of the components off' matches one 
off But every other term C;_i is the sum of L elements each of which is + 1 or 
-1 with equal probability (if the components are random). So taken to-
gether these terms have a variance equal to ( N- 1 )L, while the square of the 
amplitude of the signal- the term in Co- is just L2. The signal-to-noise ratio is 
therefore V./( N-I )L, which simplifies to L/ N when N is large. 
The above argument suggests that the signal-to-noise ratio should be 
approximately equal to the cue length divided by the length of the recorded 
signal (for long signals), but we thought it advisable to check the result by 
computer simulation. PoP-2 was chosen as the program language. The 
following operations were carried out: 
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I. TheN components of an input signal were generated with the aid of a 
pseudo-random number generator. 
2. The first L of these were used to calculate the correlations Cm 
defined above. 
3. The N-L components of the playback signal were then calculated 
according to the above equation for g;. 
4. Of these components approximately half arise from signal components 
equal to + 1, and for this subset the signal-to-noise ratio was 
calculated from the formula 
(S/N)+ = (gav) 2 /((g2 )av-(gav)2 ). 
5. The same was done for the components arising from signal 
components equal to -1, and the two results were averaged to give 
an overall signal-to-noise ratio for the entire playback. 
\ A sample set of results is shown below. A single SOl-component signal had 
! been recorded, and cues of varying length were used to recall it. The corn-
; puted and theoretical values of the signal-to-noise ratio are tabulated against 
· the number of components in the cue. 
























The computed signal-to-noise ratios bear out the theoretical expression 
rather well in this case. 
We also thought it advisable to test our theoretical estimate of the signal-
to-noise ratio when several signals have been recorded on the holophone, and 
a cue from one of them is used to recall the rest of it. A straightforward 
extension of our earlier argument indicates that in this case the signal-to-
noise ratio should equal the cue length divided by the combined length of all 
the recorded signals. To test this prediction we recorded ten signals, each of 
151 components, and provided cues of varying length from arbitrarily 
selected signals. The results were as follows: 
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Here the agreement is less good, so we checked our last three values by 











Presumably the discrepancy between the computed and the theoretical 
ratios is due to the non-independence of the various Cm, a feature which 
assumes greater importance for smaller values of N. Be that as it may, the 
computations show that the primitive theory (which assumes them inde-
pendent) is at least roughly correct, and may be used as a basis for rough 
predictions about the behaviour of the holophone (and, for that matter, the 
holograph). 
The above results show that the holophone will indeed function as a content-
addressable memory, but that in this role it has rather distressing noise 
characteristics. Used as a recognition device, however, it should perform 
much more satisfactorily, and might even assume some technical importance. 
Let us briefly examine the theory of this process, using the same simplifica-
tions as were introduced earlier. Using [l{,f}., .. . ,fL] to denote the signal 
which is to be recognized, and[ ... ·1-t,fo,Ji., .. . ] to denote the input signal, 
we obtain the following simple expression for the detection signal: 
L-1 
11gi = I fi-kf{-k. 
k=O 
If for some value of i the relationship 
fi-k = f{-k 
holds for k=O, ... ,L-1, then the ith component of the detection signal 
will be a spike of height L, and a spike of this height will signify with cer-
tainty the occurrence of I' in f. 
A more interesting and realistic problem is that of detecting a slightly 
noisy version off' in the longer signal f. The amount of noise in f can be 
specified by a parameter p which is the probability that the sign of a particular 
component off' is wrongly quoted in the input signal f. For this noisy occur-
rence of I' to be detected, the threshold of the detection device must be 
lowered below the value L, but not too much or else it will emit false alarms. 
A sensible criterion for optimizing the threshold is to lower it until the 
increase in false-alarm probability equals the increase in probability of detec-
tion. On this criterion the optimum threshold T is found to have the value 
T=L(I +2flog2p), 
when p is small and L is large. 
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Like the holograph, the holophone is a non-local, content-addressable 
storage and retrieval system. It further resembles the holograph in employing 
highly parallel logic and in being relatively invulnerable to damage of indi-
vidual components. It was these characteristics which seemed to recommend 
it as a possible model of the human temporal memory- though in this con-
text it must be viewed with all possible circumspection. The computations 
which we carried out to simulate its performance brought home to us the 
extreme difference in speed between the action of a holophone (which de-
livers its playback in real time) and the running of a computer program 
designed to simulate it. The difference is due, of course, to the fact that if the 
recorded signal is of length N, then N3 separate acts of multiplication are 
needed to construct the output evoked by a cue. It is for this reason that the 
holophone, like the holograph, may be more useful as a hardware device 
than as a software subroutine - if it eventually finds a place in computing 
technology. 
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Non-Holographic Associative Memory 
by 
D. J. WILLSHAW 
0. P. BUNEMAN 
H. C. LONGUET-HIGGINS 
The features of a hologram that commend it as a model of associative 
memory can be improved on by other devices. 
Department of Machine Intelligence 
and Perception, 
University of Edinburgh 
THE remarkable properties of the hologram as an in-
formation store have led some pcople 1 • 2 to wonder whether 
the memory may not work on holographic principles. 
The!'(} nrc, however, certain difficulties with this hypothesis 
if the holographic analogy is pressed too far; how could 
the brain Fourier-analyse the incoming signals with 
sufficient accuracy, and how could it improve on the 
rather feeble signal-to-noise ratio3 of the reconstructed 
signals ? Our purpose here is to show that the most 
desirable features of holography arc manifested by 
another type of associative memory, which might well 
have been evolved by the brain. A mathematical in-
vestigation of this non-holographic memory shows that 
in optimal conditions it has a capacity which is not far 
from the maximum permitted by information theory. 
Our poin:t of depa.rturc is Gabor's obscrvationM that. 
any physical system which can correlate (or for that 
matter convolve) pairs of patterns can mimic the per-
fonnance of u Fouricr hologrnph. Such a system, which 
could lw set up i 11 any school physics laboratory. is shown 
in Fig. 1. 'J'hP nppnmtus is designed for makiug ''corrf'lo-
gmms ·· lwt \\'I'Pil pairs of pinhol<• pattPI'ns, nnd then using 
tlw corn-Iogmm unci one oft lw pnt tPrns for reconstructing 
B c 
Fig. 1. Constructing a correlogram. ]) is a diffuse liJZht suurTP, La lens 
and C the plane of the correlogrnm of A with 1:. 
its partner. One of the pinhole pattems is mounted at A, 
and the other at B. The distance between them equals f, 
the focal length of the lens L. A viewing scrcPn is plnc<>d 
at 0, at a distance f from the lens, n.nd a diffww light 
source is mounted behii1d A. The pattern of bright dot~ 
appearing at C is t.he cor-r<>logram between the paUPrn at 
A and the pattern at B. l<'ormnlly, 0= A* B, where tlw 
asterisk stands for convolution and A is the result of 
rotating the pattcm A through hnlf a tum round t ht• 
optical axis. If A and B were interchanged, the putt<'rn 
at C would be B *A= A * B = 0, so that the correlogmm 
would be inverted. This is clear enough if B is a pinholt•. 
and shows that. the order of the pat torus is important. 
To recover pattern A from pattern lJ we con\'(wt t.he 
corrclogram into a pattern of pinholes in a black card and 
place the light source behind it, so that the light shin<'s 
through 0 and B on to a viewing screen at A (Fig. 2) A 
pattern of spots now appears on the viewing screnn. A 11 
the spots of the original pattern A are present, hut a 
number of spurious spots as well. If the pinholes were 
infinitesimal and there were no diffraction effects tlw 
reconstructed pattern would be 0 * B=A * B * B, just as 
in Fourier holography. If B were a random putt<•rn, out-
could argue, B * B would approximate to a delta funct iorl 
nt the origin, so that the recoustructed pattern would look 
like a slightly bespattered version of the original pat t<>ru 
A. How can we pick out the genuine spots from t h<' 
others? 
To solve this problem let us simplify the set-up by 
removing the lens (Fig. 3). Suppose, for example, that 
A has two holes and B has tlu·ee. Then the puttem C 
will consist of six bright spots (barring coincidence:;}. 
\Vhen these spots are converted into pinholes and 
illuminated from the right, a total of 18 ( = 6 x 3) rays will 
emerge from Band impinge on the screen at A. But we 
shall not sec eighteen spots on this screen, because six of 
the rays will converge, in sets of three, on to the two points 
L 
A B 
Fi:J, ~. Reconstructing a pattern. ---, Paths traversed in Fig. 1; 
---,paths not traversed in Fig. 1. 
D 
of t lw original pat tem. The other tweh·e rays will give 
rise to spurious spots, but (again barring coincidences) 
these spots will be fainter than the genuine ones. \Ve can 
t hereforc expect to be able to pick out the wheat from t lw 
chaff with a d('tcctor with a threshold :-;lightly les:-; than 
t hrcc units of brightness. 
This reasoning applies equally to the "correlograph ", 
with lens, illustrated in }i'igs. 1 and 2. So, having found 
how to get rid of the unwanted background in recon-
structing A from B and C, we can now envisage the 
possibility of constructing multiple corrclogram:-;, 
comp~sing all the spots present in cl= AI * Bl or in 
C 2 = A 2 * B 2 , and so on. The presentation of B 1 should 
evoke A 1, presentation of 132 should e\·oke A 2 , and so Oil, 
up to the limit set by the information capacity of the 
sn;tcm. But what is this limit ? 
· To answer this question let us evade the complicated 
(and basically inelevant) issues raised by the finite wave-
length of light, edge effects and so on, and pose the 
question in terms of a discrete, and slightly more abstract, 
model. \Ve suppose A, IJ and C to he discrete spaces, each 
containing N points, a 1 to aN, b1 to bN, and c1 to c.v. The 
point.-pair (at, b J) is mapped on to the point ck if i- j = k or 
1.:-X. Conversely, the point-pair (c1.·, b1) is mapped on 
to a; if the same condition is met. Imagine now that we 
have R pairs of patterns which we wish to associate 
t ogcthcr, each pair consisting of J11 points selected from 
A and another 1l1 SC'Iccted from B. The total number of 
point-pair·s determined by all the pairs of patterns will be 
RN~, and we may think of this number of "rays" striking 
C. Htlwy impinge at random, the prohability of any point 
C1; not being struck will be 
cxp(- RJ11 2 /N) =I- p, say 
The correlograrn for the whole set of R pairs will then 
consist. of the remaining pN points of C. 
Now consider the reconstruction process. One of the 
B-patterns, comprising J11 of t.he points b1 to bN, is 
sclC'ctcd, and combined with the correlogram to produce 
pNJI "rays" impinging on A. Each point of the original 
A -pattern will receive exactly JVJ rays, so that we should 
set the tlu·eshold of our detector at .11! if we want to pick 
up a11 the original points. Now considC'r any on0 of th0 
1Y -J/ other points in A. It may rccPi\'(' a ray thr·ough 
nn~· on0 of thP J/ "hol0s'' in B; the' prohabilit~· thnt it 
A I c B 
:Fig. 3. Showing that original spots nre w·nerally brighter. 
r'<'C<'in's a ra~· thm11gh a gin'n hoiP is just ]J, for· this is t.h' 
('hnrH~1· that tl11• poi~J~, on C "lwhin~l" tlw hol<~ belongs 1:, 
t lH' eorrl'logmm. I hn ('hancf• of 1111 unwm1ted p~ 1 iut 
mnching t ho t lm~:.;)lOid is thus pM, and the proba}))p 
mnnlwr of spurious points of bright IH·ss J/ is consequent.lr 
(N- M)pM. lf .M is a fairly lmgc numb(~r, this will be~~ 
spn:.;it in~ function of p, and for given Nand Jl the' critieal 
value of p above which spurious points hegin to nppPnr· 
1na.y bn found from the n'lat ion 
(N- .ill)pJI = 1 
Alt<'nlnti\'(dy, this may be \·iewed as a relation which sets 
a. lower limit to the value of .1li for gin~n ndues of Nand p. 
A slightly safPr estimate is givPn b~· 
Sp.ll = 1, or 1l1 = - logN flog p 
If 1.ll falls bP low this value', the reconstruct ion will be 
nuuTed hy spurious points. 
Kext wn enquire about the amount of informatiou 
stored in the nw1nory when R pairs have been 1nemorized 
and J.ll satisfies the aforementioned condition for accurate 
retri<~val. \Vc can evoke any one of R A-patterns h\· 
presenting the appropriate 13-pattl'rn. There are (j~) 
possible A-pat.tems altogether, so the amount of infonna-
t ion needed to store any one of thorn is log ( ,;';), which 
is roughly .Jl log N natural units of infCwmation. The 
total amount of information stored is, therefore, approxi-
mn.tPly 
I= R.1l1 log .1.Y natural units 
But according to our original ealculation of p 
RJ/ 2 = -N log (1-p) 
and if we arc working at tlw limit of accurate retrieval 
.J/ = -log .1.V / log p ~ log2 N (sec below) 
It follows immediately that 
l=N log p Jog (1-p) 
As one might have anticipated, this expression has its 
maximum value when p is 0·5-when the correlogram 
occupies about half of C'. 
\Vhat is remarkable is the size of 1 111 ux· 
lmax=1\'(log 2} 2 natural units=N log 2 bits. The 
maximum amount of information that could possibly be 
stored in C is N bits. So the correlograph, in this discrete 
realization, stores its information nearly (logc2 = 69 per 
cent) as densely as a random access store with no associa-
tive capability. 
As described, the discrete corrclograph, like the holo-
gr·aph, will "recognize" displaced patterns. If an A-
pattern {ai} and a B-pattern {bJ} have been associated, 
then presentation of the displaced B-pattern {bJ+d} will 
evoke the displaced A-pattern {at+d}· 
But the resemblance does not cease there. Just us in 
holography, the information to be stored is laid down (i) in 
parallel, (ii) non-locally and (iii) in fntch a way that it can 
surviv<' local damage. In parallel, because each mapping 
(a;,b1)---C1.' can be effcctPd without reference to n.ny othl'l'; 
the same applies to the rcconstructivc mappings (ck,b1)- ·a;. 
Non-locally, because the presence of at in an A-pattern is 
registered at 1H separate points on the correlogrmn, one, for 
each point of the B-pat tern. And robustly, because if the 
s~·stem is not stretched to its theoretical limit it can (as we 
shall show elsewhere) be used for the accurate reconst ruc-
tion of A-patterns even when some of the corrC'logram is 
"ablated" and/or t.lw B-pattcrns arc inaccurately pre-
sented. But it can only be nmde secure against such 
contingencies b~- sacrificing storage capacity-as onP 
would expect. 
In our discussion of the process of reconstruction we 
had occasion to note that a point C1.· might owe its presence 
on the corrclogram to the joint occurrence of (at,bJ); but 
that if a pattern were presented containing the point bJ+d• 
the "ray" (ck,bi+d) would light up the point at+d, which 
might never have occurred in any A-pattern. It was 
this f'<·atu.J'P \\'~lich Ulld<·rlay tlw ability of the system 
to r<'cogJuzc dlsplnec·cl patt.<•J'Ils; but the same featurn 
i:; n slight eJnban·assnu•ut wh<'ll Olll' comes to consid<·r 
how a diserd<~ Coi'J'elogmph. with the l'l~eonstruetive 
facility, could b<~ n~aliz<·d in neuml tissue. 'Ve will 
not. dwell on this point. ~~xcepL to acknowledge that. 
it. was drawn to our att<mt1on by Dr 1<'. H. C. Crick, to 
,,·lwm H. C. L.-1-1. is imldJted for provocative comments. 
But it led us OH to a further rofint>Jll('llL of our model in 
\\'hicl~. a giveH yoint Ck. is udmittc·d to the c~oJTPiog/11111 
on!,\' If the partiCular pmr (at,bJ) occurs in OJW oft he pairs 
of pattm·ns, and not ot lwrwise. On this ussumpt io11 there 
1.night be as nutny us A' 2 separate point-pairs to take into 
account, and a conospondingly large number of points 
in the space C. 
In this fol'In our nssoc~iat in~ me1nory model censes to be 
a correlograph, having lost the ability to recognize dis-
plac('(l patterns, but; it:;; in format ion capacity is now 
pot C'Jlt ial ly far greater than be for('. To show this, we 
will adopt a rather different type of n'}))'escntation, in 
which the points of A become NA parallel linos, and those 
of 13 become N n parallel Iincs. The points of C arc the 
NAN n i~1tcrscctions between the lines ai and the lines b1• 
In th1s network Jnodel, us before, a particular point of 
0 is included in the active set if the pair of lines (a 1,b1) 
which pass through it have been called into play in nt. 
least one association of an A-pattern with a B-1;attorn. 
Let us suppose that R pairs of patterns have been 
associated in this way, each pair comprising a selection ·)f 
.M :1 linos from A and J.11n lines from 13. Then the chaneP 
that a given point of C has not been activated hv tlw 
recording is ·· 
oxp(-RJ.lfA.Jfn/Nc:)=I-p, say 
where we have written N c for NAN n. If B-patterns arc 
bl ing used to recall A -patterns, then there will be a 
minimum \·nluo of J.lln such that if the threshold on the 
A-lines is set at J.lf n (so as to detect all the genuine lines) 
spurious lines will begin to be detected as wp)J. (The 
argument is just the same as that applied to tl10 corrolo-
grnph earlier on.) This minimum value of J.li n is given by 
NAJ1~ll B =I 
or J.lf n = -log NAflog p ~1og2 N A 
Now the amount of information stored in the nwmory 
when R pairs of A-patterns have been memorized is 
roughly 
IA=RJ.lfA log .N.-~ 
But from our equation for I - p 
RJ.lf~tllfn= -Ne log (l-p) 
therefore 
I .. ,=Nc logp log (I-p) 
showing that, as in the correlograph, the density with 
which t hi' associat ivc net ::;ton•s information is 69 per cent 
of the t lwon~t ical maximum value. 'Ve Jnav note, in 
passing, that 1 n, defined as RJJ n log r..· n, is al~o <'qual to 
.J..Yc log p log (1-p). 
An assoeintin~ network of this kind also opcrutC's (i) in 
parallel (ii) non-locally and (iii) in such a way that local 
damage or inaccuracy is not. necessarily disastrous. \Ve 
intt'nd to go into the detnils of (iii) elsewhere. \Ve now 
succumb to the temptation of indicating how such nn 
nssoci:1t i\'(' momOJ-y might be realized in neural tissuP 
though, as Brindlcy has pointed out6 , function need not 
dctcrminc structure uniquely. 
The system we han~ in mind is represented diagram-
matically in Fig. 4. The horizontal lines arc axons of the 
N n input neurones b1 ,b 2 , •• , while the vertical lines are 
dcndrites of the NA output neurones a 1 , a 2 , •• , • At the 
intersection of b1 with ai is a modifiable s~nmpsc Cif. This 
synapso is initial!~· inactiv(', hut becomes active after n 
coincidence in which at and b1 arc made to fire ut the same 
time b~· some external stimulus. Such a coincidcncP i:;; 
Out put lines 
Fig. 4. An a~80ciath·c net. 
supposed to occur if an A-pattern containing a; is prest'lltl'd 
in association with a B-pa.ttern containing bi. After tho 
activation of C;J (which wo regard as a permanent <'fft'ct) 
the firing of b1 will locally depolarize t lw mcmbrn1w of 
a1. The output neurone ai is then suppm;ed to fin' if 
.:.11 n or more input coils depolarize it. simultant'ousl)·. 
In Fig. 4 we indicate what the state of the ll;'t work 
would b<~ after it had leanwd to asso('iate the following 










The synapst>s indicated by solid semicir('lcs \\'otdd bn 
active, those indicated by open semicircles b('ing still 
inactive. In this particular exam ph', J.V A and N n arn 
both 8, and .. M A ( ~ log2 NJJ) and J.1J 11 ( ~ log 2 .;.V .. ,) arn hot h :L 
R, the number of pairs of patterns nssoeintPd, has h<'<'ll 
chosen so as to 1nnke p, the proportion of s~•wtps<'S H<·l i\'1', 
close to 0·5; in faet. p equals 0·5 exactly. TIH'se \·nrious 
nmnbors illustrate the system working JH'Hr its maximum 
capacity. The reader may verify that Pver~· B-pat t.PI'Il 
except the first evokes the correct .A-pat.ternnt a tlm,shold 
of 3; the only nlistako t.ho svst<'lll mak<'S is that. wlwn 
supplied with' tho B-pattern · 1 ,2,3 it rpspomls with 1111 
A.-pattern 3,4,6,7 containing four elements. 
To summarize, we have attempted to distil from 
holography the features which commend it as a modf'l of 
associative memory, and have found that the performa11cc 
of a holograph can be mimicked and actually impro,·ecl 
on by discrete non-linear models. 1 :nmely the correlo-
graph and the associative not just described. Quite 
possibly there is no system in the brnin which corresponds 
<'xact ly to our hypothetical neural network; but we do 
attach importance to the principle on which it. works and 
the quantitative relations which we hU\·e shown must 
hold if such a system is to perform, as it can, with high 
efficienc~·. 
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1. INTRODUCTION 
In a recent article in Nature written in collaboration with 0. P. Buneman 
(Willshaw, Buneman and Longuet-Higgins, 1969) we described two quasi-
holographic devices for the associative storage and retrieval of complex 
patterns. These devices, the correlograph and the associative net, serve many 
of the same purposes as the holograph, but are simpler in conception and 
lend themselves more easily to computer simulation. Our interest in them is 
twofold: first, it is quite possible that the principles on which they work are 
employed in the central nervous system; and secondly, they may well find 
application in computing technology, especially when parallel computation 
techniques become generally available. 
2. THE OPTICAL CORRELOGRAPH 
The correlograph was originally envisaged as an optical analogue device, 
illustrated in figures 1 and 2. It is designed for storing the correlation c 
between a pair of patterns A and B in such a way that A can be retrieved from 
sand c, orB retrieved from A and c. A and Bare patterns of pinholes through 
black cards. When A is illuminated from the left, rays pass through the holes 
in A and B and are guided by a lens L on to a screen at c. (The distances AB 
and LC are both set equal to the focal length of L.) A 'correlogram' is then 
made by taking a black card and making a pinhole through it at every point 
at which a ray strikes the viewing screen. This correlogram is mounted at c 
and illuminated from the right, so that rays now pass through the holes in c 
and the holes in B. A pattern of bright spots now appears at A, and the brightest 
ofthese spots coincide with the pinholes of the original pattern A. A can there-
fore be reconstructed by sifting out the brightest spots with a threshold 
detector. (Also, though this need not concern us, B can be reconstructed by 
turning c upside down, placing A where B was before, illuminating from the 
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right and mounting the threshold detector where A was before. The reader 
may care to satisfy himself of the truth of this assertion.) 
A further use of the correlograph is for detecting the presence of a particular 
configuration of pinholes in the pattern B. In this application the pinhole 
0 L 
A B 
Figure 1. Constructing a correlogram. D is a diffuse light source, L a lens and c the 
plane of the correlogram of A with B 
L 
c 
Figure 2. Reconstructing a pattern. Full lines are paths traversed in Figure 1. Broken 
lines are paths not traversed in Figure 1 
pattern on A is a copy of the configuration to be looked for, and an excep-
tionally bright spot will appear on c at every point which lies opposite to an 
occurrence of A in B. Furthermore - and this is something that cannot be 
done holographically - if a scaled-down version of A appears somewhere in 
B, this fact can be detected by moving the viewing screen towards the lens L, 
when an exceptionally bright spot will appear on the screen at an appropriate 
distance from L. The correlograph can therefore be used as a pattern-
recognition device possessing both displacement invariance and size in-
variance, 
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But the main interest of the device is its ability to store simultaneously the 
·correlations between several different pairs of patterns, in such a way that 
either member of any pair can be used for reconstructing the other. Let Ct 
be the correlogram between At and n1, let c2 be the correlogram between A2 
, and n2, and so on. Then (up to a certain limit of saturation, which we shall 
discuss below) one can achieve this multiple performance by constructing 
a joint correlogram c which is the union of the various pinhole sets c., c2, etc. 
For the optical correlograph the exact theory of this application is difficult 
:to formulate precisely, because to obtain a high information storage density 
the pinholes must be small; but if they are too small diffraction effects 
seriously complicate the situation, which can no longer be described by 
. geometrical optics. A further complication is presented by edge effects in an 
·optical realization of the correlograph. We shall therefore not discuss this 
1 realization further, but proceed at once to a consideration of the digital 
; correlograph, in which both these complications are avoided. 
3. THE DIGITAL CORRELOGRAPH 
. The digital correlograph is an abstract system in which the cards A and n of 
the optical correlograph are regarded as discrete spaces each comprising N 
points. An A-pattern or a n-pattern is a choice of M points from one of these 
spaces. The product space of A and B is mapped on to a third space c, which 
also comprises N points, in the following systematic manner: the point pair 
(ai, bi) is mapped on to the point ck if and only if j- i = k or k- N. (Each of 
the three subscripts runs from 1 to N.) There is a converse mapping of 
point-pairs from c and B on to points of A: (ck, bi) is mapped on to ai if and 
only if j- k = i or i-N. This converse mapping is employed in the reconstruc-
tion of an A-pattern from the correlogram and the paired n-pattern. Another 
converse mapping allows the retrieval of a n-pattern from its A-pattern: the 
point pair (ck, aJ is mapped on to bi if and only if i+k=j or j-N. (The + 
sign in the last equation may serve as a hint to the reader who has not yet 
. solved the exercise offered in the preceding section.) 
Now let us consider briefly the storage of several pairs of patterns. Each 
pair maps onto M2 of the N points of c, but these M2 points may not all be 
distinct. After the association of R pairs of patterns, RM2 (not necessarily 
distinct) points on c will have been added to the correlogram. Let pN be the 
number of distinct points of c which belong to the multiple correlogram. 
Then if the recorded patterns are random and uncorrelated we may safely 
assume that 
1 - p = exp ( - RM2 IN) . (1) 
. In the reconstruction of an A-pattern from the correlogram and the associated 
· B-pattern we employ the converse mapping (ck, bi)-+ai, for all points ck 
. belonging to the correlogram and all points bi of the B-pattern. A particular 
point belonging to the original A-pattern will be activated M times; but the 
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chance that a point not belonging to the A-pattern will be activated M tim 
" . h . I es is only p f. There are N pomts altoget er 111 t 1e space A; so we can be fair! 
sure of not obtaining any spurious points at a threshold of M if y 
NpM < 1. (2) 
Regarding the latter equation as an equality defining the point of saturation 
we may rewrite (I) and (2) as ' 
and 
RM=- (NI M) loge (1-p) 
loge N= -M 1ogep 
(3) 
(4) 
respectively. From these two equations it is an easy matter to determine the 
density at which information is stored in c when the digital correlograph is 
working near saturation. The information content of a single A-pattern is 
in natural units rather than bits, ' 
log,(~); 
so when R such patterns can be retrieved with accuracy the stored informa-
tion amounts to 
l,=R log, (~)=RM log, N approximately 
(provided M IN is small, as we shall soon verify). So by ( 3) and ( 4) 
le=N logep loge (1-p). (5) 
This expression is obviously maximal when p = 1; so the maximum number of 
natural units which can be reliably retrieved is N (Ioge 2)2 natural units. 
Noting that 1 bit=loge 2 natural units, and that loge 2=0·69, we conclude 
that we can store information in the space c, regarded as a set of binary 
registers, to a density of 0·69 bits per register- nearly 70 per cent as densely 
as information is stored in a random access store! 
To complete this discussion we note that when the system is being stretched 
to its limit, so that p = !, equation ( 4) implies that M= log2 N, so that M 1 N 
is rather small, as assumed in approximating/; and that the number of pairs 
of patterns which have been associated is given by R=N loge 21(log2 N)2. 
4. A COMPUTER SIMULATION 
We have tested our theoretical results by computation, taking N = 256 and 
M= log2 N = 8. The theoretical value for R at saturation is 4 x 0·693 = 2·77, 
so we should be able to store two pairs of patterns with accurate retrieval, 
and three pairs with only slightly inaccurate retrieval. Such is indeed the case. 
With one pair of random 8-point patterns the correlogram is found to . 
comprise 59 points, and retrieval is perfect. When a second pair is loaded the 
number of points of c involved rises to 101, and either member of each 
pair can still be retrieved without error from the other. When a third pair is 
loaded, the correlogram comprises 136 of the 256 points of c. Patterns A1 
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and Bt still retrieve one another without error, but inaccuracies arise in the 
tnutual retrieval of A2 and u2, and of A3 and n3. In the reconstructions of A2, 
8 
AJ and B3 the numbers of spurious points appearing are 1, 1, 2 and 0 
~~pectively; so we are beginning to witness breakdown, and this becomes 
catastrophic if any more pairs are loaded into the system. 
With random 5-point patterns the system works less efficiently; it can only 
be loaded to a p value of about 0·3 without the appearance of many spurious 
pOints in the retrieved pattern: 
Number of Number of points Divided Mean number of 
stored pairs in correlogram by 256 spurious points 
1 25 0·1 0 
2 49 0·2 0 
3 69 0 
4 85 0·3 0·25 
5 104 0·4 1·4 
6 121 3·3 
7 131 0·5 7 
5. THE ASSOCIATIVE NET 
The associative net is logically similar to the digital correlograph, and per-
forms much the same function, but it sacrifices the displacement invariance 
of the correlograph in return for a much greater absolute storage capacity. 
As shown in figure 3 the information is stored in the associative net in a set 
of on/ off switches which are situated at the NANB intersections between a set 
of NA A-lines and a set of NB n-lines. A pair of patterns is stored associatively 
by sending pulses down M A chosen A-lines and at the same time sending 
pulses down MB chosen n-lines, and turning on switch c;i if the lines a; and bi 
both carry pulses. A second pair of patterns is stored by repeating this process 
and turning on further switches by the same rule; if such a switch is already 
on, it is simply left on (but see later). Retrieval of an A-pattern from a B-
pattern is effected by sending MB pulses down the appropriate n-lines, and 
these are transmitted to certain A-lines through the switches which happen 
to be on. Each A-line is fitted with a threshold detector, and if the line receives 
as many as MB pulses through its switches it discharges a pulse. The A-lines 
which discharge pulses will include those of the required A-pattern; one will 
·try to arrange that no other lines also discharge. 
In the absence of damage, or inaccuracy in the cue pattern, the theory 
goes very much as for the digital correlograph. The corresponding relation-
ships are: 
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R!vJA =- (N AN 8 / M 8 ) loge (1- p), 
loge N A= -A1 8 loge p, 
and I =R log, (Z:) =RMA log, N A =NAN 8 log, p .log, (1-p). 
Again we find that the maximum information density is about 0·69 bits per 
switch for a large net, and we conclude that in order to attain this maximum 








~ bs ~ --o --Cl ---(] --•- --o ----• ---(] 
b6 ~~----·11----.1 •• 1--o --o ----i·- --o---(] 
bs ~ --o --o --o~---• --Q1----t••~--o 
Figure 3. Associative net 
The critical value of R, the number of stored patterns, is then 
R= (NANB/ MAMn) Ioge 2. 
If the system is being used both for retrieving As from Bs and vice versa, 
optimal efficiency requires also that MA =log2 N8 and R takes the alternative 
form R=NANnloge2f(Iog2NA. Iog2NB). 
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for example, with NA= J06=Nn (figures which might not be unreasonable 
for a piece of cerebral cortex) we should be able to associate approximately 
1·5 x J09 pairs of 20-impulse patterns before saturating the net. 
6. THE EFFECTS OF DAMAGE AND INACCURACY 
Since the correlograph and the associative net store information in a distri-
buted manner, one might expect them to be able to perform well in the face 
of damage or inaccurately presented cues. We will therefore imagine that 
initially the associative net was loaded so that a fractionp of the switches were 
turned on, but that some disaster then occurred which caused a fraction 
1-q of these switches to be turned off, at random, so that only a fraction pq 
remains on. 
Consider now what happens when a stored B-pattern is fed into the B-lines. 
An A-line which ought to put out a pulse will only receive qMn pulses on the 
average, rather than M n, so if this line is to fire the threshold must be lowered 
, to IMn, say, where t is sufficiently smaller than q. Butt must not be too small, 
or else the A-lines which ought to be silent will emit pulses; these A-lines 
will receive pqM n pulses on the average, so t must be safely larger than pq. 
Straightforward statistical analysis shows, in fact, that the evoked A-pattern 
will be accurate only if the following two inequalities hold: 
( I I M B) I 0 ge M A < I I 0 ge ( t I q) + ( I - t) I 0 ge ( ( I - I) I ( 1 - q)) ( 6) 
(I I Mn) loge NA <I loge (llpq) + (1- t) loge ((I- 1)1(1-pq)) (7) 
The former inequality must be satisfied if all the A-lines which ought to fire 
are to do so; the latter if all the others are to remain silent. 
We have made some calculations on the performance of the damaged 
associative net for which NA=Nn=N=I06, and MA=Mn=M. We began 
by choosing a value for q in the range 0·4 to I·O, and used equation ( 6), 
regarded as an equality, to find a functional relation between M and t. 
Next we used (7), also regarded as an equality, to find a functional relation 
between p and M, which is equivalent to a relation between p and 1. For 
given t, p and q the fractional capacity of the net, in bits per switch, can be 
calculated as follows: 
l 2 =R log2 (~)=RM log2 (N/M) (8) 
gives the amount of stored information, in bits, to a rather better approxi-
mation than that used in sections 3 and 5. But 
R=- (N21 M2) loge (I-p). (9) 
Therefore the mean number of bits per switch is, by (6), (7), (8) and (9), 
l2l N2=log2 (I-p)(t logep+ (I-t) loge (I -pq)I(I -q)). (10) 
For given q and t this expression has a maximum when p is between 0 and 
0·5, and this maximum is easily calculated. So there are definite values of 
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1, /vi and p which optimizc the performance of the system for given q, and 
these are given in the following table: 
q= 0·4 0·5 0·75 0·9 0·95 1·00 
t= 0·261 0·340 0·557 0·731 0·81 I I 
p= 0·224 0·24 0·257 0·30 0·337 0·5 
M= Ill 84 43 31 27 20 
R= 2·1 X 107 3·9 X 107 1·6 X 108 3·7 X 108 5·6 X 108 1·7xl09 
IfN2= 0·03 0·044 0·10 0·18 0·23 0·54 
The fact that the last figure, 0·54, is rather less than loge 2, is due to the 
finiteness of the net. The corresponding figures for the damaged correlograph 
would be exactly the same except for the R values, which would all be smaller 
by a factor of 106. 
The main conclusion to be drawn from these figures is that although 
damage reduces seriously the stored information density, the associative 
net and the correlograph can still be made to work reliably under such adverse 
conditions by increasing the number of pulses in the input patterns and being 
careful not to load too many pairs of patterns into the system. A further 
point which should be noted is that precisely the same calculations apply to 
a situation in which there is no damage, but the input cues arc incomplete. 
The absence of a pulse in an input line which ought to carry one is logically 
equivalent to a malfunctioning of a switch which ought to be on but is in 
fact off. So the above table applies to the case in which q represents not 
damage to the switches but the degree of completeness of the input pattern-
the number of input pulses being not M but only qM. So again, if the value 
of M is made large enough, and not too many pairs are loaded into the 
system, we can obtain accurate retrieval of A-patterns from incomplete 
B-patterns. 
7. lEARNING WITH FORGETTING 
So far, in considering the digital correlograph and the associative net, we have 
assumed that every switch which is turned on remains on unless it is turned off 
by accidental damage. We have found that in the absence of damage there is 
a fairly sharp limit to the number of associations that can be stored; if this 
number is exceeded the performance of the system degenerates rapidly. But 
is it not possible to store an indefinite number of associations, if one is 
prepared to forget old ones gradually as new ones are recorded? We now 
consider this problem. 
Let us assume, then, that an associative net has been loaded with a number 
of pairs of patterns, and that pN2 of its N2 switches are now on. A new pair of 
patterns is to be stored, but the value of p is not to increase. The new pair of 
patterns will call for the turning on of M2 switches, but pM2 of these will 
already be on. If each of the others is turned on with probability s, then the 
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total number of switches turned on in recording the new pair will be 
s(I- p) M2. The total number of switches which are already on is pN2, so to 
maintain p at its previous value we must turn off each of these with 
probability r given by 
rpN2=s(l-p)M2. 
After a new association has been recorded, then, each of the relevant switches 
will be on with a probability p+s(l-p), but this probability will fall steadily 
towards p as other associations are recorded. Suppose that at any stage it 
has a probability p + z of still being on. Then after one more recording this 
chance becomes p + z', where 
p+z' = ( 1-r)(p+z) +(sM2f N2)( 1-p-z). 
Using the fact that r=s(l-p)M2fpN2 we deduce straightforwardly that 
z' =z(l-sM2fpN2). 
Remembering that M2f N2 is small in general, we rewrite this as 
z' =z exp ( -sM2fpN2), 
and deduce that after the recording of n other associations the value of z 
will have dropped by a factor exp ( -nsM2/pN2). An alternative form for 
this factor may be derived in terms of R, the effective number of stored 
patterns, namely 
R=- (N2f M2) loge (1-p) =pN2/ M2 approximately. 
So if the original association is overlaid with n other associations, all of the 
same strength s, the final value of z will be given by 
z<">=z(o) exp ( -ns/R). 
By an obvious generalization, if the subsequent associations have strengths 
s~, s2, ••• , sm then the exponential factor on the left becomes 
exp- (s1 +s2+ ... +s,)f R. 
In particular, if each recording is of full strength, the memory length is just R, 
which is the effective number of associations in store. 
In order to make effective use of an associative net which forgets earlier 
messages slowly as it learns new ones, it will of course be essential for the 
threshold on each output line to be less than the M value of any input signal 
which is to survive being overlaid by a substantial number of other signals. 
In fact, the effect on a recorded signal of overlaying it with others is much 
the same as the effect of damage, discussed in section 6. There are two ways 
of increasing the survival time of a particular association: either recording it 
several times in succession- 'overlearning' it- which has the effect of raising 
its effective strength to near unity; or increasing the number M of pulses in 
the input pattern, so that it takes a longer time for the number of effective 
pulses to fall below the preset threshold. The mathematical analysis of this 
situation would, however, take us beyond the scope of this paper. 
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Models for the Brain 
Willshaw~ Buneman and Longuet-Higgins have proposed 
;a nonholographic associative memory model for the brain 1• 
They also criticize the proposal made by myself2 and by 
Pribram3 •4 that the brain would be organized on the holo-
graphic principle. They say: "How could the brain 
Fourier-analyse the incoming signals with sufficient 
accuracy, and how could it improve on the rather feeble 
signal to noise ratio of th~ reconstructed signals ?". 
In an earlier pap&5, in which the potential of the holo-
gram for retrieving information was first pointed out, I 
calculated the signal to noise ratio. As an example I 
showed that, theoretically, in a hologram of a library of 
300 books in coded form of 200 pages each, one single line 
could instantaneously be recognized and located. The 
hologram contains half the information held in the ideal 
matched filter. One can show, for example, that two holo-
grams, in the two arms of a Michelson interferometer, 
perform the same function as one matched filter. lfurther, 
the hologram of a symmetric image, which has half the 
information of a. general image, is ide11tical with the 
matched filter 5• It therefore seems correct to say that the 
signal. to noise ratio of the hologram is 50 per cent of 
ideal. No method of information· retrieval can have a 
signal to noise ratio better than the hologram by more than 
a factor of two. 
In a book on the subject6 I discussed further how the 
brain could work physically very well as a three-dimensional 
hologram. If we have a. three-dimensional network of 
neurones, in which each neurone is connected to a few 
adjacent ones, and if a neurone in,a certain layer, in receiv-
ing a signal, will send this on to a few neurones in the next 
·layer, then signals will propagate in this network as a wave 
·propagates in an elastic medium. If, moreover, the ability 
of the neurones to propagate received signals can be 
permanently enhanced by frequent use, then the network 
must act as a. three-dimensional hologram, with a storage 
capacity of the order of the number of neurones present 
in the network. 
For recognizing, we need a. two-dimensional hologram 
for fast search, combined with a. three-dimensional 
hologram which has a large capacity for storing informa-
tion that is readily accessible'. This is still not sufficient, 
however, to explain the wonderful human capacity for 
recognizing. We can recognize a. person, even one we have 
not met for a. long time, at any distance and from many 
different angles. A fixed hologram memory would not 
be able to perform this operation. The flexibility needed 
can be provided by optical means: for example, a zoom 
lens can carry out a search to match the size of the image 
received to the image stored. It seems not too far-fetched 
to imagine that a neurone network has this flexjbility. It 
could be realized by extended variable fields, analogous to 
those used in electron optics, to produce different gradients 
in the speed of propagation of the network by electrical 
or chemical means. This could effect a change in focal 
distance, or a rotation of the image, or small distortions, 
to achieve a clear, sharp recognition signal in the image 
plane.· . 
Although the hologram principle is natural for a neurone 
network, it does not exclude the possibility that another 
model such as the correlogram of Willshaw, Buneman and 
Longuet-Higgins is actually realized in the brain. One 
has first, however, to show that such a model is reasonable. 
Their model, in the optical form they propose, seems to 
have a low storage capacity because of the diffraction of 
any kind of wave field (this is not irrelevant!). In the 
network model they propose, on the other hand, they do 
obtain the same storage capacity as the holographic model, 
but it seems to lack the flexibility for recognizing images 
which are displaced, of different size, or slightly distorted. 
One more aspect to be considered is the fact that three-
dimensional hologramS are capable of storing time depen-
dent signals2• The recognition of speech, and our ability 
to speak or run or drive a car, is one more aspect of in-
rormation processing in the brain which must be explained 
by any model. 
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vAN HEERDEN has discussed some of the differences be-
tween his holographic model of memory1 and a pair of 
non-holographic models that we put forward last year2• 
We alluded to the poor signal to noise ratio of the holo-
. graph when it is used to reconstruct a stored pattern from 
a fragment oftha.t pattel'l;l.; van. Heerden's cozpment refers 
to the sigual to noise ratio with which oue can locate a. 
given fragment in a large text, and this is quite a. different 
matter. ·Van Heenlen himself showed that the signal to 
noise ratio in the reconstruction of raudom patterns was 
equal to the size of the fragment divided by the size of the 
whole pattern, and the same applies to the reconstruction 
of a. temporal signal from a. short cue3• 
Our first model, the correlograph, was designed to 
re-create accurately one binary pattern from another, 
having recorded a cross-correlation between the two. To 
do this with accuracy it was necessary to put a. threshold 
on the output of the device, so that th:e relatively weak 
unwanted signals would not appear in the reconstruction. 
Regarding the output pattern or patterns (several input-
output pairs can be stored simultaneously) as constituting 
the stored information, we found that the information 
storage ·density could be as high as 69 per cent of the 
theoretical maximum without loss of accuracy in. recall. 
These remarks apply equally to our other model, the 
associative net. Although more information can be stored 
in the associative net, we lose the ability to produce a. 
. displaced output from a. correspondingly displaced input. 
In this and in some other respects the net behaves like, 
. a. discrete version of van Heerden's three-dimensional 
hologram 4, but, again, threshold elements are used to clean 
up the output patterns, a.·result which cannot be achieved 
in a. purely linear device. 
In its optical form the · correlogra.ph is, indeed, severely 
limi~d by diffi;action and cannot be taken literally as a. 
physical model for memory; nor did we intend tha.titshould. 
But we felt that its logic, which is easy to appreciate, might 
possibly be realized in the nervous system. For instance, 
a.n associative· net might be made to function as a. correlo-
gra.ph by "tying together" certain of its swiliches. But 
there was no evidence that any such tying takes place and 
we therefore put forward the associative net as i;he more 
likely model. It could be simply realized, as we pointed 
out, by a. system of neurones with thresholds and modifiable 
syna.pses; both these properties are • known to occur peri-
phera.lly in the nervous system6 •8 and probably occU.r 
centrally as well1• 
Although there is no conclusive neurophysiological 
evidence to support our theory against van Heerden's, 
the ability of parts of the nervous system to propagate 
waves a.ccording to Huygens's principle would be difficult 
to reconcile with the observed non-linearity of some· neural 
responses, and the existence of a. stable periodic source of 
excitation has yet to be demonstrated. We also feel that 
in any model of the brain it is of advantage to be able to 
modify syna.pses as well as nerve cells. TP,e ratio of syna.pses 
to nerve cells in the cerebral cortex seems to be of the order 
IOC106 so that the information that could be stored 
syna.ptically would be correspondingly higher8• As to the 
remarkable flexibility of the. human perceptual apparatus, 
we feel that neither his model nor ours can be held to 
account for this in their present forms. 
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The problem of how the brain stores and retrieves information is 
ultimately an experimental one, and its solution will doubtless call for 
the combined resources of psychology, physiology and molecular biology. 
But it is also a problem of great theoretical sophistication; and one of 
the major tasks confronting the brain scientist is the construction of 
theoretical models which are worthy of, and open to, experimental test. 
In this review we shall be concerned with the latter aspect of the problem 
of memory, which has attracted quite a lot of attention in the last few 
years. It is early yet to judge the relative merits of the various models in 
any detail; but as we shall see, most of those which have been developed 
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beyond their initial hypotheses have a certain family resemblance, and 
it seems as if we may now be in possession of the basic ideas which will 
be needed for the understanding of one of the central problems of 
memory, namely the mechanism of associative recall. 
The most convenient definition of associative recall, for our purposes, 
is in terms of stimuli and responses. Consider a physical system occupying 
a certain region of space-a 'black box', in fact. The box has an input 
channel and an output channel, each capable of transmitting very com-
plex signals. The input signals are of two kinds, which we may designate 
as conditioned (CS) and unconditioned (UCS) stimuli respectively. Be-
fore the system has memorized anything, any UCS will evoke a certain 
response which will emerge along the output channel. During the 
learning phase the system is subjected to a succession of UCSs, each 
of which is accompanied by a certain CS, simultaneously or nearly so. 
After learning is completed the input of a CS will evoke the same response 
as the UCS which accompanied it during learning; the system will respond 
to the conditioned stimuli in the absence of the unconditioned stimuli. 
A very simple system of just this kind was postulated by Hebb ( 1949) 
who advanced a famous hypothesis about the modification of synaptic 
connections between neurons. The axons of two neurons A and B are 
connected to the body or the dendrites of a third cell C. The synapse 
BC is unmodifiable, and an impulse from B will invariably excite C. 
The synapse AC is initially ineffective; but if C is fired by B at the 
moment when an impulse arrives from A, then the synapse AC is 
facilitated, so that thereafter an impulse from A may suffice to excite C 
without the assistance of an impulse from B. The cell C thus learns to 
respond to the CS from A in the same manner as it originally responded 
only to the UCS from B. 
There are certain difficulties, however, in generalizing this simple 
system into an acceptable theory of associative recall. First, an asso-
ciative memory must be able to associate signals which are highly un-
expected, in the sense of having a low prior probability, and it would 
be extravagant to reserve a separate cell for every conceivable input 
signal. And even if this were not so, the memory would be unable to 
establish arbitrary associations unless there existed at least one cell C 
connected from (i.e. postsynaptically connected with) every possible 
pair of cells A and B. These remarks underline the desirability 
of constructing theoretical models in which, after the establishment of 
many arbitrary associations, the relevant information will have been 
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stored sufficiently densely not to waste too many modifiable elements. 
Another generally desirable feature is that the modifications which 
result from a particular association should be fairly widely distributed 
over the system, so that the recall of a particular response is not too 
sensitive to local damage, or to inaccuracy in the CS which should evoke 
it. And finally, though this is still a largely unsolved problem, the 
system must be able to associate together signals which are temporally 
as well as spatially complex, and this calls for components with charac-
teristic frequencies or time constants. 
In the following paragraphs we shall not attempt a complete survey 
of all the published literature on learning in the nervous system, but 
will concentrate on the rather few papers which have dealt specifically 
with the neurological problem just posed. The ideas and models which 
we shall discuss are scattered fairly widely in the literature, in such 
diverse fields as neuroanatomy, the technology of pattern recognition, and 
applied optics. We will begin with the optical and quasi-optical models. 
2. OPTICAL MODELS 
The forerunner of most of the current optical models was a paper 
by Beurle (1956), though Beurle's ideas were couched not in optical 
but in neurological terms. Like Cragg & Temperley ( 1954) and later 
Griffith (1963, 1965), Beurle explored the hypothesis that the seat of 
the memory is macroscopically homogenous, such structure as it 
possesses being adequately describable in terms of local neural con-
nections. This assumption implies that its behaviour can be adequately 
specified by a set of differential equations, expressing the manner in 
which it transmits waves of excitation and the manner in which the 
local parameters of the equations are altered after the passage of such 
waves. The mathematical details of Beurle's paper need not detain us, 
as the underlying assumptions are difficult to reconcile with the known 
structural complexity of the cortex; but one particularly attractive idea 
emerged from Beurle's analysis, namely that two different waves spread-
ing across the cortex might together generate an interference pattern 
from which either wave alone could subsequently regenerate the other. 
Broadly enough interpreted this suggestion could hardly be doubted, 
and it was explicitly referred to by van Heerden (I 963 a, b) in a pair 
of papers which first took seriously the analogy between associative 
memory and the optical technique of holography. 
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Holography was invented by Gabor in 1948 (see also Gabor 1949, 
1951) for recording photographically an interference pattern between 
two light waves in such a way that either light wave, when falling on the 
interference pattern, regenerates the other. For this purpose spatially 
coherent light is required, and it was not until the advent of the laser, 
and the technical developments made by Leith & Upatnieks (1962), 
Stroke (1966) and others that holography became a practically useful 
technique for the storage and retrieval of information. The best known 
holographic experiment is that in which the beam from a laser is split 
into two by a half-silvered mirror. One part, the reference beam B, 
is shone directly on to a photographic plate; the other is used to illumi-
nate an object in such a way that the light wave A scattered by the object 
also falls on the plate. The plate records an interference pattern, and is 
developed and printed as a positive transparency. When this trans-
parency-the 'hologram '-is now illuminated by the reference beam B, 
the light wave A is regenerated, and an observer looking through the 
hologram sees a clear image of the original object, as through a window. 
Remarkably enough, this image is three-dimensional, and can be seen 
through any part of the hologram, indicating that every point on the 
object affects every point on the plate, and conversely that every point 
on the plate records something about the object as a whole. In both these 
senses the information storage is non-local, or distributed in the sense 
of the previous section, and it is probably this fact which has most 
strongly commended holography to some neurologists as a memory 
model (Westlake, 1967; Pribram, 1966, 1969). 
But there is another feature of holographic recording which is possibly 
of greater theoretical interest, and it is rather less well known. This is 
the possibility of storing many different associations on the same holo-
gram. To do this one replaces the direct reference beam of the previous 
experiment by the light scattered by a second object, so that the plate 
records the interference pattern between two scattered waves (Stroke, 
1966). Either scattered wave will then regenerate the other, though with 
some loss of definition. But before developing the plate one can expose 
it to many different pairs of scattered waves, A1 and B1, A2 and B2, 
and so on. Then, provided that each pair of scattered waves is effectively 
random, one can recover the image of any recorded object by illuminating 
the hologram with the laser light scattered by its partner (which must 
be placed accurately in its original position). The more pairs of objects 
that are associated in this way, the worse the definition in the recon-
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structed image; but this fact merely exhibits the finite information 
storage capacity of any physical system-a limitation from which the 
brain can hardly be exempt. 
The theory of the two-dimensional hologram was worked out in 
detail by van Heerden (1963a). He calculated the signal-to-nose ratio 
of the reconstructed image, and showed how the phenomenon of ghost 
images could be used for recognizing and locating a small fragment in 
a larger pattern, using an apparatus of the type described in the next 
paragraph. In a later paper (van Heerden, 1963 b) he showed theoretically 
that optical information could also be stored in light-sensitive three-
dimensional systems such as discoloured crystals. The information is 
stored, as in the two-dimensional hologram, as a series of interference 
patterns between pairs of plane parallel waves. Many different pictures 
could be stored in the same crystal, if each was illuminated by a different 
plane wave, and the number of bits of retrievable information was com-
parable to the number of colour centres in the crystal, so that the system 
could be regarded as rather efficient. Relating these results to the sugges-
tions of Beurle (1956), van Heerden stressed the need for exact phase 
relations between the waves to be maintained over large distances. He 
postulated a calibrating system of pulses to compensate for any variation 
in the speed of propagation, and suggested that the memory may com-
prise two subsystems, one for search and recognition and the other for 
actual storage. But though his model is mathematically attractive, its 
physical assumptions are rather speculative in relation to the brain, so 
we will pass on to consider the underlying theory, which does seem to 
have more relevance to our neurological problem. 
Fig. I. A Fourier holograph. T is a transparency, illuminated from the left 
by a collimated laser beam; L 1 and L 2 are convex lenses of focal length d, 
separated by a distance 2d; Pis a plate holder for the hologram and S is a view-
ing screen. 
IS QRB3 
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Perhaps the easiest holographic experiment to analyse theoretically 
is Fourier holography, illustrated in Fig. I. 
T is a transparency, illuminated from the left by a collimated laser 
beam, P is a plate holder and S a ground-glass viewing screen. L1 and 
L 2 are convex lenses of focal length d, and each of the distances TL1, 
L1 P, PL2 and L 2 S is equal to d. When Pis empty an inverted image of 
T is thrown on to S. A photographic plate at P records the intensity of 
the light at each point in its plane, and is developed and printed as a 
hologram whose transparency at every point is proportional to this in-
tensity. With the hologram in position the inverted image at S is 
slightly but not seriously blurred; the interesting point is that part of 
the transparency can now be screened from the laser and the whole of 
its image is still visible at S. Why? 
The basic physical fact we need is that when coherent light is passing 
through both focal planes of a lens the electric fields in the two planes 
are Fourier transforms of one another. So if F(x, y) is the field at the 
transparency, and f(u, v) the field at P, then 
f(u, v) = JJ F(x, y) exp 27Ti(ux+vy) dx dy. 
The light intensity at P is the square modulus of j, namely f*f, where 
the asterisk denotes the complex conjugate; so the transparency of the 
hologram is proportional to f*f, which is just the two-dimensional 
power spectrum of the pattern F(x, y). Now suppose that F is in two 
parts, F1 and F2, and that we illuminate F1 but cover up F2• The wave 
reaching the hologram will be / 1, the Fourier transform of F1, and the 
wave emerging from the other side will be / 1(/i + f~) (/1 + / 2). Of par-
ticular concern to us is the component/1/i/2• When Fourier transformed 
by the second lens (see Appendix) this gives F 2 (upside down) slightly 
blurred by convolution with the Fourier transform of fi/1, which is 
the autocorrelation function of F1• The reason why the blurring is 
generally slight is that if F1 is an effectively random pattern its auto-
correlation function will be small and random except in the immediate 
neighbourhood of the origin, that is, the pattern F1 will not be a good 
match with a displaced version of itself. Hence the appearance of F2 
on the viewing screen even when that part of the transparency is 
screened from illumination by the laser. 
Instead of raising the embarrassing question whether the skull can 
contain anything corresponding to a laser, perhaps we should say some-
thing about a mathematically similar model designed to do in the 
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dimension of time what the holograph does in space. At present per-
haps the model is of more logical than neurological significance, but it 
is too early as yet to be certain. 
3· TEMPORAL HOLOGRAPHY 
In Fourier holography we record the power spectrum of a spatial 
pattern, and use it to modulate the Fourier transform of part of the 
pattern, recovering the other part by what may be described as Fourier 
synthesis. Longuet-Higgins (1968a, b) showed that precisely similar 
operations could be applied to time-dependent signals, using a device 
which he has named the 'holophone '. This is essentially a bank of 
narrow-pass filters, connected in parallel to the input channel, and 
similarly connected to the output channel through amplifiers of variable 
gain. The battery of amplifiers corresponds mathematically to the light-
sensitive grains of the holographic plate. When a signal is put into the 
device, each filter transmits a certain amount of energy, and the gain 
of its amplifier is turned up by a proportional amount. The gains of the 
amplifiers thus represent the power spectrum of the recorded signal. 
Several signals can be recorded in this way, and the amplifier gains will 
then represent the sum of their power spectra. Now suppose that a re-
corded signal is in two parts, an earlier part F1(t) and a later part F2(t). 
Then arguments very similar to those of the preceding section show that 
if F1( t) alone is sent along the input channel, the output channel will 
emit both F1(t) and F2(t), in the correct temporal relation. The later part, 
F2 (and for that matter the cue F1) will be accompanied by a certain 
amount of noise in the form of an 'echo' unless F1 happens to be a single 
sharp pulse, and this echo will be more noisy the shorter the cue and 
the greater the combined length of the recorded signals (Willshaw & 
Longuet-Higgins, 1969). 
: As an information storage and retrieval device the holophone has 
advantages and disadvantages which correspond exactly with those of 
the holograph. It can be used for storing several complex signals, though 
the signal-to-noise ratio falls in proportion to the number stored. The 
storage is non-local: damage or ablation affects all the stored signals 
a little, rather than any one of them in particular, or any part of one. 
And both the holograph and the holophone are content-addressable, 
in the sense that mere presentation of a 'CS' is enough to evoke the 
appropriate response, without any need to locate its address in the 
IS-2 
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system. But both systems suffer from a certain rigidity: a recorded 
pattern or signal will evoke its partner or proper successor only if it is 
presented at exactly the right scale (for the holograph) or exactly the 
right tempo (for the holophone). If one is thinking of the former device 
in connexion with visual learning, or the latter in connexion with the 
learning of sequential routines this is obviously a serious limitation. 
Also, a holophone has to meet rather stringent specifications in order to 
function properly: it can record a signal of duration D only if (a) the 
inverse bandwidth of each filter exceeds D, (b) the inverse frequency 
separation between neighbouring filters also exceeds D, and (c) the 
resonant frequencies of the filters are not subject to drift. Nevertheless, 
the possibility of storing temporal signals in frequency space does raise 
the question whether some parts of the cortex may not code temporal 
signals in this sort of way, and whether there may not be systems of 
cells or neural circuits which respond selectively to particular frequencies 
-most likely in the Ioo-cycle to Io-cycle range. 
4· CORRELATION MODELS 
As already remarked, the output of a holograph, when it is used to 
store pairs of patterns and to recall a particular one from its partner, is 
mathematically expressible in terms of convolutions and correlations 
involving the patterns concerned-and, indeed, those not concerned 
(see Appendix). It does this by storing the superimposed power spectra 
of the various pairs, rather than their internal correlations. But there 
is a well-known theorem to the effect that the power spectrum and the 
autocorrelation function of a pattern are Fourier transforms of each 
other, so that to record the one is equivalent, in terms of information, 
to storing the other. Could one therefore not imagine storing directly 
the correlations between or within the various input signals, without 
the need for Fourier-analysing the signals and all the apparatus which 
that entails? Various authors have pointed out that the performance 
of the holograph can be crudely mimicked by simple optical devices 
working with ordinary incoherent light. But the first person to put for-
ward a detailed model of associative memory based on the correlation 
principle seems to have been Roy (196o, 1962). Roy's papers are con-
cerned with associative recall in time, and describe a device incor-
porating a large number of delay lines, each of which is involved in 
recording the autocorrelation for a particular time interval-though Roy 
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does not say so explicitly. The time scale is quantized, and the informa-
tion is stored in a number of units rather like potentiometers, but the 
input-output characteristics of the system are virtually identical with 
those of the holophone (a later proposal). The same problem of tempo 
arises-if it really is a problem-and Roy has considered how it might 
be overcome by cunning neural circuitry (private communication). But 
although the general idea is attractive, we are still without any quan-
titative estimate of the storage efficiency of the device, and it is not easy 
to see how its relevance to the brain could be established by physiological 
experiments-a dilemma which should not, of course, be regarded as 
nullifying a good idea. 
So, many of the features of holographic recording might be retained, 
and some of the technical difficulties avoided (Gabor, 1968a, b), if one 
could store correlations directly, rather than in the form of power 
spectra. This theoretical suggestion was explored by Willshaw, Dune-
man & Longuet-Higgins (I 969); and as their analysis led to some useful 
conclusions about information storage efficiency we shall summarize it 







A L s 
Fig. 2. The distances AB and LS are both equal to the focal length of L. 
In the reconstruction of B from A, S is replaced by C, which is illuminated 
from the right. 
c 
They began by considering an optical device, the correlograph (see 
Fig. 2 ), which could form on a viewing screen S the cross-correlation 
between two pinhole patterns B and A. In the case illustrated B con-
sists of two pinholes and A of three, so that the 'correlogram' comprises 
6 bright spots. The correlogram is copied as a third pinhole pattern C, 
and is substituted forS, which in turn is mounted where B was before. 
Light from a diffuse source is now allowed to shine through C and A, 
and a pattern of bright spots appears on S. But the 18 rays now passing 
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through do not produce as many bright spots on S; six of them converge 
in sets of three on to the sites of the original pinholes in B, and the 
other 12 rays strikeS at random points. Using a detector with a threshold 
of three brightness units we can therefore reconstruct the original B 
pattern with full accuracy. 
They went on to consider the logic of the device. Because of the 
focusing action of the lens any ray through A and B parallel to a given 
line will illuminate the same point on S, so that there is a many-to-one 
mapping from point pairs in A and B on to points in S. This makes it 
possible to recover a displaced B-pattern from a correspondingly dis-
placed A-pattern, but seriously limits the number of pattern pairs that 
can be associated in one correlogram. They therefore turned their 
attention to a logically related but very different-looking model, in which 
every pair of 'points' in A and B is mapped on to just one point of a 
third set S. A natural realization of this model is the 'associative net', 
in which (see Fig. 3) the 'points' of A are input fibres running from 
left to right, the 'points' of B are output fibres running upwards and 
those of S are on-off switches at the intersections. The theory is as 
follows. Let there be NA A-lines, NB B-lines and NANB switches. Let 
a typical A-pattern consist of impulses coming along MA of the A-lines 
chosen at random, and let a typical B-pattern likewise involve M B B-
lines. Then an A-impulse will cross a B-impulse at each of MAMB 
intersections, and at each of these the switch is turned on if it is not 
already on. After a number of pairs of patterns, say R pairs, have been 
associated in this way, a certain fraction p of the switches will have been 
turned on; if the patterns are random p will approximately be given by 
p = I -exp ( -RMAMBfNANB)· 
After the storage, the recall. An A-pattern is put in, and each B-line 
of the associated B-pattern receives impulses through M A switches 
(which, by hypothesis, have all been turned on). But a B-line not be-
longing to the B-pattern will also receive a certain number of impulses. 
The chance that it receives an impulse through every one of its M A 
intersections with the active A-lines is in fact pMA. So if each B-line 
has a firing threshold equal to M ..4., not only will all those lines fire 
which belong to the B-pattern, but a further NBpMA will probably fire 
as well. The critical value of p will therefore be that for which this 
number is approximately unity; that is, 
loge NB = -MA.logeP· 
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I' 
---a - - -• • • • ,.
- .. -----4 -----4 1--<l .. ,. 
... --(] ------ ... .. • .. 
!--c --a -------a --a 
--a -----4 --a ~ --(] 
--a --a -------a --a 
• a --a --a ---4 
-----(1 -----4 --a -----4 -a 
Fig. 3· An associative net. The input lines (A 1 ••• A 8) run horizontally, the 
output lines (B1 ••• B 8) run vertically. The filled or open semicircles represent 
switches which have or have not been turned on. Four associations have 
been recorded, namely: 
A-pattern B-pattern A-pattern B-pattern 
I, 2, 3 
2, s, 8 
4. 6,7 
I, 5, 7 
2, 4. 6 
I, 3, 7 
2, 3. b 
3, 4. 8 
With this value of p, how much information will have been stored? A 
single B-pattern requires log2 (~;)bits to specify it, so if R B-patterns 
can be accurately retrieved, the available information stored is 
R log2 C~;) = RMB log2 NB bits approximately. 
Combining these three equations we deduce that the number of bits 
stored is 
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which has its maximum when p = !, and is then o·693NA N n bits. 
This maximum will in fact never be attained, because the derivation 
assumes that NB is virtually infinite; but it does show that under ideal 
conditions the associative net is more than so% efficient in the use it 
makes of its N AN B binary switches. Another conclusion of almost equal 
importance emerges at once from the second equation above. When 
p = !, MA should be about log2 NB (though this is a lower limit, of 
course), and therefore much smaller than NB itself. The input si'gnals 
should therefore comprise rather small numbers of pulses if the system i's 
to be an effici'ent i'nformati'on store. 
In a subsequent paper (Willshaw & Longuet-Higgins, 1970) it has 
been shown that the associative net can be made to function accurately 
even if the A-patterns-the 'conditioned stimuli'-are defective in a 
certain fraction of their M A impulses, and even if the system is par-
tially ablated, in the sense that some of the switches which should be 
turned on are taken away or turned off at random. To guard against 
such handicaps the mean number of impulses in an A -pattern must 
be raised above the minimal value quoted above, and substantially fewer 
associations than before can be stored if the output is not to be con-
taminated with spurious pulses. As a result, the information storage 
density drops sharply, a phenomenon which one might have anticipated 
from the Winograd-Cowan theorem ( 1963), which states that if a logical 
function is to be implemented with unreliable components, then there 
is a lower limit to the redundancy which must be built into the system if 
the output is to be accurate. 
To sum up this section, we must say that it is indeed possible to 
mimic many of the most attractive features of holographic memories 
with devices which store correlations directly rather than as power 
spectra. In particular, the associative net resembles the holograph in 
(a) operating with fully parallel logic (b) storing its information non-
locally and (c) allowing the storage of many different associations in the 
same system. It differs from the holograph in (d) not requiring any 
transformation of the input and output signals, or any coherent source 
of excitation for this purpose (e) employing threshold elements to get 
rid of unwanted noise in the recall and (f) using on-off switches rather 
than grains of variable transparency for storing the individual bits of 
information which go to make up the recorded associations. In the last 
three respects it harmonizes distinctly better with our neurophysiological 
knowledge, particularly if the Hebb synapse is the basic modifiable 
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element in the animal cortex. We shall have more to say on this last 
point in later sections. 
5· ADALINES AND PERCEPTRONS 
A single output line of an associative net, connected to many input 
lines, through as many modifiable switches, bears a strong superficial 
resemblance to the 'Adaline' (adaptive linear classifier) invented by 
Widrow in I96o (see Widrow, I964). The Adaline is a pattern classifying 
device to which patterns are presented as ordered sets of N numbers 
(x1, x2, ... , xN)· There are N input lines, and each xi in every pattern 
is either o or 1. The pattern (x1, x2, .•• , xN) may be regarded as a point 
in N-dimensional space; the two classes to which the patterns are to 
be assigned may be designated as C and C'. There may exist a plane P 
such that all the points of class C and the point ( o, o, ... , o) lie on the 
same side of P, and all the points of C' lie on the other side of P; if so, 
the patterns are said to be linearly separable. In this case the Adaline 
can be taught to separate them-to emit a pulse when presented with 
a pattern of class C', and not to emit a pulse for a pattern of class C. 
What it does is to form the sum 
where the wi are the current values of N adjustable weights. If this 
sum exceeds the current value of an adjustable threshold t, a pulse is 
output; otherwise not. If when a pattern of class C is presented a pulse 
is (incorrectly) output, the operator lowers wi by a predetermined amount 
ow if xi was I, and raises t by a predetermined amount ot, and presents 
the incorrectly classified pattern again. If, on the other hand, a pattern 
of class C' fails to provoke a pulse, the threshold is lowered and the 
weights raised, by the same amounts. If a pattern is correctly classified, 
the threshold and the weights are left as they were. Ultimately, it can 
be proved, the Adaline responds correctly to every pattern. 
An output line of an associative net resembles an Adaline in forming 
a weighted sum, at any stage, of the I's and o's coming along its input 
lines and in outputting a pulse, or not, according as the resulting sum 
exceeds or falls short of a certain threshold. And if a pulse ought to be 
output, those weights which are not already I are altered from o to I. 
But there are important differences, which must not be overlooked. 
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First, the threshold of an associative net is, by hypothesis, fixed in 
magnitude-a hypothesis which may of course be invalid for real neural 
networks. Secondly, each weight in the associative net is assumed to be 
o or I; if a switch is off wi = o, and if it is on wi = I. And thirdly, 
the switches in the associative net can only be switched on, not off. 
These handicaps might occasion some surprise that the net can work so 
efficiently under good conditions. The explanation seems to be that 
when about half the switches have been turned on, most of them will 
either be off, or be on because just one association demands it. For 
this statement to hold, the number of stored associations multiplied 
by the number of I's in an input signal must not exceed the number of 
input lines-a conclusion to which Marr (I969) and Brindley (I969) 
have been led in recent neurological studies. 
It is not possible, however, to teach an Adaline or an output line of 
an associative net to classify a given set of patterns in an entirely 
arbitrary fashion. For large N most arbitrary divisions of a large set 
of patterns into patterns of class C and patterns of class C' are such that 
no plane can be drawn between the C points and the C' points. The 
corresponding limitation for the associative net is that if two input 
patterns both fire a given output line, then any third pattern whose I's 
are entirely included among those of the first two patterns, must also 
fire that line. So to achieve more general classifications some further 
apparatus is needed. In their book on perceptrons * Minsky & Papert 
( I969) deal elegantly with this general problem; but we must be content 
to refer to the fundamental theorem on which their work is based. To 
state the theorem we need the idea of a 'mask'. A mask is a device which 
can be applied to a pattern and outputs a I if all the xi belonging to a 
given subset are equal to I ; otherwise it outputs a o. Then the theorem 
states that, given any classification of a set of input patterns into patterns 
of class C and patterns of class C', there exists a set of masks such that 
if each mask is connected to one input line of an Adaline, whose weights 
and thresholds are suitably adjusted, the system will output a pulse if 
and only if the input pattern is of class C'. Such a two-layer system, 
incorporating a set of masks and a linear threshold device, is called a two-
layer perceptron. Informally speaking, the first layer is the 'coder', and 
the second layer, the Adaline, is the 'memory', since it is there that the 
learning, if any, takes place. The problem of choosing a suitable set of 
• The original perceptron was invented by Rosenblatt (1958, 1962), but since that 
time the word has widened C('nsiderably in application. 
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masks for a particular classification task is a problem of great interest, 
and is Minsky and Papert's main concern in their book. For us the 
essential point is that a two-layer perceptron can learn any classification 
task if it is equipped with an appropriate set of masks; and we shall see 
that the concept of a mask in a two-layer perceptron is virtually identical 
with Marr' s concept of a 'cod on' in his theory of the cerebellum (I 969 ), 
to which we now turn. 
6. THE CEREBELLAR CORTEX 
The cerebellar cortex is one of the most tantalizing organs of the 
brain, because of its extremely orderly structure, which has been the 
subject of intensive study ever since Ram6n y Cajal ( I9I I) first mapped 
its main features. In bald and inadequate outline, the cerebellum has 
(Eccles, Ito & Szentegothai, I967) one set of outputs-the inhibitory 
outputs of the Purkinje cells-and two sets of inputs. The simpler set 
of inputs is along the climbing fibres, each of which is polysynaptically 
connected to just one Purkinje cell, and is capable of exciting the 
Purkinje cell apparently without assistance. The more complex set of 
inputs is along a much greater number of mossy fibres, which are con-
nected in a few-to-few fashion to the dendrites of the extremely 
numerous granule cells. The axons of the granule cells are mono-
synaptically connected to the dendrites or the bodies of the Purkinje 
cells. These axons are the parallel fibres; and whereas each parallel 
fibre may form a synapse with perhaps soo Purkinje cells, each Purkinje 
cell receives synaptic connexions from literally hundreds of thou-
sands of parallel fibres. (Also ministering in some way to the needs of the 
Purkinje cells are the stellate cells and the basket cells, which are also 
controlled by the parallel fibres; and the activity in the parallel fibres 
is regulated by Golgi cells, which sample the mossy fibre activity and 
also that of the granule cells. We may ignore these complications for 
the moment.) 
The crux of Marr's theory ( I969) is that the Purkinje cells are the 
output lines of an associative net (though his paper slightly predates that 
of Willshaw et al. referred to in §4). A given Purkinje cell can be made 
to fire by the appropriate UCS, provided by its climbing fibre; but if 
this firing is accompanied by a CS in the form of a parallel fibre input, 
then the CS alone will later suffice to fire the Purkinje cell. This process 
of conditioning is achieved, in Marr's view, by facilitation of the synapses 
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between the relevant parallel fibres and the Purkinje cell; if the Purkinje 
cell threshold is low enough a set of impulses along these fibres will 
fire it without any input from the climbing fibre. Marr therefore postulates 
that the parallel fibre-Purkinje cell synapses are potentially excitatory 
and can be activated in the manner of Hebb synapses-a nice firm 
experimental prediction. 
Marr's second hypothesis concerns the translation from mossy fibre 
input into parallel fibre activity. This process he regards as fulfilling 
the same function as the masks in the two-layer perceptron (see § 5), 
though he uses the phrase 'cod on representation' to designate the trans-
formation to which a particular mossy fibre input is subjected before 
being referred to the Purkinje cells. He gives quantitative reasons why 
a granule cell should receive rather few synapses from mossy fibres-
why, in other words, patterns can be rather well separated with quite 
few masks. 
According to this view, which harmonizes most attractively with the 
known anatomy, the cerebellar cortex behaves as a battery of two-layer 
perceptrons, if the word 'perceptron' is allowed to encompass a learning 
machine in which a particular weight, once altered, cannot be altered 
back again. The system is supposed to learn two kinds of task, under 
cerebral instruction: the performance of complex movements, and the 
maintenance of posture and balance. The primary instructions (UCS) 
are received along the climbing fibres, which originate in the cells of 
the inferior olivary nucleus; whenever an olivary cell fires, it sends an 
impulse to its Purkinje cell. The Purkinje cell is also provided, via its 
mossy fibre input, with information (CS) about the context in which its 
olivary cell fired. Later, when the action has been learnt, occurrence of 
the context alone is enough to fire the Purkinje cell, which then initiates 
the next elementary movement; the action thus progresses as it did 
during rehearsal. 
The suggestion that the cerebellum learns motor skills in this way is 
due to Brindley ( 1964); but Marr develops the idea in considerable 
detail, both mathematical and anatomical. In particular, he works out 
the possible range of codon sizes, and finds that they should be very 
small (4 or 5) in relation to the number of active mossy fibres (soo-Isoo). 
He also points out that the stellate and basket cells, which inhibit the 
Purkinje cells, may very well serve the purpose of adjusting the Purkinje 
cell threshold-downwards if the mossy fibre or granule cell activity 
is unusually high; and that the Golgi cells may perhaps act similarly 
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in controlling the codon size. (These hypotheses, though appealing, are 
not crucial to the theory.) He does not, however, consider the Purkinje 
cells collectively, and therefore draws no conclusion about the density, 
in bits per modifiable synapse, with which the available information is 
stored. The amount of available information, in the absence of re-
dundancy, is R log2 (.Z:), where N is the number of output lines, M 
the number which were active in any response and R the number of 
learned responses. But the analysis of §4 showed that for an associative 
net with constant output thresholds this amount of information was 
indeed comparable with the total number of adjustable switches; so 
there can be little doubt that Marr,s model of the cerebellar cortex is 
capable of storing its output information efficiently-without wasting 
too many modifiable synapses. 
7· SEQUENTIAL MODELS 
Similar ideas to those underlying Marr,s theory have been used by 
Brindley (1969) in the construction of nerve-net models which will learn 
large numbers of elementary 'word, sequences, and are economical in 
storage space and realistic in their neurological components. The task 
is to memorize say 105 three-word sequences composed from a 
vocabulary of say 104 words, so that when the first two words of a 
sequence are supplied the third will be reliably recalled. The proposed 
models store their information in modifiable synapses; their connexions 
need to be specified only in a general way, and they can tolerate the 
destruction of many cells. The model which Brindley favours most is 
built with Hebb synapses, and demands an observationally plausible 
number of inputs to each cell. Brindley shows that this model stores its 
information economically-that it does not waste a large fraction of its 
modifiable synapses-and suggests that such economy can only be 
achieved if there is an abundance of cells with many independent inputs 
and rather low thresholds. This conclusion harmonizes very satisfactorily 
with the theory of the associative net. Brindley deals with the problem 
of timing by postulating delay lines and repeater cells which keep the 
first 'word, in hand till the second word arrives. Doubtless there are 
such components in our temporal memories, but there is obviously room 
for much more theoretical work on timing devices, particularly in rela-
tion to the question of variability of tempo (see §§3 and 4). A final 
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point in favour of Brindley's scheme is its embryological plausibility, 
for which he presents detailed arguments; but these, regrettably, would 
take us outside the scope of this review. 
8. DISCUSSION 
In this article we have not attempted to review, or even to refer to, 
all the good work which has been devoted to the study of the memory. 
In particular we have not felt competent to undertake any discussion 
of the abundant psychological evidence relating to associative memory, 
or to place the various theoretical models in any precise relation to the 
anatomy of the brain, except in so far as this has already been done by 
Marr for the cerebellar cortex. We have concentrated on one particular 
problem: how is it possible to construct, with mainly parallel logic, an 
associative information store which can learn to associate very many 
pairs of conditioned and unconditioned stimuli, when the individual 
stimuli are so complex that they cannot be anticipated in any detail 
before they arrive? And how can this task be performed with the maximum 
economy in the use of modifiable elements? In reviewing the published 
work on this problem we have been struck by the way in which people 
in quite diverse fields have converged upon the same general ideas: 
namely that this end is well served by storing the correlations between the 
separate components of each CS and the corresponding UCS; that it 
is entirely satisfactory to store these correlations indiscriminately in a 
large number of binary stores; that some kind of threshold logic is 
essential if one is to obtain accurate responses after learning; and that 
systems of this general design can be made to store the relevant informa-
tion at a high density in bits per register. Furthermore, such systems can 
be made tolerant to extensive damage, or to inaccuracy in the conditioned 
stimuli, by a corresponding sacrifice in information storage density-a 
possibility which arises from the distributed manner in which each 
individual association is stored. And last but not least, it appears that 
the cerebellum may very well be an information-processing system of 
just this kind. 
Finally, a word about the particular problem of temporal recall. Just 
as the holograph can be mimicked by the correlograph and the asso-
ciative net, so the holophone, which stores temporal variations in 
frequency space, can be mimicked by a system incorporating a large 
number of delay lines. We really have insufficient evidence at present on 
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which to base a theoretical decision; frequency analysis is certainly a 
neurological possibility, as something of the kind is obviously done by 
the ear, but the finite speeds of neural impulses would provide an 
obvious basis for neural models based on the delay principle. Perhaps 
both types of coding are used in the brain; experiment alone can decide. 
MATHEMATICAL APPENDIX 
Fourier holography 
As remarked in §4, the electric field amplitude f(u, v) reaching the 
plane Pis the Fourier transform of that leaving T. That is, 
f(u, v) = JJ F(x, y) exp {21ri(ux+vy)} dx dy, 
where u and v are holographic coordinates, which have been normalized 
by dividing by the laser wavelength and by the focal length of L 1• A 
second Fourier transformation is effected by L 2 : 
F'(x,y) = JJ f(u, v) exp {211i(xu+yv)} du dv 
= F( -x, -y), 
and gives the inverted image F' on the screen S in the absence of the 
hologram. With the hologram in position, illuminated by light passing 
through the first part of the transparency, the light reaching S is the 
Fourier transform of / 1/*f, where f = / 1 + f 2• To determine the con-
tribution of the particular term / 1/f/2 we use the theorem which states 
that the transform of a product is the convolution of the transforms of 
the individual factors. It follows that the transform of JJ! is 
JJ F~(x-x', y-y') F1(x', y') dx' dy' 
= J J F1(x'- x, y'-y) F1(x', y') dx' dy', 
which is the autocorrelation function of F1, and may be written as 
C(x, y). Convolving this with F~, the Fourier transform ofj2, we obtain 
JJ C(x-x', y-y') F~(x', y') dx' dy', 
a blurred, inverted image of F2• If F1 is irregular, C(x, y) will be small 
and random except at the origin, and in these circumstances F 2 will 
be discernible in spite of the blurring, especially if it is made up of a 
number of small bright spots. 
An important question about the holograph, used as an associative 
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memory, concerns the signal-to-noise ratio of the output signal evoked 
by a given input. The same problem arises in any device which stores 
correlations between pairs of patterns; the more pairs that are stored, 
the noisier the recall. Suppose (to change our notation slightly) that a 
holograph or linear correlograph has been loaded with R pairs of pat-
terns, F1 and G1, F 2 and G2, etc. Then the input of F 1 will evoke the 
composite output 
F1 o/0(H~ %H1 +H~ %H2 + ... ), 
where the % sign has been used for convolution, a dash denotes in-
version of a pattern, and 
H1 = F1 + G1, H 2 = F 2 + G2, etc. 
When this expression is expanded, just one of the 4R terms is that which 
enables F1 to recall G1, namely F1 %F~ 0/ 0 G1 ; all the others count as 
noise. More detailed analysis shows that the signal-to-noise ratio in the 
recall of G1, if all the patterns are chosen completely at random, and 
are of comparable intensity, is the area covered by F1 divided by the 
combined area of all the recorded patterns. This fact underlines the 
necessity of filtering the output through a battery of threshold elements, 
such elements being not only practically but logically necessary if the 
system is to be used for recognizing patterns rather than just recalling 
them. 
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