No-Reference (NR) metrics provide a mechanism to assess video quality in an ever-growing wireless network. Their low computational complexity and functional characteristics make them the primary choice when it comes to realtime content management and mobile streaming control. Unfortunately, common NR metrics suffer from poor accuracy, particularly in network-impaired video streams. In this work, we introduce a regression-based video quality metric that is simple enough for real-time computation on thin clients, and comparably as accurate as state-of-the-art FullReference (FR) metrics, which are functionally and computationally inviable in real-time streaming. We benchmark our metric against the FR metric VQM (Video Quality Metric), finding a very strong correlation factor.
INTRODUCTION
In the context of Quality of Experience (QoE) [14] , NoReference (NR) metrics provide a new venue for video quality assessment in situations when either real-time measurement (e.g., for real time network management), or low-computation (e.g., in the mobile-streaming context) is required. In these cases, all other conventional approaches (i.e., subjective studies and full-reference, FR, methods) are unsuitable, due to complexity-, computation-and functional constraints.
On the other hand, NR metrics still present unresolved issues including lack of general validity and poor correlation to human perception. These are particularly evident when trying to assess video streams that have been distorted by real network impairments, as we have argued in our previous work [37, 38] . Thus, deriving a method capable of achieving the same accuracy as FR metrics (also in the presence of network impairments) while keeping the NR characteristics Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. (i.e., functional features and computational speed), makes a breakthrough in video quality assessment. In this direction, we propose a regression-based video quality metric that is simple enough for real-time computation on thin clients, and comparably as accurate as the state-of-the-art FR VQM (Video Quality Metric).
Video Quality Assessment (VQA) is nowadays in most of the cases done by means of a variety of QoE methods [14] . Being linked to human perception, QoE is intrinsically a subjective matter. Thus, it would only be natural to employ subjective analysis (through subjective methods) [32] . In this case, human subjects rate presented stimuli (for example impaired video sequences) under controlled conditions [2, 1] , obtaining what is typically described as the Mean Opinion Score (MOS). However, due to the time-consuming nature and bias of subjective experiments [22] , in the last years, great effort has been placed onto developing objective quality metrics, with the aim to automate QoE assessment through objective QoE (oQoE) algorithms [34] . The ultimate goal of oQoE metrics is to provide the best possible correlation to subjective studies and to the human vision system (HVS), by comparing the reference (i.e., the original video) to the received material (i.e. the video distorted by the streaming and transmission processes).
Thus, the first method of choice to automate and complement the subjective assessment has been based on FR metrics. Typical FR metrics include Peak Signal to Noise Ratio (PSNR), based on the frame's Mean Square Error (MSE) value, and Structural Similarity (SSIM) [40] , that combines luminance, contrast and structure measurements. Specifically because of its good correlation with subjective values, the Video Quality Metric (VQM) [26] is commonly used as the FR benchmark metric [5] .
However, while subjective studies and FR objective metrics succeed in providing relatively accurate assessments, their time, complexity and computational requirements make them unfeasible when it comes to assessing real-time streaming systems and, particularly, when mobile devices are scrutinized. In this case, there are just too many conditions to test out (which rules out subjective methods) and the original, undistorted signal is not available (which rules out FR methods).
To this end, NR metrics aim to estimate quality degradation by measuring specific features on the received distorted signal, without making reference to the original signal. Simple NR metrics belong to two classes, operating at bitstream level [4] or at the pixel (frame) level [7, 3] , respectively. NR metrics have, however, a limited scope as they usually focus on specific artifacts. In order to improve their generality, several state-of-the-art approaches have looked at machine learning (ML) techniques. Examples of that are the bitstream based artificial neural network approach of Shahid et al. [31] or the LASSO algorithm of Pandremmenou et al. [24] . While showing promising results, these metrics are evaluated on synthetically impaired videos and there is little evidence that these would be effective in typical video streaming scenarios. In fact, our experimental survey of NR metrics unveiled how existing methods are only partly effective in detecting quality degradation due to compression, but fail to fully assess other distortions derived from network impairments [38, 37] . In this way, while most of the features studied appear to have certain operational boundaries, it was not possible to pin-point one metric which could be used as a general substitute to the FR benchmark.
In this work, we introduce a regression-based video quality metric that is simple enough for real-time computation on thin clients, and comparably as accurate as state-of-theart FR metrics, which are functionally and computationally unviable in real-time streaming. We benchmark our metric against the FR metric VQM (Video Quality Metric), finding a very strong correlation factor.
The remainder of this paper is organized as follows. Section 2, provides a description of the state-of-the-art on NR metrics and machine learning. In Section 3, the proposed regression quality metric is presented. Evaluation set-up and results are presented in Section 4. Finally, Section 5 draws conclusions, highlighting key contributions and suggesting directions for future work.
BACKGROUND
Reibman et al. [29] classified NR approaches as either stemming from statistics derived from pixel-based features, NR pixel (NR-P), or computed directly from the coded bitstream, NR bitstream (NR-B). In a more recent classification, Shahid et al. added to this classification a third category in which approaches combining both pixel and bitstream assessments are included, i.e. Hybrid NR-P-B metrics [32] .
NR-P methods have focused their attention on certain artifacts, related to a specific type of visual quality degradation. Blur, noise, blockiness or temporal impairments have been quantified for measuring the end-user's quality. Blur, measured frame by frame, appears as a loss of spatial detail and a reduction of edge sharpness [39] . Examples of blur based NR video quality assessment can be found in [7] and [8] . Noise has also been used to assess quality, like in the block-based approach of Rank et al. [28] . Blockiness manifests itself as a discontinuity between adjacent blocks in images and video frames [11] . Several research lines have focused on blockiness. Examples of that are the Block-Edge metric of Wu et al. [41] or the HVS-based blocking method of Liu et al. [17] . Finally, temporal impairments incur by the network through delay or packet loss. These result in a degradation of the video in the form of jerkiness (non-fluent and non-smooth presentation of frames) [3] , frame freezes or jitter. Due to the fact that videos can be affected by more than one artifact at a time, methods combining contributions of different artifacts appeared, such as the linear combination of noise and blur components of Choi et al. [6] .
NR-B methods are relatively simpler to compute and quality scores can be obtained in the absence of the full decoder. But, they tend to have a limited scope of application as they are usually designed for specific coding techniques, for example H.264/AVC [4] . Another issue is to find the correlation between the bitlayer parameters and quality, without increasing the complexity. The performance of NR-B metrics can be enhanced by adding some input form of NR-P based quality assessment. These methods are called hybrid methods. Shanableh et al. [33] suggest a multipass prediction system based on stepwise regression using features included in the coding information of a Macro Block (MB), some relative measures of motion vector of neighboring MBs, and some numerical values related to textures of the MB. This method has shown good correlation to SSIM but its complexity makes it not quite fit for online analysis. Another interesting approach is the one provided by Keimel et al. [13] . They measure quality by linearly combining bitstream and pixel related features. Despite substantially reducing complexity, their approach does not, however, correlate well with either PSNR (Peak Signal to Noise Ratio) or SSIM, two of the state-of-the-art objective metrics in current use.
Improving the performance of the NR metrics has also been done by exploring the possibilities of machine learning techniques [20] . Already in 2002, Gastaldo et al. introduced one of the first methods to estimate the video quality using artificial neural networks [10] . They proposed the use of circular back propagation networks (based on bitstream layer parameters) in order to mimic the user's perception of compressed MPEG2 videos. Their approach showed promising results on a 12-video dataset from the motion picture expert group (MPEG). Their study focused on video distortions deriving merely from compression and explored a specific machine learning method. Also working on compressed videos, Le Callet et al. [15] employed an interesting convolutional neural network as a Reduced Reference (RR) method to allow a continuous-time quality estimation and scoring of the video. Unlike our NR approach, in which the server transmits the machine learning model updates only on service launch and in the case that an update is due, their method (as any RR metric) requires the transmission of features extracted from the original video together with the video under scrutiny. Staelens et al. [35] presented an NR video quality estimation method which uses a symbolic regression framework trained on a large set of parameters extracted from the codec. While obtaining good correlation with subjective tests, their approach is suited only to H.264 compressed streams, thus loosing on generality. Shahid et al. [31] proposed a model combining different bitstream-layer features using an Artificial Neural Network to estimate the quality. They tested their method on compressed videos but focused on correlations with PSNR. Pandremmenou et al. [24] employed the Least Absolute Shrinkage and Selection Operator (LASSO) regression method for assessing the accuracy of bitstream parameters to FR metrics and subjective analysis in videos affected by compression and synthetic impairments. In our previous research we developed a lightweight algorithm combining bitstream parameters (video bitrate, complexity and motion) with pixel artifacts (blur and noise) [36] . We presented the machine learning-based algorithm showing high correlation with SSIM.
REGRESSION-BASED VIDEO QUALITY ASSESSMENT METHOD
In this section, we present our regression-based NR video quality method. Figure 1 , shows the block diagrams for the processes running, respectively, on the server side and in the clients. The performance of a predictive model will substantially depend on the characteristics of the dataset used for training. In the case of a video service provider, the training set is composed by a number of video type samples stored in the server. In our method, each sample in the training set includes eight NR features (both in the pixel and the bitstream layers), two network condition parameters (packet loss rate and bitrate) and the ground truth quality index. Without loss of generality, we used VQM in the present study, which has shown to perform well even in the case of video streams distorted by the network transmission. This training set is used (in the server) to maintain the quality regression function, which is then employed on the client side to compute our predictive NR video quality assessment metric in realtime.
At service launch, the service provider will already have a representative video types set (e.g., sport, action movies, cartoons, and so forth); thus an initial prediction regression model is constructed (and made available to the client side). When a completely new video type is added, the prediction model may become less accurate. Yet, over the time the model will be updated based on new types and, what is more important, the chances of getting new video types will rapidly diminish. In this way, the server runs a process in the background in which the regression model is trained with the available video samples and new models (R) are uploaded to the clients (on a continuous or periodic basis).
On the other end of the transmission link, the video client employs the regression model trained by the server, to generate its prediction-based quality metric (Qreg). During a streaming session, the client characterizes the incoming video in terms of NR features and real-time network conditions, matching this information against the prediction model, to generate the quality estimation.
Selecting features that will characterize a video stream most accurately, furthermore providing with a decision suited to the degradation of the quality, and conforming an adequate set of characteristics that would better describe the video, is a very sensitive task. Thanks to the study performed in our previous work [38] , we found that NR metrics are good at picking different features, under specific conditions. This motivated us to develop a hybrid, predictive metric starting from the eight common metrics (Figure 1) .
A video stream can be characterized by several parameters, each one affecting different video types in diverse ways. Parameters regarding the video scene composition have been demonstrated to affect quality to a large extent [16] . From these parameters, the scene complexity and the video motion have proven to give high correlations with video quality [12] . The scene complexity is defined as the number of objects or elements present in the frame and the video motion as the amount of movement in the video [12] . Both these features can be empirically obtained from the encoding [16] .
On the pixel level, noise and blur components (mean and ratio per feature) have been demonstrated to provide a good measure of degradations in a frame-by-frame assessment [6] . In the same way, blockiness [25, 41] , described as a discontinuity between adjacent blocks in images and video frames [11] , was shown in our earlier study to provide promising results [38] . Finally, measuring the inter-frame degradations becomes fundamental in the presence of network impaired video. In this way, temporal features such as the Jerkiness (non-fluent and non-smooth presentation of frames) become fundamental [3] .
These eight NR-features are averaged for the whole video and normalized between 0 and 1. More information on how to compute these metrics can be found in [37, 38] . 
EVALUATION
In this section we present the results of the evaluation of our regression-based approach. First, Section 4.1 presents the evaluation set-up and video dataset. It provides details on the regression models used to assess the performance of our approach. Then, in Section 4.2 the results of our analysis are presented.
Evaluation methodology, video dataset and learning conditions
The dataset used is characterized in Table 1 . It consists of 10 original raw, 10 seconds, 25fps video types (bs1, mc1, pa1, pr1, rb1, rh1, sf1, sh1, st1, tr1) from the Live Quality Video Database [30] , encoded at MPEG4 part 10/H.264 , and 5120 kpbs) and with a resolution of 768x432. The selection of the encoding bitrates has been done in a way as to obtain the most diverse variety of video qualities. These 80 (10 videos at 8 bitrates) videos were then streamed in a controlled real network environment (given by a network emulator) and subjected to 12 levels of packet loss (0, 0.5%, 1%, 1.5%, 2%, 2.5%, 3%, 3.5%, 4%, 4.5%, 5%, and 10%), which is the most impairing condition in networks [23] . This makes a total of 960 different videos that we use to benchmark our quality metric. In [37, 38] we showed the broad range of characteristics and behaviours that this video set presents, both in terms of the simple NR metrics and the FR benchmark. For example, while some videos, such as the Sunflower (sf1) or the Rush hour (rh1), reach maximum benchmark quality (VQM) at bitrates of 3 or 4 Mbps, others like the Park run (pr1), the River bed (rb1) or the Shields (sh1) are still far from the maximum quality index (1) encoded at 5Mbps. This variety makes the evaluation of our method stronger and our conclusions more general and applicable to an inmense range of videos and conditions. Given the broad variety of machine learning approaches in the literature, an important element of our work was to explore different algorithms and find suitable avenues. To this end, our experimental framework is sufficiently generic to perform tests on any type of regression-based supervisedlearning algorithms (we have not included unsupervised learning methods in our study). For our metric, we selected three possible regression models broadly used in machine learning.
One of the most known and simplest regression models is linear regression [9] (dubbed LR in our analysis), which attempts to model the relationship between a scalar (output) and one or more independent variables by means of a linear multidimensional model of the input data.
Decision trees learning uses a decision tree as a predictive model, which maps observations about an item to conclusions about the item's target value [27] . Within decision trees, in regression trees (dubbed RT) the target variable takes continuous values (typically real numbers).
The Gaussian Process Regression (or Kriging) [18] provides is an example of higher complexity regression models. The basic idea of Kriging is to predict values by means of interpolation in which the interpolated values are modeled by a Gaussian process governed by prior covariances of the training data.
These three regression methods have been selected both for their simplicity and for their demonstrated good performance in quality measurements [6, 21] . We implemented these methods based on the ML Matlab toolbox [19] . Each algorithm requires the tuning of certain parameters in order to optimize their performance. The values included in Table 2 (third column), have been found to perform the best. In order to perform the Multiple Linear Regression, we added a bias vector (a vector of all ones) to the input data.
Another important choice in performing machine learning experiments consists on the way the training set is picked out of the whole dataset. The method used is bound to have a sensitive effect on the performance of the prediction models and, ultimately, on the accuracy of the NR metric. In order to evaluate our algorithm we divided the data-set on 10 parts corresponding to each of the video types and we evaluated the performance of the algorithm via a 10-folded cross-validation.
Results
When a new video is made available in the content provider's server, it is possible that the server administrator does not yet have video traces of it and, thus, cannot or does not want to re-train the ML model. In this analysis we explored this case which corresponds to a blind prediction approach, i.e. predicting the quality of one full video type based on a model trained with the other 9 types.
For each of the variants of our algorithm (LR, RT and GPR), we trained the model with 9 videos and tested on the remaining one; this adds up to 10 iterations per variant. Table 3 (columns 9, 10 and 11) shows the results achieved by our regression-based approach, including the LR, RT and GPR regression models, respectively. To have a qualitative comparison between our approach, and the eight NR metrics whose accuracy we aimed to improve, in Table 3 we also show the accuracy of the simple NR features (columns 1 to 8). Furthermore, we include SSIM in the comparison, to provide the lightweight FR counterpart accuracy (column 12). The accuracy of each of the metrics is computed as a Pearson Correlation to VQM, which we demonstrated to provide an accurate analysis for this dataset in [38] . Each of the rows shows the results for each of the video types; whereas the last row shows the overall correlation of the whole dataset to VQM.
As it can be seen in Table 3 , for all the video cases, the regression-based models achieve an overall average accuracy of roughly 80% (LR achieves 76% and the RT achieves an 83%). This is a significant improvement compared to the classic NR metrics, which achieve correlations to VQM lower than 30%. What is even more striking, our NR metrics achieve an overall performance that is in one of its variants comparable to the FR metric SSIM (LR-based metric) and in the other two cases is over a 5% better (RT and GPR variants).
The reason why standard deviations tend to be relatively high, reflects a broad range of video types (row 1 to 10), which was crucial to providing a comprehensive study. Interesting though, one of our regression methods (RT) gives the smallest deviation of all the metrics (0.084). The reason for this comes from the characteristics of the regression trees, which even in their simplest variants are able to classify data patterns in cases where other more sophisticated techniques fail (such as the GPR). This indicates that the RT approach combined with the NR metrics conform a very powerful NR tool. Table 3 : PCC correlations to VQM of the eight NR original metrics, our regression approach using three variants (LR, RT and GPR) and SSIM. Cell colors give qualitative correlation levels: green (best), yellow (median), and red (worst). Next, we studied in greater detail the working range of each of the different metrics, including the eight classical NR metrics, SSIM, and our three regression metrics. A sample of test cases is captured in the colormaps of Figures 3 and  2 . Each colormap shows correlation values to VQM, considering different video types and a range of bitrates (y-axis) and packet-loss values (x-axis). Full correlation to VQM (100% accuracy) is denoted in dark blue, whereas full anticorrelation to VQM is indicated in red. Looking at the color patterns, it is clearly visible how our metrics consistently outperform all other NR metrics and, in most cases, even SSIM.
CONCLUSION
The work presented herein, was trigger by our preliminary assessment of the drawbacks of classic NR metrics, which we published in MoMM15 [37] and later further extended in [38] . Having concluded therein that no existing metric would be accurate enough to evaluate mobile streaming services, we set off to develop the regression-based method presented in this paper.
However, our earlier work provided the key to developing an efficient hybrid metric based on the existing ones. It was observed that existing metrics did operate correctly but only under confined conditions, and that the whole spectrum of video conditions was collectively well-covered by the metrics set. The intuition was then that an appropriate combination of existing metrics would lead to a breakthrough in NR assessment. We looked at machine learning, and, regression methods offered a computationally-viable avenue. The obtained results confirm that regression is also an accurate approach -in fact, comparably as accurate as FR metric VQM, and considerably better than FR metric SSIM.
Our method, as depicted in Figure 1 , is meant to be a general framework to employ supervised learning in real-time streaming services. Given the positive findings, we intend to try other machine learning algorithms, with the possibility of further improving NR video quality assessment based on cognitive methods.
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