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We further present sparse-HMAX, an extension of HMAX that includes a sparse coding 33 scheme, in order to make the model even more biologically realistic and to provide a 34 tool for estimating efficiency in information processing. In an illustrative analysis, we 35 then show that HMAX performs better than two other reference methods (manually-36 positioned landmarks and the SURF algorithm) for estimating similarities between faces 37 in a nonhuman primate species. 38
This manuscript is accompanied with MATLAB codes of an efficient implementation of 39

Introduction 46
Understanding the evolution and the ecological significance of communicative traitsrequires studying these traits in the eyes of beholders (Endler et al. 2005) . In visual 48 communication, colour spaces-which model perceived differences between colours-49 have thus become very popular among visual ecologists who study socio-sexual 50 communication, camouflage, mimicry and plant-animal interactions (Renoult, Kelber & 51 Schaefer 2017). In colour spaces, the design of visual stimuli is usually studied as a 52 collection of isolated plain colours, without considering the influence of their spatial 53 arrangement on perception. However, the effectiveness of a communication system 54 strongly depends on how colour patches, lines or dots are arranged spatially to form 55 colour patterns. For example, the diurnal hawkmoth Macroglossum stellatarum innately 56 prefers radial blue and white patterns to ring patterns with the same colours (Kelber 57 2002) . Modelling the perception of colour patterns is thus a necessary step toward a 58 better understanding of natural communication systems. 59
In this article, we highlight the benefits of the HMAX family of models for 60 analysing patterned colour stimuli, as vertebrates perceive them. HMAX was originally 61 developed by computational neuroscientists to model information processing in the 62 ventral stream of the visual pathway, that is, the brain area involved in shape and colour 63 perception in humans (Serre & Riesenhuber 2004 ). Yet, due to the generality of the 64 hierarchical mechanisms involved in this family of models, the sensory and brain 65 processes modelled in HMAX are certainly widespread, occurring in most if not all 66 vertebrate taxa, thus offering HMAX a wide range of applications in visual ecology. 67
We begin with a short description of the neural mechanisms of pattern 68 perception in vertebrates, emphasizing similarities in processes across species. Then, 69
we provide a detailed description of HMAX, highlighting how it is connected to biological 70 vision. We further present sparse-HMAX, an extension of HMAX that includes a sparse 71 coding scheme. Sparse coding describes the strategy of neural systems to minimize the 72 number of neurons activated simultaneously (Olshausen & Field 2004) . By adding 73 sparse coding to HMAX, we aim both to develop an even more biologically realistic 74 model of perception of colour patterns, and to provide a framework for estimating 75 efficiency in information processing (Renoult & Mendelson 2019 
Perception of colour patterns in vertebrates 83
Despite structural differences in how vertebrates perceive colour patterns, a number of 84 general principles governing the processing of visual information are shared across 85 species. In this section, we review four of these principles: the hierarchical processing of 86 information, the tuning of neurons to stimulus features, the sparse encoding of 87 information, and the opponent processing of colour information. 88
89
Hierarchical processing of visual information 90
The perception of colour pattern is one step of the whole vision process that ultimately 91 leads to recognition. In mammals, vision starts with the stimulation of retinal 92 photoreceptors that convert the light arising from a stimulus into electro-chemical 93 signals. These signals are then conducted through retinal ganglion cells to reach the 94 lateral geniculate nucleus (LGN), a relay centre that connects the retina to the primary 95 visual cortex (V1). Signals continue to flow bottom-up through V2 and V4, and then 96 through the inferior temporal cortex (IT), which feeds the prefontal cortex that connects 97 perception to memory and action (Felleman & Van Essen 1991) . Areas V3 and V5 are 98 involved mainly in motion vision (Zeki et al. 1991) . 99
As signals flow from photoreceptors up to IT, the information extracted becomes 100 increasingly complex (Mély & Serre 2017) . At the receptor level, light contrasts are 101 recorded locally without any information about their spatial organization. In V1, 102 neurons become sensitive to short and oriented line segments (Tootell et al. 1988) . 103
Basic shapes such as curved lines (i.e. combinations of oriented line segments) are 104 mainly processed in V4. More complex shapes representing entire objects (i.e. 105 combinations of curved lines; e.g., a lion, a house or a face) are processed in IT and in 106 subsequent specialised areas (e.g., the fusiform face area for faces). In addition, 107 throughout the visual pathway neurons are increasingly invariant to orientation, scale, 108 position and lighting conditions. Neurons in IT thus fire in response to specific items yet 109 they are insensitive to how tilted, distant, centred in the field of view and shaded these 110 items are (Mély & Serre 2017) . How the visual system achieves the dual increase in 111 sensitivity and invariance has been a central question of vision science and is still one of 112 the most active research topics in computer vision (e.g., Anselmi et al. 2016) . 113
In their seminal article, Hubel and Wiesel (1962) responded to all orientations, even those never seen by the animal, even though twice as 163 much cortical area was devoted to the experienced orientation (Sengpiel, Stawinski & 164 Bonhoeffer 1999). For more complex shapes, and thus in higher levels of information 165 processing, there is also evidence that some stimuli are innately categorized (e.g., faces 166 in primates: Johnson et al. 1991 ); nevertheless it is generally accepted that complex 167 shape selectivity is mostly tuned by learning (e.g., Freedman et al. 2005) . Overall, it 168 appears that shape selectivity is innate, but that it can be retuned to environmental 169 stimuli through learning in some neurons; moreover, the proportion of neurons that can 170 be retuned seems to increase in higher levels of the visual pathway. Layer S1.-In S1, feature-selective neurons are represented by a set F S1 of Gabor filters 262 xg=1,…,q and yg=1,…,q, a Gabor filter ! !,! !! is described as 267
with γ the aspect ratio of the filter and λ the wavelength parameter. Serre and 268 Riesenhuber (2004) found that λ had limited effect on tuning filter selectivity and thus 269 kept it constant. These authors further proposed to approximate σ and λ from q such 270 that 271 Lagrange dual to learn the filters and applies a feature-sign search to learn the weights 356 (for details, see Lee et al. 2007) . 357
The number of different scales (sc) is thus taken as identical to the number of different 272 filter sizes (u).
To sparsely encode a target stimulus, as in training, a matrix X of m square 358 patches is extracted in a similar way from ! !,! !! maps of the target image I, then 359 normalised and centred, and eventually the feature-sign search algorithm is used to 360 learn S using F S2 , the set of filters learned previously. In sparse-HMAX, the output of S2 is 361 thus S, which is equivalent to a single feature map indicating the activation of each filter 362 for all patches (and thus for all scales and orientations in C1). The output ! !! of sparse-363 HMAX is eventually given by 364 with ! ∈ ℤ !"# . In Old World primates, npe = 3 with ! ∈ !, !, ! , which is often 376 approximated by {R, G, B}, the blue, green and red channels of a colour image. Moreover, 377 in some species like primates and fishes, the luminance channel is given by summing 378 two or more Ib (see Layer SO). In other species, e.g., in birds, a specific set of 379 photoreceptors (the double cones) feeds the luminance channel. In this case, the 380 photoreceptor excitation map of the luminance channel should be included as a specific 381 such that 393
The set of single opponent and luminance maps M SO' containing ! !" ×!"×2×!"ℎ maps 395
with !ℎ ∈ ℤ !"! are then obtained by linearly combining
such that 396
with ! ∈ ℝ !"#×!"! is a matrix of weights in which columns define the single opponent 397 and luminance functions. For example, in Old World primates, 398 
The last step of layer SO is a divisive normalisation that provides tolerance to small light 405 intensity scaling: 406
Note that in this layer normalisation is performed over maps of all (excitatory and 407 inhibitory) channels at a given θ SO by ascending value of similarity and summed the rank of pairs corresponding to 438 different pictures of the same individuals. The higher the rank sum, the best the method 439 to assign high similarity to same-individual portrait pictures. For all three methods, the 440 rank sum was higher than expected by chance (95% limit of a null distribution), 441 indicating that all methods recognized that same-individual pictures were more similar 442 than different-individual pictures ( ConvNets, which require a huge amount of data for training (i.e. to learn filter 482 selectivities), S2 filters in HMAX can be learned from a few images, and possibly a single 483 image. Moreover, contrary to ConvNets, with HMAX it is straightforward to visualize the 484 selectivity of neurons (i.e. filters) and to analyse which neurons are activated and which 485 are not. This is convenient, e.g., for revealing those features that most influence the 486 similarity between two phenotypes. HMAX models thus have high explanatory power, 487 which ConvNets still critically lack. 488
Compared to the classic HMAX, sparse-HMAX showed reduced performance both 489 for estimating facial similarity in mandrills and in performance tests (see SI). However, 490 our goal in proposing a sparse implementation of HMAX was not to maximize 491 performance but to make the model biologically more realistic. Studying the efficiency of information processing outside laboratories of 500 neurophysiology and in non-model animal species, however, will require models such as 501 sparse-HMAX that quantify processing efficiency in animal brains. Visual ecology and 502 evolutionary biology are only beginning to embrace the benefits of methods developed 503 in computer vision and computational neuroscience. One aim of this article was to make 504 one step forward toward a better connection between these fields of research. 505
