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We consider unsteady heat transfer in a one-dimensional harmonic crystal surrounded by a viscous
environment and subjected to an external heat supply. The basic equations for the crystal particles
are stated in the form of a system of stochastic differential equations. We perform a continualization
procedure and derive an infinite set of linear partial differential equations for covariance variables.
An exact analytic solution describing unsteady ballistic heat transfer in the crystal is obtained. It is
shown that the stationary spatial profile of the kinetic temperature caused by a point source of heat
supply of constant intensity is described by the Macdonald function of zero order. A comparison with
the results obtained in the framework of the classical heat equation is presented. We expect that the
results obtained in the paper can be verified by experiments with laser excitation of low-dimensional
nanostructures.
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I. INTRODUCTION
An understanding of heat transfer at the microlevel
is essential to obtain a link between the microscopic
and the macroscopic descriptions of solids. As far
as the macroscopic level is concerned, Fourier’s law
of heat conduction is widely and successfully used to
describe heat transfer processes. However, it is well
known that for one-dimensional crystals substantial de-
viations from Fourier’s law are observed1–5. These in-
adequacies can be, in principle, addressed by using spe-
cial laws of particle interactions6–10 or sufficiently com-
plex structures11,12. Recent experimental data, how-
ever, demonstrate that Fouriers law is indeed violated
in low-dimensional nanostructures13–18, where ballistic
heat conduction is observed. This fact is in agree-
ment with the phonon theory19,20, which relates the
heat conductivity with the phonon mean free path. At
the macroscale, the phonon mean free path is a small
quantity in comparison with the characteristic size of
the system, but this is not true for microscale and
nanoscale systems21. This motivates the interest in the
simplest lattice models, in particular, in harmonic one-
dimensional crystals (chains), where these anomalies are
most prominent22,23. Problems of this type were pre-
viously addressed mainly in the context of steady-state
heat conduction1–5,24–33, unsteady conduction regimes
came into the focus in12,34–42.
Simple lattice models can be used for the analytical
investigation of the thermomechanical processes in solids
at the microscale38,43–46, and, in particular, in the car-
bon nanostructures47,48. One-dimensional systems due
to their simplicity can be used to obtain analytical solu-
tions in a closed form without loss of generality5,39,44,49,
or to get the asymptotic description of non-stationary
processes in media with complex structure49–54. In
previous studies41,42,55, a new approach was suggested
which allows one to solve analytically non-stationary
thermal problems for a one-dimensional harmonic crys-
tal — an infinite ordered chain of identical material par-
ticles, interacting via linear (harmonic) forces. In par-
ticular, a heat transfer equation was obtained that dif-
fer from the extended heat transfer equations suggested
earlier56–59; however, it is in an excellent agreement with
molecular dynamics simulations and previous analyti-
cal estimates34. Later this approach was generalized
to a number of systems, namely, to a one-dimensional
crystal on an elastic substrate40, and to two and three-
dimensional harmonic crystals60. In the most of above
mentioned papers40–42,60 only isolated systems were con-
sidered. The motivation for this paper is to consider
a system that can exchange energy with its surround-
ings. Therefore, now we assume that the crystal is sur-
rounded by a viscous environment (a gas or a liquid)
which causes an additional dissipative term in the equa-
tions of stochastic dynamics for the particles. Addition-
ally, we take into account sources of heat supply. This
is a more realistic model, and thus we expect that the
theoretical results obtained in the paper can be verified
by experiments with laser excitation of low-dimensional
nanostructures16–18,61.
The paper is organized as follows. In Section II, we
consider the formulation of the problem. In Section II A,
some general notation is introduced. In Section II B, we
state the basic equations for the crystal particles in the
form of a system of stochastic differential equations. In
ar
X
iv
:1
71
0.
01
36
0v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
 O
ct 
20
17
2Section II C, we introduce and deal with infinite set of co-
variance variables. These are the mutual covariances of
the particle velocities and the displacements for all pairs
of particles. We use the Itoˆ lemma to derive (see Ap-
pendix A) an infinite deterministic system of ordinary
differential equations which follows from the equations
of stochastic dynamics. This system can be transformed
into an infinite system of differtial-difference equations
involving only the covariances for the material velocities.
In Section III, we introduce a continuous spatial variable
and write the finite difference operators involved in the
equation for covariances as compositions of finite differ-
ence operators and operators of differentiation. To do
this, we use some identities of the calculus of finite dif-
ferences (see Appendix B). In Section IV, we perform an
asymptotic uncoupling of the equation for covariances.
Provided that the introduced continuous spatial variable
can characterize the behavior of the crystal, one can dis-
tinguish between slow motions, which are related to the
heat propagation, and vanishing fast motions40,42, which
are not considered in the paper. Slow motions can be de-
scribed by a coupled infinite system of second-order hy-
perbolic partial differential equations for quantities which
we call the non-local temperatures. The zero-order non-
local temperature, which is proportional to the statistical
dispersion of the particle velocities, is the classical kinetic
temperature. In Section V, we obtain an expression for
the fundamental solution for the kinetic temperature and
solve the non-stationary problem of the heat propagation
from a suddenly applied point source of constant inten-
sity. In contrast to the case of a crystal without viscous
environment (Section V A), in the case of a crystal sur-
rounded by a viscous environment (Section V B) there
exists a steady-state solution describing the kinetic tem-
perature distribution caused by a constant point source.
In Section VI, we present the results of the numerical
solution of the initial value problem for the system of
stochastic differential equations and compare them with
the obtained analytical solution. In Section VII, we com-
pare our results with the classical results obtained in the
framework of the heat equation based on Fourier’s law.
In the conclusion (Section VIII), we discuss the basic re-
sults of the paper.
II. MATHEMATICAL FORMULATION
A. Notation
In the paper, we use the following general notation:
t: the time;
H(·): the Heaviside function;
δ(·): the Dirac delta function;
〈·〉: the expected value for a random quantity;
δpq: is the Kronecker delta (δpq = 1 if p = q, and δpq = 0
otherwise);
δn: δn = 1 if n = 0 and δn = 0 otherwise;
J0(·): the Bessel function of the first kind of zero order62;
I0(·): the modified Bessel function of the first kind of zero
order62;
K0(·): the Macdonald function (the modified Bessel func-
tion of the second kind) of zero order62;
erfc(·): the complementary error function62.
B. Stochastic crystal dynamics
Consider the following system of stochastic ordinary
differential equations63,64:
dvi = Fidt+ bidWi, dui = vidt, (II.1)
where
Fi = Liui − ηvi, (II.2)
dWi = ρi
√
dt. (II.3)
Here i is an arbitrary integer which describes the position
of a particle in the chain; the stochastic processes ui(t)
and vi(t) are the displacement and the particle velocity,
respectively; Fi is the force on the particle; Wi are Wiener
processes; Li is a linear finite difference operator; bi(t)
is the intensity of the random external excitation; η is
the specific viscosity for the environment. The normal
random variables ρi are such that
〈ρi〉 = 0, 〈ρiρj〉 = δij , (II.4)
and they are assumed to be independent of ui and vi.
The initial conditions are zero: for all i,
ui(0) = 0, vi(0) = 0. (II.5)
In this paper, we consider the simplest case where the
operator Li has the following form:
Liui = ω
2
0Liui, (II.6)
Liui = ui+1 − 2ui + ui−1, (II.7)
ω0
def
=
√
C/m, (II.8)
where C is the bond stiffness and m is the mass of a par-
ticle. However, the obtained results can be generalized
for more complex operators and related physical systems
(e.g. a crystal on an elastic support, next neighbour in-
teractions etc).
In the case bi ≡ b, equations (II.1) are the Langevin
equations65,66 for a one-dimensional harmonic crystal (an
ordered chain of identical interacting material particles,
see Fig. 1) surrounded by a viscous environment (e.g.,
3a gas or a liquid). Assuming that bi may depend on
i, we introduce a natural generalization of the Langevin
equation which allows one to describe the possibility of
an external heat excitation (e.g., laser excitation). Note
that since bi do not depend on uj and vj for all i, j, it
is not necessary to distinguish between the Stratonovich
and Itoˆ formalism63 in the case of equation (II.1).
Figure 1. A one-dimensional harmonic crystal.
C. The dynamics of covariances
According to (II.2), Fi are linear functions of ui, vi.
Taking this fact into account together with (II.4) and
(II.5), we see that for all t
〈ui〉 = 0, 〈vi〉 = 0. (II.9)
Following67, consider the infinite sets of covariance vari-
ables
ξp,q
def
= 〈upuq〉, νp,q def= 〈upvq〉, κp,q def= 〈vpvq〉,
(II.10)
and the variables
βp,q
def
= δpq bpbq. (II.11)
In the last equation, we take into account the second
equation of (II.4). Thus the variables ξp,q, νp,q, κp,q, βp,q
are defined for any pair of crystal particles. For sim-
plicity, in what follows we drop the subscripts p and q,
i.e., ξ
def
= ξp,q etc. By definition, we also put ξ
> def= ξq,p
etc. Now we differentiate the variables (II.10) with re-
spect to time taking into account the equations of motion
(II.1). This yields the following closed system of differ-
ential equations for the covariances (see Appendix A):
∂tξ = ν + ν
>,
∂tν + ην = Lqξ + κ,
∂tκ+ 2ηκ = Lpν + Lqν
> + β,
(II.12)
where ∂t is the operator of differentiation with respect to
time. Now we introduce the symmetric and antisymmet-
ric difference operators
2LS
def
= Lp + Lq, 2L
A def= Lp − Lq, (II.13)
2LS def= Lp + Lq, 2LA def= Lp − Lq, (II.14)
and the symmetric and antisymmetric parts of the vari-
able ν:
2νS
def
= ν + ν>, 2νA def= ν − ν>. (II.15)
Note that ξ and κ are symmetric variables. Now equa-
tions (II.12) can be rewritten as follows:
∂tξ = 2ν
S, (∂t + 2η)κ = 2L
SνS + 2LAνA + β,
(II.16)
(∂t + η)ν
A = −LAξ, (∂t + η)νS = LSξ + κ. (II.17)
Applying the operator ∂t + η to Eqs. (II.16) and substi-
tuting expressions (II.17) yields a closed system of two
equations of second order in time:
∂t(∂t + η)ξ = 2(L
Sξ + κ), (II.18)
(∂t+η)(∂t+2η)κ = 2
(
(LS)2−(LA)2)ξ+2LSκ+(∂t+η)β.
(II.19)
Now we can express κ in terms of ξ using Eq. (II.18)
and substitute the result into Eq. (II.19). This yields an
equation of fourth order in time for ξ:(
(∂t + η)
2(∂2t + 2η∂t − 4LS) + 4(LA)2
)
ξ = 2(∂t + η)β.
(II.20)
According to Eq. (II.18), the covariance of material ve-
locities κ can be expressed in terms of the covariance of
displacements ξ by the following formula:
κ =
1
2
(∂2t + η∂t − 2LS)ξ. (II.21)
Applying the operator from the right-hand side of
Eq. (II.21) to Eq. (II.20) yields a fourth-order equation
for the covariances of the material velocities κ:
(
(∂t + η)
2(∂2t + 2η∂t − 4LS) + 4(LA)2
)
κ
= (∂t + η)(∂
2
t + η∂t − 2LS)β. (II.22)
In what follows, we deal with Eq. (II.22). According
to Eqs. (II.5), (II.10), we supplement Eq. (II.22) with
zero initial conditions. We state these conditions in the
following form, which is conventional for distributions (or
generalized functions)68:
κ
∣∣
t<0
≡ 0. (II.23)
To take into account non-zero classical initial conditions,
one needs to add the corresponding singular terms (in the
form of a linear combination of δ(t) and its derivatives)
to the right-hand sides of the corresponding equations68.
Let us note that obtained equation (II.22) for the co-
variance variables is a determenistic one. What is also
important is that (II.22) is a closed equation. Thus the
thermal processes do not depend on any property of the
cumulative distribution functions for the displacements
and the particle velocities other than the covariance vari-
ables used above.
4III. CONTINUALIZATION OF THE FINITE
DIFFERENCE OPERATORS
In this section, we use some identities of the calculus
of finite differences (see Appendix B). Following41,67, we
introduce the discrete spatial variable
k
def
= p+ q (III.24)
and the discrete correlational variable
n
def
= q − p (III.25)
instead of discrete variables p and q. We can also formally
introduce the continuous spatial variable
x
def
=
ak
2
, (III.26)
where a is the lattice constant (the distance between
neighboring particles). We have
q =
x
a
+
n
2
, p =
x
a
− n
2
. (III.27)
To perform the continualization, we assume that the
lattice constant is an infinitesimal quantity and introduce
a dimensionless formal small parameter  in the following
way:
a = aˆ, (III.28)
where aˆ = O(1). To preserve the speed of sound in the
crystal c
def
= aω0 as a quantity of order O(1), we addition-
ally assume that
ω0 = 
−1ωˆ0, (III.29)
where ωˆ0 = O(1). Thus c = aˆωˆ0 = O(1). The basic
assumption that allows one to perform the continualiza-
tion is that any variable ζp,q defined by (II.10) or (II.11),
where p and q are defined by (III.27), can be calculated
as a value of a smooth function ζn(x) of the continuous
spatial slowly varying coordinate
x = aˆk (III.30)
and the discrete correlational variable n:
ζˆn(x)
def
= ζ
k+
n
2 ,k−
n
2
= ζp,q. (III.31)
In accordance with (III.31), one has
Lpζp,q = ζˆn−1
(
x+ a2
)− 2ζˆn(x) + ζˆn+1 (x− a2 ) ,
Lqζp,q = ζˆn+1
(
x+ a2
)− 2ζˆn(x) + ζˆn−1 (x− a2 ) .
(III.32)
Applying the Taylor theorem to these formulas yields
Lpζp,q = Lnζˆn + a2 ∂x(ζˆn−1 − ζˆn+1)
+ a
2
8 ∂x(ζˆn−1 + ζˆn+1) + o(
2),
Lqζp,q = Lnζˆn + a2 ∂x(ζˆn+1 − ζˆn−1)
+ a
2
8 ∂x(ζˆn+1 + ζˆn−1) + o(
2).
(III.33)
Now we perform the continualization of the operators
LS, LA. Using (III.33), we obtain
LS = Ln +O(2), (III.34)
LA = −a2 Dn∂x +O(2), (III.35)
where
Dnfn = fn+1 − fn−1. (III.36)
Now we calculate (LA)2 using (III.35), (B.6), (B.10).
This yields
(LA)2 = a2M+ o(2), (III.37)
M def= −1
4
Ln(−1)nLn(−1)n∂2x. (III.38)
IV. SLOW MOTIONS
Taking into account Eq. (II.6) and assumption (III.29),
Eq. (II.22) can be rewritten in the following form:(
(∂t + η)
2
(
2(∂2t + η∂t)− 4ωˆ20LS
)
+ 4
ωˆ40
2
(LA)2
)
κ
= (∂t + η)
(
2(∂2t + η∂t)− 2ωˆ20LS
)
β. (IV.39)
Equation (IV.39) is a differential equation whose high-
est derivative with respect to t is multiplied by a small
parameter. Therefore, one can expect the existence of
two types of solutions, namely, solutions slowly varying
in time and fast varying in time69. Considering slow mo-
tions, we assume that
2(∂2t + η∂t)κ ωˆ20LSκ, 2(∂2t + η∂t)β  ωˆ20LSβ.
(IV.40)
Vanishing solutions that characterize fast motions, which
do not satisfy (IV.40), are not considered in this paper.
In42, the properties of fast motions are investigated in the
case of the system under consideration without viscous
environment (η = 0) and external heating (β = 0). In40,
fast motions in a one-dimensional harmonic crystal on
an elastic substrate are considered (again under the zero
external action condition).
Now, taking into account (III.37), we drop the higher
order terms and rewrite equation (IV.39) in the form of
an equation for slow motions:
2
(
(∂t + η)
2LS − c2M)κ = (∂t + η)LSβ. (IV.41)
Applying the operator (LS)−1 to Eq. (IV.41) results in
κ¨+2ηκ˙+
(
η2−c2(LS)−1M)κ = 1
2
(β˙+ηβ)+C, (IV.42)
where LSC ≡ 0. Taking into account the initial condi-
tions in the form of Eq. (II.23), one can show that C = 0.
Now we perform the continualization of the equations.
According to Eqs. (III.34), (III.37), (III.38), we have
(LS)−1M = −1
4
(−1)nLn(−1)n∂2x + o(2). (IV.43)
5Now we multiply (IV.42) by (−1)nmk−1B and rewrite
Eq. (IV.42) in the following form:
θ¨n + 2ηθ˙n + η
2θn +
c2
4 Lnθ′′n = (χ˙+ ηχ)δn, (IV.44)
where, according to (III.31), we introduce the following
quantities depending on the continual spatial variable x:
θn(x, t)
def
= (−1)nmk−1B κˆn(x, t), (IV.45)
χ(x, t)
def
= 12mk
−1
B βˆ0(x, t). (IV.46)
Here kB is the Boltzmann constant. We call θn the non-
local temperatures and identify χ as the heat supply in-
tensity (note that βˆn ≡ 0 for n ≥ 1 due to (II.11)). Also,
we identify T
def
= θn
∣∣
n=0
as the kinetic temperature, since
in the framework of the kinetic theory of gases expression
(IV.45) for θ0 coincides with the expression for the tem-
perature of an ideal gas consisting of particles with one
degree of freedom. Now we recall the explicit form (II.7)
for Ln and rewrite Eq. (IV.44) as the infinite system of
partial differential equations
θ¨n + 2ηθ˙n + η
2θn +
c2
4
(
θn−1 − 2θn + θn+1
)′′
= φ(x, t)δn,
(IV.47)
φ = χ˙+ ηχ, (IV.48)
which describe the heat propagation in the crystal. The
particular case of this equation for the case η = 0, χ ≡ 0
was obtained previously in70.
Note that equations (IV.47) for slow motions involve
only the product c = ω0a and do not involve the quanti-
ties ω0 and a separately, so they do not involve . Pro-
vided that the initial conditions also do not involve , the
solution of the corresponding initial value problem and
all its derivatives are quantities of order O(1). The rate
of vanishing for fast motions depends on : the smaller
, the higher the rate. Thus, for sufficiently small , ex-
act solutions of Eq. (II.22) quickly transform into slow
motions.
V. SOLUTION OF THE EQUATIONS FOR
SLOW MOTIONS
In what follows, we investigate the initial value prob-
lem for the system of partial differential equations (IV.47)
where the heat supply is given in the form of a point
source
χ = χ¯(t)δ(x), (V.49)
χ¯(t)
∣∣
t<0
≡ 0, (V.50)
supplemented with zero initial conditions stated in the
following form (see (II.23)):
θn(x, t)
∣∣
t<0
≡ 0. (V.51)
A. The case η = 0
In this section, we consider a crystal without viscous
environment and assume that η = 0. First, take χ¯(t) =
χ¯1δ(t), where χ¯1 is a constant. This corresponds to the
choice of heat supply in the form of a point pulse source.
Thus, in accordance with Eq. (IV.48),
φ(x, t) = χ¯1δ(x)δ˙(t). (V.52)
Now we apply the discrete Fourier transform Fyn
71,72 with
respect to the variable n to Eq. (IV.47). This yields
θ¨Fyn − C2θ′′Fyn = χ¯1δ(x)δ˙(t), (V.53)
where
θFyn(y, x, t) =
∑
n
θn exp(iny), (V.54)
C = c
∣∣∣ sin y
2
∣∣∣, (V.55)
and y is the Fourier transform parameter. Here we have
used the shift property71,72 of the discrete Fourier trans-
form:
θFyn±1(y, x, t) = exp(±iy) θFyn(y, x, t). (V.56)
Equation (V.53) is the inhomogeneous one-dimensional
wave equation. Therefore, the solution can be written as
the convolution of the right-hand side of (V.53) with the
corresponding fundamental solution68:
θFyn = χ¯1δ(x)δ˙(t) ∗
1
2C
H(Ct− |x|) = χ¯1
2
δ(Ct− |x|).
(V.57)
The inverse of θFy0 (the kinetic temperature T = θ0) can
be expressed in the following form71,72:
θ0 =
1
2pi
pi∫
−pi
θFyn exp(−iny) dy
∣∣∣∣
n=0
=
χ¯1
4pi
pi∫
−pi
δ
(
ct
∣∣∣ sin y
2
∣∣∣− |x|) dy. (V.58)
To calculate the right-hand side of Eq. (V.58), one needs
to use the formula (see73)∫
I
δ(f(y)) dy =
∑
i
1
|f ′(yi)| , (V.59)
where yi are the roots of f(y) lying inside the interval I.
Taking
f(y) = ct
∣∣∣ sin y
2
∣∣∣− |x|, (V.60)
one can find the corresponding roots
y1,2 = ±2 arcsin |x|
ct
, ct ≥ |x|. (V.61)
6For ct < |x|, there are no roots. One has
f ′(y1,2) =
ct
2
cos
y1,2
2
=
1
2
√
c2t2 − x2. (V.62)
Applying (V.59), one gets
T = χ¯1F1(x, t)
def
=
χ¯1H(ct− |x|)
pi
√
c2t2 − x2 . (V.63)
Formula (V.63) demonstrates that heat propagates at a
finite speed c.
Now take χ¯(t) = χ¯0H(t), where χ¯0 is a constant. This
corresponds to the choice of heat supply in the form of a
suddenly applied point source of constant intensity. Thus
φ(x, t) = χ¯0δ(x)δ(t), (V.64)
in accordance with Eq. (IV.48). In this case, an expres-
sion for the kinetic temperature can be obtained by in-
tegrating the right-hand side of Eq. (V.63) with respect
to time:
T = χ¯0F0
def
=
χ¯0
pi
t∫
|x|/c
dτ√
c2τ2 − x2
=
χ¯0H(ct− |x|)
pic
ln
ct+
√
c2t2 − x2
|x| . (V.65)
The formula obtained agrees with previous results55.
Note that for fixed x 6= 0, we have F0 ∝ ln t (F0 is propor-
tional to ln t) as t → ∞. The solution F0 is self-similar
(it depends only on x/ct).
The function F0 is the fundamental solution for the op-
erator in the left-hand side of Eq. (IV.47) (for n = 0 and
η = 0). The function F1 = F˙0 plays the role of the funda-
mental solution for the problem of the heat propagation
in a crystal without environment caused by a source of
heat supply χ(x, t). The expressions for F1 were ear-
lier obtained in41,67,70 with a slightly different approach.
Thus, in the case of an arbitrary function χ(x, t), the
solution θ0 of Eq. (IV.48) that satisfies the zero initial
condition in the form of Eq. (V.51) can be written as the
convolution
θ0 = χ ∗ F1 =
∞∫∫
−∞
χ(ξ, τ)F1(x− ξ, t− τ) dξ dτ =
= χ˙ ∗ F0 =
∞∫∫
−∞
χ˙(ξ, τ)F0(x− ξ, t− τ) dξ dτ. (V.66)
Here ∗ stands for the convolution of functions of two vari-
ables x and t. Using formulas (V.66) in practical appli-
cations one should remember that the time derivative χ˙
must be calculated in the sense of distributions (or gener-
alized functions)68. Also note that the inegration interval
in (V.66) is in fact finite due to (V.50), (V.65).
B. The case η > 0
In this section, we consider a crystal in a viscous en-
vironment and assume that η > 0. First, take χ¯(t) =
χ¯1δ(t). This corresponds to the choice of heat supply in
the form of a point pulse source. Thus
φ(x, t) = φ0
def
= χ¯1δ(x)
(
δ˙(t) + ηδ(t)
)
, (V.67)
in accordance with Eq. (IV.48). Applying the discrete
Fourier transform Fyn with respect to the variable n to
Eq. (IV.47) and using the shift property (V.56) yields
the following equation:
θ¨Fyn + 2ηθ˙Fyn − C2θ′′Fyn + η2θFyn = χ¯1δ(x)
(
δ˙(t) + ηδ(t)
)
,
(V.68)
where the symbols θFyn(y, x, t) and C are defined by
Eq. (V.54) and Eq. (V.55), respectively. The homoge-
neous equation that corresponds to Eq. (V.68) is a par-
ticular case of the telegraph equation
W¨ + 2ηW˙ − C2W ′′ +BW = 0. (V.69)
The fundamental solution for the operator in the left-
hand side of Eq. (V.69) is (see74)
Φ =
e−ηtH(Ct− |x|)J0
(√|α|(t2 − x2/C2))
2C
, α < 0,
Φ =
e−ηtH(Ct− |x|)I0
(√|α|(t2 − x2/C2))
2C
, α > 0,
(V.70)
where α ≡ η2 − B. The values of the coefficients in
Eq. (V.68) correspond to the special limiting case of
Eq. (V.69) where α = 0 and the fundamental solution
is given by the simple formula
Φ =
1
2C
exp(−ηt)H(Ct− |x|). (V.71)
Calculating the convolution of the right-hand side of
(V.67) with the fundamental solution (V.71) yields
θFyn = χ¯1(Φ˙ + ηΦ) =
χ¯1
2
exp(−ηt)δ(Ct− |x|), (V.72)
therefore,
T = θ0 = χ¯1F
η
1(x, t)
def
=
χ¯1 exp(−ηt)
4pi
pi∫
−pi
δ
(
ct
∣∣∣ sin y
2
∣∣∣− |x|) dy
=
χ¯1H(ct− |x|) exp(−ηt)
pi
√
c2t2 − x2 . (V.73)
The function Fη1 plays the role of the fundamental solu-
tion for the problem of the heat propagation in a crystal
surrounded by a viscous environment caused by a source
of heat supply χ(x, t).
7Now take χ¯(t) = χ¯0H(t). This corresponds to the
choice of heat supply in the form of a suddenly applied
point source of constant intensity. Thus
φ(x, t) = φ1
def
= χ¯0δ(x)
(
δ(t) + ηH(t)
)
, (V.74)
in accordance with Eq. (IV.48). Since φ˙1 = φ0, the non-
stationary solution can be obtained by integrating the
right-hand side of Eq. (V.73) with respect to time:
T (x, t) =
χ¯0H(ct− |x|)
pi
t∫
|x|/c
exp(−ητ)√
c2τ2 − x2 dτ. (V.75)
In contrast to the case η = 0, for η > 0 there exists a sta-
tionary solution which according to75,76 can be expressed
in a closed form:
T (x,∞) = χ¯0
pi
∞∫
|x|/c
exp(−ητ)√
c2τ2 − x2 dτ =
χ¯0
pic
K0
(
η|x|
c
)
.
(V.76)
Thus, the stationary spatial profile of the kinetic tem-
perature caused by a point source of heat supply of con-
stant intensity is described by the Macdonald function
(the modified Bessel function of the second kind) of zero
order.
It may be noted that, using the discrete Fourier trans-
form, the steady-state solution (V.76) can be obtained as
the solution θ0(x) of the problem for the static equations
η2θn +
c2
4
(θn−1 − 2θn + θn+1)′′ = ηχ¯0δ(x)δn (V.77)
that correspond to (IV.47) with the boundary conditions
at x→∞
θn(x)→ 0. (V.78)
In the case of an arbitrary function χ(x, t), the solution
θ0 of Eq. (IV.48) that satisfies the zero initial condition in
the form of Eq. (V.51) can be written as the convolution
of χ with the fundamental solution Fη1 (V.73):
θ0 = χ ∗ Fη1 =
∞∫∫
−∞
χ(ξ, τ)Fη1(x− ξ, t− τ) dξ dτ. (V.79)
Thus, we have obtained the analytical solution of the
problem.
VI. NUMERICS
In this section, we present the results of the numerical
solution of the system of stochastic differential equations
(II.1)–(II.3) with initial conditions (II.5). It is useful to
rewrite Eqs. (II.1)–(II.3) in the dimensionless form
dv˜i = (Liu˜i − ηv˜i)dt˜+ b˜iρi
√
dt˜,
du˜i = v˜idt˜,
(VI.80)
where
u˜
def
=
u
a
, v˜
def
=
v
c
, t˜
def
= ω0t, b˜
def
=
b
c
√
ω0
, η˜
def
=
η
ω0
.
(VI.81)
We consider the chain of 2N+1 particles and the periodic
boundary conditions
u−N = uN−1, u−N+1 = uN ,
v−N = vN−1, v−N+1 = vN .
(VI.82)
To obtain a numerical solution in the case of the point
source of the heat supply located at i = 0, we assume
that b˜iρi = δi0b˜ρi and use the scheme
∆v˜ji = (Liu˜ji − ηv˜ji )∆t˜+ b˜δi0ρj
√
∆t˜,
∆u˜ji = v˜
j+1
i ∆t˜,
v˜j+1i = v˜
j
i + ∆v˜
j
i ,
u˜j+1i = u˜
j
i + ∆u˜
j
i ,
(VI.83)
where i = −N,N . Here the symbols with superscript
j denote the corresponding quantities at t˜ = t˜j
def
= j∆t˜:
u˜ji = u˜i(t˜
j), v˜ji = v˜i(t˜
j); ρj are normal random numbers
that satisfy (II.4) generated for all t˜j . Without loss of
generality we can take b˜ = 1.
We perform a series of r = 1 . . . R realizations of
these calculations (with various independent ρj(r)) and
get the corresponding particle velocities vji(r). In accor-
dance with (IV.45), in order to obtain the dimensionless
kinetic temperature
T˜ =
TkB
mc2
, (VI.84)
we should average the doubled dimensionless kinetic en-
ergies:
T˜ ji =
1
R
R∑
r=1
(vji(r))
2. (VI.85)
Numerical results (VI.85) for the kinetic temperature
can be compared with the analytical unsteady solu-
tions (V.75), (V.65), and steady-state solution (V.76) ex-
pressed in the dimensionless form:
T˜ (x˜, t˜) =
b˜2H(t˜− x˜)
2pi
t˜∫
x˜
exp(−η˜τ)√
τ2 − x˜2 dτ, (VI.86)
T˜ (x˜, t˜)
∣∣
η=0
=
b˜2H(t˜− x˜)
2pi
ln
t˜+
√
t˜2 − x˜2
|x˜| , (VI.87)
T˜ (x˜,∞) = b˜
2
2pi
K0
(
η˜|x˜|), (VI.88)
where
x˜
def
=
x
a
= i. (VI.89)
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Figure 2. Comparing the analytical solution (VI.87) for a
crystal without viscous environment (the brown solid line)
and the numerical solution (the red crosses) in the case N =
1000, t˜ = 70. a) R = 100, b) R = 10000.
Note that the factor 1/2 in right-hand sides of
Eqs. (VI.86)–(VI.88) appears according to Eq. (IV.46).
A comparison between the analytical and numerical
solutions is presented in Figures 2–4. Figure 2 corre-
sponds to a crystal without viscous environment. Fig-
ure 3 correspond to a crystal in a viscous environment
in the case where t˜ = 70 is small enough for the solution
to be regarded as an unsteady one. Figure 4 correspond
to a crystal in a viscous environment in the case where
t˜ = 500 is large enough for the solution to be regarded as
a steady-state one. All figures are presented for two num-
bers of realizations: a) R = 100 and b) R = 10000. One
can see that in all cases, for sufficiently large R = 10000
the analytical and numerical solutions are in a very good
agreement.
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Figure 3. Comparing the unsteady analytical solution (VI.86)
for a crystal in a viscous environment (the green dashed line),
the corresponding steady-state analytical solution (VI.88) in
the form of the Macdonald function (the blue solid line), and
the numerical solution (the red crosses) in the case η˜ = 0.01,
N = 1000, t˜ = 70. a) R = 100, b) R = 10000.
VII. COMPARISON WITH THE FOURIER
THERMAL CONDUCTIVITY
Let us compare our results with the classical results
obtained in the framework of the heat equation based on
Fourier’s law. Consider the case of the non-stationary
temperature distribution caused by a suddenly applied
point source of heat supply. For a crystal in an environ-
ment, the solution is given by formula (V.75). For large
times, there exists a steady-state solution (see (V.76)),
in contrast to the case η = 0 of a crystal without envi-
ronment, where the solution (V.65) of the same problem
grows logarithmically. The dimensionless forms of solu-
tions (V.75), (V.76), (V.65) are (VI.86), (VI.88), (VI.87),
respectively.
Introducing the dimensionless quantities t˜, T˜ , x˜ ac-
cording to (VI.81), (VI.84), and (VI.89), respectively, the
classical heat equation in the case under consideration
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Figure 4. Comparing the steady-state analytical solution
(VI.88) in the form of the Macdonald function (the blue solid
line) and the numerical solution (the red crosses) in the case
η˜ = 0.01, N = 1000, t˜ = 500. a) R = 100, b) R = 10000.
can be formulated in the following form
∂T˜
∂t˜
− κ ∂
2T˜
∂2x˜
= λH(t˜)δ(x˜), (VII.90)
where κ, λ are positive dimensionless constants. The
solution of (VII.90) that equals zero for t˜ < 0 is (see68)
T˜ =
λH(t˜)
2
√
κpi
t˜∫
0
exp
(
− |x˜|24κτ
)
√
τ
dτ
= λH(t˜)
√ t˜
piκ
exp
(
− x˜
2
4κt˜
)
− |x˜|
2κ
erfc
|x˜|
2
√
κt˜
 .
(VII.91)
For t˜→∞ the right-hand side of (VII.91) grows propor-
tionally to
√
t˜ being bounded at x˜ = 0.
Now we want to compare qualitatively the solutions
(VI.86) or (VI.87) from the one hand, and (VII.91) from
the other hand. At first, we need to choose the reasonable
values for material constants κ and λ in (VII.91). In
order to make the solutions corresponding to different
physical models more similar in some sense, for certain
t˜ = t˜0 we take constants κ = κ0(t˜0) and λ = λ0(t˜0) such
that the following pairs of the quantities
∞∫
−∞
T˜ (x˜, t˜0) dx˜ and
∞∫
−∞
x˜2T˜ (x˜, t˜0) dx˜ (VII.92)
calculated by virtue of (VI.87) and (VII.91), respectively,
are mutually equal. In such a way we get that λ0 = 1/2
and does not depend on t˜0, while the quantity κ0 depends
on t˜0.
The comparison between unsteady solutions for the
crystal and the solution of the heat equation is given in
Figure 5 (all plots are calculated for t˜0 = 30). Certainly,
x˜
T˜
Figure 5. A qualitative comparison between the non-
stationary analytical solution (VI.86) for a crystal in a vis-
cous environment (η˜ = 0.03, the green dashed line), the non-
stationary analytical solution (VI.87) for a crystal without
viscous environment (the brown solid line), and the solution
(VII.91) of the heat equation (κ = 5.00, the magenta dotted
line).
the most important difference here is that according to
(VI.86) & (VI.87) the heat propagates at a finite speed.
Both solutions for the crystal are unbounded at x = 0,
while the solution of the heat equation (VII.91) remains
to be finite.
VIII. CONCLUSION
In the paper, we started with equations (II.1) for
stochastic dynamics of a one-dimensional harmonic crys-
tal in a viscous environment. We introduced in the stan-
dard way the kinetic temperature in the crystal as a
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quantity proportional to the statistical dispersion of the
particle velocities. The most important results of the
paper are the differential-difference equation (IV.47) for
the heat propagation in the crystal and the analytical
formulas (V.65), (V.73), and (V.76) describing the bal-
listic heat propagation in the crystal from a point heat
source. Formula (V.65) gives the non-stationary kinetic
temperature distribution in a crystal without viscous en-
vironment caused by a point source of constant inten-
sity. Formulas (V.73) and (V.76) correspond to the case
of a crystal in a viscous environment. Formula (V.73)
gives the non-stationary kinetic temperature distribution
caused by a point pulse source (i.e., the fundamental solu-
tion). Formula (V.76) shows that the steady-state kinetic
temperature distribution caused by a point source of con-
stant intensity is described by the Macdonald function of
zero order. The comparison between numerical solution
of equations (II.1) and analytic solution of differential-
difference equation (IV.47) demonstrates a good agree-
ment (see Figures 2–4). In the case of the heat source
of general structure the formula for the kinetic temper-
ature can be obtained as the convolution of the heat
source function with the corresponding fundamental so-
lution (see Eqs. (V.66), (V.79)).
A comparison of our results with the classical model
based on the heat equation and Fourier’s law demon-
strates an essential difference in the kinetic temperature
distribution near a point source of heat supply (see Sec-
tion VII and Fig. 5). In the framework of our model the
heat propagates at the speed of sound for the crystal. We
expect that the results obtained in the paper can be used
to describe the heat transfer in low-dimensional nanos-
tructures and ultra-pure materials13,14,77. On the other
hand, we expect that the theoretical result expressed by
formula (V.76) can be verified by experiments with laser
excitation of nanostructures.
Appendix A: The derivation of the dynamic
equations for the covariances
Consider a system of stochastic differential equations
dxi = ai(x, t) dt+
∑
α
biα(x, t) dWj , i = 1, ..., n,
(A.1)
where x = [x1, . . . , xn]
> and Wj is a vector of uncorre-
lated Wiener variables. According to64 (Chapter 6, for-
mulas (6.4)–(6.17)), it follows from the Itoˆ lemma that
the following equation for the covariance variables holds:
〈xpxq〉· = 〈xpaq + xqap + bqαbpα〉 . (A.2)
In the particular case (II.1), we have biα(x, t) =
δαibi(x, t), whence
〈xpxq〉· = 〈xpaq + xqap〉+ δpq〈bpbq〉. (A.3)
Now we apply (A.3) to (II.1) and obtain
〈upuq〉· = 〈upvq〉+ 〈vpuq〉,
〈upvq〉· = 〈upFq〉+ 〈vpvq〉,
〈vpvq〉· = 〈vpFq〉+ 〈Fpvq〉+ δpq〈bpbq〉.
(A.4)
Applying these formulas to the particular case where Fi
are given by Eq. (II.2) yields formula (II.12).
Appendix B: Some identities of the calculus of finite
differences
Consider an infinite sequence fp, where p is an arbi-
trary integer. Introduce the left and right shift operators
h and ν, respectively:
hfp
def
= fp+1 , νfp
def
= fp−1. (B.1)
Clearly,
hν = 1 ⇐⇒ ν = h−1. (B.2)
One has
L = h+ ν − 2, (B.3)
D = h− ν. (B.4)
By definition, put
Σ
def
= h+ ν + 2 = L+ 4. (B.5)
One has
LΣfp = fp+2 − 2fp + fp−2 = D2fp. (B.6)
Introduce the sign change operator (−1)p. One has
h(−1)p = (−1)p+1h, (B.7)
ν(−1)p = (−1)p+1ν, (B.8)
L(−1)p = (−1)p+1Σ, (B.9)
Σ = (−1)p+1L(−1)p. (B.10)
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