We provably compute rational points on 1403 Picard curves defined over Q with Jacobians of Mordell-Weil rank 1 using the Chabauty-Coleman method. To carry out this computation, we extend Magma code of Balakrishnan and Tuitman for Coleman integration. The new code computes Coleman integrals on curves to points defined over number fields and implements effective Chabauty for curves whose Jacobians have infinite order points that are not the image of a rational point under the Abel-Jacobi map. We discuss several interesting examples of points defined over number fields that occur in the Chabauty-Coleman set.
Introduction
Let X/Q be a smooth projective curve of genus at least 2. Faltings's theorem [Fal83] , proved in 1983, establishes that the set of rational points X(Q) of X is finite, but falls short of giving an explicit method for computing this set. Our goal in this paper is to compute this set explicitly for certain curves of genus 3.
We focus on curves amenable to Chabauty-Coleman calculations, which use padic (Coleman) integrals to carve out a finite set of p-adic points containing the rational points. The Chabauty-Coleman method is one attempt at an effective Faltings's theorem. The method dates back to work of Chabauty in 1941 [Cha41] , who showed finiteness of X(Q), for certain curves X, using its embedding into the p-adic closure of J(Q), where J is the Jacobian variety of X. In the 1980s, Coleman [Col85a, Col85b] made Chabauty's approach to Diophantine problems effective with the development of the Coleman integral. With this computational tool, he was able to bound the number of points on curves.
The Chabauty-Coleman method requires that, for a given curve X, the Mordell-Weil rank of its Jacobian be computable and smaller than the genus of X. While there exist techniques to compute the rank of smooth plane quartics [BPS16] , practical implementations of rank-bounding techniques only exist for superelliptic curves, based on work of Poonen and Schaefer [PS97] . Therefore we focus on Picard curves whose Jacobians have Mordell-Weil rank 1. A Picard curve is a smooth plane quartic X/Q that admits a Galois cover of degree 3 of P 1 . Every Picard curve has an affine equation of the form y 3 = f (x) where f (x) ∈ Q[x] is degree 4 and without multiple roots in Q. While for some particular genus 3 curves X of rank 2 one can determine the rational points using the Chabauty-Coleman method, when the rank SH was supported by a Clare Boothe Luce Fellowship (Henry Luce Foundation) and NSF Graduate Research Fellowship grant number DGE-1840990. TM was supported by funding from the Natural Sciences and Engineering Research Council of Canada, the Canada First Research Excellence Fund, CryptoWorks21, Public Works and Government Services Canada, and the Royal Bank of Canada. is one less than genus we expect the method to fail to determine X(Q) for most X, and so we focus on the rank 1 case, where we can work with at least two linearly independent functionals on the p-adic closure of J(Q).
Recently, Balakrishnan and Tuitman [BT17] have made Chabauty-Coleman computations explicit and practical for machine computation of rational point sets on general curves satisfying the rank hypothesis, opening up the ability to compute rational points on entire databases of curves.
Sutherland has computed a database of genus 3 curves of bounded discriminant [Sut19, BPSS] , providing the necessary data for large-scale computational experiments in genus 3. Balakrishnan-Bianchi-Cantoral-Farfán-Çiperiani-Etropolski [BBCF + 18] computed rational points on a database of genus 3 rank 1 hyperelliptic curves using Chabauty-Coleman methods and de Frutos-Fernández-Hashimoto [dFFH19] computed rational points on genus 3 rank 0 hyperelliptic curves. This work is the first instance of such computations being carried out on non-hyperelliptic curves.
The Chabauty-Coleman method cuts out a set of p-adic points X(Q p ) 1 on a curve X that contains the rational points X(Q); sometimes this set is strictly larger than the set of rational points. We classify the set of extra points X(Q p ) 1 \ X(Q) in the Chabauty-Coleman set, showing that they fall into one of three categories, and are defined over a number field K:
• P ∈ X(K) which possess a relation with rational points in the Jacobian J(Q); • P ∈ X(K) that appear due to the existence of extra automorphisms of X Q .
We exhibit examples of all three possibilities in Section 4.
The Chabauty-Coleman method
2.1. Chabauty-Coleman. In this section we introduce the Coleman integral as a p-adic tool for computing the rational points on a curve. We follow the exposition of the Coleman integral in [Wet97] and [MP12] . Let X be a smooth projective curve of genus g > 1 over Q. Fix b ∈ X(Q) and let
be an embedding of X into its Jacobian J. Let p be a prime of good reduction for X. There are two ways to consider the p-adic Coleman integral, one as an integral on J Qp thought of as a p-adic Lie group, and the other as defined by Coleman directly on X as a rigid analytic space. We first describe the p-adic Lie group approach and do not address the equivalence here; Coleman discusses the details in [Col85b] .
Let ω ∈ H 0 (J Qp , Ω 1 ). Since J(Q p ) is a p-adic Lie group, ω is translationinvariant, and we can define an anti-derivative homomorphism : J(Q p ) → Q p which sends ω to its local anti-derivative. This homomorphism sends a point Q ∈ J(Q p ) to The anti-derivative gives a pairing
induced by ι is an isomorphism, independent of the choice of b [Mil86, Proposition 2.2]. This gives us a way to think of the integral on the curve X Qp : for any ω ∈ H 0 (X Qp , Ω 1 ) and any P, Q ∈ X(Q p ), we can define Q P ω by
Conversely, we can write an integral on J Qp in terms of integrals on X Qp : for any D ∈ J(Q) of degree zero and ω ∈ H 0 (J Qp , Ω 1 ), we can write
Coleman gives a definition of the integral Q P η on the rigid analytic space X Qp ; he defines an integral for P, Q ∈ X(Q p ) and η any differential of the second kind [Col85b] . Coleman shows the two definitions agree when both are applicable. For all points P, Q, R ∈ X(Q p ) and one-forms ω, η of the second kind on X Qp , the Coleman integral enjoys the following properties:
(1) Linearity:
(2) Additivity:
(3) Fundamental theorem of calculus: Pi ω is well-defined, and D ω = 0 when D is principal. When the rank r of J(Q) is less than the genus g of X, the space of vanishing differentials Van(X(Q)) := ω ∈ H 0 (X Qp , Ω 1 ) :
is at least (g − r)-dimensional, and thus nonzero. In particular, when r = 1, the space of vanishing differentials is (g − 1)-dimensional.
Remark 2.2. We will think of the p-adic integral of ω in Van(X(Q)) as the Coleman integral D ω := i Qi Pi ω taking place directly on the curve X Qp as a rigid analytic space (as in Theorem 2.1 part 5). While we could consider both the p-adic Lie group integral D 0 ω on the Jacobian and the Coleman integral when ω ∈ H 0 (X Qp , Ω 1 ), in the process of explicitly computing the Coleman integral, we compute integrals of differentials of the second kind that are not everywhere regular. Therefore throughout the paper we consider all p-adic integrals to take place on the curve as a rigid analytic space.
Coleman [Col85a] proves a bound on the number of rational points #X(Q) ≤ #X(F p ) + 2g − 2 by bounding the number of zeros of a nonzero differential in Van(X(Q)), assuming p > 2g.
The proof suggests an algorithm for computing X(Q) by computing the set
Since the Coleman integral is locally analytic, it can be expressed as the formal integral of a p-adic power series on each residue disk. Computing X(Q p ) 1 yields finitely many solutions in each disk, and so finitely many in total. Therefore X(Q) ⊆ X(Q p ) 1 is finite.
Explicit Coleman integration after Balakrishnan and Tuitman.
To carry out the Chabauty-Coleman method in practice, we need an explicit method for computing the set X(Q p ) 1 , which is defined as the vanishing locus of some p-adic integrals. In this section, we give an overview of a practical algorithm to compute padic integrals on curves, following the method of Balakrishnan and Tuitman [BT17] . For a more detailed description of the algorithm, which applies in more generality than described here, we refer the reader to their paper, as well as the zeta function algorithm of Tuitman described in [Tui16, Tui17] which develops the reduction in cohomology.
Let X/Q be a smooth projective curve with affine plane model given by the equation Q(x, y) = 0 and let p a prime of good reduction. Tuitman's algorithm exploits the existence of a low-degree map x : X → P 1 of degree d x . After removing the ramification locus of this map, the algorithm chooses a lift of Frobenius which sends x → x p and Hensel lifts y. Then, we compute the action of Frobenius on a certain basis of differentials for H 1 rig (X), and reduce using Lauder's fibration method which is given by explicit and fast linear algebra.
To specify a point P on X, Balakrishnan and Tuitman's algorithm uses the following data:
• P'inf a boolean value specifying whether P is infinite.
In the case where X is a Picard curve y 3 = f (x), the map x : X → P 1 is projection to the x-coordinate, b 0 = [1, y, y 2 ], b ∞ = [y, y/x 2 , y/x 3 ], and we have a 6-dimensional basis of differentials for H 1 rig (X), where the regular differentials are ω 1 = dx/y 2 , ω 2 = x dx/y 2 , and ω 3 = dx/y.
The p-adic points X(Q p ) are a disjoint union of residue disks, which are the preimages of points in X(F p ). After Balakrishnan and Tuitman, we classify the residue disks based on their ramification with respect to the map x : X → P 1 . Let ∆(x) be the discriminant of Q thought of as a polynomial in y, and r(x) be the squarefree polynomial with the same zeros as ∆. Then our residue disks partition as follows:
• Bad residue disks are residue disks that contain a point whose x-coordinate is a zero of r(x) or is infinite. Such points are called very bad points. If the very bad point of a disk has infinite x-coordinate, the disk is also an infinite residue disk, and the point is also a very infinite point. Otherwise the disk is a finite residue disk.
• Good residue disks comprise the remaining residue disks. All good residue disks are finite.
Note that each residue disk contains at most one very bad point P = (x, y) which will be defined over an unramified extension of Q p . We denote by e P the ramification index of the map by x at a very bad point P . When Q(x, y) = y 3 −f (x) is a Picard curve, then r(x) = f (x), the very bad points are the ramification points (where y = 0), the ramification point residue disks are the bad disks, and these very bad points have ramification index 3.
There are two kinds of Coleman integrals on X: tiny Coleman integrals are integrals between two points P and Q in X(Q p ) in the same residue disk. These are computed using uniformizing parameters. A uniformizing parameter gives an isomorphism from a residue disk to pZ p and transforms a Coleman integral into a formal integral. For the second kind of Coleman integral, between points in different residue disks, we turn to the full machinery of Tuitman's zeta function algorithm which computes the action of Frobenius on cohomology.
Algorithm 2.3 (Compute a tiny integral Q P ω). Let P, Q ∈ X(Q p ) and let ω be a differential of the second kind on X.
(1) If P, Q are in a bad disk, find P ′ , the very bad point in the disk, and break up the integral as
(2) Compute a uniformizing parameter t at P ′ : in a good disk, t is given by
x
(3) Compute x and the b 0 vector (or b ∞ ) as a function of t to desired precision, and using these expansions compute ω as a power series in t.
For more details on the computations of the tiny integral and the uniformizing parameters see [BT17, Algorithm 3.4, Proposition 3.2].
For P and Q in X(Q p ) good points in different residue disks, we use a lift of the Frobenius morphism φ. Fix a basis differential ω i of H 1 rig (X) for some i = 1, . . . , 2g. By applying Frobenius to P and Q, we obtain
where P and φ(P ) are in the same residue disk, so define a tiny integral, and similarly for Q and φ(Q).
So, we expressed the unknown integral as a sum of two computable quantities and the integral of φ * ω i . This motivates computing φ * ω i ; Balakrishnan and Tuitman compute the reduction in cohomology of φ * ω i as a sum of basis elements j M ij ω j plus an exact differential df i . We compute the reductions of all φ * ω i and consider the linear system of equations to compute the Coleman integral. For more discussion see [BT17, Algorithm 3.6, Algorithm 3.9] as well as [Tui17, Section 4.1] which discusses how to construct the 2g basis differentials of H 1 rig (X). If P is a bad point, some f i might not converge at P , but near the boundary of the disk of P they do; we compute the integral Q P ω by taking S ∈ X(Q p (p 1/e )) on the boundary for e large enough, and breaking up the integral as
In practice, to compute X(Q p ) 1 , we integrate to arbitrary endpoints z b ω; to do this we iterate over residue disks, breaking up the integral by fixing P in each residue disk and integrating
ω sets the constant of integration and z P ω is a tiny integral which can be expanded as a p-adic power series to arbitrary precision and solved using analytic techniques. Balakrishnan and Tuitman implement the Coleman integral as well some of the process of computing the Chabauty-Coleman set X(Q p ) 1 in Magma [BT18] under the assumption that we can find rational points P 1 , P 2 , . . . , P r ∈ X(Q) such that the classes [P i − b] are infinite order and linearly independent in J(Q), where r is the rank of J(Q).
The algorithm
In this section, we describe the algorithm we implemented to compute X(Q) 1 for each X a rank 1 Picard curve in our database. These curves come from Sutherland's database of genus 3 curves of small discriminant [Sut19] and have discriminant bounded by 10 12 . Each curve in the database is given by the data of its affine model y 3 = f (x) with f (x) degree four, along with its discriminant ∆.
We began by filtering the database for those curves whose Jacobians have Mordell-Weil rank 1. We ran the Magma function RankBounds(f, 3 : ReturnGenerators := true) which computes the rank based on work of Poonen and Schaefer [PS97] and Creutz [Cre13] and is implemented in Magma by Creutz. It gives a lower and upper bound for the rank of the Jacobian of the cyclic cover of P 1 defined by y 3 = f (x) along with a list of polynomials g(T ) which define divisors div(g) on P 1 which lift to rational divisors on X. Each polynomial is either 3-torsion or defines an infinite order divisor on X.
If RankBounds returns upper and lower bounds that prove X is rank 1, we proceed. Otherwise, we discard the curve and move on to the next one. 1 For X rank 1, we consider the non-torsion generators g(T ); if there is some non-torsion g(T ) of degree one, then we have a rational point P ∈ X(Q) such that [P − ∞] is infinite order in J(Q). Otherwise, we are left with g(T ) of higher degree, which correspond to rational divisors that are supported on Galois conjugates of points defined over a number field K. To handle this second case, which comprises 544 of the 1403 Picard curves in our rank 1 database, we extended functionality in Balakrishnan and Tuitman's code to compute Coleman integrals to points defined over number fields on general curves as well as specify divisors on curves when running effective Chabauty computations.
3.1. With a rational point whose class in the Jacobian is of infinite order.
Algorithm 3.1 (Computing X(Q p ) 1 with P ∈ X(Q) such that [P − ∞] is infinite order). Input: a Picard curve X with affine equation y 3 = f (x), discriminant ∆ and Jacobian J such that J(Q) is rank 1, along with a point P ∈ X(Q) such that [P − ∞] ∈ J(Q) has infinite order. Output: X(Q)
(1) Find the first 2 prime p > 3 such that p ∤ ∆.
(2) Set parameters (N, e) for precision and ramification degrees. We must also choose N large enough to ensure the p-adic and t-adic truncations of the integrals in
Step 5 contain all zeros in each residue disk. See Section 3.2 for a discussion of the precision. For some heuristics for choosing e given a fixed N see the Appendix. iii. Search for relations of small height with known rational points in a box on J(Q). If we succeed, we have explained Q ∈ X(Q p ) 1 by linearity. iv. If there are points Q still remaining, then more work must be done to explain their presence in X(Q p ) 1 and provably determine X(Q).
Precision Bounds.
In Algorithm 3.1
Step 5 we solve for the zeros of the integral of a regular differential on X. To do this, we solve for the zeros in each residue disk ofQ ∈ X(F p ), expanding the integral
where Q ∈ X(Q p ) reduces toQ, using Algorithm 2.3. In practice, we must truncate the p-adic power series to be a polynomial with finite p-adic precision. Therefore we need to determine how much p-adic and t-adic precision we need to determine all of the zeros of
Write f ′ (t) = a 0 + a 1 t + a 2 t 2 + . . . and f (t) = a 0 t + a 1 t 2 /2 + a 2 t 3 /3 + . . . , and define the normalized power series F (x) by substituting t = px in f (t):
] is a power series with the higher order terms. Then each simple zero of F N ′ (x) of nonnegative valuation in Z/p N ′ Z is the reduction modulo p N ′ of a root of F (x) of nonnegative valuation. If all such roots are simple they are the full set of roots of f (t) in the disk pZ p .
Proof. We first remark that
, which has positive valuation for all i.
Then it suffices to show that for
Algorithm 3.3 (Solving for Zeros of a Tiny Integral in a Residue Disk). Input: ω ∈ Van(X(Q)), Q ∈ X(Q p ) with uniformizer t computed as in Algorithm 2.3, N in ∈ N an initial precision. Output: The zeros in the residue disk of Q of the antiderivative of ω with constant term
is a point on the boundary of the residue disk of Q with e large enough so that the integral from b to S converges).
(2) Compute f ′ (t) := ω(t) to precision N in using Algorithm 2.3.
( Remark 3.4. If f (t) has double roots, then F N ′ (x) always has double roots. In Algorithm 3.1, we solve for common roots of two power series; we check the roots are single roots of at least one of the truncations. In the 1403 Picard curves in our database, at N = 15 we never find common double roots. 3.3. Beyond rational points. If we cannot find P ∈ X(Q) such that [P − ∞] is infinite order in J(Q), then we are left with a rational divisor on X. Furthermore, as X is a genus 3 curve we have a surjection Sym 3 (X) ։ J [Mil86] , the support of the divisor is defined over an extension of degree at most 3. Using our extension of Balakrishnan and Tuitman's code, it is possible to integrate over any rational divisor of the form D − deg(D)b for rational primes p split completely in L, the number field over which the support of D is defined, and also to points defined over a number field K on a general curve, for p completely split in K. However, we focus our discussion on the situation for superelliptic curves where it is practical to compute rank bounds. Our code is tailored to this case. For non-hyperelliptic superelliptic curves, when computing infinite order points in the Mordell-Weil group of X, RankBounds outputs polynomials g(T ) such that the divisor div(g) on P 1 lifts to a rational divisor on X under the map X → P 1 . 3 Then deg(g(T )) is at most the genus of X, which is 3 in our case of Picard curves. (For odd degree hyperelliptic curves RankBounds returns the Mumford representation of the divisor, and one can recover g by taking the polynomial for the x-coordinate. Our code does not handle the even degree hyperelliptic case.)
Let D be the rational divisor obtained by lifting div(g) to X. Then D = P 1 + · · · + P d − d∞. We write L = Q[T ]/g(T ) to denote the number field L over which the points P j are defined. To compute the Chabauty-Coleman set for X we need to compute the set of vanishing differentials, which is done by taking a basis for the kernel of the 1 × 3 matrix of integrals of the regular differentials over D. The integral D ω i breaks up as d j=1
Pj ∞ ω i . By choosing a prime p that splits completely in L, for any p|p in L we have L p ∼ = Q p . Therefore, we can proceed as before and compute these integrals in L p .
There are some implementation details we must discuss. First, we can no longer compute our integral bases b 0 and b ∞ of Q(X)/Q[x] and Q(X)/Q[1/x] respectively, as we need to evaluate b 0 i and b ∞ i at the points P j in the support of D which are defined over L. Tuitman [Tui17] alternatively defines b 0 and b ∞ as integral bases for Q q (X)/Q q [x] and Q q (X)/Q q [1/x], where q = p k and Q q is the unramified extension of Q p of degree k. There are efficient algorithms to construct integral bases in function fields over a number field [Bau16, Hes02] . Therefore we compute integral bases for the function field L(X)/L[x] and L(X
Thus b 0 and b ∞ will give local coordinates for the points P j on X Qp . Following Tuitman's algorithm, we must
There are no theoretical obstructions to also extending the code to use inert primes p in L, but it would require more extensive changes to the base code. Note that when the plane model Q for X is non-singular then W 0 will be the identity c.f. 
The data
We computed the Chabauty-Coleman sets X(Q p ) 1 of 1403 rank 1 Picard curves of discriminant bounded by 10 12 and provably determined rational points on all curves. Of these curves, on 859 we found a rational point P whose class [P − ∞] under the Abel-Jacobi map is infinite order. For the other 544 curves, we used infinite order divisors not given by the image of a rational point under the Abel-Jacobi map. 4 On all curves, the rational points were of small height, and the naive search for points of height at most 1000 yielded all of the rational points. In Figure 1 we display the number of Picard curves with n rational points; every Picard curve has a point at infinity, and the curves in our database had at most six rational points. In Figure 2 g is chosen from a list of possible g. For ease of reading, we leave out the primes used once: those primes are 61, 83, and 107. For all but 14 curves, the only extra points in the Chabauty-Coleman set were the 3-torsion ramification points. For six curves, we found global torsion points of higher order. These points were 9-torsion and 4-torsion and of the form (a, b 1/3 ) with a, b ∈ Z. For five curves, we found extra points that have relations with points in J(Q). For three curves, we found an extra point in the Chabauty-Coleman set whose presence is explained by an automorphism of the curve.
4.1.
Examples. For some Picard curves X and choices of prime p, we found interesting global points in X(Q p ) 1 that were not ramification points or rational points. We discuss four notable examples here.
Example 4.1. Consider the curve X : y 3 = x 4 + 6x 3 − 48x − 64 with discriminant 1289945088. Then X has the infinite order divisor [(−3, −1) − ∞] so we compute the Chabauty-Coleman set at p = 5 and find an extra global point T = (t, 1/2t 2 −4)
Set Points X(Q) (2, 3), (−2, 3), ∞ W Four Galois conjugates of ((5/2) 1/4 , 0) T Twelve Galois conjugates of ((45/2) 1/4 , 40 1/3 ), Three Galois conjugates of (0, (−5) 1/3 ) A Two Galois conjugates of ((−4) 1/2 , 3) The first prime that splits completely in Q[x]/(x 2 − 6x + 4) is 11, so we compute X(Q 11 ) 1 . We obtain the rational points, one ramification point, as well as the 9-torsion point (2, 32 1/3 ). The Q-automorphism group of X is a group of order 48 defined over the degree 12 number field Q[x]/(x 12 − 6x 11 + 21x 10 − 50x 9 + 90x 8 − 126x 7 + 191x 6 − 276x 5 − 285x 4 + 950x 3 − 354x 2 − 156x+ 676) (LMFDB label 12.0.7652750400000000.2). The group is isomorphic to SL 2 (F 3 ) ⋊ ρ C 2 where the image of ρ : C 2 → Aut(SL 2 (F 3 )) is given by conjugation by an element of order 2. Let p = 13 be the first prime that splits completely in this extension. Computing the Chabauty-Coleman set at p, we find X(Q 13 ) 1 = X(Q) ∪ W ∪ T ∪ A where B is the set of ramification points, T is the set of torsion points, and A is a set of points that will be explained only by automorphisms of the curve, as shown in Table 1 .
To verify that the points in T are torsion, and those in A are not, we compute the Coleman integrals P ∞ ω i , i = 1, 2, 3 on regular differentials for each P in T and A using the new functionality for integrating to points defined over number fields. These integrals are 0 on torsion points to our p-adic precision. The torsion points of the form ((45/2) 1/4 , 40 1/3 ) are 12-torsion, and those of the form (0, (−5) 1/3 ) are 4-torsion.
On the other hand, we show that the classes A 1 := [((−4) 1/2 , 3) − ∞] and A 2 := [(−(−4) 1/2 , 3) − ∞] do not have linear relations with P 1 := [(2, 3) − ∞] and P 2 := [(−2, 3) − ∞] in J(Q). Suppose nA 1 = aP 1 + bP 2 for some n, a, b ∈ Z. Then nA c 1 = aP 1 + bP 2 where c is complex conjugation. But A c 1 = A 2 , and subtracting we would have n(A 1 − A 2 ) = 0 in J(Q). However, computing the Coleman integrals to A 1 minus the Coleman integrals to A 2 we get a nonzero value, so A 1 − A 2 cannot be torsion.
Therefore we need a new reason to explain the presence of the points in A in the Chabauty-Coleman set. This reason will come from examining the automorphisms of X. Recall for X a Picard curve we have a basis for H 0 (X Qp , Ω 1 ), given by ω 1 = y dx/r, ω 2 = xy dx/r, ω 3 = y 2 dx/r where r = x 4 − 2. Note X has an order 4 automorphism given by ϕ : x → ix that acts by pullback on the differentials:
Let v be the vanishing differential in the computation of the Chabauty-Coleman set. We will show v is an eigenvector for ϕ * . When the vanishing differential is an eigenvector for an automorphism of the curve, there is potential for extra points to appear in the Chabauty-Coleman set because of the automorphism.
First we will explain this phenomenon by showing why A j is in the Chabauty-Coleman set, assuming v is an eigenvector for ϕ * , for j = 1, 2. It is enough to show that integrating A j against the vanishing differential v is zero. Note that choosing square roots, ϕ(P 1 ) = A 1 and ϕ(P 2 ) = A 2 . Using change of variables and applying the fact that our vanishing differential is an eigenvector, we have
Thus A j is in the Chabauty-Coleman set because of ϕ. Now we prove that v is an eigenvector for ϕ * . Write v = Aω 1 + Bω 2 + Cω 3 , with A, B, C ∈ Q p . The vanishing differential is defined by the equation Pj ∞ v = 0 for j = 1, 2. Acting by ϕ 2 we have
Adding this to the fact that
Since the integral from infinity to P 2 of ω 2 is not zero, and neither is 2 times it, then B must be, and v = Aω 1 + Cω 3 is an eigenvector for ϕ * with eigenvalue i.
Example 4.4. In addition to the previous example, we found three examples of extra points coming from automorphisms of the curve that arose during the computation of the Chabauty-Coleman sets in our rank 1 database. We describe one here. Let X : y 3 = x 4 + 2x 3 + 6x 2 + 5x + 2 be the rank 1 Picard curve with discriminant 277826509467. We have an infinite order divisor D = div(x 2 + x − 1), and we compute the Chabauty-Coleman set for X at p = 11, the first split prime in Q[x]/(x 2 + x − 1). We obtain:
Let R := (−1/2, 3 13/16). To check if R is torsion, we compute the Coleman integrals on the regular basis differentials R ∞ ω i , i = 1, 2, 3, which are not all zero. As infinity is the only rational point on X, the presence of R in X(Q 11 ) 1 also cannot be explained by relations in J(Q). Computing the automorphism group of X over Q[x]/(16x 3 − 13), X has an order 2 automorphism ϕ sending x → −x − 1 and fixing y. The pullback ϕ * acts on the regular differentials by ϕ * ω 1 = −ω 1 , ϕ * ω 2 = ω 2 , and ϕ * ω 3 = −ω 3 . By a similar method used in Example 4.3, comparing the Coleman integral over D against v, and the Coleman integral over D against ϕ * v, we can show that the vanishing differentials are of the form v = Aω 1 + Cω 3 , and are eigenvectors for ϕ * with eigenvalue −1. Furthermore, ϕ(R) = R and ϕ(∞) = ∞ and therefore
So 2 R ∞ v = 0, showing R ∈ X(Q 11 ) 1 .
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Appendix: Precision heuristics
This section gives tables of the smallest e needed for effective chabauty rounded up to the nearest multiple of five, fixing p and N , for 10 arbitrarily chosen curves of rank 1 with a rational point whose class in the Jacobian is of infinite order taken from Sutherland's database. Entries "bad" denote that a curve has bad reduction at that prime. For the tables, after small primes p ≤ 13 we chose a sample of primes less than 100 spaced roughly by 10. Table 3 . Table for select p ≥ 23, N = 10
We also recorded the e value used to compute X(Q p ) 1 and select a non-torsion divisor when N = 15 curve X in the full database of 1403 Picard curves. We initialized e at 40 and then incremented by 20 until the integrals to compute X(Q p ) 1 converged. These values can be found in the master list of Chabauty data on the 1403 Picard curves masteralldata.txt available in the repository [HM19a] .
