Local eigenvalue statistics of one-dimensional random non-selfadjoint
  pseudo-differential operators by Nonnenmacher, Stéphane & Vogel, Martin
LOCAL EIGENVALUE STATISTICS OF ONE DIMENSIONAL
RANDOM NONSELFADJOINT PSEUDODIFFERENTIAL OPERATORS
STÉPHANE NONNENMACHER AND MARTIN VOGEL
Abstract. We consider a class of one-dimensional nonselfadjoint semiclassical pseudo-
differential operators, subject to small random perturbations, and study the statistical
properties of their (discrete) spectra, in the semiclassical limit h → 0. We compare
two types of random perturbation: a random potential vs. a random matrix. Hager
and Sjöstrand had shown that, with high probability, the local spectral density of the
perturbed operator follows a semiclassical form of Weyl’s law, depending on the value
distribution of the principal symbol of our pseudodifferential operator.
Beyond the spectral density, we investigate the full local statistics of the perturbed
spectrum, and show that it satisfies a form of universality: the statistical only depends
on the local spectral density, and of the type of random perturbation, but it is inde-
pendent of the precise law of the perturbation. This local statistics can be described
in terms of the Gaussian Analytic Function, a classical ensemble of random entire
functions.
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1. Introduction
The spectral analysis of linear operators defined on a Hilbert space is much more devel-
oped in the case of selfadjoint operators: one can then use powerful tools, like the spectral
theorem, or variational methods. This fact has been very useful in mathematical physics,
for example in quantum mechanics, where the "natural" operators are selfadjoint. How-
ever, nonselfadjoint operators also appear in mathematical physics as well, and deserve
to be investigated. For instance, in quantum mechanics, the study of scattering systems
naturally leads to the concept of quantum resonances, which appear as the (complex
valued) poles of the analytic continuation of the scattering matrix (or of the resolvent
of the Hamiltonian) into the "nonphysical sheet" of the complex energy plane. These
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2 STÉPHANE NONNENMACHER AND MARTIN VOGEL
resonances may also be obtained as bona fide eigenvalues of a nonselfadjoint operator,
obtained from the initial selfadjoint Hamiltonian through a complex deformation [1]. Still
in quantum mechanics, when considering the evolution of a "small system" in contact
with a "large environment", one can be lead to express the effective dynamics of the small
system through a nonselfadjoint Lindblad operator [32]. in classical statistical physics,
the linear operator generating the evolution of the system are often nonselfadjoint: the
Fokker-Planck, or the linearized Boltzmann equation typically contain convective as well
as dissipative terms, leading to nonselfadjoint operators. In hydrodynamics, the opera-
tors appearing when linearizing the Navier-Stokes equation in the vicinity of some specific
solution are generally not selfadjoint.
When studying evolution problems generated by linear operators, one is naturally lead
to analyze the spectrum of that operator, be it selfadjoint or not. Yet, in the nonselfad-
joint case, establishing a connection between the long time evolution and a spectrum
of complex eigenvalues is not so obvious as in the selfadjoint case, since eigenstates do
not form an orthonormal family. This difficulty of connecting spectrum and dynamics
is linked with a related characteristics of nonselfadjoint operators, namely the possible
strong instability of their spectrum with respect to small perturbations, a phenomenon
nowadays commonly called "pseudospectral effect". Traditionally this spectral instabil-
ity was considered as a drawback, since it can be at the source of immense numerical
errors, see [13]. However, as we will see below, analyzing this instability can also exhibit
interesting phenomena. Numerical analysis studies, e.g. by L.N. Trefethen [43], some-
what changed the perspective of this instability problem: they showed that considering
the pseudospectrum of the (nonselfadjoint) operator — that is the region where the re-
solvent operator is large — is often more relevant than considering its spectrum, and
can reveal important dynamical informations. As an example, when studying a certain
class of nonlinear diffusion equations, Sandsteede-Scheel [37], Raphael-Zworski [36] and
Galkowski [17] showed that the pseudospectrum of the (nonselfadjoint) linearization of
the equation can explain the finite time blow-up of the solutions to the full nonlinear
equation.
In physical situations, perturbation of the "pure" nonselfadjoint operator can originate
from many different sources, most of them uncontrolled. Hence, it seems natural to set
up a model of perturbation by random operators, and to investigate how the spectrum
of our operator reacts upon the addition of such perturbations. The spectrum of the full
operator thereby becomes random; in case the spectrum is discrete, it forms a random
point process on the complex plane, which can be investiaged by probabilistic methods.
This is what we will do in this article, for a particular class of "pure" nonselfadjoint
operators. Not all nonselfadjoint operators enjoy the same level spectral instability:
some operators are very sensitive, others are less so. The operators we will consider in
this work are semiclassical pseudodifferential operators with complex valued symbols,
and with some ellipticity assumption ensuring that the spectrum is discrete (at least in
some region of the complex plane). In the semiclassical regime, the spectrum of such
an operator is very sensitive to perturbations; quite often, the spectrum of the "pure"
operator is localized along 1-dimensional curves, while the perturbed spectrum fill up the
classical spectrum, which is a domain of C. This "filling up" of the classical spectrum
has been precisely studied in a series of works by Hager [22, 21], Sjöstrand [40, 39,
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23], Bordeaux-Montrieux [4] (see also [7] for a similar phenomenon in the framework of
Toeplitz operators on the 2-torus). These authors show that the randomly perturbed
spectrum satisfies, with high probability, a complex valued version of Weyl’s law: the
density of eigenvalues near a point z0 inside the classical spectrum, is approximately given
by (2pih)−1D(z0), where D(z0) is the classical density at the "energy" z0, associated with
the principal symbol of our operator.
This Weyl’s law counts the eigenvalues in any macroscopic region of C, so it describes
the spectrum at the macroscopic scale. Since the mean density is of order h−1, it is
reasonable to think that the typical distance between nearest eigenvalues should be of
order h1/2, which we will call the microscopic scale. Our aim in this article is to inves-
tigate the distribution of eigenvalues at this microscopic scale, from a statistical point
of view; in other words, we aim at studying the local spectral statistics of this family of
randomly perturbed operators, in particular the type of statistical interaction between
nearby eigenvalues; as a first result on this spectral statistics has been obtained by the
second named author, who computed the 2-point correlation between the eigenvalues of
our randomly perturbed operator [44]. In this article we will give an essentially com-
plete description of this local statistics in terms of the zeros of certain Gaussian analytic
functions, and prove a partial form of universality.
Before stating our result more precisely, and to motivate them, let us recall some
background on the topic of spectral statistics, from a mathematical physics perspective.
In the 1950s Wigner had the idea, when studying the spectra of nuclear Hamiltonians, to
replace these complicated operators by large random matrices [46]. The random matrix
model could not reproduce the large scale density fluctuations of the nuclear spectra,
which depend on specific features of the system, but they could (empirically) reproduce
the local statistical properties of the spectra, at the scale of the mean spacing between
eigenvalues. Wigner and Dyson understood that these local statistical properties only
depend on global symmetries of the Hamiltonian, like time reversal invariance, but not
on the fine details of the nuclear Hamiltonian: these statistical properties were thus said
to be universal [12]. In the 1980s, this universality conjecture was extended to simpler
Hamiltonians, namely Laplacians on Euclidean domains with specific shapes: Bohigas-
Giannoni-Schmidt observed that if the geodesic flow in the domain is "chaotic", then the
local spectral statistics of the corresponding Laplacian correspond to Dyson’s Gaussian
Orthogonal ensemble [3]. In parallel, a large variety of non-Gaussian random Hermitian
matrix ensembles were developed and studied, notably the Wigner random matrices (all
entries are i.i.d. non-Gaussian, up to Hermitian symmetry), for which the local spectral
statistics was recently shown to be identical with that of the Gaussian ensembles [14].
How about nonselfadjoint operators? Various random ensembles of nonhermitian ma-
trices have also been introduced in the theoretical physics literature. The main objective
has been to understand the distribution of quantum resonances for various types of scat-
tering or dissipative systems, see for instance [16, 48, 30, 19] (a short recent review can be
found in [15]). For most of these models, the focus has been to derive the mean spectral
density, without investigating the correlation between the eigenvalues. The "historical"
nonhermitian random matrix model, for which the full eigenvalue statistics has been
derived in closed form, is the complex Ginibre ensemble [18], where all entries are i.i.d.
complex Gaussian; the nearby eigenvalues then exhibit a statistical repulsion between the
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nearby eigenvalues, similar to the case of Dyson’s GUE ensemble of hermitian matrices.
For certain non-Gaussian ensembles, recent results [6] have been obtained on the eigen-
value distribution at the microscopic scale, but they still fail to prove the universality of
the local statistics. Before coming to our work, let us mention a model studied recently
by Capitaine and Bordenave [5] (see also [9]), namely the case of a large Jordan block
perturbed by a random Ginibre matrix: the authors prove that most eigenvalues of the
perturbed matrix lie close to the unit circle, but they also prove that the "outliers" (the
rare eigenvalues away from the unit circle) are distributed like the zeros of a "hyper-
bolic" Gaussian analytic function (GAF). Our results will involve instead a "Euclidean"
Gaussian analytic function, yet the mechanisms through which GAFs appear in these
two models are very similar.
1.1. Presentation of the results for a simple model case. Before stating our results
in full generality, we will illustrate them by first focussing on a simple case. Call h ∈]0, 1]
the effective Planck’s "constant", and consider the nonselfadjoint semiclassical harmonic
oscilator
Ph
def
= −h2∂2x + ix2 on L2(R) . (1.1)
The (semiclassical) principal symbol of Ph is given by the function
p(x, ξ) = ξ2 + ix2 on the phase space ∈ R2 3 ρ = (x, ξ). (1.2)
We call the set
Σ
def
= p(R2) ⊂ C the classical spectrum of Ph. (1.3)
Here Σ is obviously the upper right quadrant of C. The spectrum of Ph is purely discrete,
and is contained in Σ (actually, it is explicitly given by {zn = eipi/4h(n+ 1/2); n ∈ N}).
Take Ω b
◦
Σ an open subset. Then, for any z = X + iY ∈ Ω, an important data for our
construction will be the structure of the "energy shell" 1 p−1(z) ⊂ R2. Since p : R2 → C
is a local diffeomorphism for z ∈ Ω, this energy shell made of discrete points; in the case
of the harmonic oscillator, p−1(z) consists of the 4 points:
ρ1+ = (Y
1/2,−X1/2), ρ2+ = (−Y 1/2, X1/2), ρ1− = (Y 1/2, X1/2), ρ2+ = (−Y 1/2,−X1/2) .
(1.4)
We have labelled those points according to the sign of the Poisson bracket {Re p, Im p}(ρ) =
4xξ: at the points ρj+ the bracket is negative, while at the points ρ
j
− it is positive. From
this bracket condition, one can construct [8, 10], for each j = 1, 2 a semiclassical family
of functions (ej+(z, h) ∈ L2(R))h∈]0,1], ‖ej+(z, h)‖ = 1, satisfying
‖(Ph − z)ej+(z, h)‖ = O(h∞), (1.5)
and such that ej+(z, h) is microlocalized at the point ρ
j
+(z)
2. (Here and in the entire text,
all norms without index are either norms in L2 or in B(L2), the set of bounded linear op-
erators L2 → L2). We call each family (ej+(z, h)) an h∞-quasimode of P − z, or for short
a quasimode of P −z. Similarly, there exists quasimodes ej−(z, h) ∈ L2(R) for the adjoint
operator (Ph − z)∗, microlocalized at the points ρj−(z). From the quasimode equation
1We will refer to the values p(x, ξ) as "energies", eventhough they are complex.
2This microlocalization means that the function x 7→ ej+(x; z, h) is concentrated near xj+(z) when
h→ 0, while its semiclassical Fourier transform (Fhej+)(ξ; z, h) is concentrated near ξj+(z).
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(1.5) it is easy to exhibit an operator Q of norm unity and a parameter δ = O(h∞), such
that the perturbed operator Ph + δQ has an eigenvalue at z (for instance, if we call the
error rj+ = (Ph − z)ej+, we may take the rank 1 operator δQ = −rj+ ⊗ (ej+)∗). The set Ω
(and hence the full interior of Σ, since Ω was chosen arbitrarily) is thus a zone of strong
spectral instability for Ph. For this reason
◦
Σ is called the (h∞-)pseudospectrum of Ph.
Let us now explain how we construct random perturbations, following [23]. Let
{ek}k∈N denote an orthonormal basis of L2(R) comprised out of the eigenfunctions of
the nonsemiclassical harmonic oscillator H = −∂2x + x2, and let {vj}j∈N, {qjk}j,k∈N be
independent and identically distributed (i.i.d.) complex Gaussian random variables with
expectation 0 and variance 1 (that is, with distribution NC(0, 1)). Let N(h) = C1/h2,
with C1 > 0 large enough. We define two types of random operators Q:
(1) A random, Ginibre-type matrix
Q = Mω =
1
N(h)
∑
0≤j,k<N(h)
qj,kej ⊗ e∗k (1.6)
(2) A random (complex valued) potential
Q = Vω =
1
N(h)
∑
0≤j<N(h)
vjej .
The coupling variable δ = δ(h) will be assumed to be in the range
hM ≤ δ ≤ hκ, (1.7)
where κ > 3, andM > κ is an arbitrarily large but fixed constant. Although the random
operator Q and δ depend on h, we will skip the dependence in our notations. We are
interested in the spectrum of the perturbed operator
P δh = Ph + δQ,
where the random operator Q is either Mω or Vω. With probability exponentially close
to 1, ‖Mω‖HS, ‖Vω‖∞ ≤ Ch−1 [21, 23].
Our objective will be to study the spectrum of P δh in a microscopic neighbourhood of
some given point z0 ∈ Ω. As explained in the previous section, the probabilistic Weyl’s
law proved in [21, 23] shows that the mean density of eigenvalues near z0 is of order h−1,
so we expect nearby eigenvalues to be at distances ∼ h1/2 from one another. In order to
test the statistical interaction between nearby eigenvalues, we zoom to this scale h1/2 at
the point z0, and define the rescaled spectral point process:
ZQh,z0
def
=
∑
z∈Spec(Ph+δQ)
δ(z−z0)h−1/2 .
Our main result is to show that, in the semiclassical limit h → 0, this rescaled point
process converges in distribution the point process formed by the zeros of a certain
random analytic function. In order to state our result, we need to define the building
block of these random analytic functions, which is the (Euclidean) Gaussian analytic
function (GAF).
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1.2. The Gaussian analytic function. Let (αn)n∈N be independent and identically
distributed normal complex Gaussian random variables, i.e. αn ∼ NC(0, 1) for every
n ∈ N. For a given σ > 0, we consider the random entire series
gσ(w)
def
=
∞∑
n=0
αn
σn/2wn√
n!
, z ∈ C . (1.8)
With probability one, this series converges absolutely on the full plane, and defines a
Gaussian analytic function (GAF) on C: gσ is a random entire function, so that for
any n ∈ N and any w1, . . . , wn ∈ C the random vector (g(w1), . . . , g(wn)) is a centred
complex Gaussian
(gσ(w1), . . . , gσ(wn)) ∼ NC(0,Γ), (1.9)
where the covariance matrix Γ ∈ GLn(C) has the entries
Γi,j = E
[
gσ(wi)gσ(wj)
]
def
= Kσ(wi, wj) = exp(σwiwj) . (1.10)
The function C2 3 (u, v) 7→ Kσ(u, v) is called the covariance kernel of the GAF gσ, it
completely determines its distribution. As a result, Kσ also completely determines the
distribution of
Zgσ def=
∑
w∈g−1σ (0)
δw,
the random point process given by zeros of the GAF gσ, see for instance [28]. In Section
6, we will review basic notions and results concerning zero point processes of random
analytic functions, making the above statements more precise.
The GAF zero process has interesting geometric properties. Indeed, its covariance ker-
nel shows that for any w0 ∈ C, the translated function gσ(w+w0) is equal in distribution
to the function eσ(ww¯0+|w0|2)gσ(w), which has the same zeros as gσ(w): this implies that
the zero process Zgσ is invariant by translation. The average density (1-point function)
of Zgσ is thus constant over the plane, it is equal to σ/pi (see section 2.5.3). The linear
dependence in σ is coherent with the scaling covariance gσ(w)
d
= g1(
√
σw): dilating the
zero process Zg1 by 1/
√
σ multiplies the average density by σ.
Let us give a short historical background of the GAF. It has appeared before in the
context of holomorphic representations of quantum mechanics, when investigating the
properties of random states. In the framework of Toeplitz quantization on a compact
Kähler manifold M , one defines a positive line bundle L over M , and for any integer
N ≥ 1 a "quantum" Hilbert space HN is formed by the holomorphic sections on the
bundle L⊗N ; the limit N → ∞ is then a form of semiclassical limit. In the case of
the 1-dimensional projective space M = CP 1, which is the phase space of the quantum
spin, Hannay [24] defined a natural ensemble of random holomorphic sections in HN ,
and studied the point process formed by their zeros (topological constraints impose that
any section has exactly N zeros). He explained how to compute the k-point correlation
function of this process, and computed explicitly the limit (after microscopic rescaling)
of the 2-point correlation function, which coincides with the 2-point function of the
GAF. A few years later, Bleher-Schiffman-Zelditch [2] proved that, for a general Toeplitz
quantization (M,L), the zeros of random holomorphic sections converge, when N →∞,
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to a universal process depending only on the dimension of M . In dimension 1, this
process is given by the zero process of the GAF.
We are now equipped to state our Theorem concerning the spectrum of P δh .
Theorem 1 (Complex harmonic oscillator). Fix z0 = X0 + iY0 ∈ Ω b Σ˚, and define the
classical density for the symbol p(x, ξ) = ξ2 + ix2 at the points ρj± ∈ p−1(z0):
σ(z0)
def
=
1
|{Re p, Im p}(ρj±(z0))|
=
1
4
√
X0Y0
.
Let the perturbation Q be either Mω or Vω, and take δ as in (1.7). Then, for any bounded
domain O b C, we have the convergence in distribution of the spectral point processes:
ZQh,z0
d−→ ZGz0,Q on O, as h→ 0.
(This convergence of point processes is explained in Thm 6). Here ZGz0,Q is the zero
point process for the random entire function Gz0,Q described below:
(1) if the perturbation Q = Vω then
Gz0,V (w) = g
1
z0(w)g
2
z0(w), w ∈ C,
where g1z0 , g
2
z0 are two independent copies of the GAF gσ(z0).
(2) if Q = Vω then
Gz0,M (w) = det
(
gi,jz0 (w)
)
1≤i,j≤2, w ∈ C,
where gi,jz0 , 1 ≤ i, j ≤ 2, are 4 independent copies of the GAF gσ(z0).
As we will explain below (see section 2.5.2), the convergence of point processes implies
that all k-point measures converge as well to the limiting ones.
2. Main results – general framework
The above theorem can be generalized to a large class of 1-dimensional nonselfadjoint
h-pseudodifferential operators, and with random perturbations which are not necessarily
Gaussian. We first present the class of operators we will be dealing with.
2.1. Semiclassical framework. We begin by recalling the definition of the pseudospec-
trum of an operator, an important notion which quantifies its spectral instability.
For P : L2 → L2, a densely defined closed linear operator with resolvent set ρ(P ) and
spectrum Spec(P ) = C\ρ(P ). For any ε > 0, we define the ε-pseudospectrum of P by
Specε(P )
def
= Spec(P ) ∪ {z ∈ ρ(P ); ‖(P − z)−1‖ > ε−1}. (2.1)
When ε is small, the set (2.1) describes a region of spectral instability of the operator
P , since any point in the ε-pseudospectrum of P lies in the spectrum of a certain ε-
perturbation of P [13]. Indeed, Specε(P ) can also be defined by
Specε(P ) =
⋃
Q∈B(L2)
‖Q‖<1
Spec(P + εQ). (2.2)
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A third, equivalent definition of the ε-pseudospectrum of P is via the existence of ap-
proximate solutions to the eigenvalue problem P − z:
z ∈ Specε(P )⇐⇒ ∃uz ∈ D(P ) s.t. ‖(P − z)uz‖ < ε‖uz‖, (2.3)
where D(P ) denotes the domain of P . Such a state uz is called an ε-quasimode or simply
a quasimode.
Next, let us fix the type of unperturbed operators we will consider in this paper. We
will use the notation ρ = (x, ξ) ∈ R2 for phase space points. We start by considering an
order function m ∈ C∞(R2; [1,∞[):
∃C0 ≥ 1, ∃N0 > 0 : m(ρ) ≤ C0〈ρ− µ〉N0m(ρ), ∀ρ, µ ∈ R2, (2.4)
with the usual notation 〈ρ− µ〉 def= √1 + |ρ− µ|2. To this order function is associated a
semiclassical symbol class (cf [11, 47]):
S(R2,m) =
{
q ∈ C∞(R2ρ×]0, 1]h); ∀α ∈ N2, ∃Cα :
|∂αρ q(ρ;h)| ≤ Cαm(ρ), ∀ρ ∈ R2, ∀h ∈]0, 1]
}
. (2.5)
We assume that the symbol p ∈ S(R2,m) is "classical", namely it satisfies an asymptotic
expansion in the limit h→ 0:
p(ρ;h) ∼ p0(ρ) + hp1(ρ) + . . . in S(R2,m), (2.6)
where each pj ∈ S(R2,m) is independent of h. In this case we call p0 the (semiclassical)
principal symbol of p. We then define two subsets of C associated with p0:
Σ
def
= p0(R2) ⊂ C, Σ∞ def= {z ∈ Σ; ∃(ρj)j≥1 s.t. |ρj | → ∞, p0(ρj)→ z}. (2.7)
Σ is the classical spectrum of the operator Ph defined below. Furthermore, we suppose
that the principal symbol p0 is elliptic at some point zout ∈ C\Σ:
∃C0 > 0, |p0(ρ)− zout| ≥ m(ρ)/C0, ∀ρ ∈ R2. (2.8)
For h ∈]0, 1] we let Ph denote the h-Weyl quantization of the symbol p,
Phu(x) = p
w(x, hDx;h)u(x) =
1
2pih
∫∫
e
i
h
(x−y)·ξ p
(
x+ y
2
, ξ;h
)
u(y)dydξ, (2.9)
which makes sense for u ∈ S(Rd) the Schwartz space. The closure of Ph as an unbounded
operator on L2, has domain H(m) def= (Ph− zout)−1(L2(R)) ⊂ L2(R), we will still denote
this closed operator by Ph. Moreover, we will denote by ‖u‖m def= ‖(Ph − zout)u‖ the
associated norm on H(m)3.
Let Ω˜ ⊂ C\Σ∞ be open simply connected, not entirely contained in Σ, and such that
Ω˜ ∩ Σ∞ = ∅. Then, the spectrum of Ph inside Ω˜ satisfies the following properties in the
semiclassical limit [21, 23]:
• for h > 0 small enough, Spec(Ph) ∩ Ω˜ is discrete
3Although this norm depends on the choice of the symbol p−zout, it is equivalent to the norm defined
from any elliptic operator in q ∈ S(m), so that the space H(m) only depends on the order function m.
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• for all ε > 0, ∃h(ε) > 0 such that
Spec(Ph) ∩ Ω˜ ⊂ Σ +D(0, ε), ∀0 < h < h(ε). (2.10)
Here, D(0, ε) ⊂ C denotes the open disc of radius ε > 0 centred at 0. In this work we
will study the spectrum of small random perturbations of Ph, in the semiclassical limit
h→ 0, in the interior of Σ.
2.2. Pseudospectrum and the energy shell. Let Ω˜ be as above and let
Ω b Ω˜ ∩ Σ˚ be open, simply connected. (2.11)
Recall that p0 is the principal symbol of p, see (2.6). We also assume that:
for every ρ ∈ p−10 (Ω), the 1-forms dp0, dp0 are linearly independent. (2.12)
Since the dimension d = 1, this condition is equivalent to:
for every ρ ∈ p−10 (Ω), {Re p0, Im p0} 6= 0, (2.13)
where {·, ·} denotes the Poisson bracket of the two functions:
{p, q}(ρ) def= ∂ξp(ρ) ∂xq(ρ)− ∂ξq(ρ) ∂xp(ρ), ρ = (x, ξ) ∈ R2 .
It was observed by Dencker, Sjöstrand and Zworski [10], and Sjöstrand [41] that since
Ω is relatively compact and simply connected, (2.12), or equivalently (2.13), implies that
there exists J ∈ N∗ depending only on Ω, so that for any z ∈ Ω, the "energy shell"
p−10 (z) consists of exactly 2J points:
p−10 (z) = {ρj±(z); j = 1, . . . , J}, with ± {Re p, Im p}(ρj±(z)) < 0,
ρi±(z) 6= ρj±(z) if i 6= j,
(HYP)
and the points ρj±(z) ∈ R2 depend smoothly on z.
We shall make the further (generic) assumption
∀z ∈ Ω, xi±(z) 6= xj±(z) if i 6= j , (HYP-x)
which will play a role when studying the perturbation by a random potential.
It was shown by Davies [8] and Dencker, Sjöstrand and Zworski [10] that (HYP)
implies, for each z ∈ Ω and each j = 1, . . . , J , the existence of an h∞-quasimode for the
problem Ph − z (resp. (Ph − z)∗), microlocalized on ρj+(z) (resp. ρj−(z)): there exist
ej± = e
j
±(x, z;h) ∈ L2(R), ‖ej±‖ = 1, such that
‖(Ph − z)ej+‖ = O(h∞) and WFh(ej+) = {ρj+(z)}, (2.14)
respectively
‖(Ph − z)∗ej−‖ = O(h∞) and WFh(ej−) = {ρj−(z)}. (2.15)
Recall that, for u = (u(h))h∈]0,1] a bounded family in L2, its semiclassical wavefront set
WFh(u) is defined by
WFh(u)
def
= { {(x, ξ) ∈ T ∗R; ∃a ∈ C∞c (T ∗R), a(x, ξ) = 1, ‖aw(x, hDx)u(h)‖L2 = O(h∞)}
where aw denotes the Weyl quantization of a.
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In view of the characterisation (2.3) of the pseudospectrum, we see that the assumption
(2.12) implies that Ω is contained in the h∞-pseudospectrum of Ph, a spectrally highly
unstable region.
2.3. Adding a random perturbation. We are interested in random perturbations of
the operator Ph which are given by either a random matrix or a random potential. We
will construct those in the following way, which generalizes the construction made in
section 1.1. We consider {ek}k∈N the orthonormal eigenbasis of the (nonsemiclassical)
harmonic oscillator H = −∂2x + x2 on L2(R).
Remark 2. The choice of this orthonormal basis is a convenient one for us. However,
it will become clear later on in the text that what we need is a system of states (not
necessarily orthonormal) such that the first N(h) states microlocally cover a sufficiently
large part of phase space, namely a neighbourhood of p−10 (Ω). We also need to avoid states
which would have a large overlap with some of the quasimodes ej±, cf. (2.14), (2.15). We
refer the reader in particular to the proofs of Propositions 47 and 54 below.
Let α be a complex valued random variable defined on some probability space (M,F ,P),
with the properties
E[α] = 0, E[α2] = 0, E[|α|2] = 1, E[|α|4+0 ] < +∞, (2.16)
where ε0 > 0 is an arbitrarily small but fixed constant. Here, E[·] denotes the expectation
with respect to the probability measure P. The Markov inequality implies the following
tail estimate: there exists a constant κα > 0 such that
P[|α| ≥ γ] ≤ κα γ−(4+ε0), ∀γ > 0. (2.17)
Remark 3. For instance, a complex centred Gaussian random variable as in eq. (1.8)
satisfies the above assumptions.
Random Matrix. Let N(h) = C1/h2, C1 > 0 large enough (we’ll be more precise
about this condition later). Let qj,k, 0 ≤ j, k < N(h) be independent copies of the
random variable α satisfying the conditions (2.16). We consider the "random matrix"
Mω =
1
N(h)
∑
0≤j,k<N(h)
qj,k ej ⊗ e∗k, (RM)
where ej ⊗ e∗ku = (u|ek)ej for u ∈ L2(R). For some coupling parameter 0 < δ  1, we
define the randomly perturbed perturbed operator
P δM = Ph + δMω. (2.18)
Random Potential. Take N(h) = C1/h2, C1 > 0 as above. Let vj , 0 ≤ j < N(h) be
independent copies of the random variable α. Still using the same orthonormal family
(ek)k∈N, we define the random function
Vω =
1
N(h)
∑
0≤j<N(h)
vj ej . (RP)
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For 0 < δ  1, write the perturbed operator
P δV = Ph + δVω. (2.19)
We call this perturbation a "random potential", eventhough Vω is complex valued. When
we consider this type of perturbation, we will make the additional symmetry assumption:
p(x, ξ;h) = p(x,−ξ;h). (SYM)
This hypothesis implies that we can group the points ρj± forming p
−1
0 (z), see (HYP),
such that ρj± = (xj ,±ξj); as a result, the centres of microlocalization of the quasimodes
ej+ and e
j
− are located on the same fibre T ∗xjR = {(xj , ξ), ξ ∈ R}.
Remark 4. We could relax the assumption (SYM) into requiring this symmetry only at
the level of the principal symbol, i.e. p0(x, ξ) = p0(x,−ξ). However, for the simplicity of
the presentation we prefer to make the above stronger hypothesis.
Restricting to bounded perturbations. For both types of perturbations, it will be
easier for us to restrict the random variables to large discs D(0, C/h), i.e. assume that
|vi|, |qi,j | ≤ C/h, 0 ≤ i, j < N(h), for some C > 0 sufficiently large. (2.20)
This restriction induces the boundedness of the perturbations Mω, Vω. Using (2.17)
to estimate the probability of this restriction, we deduce that the boundedness of the
perturbations occurs with high probability. Namely, there exists C2 > 0 such that, for
the random matrix,
P
[‖Mω‖HS ≤ Ch−1] ≥ 1− C2hε0 , (2.21)
where ‖Mω‖HS denotes the Hilbert-Schmidt norm of Mω. Respectively, in the case of
the random potential,
P
[‖Vω‖∞ ≤ Ch−1] ≥ 1− C2h2+ε0 . (2.22)
We will take the coupling parameter δ as in (1.7).
We will see in Section 5 that the spectra of P δM and P
δ
V in Ω are purely discrete. The
principal aim of this paper is to show that the statistical properties of these spectra, in
a microscopic neighbourhood of any z0 ∈ Ω, are universal, in a sense that we will specify
later on.
Since p0 − z is elliptic for every z ∈ C\Σ, we have that the resolvent norm ‖(Ph −
z)−1‖ = O(1), uniformly as h → 0. Therefore, in view of the characterisation (2.2)
of the pseudospectrum, the spectra of P δM and P
δ
V are contained in any neighbourhood
Σ + D(0, ), for any given  > 0 and h > 0 small enough. Moreover, since Ω b Σ˚, we
will not feel the effects of the boundary of Σ; we will simply say that Ω lies in the bulk
of the spectrum of the perturbed operator.
2.4. Probabilistic Weyl’s law and local statistics. In a series of works by Hager
[22, 21, 23] and Sjöstrand [40, 39], the authors considered randomly perturbed operators
P δ as given in (2.18) and (2.19). Under more restrictive assumptions on the random
variables than (2.16), they have shown the following result.
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Theorem 5 (Probabilistic Weyl’s law). Let Ω be as in (2.11), (2.12). Let Γ b Ω be open
with C2 boundary. Let P δ be either of the randomly perturbed operators P δM or P δV with
δ as in (1.7) with κ > 0 sufficiently large. Then, in the limit h→ 0,
#
(
Spec(P δ) ∩ Γ) = 1
2pih
(∫∫
p−10 (Γ)
dxdξ + o(1)
)
with probability ≥ 1− Chη, (2.23)
for some fixed η > 0.
Furthermore the authors give an explicit control over both the error term in Weyl’s
law, and the error term in the probability estimate.
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Figure 1. Numerically computed spectra of the operator −h2∂2x + e3ix + δQ
on T, with h = 10−3 and δ = 10−12. The left plot shows the case where Q is
given by a complex Gaussian random matrix and the right plot the case where
Q is given by a random potential as in (RP) with coefficients given by complex
Gaussian random variables ∼ NC(0, 1).
This probabilistic Weyl’s law shows that, with probability close 1, the number of
eigenvalues of the perturbed operator P δ in any fixed compact subset of Ω is of order
 h−1. Hence, the spectrum of P δ will spread out across Ω, with an average spacing
between nearby eigenvalues of order h1/2. Figure 1 illustrates this behaviour for some
choice of perturbed operators P δM and P
δ
V . We observe in Figure 1 that in the case of
P δV (right plot), the distribution of the eigenvalues looks "less uniform" than in the case
of P δM , including the presence of small clusters of eigenvalues.
To quantify this difference of "uniformity" between the spectra of P δM and P
δ
V , we
study the local statistics of the eigenvalues, that is the statistics of the eigenvalues on
the scale of their mean level spacing. For this purpose, we fix a point z0 ∈ Ω. In both
cases Q = Mω and Q = Vω, we view the rescale the spectrum of the randomly perturbed
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operator P δQ as a random point process
ZQh,z0
def
=
∑
z∈Spec(P δQ)
δ(z−z0)h−1/2 , Q = Mω or Q = Vω, (2.24)
where the eigenvalues are counted according to their algebraic multiplicities.
Notice that the rescaled eigenvalues (zj − z0)h−1/2 have a mean spacing of order  1.
The principal aim of this paper is to show that, under the assumption (2.16) on the
random coefficients, in the limit h → 0 the correlation functions of the processes ZMh,z0
and ZVh,z0 are universal, in the sense that they
• depend only on the structure of the energy shell p−10 (z) and on the type of random
perturbation used, either Mω or Vω;
• are independent of the random variables qj,k and vj used to define the random
perturbations, as long as they satisfy (2.16).
Finally, let us stress once more that our results concern solely the eigenvalues in the bulk
of the spectra of P δh , that is in the interior of the h
∞-pseudospectrum of Ph. Near the
boundary of the pseudospectrum, we expect the statistical properties of the eigenvalues
to change drastically. It has been shown by the second author [45] in the case of a model
operator, that the probabilistic Weyl’s law breaks down in the vicinity of ∂Σ, in fact, the
density of eigenvalues explodes near that boundary.
2.5. Perturbation by a random potential. We begin with the case of the operator
P δV , (2.19), perturbed by a random potential Vω. From the formula (HYP) defining the
energy shell p−10 (z), we find that the classical spectral density at the energy z is given by
(p0)∗(|dξ∧dx|) =
J∑
j=1
(σj+(z) +σ
j
−(z))L(dz), σ
j
±(z) =
1
∓{Re p0, Im p0}(ρj±(z))
. (2.25)
Here |dξ∧dx| denotes the measure induced by the symplectic volume form on T ∗R ∼= R2.
Each density σj±(z) > 0 is associated with the point ρ
j
± of the energy shell. These densities
depend smoothly on z.
If we additionally assume the symmetry hypothesis (SYM) and group the points such
that ρj± = (xj ,±ξj), we find that σj+(z) = σj−(z) for all j = 1, . . . , J .
2.5.1. Universal limiting point process. Let us now state our main theorem for the per-
turbed operators P δV . It provides the asymptotic behaviour of the rescaled spectral point
processes ZVh,z0 in the semiclassical limit.
Theorem 6. Let Ω b Σ˚ be as in (2.11), let p be as in (2.6) satisfying (2.12) and (SYM).
Fix z0 ∈ Ω. Then, for any open, connected, relatively compact domain O b C, we have
that
ZVh,z0
d−→ ZGz0 in O, as h→ 0,
This convergence of point processes means that for any test function φ ∈ Cc(O,R),
〈ZVh,z0 , φ〉 =
∑
z∈Spec(P δh)
φ((z − z0)h−1/2) d−→ 〈ZGz0 , φ〉 =
∑
z∈G−1z0 (0)
φ(z), as h→ 0 .
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Here ZGz0 is the zero point process for the random analytic function
Gz0(z) =
J∏
j=1
gjz0(z), z ∈ C,
where the gjz0 are J independent GAFs g
j
z0 ∼ gσj+(z0) (see section 1.2), with σ
i
+(z0) the
local spectral density computed in in (2.25).
For the reader’s convenience, in Section 6 we present a short review of the probabilistic
notions used in this paper, such as convergence in distribution. The definition and basic
properties of the GAFs have been presented in section 1.2.
This theorem tells us that at any given point z0 ∈ Ω in the bulk of the pseudospectrum,
the local rescaled point process of eigenvalues is given, in the limit h → 0, by the point
process given by the zeros of the product of J independent GAFs. Hence, this limiting
point process is the superposition of J independent point processes, each one generated
by a GAF gj . The latter only depends only on the part of the classical spectral density
coming from the pair of points ρj± = (xj ,±ξj). In particular, this limiting process is
independent of the specific probability distribution of the coefficients (vj), or of the
orthonormal family (ej) used to generate the random potential Vω; this process only
depends on cardinal 2J of the energy shell p−10 (z) and of the local spectral densities
{σj+(z0), j = 1, . . . , J}.
It is known that the zero process of a single GAF exhibits a local repulsion between
the nearby points (see the section 2.5.3). On the other hand, as a superposition of J
independent point processes, the limiting process ZGz0 authorizes the presence of clusters
of at most J points. In the next section we analyze this clustering by computing the
correlations between the points of the process.
2.5.2. Scaling limit of the k-point measures. An explicit way to obtain information about
the statistical interaction of k nearby eigenvalues of P δV is by analysing the k-point mea-
sures of the point process ZVh,z0 , which quantify the correlations within k-point subsets
of the point process. These are positive measures µk,V,z0h on O
k\∆, where O is as in
Theorem 6 and ∆ = {z ∈ Ck; ∃ i 6= j s.t. zi = zj} is a generalized diagonal set. These
measures are defined through their action on an arbitrary test funtion φ ∈ Cc(Ok\∆,R+):
E
[
(ZVh,z0)⊗k(φ)
]
= E
 ∑
z1,...,zk∈Spec(P δ)
φ
(
(z1 − z0)h−1/2, . . . , (zk − z0)h−1/2
)
def
=
∫
Ok\∆
φ(w)µk,Vh,z0(dw) .
(2.26)
We have stamped out the diagonal ∆ in order to avoid trivial self-correlations. When
these k-point measures are absolutely continuous with respect to the Lebesgue measure
on C, we call their densities the k-point functions.
Theorem 7. Let µk,Vh,z0 be the k-point measure of ZVh,z0, defined in (2.26), and let µ
k,V
z0
be the k-point measure of the point process ZGz0 , given in Theorem 6. Then, for any
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connected domain O b C and for all φ ∈ Cc(Ok\∆,R+),∫
Ok\∆
φ(w)µk,Vh,z0(dw) −→
∫
Ok\∆
φ(w)µk,Vz0 (dw), h→ 0.
Moreover, µk,Vz0 is absolutely continuous with respect to the Lebesgue measure on C. Its
density dk,Vz0 is given by the following formula:
dk,Vz0 (w1, . . . , wk) =
∑
α∈NJ ,∑
j αj=k
∑
τ∈Sk
1
α!
J∏
j=1
d
αj
gj (wτ(α1+···+αj−1+1), . . . , wτ(α1+···+αj)) (2.27)
where Sk is the symmetric group of k elements, and for all 1 ≤ j ≤ J and all r ∈ N∗,
drgj (w) =
perm[Crj (w)−Brj (w)(Arj)−1(w)(Brj )∗(w)]
detpiArj(w)
, while d0gj (w) ≡ 1 . (2.28)
Here, perm denotes the permanent of a matrix; Arj , B
r
j , C
r
j are complex r × r-matrices
given by
(Arj)n,m = K
j(wn, w¯m), (B
r
j )n,m = (∂wK
j)(wn, w¯m), (C
r
j )n,m = (∂
2
ww¯K
j)(wn, w¯m),
where Kj(w, w¯) = exp(σj+(z0)ww¯) is the covariance function of the GAFs g
j
z0 appearing
in Thm 6.
The function dr
gj
(z) in (2.28) is the r-point function for the zero process of the Gaussian
analytic function gj . Thm 7 tells us that the limiting k-point measures admit densities
with respect to the Lebesgue measure, and that those can be determined by concatenating
the r-point functions, for 1 ≤ r ≤ k, of each GAF gj .
A result by Nazarov and Sodin [34, Theorem 1.1] implies the following estimate for
the r-point densities of a single GAF.
Proposition 8. [34] Let O b C be a compact set. Let (gj = gjz0)1≤j≤J be the GAFs
appearing in Thm 6, and let dr
gj
(w), 1 ≤ r ≤ k, be as in (2.28). Then there exists a
constant C = C(r, gj , O) > 1 such that, for any configuration of pairwise distinct points
w1, . . . , wk ∈ O,
C−1
∏
i<j
|wi − wj |2 ≤ drgj (w1, . . . , wk) ≤ C
∏
i<j
|wi − wj |2.
In formula (2.27) we see that if k > J , then each summand has at least one factor dαj
gj
has αj ≥ 2. Hence, we immediately conclude from Thm 7 and Prop. 8 the following
Corollary 9. Let O b C be a compact set, let k > J and let dk,Vz0 (w) be as in (2.27).
Then there exists a positive constant C = C(r,O) such that, for any configuration of
pairwise distinct points w1, . . . , wk ∈ O,
dk,Vz0 (w1, . . . , wk) ≤ C
∑
i<j
|wi − wj |2.
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We have seen by Theorem 7 that the limiting point process of the rescaled eigenvalues
is given by the superposition of J independent processes given by the zeros of independent
Gaussian analytic functions. Due to this independence, k points, each originating from
a different GAF process, may approach each other without any statistical repulsion: this
authorizes the formation of clusters of a most J points. As a result, for k ≤ J the limiting
k-point functions do not decay to zero as the distances between the k points gets smaller.
This behaviour is made explicit in the next section in the case k = 2.
On the opposite, if k > J then at least two points must originate from the same GAF
process, and therefore repel each other quadratically when approaching. This is exactly
what Corollary 9 tells us: the probability to find more than J points close together decays
quadratically with the distance. Therefore, finding clusters of more than J eigenvalues
very close together is very unlikely.
2.5.3. 2-point correlation function. The 2-point correlation function of a point process
is defined by the 2-point function, renormalized by the local 1-point functions (or local
average densities):
K2,Qz0 (w1, w2) =
d2,Qz0 (w1, w2)
d1,Qz0 (w1)d
1,Q
z0 (w2)
, w1 6= w2 ∈ O, Q = Vω, Mω .
By Theorem 7, the limiting local 1-point function d1,Vz0 (w) is a constant function, given
by
d1,Vz0 (w) =
J∑
j=1
σj+(z0)
pi
, ∀w ∈ O.
This average density of eigenvalues (at the microscopic scale near z0) exactly corresponds
to the macroscopic density predicted by the probabilistic Weyl’s law in Theorem 5, see
also (2.25).
The limiting 1-point and 2-point functions of the zero process generated by a single
GAF gσ (see section 1.2) are given by
d1gσ(w1) =
σ
pi
, respectively d2gσ(w1, w2) =
(σ
pi
)2
κ
(σ|w1 − w2|2
2
)
,
with the universal scaling function
κ(t)
def
=
(sinh2 t+ t2) cosh t− 2t sinh t
sinh3 t
, ∀t ≥ 0. (2.29)
The function κ
(
σ|w1 − w2|2/2
)
describes the 2-point correlation function of the zeros
of the GAF gσ. A remarkable property of this function is its isotropy: it only depends
on the distance between the points w1, w2. In Figure 2 we plot the function t 7→ κ(t2).
This function behaves as κ(t2) = t2(1 +O(t4)) when t→ 0, which reflects the quadratic
repulsion between the nearby zeros of gσ. On the opposite, when t  1 it converges
exponentially fast to unity, showing a fast decorrelation between the zeros.
To our knowledge, the function κ first appeared as the scaling limit 2-point correlation
function for the zeros of certain ensembles of random polynomials describing random
spin states, see J.H. Hannay [24]. In the work by P. Bleher, B. Shiffman and S. Zelditch
[2], κ describes the scaling limit 2-point correlation function for the zeros of random
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Figure 2. Plot of the scaling limit function κ(t2), see (2.29).
holomorphic sections of large powers of a positive Hermitian line bundle over a compact
complex Kähler surface.
In the present work, κ appears as a building block for the scaling limit 2-point corre-
lation function of the eigenvalues of P δV :
K2,Vz0 (w1, w2) = 1 +
J∑
j=1
(σj+(z0))
2(∑J
j=1 σ
j
+(z0)
)2
[
κ
(
σj+(z0)|w1 − w2|2
2
)
− 1
]
(2.30)
Let us study more closely this limiting 2-point correlation function between the rescaled
eigenvalues of P δV near z0:
Long range decorrelation: For |w1 − w2|  1, in the limit h → 0, the 2-point
correlation function converges exponentially fast to unity
K2,Vz0 (w1, w2) = 1 +O
(
e
−min
j
σj+(z0)|w1−w2|2
)
.
This shows that two points at distances |w1 − w2|  1 are statistically uncorrelated.
A weak form of repulsion: When |w1 − w2|  1, in the limit h → 0, there is a
weak form of repulsion between two nearby eigenvalues,
K2,Vz0 (w1, w2) = 1−
J∑
j=1
σj+(z0)
2(∑J
l=1 σ
l
+(z0)
)2 [1− σj+(z0)|w1 − w2|22 +O(|w1−w2|4)]. (2.31)
This formula shows that the probability to find two rescaled eigenvalues w1, w2 at distance
 1 is smaller than the one to find them at large distances: pairs of rescaled eigenvalues
show a weak repulsion at short distance. However, the correlation function does not
converge zero when |w1−w2| → 0, but to the positive value 1−
∑J
j=1 σ
j
+(z0)
2
(
∑J
l=1 σ
l
+(z0))
2
. This weak
repulsion can be explained by the fact that the random function Gz0 is the product of
J independent GAFs: two zeros w1, w2 will not repel each other if they originate from
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different GAFs, while they will repel quadratically if the come from the same GAF. The
net result is this weaker form of repulsion. The larger the number of quasimodes J ,
the weaker this repulsion becomes, since two zeros w1, w2 chosen at random will have a
smaller chance to come from the same GAF.
In Figure 3 we compare the theoretical 2-point correlation functions K2,Vz0 with the
one obtained from numerical computations for two model operators on the torus T =
R/(2piZ):
P δh,q = −h2∂2x + e−iqx + δVω, q = 1, 3, x ∈ T. (2.32)
We took the parameters h = 10−3, δ = 10−12, and the Gaussian random potential Vω
as in section 1.1. We use operators defined on T because they are numerically easier
to diagonalize than operators defined on R. For each operator Ph,q, we computed 1000
realizations of the random potential to extract the correlation function.
The analysis of the principal symbols pq,0 shows that the classical spectrum is, in
both cases, given by Σ = R+ + U(1). At the energy z0 = 1.6 we selected, the operator
(Ph,q − z0) admits J = 2q quasimodes. Figure 3 compares the numerically obtained
2-point correlation functions (shown as blue dots) of the operators P δh,1 (left) and P
δ
h,3
(right), with the theoretical scaling limit 2-point correlation described in (2.31). For the
two operators, the theoretical curve fits quite well the numerical points, including in the
short distance limit |w1 − w2|  1.
2.6. Perturbation by random matrix. We now describe the situation where the op-
erator Ph is perturbed by a small random matrix δMω, as described in (RM,2.18). In
this section we do not need to assume the symmetry property (SYM) for the symbol p0.
Here as well, we can prove a convergence of the rescaled spectral point process ZMh,z0 (see
(2.24)) towards a limiting zero process when h→ 0.
2.6.1. Universal limiting point process.
Theorem 10. Let Ω b Σ˚ be as in (2.11). Let p be as in (2.6) satisfying (2.12). Choose
z0 ∈ Ω. Then, for any O b C open connected domain, the rescaled spectral point process
ZMh,z0 converges in distribution towards the zero point process associated with a random
analytic function G˜z0 described below:
ZMh,z0
d−→ ZG˜z0 on O as h→ 0. (2.33)
The random function G˜z0 is defined as
G˜z0(w)
def
= det(gi,jz0 (w))1≤i,j≤J , w ∈ C,
where gi,jz0 , for 1 ≤ i, j ≤ J , are J2 independent GAFs gi,jz0 ∼ gσi,jz0 , for the parameters
σi,jz0 =
1
2
(σi+(z0) + σ
j
−(z0)) . (2.34)
(we recall that the local classical densities σi±(z0) associated with the points ρi±(z0) ∈
p−10 (z0) are defined in (2.25)).
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Figure 3. Blue points: values of the 2-point correlation functions at the energy
z0 = 1.6, obtained by numerically computing the spectra of the two operators
P δh,1 (left) and Ph,3 (right) perturbed by a Gaussian random potential δVω.
Red curves: scaling limit 2-point correlation functions K2,Vz0 for both operators,
as given in (2.30); the horizontal coordinate is the rescaled square distance
|w1 − w2|2.
Theorem 10 tells us that at any given point z0 ∈ Ω˜∩ Σ˚ in the bulk of the pseudospec-
trum, the local rescaled point process of the eigenvalues of P δM is given, in the limit
h → 0, by the zero process associated with the determinant of a J × J matrix whose
entries are independent GAFs. The GAF situated at the position i, j of the matrix only
depends on the portion of the classical spectral densities due to the points ρi+(z0) and
ρj−(z0).
The rescaled point process ZMh,z0 of the eigenvalues of the perturbed operator P δM has
a universal limit, which is independent of the specific probability distribution of the
potential Mω (2.16), but only depends on the cardinal 2J of the energy shell p−10 (z) the
local classical densities {σj±(z0); j = 1, . . . , J} (we notice that without the assumption
(SYM), the densities σj+(z0) and σ
j
−(z0) are a priori unrelated).
This limiting process is of a different type from the universal limit of ZVh studied in
the previous section. In particular the function G˜z0 is not given by a simple product
of GAFs, but by a more complicated expression, namely a determinant. As we will see
below, we conjecture that the zero process of G˜z0 exhibits a quadratic repulsion between
the nearby points, as opposed to the zero process of the function Gz0 in Thm 6.
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Figure 4. Blue points: values of the 2-point correlation functions, obtained
by numerically computing the spectra of the two operators Ph,1 (left) and Ph,3
(right) perturbed by a Gaussian random matrix δMω. The parameters z0, h, δ
are as in Figure 3. Red curves: the 2-point correlation function for the Ginibre
ensemble, K2,Ginz0 , as given in (2.37). The horizontal coordinate is the rescaled
square distance |w1 − w2|2.
2.6.2. Scaling limit k-point measures. A direct consequence of the convergence of the
zero processes ZMh,z0 is the convergence of their k-point measures converge to those of the
limiting point process.
Corollary 11. Let µk,Mh,z0 be the k-point measure of ZMh,z0, defined as in (2.26), and let
µk,Mz0 be the k-point measure of the point process ZG˜z0 described in Thm 10. Then, for
any O b C open connected domain and for all φ ∈ Cc(Ok\∆,R+),∫
Ok\∆
φ(w)µk,Mh,z0 (dw) −→
∫
Ok\∆
φ(w)µk,Mz0 (dw), h→ 0.
One can calculate the Lebesgue densities of the limiting 1-point measures µ1,Mz0 :
d1,Mz0 (w) =
J∑
i=1
σi+(z0) + σ
i−(z0)
2pi
, ∀w ∈ O. (2.35)
This microscopic density exactly coincides with the macroscopic density of eigenvalues
at z0 predicted by the probabilistic Weyl’s law in Thm 5, see also (2.25). In the case of
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an operator Ph satisfying the symmetry assumption (SYM), this local density is equal to
the one obtained for the operator perturbed by a random potential: for such symmetric
symbols, the microscopic densities d1,Qz0 therefore cannot distinguish between the type of
perturbation imposed on Ph.
On the opposite, we believe that the k-point densities dk,Qz0 (equivalently, the k-point
correlation functions Kk,Qz0 ) for k > 1 should distinguish between the two types of per-
turbation (still assuming the symmetry (SYM)). Unfortunately, we have not been able,
so far, to compute in closed form the Lebesgue densities of the limiting k-point measures
dk,Mz0 associated with the random function G˜z0 (the determinant of a matrix of indepen-
dent GAFs). However, the numerical experiments presented in Figure 4, as well as the
Proposition 8, lead us to the following
Conjecture 12. The k-point densities dk,Mz0 (w) of the zero point process of the random
function G˜z0 as in Theorem 10 exhibit a quadratic repulsion at short distance. Namely,
for any compact set O b C, there exists a constant C > 1 depending only on O and k
such that, for all pairwise distinct points w1, . . . , wk ∈ O,
C−1
∏
i<j
|wi − wj |2 ≤ dk,Mz0 (w1, . . . , wk) ≤ C
∏
i<j
|wi − wj |2.
In Figure 4 we compare our experimental values of the 2-point correlation function
with the 2-point correlation function of a well-known spectral point process on C, namely
the one for the Ginibre ensemble of random matrices [18]. This ensemble corresponds
to the spectra of the random matrices Mω alone, in the case where their coefficients are
Gaussian (see eq. (1.6)), in the limit h → 0, or equivalently the limit or large matrices.
It is known since the work of Ginibre [18] that the eigenvalues of these matrices repel
each other quadratically at short distance. When the eigenvalues are rescaled such that
the mean local density is given by d1(w) = σ/pi, the 2-point correlation function takes
the simple form
K2,Ginσ (w1, w2) = 1− exp(−σ|w1 − w2|2) . (2.36)
Hence, for our local density (2.35), the 2-point function we draw on Fig. 4 is
K2,Ginz0 (w1, w2) = 1− exp
[
−1
2
( J∑
i=1
σi+(z0) + σ
i
−(z0)
)|w1 − w2|2] . (2.37)
This function is markedly different from the scaling function κ(t2) corresponding to the
zero GAF process (2.29). It seems rather close to the experimental data of Fig. 4,
eventhough we observe a deviation for values |w1 − w2| ∼ 1. Is this deviation due to
the finite value of h used in the experiment? Or does the deviation persist when h→ 0,
that is in the correlation function K2,Mz0 ? We conjecture that the limiting correlation
functions K2,Mz0 are not strictly equal to the Ginibre function K
2,Gin
z0 , but that they are
becoming closer and closer to them when the number of quasimodes J gets larger and
larger (a property which purely concerns the classical symbol p0): in this regime G˜z0
is the determinant of a large matrix of independent GAFs. In any case, computing the
k-point densities for the process ZGz0 seems to us to be an interesting open problem.
22 STÉPHANE NONNENMACHER AND MARTIN VOGEL
Translation invariance. One easy property of the limiting point processes obtained
in Theorems 7 and 10, is that they are homogeneous and isotropic. This property is
inherited from the similar invariance of the zero process of a single GAF [28].
Proposition 13. The limiting point processes ZGz0 , resp. ZG˜z0 obtained in Theorems
7 and 10 are invariant in distribution under the action of the group of translations and
rotations on C. More precisely, for arbitray α, β ∈ C with |α| = 1 let us define the plane
isometry τ(w) = αw + β, w ∈ C.
Then, the zero processes of Gz0 and G˜z0 satisfy
ZGz0
d
= ZGz0◦τ , resp. ZG˜z0
d
= ZG˜z0◦τ .
2.7. Outline of the proofs. The proof of the main results is built on two distinct parts.
In the first part we will reduce the eigenvalue problem of the perturbed operator P δh to
studying the zeros of a certain random analytic function. To do this, we will start by
constructing quasimodes for the unperturbed operator Ph in Section 3, and study their
interactions in Section 4. Next we will use these quasimodes in Section 5 to construct a
well-posed Grushin problem for the perturbed operator P δ, which will yield an effective
description of the eigenvalues of P δ as the zeros of a random analytic function.
The second part has a more probabilistic flavour. We first provide in Section 6 an
overview of the notions and results from the theory of random analytic functions used in
this paper. The sections 7 and 8 then use these results to finish the proofs of our main
theorems.
3. Quasimodes
The aim of this section is provide the ingredients for a well-posed Grushin problem
of the unperturbed operator Ph, cf. (2.9). Our main objective in this section is the
construction of the quasimodes ej±(z0) for the operator (Ph − z0) (resp. (Ph − z0)∗).
For this aim we will first factorize our symbol p into a "nice" form, using semiclassical
analysis: this factorized form will allow very explicit expressions of our quasimodes.
3.1. Malgrange preparation theorem. We begin by giving an asymptotic factoriza-
tion of the symbol p, (2.6) in a neighbourhood of each of the points ρj± = (x
j
±, ξ
j
±) ∈
p−10 (z0), see (HYP). The method presented here is an adaptation of [21].
Proposition 14. Let Ω b C be as in (2.11), let z0 ∈ Ω and let p(h) ∼
∑
k≥0 h
k pk
in S(R2,m), satisfying (HYP). Let j = 1, . . . , J and let U j± be open neighbourhoods of
ρj±(z0). Then, there exists an open, relatively compact neighbourhood of z0, denoted by
W (z0), open sets V
j
± ⊂ U± containing ρj±(W (z0)), and symbols in S(V j±, 1):
q±,j(x, ξ, z;h) ∼
∑
k≥0
hkq±,jk (x, ξ, z), g
±,j(x, z;h) ∼
∑
k≥0
hkg±,jk (x, z) , (3.1)
depending smoothly on z ∈W (z0), such that for all z ∈W (z0),
p(x, ξ;h)− z ∼ q+,j(x, ξ, z;h)#(ξ + g+,j(x, z;h)) in S(V j+,m),
p(x, ξ;h)− z ∼ (ξ + g−,j(x, z;h))#q−,j(x, ξ, z;h) in S(V j−,m).
(3.2)
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Furthermore, the principal symbols q±,j0 (x
j
±(z), ξ
j
±(z), z) 6= 0 and g±,j0 (xj±(z), z) = −ξj±(z).
We recall that # indicates the Moyal product, which translates the operator compo-
sition to the symbolic level [11, Chapter 7]. For symbols aj ∈ S(R2, m˜j), for j = 1, 2,
then
aw1 ◦ aw2 = (a1#a2)w.
The Moyal product # : S(R2, m˜1)×S(R2, m˜2)→ S(R2, m˜1m˜2) is a bilinear and contin-
uous map.
Proof. We will focus on a single point ρj+(z), and will omit the ± and j sub/superscripts
in the proof. The case of the points ρj− can be treated identically.
The condition (HYP) implies that for any z ∈ Ω we have that p(ρ(z)) − z = 0 and
that ∂ξp(ρ(z)) 6= 0. Let z0 ∈ Ω. By the Malgrange preparation theorem [27, Theorem
7.5.6], there exist open neighbourhoods V ⊂ U of ρ(z0) and W (z0) ⊂ C of z0, as well as
smooth functions q0 ∈ C∞(V ×W (z0)) and g0 ∈ C∞(pix(V )×W (z0)), such that
p(x, ξ)− z = q0(x, ξ, z)(ξ + g0(x, z)), for all (x, ξ, z) ∈ V ×W (z0), (3.3)
and q0(x(z0), ξ(z0), z0) 6= 0, while g0(x(z0), z0) = −ξ(z0). We can suppose that q0(x, ξ, z) 6=
0 in V ×W (z0) by potentially shrinking V and W (z0). Up to shrinking W (z0) we may
also assume that ρ(W (z0)) ⊂ V , so that g0(x(z), z) = −ξ(z) for all z ∈W (z0).
Next, we make the formal Ansatz
q(x, ξ, z;h) =
∑
k≥0
hkqk(x, ξ, z), g(x, z;h) =
∑
k≥0
hkgk(x, z),
and group together the terms of the Moyal product
q(x, ξ, z;h)#(ξ + g(x, z;h)) = e
ih
2
(DξDy−DxDη)q(x, ξ, z;h)(η + g(y, z;h))
∣∣∣y=x
η=ξ
with the same power of h. For anyN ≥ 1, equating the coefficient of hN of this asymptotic
development with the symbol pN , we obtain
GN (x, ξ, z) =
qN (x, ξ, z)
q0(x, ξ, z)
(
ξ + g0(x, z)
)
+ gN (x, z), (3.4)
where
GN (x, ξ, z) =
1
q0(x, ξ, z)
(
pN (x, ξ)−
N−1∑
l=1
qN−l(x, ξ, z)gl(x, z)
+
N−1∑
k=0
( i
2
(DξDy −DxDη)
)N−k(
qk(x, ξ, z)η +
k∑
r=0
qk−r(x, ξ, z)gr(y, z)
))∣∣∣∣∣y=x
η=ξ
(3.5)
Notice that GN only depends on qk, gk, for k < N , and on pN . We can determine the
functions qk and gk inductively: since
ξ(z) + g0(x(z), z) = 0, ∂ξ(ξ + g0(x, z)) = 1,
the Malgrange preparation theorem implies the existence of smooth functions qN/q0
and gN in V × W (z0) satisfying (3.4). Iterating the procedure, we obtain functions
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qk ∈ C∞(V ×W (z0)), gk ∈ C∞(pix(V )×W (z0)), k ≥ 1, which allow us to construct full
symbols q(x, ξ, h) and g(x, h) by Borel summation, which satisfy (3.1) in S(V, 1). 
3.2. Almost holomorphic extensions. In general the symbol p(x, ξ, h) is not real
analytic in the variables x, ξ, so that the functions q(ρ, z) and g(x, z) constructed in
Prop. 14 are, a priori, not holomorphic in z. Yet, we show below that they are almost
holomorphic.
We begin by recalling the notion of an almost holomorphic extension of a smooth
function. It has been introduced by Hörmander [26] and Nirenberg [35] in different
contexts.
Definition 15. Let X ⊂ Cn be an open set and let Γ ⊂ X be closed. If f ∈ C∞(X), we
say that f is almost holomorphic at Γ if ∂zf vanishes to infinite order there, i.e. for any
N ∈ N there exists a constant CN > 0 such that for all z in a small neighbourhood of Γ
in X
|∂zf(z)| ≤ CN dist (z,Γ)N .
In this case we write ∂zf(z) = O(dist (z,Γ)∞). If Γ = X ∩Rn then we simply say that
f is almost holomorphic.
If f, g ∈ C∞(X) are almost holomorphic at Γ and if f − g vanishes to infinite order
there, then we say that that f and g are equivalent at Γ. If Γ = X ∩Rn, then we simply
say that f and g are equivalent and we write f ∼ g.
Any f ∈ C∞(X ∩Rn) admits an almost holomorphic extension, uniquely determined
up to equivalence, see e.g [26, 33]. Before we continue we recall parts of a technical
lemma from [33, Lemma 1.5].
Lemma 16. Let Ω ⊂ Rd be an open set and suppose that u ∈ C∞(Ω). Let v(x) be a
Lipschitz continuous function on Ω so that |v(x)− v(y)| ≤ CΩ′ |x− y| when x, y ∈ Ω′ and
Ω′ b Ω. Suppose that for all N ∈ N, we have
|u(x)| ≤ CN,Ω′ |v(x)|N , x ∈ Ω′.
Then for all Ω′ b Ω, N ∈ N and any multi-index α, there is a constant CN,Ω′,α such that
|v(x)||α| |Dαxu(x)| ≤ CN,Ω′,α|v(x)|N , x ∈ Ω′.
Applying this Lemma to our construction, we will obtain almost holomorphic exten-
sions of the functions g0(x, z) appearing in our construction.
Lemma 17. Under the hypotheses of Proposition 14, let g˜±,j0 be an almost x-holomorphic
extension of g±,j0 , for j = 1, . . . , J . Then, there exists an open relatively compact neigh-
bourhood W (z0) of z0, open relatively compact sets X
j
± ⊂ R and small complex neigh-
bourhoods X˜j± of X
j
± , such that x
j
±(W (z0)) ⊂ Xj±, and such for any N ∈ N and any
α, β, γ ∈ N, there exists a constant Cα,β,γN > 0 such that for all z ∈W (z0) and all x ∈ X˜j±
|∂αx ∂βz ∂γ+1z¯ g˜±,j0 (x, z)| ≤ Cα,β,γN |x− xj±(z)|N , ∀z ∈W (z0), ∀x ∈ X˜j±. (3.6)
Moreover, for any symbol g±,jk , k ∈ N (see Proposition 14), for any α ∈ N and any
N ∈ N, there exists a constant C±N,α,k,j > 0 such that
|∂αx ∂z¯ g±,jk (x, z)| ≤ C±N,α,k,j |x− xj±(z)|N , x ∈ Xj±, z ∈W (z0). (3.7)
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Notice in particular that for x ∈ Xj± (3.6) reads
|∂z¯g±,j0 (x, z)| ≤ CN |x− xj±(z)|N . (3.8)
Proof of Lemma 17. Again, we focus only on the + case and omit the superscripts j and
+.
Let q0(x, ξ, z) ∈ C∞(V ×W (z0)) and g0(x, z) ∈ C∞(pix(V )×W (z0)) be as in Prop. 14,
with V an open relatively compact set containing ρ+(W (z0)). As in the proof of that
Proposition, we may suppose that q0(x, ξ, z) 6= 0 in V ×W (z0).
For V˜ a small relatively compact complex neighbourhood of V , let q˜0(x, ξ, z) denote
an almost (x, ξ)-holomorphic extension of q0(x, ξ, z) defined on V˜ ×W (z0), such that
q˜0(x, ξ, z) 6= 0, (x, ξ, z) ∈ V˜ ×W (z0). (3.9)
Similarly, let g˜0(x, z), for x ∈ pix(V˜ ), denote an almost x-holomorphic extension of
g0(x, z). Using these two functions, we may extend (3.3) into an almost (x, ξ)-holomorphic
extension of p0(x, ξ)− z, by defining
p˜0(x, ξ)− z def= q˜0(x, ξ, z)(ξ + g˜0(x, z)), (x, ξ, z) ∈ V˜ ×W (z0). (3.10)
By (HYP), we have that ∂ξp0(ρ+(z)) 6= 0 for all z ∈ W (z0). By potentially shrinking
V , W (z0) and V˜ we can arrange that ρ+(W (z0)) ⊂ V and that ∂ξp˜0(x, ξ) 6= 0 for all
(x, ξ) ∈ V˜ .
Recall from Proposition 14 that g0(x+(z), z) = −ξ+(z) for all z ∈ W (z0). Hence,
by potentially shrinking V and W (z0) and by restricting g˜0(·, z) to an open relatively
compact convex complex neighbourhood X˜ of X def= pix(V ) ⊂ R, with X˜ b pix(V˜ ), we
can arrange that x+(W (z0)) ⊂ X and (x,−g˜(x, z)) ∈ V˜ , for all x ∈ X˜.
Taking ξ = −g˜0(x, z) in (3.10) and then taking the ∂z¯ derivative of that equation, we
get that for all x ∈ X˜ and all z ∈W (z0),
∂ξp˜0(x,−g˜0(x, z))∂z¯ g˜0(x, z) + ∂ξ¯p˜0(x,−g˜0(x, z))∂z g˜0(x, z) = 0.
Since p˜0 is almost (x, ξ)-holomorphic, we have that for any N ∈ N
|∂z¯ g˜0(x, z)| ≤ CN
( |Im g˜0(x, z)|N + |Imx|N), x ∈ X˜, z ∈W (z0) .
Since Im g˜0(x+(z), z) = 0, see Proposition 14, and since g˜0 is a bounded smooth function
on X˜ ×W (z0), it follows by Taylor expansion that
|∂z¯ g˜0(x, z)| ≤ C ′N |x− x+(z)|N , x ∈ X˜, z ∈W (z0). (3.11)
This proves (3.6) in the case α = β = γ = 0. Now, observe that, since (x − x+(z)) is
a smooth function of (x, z), it follows by Lemma 16 that after slightly shrinking X˜ and
W (z0), for any α, β, γ ∈ N,
|∂αx ∂βz ∂γ+1z¯ g˜0(x, z)| ≤ Cα,β,γN |x− x+(z)|N . (3.12)
In particular, restricting x to the value x+(z) ∈ X+, that
(∂αx ∂
β
z ∂
γ+1
z¯ g0)(x+(z), z) = 0. (3.13)
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Next, using (3.3) and that g0(x+(z), z) = −ξ+(z), see Proposition 14, we obtain by a
direct computation of {p¯0, p0}(ρ+(z)) that
Im (∂xg0)(x+(z), z) =
{p¯0, p0}(ρ+(z))
2i|q0(ρ+(z), z)|2 < 0, (3.14)
where the last inequality is a consequence of (HYP). By differentiating (3.10) with
respect to x and z and by evaluating it at the point (x+(z), ξ+(z), z) we get that
(∂z¯q0)(x+(z), ξ+(z), z) = 0.
By repeated differentiation of (3.10) and induction using the Leibniz rule, we obtain
(∂ηρ∂z¯q0)(x+(z), ξ+(z), z) = 0, ∀η ∈ N2. (3.15)
Let us now consider the higher order symbols. For k ≥ 0, taking qk ∈ C∞(V ×W (z0))
and gk ∈ C∞(pix(V ) ×W (z0)) as in Prop. 14, with the sets V , W (z0) as above, let q˜k
(resp. g˜k) denote their respective almost (x, ξ)-holomorphic (resp. almost x-holomorphic)
extensions.
Recall (2.6), and let p˜N denote an almost (x, ξ)-holomorphic extension of pN . The
almost holomorphic extensions g˜k, q˜k and p˜N define an almost (x, ξ)-holomorphic exten-
sion of GN via (3.5). Set f = G˜N − q˜Nq˜0 (ξ + g˜0) − g˜N . Since f vanishes at V by (3.4)
and since ∂xf and ∂ξf vanish to infinite order at V , we see by induction and Taylor
expansion that all derivatives of f vanish at V , hence
G˜N (x, ξ, z) ∼ q˜N (x, ξ, z)
q˜0(x, ξ, z)
(ξ + g˜0(x, z)) + g˜N (x, z), (3.16)
in the sense of equivalence stated in Definition 15.
We are going to prove (3.7) by an induction argument. Suppose that (3.13), (3.15)
hold for gk, qk for 0 ≤ k < N . Then, by (3.5), (3.9), (3.16) we see that for any α ∈ N,
0 = ∂αx ∂z¯G˜N (x,−g˜0(x, z), z)
∣∣
x=x+(z)
= ∂αx ∂z¯ g˜N (x, z)
∣∣
x=x+(z)
= (∂αx ∂z¯gN )(x+(z), z).
(3.17)
Similarly as for (3.15), we obtain by repeated differentiation of (3.5) and induction that
(∂ηρ∂z¯qN )(x+(z), ξ+(z), z) = 0, ∀η ∈ N2, (3.18)
and we have shown that (3.13), (3.15) hold for gk, qk with 0 ≤ k ≤ N . Since X+ and
W (z0) are relatively compact, a Taylor expansion shows that for any k ∈ N, any α ∈ N
and any N ∈ N there exists a constant CN,α,k > 0 such that
|∂αx ∂z¯gk(x, z)| ≤ CN,α,k|x− x+(z)|N , x ∈ X+, z ∈W (z0). 
3.3. Construction of the quasimodes. From now on we will always assume that the
symbol p0 satisfies the hypothesis (HYP). Using the decomposition given in Proposition
14 we will construct quasimodes for the operators Ph − z and (Ph − z)∗, following the
WKB method.
Proposition 18 (Quasimodes). Let Ω b C be as in (2.11), let z0 ∈ Ω and let p(·;h) ∈
S(R2,m) be as in (2.6) and satisfy (HYP). Let W (z0) and X
j
±, j = 1, . . . , J , be as in
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Proposition 14. Let χj± ∈ C∞0 (Xj±, [0, 1]), such that χj± ≡ 1 in a small neighbourhood of
xj±(W (z0)). Then, there exist functions
ej,hol± (x, z;h) = a
j
±(x, z;h)χ
j
±e
i
h
ϕ±(x,z), z ∈W (z0)
ϕj±(x, z) = −
∫ x
xj+(z0)
gj,+0 (y, z)dy, ϕ
j
−(x, z) = −
∫ x
xj−(z0)
gj,−0 (y, z)dy,
(3.19)
where g±,j0 are as in Proposition 14, which depend smoothly on x ∈ Xj± and z ∈ W (z0),
with aj±(x, z;h) ∼ (a±,j0 (x, z) + ha±,j1 (x, z) + . . . ) depending smoothly on x and z such
that all derivates are uniformly bounded as h→ 0.
Moreover, the states ej,hol± have the following properties:
(1) For all z ∈W (z0), and any n ∈ N
(∂nx∂z¯a
j
+)(x
j
+(z), z;h) = O(|z − z0|∞ + h∞),
(∂nx∂za
j
−)(x
j
−(z), z;h) = O(|z − z0|∞ + h∞)
(2) The L2 norms of those states satisfy
‖ej,hol± (z;h)‖ = e
1
h
Φj±(z;h),
Φj±(z;h) = −Imϕj±(xj±(z), z) + h log
(
h
1
4Aj±(z;h)
)
,
(3.20)
with Imϕj±(x
j
±(z), z) ≤ 0, with equality iff z = z0, and Aj±(z;h) ∼ Aj,±0 (z) +
hAj,±1 (z) + . . . depending smoothly on z such that all derivatives with respect to
z and z¯ are bounded when h→ 0.
(3) Normalizing those states,
ej±(x, z;h)
def
= ej,hol± (x, z;h)e
− 1
h
Φj±(z;h), (3.21)
then we see that they are h∞-quasimodes:
‖(Ph − z)ej+‖ = O(h∞), ‖(Ph − z)∗ej−‖ = O(h∞). (3.22)
(4) For all ψ ∈ C∞0 (R2, [0, 1]), such that ψ ≡ 1 near ρj±, and any order function m′,
‖(1− ψw)ej+‖H(m′) = O(h∞), ‖(1− ψw)ej−‖H(m′) = O(h∞). (3.23)
For future use, we voluntarily introduced two versions of the quasimodes: the normal-
ized ones ej+(z;h), and the almost holomorphic ones e
j,hol
± (z;h).
Proof of Proposition 18. We will give the proof of this Proposition only in the "+" case,
since the "-" case is similar. To simplify notation, we will suppress the superscript j until
further notice. We begin with the following result:
Lemma 19. Let Ω b C be as in (2.11), let z0 ∈ Ω and let p(·;h) ∈ S2(R2,m) be
as in (2.6) and satisfy (HYP). Let W (z0) and X+ with x+(W (z0)) ⊂ X+ be as in
Proposition 14. Let g+(x, z;h) be the symbol constructed in Proposition 14.
Then, the equation
(hDx + g
+(x))f+(x, z;h) = 0, (x, z) ∈ X+ ×W (z0) , (3.24)
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admits a solution fhol+ (x, z;h) of the form
fhol+ (x, z;h) = a+(x, z;h) e
i
h
ϕ+(x,z), (x, z) ∈ X+ ×W (z0)
with ϕ(x) = −
∫ x
x+(z0)
g+0 (y, z)dy .
(3.25)
The symbol a+(x, z;h) ∼ a+0 (x, z) + ha+1 (x, z) + · · · depends smoothly on x and z, such
that all derivates are bounded as h→ 0. Moreover, for all z ∈W (z0) and any n ∈ N,
(∂nx∂z¯a
+)(x+(z), z;h) = O(|z − z0|∞ + h∞).
Proof. For any h ∈ (0, 1] and z ∈ W (z0), the first order equation (3.24) can be easily
solved by the Ansatz
fhol+ (x, z;h)
def
= exp
(
− i
h
∫ x
x0
g+(y, z;h) dy
)
,
where we choose to take the reference point x0 = x+(z0) independent of z. Taking into
account the expansion (3.1) of the symbol g+, its primitive may be expanded as
−
∫ x
x0
g+(y, z;h) dy ∼ ϕ+0 (x, z) + hϕ+1 (x, z) + · · · , ϕ+k (x, z)
def
= −
∫ x
x0
g+k (y, z) dy .
Separating the first term ϕ+ = ϕ+0 from the subsequent ones, we may write
fhol+ (x, z;h) = e
i
h
ϕ+(x,z) a+(x, z) ,
with the symbol a+(x, z) ∈ C∞(X+ ×W (z0)) admitting an expansion
a+(h) ∼ a+0 + ha+1 + h2a+2 + · · · ,
where each term a+j ∈ C∞(X+×W (z0)) depends on the functions {ϕ+k , k = 1, . . . , j+1}.
Alternatively, the expansion
∑
hja+j can be constructed order by order through a
WKB construction (see e.g. [11]): one solves iteratively the transport equations
−i∂xa+n (x, z) +
n∑
k=0
g+n+1−k(x, z)a
+
k (x, z) = 0, n ≥ 0 ,
by the expressions
a+0 (x, z) = e
−i ∫ xx0 g+1 (y,z;h) dy ,
a+n (x, z) = −i a+0 (x, z)
∫ x
x0
n−1∑
k=0
g+n+1−ka
+
k
a+0
(y, z) dy .
(3.26)
Let us make some remarks about the phase function ϕ+. It is the unique solution
to the eikonal equation ∂xϕ+(x, z) + g+0 (x, z) = 0, satisfying the boundary condition
ϕ+(x0, z) = 0. By Proposition 14, ∂xϕ+(x+(z); z) = ξ+(z) ∈ R, therefore x+(z) is a
critical point of Imϕ+. Furthermore, by (3.15),
Im ∂2xϕ+(x+(z), z) = −Im (∂xg+0 )(x+(z), z) > 0, (3.27)
hence x+(z) is a non-degenerate critical point of Imϕ(·, z). By potentially shrinking
W (z0) and X+, we can arrange that x+(W (z0)) ⊂ X+ and that (3.27) holds for all
x ∈ X+, so that x+(z) is the unique critical point of Imϕ+(·, z) in X+.
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By repeated differentiation of (3.26) we check by using (3.7) that for all x ∈ X+, all
z ∈W (z0), any k ∈ N and any n ∈ N
(∂nx∂z¯a
+
k )(x, z) = O(|x− x+(z)|∞ + |x+(z0)− x+(z)|∞).
By Taylor expansion of x+(z) around z0, we obtain at the critical point:
(∂nx∂z¯a
+
k )(x+(z), z) = O(|z − z0|∞).
Summing over all the symbols, we obtain for the full symbol:
∀n ∈ N, ∀z ∈W (z0), (∂nx∂z¯a+)(x+(z), z;h) = O(|z − z0|∞ + h∞).

Remark 20. In the "−" case we construct a solution for (hDx + g−(x, z))f− = 0.
Hence, the phase function reads ϕ−(x; z) = −
∫ x
x−(z0) g
−
0 (y, z)dy. Moreover, the transport
equations depend on g−0 (y, z), which is almost anti-holomorphic w.r.t. z at the point
(x+(z), z). Hence, for any n ∈ N we obtain (∂nx∂za−)(x−(z), z;h) = O(|z − z0|∞ + h∞).
Let us proceed with the proof of the Proposition. Let χ+ ∈ C∞0 (X+, [0, 1]), such that
χ+ ≡ 1 in a small neighbourhood of x+(W (z0)). We define the smooth function
ehol+ (x, z)
def
= χ+(x, z) f
hol
+ (x, z;h), (x, z) ∈ X+ ×W (z0) .
Recall from (3.27) and the discussion afterwards, that x+(z) is the unique critical point
of Imϕ(·, z) in X+, and that
Im ∂2xϕ(x+(z), z) > 0. (3.28)
In particular we see that Imϕ(x, z) − Imϕ(x+(z), z) ≥ 0 for all x ∈ X+, with a strict
inequality for x 6= x+(z). Hence, applying the method of stationary phase, we find that
‖ehol+ ‖ = h1/4A+(z;h) e
1
h
Φ+,0(z) def= e
1
h
Φ+(z;h) (3.29)
where
Φ+,0(z) = −Imϕ+(x+(z), z),
while the symbol A+(z;h) ∼ A+0 (z) + hA+1 (z) + . . . depends smoothly on z, and all
derivatives in z, z¯ are bounded when h→ 0. The principal symbol
A+0 (z) =
(
pi|a+0 (x+(z), z)|2
Im ∂2xϕ+(x+(z), z)
)1/4
> 0. (3.30)
It follows from (3.27) and the property ϕ+(x+(z0), z) = 0 that Φ+,0(z) ≥ 0 for any z ∈
W (z0), with equality precisely when z = z0. Hence, for points such that |z − z0| ≥ 1/C,
the norms of the states ehol+ (•, z) are exponentially large. Using Lemma 19, we have
(hDx + g
+)χ+f
hol
+ = [hDx, χ+]f
hol
+ . (3.31)
Using that x+(z) /∈ suppχ′+ and the fact that −Imϕ+(x, z) reaches its maximum only
at x = x+(z), we get
‖[hDx, χ+]fhol+ ‖ = O(e−1/Ch)e
1
h
Φ+,0(z) ,
which shows that
‖(hDx + g+(z)) ehol+ (z)‖ = O(e−C/h) ‖ehol+ (z)‖ .
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Next, using (3.29), we define the L2-normalised state
e+(x, z;h)
def
= ehol+ (x, z;h) e
− 1
h
Φ+(z;h) (3.32)
which is C∞0 (X+), and depends smoothly on z ∈ W (z0). This normalized state enjoys
precise microlocalization properties, as shown in the following
Lemma 21. Under the assumptions of Lemma 19, if we take any order function m˜, and
for an arbitrary z ∈ W (z0), take any cutoff ψ ∈ C∞0 (R2, [0, 1]) such that ψ = 1 near
ρ+(z), we have
‖(1− ψ)we+(z;h)‖H(m˜) = O(h∞). (3.33)
This shows that e+(z;h) is microlocalized on the point ρ+(z).
Proof. We smoothly extend g+ ∈ C∞(X+) to4 g˜+ in C∞(R), such that g˜+(x, z;h) =
− iC (x− x+(z)), for |x| ≥ C, C > 0, and such that ξ + g˜+ ∈ S(R2, 〈ρ〉) is elliptic outside
ρ+(z). This is possible due to (3.27). Thus, the operator hDx + g˜+ = (ξ + g˜+)w.
Since suppχ+ ⊂ X+, we have that g˜+ = g+ on the support of e+ with respect to x.
Hence, by (3.31), (3.32),
(hDx + g˜
+)∗(hDx + g˜+)e+ = η ,
η = e−
1
h
Φ+(z;h)
(
[hDx, [hDx, χ+]]f
hol
+ − 2iIm g˜+[hDx, χ+]fhol+
)
(3.34)
Using that x+(z) /∈ suppχ′+, as well as (3.28), the norm ‖η‖ = O(e−C/h).
Let χ˜ ∈ C∞0 (R2, [0, 1]), χ˜ = 1 near ρ+(z), and define
qw = (hDx + g˜
+)∗(hDx + g˜+) + χ˜w. (3.35)
Notice that its symbol
q(x, ξ, z;h) = |ξ + g˜+0 (x, z)|2 + χ˜(x, ξ) +O(h)S(R2,〈ρ〉2),
is elliptic. Hence, for h > 0 small enough, qw admits a bounded inverse bw, b ∈
S(R2, 〈ρ〉−2). Notice that by (3.34), (3.35),
e+ = b
wη + (b#χ˜)we+.
Let ψ ∈ C∞0 (R2, [0, 1]), ψ = 1 near supp χ˜, thus for every order function m˜,
(1− ψ)#b#χ˜ = O(h∞)S(R2,m˜−1).
Let us consider the term ((1 − ψ)#b)wη. By repeated integration by parts from (3.34),
one can show that ‖η‖H(m˜) = O(e−C/h); since bw and (1 − ψ)w are bounded on H(m˜),
it follows that ‖((1− ψ)#b)wη‖H(m˜) = O(e−C/h). Adding the two contributions, we get
the announced estimate ‖(1− ψ)we+‖H(m˜) = O(h∞). 
4This notation should not be confused with the notation g˜+0 used for the almost holomorphic extension
of g+0 in Lemma 17.
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Combining Proposition 14 with the Lemmata 19-21, we get that for any ψ ∈ C∞0 (R2),
ψ = 1 near ρ+(z)
(Ph − z)e+ = (Ph − z)ψwe+ + (Ph − z)(1− ψ)we+
= (ψ#q+#(ξ + g+))we+ + [Ph, ψ
w]e+ +O(h∞)
= O(h∞).
(3.36)
Here the first term in the second line is O(h∞) by construction of e+. The second term
is O(h∞) by Lemma 21, since the support of the symbol of the commutator is (up to an
O(h∞) term) disjoint from a fixed neighbourhood of ρ+(z).
This concludes the proof of Proposition 18 in the "+" case. The "−" case can be
obtained following the same steps to construct a quasimode for (Ph − z)∗, using the
microlocal factorization of this operator into (q−,w)∗(hDx + g−) by Proposition 14. 
3.4. Quasimodes for symmetric symbols. Let us now assume (SYM), i.e. that the
symbol is symmetric:
p(x, ξ;h) = p(x,−ξ;h).
Then the formal adjoint (Ph − z)∗ satisfies
(Ph − z)∗ = Γ(Ph − z)Γ, Γu def= u. (3.37)
Moreover, (SYM) implies that if ρ = (x, ξ) ∈ p−10 (z) with {Re p, Im p}(ρ) < 0, as in
(2.11), (HYP), then (x,−ξ) ∈ p−10 (z) with {Re p, Im p}(x,−ξ) > 0. Thus, the hypotheses
(HYP), (HYP-x) write as
p−10 (z) = {ρj±(z) = (xj±(z), ξj±(z)) = (xj(z),±ξj(z)); j = 1, . . . , J}, with
± {Re p, Im p}(ρj±(z)) < 0, and xi 6= xj , if i 6= j.
(3.38)
For j = 1, . . . , J let ej,hol+ , χ
j
+, ϕ
j
+, W (z0), and Φ
j
+ be as in Proposition 18. Let us define
the "-" quasimode as:
ej,hol− (z;h) = Γe
j,hol
+ (z;h). (3.39)
It is then clear form Proposition 18 that for all z ∈W (z0)
‖ej,hol− (z;h)‖ = e
1
h
Φj+(z;h). (3.40)
Moreover, by (3.37), (3.22), we see that since
ej−(z;h) = e
j,hol
− (z;h) e
− 1
h
Φj+(z;h) = Γej+(z;h) , (3.41)
ej−(z;h) is indeed a quasimode:
‖(Ph − z)∗ej−(z;h)‖ = O(h∞).
Transposing the proof of Proposition 18, we also obtain that for all ψ ∈ C∞0 (R2), ψ = 1
near ρj−(z),
‖(1− ψw)ej−(z;h)‖H(m′) = O(h∞), (3.42)
and for all ψ ∈ C∞0 (R2, [0, 1]), χ = 1 near the point (xj−(z), 2ξj−(z)),
‖(1− ψw)(ej−(z;h))2‖H(m′) = O(h∞). (3.43)
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In the sequel we shall keep that ±-notation to distinguish the quasimodes, even for
symmetric symbols (SYM).
3.5. Relation with the symplectic volume. In this section we will study the func-
tions Φj±(z;h) governing the L2 norm of the holomorphic quasimodes (see Prop. 18). We
will strongly make use of the almost holomorphicity of Lemma 17. From the expression
(3.20), let us write
Φj±(z;h) = Φ
j
±,0(z) + h log
(
h
1
4A±j(z;h)
)
, Φj±,0(z)
def
= −Imϕj±(xj±(z), z). (3.44)
From now on, let us focus on the function Φj+(z;h), and omit to indicate the su-
per/subscript j+ on all quantities.
By (3.27) and the ensuing discussion, x(z) = xj+(z) is the unique minimum of x 7→
Imϕ(x, z) on the support of χj+. Using the equations (3.8), (3.19) and a Taylor expansion
of x(z) at z0, we easily obtain
(∂z¯ϕ)(x(z), z) = O(|x(z)− x(z0)|∞) = O(|z − z0|∞), (3.45)
which leads to
2
i
∂zΦ
j
0(z) = (∂zϕ)(x(z), z) +O(|z − z0|∞) . (3.46)
Next, recall that by Proposition 14 and (3.19), we have
∂xϕ(x, z) = −g0(x, z), in particular ∂xϕ(x(z), z) = ξ(z).
Differentiating w.r.t. z and z¯, we get
(∂2xxϕ)(x(z), z)∂zx(z) + (∂
2
xzϕ)(x(z), z) = ∂zξ(z) (3.47)
Differentiating w.r.t. z¯ and using Lemma 17, we obtain
(∂2xxϕ)(x(z), z)∂z¯x(z) +O(|z − z0|∞) = ∂z¯ξ(z).
Eq. (3.45) is a form of almost holomorphy at the point (x(z0), z0). Using Eq. (3.13) one
finds a natural extension of this property:
(∂2zz¯ϕ)(x(z), z) = O(|z − z0|∞) .
Using this expression, we find
∂2zz¯
(
ϕ(x(z), z)
)
= ∂zξ(z)∂z¯x(z) + ξ(z)∂
2
zz¯x(z) +O(|z − z0|∞) .
Taking the imaginary part of this equation produces
2
i
∂2zz¯Φ0(z) = ∂zξ(z)∂z¯x(z)− ∂z¯ξ(z)∂zx(z) +O(|z − z0|∞). (3.48)
We now restore the +, j notations, and write this expression using 2-forms:
−dξj+ ∧ dxj+(z) =
(
∂zξ
j
+(z)∂z¯x
j
+(z)− ∂z¯ξj+(z)∂zxj+(z)
)
dz ∧ dz
=
(
4∂2zz¯Φ
j
+,0(z) +O(|z − z0|∞)
) dz ∧ dz
2i
.
(3.49)
This expressions provides the connection between the volume form in phase space dξ∧dx,
and the volume form in energy space dz¯∧dz2i .
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One can perform the symmetric computations for the functions Φj−,0(z), and obtain
dξj− ∧ dxj−(z) =
(
∂z¯ξ
j
−(z)∂zx
j
−(z)− ∂zξj−(z)∂z¯xj−(z)
)
dz ∧ dz
=
(
4∂2zz¯Φ
j
−,0(z) +O(|z − z0|∞)
) dz ∧ dz
2i
.
(3.50)
Let us now express the factor 4∂2zz¯Φ
j
+,0(z) in terms of the symbol p0. Differentiating the
identity p0(ρ
j
±(z)) = z, cf. (HYP), we obtain the linear system{
∂ξp0(ρ
j
±)∂zξ
j
± + ∂xp0(ρ
j
±)∂zx
j
± = 1
∂ξp0(ρ
j
±)∂zξ
j
± + ∂xp0(ρ
j
±)∂zx
j
± = 0,
which can be solved by
∂zξ
j
±(z) =
−∂xp0
{p0, p0}
(ρj±(z)), ∂zx
j
±(z) =
∂ξp0
{p0, p0}
(ρj±(z)).
Using the fact that xj±, ξ
j
± are real, we get by (3.48), and by a similar computation for
Φj−,0, that
4∂2zz¯Φ
j
±,0(z) =
(
∓1
1
2i{p0, p0}(ρj±(z))
+O(|z − z0|∞)
)
.
It follows from (HYP) that the first term on the RHS is positive, hence that the functions
Φj± are strictly subharmonic near z0.
Identifying the Lebesgue measure L(dz) on the energy plane with the volume form
dz∧dz
2i , and denoting by |dξ ∧ dx| the symplectic volume on T ∗R, the expression (3.49)
(resp. (3.50)) relates an infinitesimal volume in the energy space, with an infinitesimal
volume near the phase space point ρj+ (resp. ρ
j
−). Adding the contributions of all the 2J
points in p−10 (z), we obtain the following expression for the push-forward of the symplectic
volume |dξ ∧ dx| through the principal symbol p0:
(p0)∗(|dξ ∧ dx|) =
J∑
j=1
(
σj+(z) + σ
j
−(z)
)
L(dz),
with σj±(z)
def
= 4∂2zz¯Φ
j
±,0(z) +O(|z − z0|∞) .
(3.51)
Observe that in case we assume the symmetry (SYM), we get σj+(z) = σ
j
−(z).
Remark 22. The error term O(|z − z0|∞) will be very small in the following, because
we will investigate values of z in some h1/2-neighbourhood of z0.
4. Interaction between the quasimodes
In this section we study the overlaps (scalar products) between nearby quasimodes.
In our notations, the L2 scalar product (u|v) is linear w.r.t. u and antilinear w.r.t. v.
From the assumption (HYP), we may shrink implies that the neighbourhood W (z0),
(see Proposition 18) to ensure that
ρj±(W (z0)) ∩ ρk±(W (z0)) = ∅ for any j 6= k. (4.1)
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Under the further assumption (HYP-x), we may even assume (up to shrinking W (z0)
that the cutoffs functions χj± used to construct our quasimodes have disjoint supports:
suppχj± ∩ suppχk± = ∅, for any j 6= k. (4.2)
Thus, from (4.1) and the microlocalization property (3.23), we have for all z ∈W (z0),
(ej+(z)|ek+(z)) = δjk +O(h∞), (ej−(z)|ek−(z)) = δjk +O(h∞), (4.3)
uniformly for all z ∈W (z0) (here δjk denotes the Kronecker symbol).
Similarly, one obtains by (3.23), (4.1) that for all z, w ∈W (z0)
(ej±(z)|ek±(w)) = O(h∞), for j 6= k (4.4)
This quasi-orthogonality reflects the fact that for j 6= k, the points ρj±(z) and ρk±(w)
remain at positive distance from each other, uniformly when z, w ∈W (z0).
4.1. Overlaps between nearby quasimodes. The scalar product between quasimodes
localized on nearby points is given in the following Propositions, which will be crucial
for us later. The first one deals with the overlaps between the "+" quasimodes.
Proposition 23. Let (ej,hol+ (z)z∈W (z0) be the quasimodes constructed in Proposition 18.
Recall the notation Φj+,0(z;h) from (3.44). Then, for |z − w| ≤ c, with c > 0 sufficiently
small,
(ej,hol+ (z)|ej,hol+ (w)) = e
2
h
Ψj+(z,w;h) +O(h∞)e 1hΦj+,0(z)+ 1hΦj+,0(w) (4.5)
with
Ψj+(z, w;h) = Ψ
j
+,0(z, w) +
h
2
log
(
h
1
2 bj+(z, w;h)
)
. (4.6)
Here Ψj+,0(z, w) is almost z-holomorphic and almost w-antiholomorphic at {(z0, z0)}, and
bj+(z, w;h) ∼ b+,j0 (z, w)+hb+,j1 (z, w)+ . . . is smooth in z and w, with any derivative with
respect to z, z¯, w, w¯ uniformly bounded as h→ 0. Moreover,
• Ψj+(z, w;h) = Ψj+(w, z;h),
• Ψj+,0(z, z) = Φj+,0(z),
• bj+(z, z;h) = Aj+(z, h)2, with Aj+(z, h) given in Proposition 18,
• for |ζi| ≤ c, i = 1, 2, c > 0 sufficiently small, and for any N ∈ N,
Ψ+,0(z0 + ζ1, z0 + ζ2) =
∑
|α|≤N
(∂α1z ∂
α2
z¯ Φ+,0)(z0)
ζα11 ζ
α2
2
α!
+O(|ζ|N+1).
The second proposition, symmetric to the previous one, deals with the overlaps be-
tween nearby "−" quasimodes.
Proposition 24. Let (ej,hol− (z)z∈W (z0) be the quasimodes constructed in Proposition 18.
Then, for |z − w| ≤ c, with c > 0 sufficiently small,
(ej,hol− (z)|ej,hol− (w)) = e
2
h
Ψj−(z,w;h) +O(h∞)e 1hΦj−,0(z)+ 1hΦj−,0(w), (4.7)
with
Ψj−(z, w;h) = Ψ
j
−,0(z, w) +
h
2
log
(
h
1
2 bj−(z, w;h)
)
, (4.8)
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Here Ψj−,0(z, w) is almost z-antiholomorphic and almost w-holomorphic at {(z0, z0)},
and Φj−,0(z;h) is the function defined in (3.44). The symbol b
j
−(z, w;h) ∼ b−,j0 (z, w) +
hb−,j1 (z, w) + . . . is smooth in z and w, with any derivative with respect to z, z¯, w, w¯
uniformly bounded as h→ 0. Moreover,
• Ψj−(z, w;h) = Ψj−(w, z;h),
• Ψj−,0(z, z) = Φj−,0(z),
• bj−(z, z;h) = Aj−(z, h)2 with Aj−(z, h) as in Proposition 18,
• for |ζi| ≤ c, i = 1, 2, c > 0 small enough, and for any N ∈ N,
Ψ−,0(z0 + ζ1, z0 + ζ2) =
∑
|α|≤N
(∂α1z¯ ∂
α2
z Φ−,0)(z0)
ζ¯α11 ζ
α2
2
α!
+O(|ζ|N+1).
Proof of Proposition 23. Until further notice we will suppress the superscript j. By
Proposition 18 and (3.44) we have that for z, w ∈W (z0)
(ehol+ (z)|ehol+ (w)) = e
1
h
Φ+,0(z)+
1
h
Φ+,0(w)I(z, w),
I(z, w) =
∫
χ+(x) a+(x, z;h) a+(x,w;h) e
i
h
Θ(x,z,w)dx,
(4.9)
with
Θ(x, z, w) = ϕ+(x, z)− ϕ+(x,w) + iΦ+,0(z) + iΦ+,0(w)
def
= 2ψ(x, z, w) + iΦ+,0(z) + iΦ+,0(w)
(4.10)
By (3.19), (3.44) and the ensuing discussion, we have that for all x ∈ suppχ+ and
z, w ∈W (z0)
Im Θ(x, z, w) ≥ 0, (4.11)
with equality on the submanifold {(x+(z), z, z)}. Here, we used (3.27) and the discussion
afterwards, which implies that
∂xψ(x+(z), z, z) = 0, Im ∂
2
xxψ(x+(z), z, z) > 0. (4.12)
We have in fact Im (∂2xxψ)(x, z, z) > 0 for all x ∈ suppχ+. Hence, by the method of
stationary phase for complex-valued phase functions [33, Theorem 2.3], we see that for
|z − w| < c, c > 0 sufficiently small, the integral I(z, w) can be written as
I(z, w) = h
1
2 b+(z, w;h)e
1
h
(2Ψ+,0(z,w)−Φ+,0(z)−Φ+,0(w)) +O(h∞), (4.13)
where b+(z, w;h) ∼ b+,0(z, w)+hb+,1(z, w)+. . . is smooth in z and w, and all derivatives
with respect to z, z¯, w, w¯ are bounded as h → 0. To compute the "off-diagonal" phase
function Ψ+,0(z, w), we extend the function ψ(·, z, w) to an almost holomorphic extension
ψ˜(·, z, w) defined in a small convex complex neighbourhood X˜ of suppχ+, such that
∂2xxψ˜(x, z, w) 6= 0, ∀x ∈ X˜, ∀z, w ∈W (z0) .
We can indeed find such a neighbourhood of suppχ+, since ∂2xxψ(x, z, z) 6= 0 for all
x ∈ suppχ+. From (4.10), (3.19), we see that ψ˜ can be obtained by using an almost
x-holomorphic extension g˜+0 of g
+
0 in X˜, and then defining ϕ˜+(x, z) = −
∫ x
x0
g˜0(y, z) dy
by taking as contour of integration the straight line connecting x0 to x ∈ X˜. The exact
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relation ∂xϕ+(x, z) = −g+0 (x, z) is then replaced by the following approximate relations:
for any α, β ∈ N,
∂αz ∂
β
z¯ ∂xϕ˜+(x, z) = −∂αz ∂βz¯ g˜+0 (x, z) +Oα,β(|Imx|∞), z ∈W (z0), x ∈ X˜ , (4.14)
with the implied constants uniform w.r.t. z ∈W (z0).
The extension ψ˜ can then be defined through
ψ˜(x, z, w) = ϕ˜+(x, z)− ϕ˜+(x¯, w) . (4.15)
Now, fixing z, w ∈W (z0), the function ψ˜(·, z, w) admits a unique, nondegenerate critical
point x = xc(z, w) ∈ X˜, namely a point satisfying
∂xψ˜(x
c(z, w), z, w) = 0, ∂2xxψ˜(x
c(z, w), z, w) 6= 0. (4.16)
In particular, on the diagonal (z, w) = (z, z) on finds that xc(z, z) = x(z) is real valued.
The phase function appearing in (4.13) is now defined by
Ψ+,0(z, w) = iψ˜(x
c(z, w), z, w). (4.17)
Since there is an arbitrariness in the extension ψ˜ of ψ, there is also an arbitrariness in the
function Ψ+,0(z, w), especially in the regime |z−w|  1; however, in this regime the first
term in (4.13) is exponentially small, and therefore absorbed by the O(h∞) remainder.
Next, let us check that xc(z, w) is an almost z-holomorphic and almost w-antiholomorphic
function at the diagonal {(z, z), z ∈W (z0)}. Differentiating the first equation in (4.16)
with respect to z and z¯, one obtains by (4.15) that
∂zx
c(z, w) =
−(∂2xzϕ˜+)(xc(z, w), z) +O(|Imxc(z, w)|∞)
2∂2xxψ˜(x
c(z, w), z, w)
,
∂z¯x
c(z, w) =
−(∂2xz¯ϕ˜+)(xc(z, w), z) +O(|Imxc(z, w)|∞)
2∂2xxψ˜(x
c(z, w), z, w)
,
(4.18)
where we used that ψ˜ is almost x-holomorphic. Similar expressions can be obtained for
the w and w¯ derivatives of xc. Lemma 17 and (4.14) imply that
∂xz¯ϕ˜+(x
c(z, w), z) = O(|xc(z, w)− x+(z)|∞).
A similar computation as for (4.18) in the case of (4.12) shows that (∂zxc)(z, z) =
∂zx+(z) = −(∂w¯xc)(z, z). Since xc depends smoothly on z and w, and since xc(z, z) =
x+(z), it follows by Taylor expansion that |xc(z, w)− x+(z)| = O(|z−w|) and by (4.16)
that
∂z¯x
c(z, w) = O(|z − w|∞), ∂wxc(z, w) = O(|z − w|∞).
By (4.17), (4.15) and (3.6) in Lemma 17, we then see that Ψ+,0(z, w) is almost z-
holomorphic at the point z = w = z0:
−i∂z¯Ψ+,0(z, w) = (∂xψ˜)(xc(z, w), z, w)∂z¯xc(z, w)+
+ (∂x¯ψ˜)(x
c(z, w), z, w)∂zxc(z, w) +
1
2
∂z¯ϕ˜+(x
c(z, w), z)
= O(|z − w|∞ + |z − z0|∞).
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By (4.9), (3.20), we have the normalization I(z, z) = 1. Hence Ψ+,0(z, z) = Φ+,0(z)
and b+(z, z;h) ∼ A+(z;h)2 in C∞(W (z0)), with A+(z;h) as in Proposition 18. Thus, by
Taylor expansion at (z0, z0) we get for any N ∈ N and |ζ|  1
Ψ+,0(z0 + ζ1, z0 + ζ2) =
∑
|α|≤N
(∂α1z ∂
α2
z¯ Φ+,0)(z0)
ζα11 ζ
α2
2
α!
+O(|ζ|N+1).
In particular
2Re Ψ+,0(z, w)− Φ+,0(z)− Φ+,0(w) = −∂2zz¯Φ+,0(z0)|z − w|2 +O((|z − z0|, |w − z0|)3).
Finally, (4.15) and (4.17) show that xc(z, w) = xc(w, z), and hence that Ψ+,0(w, z) =
Ψ+,0(z, w), from which we draw that Ψ+,0(z, w) is almost w-antiholomorphic at the point
{z = w = z0}.
Actually, setting Ψj+(z, w;h) = Ψ
j
+,0(z, w) +
h
2 log
(
h
1
2 bj+(z, w;h)
)
, we directly see by
(4.9) and (4.13) that Ψj+(z, w;h) = Ψ
j
+(w, z;h). 
The proof of Proposition 24 is totally symmetric to the one of Proposition 23 we have
just given.
4.2. Symmetric symbols. Assume (SYM), the additional symmetry of the symbol
p(x, ξ;h), we will also need to compute the interaction between the squares of the quasi-
modes ej−, when considering perturbations by a random potential. The construction of
these quasimodes was discussed in Section 3.4.
Notice that by (3.38), (3.43) and the assumption (4.2), we have for all z, w ∈W (z0)
((ej−(z))
2|(ek−(w))2) = 0, for j 6= k. (4.19)
Similarly as in the proof of Proposition 18, one obtains by the method of stationary phase
that
‖(ej,hol− (z))2‖ = e
1
h
Φjs(z;h),
Φjs(z;h)
def
= Φjs,0(z) + h log
(
h
1
4Ajs(z;h)
)
, Φjs,0(z)
def
= 2Φj+,0(z)
(4.20)
where Φj+,0(z) is as in (3.44) and, in view of (3.38), x
j
+ = x
j
− = xj . We remind that
Φj+,0(z) ≥ 0, with equality if and only if z = z0, and Ajs(z;h) ∼ Aj,s0 (z) + hAj,s1 (z) + . . .
depends smoothly on z such that all derivatives with respect to z and z¯ are bounded
when h→ 0. Moreover,
Aj,s0 (z) =
(
pi|a+0 (x+(z); z)|4
2Im ∂2xxϕ+(x+(z), z)
)1/4
> 0, (4.21)
where a+0 is as in (3.26).
Proposition 25. Suppose that (SYM) holds and that W (z0) b C, as in Proposition 18
satisfies (4.1), (4.2). Let Φjs(z;h), z ∈ W (z0), be as in (4.20). Then, for |z − w| ≤ c,
with c > 0 sufficiently small,
((ej,hol− (z))
2|(ej,hol− (w))2) = e
2
h
Ψjs(z,w;h) +O(h∞)e 1hΦjs,0(z)+ 1hΦjs,0(w), (4.22)
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with
Ψjs(z, w;h) = Ψ
j
s,0(z, w) +
h
2
log
(
h
1
2 bjs(z, w;h)
)
, (4.23)
where Ψjs,0(z, w) is almost z-antiholomorphic and almost w-holomorphic at {(z0, z0)} and
bjs(z, w;h) ∼ bs,j0 (z, w) + hbs,j1 (z, w) + . . . is smooth in z and w and all derivatives with
respect to z, z¯, w, w¯ are bounded as h→ 0. Moreover,
• Ψjs(z, w;h) = Ψjs(w, z;h),
• Ψjs,0(z, z) = Φjs,0(z) = 2Φj+,0(z),
• bjs(z, z;h) ∼ Ajs(z, h)2 with Ajs(z, h) as in (4.20),
• for |ζi| ≤ c, i = 1, 2, c > 0 small enough, and for any N ∈ N,
Ψjs,0(z0 + ζ1, z0 + ζ2) = 2
∑
|α|≤N
(∂α1z¯ ∂
α2
z Φ+,0)(z0)
ζ
α1
1 ζ
α2
2
α!
+O(|ζ|N+1).
Proof. Similar to the proof of Proposition 23. 
4.3. Finite rank truncation of the quasimodes. In this section we show that the
quasimodes {ej±(z)} essentially live in a finite-dimensional subspace of L2(R), which we
build using the the orthonormal eigenbasis {em}m∈N of the harmonic oscillator H =
−∂2x + x2, corresponding to the eigenvalues {λm = 2m+ 1}.
For any N ∈ N, let us call ΠN the orthogonal projector on the subspace of L2 spanned
by the states {em}0≤m≤N . In the following Lemma we show that if N is chosen large
enough, this projection does essentially not modify our quasimodes.
Lemma 26. LetW (z0) b C be as in Proposition 18, and satisfying (4.2). Let {ej±(z), z ∈
W (z0)} be the normalized quasimodes constructed in Proposition 18. Then, if C1 > 0 is
chosen sufficiently large, taking N(h) = C1/h2, we have
∀z ∈W (z0), ∀j = 1, . . . , J, ‖(1−ΠN(h)) ej±(z)‖ = O(h∞). (4.24)
In the case of a symmetric symbol (SYM), we will also need the estimate
∀z ∈W (z0), ∀j = 1, . . . , J, ‖(1−ΠN(h)) (ej±(w))2‖ = O(h∞). (4.25)
In both cases the O(h∞) remainder is uniform w.r.t. z ∈W (z0) and h ∈ (0, 1].
Proof. We will focus on proving the first estimate, the estimate for squared quasimodes
being very similar.
Let U b R2 be a bounded open set, so that
J⋃
j=1
ρj±
(
W (z0)
)
⊂ U. (4.26)
Our proof will amount to show that the projector ΠN(h) is microlocally equal to the
identity in a neighbourhood of U .
Let ψ ∈ C∞c (R2, [0, 1]) such that ψ ≡ 1 in a small neighbourhood of U and suppψ ⊂
B(0, R) ⊂ R2 the ball of radius R centered at 0, for some sufficiently large R > 0 . Then,
by the microlocalization property (3.23), we have
‖(1− ψw)ej±(z)‖ = O(h∞), uniformly in z ∈W (z0). (4.27)
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It suffices to prove that there exists a constant C1 > 0 such that
∀z ∈W (z0),∀m > N(h) = C1/h2, ‖ψw(x, hDx)em‖ = O(λ−∞m ) , (4.28)
where the implied constant is uniform w.r.t. m > N(h), h ∈ (0, 1] and z ∈ W (z0).
Indeed, the above bounds imply that
‖(1−ΠN(h))ψwei±(z)‖2 =
∑
m>N(h)
|(ψwei±(z)|em)|2 = O(h∞) .
Together with (4.27), this shows the requested estimate (4.24).
Let us then prove (4.28). We recall the definition of "exotic" symbol classes. Let m˜
be an order function as in (2.4). For any and let 0 ≤ δ ≤ 1/2, we define a symbol class,
generalizing the classes in (2.5):
Sδ(m˜) = Sδ(R
2, m˜)
def
= {a ∈ C∞(R2); |∂αρ a(ρ)| ≤ Cαh−δ|α|m˜(ρ), ∀ρ ∈ R2}. (4.29)
For more details on the semiclassical calculus in such a class of symbols we refer the
reader to [47, Chapter 4].
For λ > 0, let Uλ be the unitary transformation on L2(R) given by Uλu(x) =
λ1/4u(λ1/2x). The harmonic oscillator can be written H = qw(x,Dx), where q(x, ξ) =
ξ2 + x2. A direct computation shows that
Uλm(H − λm)U−1λm = λm(qw(x, λ−1m Dx)− 1) , h˜ = λ−1m . (4.30)
Let us insert the dilation Uλm in the expression we want to estimate:
‖ψw(x, hDx)em = ‖Uλmψw(x, hDx)U−1λm e˜m)‖, e˜m = Uλmem.
We notice that
(qw(x, h˜Dx)− 1)e˜m = 0 . (4.31)
We want to write Uλmψw(x, hDx)U
−1
λm
as a pseudodifferential operator for the h˜-calculus.
An easy computation shows that
Uλmψ
w(x, hDx)U
−1
λm
= χ˜w(x, h˜Dx), for the symbol χ˜(x, ξ) = ψ(λ1/2m x, λ
1/2
m hξ) .
The symbol χ˜ belongs to the exotic class S˜1/2(1), the analogue of S1/2(1) (see (4.29)) for
the semiclassical parameter h˜. Our task is thus to show that the norm
‖ψw(x, hDx)em‖ = ‖χ˜w(x, h˜Dx)e˜m‖ (4.32)
is very small when h˜ → 0. Since we are in the parameter range m > N(h), we have
λ
1/2
m >
√
2C1h
−1, hence λ1/2m h >
√
2C1. As a result, since ψ was assumed to be supported
in some compact neighbourhood of U¯ , by taking C1 large enough we can ensure that χ˜
is supported inside the ball B(0, 1/3) ⊂ R2.
On the other hand, (4.31) implies that the h˜-wavefront set of e˜m is contained in the unit
circle q−1(1). As we show below5, these two facts imply that χ˜(x, h˜Dx)e˜m = OL2(h˜∞).
5This consequence would be standard if χ˜ ∈ S(1); here we will carefully take into account the fact
that χ˜ ∈ S˜1/2(1).
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Let η ∈ C∞0 (R, [0, 1]) such that η ≡ 1 on q(B(0, 1/2)) = [0, 1/4], and supp η ⊂
[−2/3, 2/3]. By the functional calculus for semiclassical pseudodifferential operators [11,
Chapter 8],
η(qw(x, h˜Dx)) = g
w(x, h˜Dx), for a symbol g ∈ S(〈ρ〉−∞)). (4.33)
Here S(〈ρ〉−∞) is the intersection of all symbol classes S(〈ρ〉−n), n ≥ 0. Moreover, for
any χ1 ∈ C∞c (B(0, 1/2)), we have
gχ1 = 1 + b, for some b ∈ h˜∞S(〈ρ〉−∞). (4.34)
Next, we recall from [11, Chapter 7] a basic fact about the composition of two pseudo
differential operators: Let aj ∈ S˜δ(R2, m˜j), for j = 1, 2, then
aw1 (x, h˜Dx) ◦ aw2 (x, h˜Dx) = (a1#a2)w(x, h˜Dx),
where the Moyal product # : S˜δ(m˜1)× S˜δ(m˜2)→ S˜δ(m˜1m˜2) is bilinear and continuous.
Let us choose the cutoff χ1 ∈ C∞c (B(0, 1/2), [0, 1]) such that χ ≡ 1 on B(0, 5/12), and
set χ2 = 1− χ1. By (4.34),
χ˜#g = χ˜#gχ1 + χ˜#gχ2
= χ˜#χ1 + χ˜#b+ χ˜#gχ2
= χ˜− χ˜#χ2 + χ˜#b+ χ˜#gχ2.
Since dist (suppχ2, supp χ˜) ≥ 1/12, it follows [47, Theorem 4.25] that
(χ˜#gχ2)
w(x, h˜Dx) = OL2→L2(h˜∞), (χ˜#χ2)w(x, h˜Dx) = OL2→L2(h˜∞).
The bilinearity of the Moyal product shows that χ˜#b ∈ h˜∞S˜1/2(〈ρ〉−∞), and from the
Calderón-Vaillancourt theorem that (χ˜#b)w(x, h˜Dx) = OL2→L2(h˜∞). We have obtained
χ˜w(x, h˜Dx) = χ˜
w(x, h˜Dx)#η(q
w(x, h˜Dx)) +OL2→L2(h˜∞).
Inserting this identify in (4.32) and using the fact that e˜m is a normalized null eigenstate
of η(qw(x, h˜Dx)) (since η(1) = 0), we get the required estimate:
‖ψwem‖ = ‖χ˜w(x, h˜Dx)η(qw(x, h˜Dx))e˜m‖+O(h˜∞) = O(h˜∞) = O(λ−∞m ). 
The following result is not of immediate importance, but will be relevant later on in
the text.
Lemma 27. Let ej,hol± (z) be the quasimodes constructed in Proposition 18. Take as
before {ek}k∈N the orthonormal eigenbasis of the harmonic oscillator H, associated with
the eigenvalues {λk = 2k + 1}. Then,
∀m ≥ 0, |(h−1/4ej,hol± (z)|em)| = O(h1/4)λ−1/6m e
1
h
Φj±,0(z) , (4.35)
where Φj±,0(z) is given in (3.44). Similarly, the squared quasimodes satisfy
∀m ≥ 0, |(h−1/4(ej,hol− (z))2|em)| = O(h1/4)λ−1/6m e
2
h
Φj+,0(z).
In both estimates the implied constant is uniform w.r.to m ∈ N, h ∈ (0, 1] and z ∈W (z0).
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Proof. We only show the case of the nonsquared quasimodes, the other case being similar.
By the Hölder inequality,
|(h−1/4ej,hol± (z)|em)| ≤ ‖(h−1/4ej,hol± (z)‖L1 ‖em‖L∞ .
Using (3.28), the method of stationary phase yields
‖h−1/4ej,hol± (z)‖L1 = O(h
1
4 ) e
1
h
Φj+,0(z),
where Φj+,0(z) is as in (3.44). By [31, Corollary 3.2], there exists a constant C > 0, such
that for all m ∈ N,
‖em‖∞ ≤ Cλ−1/6m ‖em‖L2 . (4.36)

Remark 28. The choice of the orthonormal basis (em)m≥0 used to define the truncation
operator is rather arbitrary, as explained in [21, 23]. What is needed is the fact that for
N = N(h) large enough, the projection ΠN(h) on the subspace spanned by a collection
of N(h) of those states is microlocally equivalent to the identity in some given bounded
region U ⊂ R2. Any orthonormal basis of L2(R) will have this property, but the number
N(h) of necessary state will depend on the choice of basis.
In [21] the author used the eigenbasis of the semiclassical harmoric oscillator qw(x, hDx),
in which case it was sufficient to include only O(h−1) eigenstates. Our choice to use
the nonsemiclassical harmonic oscillator H requires to include a larger number N(h) =
O(h−2) of states. This choice was guided by the extra requirement that each quasimode
ej±(z) should decomposes into many basis states em (as shown by Lemma 27), a fact
which will be important in Section 7.3 when applying the Central Limit Theorem.
5. Grushin Problem
We begin by giving a short refresher on Grushin problems. They have become an
important tool in microlocal analysis and are employed in a vast number of works, es-
pecially when dealing with spectral studies of nonselfadjoint operators. As reviewed in
[42], the central idea is to analyze the operator P (z) = (P − z) : H1 → H2 by extending
this operator into a larger operator of the form(
P (z) R−
R+ 0
)
: H1 ⊕H− −→ H2 ⊕H+,
where H± (resp. R±) are well-chosen auxiliary spaces (resp. operators). The Grushin
problem is said to be well-posed if this matrix of operators is bijective for the range of z
under study, with a good control on its inverse. In the cases where dimH− = dimH+ <
∞, on writes this inverse blockwise as(
P (z) R−
R+ 0
)−1
=
(
E(z) E+(z)
E−(z) E−+(z)
)
.
The key observation, going back to Schur’s complement formula or, equivalently, the
Lyapunov-Schmidt bifurcation method, is the following: the operator P (z) : H1 → H2
is invertible if and only if the finite rank operator E−+(z) : H+ → H− is invertible, in
which case both inverses are related by:
P (z)−1 = E(z)− E+(z)E−1−+(z)E−(z).
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The finite rank operator E−+(z) is often called an effective Hamiltonian for the original
problem P (z). As opposed to P (z), it depends in a nonlinear way of the variable z,
but it has the advantage to be finite dimensional. In a sense, E−+(z) encapsulates, in a
compact way, the spectral properties of P .
5.1. Grushin problem for our unperturbed nonselfadjoint operator. Hager [21]
showed how to construct an efficient Grushin problem for our nonselfadjoint operator Ph,
using the quasimodes constructed in Proposition 18.
Proposition 29 (Unperturbed Grushin). Let p(·;h) in S(R2,m) be as in (2.6) and
satisfy (2.8), (HYP). Let W (z0) b C and {ej±(z), z ∈ W (z0)}, j = 1, . . . , J , be as in
Proposition 18, with W (z0) satisfying (4.1).
For z ∈W (z0) let
P(z) =
(
Ph − z R−(z)
R+(z) 0
)
: H(m)× CJ −→ L2 × CJ ,
with
(R+(z)u)j
def
= (u|ej+(z)), u ∈ H(m), R−(z)u− def=
J∑
j=1
uj−e
j
−(z), u− ∈ CJ . (5.1)
Then, P(z) is bijective, with bounded inverse:
E(z) =
(
E(z) E+(z)
E−(z) E−+(z)
)
: L2 × CJ −→ H(m)× CJ .
The components E±(z) are given by
(E−(z)v)j = (v|ej−(z))+O(h∞), v ∈ L2, E+(z)v+ =
J∑
j=1
vj+e
j
+(z)+O(h∞), v+ ∈ CJ .
(5.2)
Finally, the blocks of E(z) admit the following bounds in the semiclassical limit:
‖E(z)‖L2→H(m) = O(h−1/2), ‖E+(z)‖CJ→L2 = O(1),
‖E(z)‖L2→CJ = O(1), ‖E−+(z)‖CJ→CJ = O(h∞),
uniformly for z ∈W (z0).
Proof. One can follow line by line, with the obvious changes, the proof of [21, Proposition
4.1]. 
5.2. Grushin problem for the perturbed operator. We wish to study the eigenval-
ues of
P δ = Ph + δQ, (5.3)
where δ > 0 satisfies (1.7) and Q is given by a random matrix Mω, as in (2.18), or by a
random potential Vω, as in (2.19). Recall from (2.20) that we have restricted the random
variables used to constructMω and Vω, to large discs of radius C/h. By the tail estimate
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(2.17) and by the fact that N(h) = C1/h2, this restriction holds with probability close
to one, more precisely there exists a constant C2 > 0 such that
P
[|qi,j | ≤ C/h, ∀i, j < N(h)] ≥ 1− κN(h)2h4+ε0 = 1− C2hε0 ,
P
[|vi| ≤ C/h, ∀i < N(h)] ≥ 1− κN(h)h4+ε0 = 1− C2h2+ε0 . (5.4)
Thus, by (5.4), we have with probability ≥ 1− C2hε0 , that
‖Mω‖HS = N(h)−1
( ∑
i,j<N(h)
|qi,j |2
)1/2 ≤ Ch−1. (5.5)
Similarly, using (5.4), (4.36), we have with probability ≥ 1−C2h2+ε0 , for h small enough,
‖Vω‖∞ ≤ N(h)−1
∑
n<N(h)
|vn|‖en‖∞ ≤ Ch−1. (5.6)
This proves the estimates (2.21) and (2.22) on the size of the perturbations.
Until further notice we will work in the restricted probability space, where all |qi,j | ≤
C/h respectively |vj | ≤ C/h. Then, (5.5) respectively (5.6) holds. Using Proposition 29,
we obtain a well-posed Grushin Problem for the perturbed operator P δ.
Proposition 30 (Pertubed Grushin). Let p(·;h) in S(R2,m) be as in (2.6) and satisfy
(2.8), (HYP). Let P δ be as in (5.3) with δ > 0 satisfying (1.7). For z ∈W (z0) let
Pδ(z) =
(
P δ − z R−(z)
R+(z) 0
)
: H(m)× CJ −→ L2 × CJ
with
(R+(z)u)j
def
= (u|ej+(z)), u ∈ H(m), R−(z)u− def=
J∑
j=1
uj−e
j
−(z), u− ∈ CJ . (5.7)
Then, P δ(z) is bijective with bounded inverse
Eδ(z) =
(
Eδ(z) Eδ+(z)
Eδ−(z) Eδ−+(z)
)
: L2 × CJ −→ H(m)× CJ ,
such that PδEδ = 1L2×CJ and EδPδ = 1H(m)×CJ .
Moreover, the perturbed blocks Eδ±, Eδ−+ are related as follows with the unperturbed
blocks of Proposition 29:
Eδ− = E− +O(δh−3/2), Eδ+ = E+ +O(δh−3/2), (5.8)
and
Eδ−+ = E−+ − δE−QE+ +O(δ2h−5/2). (5.9)
Proof. The result follows from an application of the Neumann series. Let E be as in
Proposition 29, then
PδE = PE +
(
δQ 0
0 0
)
E = 1 +
(
δQE δQE+
0 0
)
= 1 +K.
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By Proposition 29 and (5.5), (1.7), ‖K‖ ≤ δ‖Q‖‖E‖ = O(δh−3/2)  1. Thus, Pδ has
the inverse E(1 +K)−1 and, by a Neumann series expansion, we get
Eδ =
(
Eδ(z) Eδ+(z)
Eδ−(z) Eδ−+(z)
)
=
 ∑∞n=0(−1)nE(δQE)n ∑∞n=0(−1)n(δQE)nE+∑∞
n=0(−1)nE−(δQE)n E−+ + δ
∑∞
n=1(−1)nE−(δQE)n−1QE+
 . (5.10)
This, yields the claimed estimates and concludes the proof. 
Using Propositions 18, 29 and (5.9), we get
(Eδ−+(z))i,j = −δ(Qej+|ei−) +O(δh∞) +O(h∞) +O(δ2h−5/2). (5.11)
Remark 31. We will show below that, with high probability, the first term in the right
hand side of (5.11) dominates the following ones: the matrix Eδ−+ is thus dominated by
the perturbation term, eventhough the latter has a small norm. This effect comes from
the fact that unperturbed matrix E−+ is extremely small, a consequence of the strong
pseudospectral effect.
Using the assumption (1.7) on the size of δ and taking the determinant, we get
det
[
δ−1Eδ−+(z)
]
= (−1)J det
[
(Qej+(z)|ei−(z))i,j≤J +O(δh−5/2)
]
. (5.12)
Notice that detEδ−+(z) depends smoothly on z ∈ W (z0) since we have used the nor-
malised quasimodes. However, we can make it holomorphic in z since it satisfies a
∂-equation in z. To see this, we take the derivative with respect to z¯ of PδEδ = 1L2×CJ ,
and we get
∂z¯Eδ = −Eδ∂z¯PδEδ.
Hence,
∂z¯E
δ
−+ = −Eδ−+(∂z¯R+)Eδ+ − Eδ−(∂z¯R−)Eδ−+.
This, together with the identity ∂z¯ log detEδ−+ = tr (Eδ−+)−1∂z¯Eδ−+ then yields
∂z¯ detE
δ
−+ = −tr [(∂z¯R+)Eδ+ + Eδ−(∂z¯R−)] detEδ−+
def
= −kδ detEδ−+ .
(5.13)
Let us study the factor kδ(z). Using the expressions (5.1), (5.2), (5.8), we find(
(∂z¯R+)E
δ
+
)
jj
= (ej+(z)+O(δh−3/2)|∂zej+(z)),
(
Eδ−∂z¯R−)
)
jj
= (∂z¯e
j
−(z)|ej−(z)+O(δh−3/2)).
The expressions for the quasimodes in Prop. 18 show that ‖∂zej+(z)‖ = O(h−1), ‖∂z¯ej−(z)‖ =
O(h−1). For instance,
∂ze
j
+ = e
− 1
h
Φj+
(
∂ze
j,hol
+ − h−1(∂zΦj+)ej,hol+
)
= O(h−1)L2 . (5.14)
so we have
kδ =
J∑
j=1
[(ej+|∂zej+) + (∂z¯ej−|ej−)] +O(δh−5/2), (5.15)
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uniformly in z ∈W (z0). Taking the ∂z derivative of ‖ej,hol+ ‖ = eΦ
j
+/h, cf. (3.20), we get
h−1∂zΦ
j
+ =
1
2
e−
2
h
Φj+
(
(∂ze
j,hol
+ |ej,hol+ ) + (ej,hol+ |∂z¯ej,hol+ )
)
.
Using these identities together with (3.20) and (5.14), we find
(ej+|∂zej+) =
1
2
e−
2
h
Φj+(ej,hol+ |∂zej,hol+ ) +O(h−1|z − z0|∞ + h∞)
= h−1∂z¯Φ
j
+ +O(h−1|z − z0|∞ + h∞).
(5.16)
Similar computations show that
(∂z¯e
j
−|ej−) =
1
2
e−
2
h
Φj−(∂z¯e
j,hol
− |ej,hol− ) +O(h−1|z − z0|∞ + h∞)
= h−1∂z¯Φ
j
− +O(h−1|z − z0|∞ + h∞),
(5.17)
which finally results in
kδ = h−1
J∑
j=1
(
∂z¯Φ
j
+(z) + ∂z¯Φ
j
−(z)
)
+O(h−1|z − z0|∞ + δh−5/2).
Since kδ(z) depends smoothly on z ∈ W (z0), the equation ∂z¯lδ = hkδ can be solved in
W (z0) (see e.g. [25, Theorem 1.4.4] or [20, page 6]) with a solution of the form
lδ(z) = −2Jh log(h1/4) +
J∑
j=1
(
Φj+(z;h) + Φ
j
−(z;h)
)
+O(|z − z0|∞ + δh−3/2). (5.18)
Here we added the constant term −2Jh log(h1/4) in order to balance the behaviour of
Φj±(z0;h) = h log(h1/4) +O(1). From (5.13), we conclude that the following function is
holomorphic in z ∈W (z0):
Gδ(z;h)
def
= (−δ)−Je 1h lδ(z) detEδ−+(z)
= e
1
h
lδ(z) det
[
(Qej+(z)|ei−(z))i,j≤J +O(δh−5/2)
]
.
Using (5.18) and (3.21), this holomorphic function can be written as
Gδ(z;h) =
(
1 +R1
)
det
[
(Qh−1/4ej,hol+ (z)|h−1/4ei,hol− (z))i,j≤J +R2
]
, (5.19)
where (using (3.20))
R1
def
= R1(z;h) = O(|z − z0|∞ + δh−3/2),
R2
def
= R2(z;h)
def
= Λ+O(δh−3)Λ−,
(5.20)
where Λ±
def
= diag(e
1
h
(Φj±(z)+O(|z−z0|∞+δh−3/2)))j=1,...,J . The important fact is that the
eigenvalues of P δ in W (z0) are given by the zeros of the holomorphic function Gδ(z;h).
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6. Random analytic function
In this section we provide background material and references concerning the theory
of random analytic functions, which are needed for the proofs in Sections 7 and 8. We
begin by recalling some standard notions and facts about random analytic functions and
stochastic processes, as discussed for instance in [28, 29].
Let O ⊂ C be an open, simply connected domain, and let H(O) denote the space of
holomorphic function on O. Giving ourselves an exhaustion by compact subsets Kj b O
of the domain O, we endow H(O) with the metric
d(f, g) =
∞∑
j=1
1
2j
‖f − g‖Kj
1 + ‖f − g‖Kj
, (6.1)
where ‖f‖Kj def= maxz∈Kj |f(z)|. This metric induces the topology of uniform conver-
gence of analytic functions on compact set. This makes H(O) a complete separable
metric space, and we may equip it with its Borel σ-algebra B(H(O)). This makes
(H(O),B(H(O))) a measurable space.
Definition 32. Let (M,A, ν) be a probability space. Then, any measurable map
f : (M,A) −→ (H(O),B(H(O)))
is called a C-valued stochastic process on O with paths in H(O).
The Borel σ-algebra B(H(O)) is equal to the σ-algebra generated by the evolution
maps
piz : H(O) −→ C, pizg def= g(z), z ∈ O,
namely it is the smallest σ-algebra in H(O) such that piz is measurable for every z ∈ O.
It is then a standard fact that f : (M,A)→ (H(O),B(H(O))) is measurable if and only
if pizf : (M,A) → (C,B(C)) is measurable for all z ∈ O, where B(C) denotes the Borel
σ-algebra in C.
Hence, for any f : M −→ H(O) a C-valued stochastic process on O with paths in
H(O), we can regard f as well as a function from O ×M to C:
f(z, ω) = pizf(ω), (z, ω) ∈ O ×M.
From now on we will call such an f simply a random analytic function on O. Due to
the above measurability property it is equivalent to consider f as a collection of random
elements f(z) in C. The associated finite-dimensional distributions are given by direct
images of the probability measure ν by the random vector (f(z1), . . . , f(zk)) ∈ Ck, i.e.
µz1,...,zk = (f(z1), . . . , f(zk))∗(ν), z1, . . . , zk ∈ O, k ∈ N∗.
For all (z1, . . . , zk) ∈ Ok we have that µz1,...,zk is a probability measure on Ck , called the
joint distribution of (f(z1), . . . , f(zk)).
The next result tells us that the distribution of a random analytic function, i.e. the
direct image measure f∗ν, is determined by its finite-dimensional distributions, see e.g.
[29, Proposition 2.2].
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Theorem 33. Let f and g be two random analytic functions, then
f
d
= g ⇐⇒ (f(z1), . . . , f(zn)) d= (g(z1), . . . , g(zn)), ∀z1, . . . , zn ∈ O, ∀n ∈ N,
where the symbol d= means equality in distribution, i.e. that the respective direct image
measures are equal.
Next, let us recall that a Ck-valued random variable X is said to have a centred
symmetric complex Gaussian distribution with a covariance matrix Σk ∈ GLk(C), in
short X ∼ NC(0,Σk), if its distribution is given by
X∗ν = (detpiΣk)−1e−X
∗Σ−1k XL(dX),
where L(dX) denotes the Lebesgue measure on Ck. The covariance matrix Σk is Her-
mitian definite positive. As usual, this Gaussian distribution is characterized by its
variances:
E[XiXj ] = 0, E[XiXj ] = (Σk)ij , 1 ≤ i, j ≤ k.
Definition 34. (Gaussian analytic function - GAF) Let O ⊂ C be an open simply
connected complex domain. A random analytic function f on O is called a Gaussian
analytic function on O if its finite-dimensional distributions are centred symmetric com-
plex Gaussian, namely if for all k ∈ N∗ and all z1, . . . , zk ∈ O, the random vectors
(f(z1), . . . , f(zk)) ∼ NC(0,Σk) for some covariance matrix Σk.
The matrix Σk depends on (z1, . . . , zk). Each of its entries (Σk)ij is given by the
covariance kernel
K(zi, z¯j)
def
= E[f(zi)f(zj)],
which is a zi-holomorphic and zj-anti-holomorphic function on O ×O. Hence, the com-
plete distribution of the GAF is fully characterized by the covariance kernel.
For more details on the theory of Gaussian analytic functions we refer the reader to
[28].
6.1. Sequences of random analytic functions. For the reader’s convenience, we re-
call in this section some of the notions and results concerning the convergence of sequences
of random analytic functions which we shall need in the sequel.
Definition 35. Let Xn, n ∈ N, and X be random variables taking values in a com-
plete separable metric space (S, d), these variables being defined on probability spaces
(Mn,Fn, νn), n ∈ N, respectively (M,F , ν). We say that (Xn)n converges in distribu-
tion to X if the induced probability measures on S converge:
(Xn)∗(νn)
w∗−→ X∗(ν), n→∞,
or equivalently if for all bounded continuous functions on S, ϕ ∈ Cb(S,R),∫
φ(Xn)dνn −→
∫
φ(X)dν, n→∞.
When this is the case we write Xn
d→ X.
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Definition 36. Let O ⊂ C be an open and simply connected domain. Let fn, n ∈ N,
and f be random analytic functions on O (not necessarily defined on the same probability
space). We say that fn converges in the sense of finite dimensional distributions to f if
for all k ≥ 1 and all z1, . . . , zk ∈ O,
(fn(z1), . . . , fn(zk))
d−→ (f(z1), . . . , f(zk)), n→∞.
When this is the case we write fn
fd→ f .
As discussed in Thm 33, the distribution of each random analytic function is uniquely
determined by its finite dimensional distributions. However, the convergence of a se-
quence of random analytic functions in the sense of finite dimensional distributions does
in general not imply the convergence in distribution. To achieve this implication, one
needs to add a tightness condition, providing the relative compactness of the sequence.
Definition 37. Let (µn)n be a sequence of probability measures on some complete sepa-
rable metric space (S,B(S)). The sequence (µn)n is said to be tight if
sup
KbS
lim inf
n→∞ µn(K) = 1,
where the supremum is taken over all compact sets K b S.
Similarly, a sequence of random variables (Xn)n taking values in S is called tight if
sup
KbS
lim inf
n→∞ P[Xn ∈ K] = 1,
where we use the standard notation that P[Xn ∈ K] = µn(K) is the probability measure
induced by Xn on S.
An important result due to Prohorov, see for instance [29, Theorem 14.3], is the
following.
Theorem 38 (Prohorov). For any sequence of random variables (Xn)n taking values
in a complete separable metric space, tightness is equivalent to relative compactness in
distribution, i.e. the sequence of probability measures (µn)n induced by (Xn)n is relatively
compact in the weak-* topology.
Remark 39. As a consequence of the above proposition, for a tight sequence of probability
measures on a complete separable metric space S, convergence with respect to the w∗-
topology of Cb(S)′, where Cb(S) denotes the space of bounded continuous functions on S,
is equivalent to convergence with respect to the w∗-topology of Cc(S)′ where Cc(S) denotes
the space of continuous functions on S with compact support. The latter topology is
sometimes referred to as the vague topology.
Shirai [38, Proposition 2.5] provides a useful criterion for tightness of sequences of
random analytic functions:
Proposition 40. [38] Let fn, n ∈ N, and f be random analytic functions on an open
simply connected set O ⊂ C. Suppose that for all compact sets K b O, the sequence of
random real variables (‖fn‖L∞(K))n is tight , i.e.
lim
r→∞ lim supn→∞
P[‖fn‖L∞(K) > r] = 0.
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Then, the sequence (fn)n is tight in the space of random analytic functions on O, and
fn
fd−→ f as n→∞ =⇒ fn d−→ f as n→∞.
These properties naturally extend to a family of functions (fh)h depending on a continuous
parameter h ∈ (0, h0]: it holds for any sequence (fhn)n such that hn → 0 as n→∞.
6.2. Point processes given by the zeros of a random analytic function. Let
O ⊂ C be an open connected domain, and let M(O) denote the space of complex valued,
locally finite Borel measures on O, which we endow with the vague topology of Cc(O)′.
This topology is metrisable, and it makesM(O) a complete, separable metric space which
we can equip with its Borel σ-algebra. The random elements in M(O) are called random
measures on O.
Inside M(O) we distinguish the space PM(O) of integer-valued measures in M(O). It
forms a closed subspace of M(O). Any element µ ∈ PM(O) is a point measure: it can
be expressed as
µ =
∑
zi
δzi
where δzi denotes the Dirac measure on the point zi ∈ O. The points {zi}i form a finite
or countable set, which has no accumulation point (yet each zi can be repeated finitely
many times). A PM(O)-valued random variable is called a point process on O.
Let f 6≡ 0 be a nontrivial analytic function on O. Then, we call
Zf def=
∑
λ∈f−1(0)
δλ (6.2)
the point measure defined by its set of zeros (counted with multiplicities). If f is a
random analytic function (with f 6≡ 0 a.s.), then Zf defines a point process on O, which
we will call a zero point process. This is indeed a point process: f is measurable and
every functional piϕ : H(O) \ {0} → R, piϕ(f) = 〈Zf , ϕ〉, ϕ ∈ Cc(O,R), is continuous on
(H(O)\{0}, d), with d the metric as in (6.1). This was observed for instance by Shirai
[38].
Remark 41. An easy extension is that the mapping piϕ⊗M : (H(O)\{0})M → C,
piϕ⊗M (f1, . . . , fM ) = 〈Zf1 , ϕ1〉 · · · 〈ZfM , ϕM 〉, ϕ⊗M ∈
M⊗
j=1
Cc(O,R),
is continuous with respect to the metric d˜(f, g) =
∑M
i=1 d(f
i, gi) on H(O)M .
The following result is essentially due to Shirai [38, Proposition 2.3].
Proposition 42. Let O ⊂ C be an open, simply connected domain. Let fn, n ∈ N, and f
be random analytic functions on O, not necessarily defined on the same probability space.
Suppose that fn, f 6≡ 0 almost surely, and suppose that fn converges in distribution to f .
Then the zero point processes Zfn converge in distribution to Zf . Moreover, for any
ϕ⊗M ∈⊗Mj=1 Cc(O,R), we have the following convergence of real random variables:
〈Zfn , ϕ1〉 · · · 〈Zfn , ϕM 〉 d−→ 〈Zf , ϕ1〉 · · · 〈Zf , ϕM 〉.
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Proof. The convergence in distribution of the point processes Zfn to Zf is equivalent to
〈Zfn , ϕ〉 d−→ 〈Zf , ϕ〉.
for all ϕ ∈ Cc(O,R). As discussed in Remark 41, the mapping piϕ⊗M is continuous.
Hence, the continuous mapping theorem, stating that the convergence in distribution of
random variables is preserved through continuous mappings between metric spaces, see
e.g. [29, Theorem 3.27], implies the claimed results. 
6.3. A central limit theorem for complex valued random variables. We prove
the following version of a central limit theorem for complex valued random variables.
Theorem 43. Let σ > 0 and let ξ ∼ NC(0, σ) be a complex Gaussian random variable
with mean 0 and variance σ. Let {ξnj}n∈N,1≤j≤N(n) be a triangular array, with N(n)→
+∞, as n→ +∞, of row-wise independent complex-valued random variables satisfying
(i)
∑N(n)
j=1 |E[ξnj ]| −→ 0, as n→ +∞,
(ii)
∑N(n)
j=1 E[ξ
2
nj ] −→ 0, as n→ +∞,
(iii)
∑N(n)
j=1 E[|ξnj |2] −→ σ, as n→ +∞,
(iv)
∑N(n)
j=1 E[|ξnj |2 1{|ξnj |>ε}] −→ 0, as n→ +∞, for any ε > 0.
Then,
∑N(n)
j=1 ξnj
d−→ ξ as n→ +∞.
Remark 44. Condition (iv) is also known as the Lindeberg condition for a central limit
theorem. A simpler version of the above Theorem was presented in [38, Proposition 4.2]
supposing that all random variables ξnj have expectation 0 and satisfy that for all n and
j the random variables Re ξnj and Im ξnj are independent and have the same variance.
Notice that these assumptions imply conditions (i) and (ii).
Proof of Theorem 43. The proof we present here is a modification of the proof of the
well-known central limit theorem under the Lindeberg condition, see [29, Theorem 4.12].
1. Identifying C ∼= R2, it follows that ∑N(n)j=1 ξnj d−→ ξ, as n → +∞, is equivalent to
the following convergence of random vectors in R2:
N(n)∑
j=1
(
Re ξnj
Im ξnj
)
d−→ Ξ ∼ N (0,Σ), as n→ +∞, (6.3)
where Ξ is a random vector in R2 with 2-dimensional real Gaussian distribution N (0,Σ)
with mean 0 and covariance matrix Σ = diag(σ/2, σ/2). More precisely,
Ξ∗(dP) = (det 2piΣ)−1/2e−
1
2
ΞtΣ−1ΞdΞ1dΞ2.
By the Cramér-Wold Theorem [29, Corollary 4.5] it follows that (6.3) is equivalent to
ξ˜n(s, t)
def
=
N(n)∑
j=1
(sRe ξnj + t Im ξnj)
d−→ (sΞ1 + tΞ2) def= ξ˜(s, t), as n→ +∞, (6.4)
for any s, t ∈ R. Since Ξ1 and Ξ2 are independent and identically distributed real
Gaussian random variables ∼ N (0, σ/2), it follows that ξ˜(s, t) ∼ N (0, (s2 + t2)σ/2).
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Write ξ˜nj(s, t) = sRe ξnj+t Im ξnj and set cnj = E[ξ˜nj(s, t)2]. Let {ζnj}n∈N be a trian-
gular array of row-wise independent (real) Gaussian random variables with distribution
ζnj ∼ N (0, cnj). Let cn =
∑N(n)
j=1 cnj , then
ζn
def
=
N(n)∑
j=1
ζnj ∼ N (0, cn).
Using that (Re z)2 = 14(z
2 + z¯2 + 2zz¯) and (Im z)2 = −14(z2 + z¯2− 2zz¯), it follows by (ii)
that
N(n)∑
j=1
E[(Re ξnj)
2] =
N(n)∑
j=1
E[(Im ξnj)
2] + on(1), (6.5)
where on(1) → 0 as n → ∞. Similarly, we see by using (6.5), the identitiy z2 =
(Re z)2 − (Im z)2 + 2iRe zIm z and (ii), that
N(n)∑
j=1
E[Re ξnjIm ξnj ] = on(1). (6.6)
Then,
cn =
N(n)∑
j=1
E[ξ˜nj(s, t)
2]
=
s2 + t2
2
N(n)∑
j=1
E[(Re ξnj)
2 + (Im ξnj)
2] + on(1)
→ (s
2 + t2)σ
2
, as n→∞.
(6.7)
Here, in the last line we used as well (iii). This implies that ζn
d→ ξ˜(s, t), as n→∞.
2. We show that ξ˜n(s, t) and ζn converge to the same limit in distribution. Recall
Definition 35.
Let µn = (ξ˜n(s, t))∗(dP), µ = (ξ˜(s, t))∗(dP) and νn = (ζn)∗(dP). We use a similar
notation for the probability measures induced by the random variables ξ˜nj(s, t) and ζnj .
Since all induced measures are probability measures it follows that µn
w∗→ µ, as n → ∞,
if and only if the Fourier transforms of these measures converges pointwise for any point,
i.e. µ̂n(τ) → µ̂(τ), as n → ∞, for any τ ∈ R. Notice that µ̂n(τ) = E[eiτ ξ˜n ] and
ν̂n(τ) = E[e
iτζn(s,t)] . Similar statments hold for νn. Hence, to prove the statment of the
Theorem it is sufficient to show that |µ̂n(τ)− ν̂n(τ)| → 0 for all τ ∈ R.
We begin with two helpful identities: Let zi, wi ∈ C, for i = 1, . . . , n, with |zi|, |wi| = 1.
Then, |z1z2 − w1w2| ≤ |z1 − w1|+ |z2 − w2|, and by induction∣∣∣∣∣
n∏
i=1
zi −
n∏
i=1
wi
∣∣∣∣∣ ≤
n∑
i=1
|zi − wi|. (6.8)
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Moreover, by Taylor expansion we see that for all τ ∈ R∣∣∣∣∣eiτ −
n∑
k=1
(iτ)k
k!
∣∣∣∣∣ ≤ min
(
2|τ |n
n!
,
|τ |n+1
(n+ 1)!
)
. (6.9)
Write anj = E[x˜inj ]. Fix τ ∈ R. Since ξnj and ζnj are row-wise independent, it follows
by (6.8), (6.9),
|µ̂n(τ)− ν̂n(τ)| =
∣∣∣∣∣∣
N(n)∏
j=1
µ̂nj(τ)−
N(n)∏
j=1
ν̂nj(τ)
∣∣∣∣∣∣
≤
N(n)∑
j=1
|µ̂nj(τ)− ν̂nj(τ)|
≤
N(n)∑
j=1
∣∣∣∣E[eiτ ξ˜nj(s,t)]− 1− iτanj + 12τ2cnj
∣∣∣∣+ N(n)∑
j=1
∣∣∣∣E[eiτζnj ]− 1− iτanj + 12τ2cnj
∣∣∣∣
≤ O(1)
N(n)∑
j=1
E
[
ξ˜nj(s, t)
2 min(1, |ξ˜nj(s, t)|)
]
+O(1)
N(n)∑
j=1
(
E[ζ2nj min(1, |ζnj |)] + |anj |
)
def
= I1(n) + I2(n).
We are going to show that both terms in the last line converge to 0 as n → ∞. Notice
that for any ε > 0
N(n)∑
j=1
E
[
ξ˜nj(s, t)
2 min(1, |ξ˜nj(s, t)|)
]
≤ O(1)
N(n)∑
j=1
E
[|ξnj |2 min(1, |ξnj |)]
≤ O(1)ε
N(n)∑
j=1
E
[|ξnj |2]+O(1)N(n)∑
j=1
E
[
|ξnj |21|ξnj |>ε
]
≤ O(1)εcn +O(1)
N(n)∑
j=1
E
[
|ξnj |21|ξnj |>ε
]
.
Taking the limit n→∞ and using (6.7) and assumption (iv), it follows that limn→∞ I1(n) =
O(ε) for any ε. Since I1(n) does not depend on ε it follows that I1(n)→ 0, as n→∞.
Next, let us treat I2(n). First notice by assumption (i) we have that
∑N(n)
j=1 |anj | → 0,
as n→∞. Since ζnj ∼ N (0, cnj), we have that
E[|ζnj |4] =
∫
x4e
− x2
2cnj
dx√
2cnj
=
3c2nj
2
.
LOCAL EIGENVALUE STATISTICS 53
Hence,
N(n)∑
j=1
E[ζ2nj min(1, |ζnj |)] ≤
N(n)∑
j=1
E[|ζnj |3] ≤
N(n)∑
j=1
E[|ζnj |4]1/2E[|ζnj |2]1/2
≤
√
3√
2
sup
j
c
1/2
nj
N(n)∑
j=1
cnj =
√
3√
2
cn sup
j
c
1/2
nj .
Finally, notice that for any ε > 0
sup
j
cnj = sup
j
E[|ξ˜nj(s, t)|2] ≤ O(1) sup
j
E[|ξnj |2]
≤ O(1) sup
j
E[|ξnj |21|ξnj |≤ε] +O(1) sup
j
E[|ξnj |21|ξnj |>ε]
≤ O(ε2) +O(1)
N(n)∑
j=1
E[|ξnj |21|ξnj |>ε].
In view of assumption (iv), we see that supj cnj → 0 as n→ +∞. In conclusion it follows
that |µ̂n(τ)− ν̂n(τ)| → 0, as n→∞, which concludes the proof of the Theorem. 
7. Local Statistics of the eigenvalues of Ph perturbed by a random
matrix Mω
In this section we are interested in the local statistics of the eigenvalues of the perturbed
operator
P δ = Ph + δMω, (7.1)
see also (2.18), where the perturbation Mω is the random matrix defined in (RM). Let
PDN (0, C/h) = D(0, C/h)
N ⊂ CN , N ∈ N∗, denote the polydisc of radius C/h centred
at 0. Recall from (2.20) that we have restricted the random variables to large polydiscs:
q = (qj,k)j,k<N(h) ∈ PDN(h)2(0, C/h), (7.2)
with as consequence the Hilbert-Schmidt estimate (5.5). Recall that the random vari-
ables qj,k, j, k < N(h), are independent and identically distributed. We denote by
(Mh,Fh,Ph), the probability space (M,F ,P) restricted to
⋂
j,k<N(h) q
−1
j,k (D(0, C/h)).
The random variables restricted to this space will be denoted by
qhj,k, j, k ≤ N(h). (7.3)
The restricted probability measure Ph is given by the conditional probability
Ph[ · ] = P[ · | |qj,k| ≤ C/h]. (7.4)
Like their unrestricted versions, the qhj,k are independent and identically distributed.
Moreover, by (2.17), (2.16), and by Fubini’s Theorem, we obtain the following estimates
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of their average and variance of these restricted variables:∣∣E[qhj,k]∣∣ ≤ (1 +O(h4+ε0))E [∫ ∞
0
1{|qj,k|>t}dt 1{|qj,k|≥C/h}
]
=
(
1 +O(h4+ε0)) ∫ ∞
0
P [{|qj,k| > t} ∩ {|qj,k| ≥ C/h}] dt
= O(h3+ε0).
(7.5)
A similar computation shows that∣∣E[(qhj,k)2]∣∣ = O(h2+ε0) . (7.6)
Finally,
E[|qhj,k|2] ≤
(
1 +O(h4+ε0))(E[|qj,k|2] + ∫ ∞
0
P
[{|qj,k|2 > t} ∩ {|qj,k| ≥ C/h}] dt)
= 1 +O(h2+ε0).
(7.7)
Next, let Ω b Σ˚ be as in (2.11) and pick a z0 ∈ Ω. By the Grushin problem constructed
in Proposition 30 and by (5.19), the eigenvalues of the perturbed operator P δ, in a small
neighborhood W (z0) of z0, are precisely the zeros of the function
Gδ(z;h) =
(
1 +R1(z;h)
)
det
[
(Mωh
− 1
4 ej,hol+ (z)|h−
1
4 ei,hol− (z))i,j≤J +R2(z;h)
]
. (7.8)
Since the spectrum of P δ in W (z0) is discrete, it follows that Gδ(·;h) 6≡ 0 in W (z0). To
compute the local spectral statistics near the point z0, we rescale the spectral parameter
z by the average distance between nearest neighbours, which is of order  h1/2, namely
we write
z = zw = z0 + h
1/2w , w ∈ C. (7.9)
For z an eigenvalue of P δ inW (z0), we will call the corresponding w a rescaled eigenvalue,
which forms the rescaled spectrum. We will focus on the eigenvalues in a microscopic
neighbourhood of z0: we will consider an arbitrary open, simply connected and relatively
compact set O b C, and only consider the points such that w ∈ O. For h > 0 small
enough, the rescaled eigenvalues are precisely the zeros of the w-holomorphic function
F δh(w)
def
= Gδ(zw;h)
= (1 + R˜1(w;h)) det
[
(f δ,hi,j (w))i,j≤J + R˜2(w;h)
]
, w ∈ O.
(7.10)
with
f δ,hi,j (w)
def
= (Mωh
− 1
4 ej,hol+ (zw)|h−
1
4 ei,hol− (zw)), 0 ≤ i, j ≤ J,
R˜1(w;h)
def
= R1(zw;h),
R˜2(w;h)
def
= R2(zw;h).
(7.11)
From now on we let
O b C be an open, simply connected and relatively compact set (7.12)
and h > 0 small enough such that (7.10) is well defined.
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We have F δh 6≡ 0 in O hence, by the discussion in Section 6.1,
Zh def=
∑
w∈(F δh)−1(0)
δw (7.13)
is a well-defined point process on O (the zeros are repeated according to their multiplic-
ities). This is the rescaled spectral point process ZMh,z0 of (2.24), restricted to the set
O.
7.1. Covariance. In this section we study the covariance of the random variables f δ,hi,j (w)
defined over O b C. This will be of fundamental importance to the main result of this
paper.
Proposition 45. Let σj±(z0) be as in (3.51) and let f
δ,h
i,j (•), for 0 ≤ i, j ≤ J , be the
rescaled functions as in (7.11).
Then, we have the following expression for the covariance of those functions, uniformly
for v, w ∈ O:
E
[
f δ,hi,j (v)f
δ,h
l,k (w)
]
e−Fi,j(v;h)−Fl,k(w;h)
= δi,lδj,kK
i,j(v, w)(1 +O(h1/2)) +O(h2).
(7.14)
Here δi,j denotes the Kronecker-delta and the most important part of the above formula
is the kernel
Ki,j(v, w) = exp
(1
2
(
σj+(z0) + σ
i
−(z0)
)
vw
)
. (7.15)
The other ingredients are the "gauge functions"
Fi,j(v;h) = φ
j
+(v;h) + φ
i
−(v;h), (7.16)
where
φj±(v;h) =
1
2
[
logAj±(z0;h) + (∂
2
zzΦ
j
±,0)(z0)v
2
]
, (7.17)
with Aj±(z0;h) ∼ Aj,±0 (z0)+hAj,±1 (z0)+. . . as in Proposition 18 and Φj±,0(z) as in (3.44).
We already notice that the kernel Ki,j(v, w) corresponds to the GAF in Theorem 10
(see (2.34)). We recall from (3.30) that Aj,±0 (z0) > 0. The above proposition implies the
limit
E
[
f δ,hi,j (v)f
δ,h
l,k (w)
]
e−Fi,j(v;h)−Fl,k(w;h) h→0−−−→ δi,lδj,kKi,j(v, w), (7.18)
uniformly for v, w ∈ O. The exponentials eFi,j(•;h) have no influence on the zeros of the
random function f δ,hi,j (•), we can therefore see them as irrelevant gauge functions, which
we shall get rid of later.
Proof of Proposition 45. For v, w ∈ O, we have by (7.11), (RM),
hKi,j,l,kh (v, w)
def
= hE
[
f δ,hi,j (v)f
δ,h
l,k (w)
]
=
∑
n,m,n′,m′
E
[
qhn,m q
h
n′,m′
]
ζi,jn,m(v) ζ
l,k
n′,m′(w),
(7.19)
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where all indices are summed in the range [0, N(h)), and we use the notation
ζi,jn,m(w) = (e
j,hol
+ (zw)|em)(en|ei,hol− (zw)), (7.20)
where we the notation zw = z0 + h1/2w, zv = z0 + h1/2v as in (7.9). By (7.5), (7.7) and
the independence of the qn,m, the expression (7.19) is equal to
(1 +O(h2+ε0))
(∑
m
(ej,hol+ (zv)|em)(em|ek,hol+ (zw))
)(∑
n
(el,hol− (zw)|en)(en|ei,hol− (zv))
)
+O(h6+2ε0)
∑
n,m,n′,m′
|(ej,hol+ (zv)|em)| |(en|ei,hol− (zv))| |(ek,hol+ (zw)|em′)| |(en′ |el,hol− (zw))|.
From Lemma 26,∑
n<N(h)
|(ej,hol+ (zv)|en)| ≤ N(h)1/2‖ej,hol+ (zv)‖ (1 +O(h∞)) .
Since N(h) = O(h−2), we obtain by another application of Lemma 26, that
hKi,j,l,kh (v, w) =(e
j,hol
+ (zv)|ek,hol+ (zw)) (el,hol− (zw)|ei,hol− (zv))
+O(h2+ε0)‖ej,hol+ (zv)‖ ‖ei,hol− (zv)‖ ‖ek,hol+ (zw)‖ ‖el,hol− (zw)‖.
(7.21)
Using Proposition 18, Proposition 23, (7.21) and (4.4), we get the following expression:
hKi,j,l,kh (v, w) =δi,lδj,k e
2
h
(
Ψj+(zv ,zw;h)+Ψ
i
−(zw,zv ;h)
)
+O(h2+ε0)e 1h (Φj+(zv ;h)+Φk+(zw;h)+Φi−(zv ;h)+Φl−(zw;h)).
(7.22)
Now, recall from (3.19), (3.44) that the phase functions Φj±,0 had been "centered" at
the point z0, so that
Φj±,0(z0) = 0, ∂zΦ
j
±,0(z0) = 0, (∂z¯Φ
j
±,0)(z0) = 0.
Taking into account that ∂α logAj±(•;h) = O(1) in W (z0), the Taylor expansion of
Φj±(•;h) around z0 gives
1
h
Φj±(zv;h) = log(h
1/4) + (∂2zz¯Φ
j
±,0)(z0)vv + φ
j
±(v;h) + φ
j
±(v;h) +O(h1/2), (7.23)
where we used the notation (7.17).
Similarly, by Proposition (23), we have:
1
h
Ψj+(zv, zw;h) = log(h
1/4) + (∂2zz¯Φ
j
+,0)(z0)vw + φ
j
±(v;h) + φ
j
+(w;h) +O(h1/2)
= log(h1/4) +
1
4
σj+(z0)vw + φ
j
+(v;h) + φ
j
+(w;h) +O(h1/2), (7.24)
where in the second line we used (3.51). We also have
1
h
Ψj−(zw, zv;h) = log(h
1/4) +
1
4
σj−(z0)wv + φ
j
−(w;h) + φ
j
−(v;h) +O(h1/2). (7.25)
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In all estimates the error terms are uniform in z, w ∈ O. Thus, combining (7.22) with
(7.23-7.24) and using the notation (7.16), we obtain
Ki,j,l,kh (v, w) = δi,lδj,ke
1
2
(σj+(z0)+σ
i
−(z0))vw eFi,j(v;h)+Fl,k(w;h)+O(h
1/2) +O(h2+ε0).
Notice that we used the factor h on the left hand side of (7.22) was facing four factors
h1/4 on the right hand side, so removed them all. This estimate is equivalent with the
equation (7.14) of the proposition. 
7.2. Tightness. In view of Proposition 40, we will now show that the family of random
analytic functions (F δh(•))h→0 on O, defined in (7.10), is tight, namely the function F δh
has a small probability to be large on O, uniformly w.r.t. h→ 0.
Proposition 46. There exists h0 > 0 such that the family of random analytic functions
(F δh(•))0<h≤h0 on the open set O, defined in (7.10), is tight, in the sense used in Prop. 40.
Proof. Recall the estimates (5.20) for the remainders R1, R2; for z ∈ O, we get |z−z0| =
O(h1/2), so all terms |z−z0|∞ are negligible. Besides, the expansion (7.23) for 1hΦj±(zv;h)
implies that
R˜1(v;h) = O(δh−3/2), R˜2(v;h) = O(δh−5/2), (7.26)
uniformly in v ∈ O and in q ∈ PDN(h)2(0, C/h).
Let K b O be some compact subset. For ε > 0, let Kε = K + D(0, ε) be the closure
of an ε-neighbohood of K. Pick ε > 0 small enough so that Kε b O. By Proposition 45,
we have for h0 > 0 small enough:
sup
0<h≤h0
E
[
‖fh,δi,j ‖2L2(Kε)
]
≤ C(Kε) < +∞. (7.27)
Since F δh is holomorphic, Hardy’s convexity theorem [38, Lemma 2.6] implies that there
exists a positive constant CKε > 0 depending only on Kε so that for any p > 0
‖F δh‖pL∞(K) ≤ CKε
∫
Kε
|F δh(w)|pL(dw). (7.28)
Notice that
|det((fh,δi,j (w))i,j + R˜2(w;h))|2 ≤ ‖(fh,δi,j (w))i,j + R˜2(w;h)‖2JHS . (7.29)
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Markov’s inequality, together with (7.26) and (7.10), then shows that for h0 > small
enough
sup
0<h<h0
P
[
‖F δh‖2L∞(K) > r
]
= sup
0<h<h0
P
[
‖F δh‖2/JL∞(K) > r1/J
]
≤ sup
0<h<h0
r−1/JE
[
‖F δh‖2/JL∞(K)
]
≤ 2CKε
r1/J
sup
0<h<h0
E
[
‖1 + R˜1‖2/JL∞(Kε)
∫
Kε
(‖(fh,δi,j (w))i,j≤J‖2HS + ‖R˜2(w;h)‖2HS)L(dw)]
≤ O(r−1/J).
(7.30)
This concludes the proof that the family (F δh)0<h≤h0 is tight. 
For future use, let us remark that similarly to the above, we obtain that for any
w1, . . . , wk ∈ O, for any t > 0 and h > 0 small enough:
P
[ k∑
r=1
|det ((fh,δi,j (wr))i,j + R˜2(wr;h))|2 > t] ≤ O(t−1/Jk1/J)E[‖F δh‖2/JL∞(O)]
≤ O(t−1/Jk1/J).
(7.31)
Taking the L∞ norm over O is justified since we can arrange that, for h > 0 small enough,
F δh is well-defined and holomorphic in a slightly larger set.
7.3. Weak convergence to a Gaussian analytic function. Next we will show that
the random analytic function F δh converges in distribution to a Gaussian analytic function
when h→ 0. By Prop. 40 and Section 7.2, it is sufficient to prove the convergence of the
finite-dimensional distributions of F δh .
We begin with the following result.
Proposition 47. Let fh,δi,j be as in (7.11), and let K
i,j(z, w) be as in (7.15). Then
(fh,δi,j ; 1 ≤ i, j ≤ J)
fd−→ (fGAFi,j ; 1 ≤ i, j ≤ J), h→ 0, (7.32)
where fGAFi,j are independent Gaussian analytic functions on O with covariance kernel
Ki,j(v, w) eFi,j(v;0)+Fi,j(w;0), z, w ∈ O. (7.33)
Here Ki,j was defined in (7.15), and the function Fi,j(w; 0) is the limit as h → 0 of the
function defined in (7.16), (7.17).
Before we give the proof of this Proposition, we draw an immediate consequence:
Corollary 48. Let R˜2 be as in (7.11). Then, under the assumptions of Proposition 47,
we have that
det
(
(fh,δi,j )i,j + R˜2
)
fd−→ det ((fGAFi,j )i,j) , h→ 0. (7.34)
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Proof. From Definition 35 it is immediately clear that the notion of convergence in dis-
tribution is preserved by composition with a continuous function between complete sep-
arable metric spaces. This is otherwise known as the continuous mapping theorem, see
e.g. [29]. The first statement is then an immediate consequence of
(fh,δi,j + (R˜2)i,j ; 1 ≤ i, j ≤ J)
fd−→ (fGAFi,j ; 1 ≤ i, j ≤ J), h→ 0. (7.35)
This follows immediately from Proposition 47 and (7.26), and the following easy Lemma,
which states that adding decaying perturbations to a converging sequence of random
variables does not change the limit.
Lemma 49. Let (Xn)n∈N and X be random vectors in CN such that Xn
d→ X, and let
(Rn)n∈N be a sequence of random vectors in CN such that
∀t > 0 lim
n→+∞P[|Rn| > t] = 0. (7.36)
Then Xn +Rn
d→ X.
Proof. We first check that {Xn}n∈N is a tight sequence of random vectors. Indeed, for
r > 1 consider the continuous function CN 3 x 7→ g(x) def= (1 − (r − |x|)+)+. We then
have
lim sup
n→+∞
P[|Xn| > r] = lim sup
n→+∞
E[1{|Xn|>r}]
≤ lim sup
n→+∞
E[g(|Xn|)] = E[g(|X|)] ≤ P[|X| > r − 1].
Since P[|X| > r]→ 0 as r → +∞ it follows that {Xn}n∈N is tight. Next, notice that
P[|Xn +Rn| > r] ≤ P[|Xn|+ |Rn| > r]
≤ P[|Xn|+ |Rn| > r
∣∣|Rn| > 1]× P[|Rn| > 1]
+ P[|Xn|+ |Rn| > r
∣∣|Rn| ≤ 1]]× P[|Rn| ≤ 1]
≤ P[|Rn| > 1] + P[|Xn| > r − 1]
where P[A
∣∣B] denotes the conditional probability of A conditioned on B. Since (Xn)n
is tight, it follows by (7.36) that (Xn +Rn)n is tight as well.
Let us show that Xn +Rn
d→ X as n→ +∞. By Definition (35) and Remark (39) it
is sufficient to show convergence of the induced probability measures in the w∗ topology
of Cc(CN )′. So take φ ∈ Cc(CN ;R), and choose ε > 0. Since φ is uniformly continuous
there exists a t > 0 such that for any |X − Y | < t we have |φ(X)− φ(Y )| < ε/2. Let Gn
denote the event that |Rn| > t and let Gcn denote its complement. By (7.36) there exists
nε > 0 such that for any n ≥ nε, P[Gn] < ε/(2‖φ‖∞). Then, for n ≥ nε,
E[|φ(Xn +Rn)− φ(Xn)|] ≤ E[|φ(Xn +Rn)− φ(Xn)|1Gn ]
+ E[|φ(Xn +Rn)− φ(Xn)|1Gcn ]
≤ ε
This shows that Xn +Rn
d→ X as n→ +∞. 
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If we consider N -tuples of random elements of the form fh,δi,j (wk) + R˜2(wk), Proposi-
tion 47 and estimate (7.26), proves (7.35), hence the Corollary. 
Proof of Proposition 47. The proof is an adaptation of the proof of [38, Theorem 4.4].
We want to show that for any M ∈ N∗ and all w1, . . . , wM ∈ O
(fh,δi,j (wl); 1 ≤ i, j ≤ J, 1 ≤ l ≤M) d−→ (fGAFi,j (wl); 1 ≤ i, j ≤ J, 1 ≤ l ≤M), h→ 0,
(7.37)
By the Cramér-Wold Theorem [29, Corollary 4.5], to prove (7.37) it suffices to show that
for all λ = (λi,jl ; 1 ≤ i, j ≤ J, 1 ≤ l ≤M) ∈ CJ
2·M , the complex valued random variable
S(λ)
def
=
∑
i,j,l
λi,jl f
h,δ
i,j (wl)
converges in distribution, as h→ 0, to the complex Gaussian random variable
SGAF (λ)
def
=
∑
i,j,l
λi,jl f
GAF
i,j (wl). (7.38)
Let us write S(λ) in terms of our restricted complex random variables qhn,m:
S(λ) =
∑
n,m<N(h)
qhn,mGn,m, Gn,m =
∑
i,j,l
λi,jl h
−1/2ζi,jn,m(wl),
where we used the notation of (7.20). To prove the limit S(λ) d→ SGAF (λ), we will
use the central limit theorem expressed in Theorem 43. We thus need to check that
the family of random variables (S(λ))0<h≤h0 satisfies the four conditions stated in the
theorem.
Let us first estimate the average of S(λ): from (7.5), we get∑
n,m<N(h)
|E[qhn,mGn,m]| ≤ O(h3+ε0)
∑
n,m<N(h)
|Gn,m| (7.39)
≤ O(h3+ε0)
∑
i,j,l
∑
m<N(h)
∣∣∣(h−1/4ej,hol+ (zwl)|em)∣∣∣ ∑
n<N(h)
∣∣∣(h−1/4ei,hol− (zwl)|en)∣∣∣
(7.40)
≤ O(h3+ε0)N(h)
∑
i,j,l
‖h−1/4ej,hol+ (zwl)‖ ‖(h−1/4ei,hol− (zwl)‖ (7.41)
≤ O(h1+ε0) . (7.42)
In the third line we used two Cauchy-Schwarz inequalities, and in the last one the fact
that the states ‖h−1/4ej,hol± (zw)‖ = O(1) uniformly when w ∈ O. This proves the point
(i) in Theorem 43. Let us now check condition (ii) of Theorem 43. Using (7.6), we draw
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the bound∣∣∣∣∣∣
∑
n,m<N(h)
E[(qhn,m)
2G2n,m]
∣∣∣∣∣∣ =
∑
n,m<N(h)
∣∣∣E[(qhn,m)2]G2n,m∣∣∣
≤ O(h2+ε0)
∑
m,n
|Gn,m|2
≤ O(h2+ε0)
∑
i,j,l
∑
m<N(h)
∣∣∣(h−1/4ej,hol+ (zwl)|em)∣∣∣2 ∑
n<N(h)
∣∣∣(h−1/4ei,hol− (zwl)|en)∣∣∣2
≤ O(h2+ε0) .
(7.43)
The variance of S(λ) needs more care. By (7.5) and (7.7),
E
[ ∑
n,m<N(h)
|qhn,mGn,m|2
]
= (1 +O(h2+ε0))
∑
i,j,l,r,s,t
λi,jl λ
r,s
t
∑
n,m<N(h)
h−1ζi,jn,m(wl)ζ
r,s
n,m(wt)
which, by (7.20) and Lemma 26 is equal to
(1 +O(h2+ε0))
∑
i,j,l,r,s,t
λi,jl λ
r,s
t h
−1
(
ej,hol+ (zwl)|es,hol+ (zwt)
)
×
(
er,hol− (zwt)|ei,hol− (zwl)
)
+Oλ(h∞).
(7.44)
Here, we used as well ‖ek,hol± (zw)‖ = O(h1/4) uniformly for w ∈ O.
By (4.4) we see that the terms in (7.44) with i 6= r and j 6= s are O(h∞). Similar to
the proof of Proposition 45, we then obtain as h→ 0:
E
 ∑
n,m<N(h)
|qhn,mGn,m|2
 −→∑
i,j,l,t
λi,jl λ
i,j
t K
i,j(wl, wt) e
Fi,j(wl;0)+Fi,j(wt;0) def= σ(λ,w).
(7.45)
In order to check the condition (iv) of Thm 43, we compute the (4 + ε0)-moment of
S(λ). From (2.16) and the Hölder inequality, we get
∑
n,m<N(h)
E
[
|qhn,mGn,m|4+ε0
]
≤ Cλ
∑
i,j,l
∑
n,m<N(h)
|h−1/2ζi,jn,m(wl)|4+ε0
= Cλ
∑
i,j,l
 ∑
m<N(h)
∣∣∣(h−1/4ej,hol+ (zwl)|em)∣∣∣4+ε0
 ∑
n<N(h)
∣∣∣(h−1/4ei,hol− (zwl)|en)∣∣∣4+ε0
 .
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Splitting | • |4+ε0 = | • |2| • |2+ε0 , using the fact that {em} forms an orthonormal basis of
L2(R) and the bound (4.35) of Lemma 27, one obtains∑
n,m<N(h)
E
[|qhn,mGn,m|4+ε0]
= O(h1+ε0/2)
∑
i,j,l
∥∥∥h−1/4ej,hol+ (zwl))∥∥∥2 ∥∥∥h−1/4ei,hol− (zwl)∥∥∥2 e 2hΦi−,0(zwl )e 2hΦj+,0(zwl )
= O(h1+ε0/2).
In the last line we used the fact that both the norms and the exponentials are O(1)
uniformly for w ∈ O.
Remark 50. It is especially for the smallness of this (4 + ε0)-moment that we needed
the overlaps (h−1/4ej,hol± (zw)|em) to all be small, and for this very reason that we chose
our auxiliary basis (em)m∈N to be composed of nonsemiclassical states.
From this (4 + ε0)-moment, we verify the condition (iv) of Thm 43: for any ε > 0∑
n,m<N(h)
E
[|qhn,mGn,m|21{|qhn,mGn,m|>ε}] < ε−(2+ε0) ∑
n,m<N(h)
E
[|qhn,mGn,m|4+ε0] −→ 0,
(7.46)
as h→ 0. Equipped with the estimates (7.39), (7.43),(7.44), (7.45), (7.46), we may apply
the version of the CLT given in Thm 43, to show that S(λ) converges in distribution to
the complex Gaussian random variable NC(0, σ(λ,w)2), with variance given in (7.45).
On the other hand, since the (fGAFi,j )i,j≤J are independent Gaussian analytic functions
with covariance kernel (7.33), it follows that∑
i,j,l
λi,jl f
GAF
i,j (wl) ∼ NC(0, σ˜(λ,w)) (7.47)
with
σ˜(λ,w) = E
∣∣∑
i,j,l
λi,jl f
GAF
i,j (wl)
∣∣2 = ∑
i,j,l,r,s,t
λi,jl λ
r,s
t E
[
fGAFi,j (wl)f
GAF
r,s (wt)
]
=
∑
i,j,l,t
λi,jl λ
i,j
t K
i,j(wl, wt) e
Fi,j(wl;0)+Fi,j(wt;0)
= σ(λ,w),
(7.48)
where the second line uses the independence of the different fGAFi,j . Since a complex
Gaussian random variable is uniquely determined by its expectation and its variance, we
conclude that S(λ) d→ SGAF (λ), hence the Proposition. 
Next, we show that the finite dimensional distributions of the random functions
det((fh,δi,j )i,j + R˜2) and F
δ
h (see (7.10)) converge in distribution to the same limit.
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From (7.28), (7.30), it is clear that for any n ∈ N∗ and any w = (w1, . . . , wn) ∈ On,
the family of random vectors in Cn:(
F˜ δh(w)
)
h∈(0,h0]
def
=
(
F δh(w1), . . . , F
δ
h(wn)
)
h∈(0,h0],
is tight.
Next, let n ∈ N∗ and φ ∈ Cc(Cn,R). Set for w = (w1, . . . , wn) ∈ On:
g˜δh(w)
def
=
(
gδh(w1), · · · , gδh(wn)
)
, gδh(wl) = det
(
(fh,δi,j (wl))i,j + R˜2(wl;h)
)
.
Let Gh denote the event that ‖g˜δh(w)‖2`2([1,n]) ≤ Ch−1 and let Gch denote its complement.
Then, ∣∣E[φ(F˜ δh(w))]− E[φ(g˜δh(w))]∣∣ ≤ E[|φ(F˜ δh(w))− φ(g˜δh(w))|Gh]× P[Gh]
+ E[|φ(F˜ δh(w))− φ(g˜δh(w))|Gch]× P[Gch].
Since φ is bounded, it follows by (7.31) that the second term is of order O(h1/J). Suppose
that Gh holds. Then, by (7.26),
‖F˜ δh(w)− g˜δh(w)‖`2([1,n]) ≤
(
O(h∞) +O(δh−5/2)
)
‖g˜δh(w)‖`2([1,n])
≤ O(δh−3)
Since φ is uniformly continuous, we conclude that for any ε > 0 there exists h0 > 0 such
that for all 0 < h < h0 ∣∣E[φ(F˜ δh(z))]− E[φ(g˜δh(z))]∣∣ ≤ ε. (7.49)
Since (F˜ δh(z))h≤h0 is a tight family of random vectors, it follows from Remark 39, (7.49)
and Corollary 48 that the random function
F δh(•)
fd−→ det ((fGAFi,j (•))1≤i,j≤J) when h→ 0. (7.50)
Moreover, since F δh(•) is a tight sequence of random analytic functions, see Section 7.2,
Prop. 40 and (7.50) imply that
F δh(•) d−→ det
(
(fGAFi,j (•))1≤i,j≤J
)
when h→ 0. (7.51)
We recall that the GAFs fGAFi,j were defined in Proposition 47, their covariance kernel is
given by
Ki,j(v, w) eFi,j(v;0)eFi,j(w;0), Fi,j(v; 0) = φ
i
−(v; 0) + φ
j
+(v; 0),
cf. (7.33). Since eFi,j(•;0) is a nonvanishing deterministic holomorphic function on O, we
define the random analytic function
gi,j(•) def= fGAFi,j (•) e−Fi,j(•;0), i, j = 1, . . . , J.
Then {gi,j(•); i, j = 1, . . . , J} are independent GAFs on O, with covariance kernels
Ki,j(v, w). If we define the diagonal matrices
Λ± = diag(e−φ
i
±(z;0))1≤i≤J , φi± as in Prop. 45,
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we get the equality between random analytic functions:
T
def
= det
(
(fGAFi,j )i,j
)
= det(Λ−Λ+) det
(
(gi,j)i,j
) def
= det(Λ−Λ+)G.
Since, det(Λ−Λ+)(•) never vanishes and is deterministic, it follows by the continuous
mapping theorem [29] and the discussion after (6.2), that the zero point processes
ZT def=
∑
λ∈T−1(0)
δλ = ZG.
Hence, by (7.51) and Proposition 42, we see that
ZF δh
d−→ ZT = ZG when h→ 0. (7.52)
Together with the discussion at the beginning Section 7 and the fact that ZF δh = Z
M
h,z0
represents the set of rescaled eigenvalues of P δ, this concludes the proof of Theorem 10.
7.4. k-point measures. In this subsection we will show that the k-point measures µk
of the point process ZMh,z0 , defined in (2.26), converge to the k-point measures µk of the
point process ZGz0 defined in Theorem 10. We begin with a technical
Lemma 51. Let F δh(w) be as in (7.10), and let Gz0(w) be as in Theorem 10, with w ∈ O.
Then, for any compact K b O the numbers nhF (K) (resp. nGz0 (K)) of zeros of F
δ
h (resp.
Gz0) in K have exponential tail: there exist constants C1, C2 > 0 so that for any h ≤ h0,
∀h ≤ h0, P[nhF (K) > λ] ≤ C1e−C2λ,
P[nGz0 (K) > λ] ≤ C1e−C2λ.
(7.53)
Proof. From [28, Theorem 3.2.1], to prove the first part of the Lemma it suffices to show
that, for some c > 0, b > 0, the random analytic function F δh satisfies the bounds
E[|F δh(w)|±c] ≤ b, uniformly for w ∈ O and h ≤ h0. , (7.54)
and the second part requires a similar estimate for the random function Gz0(w).
Fix w ∈ O. Recall the bounds (7.26) on the matrices R˜1(w), R˜2(w). We start with
the following uniform bound on the random variable F δh(w):
E[|F δh(w)|2/J ] ≤ C1E[| det
(
(f δ,hi,j (w))i,j + R˜2(w)
)|2/J ]
≤ C1E[‖(f δ,hi,j (w))i,j + R˜2(w)‖2HS ]
≤ 2C1E[‖(f δ,hi,j (w))i,j‖2HS + ‖R˜2(w)‖2HS ]
≤ 2C1
J∑
i,j=1
[
Ki,j(w, w¯)(1 +O(
√
h)e2ReFi,j(w;h) +O(h2)]+ C2δ2h−5
≤ O(1),
(7.55)
where on the second line we used the inequality (7.29), and in the two last inequalities
we used Proposition 45. The implied constants are uniform in w ∈ O and h ≤ h0.
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We also need to check that the inverse function F δh(w)
−1 is not too large on average:
E[|F δh(w)|−1/J ] =
∫ ∞
0
P[|F δh(w)|−1/J ≥ t]dt
=
∫ ∞
0
P[|F δh(w)|1/J ≤ τ ]τ−2dt.
(7.56)
From the convergence in distribution (7.51), the continuous mapping theorem [29, The-
orem 3.27] and the Portmanteau Theorem [29, Theorem 3.25],
lim sup
h→0
P
[|F δh(w)|1/J ≤ τ] ≤ P[|det(fGAFi,j (w))i,j |1/J ≤ τ], (7.57)
for h > 0 small enough. Recalling the definition of the functions Fij(w; 0) appearing in
Proposition 47, the fGAFi,j (z) are independent centred complex Gaussian random variables
with variances
Ki,j(w, w¯)e2ReFi,j(w;h) =
(
e
1
2
σi−(z0)|w|2+2Reφi−(w;0)
)(
e
1
2
σj+(z0)|w|2+2Reφj+(w;0)
)
def
= βi−(w)β
j
+(w) 6= 0.
Using this factorization of the variances, we set Λ±(w) = diag(βi±(w); 1 ≤ i ≤ J), which
allows to factorize the limiting random determinant as follows:
det(fGAFi,j (w)) = det Λ+(w) det Λ−(w) det(v1(w), . . . , vJ(w)), (7.58)
where, for j = 1, . . . , J , the column vector
vj(w) = (v1j(w), . . . , vJj(w))
T , (7.59)
and {vij(w), 1 ≤ i, j ≤ J} are i.i.d. complex Gaussian random variables with distribution
NC(0, 1). Until further notice we suppress w in the notation. We view vj as a Gaussian
random vector in CJ with the identity 1 as covariance matrix, i.e with distribution
NC(0,1). Hence, the real variable r = |vij |2 has the exponential distribution f(r)dr with
f(r) = e−rH(r), H(r) = 1[0,∞[(r).
The Fourier transform fˆ(ρ) = 11+iρ . Since the components (vij)i≤J are independent, the
squared norm |vj |2 is distributed according to f ∗ · · · ∗ f(r)dr = f∗Jdr where ∗ is the
convolution. A direct computation shows that
f∗J(r) =
rJ−1e−r
(J − 1)!H(r),
which is the χ22J distribution in the variable 2r. We now compute the law of | det(v1, . . . , vJ)|.
For this, we perform J − 1 linear operations on the matrix (v1, · · · , vJ), setting v˜1 = v1,
and for any j ≥ 2, taking for v˜j the orthogonal projection of v˜j onto the orthogonal
complement of the space Vj
def
= spanC{v1, . . . , vj−1}. Elementary linear algebra allows to
write
|det(v1, . . . , vJ)| = | det(v˜1, . . . , v˜J)|
=
J∏
j=1
|v˜j |,
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Once v1, · · · , vj , hence Vj , are chosen, the vector v˜j is distributed as a complex Gauss-
ian random vector in V ⊥j ≡ CJ−j+1, with distribution NC(0,1) (this follows from the
fact that the initial distribution NC(0,1) is invariant under unitary transformations on
CJ). As a result {|v˜j |2, 1 ≤ j ≤ J} are independent random variables with χ22(J−j+1)
distributions.
Setting η = η(w) def= (det Λ+(w)Λ−(w))1/J and using that the |v˜j |2 are independent,
we get by (7.58) and a straightforward computation that
P[| det(fGAFi,j (w))|1/J ≤ τ ] = P[| det(v1, . . . , vJ)|1/J ≤ τ/η]
= P
[( J∏
j=1
|v˜j |2
)1/J ≤ (τ/η)2]
= 1− P
[( J∏
j=1
|v˜j |2)
)1/J
> (τ/η)2
]
≤ 1−
J∏
j=1
P
[
|v˜j |2 > (τ/η)2
]
= 1− e−
τ2
η2
J−1∏
j=1
e
− τ2
η2
J−j∑
k=0
(τ/η)2(J−j−k)
(J − j − k)! .
The sum on the right hand side is larger or equal to 1, so we finally get:
P[|det(fGAFi,j (w))|1/J ≤ τ ] ≤ 1− e−
τ2
η2
J ≤ τ
2
η(w)2
J.
Combining this with (7.56), (7.57) and splitting the integral into [0, 1]∪ [1,∞[, we obtain
E[|F δh(w)|−1/J ] = O(1), uniformly in w ∈ O and h ≤ h0. (7.60)
Together with (7.55), this proves the bounds (7.54) with c = 1/J , hence the first part
of the Lemma. An easy adaptation of the above computations shows that the function
Gz0(w) satisfies similar bounds, and hence the second part of the Lemma. 
Using Lemma 51, we see that for all ϕ ∈ Cc(O,R+) and any p > 0
E[|〈ZF δh , ϕ〉|
p] ≤ ‖ϕ‖p∞E[(nhF (suppϕ))p]
≤
∫ +∞
0
P[(nhF (suppϕ))
p ≥ t] dt
≤ C1
∫ 1
0
e−C2t
1/p
dt+ pC1
∫ +∞
1
e−C2ττp−1 dτ < +∞ .
Hence, for all ϕl ∈ Cc(O,R+), l = 1, . . . , k, the positive random variable 〈ZF δh , ϕ1〉 · · · 〈ZF δh , ϕk〉
is integrable, uniformly w.r.t. h ≤ h0. By Proposition 42 and (7.52) it then follows that
E[〈ZF δh , ϕ1〉 · · · 〈ZF δh , ϕk〉] −→ E[〈ZG, ϕ1〉 · · · 〈ZG, ϕk〉], as h→ 0.
Since
⊗k
j=1 Cc(O,R+) is dense in Cc(Ok,R+), we have obtained the following
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Theorem 52. Let µhk (resp. µk) be the k-point density measure (see (2.26)) of the point
process ZMh,z0 (resp. ZGz0 ) defined in Theorem 6. Then, for any O b C open, relatively
compact connected domain and for any ϕ ∈ Cc(Ok\∆,R+),∫
ϕdµhk −→
∫
ϕdµk, h→ 0.
To end this section on the matrix perturbations, let us check the formula (2.35) for
the 1-point density. The Lelong formula states that, in the sense of distributions,
ZGz0 =
1
pi
∂w¯∂w log | detGz0 |2.
Hence, the 1-point measure is given by
µ1(dw) =
1
pi
∂w¯∂wE[log | detGz0(w)|2]L(dw). (7.61)
Recall from Theorem 7 that for any fixed w ∈ O, the matrix elements gi,j(w) of Gz0(w)
are complex Gaussian variables with variance e
1
2
(σj+(z0)+σ
i
−(z0))|w|2 . If we consider the
diagonal matrices
Λ˜±(w) = diag(e
1
4
σi±(z0)|w|2 ; 1 ≤ i ≤ J).
then the elements of the matrix G˜(w) def= Λ˜−(w)−1Gz0(w)Λ˜+(w)−1 are i.i.d. ∼ NC(0, 1).
As a consequence, E[log |det G˜(w)|2] is independent of w. As a result, when applying the
Lelong formula (7.61), the derivatives will only act on log |det Λ˜−(w)|2|+log |det Λ˜+(w)|2,
and yield the 1-point density
d1(z) =
1
2pi
J∑
i=1
(σj+(z0) + σ
i
−(z0)).
8. Local Statistics of the eigenvalues of Ph perturbed by a random
potential Vω
In this section where are interested in the local statistics of the eigenvalues of the
operator
P δ = Ph + δVω, (8.1)
where the random potential Vω is defined in (RP). We impose that the symbol p(x, ξ;h)
of the operator Ph satisfies the symmetry (SYM),
p(x, ξ;h) = p(x,−ξ;h).
As explained in (2.20), we restricted the random variables used in the construction of Vω
to large polydiscs:
v = (vk)k<N(h) ∈ PDN(h)(0, C/h), (8.2)
which implies the estimate (5.6). Like in section (7), we denote by (Mh,Fh,Ph) the
probability space (M,F ,P) restricted to v−1j (D(0, C/h)), j, k < N(h). The restricted
random variables will be denoted by
(vhk )k<N(h). (8.3)
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The vhk are distributed independently and identically. Similarly to (7.5), (7.6), (7.7),
these restricted variables satisfy∣∣E[vhk ]∣∣ = O(h3+ε0), ∣∣E[(vhk )2]∣∣ = O(h2+ε0), (8.4)
and
E[|vhk |2] = 1 +O(h2+ε0). (8.5)
Like in section 7, we pick a z0 ∈ Σ˚; the Grushin problem constructed in Proposition 30,
leading to (5.19), show that that the eigenvalues of the perturbed operator P δ in W (z0),
a relatively compact neighbourhood of z0, are given by the zeros of the holomorphic
function
Gδ(z;h) =
(
1 +R1(z;h)
)
det
[
(Vωh
− 1
4 ej,hol+ (z)|h−
1
4 ei,hol− (z))i,j≤J +R2(z;h)
]
, (8.6)
with the error terms R1, R2 satisfying the same bounds as in (5.20):
R1(z;h) = O(|z − z0|∞ + δh−5/2)
(R2(z;h))i,j = e
1
h
(Φi+,0(z)+Φ
j
−,0(z)+O(|z−z0|∞))O(δh−3).
(8.7)
uniformly in z ∈ W (z0) and v ∈ PD(0, C/h). Recall from (3.40), (3.39), that the
assumption (SYM) implies that the ± quasimodes are symmetric
ei,hol− (z;h) = e
i,hol
+ (z;h), (8.8)
The assumptions (HYP-x), (4.2) directly show that
∀i 6= j, ∀z ∈W (z0),
(
Vωe
i,hol
+ (z)
∣∣ej,hol− (z)) = 0 . (8.9)
Since the spectrum of P δ in W (z0) is discrete, Gδ(•;h) 6≡ 0 in W (z0).
As in the previous section, to compute the local statistics of the eigenvalues we rescale
the spectral parameter around z0 by a factor h1/2, namely we set
z = zw = z0 + h
1/2w , w ∈ C. (8.10)
Thus, for any open, simply connected and relatively compact set O b C, we have that,
for h > 0 small enough, the rescaled eigenvalues in O are precisely the zeros of the
holomorphic function
F δh(w)
def
= hJ/4Gδ(zw;h)
= (1 + R˜1(w;h)) det
[
diag
(
f δ,hj (zw); j = 1, . . . , J
)
+ R˜2(w;h)
]
,
(8.11)
with
f δ,hj (w)
def
=
(
Vω
∣∣h−1/4(ej,hol− (zw))2), 1 ≤ j ≤ J,
R˜1(w;h)
def
= R1(zw;h),
R˜2(w;h)
def
= h1/4R2(zw;h).
(8.12)
The need for the normalisation by the factor of hJ/4 will become apparent later on. From
now on we let
O b C be an open, simply connected and relatively compact set (8.13)
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and h0 > 0 be small enough such that (8.11) is well defined for all h ≤ h0. From the
above discussion, F δh 6≡ 0 is a holomorphic function in O, so according to section 6.1
Zh def=
∑
λ∈(F δh)−1(0)
δλ (8.14)
is a well-defined point process on O. Our aim is to study the statistical properties of this
process, in the limit h→ 0.
8.1. Covariance. In this section we study the covariance of the random functions f δ,hj (•).
Proposition 53. Let σ+(z) be as in (3.51). Let O be as in (8.13) and let f
δ,h
i (w), for
w ∈ O and 1 ≤ i ≤ J , be the rescaled function as in (8.12). Then, for all v, w ∈ O
E
[
f δ,hj (u)f
δ,h
k (w)
]
e−2φ
j
s(u;h)−2φks (w;h) = δj,kKj(u,w)(1 +O(
√
h)) +O(h2),
where the error terms are uniform in u,w ∈ O,
Kj(u,w) = eσ
j
+(z0)uw¯, (8.15)
and
φjs(u;h) =
1
2
[
logAjs(z0;h) + 2(∂
2
zzΦ
j
+,0)(z0)u
2
]
, (8.16)
with Ajs(z0;h) ∼ Aj,s0 (z0) + hAj,s1 (z0) + . . . as defined in section 4.2.
Before we continue, recall from (4.21) that Aj,±0 (z0) > 0, so this proposition implies
that
E
[
f δ,hj (u)f
δ,h
k (w)
]
e−2φ
j
s(u;h)−2φks (w;h) −→ δj,kKj(u,w) (8.17)
uniformly in v, w ∈ O as h→ 0.
Proof of Proposition 53. The proof parallels that of Prop. 45. We define the following
function on O ×O:
h1/2Kj,kh (u,w)
def
= h1/2E
[
f δ,hj (u)f
δ,h
k (w)
]
=
∑
n,m
E
[
vhn v
h
m
]
ζjn(u) ζ
k
m(w),
(8.18)
where we sum over the index range 1 ≤ n,m < N(h) and where
ζjn(u) =
(
en
∣∣(ej,hol− (zu))2) (8.19)
with zu as in (8.10). Using (8.4), (8.5), we see that (8.18) is equal to
(1 +O(h2+ε0))
∑
m
(
(ek,hol− (zw)
2
∣∣em)(em∣∣(ej,hol− (zu))2)
+O(h6+ε0)
∑
n,m
∣∣∣((ej,hol− (zu))2∣∣en)∣∣∣ ∣∣∣((ek,hol− (zw))2∣∣em)∣∣∣. (8.20)
By Lemma 26,∑
n<N(h)
∣∣∣((ej,hol− (zu))2∣∣en)∣∣∣ ≤ N(h)1/2∥∥(ej,hol− (zu))2∥∥(1 +O(h∞)).
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Here, we used as well that h−1/4‖(ej,hol− (zu))2‖  1, which follows directly from (4.20)
and (8.23) below. Using this to estimate the term of order h6 and applying Lemma 26
to the first term in (8.20), one gets
h1/2Kj,kh (u,w) =
(
(ek,hol− (zw))
2
∣∣(ej,hol− (zu))2)
+O(h2)∥∥(ek,hol− (zw))2∥∥∥∥(ej,hol− (zu))2∥∥. (8.21)
Applying Proposition 25 and (4.19) to (8.21), we get that
h1/2Kj,kh (u,w) =δj,k exp
(2
h
Ψjs(zw, zu;h)
)
+O(h2) exp
(1
h
(
Φks(zw;h) + Φ
j
s(zu;h)
))
.
(8.22)
Next, recall (4.20) and write similar to (3.44)
Φjs(z) = 2Φ
j
+,0(z) + h logA
j
s(z;h), Φ
j
+,0(z0) = −Imϕj+(xj+(z), z).
Notice that by (3.19) and (3.46), we have that
Φj+,0(z0) = (∂zΦ
j
+,0)(z0) = (∂z¯Φ
j
+,0)(z0) = 0.
Moreover, by the discussion after (4.20) we see that ∂αh log
(
h1/4Ajs(z;h)
)
= O(h), for
all α ∈ N2, uniformly in z ∈ W (z0). Thus, by Taylor expansion around z0, we have for
h > 0 small enough and u ∈ O that
1
h
Φjs(zu;h) = log h
1/4 + 2(∂2zz¯Φ
j
+,0)(z0)uu+ φ
j
s(u;h) + φ
j
s(u;h) +O(h1/2), (8.23)
where the error term is uniform in u ∈ O and φjs(u;h) is as in the statement of the
Proposition. Similarly, by Proposition (25) and (3.51), we have for h > 0 small enough
and u,w ∈ O that
1
h
Ψjs(zu, zw;h) = log h
1/4 + 2(∂2zz¯Φ
j
+,0)(z0)uw + φ
j
s(u;h) + φ
j
s(w;h) +O(h1/2)
= log h1/4 +
1
2
σj+(z0)uw + φ
j
s(u;h) + φ
j
s(w;h) +O(h1/2),
(8.24)
where the error term is uniform in u,w ∈ O. Thus, combining (8.22) with (8.23 - 8.24),
and using the fact that φjs(u;h) is uniformly bounded for u ∈ O, we obtain that
E
[
f δ,hj (u)f
δ,h
k (w)
]
e−2φ
j
s(u;h)−2φks (w;h) = δj,k eσ
j
+(z0)uw(1 +O(h1/2)) +O(h2).

8.2. Tightness. We will follow the same arguments as in section 7.2, to show the tight-
ness of the sequence of random analytic functions fh,δj on O defined in (8.12).
Recall (5.20) and that the error estimates are uniform in z ∈ W (z0) and in v ∈
PDN(h)(0, C/h), see (7.2), (5.3). For j = 1, . . . , J , let Φ
j
± be as in (3.20). Similar as
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in (7.23), it follows by Proposition 18 and Taylor expansion that e
1
h
(Φj+,0(zw)+Φ
j
−,0(zw)) =
O(1), uniformly in w ∈ O. By (5.20), (8.12) we have
R˜1(w;h) = O(δh−3/2),
R˜2(w;h) = O(δh−11/4),
(8.25)
uniformly in w ∈ O and in v ∈ PDN(h)(0, C/h).
Let K b O be some compact subset. For ε > 0 and let Kε = K + D(0, ε) be the
closure of an ε-neighbohood of K. Pick ε > 0 small enough so that Kε b O.Thus, by
Proposition 53, we have for h0 > 0 small enough that
sup
0<h<h0
E
[
‖fh,δj ‖2L2(Kε)
]
< C(Kε) < +∞. (8.26)
Since F δh is holomorphic, Hardy’s convexity theorem [38, Lemma 2.6] implies that for
any p > 0 there exists a positive constant CKε > 0 depending only on Kε so that
‖F δh‖pL∞(K) ≤ CKε
∫
Kε
|F δh(w)|pL(dw). (8.27)
Using Markov’s inequality, (8.25) and (8.11) in combination with (8.27) for p = 2/J , one
obtains that for h0 > small enough
sup
0<h<h0
P
[‖F δh‖2L∞(K) > r]
≤ r−1/JCKε sup
0<h<h0
E
[ ∫
Kε
|F δh(w)|2/JL(dw)
]
≤ r−1/J
(
C1CKε sup
0<h<h0
J∑
j=1
E
[|fh,δj (w)|2]L(dw) + C2)
≤ O(r−1/J),
(8.28)
where all the constants are independent of r > 0. In the above we also used that∣∣∣ det [diag(f δ,hj (w); j = 1, . . . , J) + R˜2(w;h)]∣∣∣2/J
≤ 2‖diag(f δ,hj (w); j = 1, . . . , J)‖2HS + 2‖R˜2(w;h)‖2HS
≤ 2
J∑
j=1
|fh,δj (w)|2 + 2‖R˜2(w;h)‖2HS .
Hence, in view of Proposition 40, we conclude that F δh is a tight sequence of random
analytic functions.
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For future use, let us remark that similarly to the above, we obtain that for any
w1, . . . , wn ∈ O and for any ε > 0
P
[ n∑
r=1
|det(diag(f δ,hj (wr); j = 1, . . . , J) + R˜2(wr;h))|2 > t
]
≤ O(t−1/Jn1/J)E[‖F δh‖2/JL∞(O)]
≤ O(t−1/Jn1/J).
(8.29)
8.3. Weak convergence to a Gaussian analytic function. In this section we will
show that the random analytic functions F δh , cf. (8.11), converges in distribution, when
h → 0, to a product of independent Gaussian analytic functions. We start by the
following result, analogue of Prop. 47:
Proposition 54. Let fh,δj be as in (8.12), and let K
j(u,w) be as in (8.15). Then
(fh,δj ; 1 ≤ j ≤ J)
fd−→ (fGAFj ; 1 ≤ j ≤ J), h→ 0, (8.30)
where fGAFj are independent Gaussian analytic functions on O with covariance kernel
Kj(u,w) e2φ
j
s(u;0)+2φ
j
s(w;0), u, w ∈ O, (8.31)
where φjs(u; 0) is the quadratic polynomial described in (8.16).
We have the following immediate consequence.
Corollary 55. Under the assumptions of Proposition 54, we have that
det
(
diag(f δ,hj ; j = 1, . . . , J) + R˜2
) fd−→ J∏
j=1
fGAFj , h→ 0. (8.32)
Proof. The proof is similar to that of Corollary 48. 
Proof of Proposition 54. The proof is similar to that of Proposition 47. For M ∈ N∗ let
w1, . . . , wM ∈ O and λ = (λjl ; 1 ≤ j ≤ J, 1 ≤ l ≤ M) ∈ CJ ·M . Consider the following
complex valued random variable
S(λ)
def
=
∑
j,l
λjl f
h,δ
j (wl) =
∑
n<N(h)
vhnGn, Gn =
∑
j,l
λjlh
−1/4ζjn(zwl),
where ζjn is as in (8.19). We are going to show that S(λ) converges in distribution to the
complex valued random variable
SGAF (λ)
def
=
∑
j,l
λjl f
GAF
j (wl),
for all M ∈ N, let w1, . . . , wM ∈ O and all λ = (λi,jl ; 1 ≤ i, j ≤ J, 1 ≤ l ≤ M) ∈ CJ
2·M .
By the Cramér-Wold Theorem this implies (8.30). To prove the limit S(λ) d→ SGAF (λ),
we will use the central limit theorem expressed in Theorem 43. We thus need to check
that the family of random variables (S(λ))0<h≤h0 satisfies the four conditions stated in
the theorem.
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We begin by estimating the average of S(λ): from (8.4), we get∑
n<N(h)
|E[vhnGn]| ≤ O(h3+ε0)
∑
n<N(h)
|Gn|
≤ O(h3+ε0)
∑
j,l
∑
n<N(h)
∣∣∣(h−1/4(ej,hol− (zwl)2|en)∣∣∣
≤ O(h3+ε0)N(h)
∑
j,l
‖h−1/4(ej,hol− (zwl))2‖
≤ O(h1+ε0) .
(8.33)
In the third line we used two Cauchy-Schwarz inequalities, and in the last one the fact
that the states ‖h−1/4(ej,hol− (zw))2‖ = O(1) uniformly when w ∈ O. This proves the
point (i) in Theorem 43. Let us now check condition (ii) of Theorem 43. Using (8.4),
we draw the bound∣∣∣ ∑
n<N(h)
E[(vhn)
2G2n]
∣∣∣ = ∑
n<N(h)
∣∣∣E[(vhn)2]G2n∣∣∣
≤ O(h2+ε0)
∑
n
|Gn|2
≤ O(h2+ε0)
∑
j,l
∑
n<N(h)
∣∣∣(h−1/4(ej,hol− (zwl)2|en)∣∣∣2
≤ O(h2+ε0) .
(8.34)
Next, we compute the variance of S(λ). By (8.4), (8.5)
E
[ ∑
n<N(h)
|vhnGn|2
]
= (1 +O(h2+ε0))
∑
j,l,s,t
λjlλ
s
t
∑
n<N(h)
h−1ζjn(zwl)ζsn(zwt),
which, by (8.19) and Lemma 26 is equal to
(1 +O(h2+ε0))
∑
j,l,s,t
λjlλ
s
th
−1/2((ej,hol− (zwt))2|(es,hol− (zwl))2)+O(h∞). (8.35)
Here, we used as well h−1/4‖ek,hol± (zwl)‖ = O(1), as h → 0, which follows by (4.20) and
(8.23).
By (4.19) we see that the terms in (8.35) with j 6= s are O(h∞). Similar to the proof
of Proposition 53, we then obtain that
E
[ ∑
n<N(h)
|vhnGn|2
]
−→
∑
j,l,t
λjlλ
j
tK
j(wl, wt) e
2φjs(wl;0)+2φ
j
s(wt;0) def= σ(λ,w) (8.36)
as h→ 0.
Continuing, we obtain by (2.16) and the Hölder inequality that∑
n<N(h)
E
[
|vhnGn|4+ε0
]
≤ Cλ
∑
j,l
∑
n<N(h)
|h−1/4ζjn(zwl)|4+ε0
= Cλ
∑
j,l
∑
m<N(h)
∣∣(h−1/4(ej,hol− (zwl))2|em)∣∣4+ε0 .
74 STÉPHANE NONNENMACHER AND MARTIN VOGEL
Using that {em} is an orthonormal basis of L2(R), as well as the uniform estimates
O(h1/4) for the overlaps (see Lemma 27), one obtains that∑
n<N(h)
E
[|vhnGn|4+ε0] = O(h(2+ε0)/4)∑
j,l
∥∥(h−1/4(ej,hol− (zwl))2∥∥2e 4hΦj+,0(zwl )
= O(h(2+ε0)/4).
In the last line we used as well Taylor expansion around z0 and the fact that O is relatively
compact, as in (8.23), to see that the exponentials are of order O(1).
We observe that for any ε > 0∑
n<N(h)
E
[|vhnGn|21{|vhnGn|>ε}] < ε−(2+ε0) ∑
n<N(h)
E
[|vhnGn|4+ε0] −→ 0, (8.37)
as h→ 0. In view of (8.33), (8.34), (8.35), (8.36), (8.37), we may apply the central limit
theorem given in Theorem 43, to show that S(λ) converges in distribution to the random
Gaussian variable ∼ NC(0, σ(λ,w)), with variance given in (8.36).
On the other side, since (fGAFj )j≤J are independent Gaussian analytic functions with
covariance kernel (8.31), it follows that∑
j,l
λjl f
GAF
j (wl) ∼ NC(0, σ˜(λ,w)) , (8.38)
with
σ˜(λ,w) = E
[∣∣∑
j,l
λjl f
GAF
j (wl)
∣∣2] = ∑
j,l,s,t
λjlλ
s
t E
[
fGAFj (wl)f
GAF
s (wt)
]
=
∑
j,l,t
λjlλ
j
tK
j(wl, wt) e
2φjs(wl;0)+2φ
j
s(wt;0)
= σ(λ,w),
(8.39)
where in the last line we also used (8.36). Since a complex Gaussian random variable
is uniquely determined by its expectation and its variance, we conclude that S(λ) d→
SGAF (λ) and, equivalently, (8.30). 
Next, we show that the finite dimensional distributions of F δh and det
(
diag(f δ,hj )+R˜2
)
converge in distribution to the same limit.
By (8.27), (8.28), it follows that the sequence of random vectors
F˜ δh(w)
def
= (F δh(w1), . . . , F
δ
h(wn)), w = (w1, . . . , wn) ∈ On,
is tight for any n ∈ N.
Let n ∈ N and φ ∈ Cc(Cn,R), let w = (w1, . . . , wn) ∈ On, and set:
g˜δh(w)
def
=
(
gδh(w1), · · · , gδh(wn)
)
, gδh(wl) = det
(
diag(f δ,hj (wl)) + R˜2(wl)
)
.
Similar to (7.49), one can then show that for any ε > 0 there exists h0 > 0 such that for
all 0 < h < h0, ∣∣E[φ(F˜ δh(w))]− E[φ(g˜δh(w))]∣∣ ≤ ε. (8.40)
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Moreover, since F˜ δh(w) is a tight sequence of random vectors, it follows from Remark 39
and Corollary 55 that
F δh
fd−→
J∏
j=1
fGAFj , as h→ 0. (8.41)
Since F δh(•) is a tight sequence of random analytic functions, see Section 8.2, it then
follows by Theorem 38 and (8.41) that
F δh
d−→
J∏
j=1
fGAFj , as h→ 0, (8.42)
where fGAFj are as in Proposition 54, with covariance kernel given byK
j(u, w¯) e2φ
j
s(u;0)e2φ
j
s(w;0).
Since e2φ
j
s(u;0) is a nonvanishing deterministic holomorphic function on O,
gj(w)
def
= fGAFj (w)e
−2φjs(w;0)
is a Gaussian analytic function on O, with covariance kernel Kj(u, w¯). Moreover, setting
G˜(w)
J∏
j=1
e2φ
j
s(w;0) def=
J∏
j=1
gj(w)
J∏
j=1
e2φ
j
s(w;0) =
J∏
j=1
fGAFj (w)
def
= G(w),
we see that G˜(w)
∏J
j=1 e
2φjs(w;0) and G(w), as random analytic functions, have the same
distribution. Since,
∏J
j=1 e
2φjs(w;0) never vanishes, it follows by the continuous mapping
theorem [29] and the discussion after (6.2) that for all φ ∈ Cc(O,R),∑
λ∈G−1(0)
φ(λ)
d
=
∑
λ∈G˜−1(0)
φ(λ).
Hence, by (8.42) and Proposition 42, we see that for all φ ∈ Cc(O,R)∑
λ∈(F δh)−1(0)
φ(λ)
d−→
∑
λ∈G−1(0)
φ(λ)
d
=
∑
λ∈G˜−1(0)
φ(λ), as h→ 0. (8.43)
We notice that the random function G˜ is identical with Gz0 in the Theorem 6. Together
with the discussion at the beginning of Section 7 and with Proposition 45, this ends the
proof of that Theorem.
8.4. Correlation functions. Let µhk be the k-point density measure of ZMh , defined in
Theorem 7, and let µk be the k-point density measure of the point process ZGz0 , given
in Theorem 7. Following the exact same arguments as in Section 7.4, we obtain the first
part of Theorem 7: for any O b C open, relatively compact connected domain and for
all ϕ ∈ Cc(Ok\∆,R+), ∫
ϕdµhk −→
∫
ϕdµk as h→ 0.
Recall from Theorem 6 that Gz0(z) =
∏J
j=1 gj(z) where the gj are independent Gauss-
ian analytic functions. To complete the proof of Theorem 7, we will show, using the
simple product structure of Gz0(z), that the k-point measure µk of Gz0 has a continu-
ous Lebesgue density dkG, called the k-point density, which can be explicitly computed,
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using the expressions of the k′-point densities of the GAFs gj . This is not surprising,
remembering that the process ZGz0 is the superposition of the J independent processesZgj . This contrasts with the case of the point process associated with random matrix
perturbations of Ph (see Thm 10), for which the computation of the limiting k-densities
remains an open problem.
Denoting ∆w = ∂w¯∂w and w = (w1, . . . , wk), the generalization of (7.61) reads:
µk(dw) = (2pi)
−k( k∏
i=1
∆wi
)
E[log |Gz0(w1)| · · · log |Gz0(wk)|]L(dw)
def
= dk(w)L(dw),
(8.44)
in the sense of distributions. This follows from the Poincaré Lelong formula and Fubini’s
theorem, see e.g. [28]. Applying the product structure of Gz0 , we obtain
dk(w) =
J∑
β1,...,βk=1
( k∏
i=1
∆wi
)
E[log |gβ1(w1)| · · · log |gβk(wk)|]. (8.45)
Since the gj are mutually independent, for each term β = (β1, . . . , βk) the expectation
in (8.45) factorizes, each factor grouping together the identical GAF gβi = gj . Upon
applying the relevant derivatives ∆wi , each such factor yields a certain density associated
with the GAF gj .
According to [28, Cor.3.4.2], for a Gaussian analytic function f on an open set U ⊂ C
with covariance kernel Kf (u,w), if detKf (wi, wj)1≤i,j≤k does not vanish anywhere on
Uk \∆, then the k-point measure of Zf has a continuous Lebesgue density df (w) given
by
dkf (w) =
1
(2pi)k
( k∏
i=1
∆wi
)
E[log |f(w1)| · · · log |f(wk)|]
=
perm
(
C(w)−B(w)A−1(w)B∗(w))
pik detA(w)
,
(8.46)
where perm(·) denotes the Permanent of a matrix and A,B,C are complex k×k-matrices
defined by
Ai,j(w) = K(wi, wj), Bi,j(w) = (∂wK)(wi, wj), Ci,j(w) = (∂wwK)(wi, wj).
In our case, Theorem 6 shows that for any of j = 1, . . . , J and any k ≥ 1,
det
(
Kj(wn, wm)
)
1≤n,m≤k = det(e
σj+(z0)wnwm)1≤n,m≤k.
This determinant vanishes if and only if wi = wj for some i 6= j, that is if w is in the
diagonal ∆. Therefore, the k-point density functions dkgj of the gj exist, and can be
expressed in the form (8.46). Let Sk be the permutation group of k elements. Any
k-density is symmetric with respect to permutations, hence
dkf (w) =
1
k!
∑
τ∈Sk
dkf (wτ(1), . . . , wτ(k)). (8.47)
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Simple combinatorics shows that we can decompose the index set in the following disjoint
way
{1 ≤ β1, . . . , βk ≤ J} =
⊔
α∈NJ ,|α|=k
Aα,
Aα = {β ∈ Nk; for each j = 1, . . . , J , there are αj components βi equal to j}.
(8.48)
Here we used the notation |α| = α1 + · · · + αJ for a multiindex α ∈ NJ . Using (8.45),
(8.48), (8.47) we write
dk(w) =
∑
α∈NJ ,|α|=k
∑
β∈Aα
1
k!
∑
τ∈Sk
( k∏
i=1
∆wi
)
E[log |gβ1(wτ(1))| · · · log |gβk(wτ(k))|].
Since we sum over all possible permutations τ and since the sum over β ∈ Aα is just a
sum over all possible orderings for a fixed configuration α, it follows together with (8.46)
that
dk(w) =
∑
α∈NJ ,|α|=k
1
k!
(
k
α
) ∑
τ∈Sk
J∏
j=1
d
αj
gj (wτ(α1+···+αj−1+1), . . . , wτ(α1+···+αj)),
where
(
k
α
)
= k!α!
def
= k!α1!α2!···αJ ! is the multinomial coefficient. This is the expression (2.27)
in Theorem 7.
To end this presentation, we provide the explicit formula for the 2-point correlation
function of the limiting point process ZGz0 . Notice first that
d1(w) =
J∑
j=1
d1gj (w).
From (8.46) one calculates directly that
d1gj (w) =
1
pi
∂w∂w¯ logK
j(w,w) =
σj+(z0)
pi
.
Hence,
d1(w) =
1
pi
J∑
j=1
σj+(z0), for all w ∈ C.
Next, we have that
d2(z1, z2) =
J∑
j=1
d2gj (z1, z2) +
J∑
i,j=1
i 6=j
d1gi(z1)d
1
gj (z2).
A cumbersome but straightforward calculation, using (8.46), shows that for any w1 6= w2,
d2gj (w1, w2) =
(σj+(z0)
pi
)2
κ
(σj+(z0)
2
|w1 − w2|2
)
,
where
κ(t) =
(sinh2 t+ t) cosh t− 2t sinh t
sinh3 t
, t ≥ 0.
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A Taylor expansion shows that κ(t) = t(1 +O(t2)), as t→ 0+, and κ(t) = 1 +O(t2e−2t),
as t → +∞. This expression has been obtained before by [24, 2]. We then obtain the
following formula for the 2-point correlation function of ZGz0 :
K2(w1, w2)
def
=
d2(w1, w2)
d1(w1)d1(w1)
= 1 +
J∑
j=1
(σj+(z0))
2(∑J
j=1 σ
j
+(z0)
)2 [κ(σj+(z0)2 |w1 − w2|2)− 1].
For |w1 − w2|  1, we have the asymptotics
K2(w1, w2) = 1 +O
((
σj+(z0)|w1 − w2|2
)2
e
−min
j
σj+(z0)|w1−w2|2)
,
while for |w1 − w2|  1,
K2(w1, w2) = 1−
J∑
j=1
(σj+(z0))
2(∑J
j=1 σ
j
+(z0)
)2 [1− σj+(z0)2 |z1 − z2|2(1 +O(|z1 − z2|4))].
In particular, this 2-point correlation does not vanish when |w1 − w2| → 0.
Let us finally prove Proposition 13, which expresses the invariance of our limiting
processes with respect to the direct isometries of C.
Proof of Proposition 13. We will show the result in case of Gz0 as in Theorem 6, since
the case of Theorem 10 is similar. Let α, β ∈ C with |α| = 1 and let ϕ(w) = αw + β.
By the continuous mapping theorem [29] and the discussion after (6.2), it is sufficient to
show that there exists a deterministic function holomorphic function Φ(w) such that
Gz0(ϕ(w))
d
= Gz0(w)e
Φ(w), w ∈ C. (8.49)
Recall that
Gz0(w) = det(gj(w))
where gj , for 1 ≤ j ≤ J , are independent Gaussian analytic functions on C with covari-
ance kernel
Kj(v, w) = eσ
j
+(z0)vw. (8.50)
Then, gj ◦ ϕ is also an independent Gaussian analytic function on C with covariance
kernel
Kjϕ(v, w) = e
σj+(z0)vweφ
i
+(v)+φ
i
+(w) (8.51)
with
φj+(w) = σ
i
±(z0)
(
αβw +
1
2
|β|2).
Hence, the GAFs gj ◦ ϕ and gjeφ
j
+ are equal in distribution, since they have the same
covariance kernel. By the continuous mapping theorem, the random analytic functions
Gz0 ◦ ϕ and Gz0eΦ are equal in distribution, provided we take Φ(w) =
∑J
j=1 φ
j
+(w). 
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