In recent years, class prediction experiments have been largely developed in cancer research with the aim of classifying unknown samples by examining their expression signature. In natural populations, a significant component of gene expression variability is also heritable. Citrus species are an ideal model to accomplish the study of these questions in plants, due to the existence of varieties derived from somatic mutations that are likely to differ from each other by one or a few point mutations but are phenotypically indistinguishable at early vegetative stages. The small genetic variability existing among these varieties makes molecular markers ineffective in distinguishing genotypes within a particular species. Gene expression profiles have been used to predict mandarin clementine varieties (Citrus clementina Hort. ex Tan.) by means of two independent supervised learning algorithms: Support Vector Machines and Prediction Analysis of Microarrays. The results show that transcriptional variation is variety-dependent in citrus, and supervised clustering methods may correctly assign blind samples to varieties when both training and test samples are under the same experimental conditions.
Introduction
Recent microarrays studies have revealed that every different biological stage is determined by the coordinate expression of a different set of genes. This fact has been exploited in class prediction experiments, with the aim of classifying unknown samples by examining their expression signature. In cancer research, new approaches based on gene expression profiles using supervised training methods are quickly being developed to provide more accurate diagnosis (Golub et al., 1999; Alizadeh et al., 2000; Khan et al., 2001; Kohlmann et al., 2004) , complementing or discarding more subjective methods based on morphological characteristics which are very dependent on the expertise of the pathologist.
Training algorithms have already been used in plants (Heath et al., 2002) but, as far as is known, this is the first time class prediction methods have been applied to address molecular classification of plant varieties.
Transcriptional differences have also been investigated in the context of natural populations (Jin et al., 2001; Enard et al., 2002; Oleksiak et al., 2002; Stamatoyannopoulos, 2004) . These studies have shown that a significant component of gene expression variation is heritable. Different species, varieties, and populations also express a particular set of genes at a certain moment. These heritable gene expression patterns, when applied to supervised training algorithms similar to those used for cancer diagnosis, could possibly be used to solve complex phylogenetic problems of germplasm banks and culture collections, assigning relationships between morphologically similar varieties or populations, and helping to generate evolutionary trees in cases where other methods failed.
Citrus represent an appropriate model to deepen the study of these questions in plants because most of the varieties from commercial species, such as clementine (Citrus clementina Hort. ex Tan.) and sweet orange [Citrus sinensis (L.) Osb.] groups, have arisen by somatic mutation (Cameron and Frost, 1968) . These mutations occur spontaneously and frequently in buds and limbs, representing the main natural source of new varieties (Spiegel-Roy and Goldschmidt, 1996) . Sports showing beneficial horticultural traits (i.e. maturity, flowering time, and fruit characteristics) are perpetuated by growers through vegetative propagation by budding. Moreover, asexual reproduction by apomictic seed (nucellar polyembryony), which is an important characteristic of many citrus varieties, also contributes to preserve the variation generated by mutation or hybridization (Spiegel-Roy and Goldschmidt, 1996) . Morphological identification may be particularly difficult or even impossible for many varieties at early stages of development, being only distinguishable in mature trees (particularly by fruit traits) after periods of years as juveniles. Besides its importance in phylogenetic analyses, citrus identification is crucial to the citrus industry. The possibility of discriminating between citrus varieties which frequently differ from each other in few genetic changes is of great importance to protect variety.
Molecular markers such as RFLPs, RAPDs, AFLPs, ISSR, and SCAR have already been used in citrus (Moore, 2001) and have proved to be very useful for comprehensive phylogenetic studies. However, the small genetic variability existing among some varieties makes this kind of marker inefficient in distinguishing genotypes within a particular species (Deng et al., 1995; Fang and Roose, 1997; Bretó et al., 2001) . Frequently, these markers are only able to distinguish between closely related variety groups, but not varieties belonging to the same cluster (Fang and Roose, 1997) .
In this work, gene expression profiles have been used to predict citrus varieties by means of two independent supervised learning algorithms-Support Vector Machines (SVM; Vapnik, 1998) and Prediction Analysis of Microarrays (PAM; Tibshirani et al., 2002) -and a citrus cDNA microarray containing more than 6500 different citrus unigenes developed within the Spanish Citrus Functional Genomics Project (http://citrusgenomics. ibmcp-ivia.upv.es). As a proof of the principle, 'Clemenules', 'Marisol', and 'Hernandina', three clementines differing mainly in maturation time and in some fruit traits but phenotypically indistinguishable at vegetative stages, have been used. Herrero (1995) and Bretó et al. (2001) developed one RAPD and three IRAP markers, respectively, able to cluster 'Marisol' in a group different from the two other varieties, but no data have been reported to differentiate between 'Clemenules' and 'Hernandina', which always cluster in the same group. Here it is shown that transcriptional variation is variety-dependent in citrus and that, under appropriate experimental conditions, supervised clustering methods can correctly assign blind samples to phenotypically indistinguishable varieties.
Materials and methods

Plant material
Three clementine (Citrus clementina Hort. ex Tan.) varieties were used for this study, namely Clemenules, Marisol, and Hernandina. Twenty samples of each variety (5 g of bark from the last finished sprouting branches) were harvested among 400 plants from the propagation block of the nursery AVASA located in Castellón, Spain in early summer. All plants were grown in the same screenhouse under the same conditions, and the effects of tree and branch position were minimized by random sampling.
Twelve additional samples were collected to check the feasibility of the generated models: seven (three from 'Clemenules' and 'Hernandina' and one from 'Marisol' varieties) were harvested 3 months later (early autumn) from the same trees sampled previously (growing in the AVASA nursery) and the other five (three from 'Hernandina' and one from 'Clemenules' and 'Marisol' varieties) were taken from a screenhouse at a different nursery (Alcanar, Tarragona, Spain) in the same week as those used to build the model. Trees at both nurseries were clonal propagations from the same original pathogen-free trees maintained at the Citrus Germplasm Bank of IVIA (http://www.ivia.es).
RNA isolation and labelling
Five grams of liquid nitrogen-powdered material were resuspended by vortexing in 5 ml of 0.2 M TRIS-HCl, pH 8, 50 mM EDTA, 0.2 M NaCl, 2% (w/v) SDS, 5 ml of H 2 O-saturated phenol, and 25 ll of b-mercaptoethanol, and incubated for 5 min at 50°C. After centrifugation, the aqueous phase was extracted with chloroform: isoamyl alcohol (24:1, v/v). One volume of 6 M LiCl was added to the new aqueous phase, and RNA was left to precipitate overnight at À20°C. After centrifugation and washing with 70% (v/v) ethanol, RNA was resuspended in diethylpyrocarbonate-treated H 2 O.
RNA was labelled following an indirect method (Randolph and Waggoner, 1997) . Reverse transcription, cDNA purification, dye coupling, and fluorescent cDNA purification were accomplished as described by Forment et al. (2005) , except that total RNA (40 lg) was used instead of poly(A) + RNA. Sample RNA was labelled with Cy3, and reference RNA (pooled RNA consisting of an equal amount of RNA from each sample) was labelled with Cy5.
Microarray hybridization and scanning
The cDNA microarray developed under the Citrus Functional Genomic Project (http://citrusgenomics.ibmcp-ivia.upv.es) was used. The microarray contains probes corresponding to 6875 putative unigenes from citrus (Forment et al., 2005) . Microarray hybridization, washing, and scanning were performed as described by Forment et al. (2005) .
Data preprocessing
Spots with background-subtracted intensity greater than 2-fold the mean background intensity in at least one channel were selected and used for normalization with the GenePix 4.1 (Molecular Devices) software. For normalization the mean of the ratio of medians of all the features was made 1. Those values derived from replicate spots were merged by average, and the feature patterns with <80% of existing values were removed (since the total number of samples was 30 that means that those features with no value in at least 24 of the samples were not considered). Missing values in the remaining patterns were inputted using K-Nearest Neighbors (Troyanskaya et al., 2001) , replacing the missing values by the average value of the k¼15 nearest patterns. Replicate merging and filtering of missing values and input was carried out by using the GEPAS interface (http://gepas.bioinfo.cnio.es; Vaquerizas et al., 2005) .
Sample data to be used in the prediction were normalized and replicate spot values merged as described above. Filtering was not done, because classification of the same feature lanes present in the training set is required in the prediction set. For that purpose, local Perl scripts were used. To input the missing values into the test set, data from the training set and for the test set were joined and KNearest Neighbors input was used as described above. After that, data were again split into two sets. Data joining was accomplished only to input the missing values into the prediction set. During preprocessing, training set data were never contaminated with values from the prediction set.
SVM classification
Preprocessed data of a variable number of samples (depending on whether the suitable number of samples for the training set or for the definitive model has been established) were used to train SVM using the SVM train program from the GEPAS GUI (http:// gepas.bioinfo.cnio.es; Vaquerizas et al., 2005) . To establish the suitable number of samples for the training subset and leave-one-out (Scholkopf and Smola, 2002) , the cross-validation method for the definitive models was used 3-fold. Linear classifications were performed, so kernel transformation of the inputs was not carried out. To predict the class of the new samples from the test set, the program SVM classify, accessible at http://gepas.bioinfo.cnio.es (Vaquerizas et al., 2005) , was used.
PAM classification
Since PAM can perform multiclass prediction, a training set, containing the preprocessed sample data from the three clementine classes, was introduced in the Excel GUI software for PAM (http:// www-stat.stanford.edu/;tibs/PAM) to build only one model. Automatic cross-validation (10-fold) was implemented and test errors estimated to optimize the shrinkage parameter (D), which is a threshold used to select genes for class prediction. The D value resulting in the best accuracy (lowest overall error rate) for the prediction with the lowest number of predictive features was chosen.
A test set consisting of preprocessed data from new samples of the three clementine varieties was used for prediction.
Results
With the aim of building mathematical models able to predict clementine classes, screenhouse-grown plants from three different varieties ('Clemenules', 'Marisol', and 'Hernandina') were harvested and their RNA extracted and used to hybridize a citrus cDNA microarray (Forment et al., 2005) using a reference design (see Materials and methods). Resulting data were processed as described in Materials and methods and used for the predictions by two different algorithms, SVM and PAM.
Binary classification using SVM SVM is a supervised machine learning algorithm that operates by finding a hypersurface in the space of possible inputs. This approach attempts to split two classes by maximizing the distance between the hypersurface and the closest points of each class (Vapnik, 1998) . To predict three different clementine classes, three different biclassifications had to be performed.
To find the minimum number of samples necessary to build a model able to predict clementine classes with substantial accuracy, different numbers of samples (4, 6, 8, 10, 12, and 15 ) from Clemenules and Marisol were used to train the SVM algorithm. For each number of samples, 10 replica models (using a different sample subset for each) were created and after cross-validation by 3-fold, the accuracy of the models was tested. Three-fold cross-validation splits the data into three subsets, and uses two to build a model and one to classify. This is iteratively repeated leaving one different subset each time. For each number of samples represented, the accuracy was calculated as the average of the 10 different accuracies from each replica model (Fig. 1) .
Although >80% average accuracy was found using only eight samples per variety, the result was still quite dependent on the sample subset used for every replicamodel, indicating that sample variability still affected the output of the algorithm. This effect was reduced significantly by increasing the number of samples (see Fig. 1 ). Using 15 samples per variety, the total accuracy was 96.7% regardless of the sample subset used for training. Less than 15 samples could even be used in cases where sample size is a limitation, provided that larger misclassification rates are allowed.
Three different biclassification models were built pair wise. A preprocessed data set of 15 samples from each variety was split and used as a training set (30 in total). The apparent accuracy (internal validation) of the prediction, estimated by leave-one-out cross-validation, was 29/30 (96.7%) in all three binary models. The other five samples of each variety (10 in total), used as a test set, were correctly classified by the models 'ClemenulesMarisol' and 'Marisol-Hernandina'. For the 'ClemenulesHernandina' model, only one sample was misclassified (Table 1) . Thus, the estimation of true accuracy (external validation) after prediction was 10/10 (100%) in the models 'Clemenules-Marisol' and 'Marisol-Hernandina', and 9/10 (90%) in the 'Clemenules-Hernandina' model. The results were consistent regardless of the individuals chosen in the training set (data not shown).
Classification using PAM
This algorithm does sample classification using the nearest shrunken centroid method with automatic gene selection, based on a ranking that uses a penalized t-statistic and soft-thresholding. The misclassification error rate is determined through 10-fold cross-validation that works 3-fold but splitting the data into 10 subsets (Tibshirani et al., 2002) . As multiclass classification can be performed by PAM. Only one model was built with 15 samples of each variety (45 in total). The thresholding parameter D (which determines the degree of shrinkage) to select genes for class prediction was fixed at D¼4.65 (Fig. 2) to minimize the cross-validated results and the test errors. The method eliminates components (features) from the class prediction as the D parameter is increased. Adding more features usually increases the error rate, whereas fewer features result in insufficient power to discriminate between classes. The chosen value for D yielded 32 clones/features as the gene set used for the prediction (Fig. 3) .
Having identified the number of genes able to distinguish the three varieties, next class prediction analyses were performed to classify an independent data set. The test set consisted of preprocessed data from five samples of each variety (15 in total). All the samples were correctly assigned (Table 1) and the results were reproducible regardless of the individuals chosen in the training set (data not shown).
Influence of environmental factors on the prediction
To evaluate the effect of environmental factors on the feasibility of the generated models, two more sample sets were generated next following the same sampling strategy used previously: one set of samples was taken from the same trees of the former set but harvested some months later than the first sample set and another set was taken from a different nursery at the same time as those used to generate the model (see Materials and methods).
Prediction accuracies diminished considerably when these samples were used as a test set with either the SVM or the PAM models (Table 2) . Even samples taken from the same individuals that could be reliably predicted in the first sampling (see above) were predicted now with low accuracy. In some cases, results were very close to those expected at random, indicating that both training and test samples need a controlled experimental design to assure feasibility of prediction, and that the model cannot be extended to samples grown in other environmental conditions.
Discussion
Supervised training methods using gene expression profiles have been mainly applied in recent years to cancer research (Golub et al., 1999; Alizadeh et al., 2000; Khan et al., 2001; Kohlmann et al., 2004) . Here the same rationale has been used to elucidate whether closely related plant genotypes can be distinguished by their gene expression profile. By using three clementine varieties ('Clemenules', 'Marisol', and 'Hernadina'), phenotypically indistinguishable at vegetative stages of the life cycle, it has been shown that these methods can assign a class to individuals from unknown origin. In citrus the genetic variation within each species is very narrow (Herrero et al., 1996) and all varieties of clementine mandarins most probably derive from a single plant, the product of uncontrolled crosses and spontaneous somatic mutations carefully selected by the growers and then vegetatively propagated (Bretó et al., 2001) . This low genetic variation limits the use of molecular markers to Sample number Accuracy Fig. 1 . Accuracy of the models generated through SVM for different sample numbers of the mandarin varieties 'Clemenules' and 'Marisol'. Accuracy is expressed as an average of the results obtained in 10 replica models. a Apparent accuracy of the prediction estimated by leave-one-out cross-validation.
b True accuracy after prediction 11419  9959  6964  4554  2699  1530  841  393  181  90  15  3  1 identify varieties, and only two studies have reported molecular markers able differentially to cluster 'Marisol' from 'Clemenules' and 'Hernandina'. Herrero (1995) , studying the genetic uniformity of clementine varieties, found that only one out of 40 RAPD markers was able to differentiate the 'Marisol' group from that in which 'Clemenules' and 'Hernandina' clustered. Bretó et al. (2001) obtained similar results and showed that the 'Marisol' cluster differed from the 'Clemenules' and 'Hernandina' group in three IRAP markers. However, all markers were unable to differentiate 'Clemenules' from 'Hernandina'. Recently, several reports have addressed the question of the variability of gene expression in the context of natural populations and the extent to which inter-individual variability in the patterns of gene activity reflects heritable determinants of gene regulation versus the action of environmental factors (Oleksiak et al., 2002; Stamatoyannopoulos, 2004) . Evidence exists that a significant component of the variability in gene expression is genetic, implying heritable variation in cis-and transacting factors among different individuals and populations (Enard et al., 2002; Stamatoyannopoulos, 2004) . To separate the contributions of genotype and environment on gene expression in citrus, a sampling strategy that reduced environmental effects has been designed, eliminating systematic bias and randomizing the remaining variables.
Individual CV Plots
Two different methods (SVM and PAM) (Vapnik, 1998; Tibshirani et al., 2002) were successful in predicting the three clementine varieties. In the SVM two-class analysis, a high predictive accuracy (100%) in assigning the blind samples to the correct class in the 'ClemenulesMarisol' and 'Marisol-Hernandina' models was obtained. When an attempt was made to classify the test samples using the 'Clemenules-Hernandina' model, the prediction accuracy decreased to 90% because one sample corresponding to the 'Clemenules' class was predicted as 'Hernandina'. As implemented in GEPAS, SVM makes a binary prediction using the information from every gene. This kind of analysis has been described to allow the noise associated with genes with little or no discriminatory power to inhibit the performance of the algorithms (Ambroise and McLachlan, 2002) . However, the low error rate obtained is still promising, and the only misclassification event is not surprising considering that 'Clemenules' and 'Hernandina' are very closely related and, therefore, their heritable transcriptional profiles are expected be more similar and difficult to classify unambiguously. a Accuracy of the prediction for samples taken from a different nursery at the same time as those used to generate the model. b Accuracy of the prediction for samples taken from the same trees of the samples used to build the model but harvested some months later than the first sample set.
The PAM algorithm, however, is a multiclass classifier that implements a feature-subset selection approach to reduce the number of genes used for prediction (Tibshirani et al., 2002) , identifying those contributing most to the classification. The PAM algorithm correctly classified all the samples (100% accuracy) in the present study, based on the gene expression of 32 genes considered differentially expressed between 'Clemenules', 'Marisol', and 'Hernandina' (see Table 1 ). The use of this ranked feature-selection approach allows a relatively small number of predictive genes to be found. This contrasts with other noise reduction approaches based on principal component analysis or clustering, where the biological meaning of the entities analysed is to some extent lost (Mateos et al., 2001) . In this study, a microarray containing around 7000 genes (representing all functional categories) was used, the majority of which were equally expressed in all three varieties according to the data obtained. It is interesting that, among the predictive genes, there are an increased fraction of genes coding for proteins related to the signal transduction of ABA (C02014F08, C07010B02, C02004A05, C02014C03, C18013C02; see Fig. 3 ) that are overexpressed in the 'Hernandina' variety. The possible biological significance of this result remains to be established. In any case, the risks of extracting biological information from biased expression data have been described (Novatchkova and Eisenhaber, 2001) , and higher gene representation should be used to extract reliable information about distinct gene pathway regulation in the different varieties.
The prediction accuracy diminished considerably with changing environmental conditions, indicating that, as expected for these three closely related citrus varieties, the heritable variety-dependent gene expression variation contributes very little to total gene expression, and that a small perturbation in these conditions provokes major changes in gene expression that obscure the heritable effects. Nonetheless, highly similar citrus varieties were predicted if environmental differences were reduced to a minimum, indicating that heritable gene expression applied to supervised training methods could be a useful way of identifying variety if the experimental design is controlled. In nurseries, citrus varieties are usually grown under controlled conditions and, even when this is not the case, due to the ease of vegetative clonal propagation by budding of citrus plants, it would take just 6-8 weeks to grow new plants under the same greenhouse conditions. In non-clonal organisms where inter-population genetic variation is greater, a well-designed strategy is likely to allow prediction using supervised clustering algorithms.
The possibility of generating prediction models for different varieties could help to determine legal issues regarding the protection of rights of citrus breeders until variety-specific molecular markers as SNPs are developed. However, carefully controlled experiments have to be designed. Moreover, as these algorithms assign any test sample to the most related class of the model, certified samples coming from new varieties or species could be tested on models generated from their possible parental or related counterparts. The model would thus reveal the most related species based on the expression profiles encountered, opening up new possibilities for phylogenetic studies.
