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In this paper we develop some new KAM-technique to prove two general KAM theo-
rems for nearly integrable hamiltonian systems without assuming any non-degeneracy
condition. Many of KAM-type results (including the classical KAM theorem) are spe-
cial cases of our theorems under some non-degeneracy condition and some smoothness
condition. Moreover, we can obtain some interesting results about KAM tori with
prescribed frequencies.
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1 Introduction
In this paper we consider the persistence of invariant tori of integrable hamiltonian system
under small perturbation, which has been the fundamental problem of hamiltonian system
and also the motivation of many KAM theorems [1, 7, 9, 10, 11, 12, 13]. As is well
known, KAM method becomes a mighty instrument to deal with such that quasi-periodic
problem with the notorious small divisors. The proof of KAM theorems are based on the
KAM iteration, involved with certain small divisor condition or non-degeneracy condition
[4, 5, 6, 14, 15, 16, 17]. In this paper, we develop some new KAM technique to prove
two general KAM theorems without imposing small divisor condition or non-degeneracy
condition, which can be applied to diverse cases to obtain some interesting results. These
general KAM theorems make no sense if no small divisor condition or non-degeneracy
condition is assumed.
Let H(q, p) = h(p) + f(q, p), where (q, p) ∈ Tn ×D, with Tn the usual n-dimensional
torus and D a bounded simply connected open domain of Rn. h(p) and f(q, p) are real
analytic on D¯ and D¯ × Tn, respectively. The corresponding hamiltonian system is
q˙ = Hp(q, p) = hp(p) + fp(q, p)
p˙ = −Hq(q, p) = −fq(q, p) (1.1)
∗The work was supported by the National Natural Science Foundation of China(11371090)
†Corresponding author, E-mail address: xujun@seu.edu.cn
‡E-mail: Jennysundate@163.com
1
At first, by a transformation p = ξ + I and q = θ, ξ ∈ D, we introduce a parameter
ξ and then the hamiltonian system (1.1) is equivalent to a parameterized hamiltonian
system:
H(q, p) = h(ξ) + 〈hp(ξ), I〉+ fh(ξ; I) + f(θ, ξ + I)
= e+ 〈ω(ξ), I〉 + P (ξ; θ, I),
where
e = h(ξ), ω(ξ) = hp(ξ), fh(ξ; I) = h(I + ξ)− h(ξ)− 〈hp(ξ), I〉,
P (ξ; θ, I) = fh(ξ; I) + f(θ, ξ + I),
and ξ ∈ Π ⊂ D is regarded as parameter. Here e is an energy constant and usually is
omitted in KAM steps. ω : ξ → ω(ξ) is called frequency mapping, and P is a small
perturbation term.
This technique of introducing parameter was first used by Po¨schel in [15], leading to
separation of invariant tori and their frequencies in KAM iteration.
Then the corresponding hamiltonian system becomes{
θ˙ = HI = ω(ξ) + PI(ξ; θ, I)
I˙ = −Hθ = −Pθ(ξ; θ, I)
(1.2)
Thus, the persistence of a family of invariant tori Tn × {p} for (1.1) is reduced to that
of invariant tori Tn × {0} with frequencies ω(ξ) for hamiltonian system (1.2) with the
parameter ξ ∈ Π.
Without loss of generality, we consider the parameterized hamiltonian system (1.2)
with H = H(ξ; θ, I) = 〈ω(ξ), I〉 + P (ξ; θ, I), where P is a perturbation term.
Let 0 < α < 1, τ > n− 1 and
Oα,τ =
{
ω ∈ Rn : ∣∣〈ω, k〉∣∣ ≥ α|k|τ , ∀ k ∈ Zn \ {0}}. (1.3)
If P = 0, for every parameter ξ ∈ Π the system (1.2) admits an invariant torus T n×{0}
with frequency ω(ξ). The classical KAM theorem says that if the frequency mapping is
non-degenerate in Kolmogorov’s sense:
det(∂ξω) = det(hpp) 6= 0,
then for most ξ ∈ Π such that ω(ξ) ∈ Oα,τ , the invariant tori with frequencies ω(ξ) will
survive of arbitrarily sufficiently small perturbations [1, 7, 9, 13, 15, 14].
Later, Kolmogorov’s non-degeneracy condition has been weakened to Ru¨ssmann’s non-
degeneracy condition [16, 17, 20, 18]:
a1ω1(ξ) + a2ω2(ξ) + · · ·+ anωn(ξ) 6≡ 0 on Π, (1.4)
for all (a1, . . . , an) ∈ Rn \ {0}. That means, under the condition (1.4), for most ξ in
the sense of Lebesgue measure, the perturbed system (1.2) still has invariant tori with
frequencies in Oα,τ . However, since the range of the frequency mapping ω may be on a
sub-manifold, the frequencies of persisting invariant tori may not come from unperturbed
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ones. Thus it is difficult to provide accurate information about the frequencies of KAM
tori.
More recently, some authors turn to study the persistence of invariant tori with pre-
scribed frequency. In the paper [21], assuming ω0 ∈ Oα,τ and deg(ω,Π, ω0) 6= 0, the
authors proved the perturbed parameterized system (1.2) still has an invariant torus with
ω0 as its frequency, i.e., the torus with the prescribed frequency ω0 persists under small
perturbations.
However, the result in [21] cannot be generalized to lower dimensional elliptic invariant
tori. In the Kolmogorov non-degenerate case, Bourgain considered the following hamilto-
nian
H(ω; θ, I, z, z¯) = 〈ω, I〉 +Ω(ω)z z¯ + P (ω; θ, I, z, z¯),
and obtained a similar result for lower dimensional elliptic invariant tori [2]. More precisely,
suppose ω0 ∈ Oα and (ω0,Ω0) = (ω0,Ω(ω0)) satisfy the first Melnikov condition, then for
most of sufficiently small λ, there exists ξ such that the above perturbed hamiltonian has
an elliptic lower dimensional invariant torus Tn × {0, 0, 0} with the frequency (1 + λ)ω0.
In this paper, we are mainly interested in the persistence of invariant tori with pre-
scribed frequency. For this purpose, we will develop a new technique of KAM iteration to
separate non-degeneracy condition from KAM iteration. The key lies in an explicit exten-
sion of small divisors to the parameter definition domain. Our extension of small divisors
always works even though the small divisor condition does not hold for every ξ ∈ Π. Thus
the constructed symplectic transformation and the new perturbation are well defined for
all parameters. However, only for these parameters such that the small divisor condition
holds, the new hamiltonian is exactly from the original one under the symplectic trans-
formation; otherwise, we only obtain a formal new hamiltonian, it may have no relation
with the previous hamiltonian and thus cannot provide any useful information.
To be more precise, let α > 0, τ > n− 1 and a family of parameterized hamiltonian be
{H(ξ; θ, I) = 〈ω(ξ), I〉 + P (ξ; θ, I) : ξ ∈ Π}.
By our KAM iteration, we can have a family of parameterized normal hamiltonian
{H∗(ξ; θ, I) = 〈ω∗(ξ), I〉 + P∗(ξ; θ, I) : ξ ∈ Π},
where the frequency mapping ω∗(ξ) is a small perturbation of ω and P∗ = O(I
2). For ξ ∈ Π,
if ω∗(ξ) ∈ Oα, the original hamiltonian H(ξ; ·) is just normalized to H∗(ξ; ·) and then has
an invariant torus with frequency ω∗(ξ). If ω∗(ξ) /∈ Oα, we cannot have any relation
between H(ξ; ·) and H∗(ξ; ·); in this case H∗(ξ; ·) does not provided any information of
H(ξ; ·). Thus, if ω∗(ξ) /∈ Oα for all ξ ∈ Π, our result makes no sense.
2 Main Results
To state our theorems, we first give some notations. Define a small neighborhood of
T
n × {0} by
D(s, r) =
{
(θ, I) ∈ Cn × Cn : |Im θ|∞ ≤ s, |I|1 ≤ r
}
,
where |Im θ|∞ = max1≤i≤n |Imθi|, |I|1 =
∑
1≤i≤n |Ii|. Let Π ⊂ Rn be a bounded connected
closed domain.
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Consider a parameterized hamiltonian
H(ξ; θ, I) = 〈ω(ξ), I〉+ P (ξ; θ, I). (2.1)
SupposeH(ξ; θ, I) is real analytic in (θ, I) ∈ D(s, r) and Cm-smooth in ξ ∈ Π with m ≥ 0.
We expand P (ξ; θ, I) as the Fourier series with respect to θ
P (ξ; θ, I) =
∑
k∈Zn
Pk(ξ; I) e
i〈k,θ〉.
Let Zn+ consist of all the integer vectors with non-negative components, and then Pk(ξ; I) =∑
ℓ∈Zn
+
Pk,ℓ(ξ) I
ℓ.
Define
‖P‖α,Π×D(s, r) =
∑
k
‖Pk‖Π;r es|k|,
where ‖Pk‖Π;r = sup|I|1≤r |
∑
ℓ≥0 ‖Pk,ℓ‖α,Cm(Π)Iℓ| with the weighted norm
‖Pk,ℓ‖α,Cm(Π) = max
|β|≤m
α|β|max
ξ∈Π
∣∣∂βPk,ℓ(ξ)
∂βξ
∣∣.
The weight α is supplemented so that the relevant KAM estimates in the sequel can be
written in a succinct way.
Theorem 2.1 Consider the hamiltonian (2.1) and suppose H is real analytic in (θ, I) on
D(s, r) and Cm-smooth in ξ on Π. Let Oα,τ be defined as (1.3). For any 0 < α ≤ 1,
τ > n− 1 and m ≥ 0, there exists a sufficiently small γ > 0, such that if
‖P‖α,Π×D(s, r) = ǫ ≤ αrsτ
′
γ with τ ′ = n+ (m+ 1)τ +m,
then there exist a family of symplectic mappings {Φ∗(ξ; ·) | ξ ∈ Π} and a family of hamil-
tonian {H∗(ξ; ·) | ξ ∈ Π} such that the following conclusions hold:
(i) Φ∗(ξ; θ, I) is analytic in (θ, I) on D(s/2, r/2) and C
m-smooth in ξ on Π, and maps
D(s/2, r/2) into D(s, r). Moreover,
‖W (Φ∗ − id) ‖α,Π×D(s/2, r/2) ≤ cγ,
where W = diag(ρ−1In, r
−1In) with ρ = s/20 and In the n-th unit matrix.
(ii)
H∗(ξ; θ, I) = 〈ω∗(ξ), I〉 + P∗(ξ; θ, I)
is analytic in (θ, I) on D(s/2, r/2) and Cm-smooth in ξ on Π, with the estimates
‖ω∗ − ω‖α,Cm(Π) ≤ 2ǫ/r, P∗(ξ; θ, I) = O(I2).
(iii) If ω∗(ξ) ∈ Oα,τ , we have
H ◦ Φ∗(ξ; θ, I) = H∗(ξ; θ, I).
Thus the hamiltonian H(ξ; ·) has an invariant torus Φ∗(ξ;Tn, 0) with the frequency ω∗(ξ).
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Next we consider the perturbation of elliptic lower dimensional invariant tori and
establish an analogous KAM theorem. When it causes no confusion, we still employ the
same notations to denote the variables and sequencies.
Define a complex neighborhood of Tn × {0, 0, 0} by
D(s, r) = {(θ, I, z, z¯) ∈ Cn ×Cn × Cn¯ × Cn¯ : |Imθ|∞ ≤ s, |r|1 ≤ r2, |z|2 ≤ r, |z¯|2 ≤ r}.
Consider a parameterized hamiltonian
H(ξ; θ, I, z, z¯) = 〈ω(ξ), I〉 + 〈Ω(ξ), z z¯〉+ P (ξ; θ, I, z, z¯) (2.2)
defined for (ξ; θ, I, z, z¯) ∈ Π×D(s, r), where
Ω = (Ω1, . . . ,Ωn¯) and zz¯ = (z1z¯1, . . . , zn¯z¯n¯). (2.3)
The associated symplectic structure is
n∑
i=1
dIi ∧ dθi + i
n¯∑
j=1
dzj ∧ dz¯j ,
with i =
√−1. Suppose H is real analytic in (θ, I, z, z¯) on D(s, r) and Cm-smooth in ξ on
Π with m ≥ 0.
Expand P as the Fourier series with respect to θ
P (ξ; θ, I, z, z¯) =
∑
k∈Zn
Pk(ξ; I, z, z¯) e
i〈k,θ〉.
Let
Pk(ξ; I, z, z¯) =
∑
ℓ1∈Zn+,ℓ2,ℓ3∈Z
n¯
+
Pk,ℓ(ξ) I
ℓ1zℓ2 z¯ℓ3 , ℓ = (ℓ1, ℓ2, ℓ3)
Then we define
‖P‖α,Π×D(s, r) =
∑
k
‖Pk‖Π;r es|k|,
where
‖Pk‖Π;r = sup
|I|1≤r2,|z|2≤r,|z¯|2≤r
∣∣∑
ℓ
‖Pk,ℓ‖α,Cm(Π)Iℓ1zℓ2 z¯ℓ3
∣∣.
Set Z = {(k, l) ∈ Zn × Zn¯ : k 6= 0, |l| ≤ 2} and L = {l ∈ Zn¯ : 1 ≤ |l| ≤ 2}. For fixed
constants 0 < α < 1 and τ > n− 1, define O˜α,τ ⊂ Rn × Rn¯ as
O˜α,τ =
{
(ω,Ω) :
∣∣〈ω, k〉+ 〈l,Ω〉∣∣ ≥ α|k|τ , (k, l) ∈ Z and |〈l,Ω〉| ≥ α, l ∈ L}. (2.4)
Theorem 2.2 Consider the hamiltonian (2.2) and suppose H is real analytic in (θ, I, z, z¯)
on D(s, r) and Cm-smooth in ξ on Π. Let O˜α,τ be defined by (2.4). For any 1 ≥ α > 0,
τ > n− 1 and m ≥ 0, there exists a sufficiently small γ > 0, such that if
‖P‖α,Π×D(s, r) = ǫ ≤ αr2sτ
′
γ with τ ′ = n+ (m+ 1)τ +m,
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then there exists a family of symplectic mappings {Φ∗(ξ; ·) | ξ ∈ Π} and a family of hamil-
tonian {H∗(ξ; ·) | ξ ∈ Π} such that the following conclusions hold:
(i) Φ∗(ξ; θ, I, z, z¯) is analytic in (θ, I, z, z¯) on D(s/2, r/2) and C
m-smooth in ξ on Π, and
maps D(s/2, r/2) into D(s, r). Moreover,
‖W (Φ∗ − id) ‖α,Π×D(s/2, r/2) ≤ cγ,
where W = diag(ρ−1In, r
−2In, r
−1In¯, r
−1In¯) with ρ = s/20 and In being the n-th unit
matrix.
(ii)
H∗(ξ; θ, I, z, z¯) = 〈ω∗(ξ), I〉 + 〈Ω∗(ξ), zz¯〉+ P∗(ξ; θ, I, z, z¯)
is analytic in (θ, I, z, z¯) on D(s/2, r/2) and Cm-smooth in ξ on Π , with the estimates
‖ω∗ − ω‖α,Cm(Π) ≤ 2ǫ/r2, ‖Ω∗ − Ω‖α,Cm(Π) ≤ 2ǫ/r2,
and
∂ℓ1I ∂
ℓ2
z ∂
ℓ3
z¯ P∗(ξ; θ, 0, 0, 0) = 0, ∀ 2|ℓ1|+ |ℓ2|+ |ℓ3| ≤ 2.
(iii) If (ω∗(ξ),Ω∗(ξ)) ∈ O˜α,τ , we have
H ◦ Φ∗(ξ; θ, I, z, z¯) = H∗(ξ; θ, I, z, z¯).
Thus the hamiltonian H(ξ; · · · ) has an elliptic lower invariant torus Φ∗(ξ;Tn, 0, 0, 0) with
ω∗(ξ) being the tangential frequency and Ω∗(ξ)) the normal frequency.
Remark 2.1 Theorems 2.1 and 2.2 imply that the existence of KAM tori is equivalent
to whether the final frequencies ω∗ belong to Oτ,α or (ω∗,Ω∗) belong to O˜τ,α. Note that in
our theorems we do not need any non-degeneracy assumption and any strict smoothness
condition for parameter as in the previous KAM theorems; thus our results are more
general.
3 Stability of Diophantine Frequency
For application of Theorems 2.1 and 2.2, in this section we make some preliminaries
to explore existence of Diophantine frequencies in the image set {ω∗(ξ) : ξ ∈ Π} or
{(ω∗(ξ),Ω∗(ξ)) : ξ ∈ Π} . Note that ω∗ = ω + ωˆ is only a small perturbation of ω and
‖ · ‖Cm(Π) ≤ α−m‖ · ‖α,Cm(Π). By the theorems, we have ‖ωˆ‖Cm(Π) ≤ σ, where σ = 2ǫrαm or
σ = 2ǫ
r2αm
in the case of elliptic lower dimensional tori. This observation illustrates that
the stability of Diophantine frequency is quite important for our problem.
Stability of prescribed frequency.
Let ω0 ∈ ω(Π) = {ω(ξ) : ξ ∈ Π} and ω∗ = ω + ωˆ. If there exists a sufficiently small
constant σ0 > 0, such that if ‖ωˆ‖Cm(Π) ≤ σ0, we have a λ with |λ| << 1, such that
(1 + λ)ω0 ∈ ω∗(Π), we say the direction of ω0 is stable in ω(Π); in particular, if λ = 0, we
say ω0 is stable.
The above definition suggests that the stability of Diophantine frequency corresponds
to the persistence of invariant tori with the prescribed frequency. When the direction
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of a diophantine frequency is stable, there exists an invariant torus with the frequency
only being a dilation of the prescribed frequency. This kind of invariant tori carry certain
information of frequencies from the integrable system.
In what follows, ω ∈ Rn always indicates a row vector. The notation ‖ · ‖m is used in
place of ‖ · ‖Cm(Π) for short, especially, ‖ · ‖ = ‖ · ‖0. We always denote by ω∗ = ω+ ωˆ and
by Ω∗ = Ω+ Ωˆ small perturbations of ω and Ω, respectively.
Lemma 3.1 Let Π ⊂ Rn, ω(ξ) ∈ Rn and Ω(ξ) ∈ R belong to C1(Π) with
rank (∂ξω) = n and |Ω(ξ)| ≥ c > 0, ∀ξ ∈ Π.
Denote by U = (ω,Ω)T the transpose of (ω,Ω). Let A(ξ) = (∂ξU,U) and
∂ξU = (∂ξ1U, . . . , ∂ξnU).
Suppose rank(A(ξ)) = n+ 1, for all ξ ∈ Π. Let ω˜ = ω/Ω. Then we have
rank (∂ξω˜) = n, ∀ξ ∈ Π.
Proof: Set V = (ω˜, 1)T and then U = Ω · V. It follows that
A = (∂ξ1Ω · V +Ω · ∂ξ1V, . . . , ∂ξnΩ · V +Ω · ∂ξnV, Ω · V ).
Let
B = (∂ξ1V, . . . , ∂ξnV, V ).
Note that ∂ξjΩ are scalar functions for all arbitrary j. Therefore,
rank(B(ξ)) = rank(A(ξ)) = n+ 1
and then rank (∂ξω˜) = n. ✷
Lemma 3.2 Let ω(ξ) ∈ Rn belong to C1(Π) and ωT be its transpose. Suppose that for all
ξ ∈ Π we have
rank (∂ξω) = n− 1 and rank (∂ξωT , ωT ) = n.
Denote by
ω˜ = (ω1, . . . , ωj−1, ωj+1, . . . , ωn), ξ˜ = (ξ1, . . . , ξi−1, ξi+1, . . . , ξn).
Then, for any ξ ∈ Π there exist i and j with 1 ≤ i, j ≤ n such that rank (∂ξ˜ω˜) = n − 1.
Moreover, if ωj(ξ) 6= 0, we have rank (∂ξ˜ ω˜ωj ) = n− 1.
Proof: This lemma can be proved by directly applying Lemma 3.1. ✷
Lemma 3.3 Let ω(ξ) = (ω1(ξ), . . . , ωn(ξ)) and ω∗ = ω + ωˆ belong to C
1(Π), where
ξ = (ξ˜, ξn) ∈ Π = Π˜× [ξ0n − β, ξ0n + β] ⊂ Rn−1 × R.
Set ω0 = ω(ξ0), ξ0 = (ξ˜0, ξ0n) ∈ Π,
ω♭ = (ω1, . . . , ωn−1) and ωˆ
♭ = (ωˆ1, . . . , ωˆn−1).
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Let λ(ξ) = ω−10n · ω∗n(ξ)− 1. Suppose for ξ ∈ Π, |ωn(ξ)| ≥ c > 0, and the Jacobian matrix
∂ξ˜(
ω♭
ωn
) is non-degenerate. Then, there exist sufficiently small positive constants σ0 and
δ0, such that if ‖ωˆ‖ = σ < σ0 and |ξn − ξ0n| ≤ δ0, there exists a unique ξ∗ = ξ∗(ξn) ∈ Π,
which is continuously differentiable in ξn, such that
ω∗(ξ∗) = (1 + λ(ξ∗))ω0.
Moreover, λ(ξ∗) = O(|ξn − ξ0n|+ σ).
Proof: Rewrite as ω∗ = (ωn + ωˆn) · ω˜∗, where ω˜∗ = (ω−1n · ω♭ + a(ξ), 1) and
a(ξ) = − ωˆn
ωn(ωn + ωˆn)
· ω♭ + 1
ωn + ωˆn
· ωˆ♭.
It is easy to verify ‖a‖ ≤ c1σ.
Note that the above functions are all uniformly continuous in (ξ˜, ξn). The assumption
also implies ω−1n · ω♭ is non-degenerate uniformly with respect to ξ˜. Hence, there exists a
small δ0 such that if σ is sufficiently small, for |ξn−ξ0n| ≤ δ0, we have a unique ξ˜∗ = ξ˜∗(ξn)
and ξ∗ = (ξ˜∗(ξn), ξn), such that
ω−1n (ξ∗) · ω♭(ξ∗) + a(ξ∗) = ω−10n · ω♭0.
Moreover, ξ˜∗ is differentiable in ξn, and satisfies
|ξ˜∗(ξn)− ξ˜0| ≤ c2|ξn − ξ0n|+ c3σ.
In view of ω0n · ω˜∗(ξ∗) = ω0, it is easy to see that
ω∗(ξ∗) = (1 + λ(ξ∗))ω0.
Moreover,
λ(ξ∗) = ω
−1
0n ·
(
ωn(ξ∗)− ωn(ξ0) + ωˆn(ξ∗)
)
= O(|ξn − ξ0n|+ σ)
as ξn → ξ0n and σ → 0. ✷
Proposition 3.1 Let ω(ξ) ∈ Rn and ω∗(ξ) = ω(ξ) + ωˆ(ξ) belong to C1(Π). Suppose the
following Bruno non-degeneracy condition hold:
rank (∂ξω) = n− 1 and rank (∂ξωT , ωT ) = n, ∀ξ ∈ Π. (3.1)
Then ω(Π) ∩Oα,τ 6= ∅. Moreover, let
ω0 = ω(ξ0) ∈ Oα,τ , ξ0 ∈ Π.
There exists sufficiently small positive constants δ0 and σ0 such that if ‖ωˆ‖ = σ < σ0,
the set ω∗(Π) contains a continuously differentiable one-parameter family of Diophantine
frequencies with the form (1+ λ(η))ω0, where λ is continuously differentiable for |η| ≤ δ0,
and satisfies λ(η) = O(|η| + σ).
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Proof: It is well known from the Bruno non-degeneracy condition that if α is suffi-
ciently small, ω(Π) ∩Oα,τ is nonempty.
Since ω0 is Diophantine, it follows ω0j 6= 0 for 1 ≤ j ≤ n. Applying Lemma 3.2, there
exists a small neighbor Π0 of ξ0 in Π and i, j, such that for all ξ ∈ Π0, we have ωj(ξ) 6= 0,
rank (∂ξ˜ω˜) = n− 1 and rank (∂ξ˜
ω˜
ωj
) = n− 1,
where ω˜ and ξ˜ are defined as in Lemma 3.2.
Then Lemma 3.3 ensures sufficiently small constants σ0 > 0 and δ0 > 0, such that
for ‖ωˆ‖ = σ < σ0 and |ξj − ξ0j | < δ0, we have a unique ξ∗ = ξ∗(ξj), that is continuously
differentiable in ξj, such that
ω∗(ξ∗) = (1 + λ(ξ∗))ω0.
Moreover, λ(ξ∗) = O(|ξj − ξ0j|+ σ)). Let ξj = η + ξ0j , then we finish the proof. ✷
Lemma 3.4 Let ω0 = (ω01, ω02) satisfy the Diophantine condition
|k1ω01 + k2ω02| ≥ α|k|τ , ∀k ∈ Z
2 \ {0}, (3.2)
where 0 < α < 1 and τ > 1. Set fk(λ) = k1(ω01 + λ) + k2ω02, and
Πλ0 =
{
λ ∈ [0, λ0] : |fk(λ)| ≥ α
2|k|2τ+2 , ∀k ∈ Z
2 \ {0}
}
.
Then Πλ0 is a non-empty subset with meas([0, λ0] \Πλ0) = o(λ0) as λ0 → 0.
Proof: Note that ω01, ω02 6= 0. Without loss of generality, assume |λ0| ≤ 12 |ω01|.
Observe that there exist positive constants c1, c2 and c3 such that if |k1| ≥ c1|k2| or
|k2| ≥ c2|k1|, |fk(λ)| ≥ c3 > 0. Then |fk(λ)| ≥ α2|k|2τ+2 holds for sufficiently small α.
Hence, we consider the case of |k2|/c2 < |k1| < c1|k2|.
If |λ| ≤ α2|k|τ+1 , the Diophantine assumption (3.2) implies |fk(λ)| ≥ α2|k|τ . Consequently,
we consider these k satisfying α
2|k|τ+1
< λ0 and |k2|/c2 < |k1| < c1|k2|, and denote by Nλ0
the set consisting of these k.
For k ∈ Nλ0 , define the resonant set by
∆k =
{
λ ∈ [ α
2|k|τ+1 , λ0] : |fk(λ)| <
α
2|k|2τ+2
}
.
Then we have meas(∆k) ≤ α2|k1|·|k|2τ+2 . In view of [0, λ0] \ Πλ0 ⊂
⋃
k∈Nλ0
∆k, thus
meas([0, λ0] \Πλ0) ≤
∑
k∈Nλ0
1
|k1| ·
α
2|k|2τ+2 .
It easily follows
meas([0, λ0] \Πλ0) ≤ cλ0
∑
k2>c(
α
2λ0
)
1
τ+1
1
|k2|τ+1 ≤ cλ0
(λ0
α
) τ−1
τ+1 . ✷
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Proposition 3.2 Let ω0 = (ω01, ω02) satisfy (3.2) and ω∗ = ω0 + ωˆ(ǫ), where ωˆ(ǫ) is
continuous in the small parameter ǫ ∈ [0, ǫ0] with ωˆ(0) = 0. Then there exists a non-empty
set I∗ǫ0 ⊂ [0, ǫ0] with continuous carnality such that for ǫ ∈ I∗ǫ0, we have
|〈k, ω∗(ǫ)〉| ≥ α
2|k|2τ+2 , ∀k ∈ Z
2 \ {0}.
Moreover, when ωˆ(ǫ) is continuously differentiable on [0, ǫ0] with ‖ωˆ(ǫ)‖1 ≤ c, I∗ǫ0 has
positive measure.
Proof: Rewrite as ω∗ =
ω∗2
ω02
(ω01 + λ(ǫ), ω02), where λ =
ω02
ω∗2
· ωˆ1 − ω01ω∗2 · ωˆ2. Let ǫ˜0 be
sufficiently small such that for 0 ≤ ǫ ≤ ǫ˜0, we have ‖ωˆ‖ ≤ 12 min{|ω01|, |ω02|} and then
|ω∗2ω02 | ≥ 1/2. Thus λ(ǫ) is continuous on [0, ǫ˜0] with λ(0) = 0. Set λ0 = max[0,ǫ˜0] |λ(ǫ)|.
If λ0 = 0, for all ǫ ∈ [0, ǫ˜0], ω∗(ǫ) = ω∗2ω02 (ω01, ω02). Therefore,
|〈k, ω∗(ǫ)〉| ≥ α
2|k|τ , ∀k ∈ Z
2 \ {0}.
If λ0 6= 0, without loss of generality, suppose λ0 = λ(ǫ0) > 0 (0 < ǫ0 ≤ ǫ˜0). Then we
have {λ(ǫ) : ǫ ∈ [0, ǫ0]} ⊃ [0, λ0]. Let ω˜∗ = (ω01 + λ(ǫ), ω02). Let I∗ǫ0 = λ−1(Πλ0) be the
inverse image of Πλ0 under the mapping λ, where Πλ0 is defined as in Lemma 3.4. For
ǫ ∈ Π∗, λ(ǫ) ∈ Πλ0 and then
|〈k, ω∗(ǫ)〉| =
∣∣ω∗2
ω02
∣∣ · |〈k, ω˜∗(ǫ)〉| ≥ α
2|k|2τ+2 , ∀k ∈ Z
2 \ {0}.
Recall that λ maps I∗ǫ0 onto Πλ0 . Then the set I
∗
ǫ0 has at least continuous carnality
and so is non-empty. Moreover, when ωˆ(ǫ) is differentiable, we have
0 < meas(Πλ0) = meas(λ(I
∗
ǫ0)) ≤ c ·meas(I∗ǫ0),
which suggests Πλ0 has positive measure. ✷
Lemma 3.5 Suppose the Brouwer degree of the frequency mapping ω at ω0 on Π is not
vanishes, i.e. deg (ω,Π, ω0) 6= 0. Let ωˆ(ξ) and λ(ξ) be continuous on Π. Then there exists
a sufficiently small σ0 > 0 such that if ‖ωˆ‖ ≤ σ0 and ‖λ‖ ≤ σ0, there exists at least one
ξ∗ ∈ Π such that
ω∗(ξ∗) = ω(ξ∗) + ωˆ(ξ∗) = (1 + λ(ξ∗))ω0.
Proof: Let ω˜(ξ) = ωˆ(ξ) − λ(ξ)ω0, then ‖ω˜‖ ≤ cσ with c = 1 + |ω0|. The theory
of Brouwer degree shows that, if σ is sufficiently small, deg(ω + ω˜,Π, ω0) 6= 0. Thus the
equation ω(ξ) + ω˜(ξ) = ω0 has at least one solution ξ∗ in Π. This proves the lemma. ✷
Lemma 3.6 Let ω(ξ) = (ω1(ξ), . . . , ωn−1(ξ), ω0n) be continuous for ξ ∈ Π ⊂ Rn−1, where
ω0n is a constant. Set
ω♭ = (ω1, . . . , ωn−1), ωˆ = (ωˆ1, . . . , ωˆn), λ = ωˆn/ω0n.
Let ξ0 be an interior point in Π, ω
♭
0 = ω
♭(ξ0) and ω0 = (ω
♭
0, ω0n). Suppose
deg(ω♭, Π, ω♭0) 6= 0,
then there exists a sufficiently small constant σ0 > 0 such that if ‖ωˆ‖ = σ < σ0, there
exists ξ∗ ∈ Π such that ω∗(ξ∗) = (1 + λ(ξ∗))ω0. Moreover, ‖λ‖ = O(σ/c).
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Proof: Consider the equation
ω♭(ξ) + ωˆ♭(ξ) =
(
1 + λ(ξ)
)
ω♭0.
Apply Lemma 3.5 to obtain that, if σ0 is sufficiently small, the above equation has at least
one solution ξ∗ ∈ Π. The definition of λ yields ω∗n = ω0n + ωˆn = (1 + λ)ω0n. Then we
have proved the lemma. ✷
Proposition 3.3 Let ω(ξ) ∈ Rn and Ω(ξ) ∈ R be continuous on Π ⊂ Rn, and |Ω(ξ)| ≥
c > 0 holds for all ξ ∈ Π. Set ξ0 ∈ Π and (ω0,Ω0) = (ω(ξ0),Ω(ξ0)). Suppose
deg (ω/Ω, Π, ω0/Ω0) 6= 0.
Let λ = Ωˆ/Ω. Then there exists a sufficiently small σ > 0 such that if ‖ωˆ‖ + ‖Ωˆ‖ ≤ σ,
then there exists ξ∗ ∈ Π such that
(ω∗(ξ∗),Ω∗(ξ∗)) = Ω
−1
0 · Ω(ξ∗)(1 + λ(ξ∗))(ω0,Ω0).
Proof: Let ω˜ = (ω/Ω, 1) and ˆ˜ω = (ωˆ/Ω, Ωˆ/Ω). Then (ω∗,Ω∗) = Ω ·
(
ω˜ + ˆ˜ω
)
. Apply
Lemma 3.6 to ω˜ = (ω˜♭, ω˜n+1) with ω˜
♭ = ω/Ω and ω˜n+1 = 1 to complete the proof. ✷
Lemma 3.7 Let O ⊂ Rn be an open connected bounded domain and σ > 0. Let ω0 ∈ O,
µ0 6= 0, (ω0, ν0) ∈ O˜α,τ , where O˜α,τ is defined as in (2.4) with n¯ = 1. Let µˆ(ω) be defined
on O and
fk(ω0, λ) = 〈ω0, k〉+ ν0 − (1 + λ)−1
(
λ · µ0 − µˆ((1 + λ)ω0)
)
,
where λ is a small parameter. Denote by Iσ = [−σ,+σ] and
I∗σ =
{
λ ∈ Iσ : |fk(ω0, λ)| ≥ α
2|k|2τ+1 , ∀k ∈ Z
n \ {0}
}
.
Then there exists a sufficiently small σ0, depending on α and τ, such that if ‖µˆ‖C1(O¯) =
σ ≤ σ0, I∗σ has positive measure with meas(Iσ \ I∗σ) = o(σ) as σ → 0.
Proof: In view of µ0 6= 0, there exists a sufficiently small σ0 > σ such that
|∂λfk(λ, ω0)| ≥ |µ0|/2
holds for |λ| ≤ σ0 and ‖µˆ‖1 ≤ σ.
For λ ∈ Iσ, we have∣∣(1 + λ)−1 · λ · µ0 − (1 + λ)−1 · µˆ((1 + λ)ω0)∣∣ ≤ cσ.
Recall that |〈ω0, k〉+ ν0| ≥ α|k|τ . If cσ ≤ α2|k|τ , then |fk(λ, ω0)| ≥ α2|k|τ holds. Thus, we only
need to consider the case of cσ > α2|k|τ .
For each k ∈ Zn \ {0}, define
∆k =
{
λ ∈ Iσ : |fk(ω0, λ)| < α
2|k|2τ+1
}
.
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Then
meas(∆k) ≤ α
µ0|k|2τ+1 ≤ cσ
1
|k|τ+1 .
Note that τ > n− 1 and
Iσ \ I∗σ ⊂
⋃
2cσ|k|τ>α
∆k.
Therefore,
meas(Iσ \ I∗σ) ≤
∑
2cσ|k|τ>α
meas(∆k) ≤ cσ
(σ
α
) τ−n+1
τ .
When σ0 is sufficiently small such that c(
σ0
α )
τ−n+1
τ < 1, I∗σ is non-empty with positive
measure. ✷
Proposition 3.4
(1) Let (ω0,Ω0) ∈ O˜α,τ with n¯ = 1, and
I∗σ = {λ ∈ Iσ : ((1 + λ)ω0,Ω0) ∈ O˜α/2,2τ+1}. (3.3)
If σ is sufficiently small, then I∗σ is non-empty and satisfies
meas(Iσ \ I∗σ) ≤ cσ
(σ
α
) τ−n+1
τ .
(2) Let ω(ξ) ∈ C(Π) and ω0 = ω(ξ0). Suppose deg(ω,Π, ω0) 6= 0. Let ω∗ = ω + ωˆ and
Ω∗ = Ω0 + Ωˆ. Then, there exists a sufficiently small constant σ0 > 0, such that if ‖ωˆ‖ +
‖Ωˆ‖ = σ ≤ σ0, for λ ∈ I∗σ there exists ξ∗ ∈ Π such that
(ω∗(ξ∗),Ω∗(ξ∗)) = (1 + Ωˆ(ξ∗)/Ω0) ·
(
(1 + λ)ω0,Ω0
)
.
Proof: The first conclusion follows directly from Lemma 3.7. Now we prove the second
one.
Rewrite as
(ω∗,Ω∗) = (1 + Ωˆ/Ω0) · (ω + ω˜,Ω0)
where
ω˜ = (Ω0 + Ωˆ)
−1 · (Ω0 · ωˆ − Ωˆ · ω).
Observe that ‖ω˜‖ ≤ cσ. Lemma 3.5 shows, there exists a sufficiently small σ0, such that if
‖ωˆ‖+ ‖Ωˆ‖ = σ ≤ σ0 and |λ| ≤ σ, we have
deg
(
ω + ω˜, Π, (1 + λ)ω0
) 6= 0.
Thus, for λ ∈ Iσ∗ there exists ξ∗ ∈ Π such that ω(ξ∗) + ω˜(ξ∗) = (1 + λ)ω0. ✷
Proposition 3.5 Let O ⊂ Rn be an open bounded connected domain, and
Ω(ω) = β + ω ·M, ω ∈ O,
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where β0 = (β1, . . . , βn¯) and M is an n× n¯ constant matrix. Let ω0 ∈ O and Ω0 = Ω(ω0).
Suppose (ω0,Ω0) ∈ O˜α,τ and β satisfies
〈l, β〉 6= 0, ∀ l ∈ L.
Set ωˆ(ω), Ωˆ(ω) ∈ C1(O) and(
ω∗(ω), Ω∗(ω)
)
=
(
ω, Ω
)
+
(
ωˆ, Ωˆ
)
.
Then, there exists a sufficiently small σ0, such that if ‖ωˆ‖1 + ‖Ωˆ‖1 = σ ≤ σ0, there exists
a non-empty subset I∗σ ⊂ Iσ with the estimate
meas(Iσ \ I∗σ) = o(σ).
Moreover, for any λ ∈ I∗σ , there exists ̟ ∈ O such that
ω∗(̟) = (1 + λ)ω0 and
(
ω∗(̟),Ω∗(̟)
) ∈ O˜α/4,2τ+1.
Proof: At first we note that if σ is sufficiently small, ω∗ is also non-degenerate in ω
on O. So without loss of generality, we assume ω+ = ω∗(ω) as independent parameter.
The inverse ω = ω(ω+) is well defined in a little smaller domain O+ ⊂ O. Then ωˆ ◦ω(ω+)
and Ωˆ ◦ω(ω+) depend on ω+ and satisfy ‖ωˆ‖1+ ‖Ωˆ‖1 ≤ cσ on O+. Thus ω = ω+− ωˆ(ω+)
and Ω ◦ ω(ω+) = β + ω+ ·M − ωˆ(ω+) ·M. Then we have
Ω∗ ◦ ω(ω+) = β + ω+ ·M + Ω˜(ω+), Ω˜(ω+) = −ωˆ ◦ ω(ω+) ·M + Ωˆ ◦ ω(ω+).
Let ω+ = (1 + λ)ω0 and ̟(λ) = ω((1 + λ)ω0). Then ̟(λ) is well defined for sufficiently
small λ. Then we consider(
ω∗ ◦̟(λ), Ω∗ ◦̟(λ)
)
=
(
(1 + λ)ω0,Ω0 + λω0 ·M + Ω˜((1 + λ)ω0)
)
Rewrite as
(1 + λ)−1
(
ω∗ ◦̟(λ), Ω∗ ◦̟(λ)
)
=
(
ω0,Ω0 − (1 + λ)−1(λ · β − Ω˜(λ)
)
, (3.4)
where
Ω˜(λ) = Ω˜((1 + λ)ω0).
To apply Lemma 3.7, for each fixed l ∈ L, let ν0 = 〈l,Ω0〉, µ0 = 〈l, β〉, µˆ = 〈l, Ω˜〉. Then
there exists a sufficiently small σ0 > 0 such that for σ ≤ σ0, we have I l∗σ ⊂ Iσ with the
estimate
meas(Iσ \ I l∗σ ) = o(σ),
such that for each l ∈ L and λ ∈ I l∗σ ,∣∣〈ω0, k〉+ ν0 − (1 + λ)−1(λ · µ0 − µˆ)∣∣ ≥ α
2|k|2τ+1 , k ∈ Z
n \ {0}. (3.5)
Define
I∗σ =
⋂
l∈L
I l∗σ .
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Recalling L = {l ∈ Zn¯ : 1 ≤ |l| ≤ 2}, we arrive at
meas(Iσ \ I∗σ) = o(σ).
Moreover, in view of the definition (2.4), the assumption (ω0,Ω0) ∈ O˜α,τ shows
|〈l,Ω0〉| ≥ α for l ∈ L.
Combining λ ∈ Iσ with ‖ωˆ‖1 + ‖Ωˆ‖1 = σ ≤ σ0, for sufficiently small σ, we have
|〈l, (1 + λ)−1Ω∗ ◦̟(λ)〉| = |〈l,Ω0 − (1 + λ)−1(λ · β − Ω˜(λ))〉| ≥ α/2 for l ∈ L. (3.6)
Summarizing the above estimates (3.5) and (3.6), it follows that for λ ∈ I∗σ,(
ω0, (1 + λ)
−1Ω∗ ◦̟(λ)
) ∈ O˜α/2,2τ+1.
If σ0 ≤ 12 , then (
ω∗ ◦̟(λ), Ω∗ ◦̟(λ)
) ∈ O˜α/4,2τ+1.
Note that ω∗(̟) = (1 + λ)ω0. Thus we prove this proposition. ✷
4 Application of Theorems
In this section, by virtue of the previous discussion on the stability of Diophantine frequen-
cies, our Theorems 2.1 and 2.2 can be applied to various situations and obtain interesting
results, some of which have been displayed in the literature; while some are rather novel.
This wide application accounts for the advantage of our theorems.
• The classical KAM theorem.
We first point that the Kolmogorov non-degeneracy condition and Ru¨ssmann’s non-
degeneracy condition are stable under small perturbation. Thus, by standard measure
estimate, for most of parameter ξ, ω∗(ξ) belongs to the Diophantine set Oα,τ . Then
Theorem 2.1 immediately shows, H possesses an invariant torus with the frequencies
ω∗(ξ), as is stated in [15, 7, 16, 17, 20].
• KAM tori with prescribed frequency.
We indicate that the result in [21] follows obviously from Theorem 2.1 and Lemma
3.5. However, due to the method of introducing external parameter, [21] only presents the
existence of invariant tori with one single prescribed frequency vector, and fails to obtain
the smoothness of invariant tori with respect to the parameter. However, Theorem 2.1 can
tell not only the existence of invariant tori, but also the Cm-smoothness in the parameter.
In fact, the parameterized Diophantine frequencies in ω∗(Π) are C
m-smooth w.r.t. ξ, and
so are the corresponding invariant tori.
In particular, by the theory of topological degree, our theorems can apply to some
hamiltonian that only continuously depends on the parameter. See the following instance.
Consider the hamiltonian (2.1) with
ω(ξ) = (ξ2l1+11 , . . . , ξ
2ln+1
n ), Π = {ξ : |ξi| ≤ 1, i = 1, . . . , n},
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where li ≥ 0 are integers. Let 0 < α < 1. If ǫ is small, the theory of topological degree
implies
ω∗(Π) ⊃ O = {ω = (ω1, · · ·ωn) ∈ Rn : |ωi| ≤ (1− α)2li+1, i = 1, . . . n}.
Note that O is also a domain. Thus, for the parameterized hamiltonian H(ξ; θ, I), all the
invariant tori with frequencies in O ∩Oα,τ persist. Moreover, these invariant tori depend
on the parameter Cm-smoothly in Whitney’s sense [19].
• KAM theorem with Bruno non-degeneracy condition.
Consider the hamiltonian (2.1) and ω(ξ) satisfies the Bruno non-degeneracy condition
(3.1). Proposition 3.1 illustrates, for any ω0 = ω(ξ0) ∈ Oα, there exists an one-parameter
continuous family of invariant tori with the frequencies (1+λ(η))ω0, where the parameter
η is close to zero and λ = O(|η| + σ) with σ = ǫ2rα . Especially, when the hamiltonian
depends on the parameter analytically, the obtained family can be proved analytically
dependent on η near zero.
• KAM theorem for hamiltonian system with two degrees of freedom.
Let H(ǫ; θ, I) = 〈ω0, I〉+ǫP (ǫ; θ, I), where P is real analytic in (θ, I) on D(s, r) ⊂ C2×
C
2, and Cm-smooth in a small parameter ǫ on Iǫ0 = [0, ǫ0]. Suppose ω0 = (ω01, ω02) ∈ Oα,τ .
Applying Theorem 2.1 and Proposition 3.2, we have the following results:
There exists a sufficiently small constant ǫ0 > 0, such that if
‖ǫP‖α,Π×D(s, r) = ǫ ≤ αrsτ
′
γ = ǫ0,
where τ ′ = n+ (m+ 1)(2τ + 2) +m, there always exists an non-empty set I∗ǫ0 ⊂ Iǫ0 such
that for ǫ ∈ I∗ǫ0 , H(ǫ; θ, I) has invariant tori with frequencies ω∗(ǫ) = ω0+ ωˆ0(ǫ) ∈ Oα2 ,2τ+2
satisfying |ωˆ0(ǫ)| ≤ 2ǫ/r. Moreover, for m = 0, I∗ǫ0 has continuous cardinality; for m ≥ 1,
I∗ǫ0 has positive measure.
The above result implies that the invariant tori with Diophantine frequencies for an
integrable hamiltonian with two degrees of freedom never isolate, which was pointed and
proved by Elliasson in [8].
Note that here we do not require analytic condition of the hamiltonian in the parame-
ter; therefore, we cannot obtain an accurate measure estimate for Iǫ0 . In [22], the authors
considered the same problem for analytic hamiltonian in both the phase variables (θ, I)
and the small parameter ǫ. Without imposing any non-degeneracy condition in advance,
the authors obtained a similar result with meas(Iǫ0 \ I∗ǫ0) = o(ǫ0) as ǫ0 → 0.
• Elliptic lower dimensional KAM-tori.
1. Case of one normal dimension:
Consider the hamiltonian (2.2) with n¯ = 1 and Ω(ξ) ≡ Ω0. Suppose (ω0,Ω0) =
(ω(ξ0),Ω0) ∈ O˜α,τ and ω(ξ) satisfies deg(ω,Π, ω0) 6= 0. By Proposition 3.4 and Theo-
rem 2.2, there exist sufficiently small constants γ > 0 and σ0 > 0 such that if
‖P‖Π;D(s,r) = ǫ ≤ αr2sτ
′
γ with τ ′ = n+ (m+ 1)(2τ + 1) +m,
and σ = ǫ/2r2 ≤ σ0, there exists I∗σ ⊂ Iσ with meas(Iσ \ I∗σ) = o(σ) as σ → 0, such that
for all λ ∈ I∗σ there exist ξ∗ ∈ Π and λ˜ = Ωˆ(ξ∗)/Ω0 with |λ˜| ≤ σ/|Ω0|, such that the
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hamiltonian H(ξ∗, ·) has an invariant torus with tangential frequency (1+ λ˜)(1+λ)ω0 and
normal frequency (1 + λ˜)Ω0.
Remark 4.1 Proposition 3.3 and Theorem 2.2 can also be applied to H(ξ; θ, I, z, z¯) with
n¯ = 1 and Ω = Ω(ξ). Let (ω0,Ω0) = (ω(ξ0),Ω(ξ0)) ∈ O˜α,τ and suppose deg (ω/Ω, Π, ω0/Ω0) 6=
0. Then we can arrive at an analogous result.
2. Case of multiple normal dimensions:
Consider the hamiltonian
H(ω; I, θ, z, z¯) = 〈ω, I〉 + 〈Ω(ω), z z¯〉+ P (ω; θ, I, z, z¯)
as in Theorem 2.2 with m ≥ 1, where the parameter ω ∈ O ⊂ Rn. The normal frequency
vector is
Ω(ω) = β + ω ·M, ω ∈ O,
where β = (β1, . . . , βn¯) and M is an n× n¯ constant matrix.
Suppose 〈l, β〉 6= 0 for l ∈ L. Define
O∗ = {ω ∈ O : (ω, Ω(ω)) ∈ O˜α,τ}.
Then we can verify that O∗ occupies a large portion of measure in O for sufficiently small
constant α > 0.
Set ω0 ∈ O∗ and Ω0 = Ω(ω0). Then the combination of Proposition 3.5 and Theorem
2.2 yields, there exist sufficiently small constants γ and σ0 such that if
‖P‖O¯;D(s,r) = ǫ ≤
α
4
r2sτ
′
γ with τ ′ = n+ (m+ 1)(2τ + 1) +m,
and σ = ǫ
2r2α
≤ σ0, there exists an non-empty Cantor subset I∗σ ⊂ Iσ and for λ ∈ I∗σ there
exists ̟ ∈ O such that the hamiltonian H(̟, ·) has an invariant torus with frequencies(
ω∗(̟), Ω∗(̟)
)
=
(
(1+λ)ω0, Ω∗(̟)
)
. Moreover, we have meas(Iσ \I∗σ) = o(σ) as σ → 0.
In the case of M = 0, the above result implies that obtained by Bourgain in [2]. We
indicate that our assumption is a little stronger than in [2], where only the first Melnikov’s
condition is required. Nevertheless, under the second Melnikov condition, we can obtain
the normal form for the persisting invariant tori, which provides the linear stability of
these invariant tori and reveals more dynamical information.
Note that by some asymptotic property of the normal frequencies, Proposition 3.5 can
be extended to some infinite dimensional hamiltonian as showed in [3].
5 Proof of Theorems
In this section, we mainly prove Theorem 2.1 and omit the proof of Theorem 2.2 since
the idea is the same only with some modified KAM estimates. Our proof is based on a
KAM iteration. The key is to choose a suitable constant α in the small divisor conditions.
Usually the constant α decreases as the KAM step proceeds; here it will be increasing.
Moreover, we shall present an explicit extension of small divisors rather than using Whit-
ney’s extension theorem[19]. In particular, even though small divisor condition does not
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hold, our extension still works, which plays an important role in separating the KAM
iteration and non-degeneracy condition. We should note that the idea of the small divisor
extension is also used by Elliasson in [8]. In fact, the spirit in our proof is more or less
similar to that in [8]. More precisely, the existence of KAM tori depend on existence of
Diophantine frequencies in the final KAM step ( the limit of KAM iteration).
KAM-step. We summarize our KAM step in the following iteration lemma.
Lemma 5.1 (Iteration Lemma) Consider the following hamiltonian
H(ξ; θ, I) = N(ξ; I) + P (ξ; θ, I),
where N(ξ; I) = 〈ω(ξ), I〉. Let α ≤ α∗ ≤ 2α, τ > n − 1,m ≥ 0, τ ′ = n +m + τ(m + 1).
Assume ω ∈ Cm(Π0) and
‖P‖α∗,Π0×D(s,r) ≤ ǫ = αrρτ
′
E.
Set s+ = s− 5ρ, η =
√
E, r+ = ηr. Then the following conclusions hold:
(i) For any ξ ∈ Π0 there exists a symplectic mapping
Φ(ξ; ·, ·) : D(s+, r+)→ D(s, r),
which is real analytic in (I, θ) on D(s+, r+) and C
m-smooth in ξ on Π0 such that
‖W (Φ− id)‖α∗,Π×D(s+,r+), ‖W (DΦ− Id)W−1‖α∗,Π0×D(s+,r+) ≤ cE,
where D is the differentiation operator with respect to (θ, I) and W = diag(ρ−1In, r−1In)
with In being the n-th unit matrix.
(ii) There exists a real analytic hamiltonian
H+(ξ; I, θ) = N+(ξ; I) + P+(ξ; θ, I)
defined on D(s+, r+), that is C
m-smooth in ξ ∈ Π0, where
N+(ξ; I) = 〈ω+(ξ), I〉, ω+ = ω + ωˆ
with the estimate
‖ωˆ‖α∗,Cm(Π0) ≤ ǫ/r.
P+ denotes the new perturbation satisfying
‖P+‖α∗,Π0×D(s+,r+) ≤ ǫ+ = α+r+ρτ
′
+E+.
Here,
ρ+ =
1
2
ρ, E+ = c(m,n, τ) ·E 32 , α ≤ α+ ≤ 2α.
(iii) Set e−Kρ = E and
OKα =
{
ω ∈ Rn : |〈ω, k〉| ≥ α|k|τ , 0 < |k| ≤ K.
}
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Suppose 2Kτ+1ǫ ≤ (α+ − α)r and define
Π =
{
ξ ∈ Π0 : ω(ξ) ∈ OKα
}
, Π+ =
{
ξ ∈ Π0 : ω+(ξ) ∈ OK+α+
}
, (5.1)
where K+ > K satisfies e
−K+ρ+ = E+. Then we have Π+ ⊂ Π.
Moreover,
H ◦ Φ(ξ; θ, I) = H+(ξ; θ, I) = N+(ξ; I) + P+(ξ; θ, I), for ξ ∈ Π.
Proof of Iteration Lemma. Our KAM step is standard and we divide it into several
parts. Here and below we use c to indicate the constants which are independent of KAM
steps.
A. Truncation. Set R = P (ξ; θ, 0)+〈PI(ξ; θ, 0), I〉. It follows easily that ‖R‖Π0×D(s, r) ≤
2‖P‖Π0×D(s, r) ≤ 2ǫ. Let
R =
∑
k∈Zn
Rk(ξ; I)e
i〈k, θ〉
and
RK =
∑
|k|≤K
Rk(ξ; I)e
i〈k, θ〉.
Then
‖R −RK‖Π0×D(s−ρ, r) ≤ 2ǫe−Kρ.
B. Construction of symplectic mapping. The symplectic mapping is generated by a
hamiltonian flow mapping at 1-time, that is, Φ = XtF |t=1, where F is the generation
function. It follows that
H ◦ Φ = N+ + {N,F}+RK − [R] + P+,
where [R] denotes the average of R on Tn and {·, ·} the Poisson bracket. The new normal
form is N+ = N + [R] = 〈I, ω+(ξ)〉, ω+ = ω + ωˆ with ωˆ = ∂I [R].
P+ =
∫ 1
0
{(1 − t){N,F} +RK , F} ◦XtF dt+ (P −RK) ◦ Φ.
We choose F such that
{N,F} +RK − [R] = 0. (5.2)
Let {Fk} and {Rk} be relevant Fourier coefficients with respect to θ. Thus, Fk = 0 with
k = 0 or |k| > K; and for 〈ω(ξ), k〉 6= 0,
Fk =
1
i〈ω(ξ), k〉Rk, 0 < |k| ≤ K.
Thus, it follows
P+ =
∫ 1
0
{(1− t)[R] + tRK, F} ◦XtF dt+ (P −RK) ◦Φ.
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C. Extension of small divisors. Now we define a C∞(R)-smooth function ϕ(t) as
ϕ(t) =
 0, |t| ≤
1
2
,
1, |t| ≥ 1.
For h > 0, let ϕh(t) = ϕ(t/h). Then ϕh(t) ∈ C∞(R) with
|d
ℓ
dtℓ
ϕh(t)| ≤ cℓ/hl, ∀t ∈ R, ∀ℓ ≥ 1, (5.3)
where cℓ is a constant depending on ℓ.
Let
h =
α
|k|τ , tk(ξ) = 〈ω(ξ), k〉, gk(ξ) =
ϕh(tk(ξ))
i〈ω(ξ), k〉 .
Recall the definition of Π in (5.1). Then gk(ξ) =
1
i〈ω(ξ),k〉 for ξ ∈ Π. Note that even if
Π = ∅, the extension of gk(ξ) is still well defined on Π0. Furthermore, gk(ξ) ∈ Cm(Π0)
with the estimate ∣∣∂βgk
∂ξβ
(ξ)
∣∣ ≤ ch−|β|−1|k||β|, ξ ∈ Π0, ∀ |β| ≤ m.
Now we extend Fk from Π to the whole set Π0 by setting
F˜k(ξ; I) = gk(ξ)Rk(ξ; I) =
ϕh(tk(ξ))
i〈ω(ξ), k〉Rk(ξ; I), 0 < |k| ≤ K.
Let F˜ (ξ; I, θ) =
∑
0<|k|≤K F˜k(ξ; I)e
i〈k,θ〉 and we have
‖F˜‖α∗,Π0×D(r,s−ρ) ≤
cǫ
αρτ ′
, τ ′ = n+ τ(m+ 1) +m.
D. Estimates for symplectic mapping. It follows from Cauchy estimate that
‖WXF˜ ‖α∗,Π0×D(r,s−2ρ) ≤
cǫ
αrρτ ′
= cE,
where W = diag(ρ−1In, r
−1In).
Thus, if 0 < η ≤ 18 and cE ≤ 18 , for all ξ ∈ Π we have
Φ(ξ; ·, ·) = X1
F˜
: D(rη, s− 3ρ)→ D(2rη, s − 2ρ).
Cauchy estimate again yields
‖W (Φ− id)‖α∗,Π0×D(s−5ρ,ηr), ‖W (DΦ− Id)W−1‖α∗,Π0×D(s−5ρ,ηr) ≤ cE.
E. New error terms. Following the same approach as in the classical KAM theorem,
we arrive at
‖P+‖α∗,Π0×D(s+,r+) < c
ǫ2
αrρτ ′
+ c(η2 + e−Kρ)ǫ,
19
where c is a constant depending only on n and τ. The choice of the parameters η and K
implies,
‖P+‖α∗,Π0×D(s+,r+) ≤ cǫE ≤ α+r+ρτ
′
+E+ = ǫ+.
where α+, ρ+, r+, E+ are given as in the lemma.
Recall that ωˆ = ∂I [R] and we have ‖ωˆ‖α∗,Cm(Π0) ≤ ǫ/r. Suppose 2Kτ+1ǫ ≤ (α+−α)r,
and then Π+ ⊂ Π holds.
Iteration. Now we choose some suitable sequences of parameters so that the above
step can iterate infinitely.
At the initial step, let ρ0 = s/20, r0 = r, E0 = 2 · 20τ ′γ > 0, α0 = (1 − 12 )α and
ǫ0 = E0α0r0ρ
τ ′
0 . Let η0 = E0
1
2 and e−K0ρ0 = E0.
For j ≥ 0, we define
ρj+1 =
1
2
ρj , rj+1 = ηjrj , Ej+1 = cE
3
2
j , αj+1 = (1−
1
2j+3
)α.
ǫj = Ejαjrjρ
τ ′
j , ηj = E
1
2
j , e
−Kjρj = Ej .
Note that αj ≤ α ≤ 2αj . It is easy to verify cEj ≤ (cE0)( 32 )j .
Now we check the assumption 2Kτ+1j ǫj ≤ (αj+1 − αj)rj . This is equivalent to prove
Fj = 2
j+3Kτ+1j ǫj/rj ≤ α. Notice that
Fj+1
Fj
= 2cE
1
2
j ·
(
Kj+1
Kj
)τ+1
.
It follows from Kj = − lnEj/ρj that
Kj+1/Kj = 2 lnEj+1/ lnEj = (2 ln c˜+ 3 lnEj)/ lnEj ≤ 3.
Then we have Fj+1 ≤ cE
1
2
j Fj . Note that
F0 = 4ǫ0K
τ+1
0 /r0 = 2 · 201−τ
′
sτ
′−1E0(ln |E0|)τ+1α,
which implies for all fixed s, r > 0 and sufficiently small E0, Fk ≤ α holds for any k ≥ 0.
Hence we immediately derive Πj+1 ⊂ Πj from the assumption 2Kτ+1j ǫj ≤ (αj+1 − αj)rj .
Let Π0 = Π and Dj = D(sj, rj). Applying Iteration Lemma 5.1, we have a sequence of
monotonously decreasing closed sets {Πj}, and a sequence of symplectic mappings {Φj}
such that for each ξ ∈ Π, Φj(ξ; ·, ·) : Dj+1 → Dj with the estimates
‖Wj(Φj − id)‖α,Π×Dj+1 , ‖Wj(DΦj − Id)W−1j ‖α,Π×Dj+1 ≤ cEj .
Meanwhile, we have a sequence of hamiltonian Hj = Nj + Pj , where Nj(ξ; I) =
〈ωj(ξ), I〉 and Pj satisfies
‖Pj‖α,Π×Dj ≤ ǫj = αjrjρτ
′
j Ej.
For any j ≥ 0, ωj ∈ Cm(Π) and ωj+1 = ωj + ωˆj with ‖ωˆj‖α,Cm(Π) ≤ ǫj/rj .
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Furthermore, for ξ ∈ Πj we have
Hj+1 = Hj ◦ Φj = Nj+1 + Pj+1,
Denote by Φj = Φ0 ◦Φ1 ◦ · · ·Φj−1 with Φ0 = id. Then the monotonousness of {Πj} shows,
Hj = H ◦ Φj holds for ξ ∈ Πj.
Convergence of iteration. Now we prove the convergence of the KAM iteration. In
the same way as in [15, 21], it follows that if c
1
2E0 ≤ 12 , then
‖W0DΦjW−1j ‖α,Π×Dj ≤
j∏
i=1
(1 + cEj) < 2.
Therefore,
‖W0(Φj −Φj−1)‖α,Πj×Dj , ‖W0D(Φj − Φj−1)‖α,Π×Dj ≤ cEj .
Let D∗ = D(0,
1
2s) and Φ∗ = limj→∞Φ
j. Since Φj is affine in I, Φj converges to Φ∗ on
D(s/2, r/2) with the estimate
‖W0(Φ∗ − id)‖α,Π×D(s/2,r/2) ≤ cE0.
Denote by Pj → P∗ and ωj → ω∗. Then P∗ is real analytic with respect to (I, θ)
on D(r/2, s/2) and Cm-smooth in ξ on Π. Moreover, ∂
ℓP∗
∂Iℓ
|I=0 = 0, |ℓ| ≤ 1. Note that
ωj = ω +
∑j−1
i=0 ωˆi. Then we have
‖ω∗ − ωj‖α,Cm(Π) ≤
∞∑
i=j
ǫj
rj
=
∞∑
i=j
αiρ
τ ′
i Ei ≤
2ǫj
rj
.
Especially,
‖ω∗ − ω‖α,Cm(Π) ≤
2ǫ
r
.
Let Π∗ = {ξ ∈ Π : ω∗(ξ) ∈ Oα}. In the sequel we show Π∗ ⊂ Πj for all j ≥ 0. In fact,
recall Fj = 2
j+3ǫjK
τ+1
j /rj ≤ α. Then, for ξ ∈ Π∗ and 0 < |k| ≤ Kj,
|〈ωj, k〉| ≥ |〈ω∗, k〉| − |〈ω∗ − ωj , k〉| ≥ α|k|τ −
2ǫj
rj
Kj
≥ α|k|τ −
α
2j+2
· 1
Kτj
≥ αj|k|τ .
Therefore, Π∗ ⊂
⋂
j≥0Πj. Finally, we arrive at H ◦ Φ∗ = H∗ = N∗ + P∗ for ξ ∈ Π∗.
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