It was conjectured by Hoffmann-Ostenhof that the edge set of every cubic graph can be decomposed into a spanning tree, a matching and a family of cycles. We prove the conjecture for 3-connected cubic plane graphs and 3-connected cubic graphs on the projective plane. Our proof provides a polynomial time algorithm to find the decomposition for 3-connected cubic plane graphs.
For decompositions of cubic graphs with certain properties, the first result is the Vizing Theorem [27] on proper edge-coloring, which indicates that every cubic graph has a decomposition into four pairwise edge-disjoint matchings. Recently, Fouquet and Vanherpe studied the decomposition of cubic graphs into pairwise edge-disjoint paths with certain properties [12, 13] . As pointed out in [12] , the decomposition problem of cubic graphs into paths is related to conjectures on cubic graphs, for example, the Fan-Raspaud conjecture [10] (which states that every 2-edge-connected cubic graph contains three perfect matchings with empty intersection). Note that every connected graph G with an even number of edges can be decomposed into pairwise edge-disjoint paths of length exactly 2. (To see this, consider the line graph L(G) of G, which is a connected claw-free graph with an even number of vertices and hence has a perfect matching (see [21, 25] 
). A perfect matching of L(G) corresponds to a desired decomposition of G).
A cubic graph does not have a decomposition into a forest and a matching because of the degree condition. But the Petersen Theorem implies that every 2-connected cubic graph can be decomposed into a forest (a perfect matching) and a family of cycles (a 2-factor). It seems also interesting to consider a decomposition of a cubic graph into a spanning tree and other subgraphs.
A spanning tree T is called a homeomorphically irreducible spanning tree or shortly a HIST if T does not contain a vertex of degree 2 (see [2] ). A cubic graph with a HIST is equivalent to having a decomposition into a spanning tree and a family of cycles. Malkevitch [22] investigated HIST in 3-polytopes and found infinitely many 3-connected cubic plane graphs without a HIST (see also examples on Page 81 in [9] or consider the prism over cycles). Albertson, Berman, Hutchinson and Thomassen [2] asked the following question: for each k, is there a cyclically k-edge-connected cubic graph without a HIST? Recently this question was shown by Hoffmann-Oftenhof and Ozeki [17] to be positive, (that is, for each k ≥ 4, there is a cyclically k-edge-connected cubic graph without a HIST). Douglas [7] show that it is NP-complete to determine whether a graph with maximum degree 3 has a HIST or not. Instead of HIST, Hoffmann-Ostenhof made the following conjecture for all connected cubic graphs. Conjecture 1.1 (Hoffmann-Ostenhof ) Let G be a connected cubic graph. Then G has a decomposition into a spanning tree, a matching and a family of cycles. Conjecture 1.1 first appeared in [16] (see also [6, Problem BCC 22.12] and [20] ). There are a few partial results known for Conjecture 1.1. Kostochka [20] noticed that the Petersen graph, the prisms over cycles, and many other graphs have a decomposition desired in Conjecture 1.1.
Akbari [1] showed that Conjecture 1.1 is true for Hamiltonian cubic graphs.
In this paper, we prove Conjecture 1.1 for 3-connected cubic plane graphs. The following is our main theorem. Note that a 3-connected cubic plane graph does not necessarily have a Hamiltonian cycle (see [26] ) and a HIST (see the above). In the next section, we show a slightly stronger result (Theorem e of a connected graph is called a cut-edge if G − e has at least two components. An edge set S of size 2 is said to be a 2-edge-cut if G − S has two components.
The following theorem is a stronger version of Theorem 1.2, since a 3-connected cubic plane graph trivially satisfies conditions (G1) and (G2).
Theorem 2.1 Let G be a connected plane graph with maximum degree at most 3. Suppose that
(G1) all cut-edges of G are contained in ∂G, and (G2) for all 2-edge-cuts S, both edges in S are contained in ∂G.
Then G has a decomposition {T, M, H} such that T is a spanning tree in G, M is a matching and H is a family of facial cycles of G.
Remark 1: A 2-connected plane graph satisfying condition (G2) is sometimes called a circuit graph or an internally 3-connected graph. The concept of circuit graphs was used to show, in 3-connected plane graphs, the existence of some structures, such as spanning 3-trees [4] , spanning 2-walks [14] , and so on.
Remark 2:
It follows from conditions (G1) and (G2) that every vertex of degree at most 2 is contained in ∂G.
Remark 3:
Let G be a graph with the properties stated in Theorem 2.1, and let v be a vertex of degree 2. Then at least one of the edges incident with v must be contained in T . This implies that no cycle in H can pass through v, and hence every facial cycle in H consists of edges joining two vertices of degree 3. Furthermore, if an edge incident with v is a cut-edge, then it is easy to see that both of the edges incident with v are contained in T .
Proof of Theorem 2.1. Assume that Theorem 2.1 does not hold, and let G be a minimum counterexample in the sense of the number of edges. If G has no cycle, that is, if G is a tree, then {G, ∅, ∅} is a desired decomposition. Therefore, we may assume that G has at least one cycle, and in particular, at least one second outer facial cycle. It follows from condition (G1) that the boundaries of all faces, except ∂G, are cycles. First we show several claims.
Claim 1 There exists no cut-edge in G.
Proof. Suppose on the contrary that G has a cut-edge e = v 1 v 2 . Let D 1 and D 2 be the two
with maximum degree at most 3 and satisfies conditions (G1) and (G2). Since G is a minimum counterexample, D i has a decomposition, say {T i , M i , H i }, as described in Theorem 2.1. Then T is a spanning tree of G, where By Claim 1, G is 2-edge-connected, and hence the boundary ∂G is a cycle.
Claim 2 If F is a second outer facial cycle of G, then F contains a 2-edge-cut of G.
Proof. Suppose on the contrary that there exists a second outer facial cycle F of G such that
If there is only one edge e 1 in G such that e 1 connects D 1 and F , then e 1 is a cut-edge of G, contradicting Claim 1. Hence by symmetry, there are at least two edges e i and f i in G between D i and F for i ∈ {1, 2}. Let u 1 (resp. v 1 ) be the end vertex of e 1 (resp. f 1 ) such that u 1 (resp. v 1 ) is contained in F . By the planarity of G and symmetry, we 
Since F is a facial cycle, it follows from the choice of h u and
) from the other part, which contradicts that F does not contain a 2-edge-cut. The contradiction implies that G ′ is connected.
Hence G ′ is a connected plane graph with maximum degree at most 3. Since F is a second outer facial cycle, the outer facial walk ∂G ′ of G ′ consists of ∂G − E(F ) together with F ′ − E(F ) over all facial cycles F ′ of G sharing edges with F . Hence it is easy to see that G ′ satisfies conditions (G1) and (G2) (see Figure 1) . Since G is a minimum counterexample and G ′ is smaller, G ′ has a decomposition {T ′ , M ′ , H ′ } with desired properties in Theorem 2.1. Since H ′ is a family of facial cycles in G ′ = G − E(F ) and any cycles in H ′ and F are edge-disjoint. Thus, H ′ ∪ {F } is a family of edge-disjoint facial cycles in G.
The next claim plays a key role in the remaining part of the proof. Proof. It follows from Claim 2 that each second outer facial cycle F contains a 2-edge-cut of G, say S F . Let e 1 (F ) and e 2 (F ) be the edges in S F . It follows from the choice and condition (G2)
that both e 1 (F ) and e 2 (F ) are contained in F ∩ ∂G. Let P be the cyclic order of the elements in { e i (F ) : F is a second outer facial cycle of G and i = 1, 2 } along ∂G. We first show the following claim:
( * ) For any two second outer facial cycles F and F ′ of G, any of the two suborders of P between e 1 (F ) and e 2 (F ) contains both e 1 (F ′ ) and e 2 (F ′ ) or neither.
In fact, since S F = { e 1 (F ), e 2 (F ) } is a 2-edge-cut of G, F ′ is contained in one of the components of G − S F , and hence so are e 1 (F ′ ) and e 2 (F ′ ). This directly shows the claim ( * ).
Then along the cyclic order P, we choose every other edges and let M 0 be the set of chosen edges. We prove that the set M 0 satisfies the conditions desired in Claim 3. Since no two edges in M 0 are consecutive in P, we see that M 0 is actually a matching in ∂G. Let F be a second outer facial cycle of G and suppose that e 1 (F ) is not contained in M 0 . It follows from the claim ( * ) that the suborder of P between e 1 (F ) and e 2 (F ) contains an even number of elements. Since we chose every other edges along P, we can easily see that e 2 (F ) is contained in M 0 . The same argument implies that if e 1 (F ) is contained in M 0 , then e 2 (F ) is not. Therefore, we see that every second outer facial cycle of G contains exactly one edge in M 0 , and this competes the proof of Claim 3. □. 
Proof of Theorem 1.3
In this section, we are going to prove Theorem 1.3 by using the following lemma. For undefined terminology, we refer the reader to [23] . Proof of Theorem 1.3. Let G be a 3-connected cubic graph on the projective plane Σ. Assume that G is not planar; otherwise, it has a desired decomposition by Theorem 1.2. Then G has a non-contractible cycle. We first claim that G has a non-contractible cycle C such that
is connected.
It follows from Lemma 3.1 that G has a spanning 2-connected subgraph H bounded by a disc.
Assume that H is maximal, that is, all edges of G−E(H) pass through the crosscap of Σ. Since G is 3-connected, every 2-cut is contained on the boundary ∂H of H that is a cycle. Since G is not belong to the disc bounded by the cycle
If D i − E(P i ) has two components, then Q i contains a face F of G that intersects P i twice. Let
. The above arguments imply that D ′ 0 is connected. Let
Since 
