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A theory is proposed, in which the basic elements of reality are assumed to be something called
modes. Particles are interpreted as composites of modes, corresponding to eigenstates of the inter-
action Hamiltonian of modes. At the fundamental level of the proposed theory, there are two basic
modes only, whose spinor spaces are the two smallest nontrivial representation spaces of the SL(2,C)
group, one being the complex conjugate of the other. All other modes are constructed from the two
basic modes, making use of the operations of direct sum and direct product for related spinor spaces.
Accompanying the construction of direct-product modes, interactions among modes are introduced
in a natural way, with the interaction Hamiltonian given from mappings between the correspond-
ing state spaces. The interaction Hamiltonian thus obtained turn out to possess a form, which is
similar to a major part of the interaction Hamiltonian in the Glashow-Weinberg-Salam electroweak
theory. In the proposed theory, it is possible for the second-order perturbation expansion of energy
to be free from ultraviolet divergence. This expansion is used to derive some approximate relations
for neutrino masses; in particular, a rough estimate is obtained for the ratio of mass differences of
neutrinos, which gives the correct order of magnitude compared with the experimental result.
I. INTRODUCTION
One of the ultimate goals of physics is to establish a
theory in which interactions can be described in a uni-
fied way. This goal is partially achieved in the standard
model (SM) (see textbooks, e.g., Refs.[1, 2]), in which the
electromagnetic, weak, and strong interactions are intro-
duced by making use of the gauge symmetry related to
the group U(1) ⊗ SU(2) ⊗ SU(3). Based on the group
U(1)⊗SU(2), as shown in the Glashow-Weinberg-Salam
(GWS) electroweak theory, the first two interactions can
be unified, however, the strong interaction is introduced
by SU(3) in an independent way.
Although the SM supplies certain unified framework
for the electroweak interaction, it still has some unsat-
isfactory features [3] and the topic of going beyond the
SM has been studied extensively in recent years (see, e.g.,
Refs.[3–8]). In particular, nonzero neutrino masses call
for explanations, not just introducing new undetermined
parameters into the SM (see, e.g., Refs.[9, 10]).
To go beyond the SM and develop a more satisfac-
tory theory, a new strategy for the description of interac-
tions should be useful. Recently, an alternative method
has been found to establish a framework for the quan-
tum electrodynamics (QED) [11]. In this approach, pho-
ton states and the interaction Hamiltonian of QED are
introduced, based on geometric properties of the quan-
tum state spaces of electron and positron, expressed in
terms of two-component Weyl spinors, without resorting
to gauge symmetry of the corresponding classical fields.
In this paper, we go further to develop a theory for the
electroweak interaction. Although the approach we are
to adopt in this paper was stimulated by that discussed
in Ref.[11], the theory to be proposed in this paper does
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not depend on results of Ref.[11]. In the theory to be
proposed, experimentally-observed particles are to be in-
terpreted as composites of something more fundamental,
which we call modes.
A basic idea is to take representation spaces of the
SL(2,C) group as a guide. The SL(2,C) group is a cov-
ering group of the proper, orthochronous Lorentz group
[12–15]. Specifically, related to the two smallest nontriv-
ial representation spaces of the SL(2,C) group, one being
the complex conjugate of the other, we introduce two
basic modes at the most fundamental level. All other
modes are constructed from the two basic modes by two
operations acting on spinor spaces, namely, direct sum
and direct product. The interaction Hamiltonian is in-
troduced in accordance with the construction of direct-
product modes, and it is given from mappings between
the corresponding state spaces by a method similar to
one used in Ref.[11].
We find that the interaction Hamiltonian thus obtained
has a form, which is similar to a corresponding part of
the GWS theory for the interaction between fermions and
bosons. It turns out that in a theory thus constructed
the second-order perturbation expansion of energy may
be free of ultraviolet divergence. Then, one may discuss
properties of particle masses, based the their second-
order perturbation expansions. As an application, we
study neutrino masses and derive some approximate re-
lations for them. In particular, we show that, in a quite
rough estimate, the proposed theory predicts the correct
order of magnitude for the ratio of mass differences of
neutrinos.
The paper is organized as follows. The generic frame-
work of the proposed theory is given in Sec.II, wherein ba-
sic assumptions about modes are introduced. Fermionic
modes, constructed as direct sums of the two basic
modes, are discussed in Sec.III. In this paper, we mainly
study direct-sum modes that are constructed from two of
the two basic modes. Then, in Sec.IV, we discuss bosonic
2modes as direct-product modes of the fermionic modes
discussed above. Operators, which describe fundamental
interaction processes, are discussed in Sec.V. Details of
interactions among modes are discussed in Secs.VII-IX;
particularly, the interaction Hamiltonians are derived in
these sections.
In Sec.X, we discuss an invariant structure of the state
space under the action of the total interaction Hamilto-
nian. We show that, within such structures, it is possible
for the second-order perturbation expansion of energy to
be finite, namely, free of ultraviolet divergence. We pro-
pose that experimentally-observed particles can be in-
terpreted as eigenstates of the interaction Hamiltonian
within the invariant structures. In Sec.XI, making use of
the second-order perturbation expansion for energy, we
derive some estimates to properties of neutrino masses
and compare them with experimental results. A com-
parison of the proposed theory and the GWS theory is
given in Sec.XII. Finally, conclusions and discussions are
given in Sec.XIII
II. THE BASIC FRAMEWORK
In this section, we introduce the basic framework for
the theory to be proposed. We use W to denote a small-
est nontrivial representation space of the SL(2,C) group,
which is spanned by two-component Weyl spinors. No-
tations and properties of spinors to be used in this paper
have been discussed in detail in Refs.[11, 16], but, for the
sake of convenience, we recall them in Appendix A.
A. Basic modes
We first introduce the following assumption for the
state spaces of modes.
• ASS−M. The state space of an arbitrary mode
is composed of a momentum part and a spinor
part, with the momentum part being a linear space
spanned by basis vectors |p〉.
Here, the letter “A” in “ASS−M” stands for “assump-
tion”, the subscript “SS-M” stands for “state space for
mode”, and |p〉 indicate the ordinary state vectors corre-
sponding to 3-momentum p. Using 〈p| to indicate the
bra dual to |p〉 as in quantum mechanics, a Lorentz-
invariant inner product for these state vectors is written
as
〈p′|p〉 = |p|δ3(p− p′). (1)
The assumption ASS−M implies that there is no essential
difference in the momentum part among different modes.
In other words, the difference between different modes
should lie in their spinor parts.
A remark about notation: Throughout this paper,
consistent with a convention employed in the theory of
spinors, we use an overline to indicate complex conju-
gate for all things, including spinors, vectors, operators,
spaces, etc.. For example, we use W to indicate the
complex-conjugate space of W (see Appendix A for more
discussions about properties of W ).
As discussed in the section of introduction, the theory
to be proposed is based on two basic modes. We call one
of them a b-mode and introduce the following assumption
for its spinor space.
• Abasic−M1. The spinor states of a b-mode span a
smallest nontrivial representation space W of the
SL(2,C) group.
The other basic mode, called the anti-b-mode, has a
spinor space that can be introduced from that of the
b-mode, as stated below.
• Abasic−M2. The spinor space for an anti-b-mode is
the complex conjugate of the spinor space for a b-
mode, namely, W .
B. Direct-sum modes
As discussed above, we use the two operations of direct
sum and direct product to introduce new modes. The
modes thus introduced are called direct-sum modes and
direct-product modes, respectively. In this section, we
discuss direct-sum modes.
A direct sum of some space(s) W and some space(s)
W can be written in the form of a column, with each row
being a W or a W . Spinors in the direct-sum space can
be written in a corresponding way. We call a row in such
a column a layer. For a mode with more than one layers,
all its layers should give the same momentum and an-
gular momentum as the whole mode. To summarize, we
introduce the following assumption for direct-sum modes.
• Adire−sum. More than one basic modes may form
a direct-sum mode, whose spinor space is a direct
sum of the spinor spaces of the corresponding basic
modes, with all layers giving the same momentum
and angular momentum as the whole mode.
We call a b-mode (anti-b-mode) a one-layer mode and
call the direct sum of a b-mode and an anti-b-mode a
two-layer mode.
Generically, if the spinor spaces of two modes are the
complex conjugate of each other, we say that the two
modes are the antimode of each other. For a mode de-
noted by f , its antimode will be denoted by f . Clearly,
the antimode of f is f , i.e., f = f . (See Sec.XII for
a comparison between interactions related to antimodes
and interactions related to antiparticles in the GWS the-
ory.)
In the quantum field theory, due to a generic connec-
tion between spin and statistics, first shown by Pauli
[17, 18], particles with half-integer spins are assumed to
be fermionic. Consistent with this, we make the following
assumption.
3• Afermi−M. The two basic modes, as well as their
direct-sum modes, are fermionic.
Generically, one can write the state space for one
fermionic mode f in the form,
E(1)f =
⊕
p
|p〉 ⊗ Sf , (2)
where Sf denotes the subspace for the spinor degree
of freedom, i.e., the spinor space. Suppose that Sf is
spanned by spinors |Ufr〉 with a label r, then, the space
E(1)f is spanned by the following basis vectors,
|fpr〉 := |p〉|Ufr〉. (3)
The fermionicness of fermionic modes means that
|fpr〉|f ′p′r′〉 = −|f ′p′r′〉|fpr〉 (4)
for f ′ = f or f . The order of |p〉 and |Ufr〉 in |fpr〉
should be irrelevant, namely, |p〉|Ufr〉 = |Ufr〉|p〉. We
use b†fr(p) to denote creation operators for a fermionic
mode f ,
b†fr(p)|0〉 := |fpr〉, (5)
where |0〉 indicates the vacuum state. When the anti-
mode f is also discussed, we write its basis vectors as
|fpr〉 := |p〉|Ufr〉 and use d†fr(p) to indicate creation op-
erators for this antimode.
Below in this paper, unless otherwise stated, we dis-
cuss one-layer and two-layer fermionic modes only. For a
two-layer mode, the two layers are referred to as the up-
per layer and the lower layer, respectively, the meaning of
which is clear when the spinor state of the mode is writ-
ten in the form of a column. The assumption Adire−sum
implies that the state of the upper layer and that of the
lower layer of a same two-layer mode should be closely
related to each other. In fact, as to be shown later, one
of the two layers can be effectively determined from the
other. This implies that one of the two layers should
be sufficient to represent the spinor state of the whole
mode. Below, we take the upper layer as the representa-
tive layer of the whole mode. For brevity in presentation,
a one-layer mode is called itself’s representative layer.
C. Direct-product modes and fundamental
interaction processes
Now, we discuss modes, which can be constructed by
the operation of direct product of fermionic modes. In
this combination of modes, the momentum part is deter-
mined by the conservation of momentum and the spinor
part is obtained by the operation of direct product. We
call a mode thus obtained a direct-product mode. For
two fermionic modes to form a direct-product mode, they
should have the same number of layers.
We introduce the following assumption for direct-
product modes.
• Adire−prod. If the direct product of the representa-
tive layers of two fermionic modes f1 and f2 never
gives a vanishing result, then, there exists a mode
B as the direct-product mode of f1 and f2. The
spinor part of the mode B is composed of layers,
each of which is given by the direct product of the
corresponding layers of the two fermionic modes.
In Sec.IVA, we’ll show that, if the fermionicness of
fermionic modes can be assigned to their spinor degrees
of freedom, then, direct-product modes are bosonic.
The above-discussed direct-product combination im-
plies the existence of an interaction process, in which two
fermionic modes f1 and f2 combine and form a direct-
product mode B. We call this interaction process a fun-
damental interaction process (FIP) and use Hf1f2−B to
denote the operator that describes it. We call this op-
erator an H-operator. Moreover, the reverse of this FIP
should be an FIP, too; we use HB−f1f2 to denote the H-
operator for the latter FIP. To summarize, we introduce
the following assumption for FIPs.
• AFIP. (i) For modes discussed in the assumption
Adire−prod, there is an FIP, called F1, in which f1
and f2 combine and form a mode B.
(ii) The reverse of F1, denoted by F2, is also an FIP,
described by an H-operator HB−f1f2 = H
†
f1f2−B.
An explicit form of Hf1f2−B will be discussed in Sec.V,
written in terms of creation and annihilation operators.
D. Energy, momentum, and angular momentum
In this section, we discuss energy, momentum, and an-
gular momentum properties of modes.
We first discuss energy. As mentioned previously, an
experimentally-observed particle is to be interpreted as a
composite of modes. In principle, it should be possible for
the interaction among modes to give the rest massm0 for
a particle. Hence, in a simplest version of the proposed
theory, one can assume zero mass for free modes.
Furthermore, the mass of a particle should appear
as an eigenvalue of the interaction Hamiltonian H for
modes. Using |Ψ0〉 to denote the eigenstate correspond-
ing to m0, one writes
H |Ψ0〉 = m0|Ψ0〉. (6)
This solution should correspond to a zero total momen-
tum, P = 0. Under a Lorentz transformation, |Ψ0〉
should change to a state vector |ΨP〉 and m0 should
change to EP =
√
P2 +m20. As required by the principle
of relativity, the form of H should be independent of the
inertial frame of reference employed (see explicit expres-
sions of H to be be derived in later sections). Then, one
gets
H |ΨP〉 = EP|ΨP〉. (7)
4Equation (7) implies that the kinetic energy may be given
from the interaction Hamiltonian as well. Hence, we in-
troduce the following assumption for energy.
• Aenergy. Interaction among modes is the unique
source for energy.
As a consequence, a free mode has no energy, even if it
has a nonzero momentum.
Next, we discuss momentum. To get a Lorentz-
covariant form, a fourth component p0 should be added
to a 3-momentum p, resulting in a 4-momentum pµ =
(p0,p). According to the assumption Aenergy, p
0 for a
free mode is not related to energy, hence, it may have
both positive and negative signs. We use ̺ = ± to in-
dicate the sign of p0. Sometimes, when there is no risk
of causing confusion, we omit the label ̺ for ̺ = + (but
never omit it for ̺ = −). We assume that ̺ can be equiv-
alently put in the upper and lower positions of spinors,
e.g., U̺ ≡ U̺. With the label ̺ indicated explicitly,
the creation operators for a fermionic mode f are writ-
ten as b†f̺r(p) and those for the antimode f as d
†
f̺r
(p).
The corresponding annihilation operators are written as
bf̺r(p) and df̺r(p).
For each direct-product mode B with a 3-momentum
k, we consider only its positive-k0 states. Hence, we al-
ways write the creation operators for such a mode as
a†Bλ(k) and the annihilation operators as aBλ(k).
Finally, we discuss spinor angular momentum, in par-
ticular, a relation between the spinor-angular-momentum
operator for a mode and that for its antimode. Consider
a mode and use S = (S1, S2, S3) to denote its angu-
lar momentum, as operators acting on the corresponding
spinor space denoted by S. As well-known in quantum
mechanics, elements of the group SU(2), as a subgroup
of SL(2,C), can be written as
R = e−iθkSk , (8)
where θk are real parameters.
A remark about notation: Here and hereafter, unless
otherwise stated, we follow the convention that double
appearance of a same index, one in the upper position
and one in the lower position, implies a summation over
the index. But, no summation is guaranteed for two iden-
tical indexes in a same (lower/upper) position.
The anitmode of the above-discussed mode has a
spinor space as the complex conjugate of S, denoted by
S. The operation of complex conjugation changes R to
R = eiθkSk , which is also an element of SU(2). Let us use
S′ to denote the angular momentum acting on the space
S. Then, R should be written in the form R = e−iθkS′k .
This implies that
S′k = −Sk. (9)
Therefore, the spinor-angular-momentum operator for a
mode is equal to the negative complex conjugate of the
corresponding operator for its antimode.
E. Vacuum fluctuations and positive-p0 interaction
processes
In this section, we give further discussions for interac-
tions. To this end, we need to introduce an assumption
about negative-p0 states of modes. Since there has been
no experimental evidence that suggests existence of such
states, we introduce the following assumption [19].
• Aneg−p0 . A mode in a negative-p0 state can not
exist during any finite time period.
Note that instant existence of a negative-p0 state is al-
lowed.
Let us consider a pair of a fermionic mode and its anti-
mode, the two of which have opposite 4-momentum and
opposite angular momentum. Such a pair, as a whole,
has no detectable net physical property. This suggests
that such a pair may emerge from or vanish into the vac-
uum. We call such a pair a vacuum-fluctuation pair (VP)
and introduce the following assumption.
• AVP. From the vacuum there may appear a VP
and, reversely, a VP may vanish into the vacuum.
Thus, vacuum fluctuation, a physical idea widely used in
physics, is given an explicitly specified description. Ac-
cording to the assumptions given above, only in an FIP
or in a VP may a negative-p0 mode exist instantly.
To describe interactions among experimentally-
observable particles, due to the assumption Aneg−p0 , one
is interested in those interaction processes, whose in-
coming and outgoing modes are in positive-p0 states.
We call such interaction processes positive-p0 interaction
processes. The finest positive-p0 interaction processes,
each of which can not be further decomposed into other
positive-p0 interaction processes, are called basic positive-
p0 interaction processes (BPIPs).
We also call an operator that describes a BPIP an H-
operator. We assume that a BPIP contains one and only
one FIP. Clearly, an FIP that contains only positive-p0
modes is a BPIP. For an FIP that contains a negative-p0
mode, in order to construct a BPIP from it, this negative-
p0 mode must belong to some VP. The other mode in the
VP, which must lie in a positive-p0 state, can be an in-
coming or an outgoing mode of the BPIP. Based on these
considerations, we introduce the following assumption for
BPIPs [20].
• ABPIP. A BPIP contains one and only one FIP. Its
H-operator is given by the H-operator of the FIP it
contains, with the following replacements (if appli-
cable): Each annihilation/creation operator for a
mode f in a negative-p0 state is replaced by a cre-
ation/annihilation operator for its antimode f in a
positive-p0 state, the two states of which can form
a VP.
Examples of the replacements discussed in ABPIP are as
follows,
bf̺r(p)→ d†
f̺′r′
(−p), b†f̺r(p)→ df̺′r′(−p), (10)
5where ̺ = − and ̺′ = +, and the label r′ is such that
the two modes in states b†f̺r(p)|0〉 and d†f̺′r′(−p)|0〉 can
form a VP.
Finally, we introduce the following assumption for the
interaction Hamiltonian.
• AHint. The interaction Hamiltonian for generic
positive-p0 interaction processes is given by the sum
of the H-operators for all BPIPs.
III. FERMIONIC MODES
In this section, we discuss basic properties of fermionic
modes.
A. The two basic modes
In this section, we discuss properties of the two basic
modes, specifically, their state spaces in Sec.III A 1, their
inner produces in Sec.III A 2, and their angular momenta
in Sec.III A 3.
1. State spaces for b-mode and anti-b-mode
According to the assumption Abasic−M1 and the generic
form of the state space for one fermionic mode in Eq.(2),
the state space for one b-mode with a definite sign ̺,
denoted by E(1)b̺ , can be written in the following form,
E(1)b̺ =
⊕
p
|p〉 ⊗W . (11)
One can use a momentum-independent basis |SA〉, with
A = 0, 1, to expand spinors in the space W , say, |κ〉 =
κA|SA〉. This basis has the property given in Eq.(A3),
namely, 〈SA|SB〉 = ǫAB, where the symbol ǫAB is de-
fined in Eq.(A4) and the bra of a generic spinor is de-
fined in Eq.(A2). The position of the label A can be
raised/lowered by the symbol ǫ according to the rules
given in Eq.(A5).
The direct-product vectors |p〉|SA〉 constitute a basis
for the space E(1)b̺ . Note that the two spaces E(1)b̺ of ̺ = ±
are in fact mathematically the same, because neither |p〉
nor |SA〉 depends on ̺. For this reason, E(1)b̺ can be
simply written as E(1)b when we do not need to emphasize
the sign ̺.
Under an SL(2,C) transformation for |κ〉 ∈ W , a
4-momentum pµ changes according to a corresponding
Lorentz transformation. It proves useful to consider a
set of basis vectors, whose momentum and spinor parts
change consistently under SL(2,C) transformations. As
an example, one may consider a 3-momentum p0 =
(0, 0, |p0|) with an arbitrary nonzero value of |p0| and
a basis in the space W denoted by |κς(p0)〉 with ς = 0, 1.
As a basis, the spinors |κς(p0)〉 should have the following
property,
〈κς(p0)|κς′(p0)〉 = ǫςς′ , (12)
where 〈κς(p0)| indicates the bra of |κς(p0)〉 as defined in
Appendix A. The 3-momentum p0 can be changed to an
arbitrary 3-momentum p under an appropriate SL(2,C)
transformation, with the spinors |κς(p0)〉 changed ac-
cordingly to |κς(p)〉. Note that, by definition, the label
ς is Lorentz invariant.
In this way, another basis in the space E(1)b̺ can be
obtained, namely, |p〉|κς(p)〉. For brevity, we introduce
the following notation,
|bpς〉 := |p〉|κς(p)〉. (13)
The corresponding bras are written as 〈bpς | = 〈κς(p)|〈p|.
From Eqs.(1) and (12), one gets the following scalar prod-
uct for vectors |bpς〉,
〈bp′ς′ |bpς〉 = |p|δ3(p− p′)ǫς′ς . (14)
When we need to indicate the sign ̺, e.g., when indicat-
ing a basis vector in E(1)b̺ , we write |bpς〉 as |bp̺ς〉.
According to the assumption Abasic−M2, the spinor
space for an anti-b-mode is W , the complex-conjugate
space of W . The state space for an anti-b-mode is, then,
written as
E(1)
b̺
=
⊕
p
|p〉 ⊗W , (15)
Similarly, one gets the following bases in the space E(1)
b̺
and its dual space,
|bp(̺)ς〉 := |p〉|κς(p)〉, 〈bp(̺)ς | = 〈p|〈κς(p)|, (16)
with the following scalar product,
〈bp′ς′ |bpς〉 = |p|δ3(p− p′)ǫς′ς . (17)
Some words about notation: Following a convention
used in the theory of spinors, a primed label, say, A′ is
used for a basis in the space W , namely, |SA′〉 which
corresponds to the basis |SA〉 ∈ W . Accordingly, compo-
nents of spinors in W are labelled by A′, B′, etc.. But,
there is an exception: we do not follow this convention
for the label ς [see, e.g., Eq.(12)].
2. Inner products for b-mode and anti-b-mode
In this section, we construct inner products for b-mode
and anti-b-mode, which are also scalar products with re-
spect to the SL(2,C) group. As well known, by definition,
the inner product of a nonzero vector with itself should be
definitely positive. Due to the antisymmetry of the sym-
bol ǫς′ς in Eq.(A4), one has 〈bp′ς |bpς〉 = 0, as a result,
the scalar product in Eq.(14) is not an inner product.
6In order to construct an inner product for the vectors
|bpς〉, the operation of complex conjugation should be in-
volved in the related bra. This requires a type of bra
different from 〈bpς |, which we indicate by a hat, namely,
〈̂bpς |, and call it a hat-bra. Corresponding to an expan-
sion
|ψ〉 =
∫
dp˜Cς(p)|bpς〉, with dp˜ := 1|p|d
3p, (18)
the hat-bra 〈ψ̂| should be expanded as
〈ψ̂| =
∫
dp˜〈̂bpς |Cς∗(p). (19)
The term Cς∗(p) in Eq.(19) implies that 〈̂bpς | should
contain 〈κς(p)|. This raises a problem, because no scalar
product can be directly formed between 〈κς | and |κς′〉.
To solve this problem, one can make use of the following
operator,
Pb := −
∫
dp˜
1∑
ς=0
|bpς〉〈bpς |. (20)
Note that in Eq.(20) a summation is performed over the
two identical labels ς both lying in the lower position.
Since both dp˜ and the label ς are SL(2,C)-invariant, this
operator Pb is SL(2,C)-invariant.
Making use of the operator Pb, we propose to use the
following explicit form of the hat-bra 〈̂bpς |,
〈̂bpς | := 〈bpς |Pb = 〈p|〈κς(p)|Pb. (21)
Direct derivation shows that
〈̂bp′ς′ |bpς〉 = |p|δ3(p− p′)δς′ς . (22)
Then, it is easy to find that 〈ψ̂|ψ〉 ≥ 0 for all |ψ〉 and
〈ψ̂|ψ〉 = 0 iff |ψ〉 = 0. Therefore, 〈ψ̂|ψ〉 is an inner prod-
uct, which is also a scalar product [21, 22].
Now, we discuss positions of the label ς . There are two
methods, by which a label ς in a lower position can be
raised to the upper position: Equation (12) suggests that
this may be done by ǫςς
′
, in a way similar to the label A
discussed above; meanwhile, Eq.(22) suggests that this
may be done by δςς
′
. In what follows, we employ the
second method. That is, we use the following rule for
raising and lowering the label ς ,
|bςp〉 = δςς
′ |bpς′〉, |bpς〉 = |bς
′
p 〉δς′ς . (23)
Then, it is easy to verify that the identity operator in
the space E(1)b , denoted by I(1)b , can be written in the
following form,
I
(1)
b =
∫
dp˜|bςp〉〈̂bpς |. (24)
That is, I
(1)
b |bςp〉 = |bςp〉 for all p and ς .
As discussed previously, creation operators can be
readily introduced by b†
b(̺)ς(p)|0〉 = |bp(̺)ς〉, with the let-
ter “b” in the subscript standing for “b-mode”. Making
use of the inner product in Eq.(22), the corresponding
annihilation operators bb(̺)ς(p) can be introduced as the
Hermitian conjugate of b†
b(̺)ς(p).
The anti-b-mode can be treated in a similar way.
Specifically, introducing hat-bras,
〈̂bpς | := 〈bpς |Pb = 〈bpς |Pb, (25)
where
Pb = −
∫
dp˜
1∑
ς=0
|bpς〉〈bpς |, (26)
similar to Eq.(22), one gets
〈̂bp′ς′ |bpς〉 = |p|δ3(p− p′)δς′ς . (27)
The identity operator in the space E(1)
b
is written as
I
(1)
b
=
∫
dp˜|bςp〉〈̂bpς |. (28)
Creation and annihilation operators can also be intro-
duced for anti-b-mode, written as d†
b(̺)ς
(p) and db(̺)ς(p),
respectively.
A remark: The integration on the righ-hand side (rhs)
of Eq.(20) is crucial for the operator Pb to be SL(2,C)-
invariant. In fact, no inner product can be constructed
merely within the spinor spaces W and W .
3. Angular momentum of basic modes
In this section, we discuss angular momentum and he-
licity of the two basic modes and use them as an example
to illustrate Eq.(9).
We use s and s′ to denote the angular-momentum op-
erators on the two spaces W and W , respectively. As
an operator on the space W , a component sk of s can
be written in the form of ket-bra, and similar for s′k,
specifically,
sk ≡ (sk)AB |SA〉〈SB|, (29a)
s′k ≡ (s′k)A′B′ |SA′〉〈SB′ |. (29b)
Let us consider the action of sk on a spinor |χ〉, the result
of which we denote by |κ〉, |κ〉 = sk|χ〉. First, making use
of Eqs.(29) and (A11), and noting Eq.(A6), one finds that
sk|χ〉 = (sk)ABχB|SA〉 = (sk) BA χB|SA〉. (30)
Then, using the expansion in Eq.(A1), one gets the fol-
lowing component form for the action of sk,
κA = (sk)ABχ
B, κA = −(sk) BA χB. (31)
7To find explicit expressions for s and s′, a convenient
method is to study the angular momentum for Dirac
spinors. As well-known, in the chiral representation of
the γµ-matrices, each Dirac spinor is decomposed into
two Weyl spinors, one in a space W and the other in W
[12–16]. Correspondingly, the angular-momentum oper-
ator for Dirac spinors is also decomposed into two parts,
one being s for W and the other being s′ for W . Straight-
forward derivation shows that (see Appendix C for de-
tailed discussions)
(s′k)A
′B′ = −(sk)A′B′ , (32)
where (sk)A
′B′ := ((sk)AB)∗ for A = A′ and B = B′.
This is in agreement with Eq.(9).
Explicitly, with the notation (s1, s2, s3) ≡
(s23, s31, s12), the matrices (sk)AB are given by
(sij)AB =
i
4
σij,A B, (33)
where
σµν,AC := σ
µAB′σνB′C − σνAB
′
σµB′C . (34)
Here, σµAB
′
are the so-called Enfeld-van der Waerden
symbols, in short EW-symbols [12–16]. Making use of ex-
plicit expressions of the EW-symbols given in Eqs.(A14)-
(A15), one finds the following well-known matrix form for
sk,
(s1)AB =
1
2
(
0 1
1 0
)
, (35a)
(s2)AB =
1
2
(
0 −i
i 0
)
, (35b)
(s3)AB =
1
2
(
1 0
0 −1
)
. (35c)
As an application of the above results, let us discuss
the helicity, denoted by hc, as an eigenvalue of
Hc = p · s/|p|. (36)
For the spinors |κς(p)〉 discussed in Sec.III A 1, one may
require that they are eigenstates of Hc. Specifically, one
may set components of |κς(p0)〉, with p0 = (0, 0, |p0|), in
the basis |SA〉 as
κAς (p0) =
(
1
0
)
for ς = 0, (37a)
κAς (p0) =
(
0
1
)
for ς = 1. (37b)
Making use of the relation κB = κ
AǫAB, one finds that
κ0A(p0) =
(
0
1
)
, κ1A(p0) = −
(
1
0
)
. (38)
Then, making use of Eq.(35), it is straightforward to
verify that
hc = 1/2 for |κ0(p)〉, (39a)
hc = −1/2 for |κ1(p)〉. (39b)
For the anti-b-mode, noting Eq.(32), one gets
hc = −1/2 for |κ0(p)〉, (40a)
hc = 1/2 for |κ1(p)〉. (40b)
B. e-mode and anti-e-mode
In this section, we discuss properties of direct sums
that can be obtained from two of the spinor spaces of the
two basic modes. There are four possibilities, namely,
W ⊕W , W ⊕W , W ⊕W , and W ⊕W .
In the first possibility, the direct-sum mode has a
spinor state with the form,
( |κ〉
|χ〉
)
. According to the
assumption Adire−sum, the two layers should have a same
angular momentum. As discussed above, the angular
momentum has two different eigenvalues in the two-
dimensional space W . These points imply that the two
layers should lie in physically-equivalent states. Hence,
we assume that this direct-sum mode is equivalent to a
b-mode with a spinor state |κ〉, written as
1√
2
( |κ〉
|κ〉
)
⇐⇒ |κ〉. (41)
Similarly, we assume that the second possibility men-
tioned above is equivalent to an anti-b-mode. Below, we
discuss the third and fourth possibilities.
1. State spaces of e-mode and anti-e-mode
In a spinor space W ⊕W , a spinor is written as
|U〉 = 1√
2
( |u〉
|v〉
)
, (42)
with |u〉 ∈ W and |v〉 ∈ W . We call the direct-sum mode
with this configuration of the spinor space an e-mode,
because |U〉 has a form like a Dirac spinor in the chi-
ral representation of the γµ-matrices [1, 2, 12–15]. To
be consistent with the bra introduced in Eq.(A2) for
two-component Weyl spinors, we write the bra of |U〉
in Eq.(42) as
〈U | = 1√
2
(〈u|, 〈v|) , (43)
without taking complex conjugate for the Weyl spinors.
The complex conjugate of 〈U | is written as 〈U | =
1√
2
(〈u|, 〈v|).
8According to the assumption Adire−sum, the two Weyl
spinors |u〉 and |v〉 in |U〉 should give a same angular mo-
mentum. To make clear properties that |U〉 should pos-
sess, let us first consider a special form of |u〉 = uA|SA〉,
for which uA =
(
u0
u1
)
=
(
1
0
)
. For this Weyl spinor
|u〉, Eq.(35) predicts that s3 = 1/2. For the Weyl spinor
|v〉 ∈ W to have the same third component of the angular
momentum, according to Eq.(32), it must have compo-
nents vA
′
=
(
v0
′
v1
′
)
= −
(
0
1
)
, where a minus sign is
introduced for the sake of later convenience in presenta-
tion. The corresponding form with lower index is written
as vA′ =
(
v0′
v1′
)
=
(
1
0
)
.
We use r = 0 to indicate the above pair of |u〉 and |v〉.
Similarly, one can find another pair, indicated by r = 1,
for which s3 = −1/2. Thus, we get the following two
pairs of |u〉 and |v〉 satisfying the assumption Adire−sum,
each pair of which can form a Dirac spinor, i.e.,
urA =
(
1
0
)
vrA′ =
(
1
0
) for r = 0,

urA =
(
0
1
)
vrA′ =
(
0
1
) for r = 1.
(44)
One can relate the above-obtained two Dirac spinors to
an arbitrarily-chosen, nonzero 3-momentum p0 and write
them as U r(p0) =
1√
2
(
urA
vrA′
)
.
Then, performing a Lorentz transformation, one may
get a Dirac spinor related to an arbitrary 3-momentum
p,
U r(p) =
1√
2
(
urA(p)
vrB′(p)
)
, (45a)
⇐⇒ |U r(p)〉 = 1√
2
( |ur(p)〉
|vr(p)〉
)
. (45b)
Note that these spinors are also independent of the sign
̺. Then, similar to the case of b-mode in Eq.(39), it
is straightforward to find the following results for the
helicity of e-mode,
hc =
1
2
for |U0(p)〉, (46a)
hc = −1
2
for |U1(p)〉. (46b)
Making use of Eqs.(44), (A8), and (A5), it is easy to
verify the following scalar products,
〈ur(p)|ur′(p)〉 = ǫrr′, 〈vr(p)|vr′(p)〉 = ǫrr′ . (47)
This gives that
〈U r(p)|U r′(p)〉 = ǫrr′ . (48)
Furthermore, from Eq.(44), direct derivation shows that
u1A
′
= −v0A′ and u0A′ = v1A′ ; and this implies that
|u1(p)〉 = −|v0(p)〉, |u0(p)〉 = |v1(p)〉. (49)
We use Se(p) to denote the space spanned by the
spinors |U r(p)〉 of r = 0, 1. It is a two-dimensional,
momentum-dependent subspace of the four-dimensional
space W ⊕ W , due to the assumption Adire−sum. Then,
the state space for one e-mode is written as
E(1)
e(̺) =
⊕
p
|p〉 ⊗ Se(p), (50)
spanned by basis vectors |p〉|U r(p)〉. Similar to the
shorthand notation in Eq.(13), we introduce
|erp(̺)〉 := |p〉|U r(p)〉, (51)
and write the related creation operators as br†
e(̺)(p).
Related to the spinor space W ⊕W , which is the com-
plex conjugate of that discussed above for the e-mode,
there is another direct-sum mode. By the definition of
antimode, this direct-sum mode is the antimode of the
e-mode, hence, we call it anti-e-mode. The state space
for an anti-e-mode is written as
E(1)
e(̺) =
⊕
p
|p〉 ⊗ Se(p), (52)
where Se(p) is a space spanned by the spinors |U r(p)〉 of
r = 0, 1. Here, |U r(p)〉 indicates the complex conjugate
of |U r(p)〉.
Similar to Eq.(51), a basis for the space E(1)
e(̺) is written
as
|erp(̺)〉 := |p〉|U
r
(p)〉, (53)
with creation operators written as dr†
e(̺)(p). Due to the
relation in Eq.(9), helicity properties of the anti-e-mode
are just opposite to those given in Eq.(46) for the e-mode.
2. Inner products for e-mode and anti-e-mode
Similar to the case of b-mode discussed previously, in
order to construct an inner product for e-mode, one can
make use of hat-bras, which are defined by
〈êrp(̺)| := 〈erp(̺)|Pe = 〈p|〈U
r
(p)|Pe, (54)
where
Pe := −
∫
dp˜
1∑
r=0
|erp〉〈erp|. (55)
Similar to Pb, the operator Pe is also SL(2,C)-invariant.
Making use of Eq.(48), direct derivation shows that
〈êr′p′ |erp〉 = |p|δ3(p− p′)δr
′r, (56)
9which gives a scalar and inner product.
Equation (56) suggests that the index r can be lowered
by δrs and raised by δ
rs [cf.Eq.(23)], namely,
|erp〉 = δrr
′ |bpr′〉, |epr〉 = δrr′ |er
′
p 〉. (57)
Making use of the above inner product, the annihilation
operator, denoted by ber(p), can be introduced as the
Hermitian conjugate of b†er(p). It is straightforward to
verify that the identity operator in the space E(1)e has the
following form,
I(1)e =
∫
dp˜|erp〉〈êpr|. (58)
The operator Pe can be simplified. In fact, as shown
in Appendix D,
Pe = Υc, (59)
where
Υc :=
(
0 −I
W
IW 0
)
. (60)
Here, IW and IW are identity operators in the two spaces
W and W , respectively. It is clear that Υc changes posi-
tions of the two layers of an e-mode/anti-e-mode.
As seen in Eq.(59), the operator Pe is in fact indepen-
dent of the momentum degree of freedom, hence, one can
introduce a hat-bra for a spinor |U〉, namely,
〈Û | := 〈U |Υc = 1√
2
(〈v|,−〈u|). (61)
As shown in Ref.[16], this hat-bra gives the following or-
dinary inner product for Dirac spinors [23],
〈Û r(p)|Us(p)〉 = δrs. (62)
It is straightforward to extend the above treatments
of the case of anti-e-mode. Specifically, a hat-bra of the
form, 〈Û
r
(p)| = 〈U r(p)|Υc can be introduced, which
gives inner products:
〈Û
r
(p)|Us(p)〉 = δrs, (63)
〈êr
′
p′ |erp〉 = |p|δ3(p− p′)δr
′r. (64)
Then, one can introduce the annihilation operator der(p)
and get the following expression for the identity operator
in the space E(1)e ,
I
(1)
e =
∫
dp˜|erp〉〈êpr|. (65)
IV. BOSONIC MODES
In this section, we discuss direct-product modes pre-
dicted by the assumption Adire−prod, as direct-product
combinations of two of the four fermionic modes dis-
cussed in the previous section. Specifically, we discuss the
combination of b-mode and anti-b-mode in Sec.IVB, the
combination of e-mode and anti-e-mode in Sec.IVC, and
the combination of (anti-)e-modes and (anti-)b-modes in
Sec.IVD.
A. Fermionicness and bosonicness for spinor states
Before starting our discussions about direct-product
modes, in this section, we discuss commutability proper-
ties of spinor states, the results of which will be used in
later sections.
Let us first discuss fermionic modes. The direct prod-
uct feature shown in Eq.(2) for the state spaces of
fermionic modes suggests that it should be reasonable to
assume that the momentum part and the spinor part of
a fermionic mode may be treated separately, when dis-
cussing commutation relations such as that in Eq.(4).
According to the assumption ASS−M, the momentum
parts of all modes have similar properties, hence, it is the
spinor parts that makes it possible to distinguish among
different modes. This implies that the anticommutabil-
ity relation in Eq.(4) should have its manifestation in the
spinor part. Therefore, one can assume that
|p〉|p′〉 = |p′〉|p〉 (66a)
|U rf 〉|U r
′
f ′ 〉 = −|U r
′
f ′ 〉|U rf 〉 (66b)
for f ′ = f or f . In fact, this is the reason of assuming
the anticommutability relation given in Eq.(A34).
Next, we discuss direct-product modes. Let us con-
sider a mode B as the direct-product mode of two
fermionic modes f1 and f2. According to the assump-
tion Adire−prod, the spinor part of the mode B, denoted
by |ελB〉 with a label λ, is given by the direct-product
of the corresponding layers of the spinor parts of the
two fermionic modes, with a form like |U r1f1 〉|U r2f2 〉 or a
similar one. (See later discussions for its explicit expres-
sions with respect to concrete modes f1 and f2.) Then,
Eq.(66b) implies that
|ελB〉|ελ
′
B′〉 = |ελ
′
B′〉|ελB〉, (67)
where B′ = B or B. Since the momentum parts of
different modes have similar properties, Eq.(66a) should
hold for direct-product modes, too. Then, states of the
modes B and B, denoted by |Bpλ〉 and |Bpλ〉, respec-
tively, should be commutable, that is,
|Bpλ〉|B′p′λ′〉 = |B′p′λ′〉|Bpλ〉 (68)
for B′ = B or B. Therefore, the mode B and its anti-
mode are bosonic modes.
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B. Direct-product combination of basic modes
In this section, we discuss direct-product combination
of the two basic modes. We discuss the combination of
a b-mode and an anti-b-mode in Sec.IVB1, then, dis-
cuss the case with two basic modes of a same type in
Sec.IVB 2.
1. z-mode as a combination of b-mode and anti-b-mode
It is clear that the direct product |κ〉|χ〉 never van-
ishes for |κ〉 6= 0 and |χ〉 6= 0. Hence, according to
the assumption Adire−prod, a b-mode and an anti-b-mode
can combine and form a direct-product mode. We call
this direct-product mode a z-mode and call this direct-
product combination a bb− z combination.
As well known in the theory of spinors, the direct-
product space W ⊗W is isomorphic to a four-component-
vector space, which we denote by V with a basis |Tµ〉 (see
Appendix A3). This space V gives the spinor space for a
z-mode. To be specific, let us consider the combination
of a b-mode in a state |p〉|κ〉 and an anti-b-mode in a
state |q〉|χ〉. We use |k〉 to denote the momentum part
of the z-mode. According to the assumption Adire−prod,
the spinor part of the z-mode, denoted by |z〉 ∈ V , should
be obtained from the direct product state |κ〉|χ〉. Then,
according to discussions given in the above section, the
z-mode is a bosonic mode.
In the theory of spinors, the most natural way of get-
ting |z〉 from |κ〉|χ〉 is through the EW-symbols. In an
operator form, the EW-symbols can be written as
σ := σµAB
′ |Tµ〉〈SB′A|, (69)
where 〈SB′A| is dual to the spinor |SAB′〉 defined in
Eq.(A33). [See discussions around and below Eq.(A36)
for more properties of this operator σ]. One may note
that there is still an ambiguity in the sign of σ, because
in principle it should be also legitimate to use the prod-
uct basis 〈SAB′ |, instead of 〈SB′A|, on the rhs of Eq.(69),
which gives −σ. This ambiguity can be removed by the
following assumption about the usage of the operator σ.
• Asign−σ. The mapping W ⊗ W → V is described
by σ, while, the mapping W ⊗W → V is described
by −σ.
Thus, one writes
|z〉 = σ|κ〉|χ〉. (70)
The state space for one z-mode, denote by E(1)z , can be
written as
E(1)z =
⊕
k
|k〉 ⊗ V . (71)
One can also introduce a set of momentum-dependent
basis vectors in the space V , denoted by |ελ(k)〉, with
a Lorentz-invariant label λ = 0, 1, 2, 3. These basis vec-
tors change consistently with the 4-momentum kµ under
Lorentz transformations and satisfy the following relation
(see textbooks, e.g., Ref.[24]),
〈ελ′(k)|ελ(k)〉 = gλ′λ, (72)
where the scalar product is defined in Eq.(A46). The
vectors |ελ(k)〉 can be expanded in the above discussed,
momentum-independent basis |Tµ〉, i.e., |ελ(k)〉 =
εµλ(k)|Tµ〉, and similar for its complex conjugate |ελ(k)〉
[cf. Eqs.(A27) and (A40)]. According to Eqs.(A31) and
(A32), one has
εµλ(k) = 〈T µ|ελ(k)〉, εµ∗λ (k) = 〈T µ|ελ(k)〉. (73)
Making use of the vectors |ελ(k)〉, a basis in the space
E(1)z can be written as
|zkλ〉 := |k〉|ελ(k)〉. (74)
It has the following scalar product,
〈zkλ|zk′λ′〉 = gλλ′k0δ3(k− k′), (75)
where 〈zkλ| = 〈k|〈ελ(k)|.
Hat-bras can also be introduced for the vectors |zkλ〉.
Specifically, they can be defined by
〈ẑkλ| := 〈zkλ|Pz, (76)
where
Pz =
∫
dk˜
3∑
λ=0
|zkλ〉〈zkλ|. (77)
Making use of Eqs.(75)-(77) and the explicit form of gλλ′
in Eq.(A24), direct derivation shows that
〈ẑkλ| = 〈k|〈ε̂λ(k)|, (78)
where 〈ε̂λ(k)| is a four-component vector defined by
〈ε̂λ(k)| := gλλ〈ελ(k)|. (79)
The vectors 〈ε̂λ(k)| can also be expanded in the basis
〈Tµ|,
〈ε̂λ(k)| = 〈Tµ|ε̂µλ(k), (80)
and it is not difficult to find the following expression for
the components ε̂µλ(k),
ε̂µλ(k) = 〈ε̂µλ(k)|T µ〉 = gλλεµ∗λ (k). (81)
Note that the value of gλλ is Lorentz-invariant and no
summation is performed on the rhs of Eq.(79).
Then, it is straightforward to verify that
〈ẑkλ|zk′λ′〉 = δλλ′k0δ3(k− k′), (82)
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which gives an inner product. Based on Eq.(82), the
index λ can be raised and lowered by δλλ
′
and δλλ′ , re-
spectively, e.g.,
|zλk〉 = δλλ
′ |zkλ′〉, |zkλ′〉 = δλ′λ|zλk〉. (83)
It is easy to verify that the identity operator I
(1)
z for the
space E(1)z can be written in the following form,
I(1)z =
∫
dk˜|zkλ〉〈ẑλk |. (84)
The creation operators a†zλ(k) can be introduced in an
ordinary way by the relation a†zλ(k)|0〉 = |zkλ〉. Then,
one can introduce annihilation operators azλ(k) as con-
jugates of a†zλ(k), based on the inner product in Eq.(82).
The two operators satisfy the following commutation re-
lation,
[azλ(k), a
†
zλ′(k
′)] = δλλ′k0δ3(k− k′), (85)
which changes covariantly under Lorentz transforma-
tions, because the label λ is Lorentz-invariant.
A remark: In the ordinary, Lorentz-covariant treat-
ment of the photon field in QED (see, e.g., Ref.[24]),
annihilation operators for photon states are introduced
based on the scalar product in Eq.(75). An advantage of
the treatment employed here, which is based on the in-
ner product in Eq.(82), is that it does not suffer from the
problem of indefinite metric, which is met in the ordinary
treatment of the photon field in QED [25].
2. Direct product of two W or two W
Is it possible for two basic modes of a same type,
say, two b-modes, to combine and form a direct-product
mode? A key point lies in the fact that the direct product
of |κ〉 and |χ〉 vanishes for |κ〉 ∝ |χ〉, that is, |κ〉|χ〉 = 0
as a result of Eq.(66b). According to the assumption
Adire−prod, this implies that two b-modes can not com-
bine and form a direct-product mode. More generally,
two fermionic modes, whose representative (upper) layers
are of a same type, can not combine and form a direct-
product mode.
According to the assumption Adire−prod, two fermionic
modes, each with two layers, may form a direct-product
mode, if their representative layers belong to W and W ,
respectively. In this case, it is possible for the rest (lower)
layers of the two fermionic modes to lie in a same type of
space, either in W or in W . Below, we discuss properties
of the direct product of two layers of a same type.
To be specific, suppose that the rest layers mentioned
above lie in states |κ〉 and |χ〉 in W , respectively. Their
direct product is written as |s〉 = |κ〉|χ〉. Let us write
|κ〉 = κA|SA〉 and |χ〉 = χA|SA〉. Then, making use
of Eq.(A34), which implies that |SA〉|SA〉 = 0, simple
derivation gives
|s〉 = (κ0χ1 − κ1χ0)|S0〉|S1〉 =
∣∣∣∣ κ0 κ1χ0 χ1
∣∣∣∣ |S0〉|S1〉. (86)
A generic SL(2,C) transformation, written as hAB , trans-
forms the components κA to κ˜A = hABκ
B and, hence,
transforms |κ〉 to |κ˜〉 = hABκB|SA〉. Clearly, similar to
Eq.(86), one has |κ˜〉|χ˜〉 = (κ˜0χ˜1−κ˜1χ˜0)|S01〉. The matrix
form of hAB can be written as
hAB =
(
a b
c d
)
with ad− bc = 1. (87)
This gives
κ˜A =
(
aκ0 + bκ1
cκ0 + dκ1
)
. (88)
Then, it is straightforward to find that κ˜0χ˜1 − κ˜1χ˜0 =
(ad− bc)κ0χ1 + (bc− ad)κ1χ0 and, as a result,
|κ˜〉|χ˜〉 = |κ〉|χ〉. (89)
Thus, |s〉 is a scalar under SL(2,C) transformations.
Therefore, W ⊗W gives a one-dimensional space, the
elements of which are SL(2,C) scalars. Similarly, ele-
ments of W ⊗W are also SL(2,C) scalars.
C. Direct-product combinations of e-mode and
anti-e-mode
In this section, we discuss direct-product combina-
tions, which can be obtained from an e-mode and an
anti-e-mode. There are two possibilities for the combi-
nation, which we discuss in the following two subsections
separately.
1. Combination giving rise to A-mode
Let us consider an e-mode in a spinor state |U〉 and an
anti-e-mode in a spinor state |U ′〉,
|U〉 = 1√
2
( |u〉
|v〉
)
, |U ′〉 = 1√
2
( |u′〉
|v′〉
)
. (90)
According to the assumption Adire−prod, one can con-
sider the two layers separately, getting a direct product
1
2 |u〉|u′〉 from the upper layers and 12 |v〉|v′〉 from the lower
layers.
Let us first discuss the direct product of the two upper
layers. The result is the same as that discussed in the
previous section for the combination of a b-mode and an
anti-b-mode and, hence, this gives a vector in a space V ,
similar to that in Eq.(70). We use |U ⊗u U ′〉 to indicate
this direct product for the upper layers, that is,
|U ⊗u U ′〉 := 1
2
|u〉|u′〉. (91)
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Then, noting the assumption Asign−σ, the corresponding
vector in V is written as σ|U ⊗u U ′〉. Next, we discuss
the direct product of the two lower layers. Similar to
|U ⊗u U ′〉 defined above, we introduce
|U ⊗l U ′〉 := 1
2
|v〉|v′〉. (92)
According to the assumption Asign−σ, when computing
the corresponding vector in V , one should use −σ and,
as a result, one gets −σ|U ⊗l U ′〉.
We note that the two four-component vectors obtained
above lie in the same space V . This suggests that these
two vectors may be put together, resulting in one layer,
but not two layers. We call the direct-product mode thus
obtained an A-mode and call this direct-product combi-
nation an ee−A combination. Using |A〉 to denote the
spinor state of the ee − A combination discussed above,
it is written as
|A〉 = σ|U ⊗u−l U ′〉, (93)
where
|U ⊗u−l U ′〉 := |U ⊗u U ′〉 − |U ⊗l U ′〉. (94)
The state space for an A-mode can be written in the
same way as the one for the z-mode discussed previously,
namely,
E(1)A =
⊕
k
|k〉 ⊗ V , (95)
with a basis written as
|Akλ〉 := |k〉|ελ(k)〉. (96)
Similar to the hat-bras defined in Eq.(76), hat-bras
can also be introduced for the vectors |Akλ〉, namely,
〈Âkλ| := 〈Akλ|PA, where PA is defined in the same way
as Pz in Eq.(77) with “z” replaced by “A”. Then, an in-
ner product similar to Eq.(82) and an identity operator
I
(1)
A similar to I
(1)
z in Eq.(84) can also be obtained. Fi-
nally, based on this inner product, annihilation operators
aAλ(k) can be introduced, as Hermitian conjugates of the
creation operators a†Aλ(k), with a
†
Aλ(k)|0〉 = |Akλ〉.
A remark: Although the A-mode has many properties
similar to the z-mode, they have the following essential
difference. That is, the rhs of Eq.(93) for the A-mode has
a particular structure, such that the combination, from
which the mode comes from, may be traced back to e-
mode and anti-e-mode. While, the z-mode does not have
this structure.
2. Combinations giving rise to z-mode
For a two-layer mode, since the upper layer and the
lower layer form a whole, the two layers are not inde-
pendent of each other, but are connected to each other.
One may imagine the existence of certain link between
these two layers. For a configuration as that on the left-
hand side (lhs) of Eq.(41), the link connects two spinor
spaces of the same type; while, for an e-mode, the link
connects two spinor spaces with the relation of complex
conjugation. The former link can be regarded as possess-
ing a plain feature, while, the latter link possessing some
distortion feature.
For an e-mode and an anti-e-mode, the distortions
in their links have opposite “directions”: one giving
W → W and the other W → W . This suggests the fol-
lowing possibility: When an e-mode and an anti-e-mode
combine, it may happen that the distortions in the two
links “compensate” each other before the combination
takes place, such that the two links become plain links.
This requires that either the spinor spaces of the two up-
per layers are changed to their complex conjugates, or
those of the two lower layers are changed. We call the
former case an upper-layer conversion and the latter case
a lower-layer conversion.
Summarizing the above discussions, we make the fol-
lowing assumption.
• Aconvert. In a combination of an e-mode and an
anti-e-mode with conversion, there is a probability
pc for an upper-layer conversion to take place and
a probability (1 − pc) for a lower-layer conversion
to take place.
The most natural assumption about the value of pc is
that pc = 0.5.
To be specific, let us consider a spinor state of an e-
mode, |U r(p)〉 = 1√
2
( |ur(p)〉
|vr(p)〉
)
. According to the as-
sumption Aconvert, there is a probability (1 − pc) for the
space of the lower layer to change to W . One can not
directly replace |vr(p)〉 by its complex conjugate |vr(p)〉,
because according to Eq.(9) this would change the sign
of the angular momentum of the lower layer and hence
violate the assumption Adire−sum.
In order to keep the angular momentum of the lower
layer unchanged, e.g., the spinor states in Eq.(44) for p0
need to take the following changes,
v0A′ =
(
1
0
)
→ v0A =
(
1
0
)
= u0A, (97a)
v1A′ =
(
0
1
)
→ v1A =
(
0
1
)
= u1A. (97b)
As a result,
U r(p0) =
1√
2
(
urA
vrA′
)
→ 1√
2
(
urA
urA
)
. (98)
Recalling discussions around Eq.(41), it is seen that the
final state in Eq.(98) is physically equivalent to a Weyl
spinor urA for a b-mode. It is easy to see that this
result is also valid for an arbitrary momentum p, i.e.,
|U r(p)〉 → |ur(p)〉. Similarly, for an anti-e-mode, one
gets |U ′r(p)〉 → |u′r(p)〉.
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Then, the combination of the e-mode and the anti-e-
mode has a result like a combination of a b-mode and
an anti-b-mode, which we have discussed in Sec.IVB 1,
resulting in a z-mode with
|z〉 = σ|ur(p)〉|u′s(q)〉. (99)
We call this combination of an e-mode and an anti-e-
mode a type-I ee − z combination, in short, an ee − z1
combination.
Following similar arguments, one finds that an upper-
layer conversion gives that |U r(p)〉 → |vr(p)〉 and
|U ′r(p)〉 → |v′r(p)〉. The direct-product combination of
the two modes also leads to a z-mode, whose spinor state
should be
|z〉 = −σ|vr(p)〉|v′s(q)〉, (100)
with a minus sign according to the assumption Asign−σ.
We call this combination a type-II ee− z combination, in
short, an ee− z2 combination.
D. Combination of b-modes and e-modes
In this section, we discuss combinations of b-
mode/anti-b-mode and e-mode/anti-e-mode. In this
study, it is convenient to use the two-layer form of b-
mode/anti-b-mode, namely, 1√
2
( |κ〉
|κ〉
)
for |κ〉 [Eq.(41)]
and similar for anti-b-mode. According to discussions
given in the beginning of Sec.IVB 2, we need to discuss
only the combination of a b-mode and an anti-e-mode,
and the combination of an anti-b-mode and an e-mode.
Consider an e-mode in a spinor state |U〉 in Eq.(90)
and an anti-b-mode in a state |κ〉. The direct product of
the two upper layers gives a four-component vector |z〉/2
with |z〉 = σ|u〉|κ〉 in a space V . Meanwhile, the product
of the two lower layers gives |s〉/2 with |s〉 = |v〉|κ〉, which
is a scalar as discussed in Sec.IVB 2. Therefore, an e-
mode and an anti-b-mode may combine and give rise to a
mode, which we call aW -mode, with the following spinor
state,
|W 〉 = 1
2
( |z〉
|s〉
)
, (101)
|z〉 = σ|u〉|κ〉, |s〉 = |v〉|κ〉. (102)
This mode is also a bosonic mode, although its two lay-
ers lie in difference spaces. We call this direct-product
combination an eb−W combination.
As a scalar, the lower layer of aW -mode does not need
to be labeled. Note that the spinor |v〉 can be determined
from the spinor |u〉, and both |u〉 and |κ〉 can be derived
from the vector |z〉 by the relation |u〉|κ〉 = σ−1|z〉 [see
Eq.(A44) for σ−1]. Hence, the lower layer |s〉 of the W -
mode can be derived from its upper |z〉, while, the reverse
is not true. Therefore, the state space for a W -mode
can be effectively represented by the following one for its
upper layer,
E(1)W =
⊕
k
|k〉 ⊗ V , (103)
with the understanding that the space W ⊗W is of rel-
evance for the lower layer.
Like the case of z-mode discussed previously, |ελ(k)〉
give a basis for the upper layer of W -mode. Then, the
space E(1)W has a basis written as
|Wkλ〉 = |k〉|ελ(k)〉. (104)
The corresponding creation and annihilation operators,
indicated by a†Wλ(k) and aWλ(k), respectively, can be
introduced in the space E(1)W in the same way as those
discussed previously for the z-mode. The identity opera-
tor for the space E(1)W , denoted by I(1)W , also has the form
in Eq.(84), with z replaced by W .
Similarly, the direct-product combination of a b-mode
in a spinor state |κ〉 and an anti-e-mode in a spinor state
|U〉 gives a mode with the following spinor part,
|W 〉 = 1
2
( |z〉
|s〉
)
, (105)
|z〉 = σ|κ〉|u〉, |s〉 = |κ〉|v〉. (106)
Noting Eq.(A41), it is easy to see that the state space of
|W 〉 is the complex conjugate of that of |W 〉 discussed
above. Hence, this mode is the antimode of the W -mode
and we call it an anti-W -mode. We call this combination
a be−W combination. The state space for one anti-W -
mode, as well as basis vectors in it, can be obtained by
taking complex conjugation of those of the W -mode dis-
cussed above, with overline added to W in the notation,
such as |Wkλ〉 for the basis.
A remark: The upper layer of aW -mode and that of an
anti-W -mode lie in a same space, hence, it is their lower
layers that make the two modes distinguishable from each
other. Specifically, the lower layer of the W -mode lies in
the space W ⊗ W , while the lower layer of the anti-W -
mode in the space W ⊗W .
V. H-OPERATORS FOR FIPS
In this section, we derive a basic form for the H-
operators describing FIPs of interactions among the
modes discussed above. In Sec.VA, we discuss some no-
tations to be used in the description of interactions. In
Sec.VB, we discuss a generic form for the H-operators.
Explicit expressions for the spinor part of the generic
form for concrete interactions are discussed in VC.
A. Some notations for interactions
As stated in the assumption AFIP, a generic FIP in-
volves two fermionic modes f1 and f2 and a direct-
14
product (bosonic) mode B. We call such an interaction
an f1f2 − B interaction, corresponding to an f1f2 − B
combination discussed in the above section. As discussed
previously, the H-operators for the FIPs of F1 and F2 are
denoted by Hf1f2−B and HB−f1f2 respectively. For the
type-I and type-II ee − z interactions, the H-operators
are indicated as Hee−z1 and Hee−z2 for the processes F1
and Hz−ee1 and Hz−ee2 for F2.
Each type of interaction has more than one BPIPs and
we use i = 1, 2, . . . to label them, written as BPIP-i. The
H-operator for the i-th BPIP is denoted by Hi,f1f2B; the
total interaction Hamiltonian for this type of interaction
is denoted byHf1f2B. Then, according to the assumption
AHint, one writes
Hf1f2B =
∑
i
Hi,f1f2B. (107)
For the above-discussed four types of fermionic modes,
namely, b-mode, anti-b-mode, e-mode, and anti-e-mode,
there are six types of direct-product combination and,
hence, six types of interaction: namely, the bb − z in-
teraction, ee − A interaction, type-I and type-II ee − z
interactions (in short, ee− z1 and ee − z2 interactions),
eb−W interaction, and be−W interaction.
In some cases we need to explicitly indicate the sign ̺
for a fermionic mode f ; in such a case we write the state
space as E(1)f̺ . But, the state space for one bosonic mode
B is always written as E(1)B , because it involves positive
k0 only.
B. A generic form for the H-operator of F1
In order to find an expression for Hf1f2−B in terms of
creation and annihilation operators, we first write it in
terms of ket and bra. A convenient method of obtaining
such an expression is to make use of identity operators
for the spaces E(1)B and E(1)f1̺1 ⊗E
(1)
f2̺2
, denoted by I
(1)
B and
I
(1⊗1)
f1̺1,f2̺2
, respectively. Then, one writes
Hf1f2−B = I
(1)
B G I(1⊗1)f1̺1,f2̺2 , (108)
where, for the sake of clearness as well as brevity in pre-
sentation, we have used G to indicate the H-operator for
these two spaces. Making use of the identity operators
for single fermionic modes given previously, such as those
in Eqs.(24) and (58), it is not difficult to verify that the
identity operator I
(1⊗1)
f1̺1,f2̺2
has the following form,
I
(1⊗1)
f1̺1,f2̺2
=
∫
dp˜1dp˜2|f1r1p1̺1〉|f2r2p2̺2〉〈f̂2p2̺2r2 |〈f̂1p1̺1r1 |.
(109)
Clearly, the operator I
(1⊗1)
f1̺1,f2̺2
remains unchanged, if one
exchanges the orders of the state vectors for f1 and f2 on
the rhs of Eq.(109).
The mode B can be a z-mode, an A-mode, aW -mode,
or an anti-W -mode. As discussed previously, the state
spaces for a z-mode and an A-mode have the form in
Eq.(71), and the state spaces for a W -mode and an anti-
W -mode can be effectively written in this form. This
implies that, at least effectively, like Eq.(84), I
(1)
B can be
written as
I
(1)
B =
∫
dk˜|Bkλ〉〈B̂λk |. (110)
Substituting the above-discussed expressions of iden-
tity operators into Eq.(108), a form of the H-operator
Hf1f2−B can be obtained, with |Bkλ〉 replaced by the cor-
responding creation operator and 〈f̂2q̺2r2 |〈f̂1p̺1r1 | re-
placed by the corresponding annihilation operators. The
result is [26]
Hf1f2−B =
∫
dp˜1dp˜2dk˜a
†
Bλ(k)df2̺2r2(p2)bf1̺1r1(p1)G,
(111)
where we have used “d” to indicate the annihilation op-
erator for the mode f2, because for all the FIPs of F1
to be discussed in later sections the mode f2 will be ei-
ther an anti-b-mode or an anti-e-mode. In Eq.(111), the
quantity G represents the interaction amplitude, defined
by
G ≡ 〈B̂λk |G|f1r1p1̺1〉|f2r2p2̺2〉. (112)
The state spaces of all the modes discussed above have
a direct-product structure [see, e.g., Eqs.(2)]. This sug-
gests that the operator G should have a direct-product
form,
G = GmGs, (113)
where Gm denotes the momentum part and Gs for the
spinor part. The momentum part Gm can be determined
by the law of momentum conservation. Under this law,
the simplest form of Gm is written as
Gm =
∫
dp˜1dp˜2d
3k|k〉δ3(k− p1 − p2)〈p2|〈p1|, (114)
which connects the direct product |p1〉|p2〉 to the vector
|k〉, with k = p1 + p2.
C. Expressions of Gs
In this section, we discuss explicit expressions of the
operator Gs for the six interactions mentioned above. The
form of Eq.(112) implies that the operator Gs should act
on the spinor states of two fermionic modes and gener-
ate a spinor state of a bosonic mode. According to the
assumption Adire−prod, this action should be performed
for different layers in a separate way. Furthermore, as
discussed in Sec.IVB 1, the most natural description for
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this type of action should involve the operator σ, subject
to the assumption Asign−σ.
Firstly, let us discuss the bb − z interaction. The two
fermionic modes have one layer only. From Eq.(70), it is
seen that the simplest form for the operator Gs is given
by
Gbb−zs = σ. (115)
Secondly, we discuss the ee − A interaction. From
Eq.(93), it is seen that the simplest form of the operator
Gs is given by
Gee−As = σG⊗u−l , (116)
where G⊗u−l indicates |U ⊗u−l U
′〉 defined by Eq.(94).
Thirdly, we discuss the ee−z1 interaction, which is an
ee combination with conversion resulting in a z-mode.
This combination has been discussed in Sec.IVC2, re-
sulting in a state given in Eq.(99). When computing the
interaction amplitude, the converted part of the fermionic
modes should not be taken into account. In other words,
only the upper layers should be used in the computa-
tion of the amplitude. Hence, the simplest form of the
operator Gs for this interaction is written as
Gee−z1s = (1− pc)σG⊗u , (117)
where G⊗u indicates |U⊗uU
′〉 defined in Eq.(91) and the
prefactor (1 − pc) comes from the assumption Aconvert.
Fourthly, for the ee − z2 interaction, similar to Gee−z1s
given above, noting Eq.(100), one gets that
Gee−z2s = −pzσG⊗l (118)
where G⊗l indicates |U ⊗l U
′〉 defined in Eq.(92).
Finally, for the eb − W and be − W interactions,
the corresponding combinations give spinor states |W 〉
in Eq.(101) and |W 〉 in Eq.(105). The amplitudes for
these two interactions should be determined by the four-
component vector parts of the two states. Then, one gets
Geb−Ws = Gbe−Ws = σG⊗u . (119)
VI. THE bb− z INTERACTION
Based on results given above, now, we can derive ex-
plicit expressions for the Hamiltonians of the interactions
discussed above. In this section, we discuss the bb− z in-
teraction.
A. FIPs and VPs
For a b-mode and an anti-b-mode, it is not difficult to
verify that
I
(1⊗1)
b̺,b˜̺
=
∫
dp˜dq˜|bςp̺〉|b
ξ
q˜̺〉〈̂bq˜̺ξ|〈̂bp̺ς |, (120)
where ˜̺ indicates the sign of p0 for the anti-b-mode and ξ
is a spinor label similar to ς . With Gs given in Eq.(115),
the H-operator in Eq.(111) takes the following form for
the FIP of F1 of this interaction,
Hbb−z =
∫
dp˜dq˜dk˜ a†zλ(k)db ˜̺ξ(q)bb̺ς(p)h
ς,ξ,λ
bb−z, (121)
where
hς,ξ,λ
bb−z = 〈ε̂
λ(k)|σ|κς (p)〉|κξ(q)〉δ3(p+ q− k). (122)
Here, 〈ε̂λ(k)| = δλλ′〈ε̂λ′(k)|, with 〈ε̂λ′(k)| defined in
Eq.(79). Note that the two labels ̺ and ˜̺ do not need to
appear in the amplitude hς,ξ,λ
bb−z , because the spinor states
in it are in fact independent of these two labels. The
situation is similar with the amplitudes to be discussed
below for other types of interactions.
For the FIP of F2 as the reverse of F1, according to
the assumption AFIP, the H-operator is given byHz−bb =
H†
bb−z,
Hz−bb =
∫
dp˜dq˜dk˜ b†b̺ς(p)d
†
b˜̺ξ
(q)azλ(k)h
ς,ξ,λ
z−bb, (123)
where hς,ξ,λ
z−bb = (h
ς,ξ,λ
bb−z)
∗.
Now, we discuss VPs, which are composed of b-mode
and anti-b-mode. According to Eqs.(39)-(40), the helicity
of a b-mode with a label ς along its momentum p is the
same as the helicity of an anti-b-mode with ς ′ = ς + 1
along its momentum p′. Here and hereafter, the label
ς is always of mod 2. Then, by the definition of VP as
possessing opposite 4-momentum and opposite angular
momentum, a b-mode and an anti-b-mode in the following
states can form a VP, i.e.,
(|bp̺ς〉, |bp′̺′ς′〉),
with p′ = −p, ̺′ = −̺, ς ′ = ς + 1. (124)
Other states of b-mode and anti-b-mode do not satisfy
the definition of VP. The form of VP in Eq.(124) implies
that, when applying Eq.(10) to the b-mode, the label r′
there should correspond to ς ′ here.
B. BPIPs
In this section, we derive H-operators for BPIPs of
the bb − z interaction. According to the assumption
ABPIP, a BPIP contains one and only one FIP. Hence,
the BPIPs can be classified according to properties of
the FIPs they contain. There are four configurations for
the signs of p0 of the two fermionic modes in an FIP
of F1 described by the H-operator in Eq.(121), namely,
(̺, ˜̺) = (+,+), (+,−), (−,+), and (−,−). Then, tak-
ing together cases with F2, one gets eight types of FIPs.
From these eight types of FIPs, as to be shown below,
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one can derive eight types of BPIPs for the bb− z inter-
action, which as mentioned previously are indicated as
BPIP-i with i = 1, 2, . . . , 8.
Special attention should be paid to negative-p0
fermionic modes in FIPs of BPIPs. Due to the assump-
tion of Aneg−p0 , such a negative-p0 mode may exist only
instantly. This implies that, if such a mode is an out-
going mode of an FIP, it must be annihilated immedi-
ately. Since the BPIP may contain one FIP only, the
annihilation must be due to some VP; in other words,
this negative-p0 mode must form a VP with some exist-
ing mode and vanish into the vacuum according to the
assumption AVP. On the other hand, if the negative-p
0
mode is an incoming mode of an FIP, it must come from
some VP, which just emerges from the vacuum.
A remark about notation: Since incoming and outgo-
ing modes of BPIPs always have positive p0, for brevity,
we can omit the label ̺ for creation and annihilation op-
erators in the H-operators of BPIPs.
Below, we discuss the BPIPs in detail.
(1) Consider an FIP of F1 with the configuration
(̺, ˜̺) = (+,+), which contains two positive-p0 fermionic
modes. This FIP is a BPIP, which we call BPIP-1. The
H-operator for this BPIP can be directly obtained from
Eq.(121), namely,
H1,bbz =
∫
dp˜dq˜dk˜ a†zλ(k)dbξ(q)bbς(p)h
ς,ξ,λ
1,bb−z , (125)
hς,ξ,λ
1,bbz
= 〈ε̂λ(k)|σ|κς (p)〉|κξ(q)〉δ3(p+ q− k). (126)
(2) The reverse of the above-discussed F1 is an FIP of
F2 and is also a BPIP. We call this BPIP a BPIP-2. It
is described by an H-operator H2,bbz = H
†
1,bbz
, according
to the assumption AFIP.
(3) Consider an FIP of F1 with the configuration
(+,−), which involves an incoming positive-p0 b-mode
and an incoming negative-p0 anti-b-mode. The BPIP
containing this FIP is called a BPIP-3. As discussed
above, this negative-p0 anti-b-mode must come from
a VP. The total process should be that an incoming
positive-p0 b-mode combines with a negative-p0 anti-b-
mode, the latter of which comes from a VP emerging
from the vacuum, and the two modes form a z-mode,
leaving the positive-p0 b-mode in the VP as an outgoing
mode. The net effect is the emission of a z-mode by a
b-mode.
To derive an explicit description for the BPIP-3, sup-
pose that the state of the incoming positive-p0 b-mode
of the FIP is written as |bp̺ς〉 with ̺ = +. The state
of the positive-p0 b-mode in the VP can be written as
|bq̺ξ〉, then, according to the form of VP in (124), the
anti-b-mode in the VP should be in the state |bq′̺′ξ′〉
with q′ = −q, ̺′ = −̺, and ξ′ = ξ+1. Then, the FIP in-
volves the two states |bp̺ς〉 and |bq′̺′ξ′〉 and is described
by an H-operator given by Eq.(121), which contains an
operator product db̺′ξ′(q
′)bb̺ς(p).
Note that, here, when applying the assumption ABPIP,
the replacement of operator as in Eq.(10) should take the
form db̺′ξ′(q
′) → b†b̺ξ(q). Performing this replacement
of operator in the above-discussed H-operator obtained
from Eq.(121), the assumption ABPIP predicts the fol-
lowing H-operator for the BPIP-3,
H3,bbz =
∫
dp˜dq˜dk˜ a†zλ(k)b
†
bξ(q)bbς(p)h
ς,ξ′,λ
3,bbz
, (127)
where
hς,ξ
′,λ
3,bbz
= 〈ε̂λ(k)|σ|κς (p)κξ′(q′)〉δ3(p+ q′ − k). (128)
Note that, due to the above replacement db̺′ξ′(q
′) →
b†b̺ξ(q), the H-operator H3,bbz contains only cre-
ation/annihilation operators for incoming and outgoing
fermionic modes of the BPIP, both of which have posi-
tive p0. This feature is also be seen in other BPIPs, both
given above and discussed below.
(4) The reverse of the FIP of F1 discussed above gives
an FIP of F2. From this FIP of F2, one can construct a
BPIP-4, whose net effect is the absorption of a z-mode by
a b-mode. It is easy to see that the BPIP-4 is described
by an H-operator H4,bbz = H
†
3,bbz
.
(5) A BPIP-5 contains an FIP of F1 with the config-
uration (−,+). In fact, it can be obtained by changing
the b-modes/anti-b-mode in a BPIP-3 to anti-b-modes/b-
mode. The net effect is the emission of a z-mode by an
anti-b-mode. The state of the incoming positive-p0 anti-
b-mode can be written as |bq̺ξ〉 with ̺ = +. The state of
the positive-p0 anti-b-mode in the VP can be written as
|bp̺ς〉, then, the negative-p0 b-mode in the VP should be
in the state |bp′̺′ς′〉 with p′ = −p, ̺′ = −̺, and ς ′ = ς+1.
The FIP of F1 in this BPIP-5 involves the two
states |bp′̺′ς′〉 and |bq̺ξ〉 and is described by an H-
operator given by Eq.(121), containing an operator prod-
uct db̺ξ(q)bb̺′ς′(p
′). In this case, the replacement of op-
erator required in the assumption ABPIP should take the
form, bb̺′ς′(p
′)→ d†
b̺ς
(p). Then, the H-operator for this
BPIP is written as
H5,bbz =
∫
dp˜dq˜dk˜ a†zλ(k)dbξ(q)d
†
bς
(p)hς
′,ξ,λ
5,bbz
, (129)
where hς
′,ξ,λ
5,bbz
= 〈ε̂λ(k)|σ|κς′(p′)κξ(q)〉δ3(p′ + q− k).
(6) The reverse of a BPIP-5 gives a BPIP-6, whose net
effect is the absorption of a z-mode by an anti-b-mode,
described by an H-operator H6,bbz = H
†
5,bbz
.
(7) A BPIP-7 contains an FIP of F1 with the configu-
ration (−,−), which involves a negative-p0 b-mode and a
negative-p0 anti-b-mode. As discussed above, these two
negative-p0 modes must come from VPs. The total pro-
cess is that two VPs of b-mode and anti-b-mode emerge
from the vacuum at a same time and the two negative-
p0 modes in them combine and form a z-mode. The net
effect of the BPIP is that a z-mode, a b-mode, and an
anti-b-mode emerge from the vacuum. Suppose that one
of the two VPs contains a positive-p0 anti-b-mode and a
negative-p0 b-mode lying in, respectively, the state |bp̺ς〉
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with ̺ = + and the state |bp′̺′ς′〉 with p′ = −p, ̺′ = −̺,
and ς ′ = ς + 1; the other VP contains modes in states
|bq̺ξ〉 and |bq′̺′ξ′〉 with q′ = −q and ξ′ = ξ + 1.
The FIP of F1 in this BPIP-7 involves the two
states |bp′̺′ς′〉 and |bq′̺′ξ′〉 and is described by an H-
operator given by Eq.(121), containing an operator prod-
uct db̺′ξ′(q
′)bb̺′ς′(p′). In this case, the replacement of
operator should take the form bb̺′ς′(p
′) → d†
b̺ς
(p) and
db̺′ξ′(q
′)→ b†b̺ξ(q). Then, the H-operator for this BPIP
is written as
H7,bbz =
∫
dp˜dq˜dk˜ a†zλ(k)b
†
bξ(q)d
†
bς
(p)hς
′,ξ′,λ
7,bbz
, (130)
where hς
′,ξ′,λ
7,bbz
= 〈ε̂λ(k)|σ|κς′ (p′)κξ′(q′)〉δ3(p′ + q′ − k).
(8) The reverse of a BPIP-7 is a BPIP-8, described by
an H-operator H8,bbz = H
†
7,bbz
. Its net effect is that a
z-mode, a b-mode, and an anti-b-mode vanish into the
vacuum.
Finally, the interaction Hamiltonian Hbbz can be ob-
tained from the above H-operators for BPIPs, namely,
Hbbz =
8∑
i=1
Hi,bbz. (131)
C. A field expression for Hbbz
In this section, we show that the amplitudes in the
above-obtained interaction Hamiltonian Hbbz can be
written in forms, which contain only states of the in-
coming and outgoing modes of the BPIPs. We further
show that Hbbz can be written in a concise form in terms
of fields.
What need special attention are the spinor states of
negative-p0 modes in the amplitudes with i = 3, . . . , 8,
e.g., the spinor state |κξ′(q′)〉 in Eq.(128). We note
that angular-momentum properties of the spinor state
|κξ′(q′)〉 are equal to those of |κξ(q)〉 [see Eq.(40)]. This
implies that these two spinors are proportional to each
other. We assume that they can be set equal. Then, we
get the following equivalence relation,
|κς′(p′)〉 ⇐⇒ |κς(p)〉 for p = −p′ & ς = ς ′ + 1 (132)
and similar for spinors in the space W . It is not difficult
to verify that, making use of the relation in Eq.(132), one
can use spinor states of the incoming and outgoing modes
of the BPIPs to express in the amplitudes of i = 3, . . . , 8.
To get a field expression for the interaction Hamilto-
nian Hbbz, we need to write the interaction amplitudes in
terms of components of spinors. First, substituting the
explicit expression of the operator σ in Eq.(A36) into
Eq.(126) and making use of the relations in Eqs.(73),
(A11), (A32), and (A38), direct derivation shows that
hς,ξ,λ
1,bbz
= Rς,ξ,λ
1,bbz
δ3(p+ q− k), (133)
where
Rς,ξ,λ
1,bbz
= ε̂λµ(k)κ
ξB′(q)σµB′Aκ
ςA(p). (134)
Here, ε̂λµ(k) is given in Eq.(81) [27] and σ
µ
B′A indicates
the complex conjugate of σµBA′ , i.e., σ
µ
B′A = (σ
µ
BA′ )
∗.
Then, following a similar procedure and making use of
the relation in Eq.(132), from the expressions of the in-
teraction amplitudes of i = 3, 5, 7 given in the previous
section, one gets
hς,ξ
′,λ
3,bbz
= Rς,ξ,λ
1,bbz
δ3(p− q− k), (135a)
hς
′,ξ,λ
5,bbz
= Rς,ξ,λ
1,bbz
δ3(q− p− k), (135b)
hς
′,ξ′,λ
7,bbz
= Rς,ξ,λ
1,bbz
δ3(q+ p+ k). (135c)
In these expressions of the amplitudes, only spinor states
of the incoming and outgoing modes of the BPIPs are
used. It is seen that the only difference among the four
amplitudes of i = 1, 3, 5, 7 given above lies in the δ-
functions.
The amplitudes for i = 2, 4, 6, 8 can be obtained from
the relation hς,ξ,λ
i,bbz
= (hς,ξ,λ
i−1,bbz)
∗, resulting in
hς,ξ,λ
2,bbz
= Rς,ξ,λ
2,bbz
δ3(p+ q− k), (136a)
hς,ξ,λ
4,bbz
= Rς,ξ,λ
2,bbz
δ3(p− q− k), (136b)
hς,ξ,λ
6,bbz
= Rς,ξ,λ
2,bbz
δ3(q− p− k), (136c)
hς,ξ,λ
8,bbz
= Rς,ξ,λ
2,bbz
δ3(p+ q+ k), (136d)
where Eq.(A38) has been used and
Rς,ξ,λ
2,bbz
= ε̂λ∗µ (k)κ
ςB′(p)σµB′Aκ
ξA(q). (137)
We introduce the following fields,
ψb(x) =
∫
dp˜ bbς(p)κ
ςA(p)eip·x + d†
bς
(p)κςA(p)e−ip·x,
(138a)
ψb(x) =
∫
dq˜ b†bξ(q)κ
ξB′(q)e−iq·x + dbξ(q)κ
ξB′(q)eiq·x,
(138b)
zµ(x) =
∫
dk˜azλ(k)ε̂
λ∗
µ (k)e
ik·x + a†zλ(k)ε̂
λ
µ(k)e
−ik·x.
(138c)
After some algebra, it is not difficult to verify that the
interaction Hamiltonian Hbbz in Eq.(131) can be written
in the following form,
Hbbz =
1
(2π)3
∫
d3xψbσ
µ
B′Aψbzµ. (139)
VII. THE ee− A INTERACTION
In this section, we discuss the ee − A interaction.
Specifically, in Sec.VIIA we discuss FIPs of this in-
teraction and VPs that are composed of e-mode and
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anti-e-mode. Then, we discuss BPIPs in Sec.VII B. In
Sec.VIIC, we discuss a field expression for the interac-
tion Hamiltonian of this interaction.
A. FIPs and VPs
Making use of Eqs.(58) and (65), it is easy to find that
the identity operator I
(1⊗1)
e̺,e˜̺
is written as [cf.Eq.(120) for
the case of b-modes]
I
(1⊗1)
e̺,e˜̺
=
∫
dp˜dq˜|erp̺〉|esq˜̺〉〈êq˜̺s|〈êp̺r|. (140)
Making use of Eqs.(112) and (116), from Eq.(111) one
gets the following H-operator for the FIP of F1 of the
ee−A interaction,
Hee−A =
∫
dp˜dq˜dk˜ a†Aλ(k)de˜̺s(q)be̺r(p)h
r,s,λ
ee−A, (141)
where
hr,s,λee−A = 〈ε̂λ(k)|σ|U r(p)⊗u−l U
s
(q)〉δ3(p+ q− k),
(142)
with |U r(p)⊗u−lUs(q)〉 defined in Eq.(94). According to
the assumption AFIP, the H-operator of F2, the reverse
of F1, is written as
HA−ee =
∫
dp˜dq˜dk˜ b†e̺r(p)d
†
e˜̺s
(q)aAλ(k)h
r,s,λ
A−ee, (143)
where hr,s,λA−ee = (h
r,s,λ
ee−A)
∗.
Then, we discuss VPs composed of e-mode and anti-
e-mode, namely, pairs of e-mode and anti-e-mode with
opposite 4-momentum and opposite angular momentum.
Note that, according to the assumption Adire−sum, the
upper layer and lower layer of an e-mode are associated
with a same momentum and a same angular momentum,
and similar for an anti-e-mode. Moreover, as seen in
Eqs.(37) and (44), the upper layer of an e-mode may lie in
the same spinor states as those for a b-mode. Therefore,
VPs of e-mode and anti-e-mode should have properties
similar to those of the VPs of b-mode and anti-b-mode
given in (124), that is, they should take the following
form,
(|ep̺r〉, |ep′̺′r′〉),
with p′ = −p, ̺′ = −̺, r′ = r + 1, (144)
where the label r is also of mod 2.
B. BPIPs
The ee−A interaction has many properties similar to
the previously-discussed bb−z interaction. In particular,
(i) the H-operators of F1 in Eq.(121) and Eq.(141) have a
similar form, (ii) the amplitudes in Eq.(122) and Eq.(142)
share a similar structure, and (iii) the VPs have simi-
lar forms in (124) and (144). Due to these similarities,
BPIPs of the ee − A interaction can be found following
the same procedure as that given in the previous section
for the bb−z interaction. In particular, corresponding to
the above-discussed eight BPIPs of the bb−z interaction,
the ee−A interaction also has eight BPIPs, which we also
indicate as BPIP-i with i = 1, 2, . . . , 8, with H-operators
Hi,eeA. Below, we discuss the BPIPs in detail.
In a BPIP-1, a positive-p0 e-mode and a positive-p0
anti-e-mode combine and form an A-mode. Equation
(141) directly gives
H1,eeA =
∫
dp˜dq˜dk˜ a†Aλ(k)des(q)ber(p)h
r,s,λ
1,eeA, (145)
hr,s,λ1,eeA = 〈ε̂λ(k)|σ|U r(p) ⊗u−l U
s
(q)〉δ3(p+ q− k).
(146)
A BPIP-2 is the reverse of a BPIP-1, described by
H2,eeA = H
†
1,eeA.
A BPIP-3 contains an FIP of F1 with a positive-p0 e-
mode and a negative-p0 anti-e-mode and has a net effect
of the emission of an A-mode by an e-mode. Following
arguments similar to those leading to Eq.(127), one finds
that
H3,eeA =
∫
dp˜dq˜dk˜ a†Aλ(k)b
†
es(q)ber(p)h
r,s′,λ
3,eeA, (147)
hr,s
′,λ
3,eeA = 〈ε̂λ(k)|σ|U r(p)⊗u−l U
s′
(q′)〉δ3(p+ q′ − k),
(148)
where q′ = −q and s′ = s + 1. A BPIP-4 is the reverse
of a BPIP-3, with the net effect of the absorption of an
A-mode by an e-mode, and is described by an H-operator
H4,eeA = H
†
3,eeA.
A BPIP-5 contains an FIP of F1 with a negative-p0 e-
mode and a positive-p0 anti-e-mode and has a net effect of
the emission of an A-mode by an anti-e-mode. Following
arguments similar to those leading to Eq.(129), one finds
that
H5,eeA =
∫
dp˜dq˜dk˜ a†Aλ(k)des(q)d
†
er(p)h
r′,s,λ
5,eeA, (149)
hr
′,s,λ
5,eeA = 〈ε̂λ(k)|σ|U r
′
(p′)⊗u−l Us(q)〉δ3(p′ + q− k),
(150)
where p′ = −p and r′ = r + 1. A BPIP-6 is the reverse
of a BPIP-5, whose net effect is the absorption of an
A-mode by an anti-e-mode, and is described by an H-
operator H6,eeA = H
†
5,eeA.
A BPIP-7 contains an FIP of F1 with a negative-p0 e-
mode and a negative-p0 anti-e-mode and has a net effect
of the emergence of an A-mode, an e-mode, and an anti-
e-mode from the vacuum. Following arguments similar
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to those leading to Eq.(130), one finds that
H7,eeA =
∫
dp˜dq˜dk˜ a†Aλ(k)b
†
es(q)d
†
er(p)h
r′,s′,λ
7,eeA , (151)
hr
′,s′,λ
7,eeA = 〈ε̂λ(k)|σ|U r
′
(p′)⊗u−l Us
′
(q′)〉δ3(p′ + q′ − k),
(152)
where p′ = −p,q′ = −q, r′ = r + 1, and s′ = s + 1. A
BPIP-8 is the reverse of a BPIP-7, whose net effect is the
vanishing of an A-mode, an e-mode, and an anti-e-mode
into the vacuum, described by an H-operator H8,eeA =
H†7,eeA.
Finally, according to the assumption AHint, the inter-
action Hamiltonian for the ee − A interaction, denoted
by HeeA, is written as
HeeA =
8∑
i=1
Hi,eeA. (153)
C. A field expression for HeeA
In this section, we derive a field expression for the inter-
action Hamiltonian HeeA. To this end, let us first rewrite
the spinor part of the amplitude hr,s,λ1,eeA in Eq.(146), which
we denote by Rr,s,λ1,eeA = 〈ε̂λ(k)|σ|U r(p) ⊗u−l U
s
(q)〉.
Making use of Eq.(94) for the symbol ⊗u−l and the ex-
pression of U r(p) in Eq.(45), R1 is written as
Rr,s,λ1,eeA =
1
2
〈ε̂λ(k)|σ[|ur(p)〉|us(q)〉 − |vr(p)〉|vs(q)〉].
Using Eqs.(A41) and (66b), we get
2Rr,s,λ1,eeA = 〈ε̂λ(k)|σ|us(q)〉|ur(p)〉+ 〈ελ(k)|σ|vs(q)〉|vr(p)〉.
Then, making use of the definitions of σ and σ in
Eqs.(A36)-(A37), and of Eqs.(73), (A6), and (A11), di-
rect derivation shows that
2Rr,s,λ1,eeA = ε̂
λ
µ(k)u
sB′(q)σµB′Au
rA(p)
+ε̂λµ(k)v
s
B(q)σ
µBA′vrA′(p). (154)
Making use of Eq.(154), it is straightforward to verify
that the amplitude hr,s,λ1,eeA can be written as
hr,s,λ1,eeA = R
r,s,λ
1,eeAδ
3(p+ q− k), (155)
where
Rr,s,λ1,eeA = ε̂
λ
µ(k)U
s
(q)γ̂µU r(p). (156)
Here,
γ̂µ :=
(
0 1
1 0
)
γµ =
(
σµB′A 0
0 σµBA
′
)
, (157)
where, as shown in Ref.[16], the γµ-matrices are written
in the following form,
γµ =
(
0 σµAB
′
σµA′B 0
)
. (158)
The amplitude hr,s,λ3,eeA can also be written in a form
like Eq.(155). To this end, we note that, similar to the
equivalence relation (132), one gets the following relation
for spinor states of e-modes,
|U r′(p′)〉 ⇐⇒ |U r(p)〉 for p = −p′ & r = r′ + 1.
(159)
Then, following the same procedure that leads to
Eq.(155), we get
hr,s,λ3,eeA = R
r,s,λ
1,eeAδ
3(p− q− k), (160a)
hr,s,λ5,eeA = R
r,s,λ
1,eeAδ
3(q− p− k), (160b)
hr,s,λ7,eeA = R
r,s,λ
1,eeAδ
3(p+ q+ k). (160c)
The amplitudes hr,s,λi,eeA of i = 2, 4, 6, 8 can also be writ-
ten in forms similar to those discussed above for odd i.
To this end, the following relation is useful, which can be
obtained by making use of Eq.(A38), i.e.,[
ε̂λµ(k)U
s
(q)γ̂µU r(p)
]∗
= ε̂λ∗µ (k)U
r
(p)γ̂µUs(q). (161)
Then, one gets
hr,s,λ2,eeA = R
r,s,λ
2,eeAδ
3(p+ q− k), (162a)
hr,s,λ4,eeA = R
r,s,λ
2,eeAδ
3(p− q− k), (162b)
hr,s,λ6,eeA = R
r,s,λ
2,eeAδ
3(q− p− k), (162c)
hr,s,λ8,eeA = R
r,s,λ
2,eeAδ
3(p+ q+ k), (162d)
where
Rr,s,λ2,eeA = ε̂
λ∗
µ (k)U
r
(p)γ̂µUs(q). (163)
Finally, we introduce the following field operators,
ψe(x) :=
∫
dp˜ ber(p)U
r(p)eip·x + d†er(p)U
r(p)e−ip·x,
(164a)
ψe(x) :=
∫
dq˜ b†es(q)U
s
(q)e−iq·x + des(q)U
s
(q)eiq·x,
(164b)
Aµ(x) :=
∫
dk˜aAλ(k)ε̂
λ∗
µ (k)e
ik·x + a†Aλ(k)ε̂
λ
µ(k)e
−ik·x.
(164c)
Direct derivation shows that the interaction Hamiltonian
HeeA in Eq.(153) can be written as
HeeA =
1
(2π)3
∫
d3xψeγ̂
µψeAµ. (165)
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VIII. THE ee− z INTERACTION
In this section, we discuss the ee − z interaction, in
which an e-mode and an anti-e-mode combine and form
a z-mode.
A. Type-I ee− z interaction
In this section, we discuss the type-I ee−z interaction,
in short, the ee− z1 interaction. Making use of Eq.(117)
for the operator Gs for this interaction, Eq.(111) gives
the following H-operator Hee−z1 for the FIP of F1,
Hee−z1 = (1− pc)
∫
dp˜dq˜dk˜ a†zλ(k)de˜̺s(q)be̺r(p)h
r,s,λ
ee−z1,
(166)
hr,s,λee−z1 = 〈ε̂λ(k)|σ|U r(p) ⊗u U
s
(q)〉δ3(p+ q− k).
(167)
The main difference between this H-operator and that in
Eq.(141) for the ee− A interaction lies in the subscripts
of “⊗”. The H-operator for the FIP of F2, denoted by
Hz−ee1, is given by the Hermitian conjugate of Hee−z1,
Hz−ee1 = H
†
ee−z1.
The BPIPs for the type-I ee − z interaction can be
derived by the same method as that used in Sec.VII B
for the ee − A interaction. There are also eight BPIPs,
denoted by BPIP-i of i = 1, . . . 8. It is not difficult to
find that the H-operators Hi,eez1 for the BPIPs of this
interaction can be obtained from the corresponding ones
given in Sec.VII B for the ee−A interaction, with the fol-
lowing three changes: (i) an additional prefactor (1−pc),
(ii) A-mode changed to z-mode, and (iii) ⊗u−l changed
to ⊗u. Finally, the interaction Hamiltonian for the type-I
ee− z interaction, denoted by Heez1, is written as
Heez1 =
8∑
i=1
Hi,eez1. (168)
The amplitudes hr,s,λi,eez1 of the H-operators Hi,eez1 can
be written in the same forms as those given in Eqs.(155),
(160), and (162), with the following expressions for the
spinor parts,
Rr,s,λ1,eez1 = ε̂
λ
µ(k)(U
s
(q))uγ̂
µ
uu(U
r(p))u, (169a)
Rr,s,λ2,eez1 = ε̂
λ∗
µ (k)(U
r
(p))uγ̂
µ
uu(U
s(q))u, (169b)
where γ̂µuu indicates the upper-upper part of γ̂
µ in
Eq.(157), namely, σµB′A, which is just the complex conju-
gate of the EW-symbols. Here and hereafter, a subscript
“u” of a two-layer spinor, e.g., “u” of “Uu”, means that
only the upper layer of the spinor is used; similarly, a
subscript “l” indicates that only the lower layer is used.
Finally, making use of the fields given in Eqs.(138c),
(164a) and (164b), it is not difficult to verify that
Heez1 =
1− pc
(2π)3
∫
d3xψeuγ̂
µ
uuψeuzµ, (170)
where “u” in the subscript of ψeu is for the two-layer
spinors in the field ψe.
B. Type-II ee− z interaction
The type-II ee− z interaction, namely, the ee− z2 in-
teraction can be treated in the same way as the type-I in-
teraction discussed above, but, with Gs given in Eq.(118).
For the FIP of F1 of this interaction, one gets
Hee−z2 = −pc
∫
dp˜dq˜dk˜ a†zλ(k)de˜̺s(q)be̺r(p)h
r,s,λ
ee−z2,
(171)
hr,s,λee−z2 = 〈ε̂λ(k)|σ|U r(p)⊗l U
s
(q)〉δ3(p+ q− k).
(172)
The H-operator for the FIP of F2, is given by Hz−ee2 =
H†ee−z2.
There are also eight BPIPs. Their H-operators have
the same expressions as the corresponding ones given
above for the ee− z1 interaction, with the subscript “u”
replaced by “l” and with the prefactor (1 − pc) changed
to (−pc). The interaction Hamiltonian is written as
Heez2 =
8∑
i=1
Hi,eez2. (173)
The interaction amplitudes for these BPIPs can be writ-
ten in the same forms as those for the ee− z1 interaction
discussed in the previous section, with the subscripts “u”
in Eq.(169) replaced by “l”. Finally, similar to Eq.(170),
the interaction Hamiltonian is written as
Heez2 = − pc
(2π)3
∫
d3xψelγ̂
µ
llψelzµ, (174)
where γ̂µll indicates the lower-lower part of γ̂
µ.
IX. THE eb−W AND be−W INTERACTIONS
In this section, we discuss the eb − W and be − W
interactions.
A. FIPs and BPIPs for the eb−W interaction
In this section, we discuss the FIPs and BPIPs for the
eb −W interaction. The identity operator I(1⊗1)
e̺,b ˜̺
in the
space E(1)e̺ ⊗ E(1)
b˜̺
has the form,
I
(1⊗1)
e̺,b˜̺
=
∫
dp˜dq˜|erp̺〉|b
ς
q˜̺〉〈̂bq˜̺ς |〈êp̺r|. (175)
Making use of the expression of Gs for this interaction in
Eq.(119), from Eq.(111) one gets the following expression
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of the H-operator Heb−W for the FIP of F1,
Heb−W =
1√
2
∫
dp˜dq˜dk˜ a†Wλ(k)db˜̺ς(q)be̺r(p)h
r,ς,λ
eb−W ,
(176)
where
hr,ς,λ
eb−W = 〈ε̂
λ(k)|σ|U r(p)〉u|κς(q)〉δ3(p+ q− k). (177)
The prefactor (1/
√
2) in Eq.(176) comes from the fact
that the operator G⊗u in Eq.(119) acts on a two-layer
description for the spinor state of a b-mode like the lhs
of Eq.(41), while, a one-layer spinor state |κς(q)〉 is used
in Eq.(177). According to the assumption AFIP, the FIP
of F2, as the reverse of F1, has an H-operator HW−eb =
H†
eb−W .
BPIPs of the eb −W interaction can be found by the
same method as that used previously for other interac-
tions. There are also eight BPIPs, denoted by BPIP-i
with i = 1, . . . 8, with H-operatorsHi,ebW . For a BPIP-1,
which is just an FIP of F1 with two positive-p0 fermionic
modes, the H-operator has the form,
H1,ebW =
1√
2
∫
dp˜dq˜dk˜ a†Wλ(k)dbς(q)ber(p)h
r,ς,λ
1,ebW
,
(178)
where
hr,ς,λ
1,ebW
= Rr,ς,λ
1,ebW
δ3(p+ q− k), (179)
Rr,ς,λ
1,ebW
= 〈ε̂λ(k)|σ|U r(p)〉u|κς(q)〉. (180)
Similar to Rς,ξ,λ
1,bbz
in Eq.(134), one finds that
Rr,ς,λ
1,ebW
= ε̂λµ(k)κ
ςB′(q)γ̂µuu(U
r(p))u. (181)
The reverse of a BPIP-1 is a BPIP-2 with an H-
operator H2,ebW = H
†
1,ebW
. The amplitude of a BPIP-2
is given by hr,ς,λ
2,ebW
= (hr,ς,λ
1,ebW
)∗. Similar to Eq.(179), one
finds that
hr,ς,λ
2,ebW
= Rr,ς,λ
2,ebW
δ3(p+ q− k), (182)
where
Rr,ς,λ
2,ebW
= ε̂λ∗µ (k)(U
r
(p))uγ̂
µ
uuκ
ςA(q). (183)
A BPIP-3 contains an FIP which involves a positive-p0
e-mode and a negative-p0 anti-b-mode. The total process
is that a positive-p0 incoming e-mode combines with a
negative-p0 anti-b-mode, the latter of which comes from
a VP emerging from the vacuum, and the two modes
form a W -mode, leaving the positive-p0 b-mode in the
VP as an outgoing mode. Thus, the net effect is the
conversion of an e-mode into a b-mode with the emission
of a W -mode.
The state of the incoming e-mode can be written as
|ep̺r〉 with ̺ = +. The state of the positive-p0 b-mode
in the VP can be written as |bq̺ς〉, implying that the
anti-b-mode in the VP should be in the state |bq′̺′ς′〉
with q′ = −q, ̺′ = −̺, and ς ′ = ς + 1. Then, according
to the assumption ABPIP, the H-operator for this BPIP
takes the form,
H3,ebW =
1√
2
∫
dp˜dq˜dk˜ a†Wλ(k)b
†
bς(q)ber(p)h
r,ς′,λ
3,ebW
,
(184)
where hr,ς
′,λ
3,ebW
= 〈ε̂λ(k)|σ|U r(p)〉u|κς′(q′)〉δ3(p+ q′ − k).
Making use of the relation in Eq.(132), one can write
hr,ς
′,λ
3,eb−W as
hr,ς
′,λ
3,ebW
= Rr,ς,λ
1,ebW
δ3(p− q− k). (185)
The reverse of a BPIP-3 is a BPIP-4, described by an
H-operator H4,ebW = H
†
3,ebW
, with the same spinor part
of the amplitude as in Eq.(183).
A BPIP-5 contains an FIP of F1, which involves a
negative-p0 e-mode and a positive-p0 anti-b-mode. It has
the net effect of the conversion of an anti-b-mode into an
anti-e-mode with the emission of a W -mode. The state
of the incoming positive-p0 anti-b-mode can be written
as |bq̺ς〉 with ̺ = +, that of the positive-p0 anti-e-mode
in the involved VP can be written as |ep̺r〉, then, the
negative-p0 e-mode in the VP should be in the state
|ep′̺′r′〉 with p′ = −p, ̺′ = −̺ and r′ = r + 1. These
states give the following H-operator for this BPIP,
H5,ebW =
1√
2
∫
dp˜dq˜dk˜ a†Wλ(k)dbς(q)d
†
er(p)h
r′,ς,λ
5,ebW
,
(186)
where hr
′,ς,λ
5,ebW
= 〈ε̂λ(k)|σ|U r′(p′)〉u|κς(q)〉δ3(p′ + q− k).
Then, noting the equivalence relation in Eq.(159), one
gets,
hr
′,ς,λ
5,ebW
= Rr,ς,λ
1,ebW
δ3(q− p− k). (187)
The reverse of a BPIP-5 is a BPIP-6, described by an
H-operator H6,ebW = H
†
5,ebW
, with the same spinor part
of the amplitude as in Eq.(183).
A BPIP-7 contains an FIP of F1, which involves a
negative-p0 e-mode and a negative-p0 anti-b-mode. Its
net effect is the emergence of aW -mode, an e-mode, and
an anti-b-mode from the vacuum. Following arguments
similar to those given above, one finds the following H-
operator for this BPIP,
H7,ebW =
1√
2
∫
dp˜dq˜dk˜ a†Wλ(k)b
†
bς(q)d
†
er(p)h
r′,ς′,λ
7,ebW
,
(188)
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where hr
′,ς′,λ
7,ebW
= 〈ε̂λ(k)|σ|U r′(p′)〉u|κς′(q′)〉δ3(p′+q′−k).
Then, noting Eqs.(132) and (159), one gets,
hr
′,ς′,λ
7,ebW
= Rr,ς,λ
1,ebW
δ3(p+ q+ k). (189)
The reverse of a BPIP-7 is a BPIP-8, described by an
H-operator H8,ebW = H
†
7,ebW
.
Using the above-obtained H-operators, one can get the
following interaction Hamiltonian HebW ,
HebW =
8∑
i=1
Hi,ebW . (190)
B. FIPs and BPIPs for the be−W interaction
The be−W interaction can be treated in the same way
as that used above for the eb−W interaction. Similar to
Eqs.(175)-(177), one gets
I
(1⊗1)
b̺,e˜̺ =
∫
dp˜dq˜|bςp̺〉|erq˜̺〉〈êq˜̺r|〈̂bp̺ς |. (191)
Hbe−W =
1√
2
∫
dp˜dq˜dk˜ a†
Wλ
(k)de˜̺r(q)bb̺ς(p)h
ς,r,λ
be−W ,
(192)
hς,r,λ
be−W = 〈ε̂
λ(k)|σ|κς(p)〉|U r(q)〉uδ3(p+ q− k). (193)
For the odd BPIPs, one gets
H1,beW =
1√
2
∫
dp˜dq˜dk˜ a†
Wλ
(k)der(q)bbς(p)h
ς,r,λ
1,beW
,
(194a)
H3,beW =
1√
2
∫
dp˜dq˜dk˜ a†
Wλ
(k)b†er(q)bbς(p)h
ς,r,λ
3,beW
,
(194b)
H5,beW =
1√
2
∫
dp˜dq˜dk˜ a†
Wλ
(k)der(q)d
†
bς
(p)hς,r,λ
5,beW
,
(194c)
H7,beW =
1√
2
∫
dp˜dq˜dk˜ a†
Wλ
(k)b†er(q)d
†
bς
(p)hς,r,λ
7,beW
.
(194d)
Here, the amplitudes have the following expressions,
hς,r,λ
1,beW
= Rς,r,λ
1,beW
δ3(p+ q− k), (195a)
hς,r,λ
3,beW
= Rς,r,λ
1,beW
δ3(p− q− k), (195b)
hς,r,λ
5,beW
= Rς,r,λ
1,beW
δ3(q − p− k), (195c)
hς,r,λ
7,beW
= Rς,r,λ
1,beW
δ3(p+ q+ k), (195d)
where
Rς,r,λ
1,beW
= ε̂λµ(k)(U
r
(q))uγ̂
µ
uuκ
ςA(p). (196)
The even BPIPs are described by the Hermitian conju-
gates of the H-operators given above for the odd BPIPs,
with the following spinor part for the amplitudes,
Rς,r,λ
2,beW
= ε̂λ∗µ (k)κ
ςB′(p)γ̂µuu(U
r(q))u. (197)
Finally, one gets the Hamiltonian for this type of inter-
action,
HbeW =
8∑
i=1
Hi,beW . (198)
C. Field expressions of HebW and HbeW
Putting the two interaction Hamiltonians HebW and
HbeW together, they can be written in a concise form in
terms of fields. To this end, we introduce the following
fields,
Wµ(x) :=
∫
dk˜aWλ(k)ε̂
λ∗
µ (k)e
ik·x + a†
Wλ
(k)ε̂λµ(k)e
−ik·x.
(199a)
Wµ(x) :=
∫
dk˜a†Wλ(k)ε̂
λ
µ(k)e
−ik·x + aWλ(k)ε̂
λ∗
µ (k)e
ik·x.
(199b)
Then, making use of the fields in Eqs.(138a), (138b),
(164a), and (164b), direct derivation shows that
HebW +HbeW
=
1√
2(2π)3
∫
d3x
(
ψbγ̂
µ
uuψeuWµ + ψeuγ̂
µ
uuψbWµ
)
.
(200)
To summarize, we have derived all the Hamiltonians
for the interactions among those modes with one and two
layers. The total interaction Hamiltonian H for these
interactions is written as
H = Hbbz +HeeA +Heez1 +Heez2 +HebW +HebW .
(201)
X. PARTICLES AS EIGENSTATES OF H
In the previous sections, we have discussed basic con-
tents of the proposed theory. From now, we apply the
theory to the understanding of properties of particles.
In this section, we discuss the possibility of interpreting
eigenstates of H as particle states.
Specifically, in Sec.XA, we discuss basic properties of
the total state space related to the interaction Hamil-
tonian H given above, then, show that inside the total
state space there exist invariant substructures with re-
spect toH . In Sec.XB, we discuss eigenstates ofH in the
above-discussed substructures and relate them to parti-
cles states. In Sec.XC, we discuss the possibility for a
second-order perturbation expansion of energy to give a
finite result.
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A. Irreducible invariant subspaces of H
In this section, we first discuss a set of basis vectors
that span the total state space E with respect to H , then,
discuss some subspaces of the total state space E , which
are invariant under the action of the Hamiltonian H .
The space E is spanned by the following basis vectors,
|Nη〉 := N |(b)nb〉 ⊗ |(b)nb〉 ⊗ |(e)ne〉 ⊗ |(e)ne〉 ⊗ |(z)nz〉
⊗|(A)nA〉 ⊗ |(W )nW 〉 ⊗ |(W )nW 〉, (202)
where nb, nb, ne, ne, nz, nA, nW , nW = 0, 1, . . ., the quan-
tity N indicates the total number of modes,
N = nb + nb + ne + ne + nz + nA + nW + nW , (203)
η is a label to indicate the state, and N is a normal-
ization coefficient. Here, e.g., |(b)nb〉 represents a state
of nb b-modes, each of the type |bpς〉. Note that, since
the Hamiltonian H involves positive-p0 modes only, the
space E does not contain any negative-p0 mode.
All the six parts of the total interaction Hamiltonian
on the rhs of Eq.(201) have the same coupling structure
for modes. This coupling structure implies a specific type
of connection among the basis vectors |Nη〉. Of partic-
ular interest is the fact that some of the vectors thus
connected span a subspace, which is invariant under the
action of the Hamiltonian H .
To be specific, let us consider basis vectors |Mpr〉 for
a given momentum p, where M represents one of the
modes b, b, e, e, z, A,W , and W , and r is a label for the
spinor degree of freedom. We use EM,p to denote the
space spanned by all those basis vectors |Nη〉, for each of
which there is a nonnegative integer m such that
〈M̂pr|Hm|Nη〉 6= 0 (204)
for one value of r. The space EM,p is invariant un-
der the action of the Hamiltonian H , in the sense that
H |ψ〉 ∈ EM,p for all vectors |ψ〉 ∈ EM,p. It is a smallest
subspace inside the total space E , which contains |Mpr〉
and is invariant under H . For this reason, we call it an
irreducible invariant subspace of the Hamiltonian H .
As an example, consider the subspace Ee,p. It is easy
to see that it can be written as
Ee,p =
∞⊕
m=1
E(m)e,p = E(1)e,p ⊕ E(2)e,p ⊕ · · · , (205)
where E(m)e,p is spanned by those vectors |Nη〉 withN = m,
for each of which 〈êpr|Hm−1|Nη〉 6= 0. For example,
E(1)e,p = {|epr〉} and E(2)e,p is spanned by basis vectors with
the following direct-product forms,
|e(p−k)s〉|Akλ〉, |e(p−k)s〉|zkλ〉, |b(p−k)ς〉|Wkλ〉. (206)
From each of the six one-mode basis vectors contained in
(206), an irreducible invariant subspace of H can be con-
structed. For example, from |e(p−k)s〉 one can construct
a subspace Ee,(p−k) and from |Akλ〉 one can construct
EA,k. Thus, the space Ee,p contains the following spaces,
Ee,(p−k), EA,k, Ez,k, Eb,(p−k), EW,k. (207)
Following similar arguments, it is not difficult to find
that each space EM,p contains some other spaces EM ′,p′ .
Therefore, the irreducible invariant subspaces EM,p have
an certain inter-embedded structure. We note that, due
to the identical nature of modes of the same species, this
inter-embedded structure could be quite complicated.
B. Particles as eigenstates of H in irreducible
invariant subspaces
To find states that may be associated with particles, let
us consider an irreducible invariant subspace EM,p of the
Hamiltonian H . Suppose that there is an eigenstate |Ψ〉
of H in this subspace with a finite eigenvalue E. Then,
Schro¨dinger equation predicts an evolution e−iEt|Ψ〉 for
an initial state as this eigenstate; in other words, this
state keeps itself if it is isolated. This is just what is
understood for a free particle. Therefore, it is reasonable
to interpret this eigenstate as a state of a particle.
The space EM,p is infinitely large. To find a meaning-
ful eigenstate of H in this space with a finite eigenvalue,
one may first truncate the space EM,p to a space ENc,PcM,p
with finite positive numbers Nc and Pc. Here, by defini-
tion, ENc,PcM,p is spanned by those vectors |Nη〉 satisfying
N < Nc and |pmax| < Pc, where |pmax| indicates the
maximum momentum of the modes contained in |Nη〉
[28]. We use |ΨNc,Pc,α˜M,p 〉, labelled by α˜, to indicate eigen-
states of H in a space ENc,PcM,p ,
H |ΨNc,Pc,α˜M,p 〉 = ENc,Pc,α˜M,p |ΨNc,Pc,α˜M,p 〉, (208)
where ENc,Pc,α˜M,p are the corresponding eigenvalues.
Clearly, ENc,Pc,α˜M,p are finite for finite Nc and Pc.
For each finite pair (Nc, Pc), the number of the eigen-
states |ΨNc,Pc,α˜M,p 〉 is equal to the dimension of the space
ENc,PcM,p . Hence, the number of |ΨNc,Pc,α˜M,p 〉 increases quite
fast with the increase of (Nc, Pc). In the limit Nc → ∞
and Pc → ∞, usually, only a small fraction of sequences
of α˜ may give vectors that converge to limits with finite
eigenvalues.
Suppose that there is a sequence of α˜, with α˜ as a func-
tion of Nc and Pc, such that, in the limit Nc → ∞ and
Pc → ∞, |ΨNc,Pc,α˜M,p 〉 converges to a definite limit with a
finite eigenvalue. We use |ΨαM,p〉,with a label α, to indi-
cate this limit and useEαM,p to indicate the corresponding
eigenvalue, namely,
|ΨαM,p〉 = lim
Nc→∞,Pc→∞
|ΨNc,Pc,α˜M,p 〉, (209)
EαM,p = lim
Nc→∞,Pc→∞
ENc,Pc,α˜M,p . (210)
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Then, the Hamiltonian H has the following finite eigen-
solution in the space EM,p,
H |ΨαM,p〉 = EαM,p|ΨαM,p〉. (211)
The eigenvalues EαM,p can be both positive and nega-
tive. We interpret eigenstates |ΨαM,p〉 with positive eigen-
values EαM,p as states of particles:
• An eigenstate |ΨαM,p〉 with a positive eigenvalue can
be associated with a particle, which possesses an
energy EαM,p and a momentum p.
In particular, the mass of the particle is given by EαM,0.
Similar to the assumption Aneg-p0 , we introduce the fol-
lowing assumption for eigenstates with negative eigenval-
ues.
• No particle can stay in a state |ΨαM,p〉 with a neg-
ative eigenvalue EαM,p.
The HamiltonianH in Eq.(201), when written in terms
of field operators, has a form similar to a part of the inter-
action Hamiltonian in the GWS electroweak theory (see
Sec.XII for detailed discussions). Due to this similarity,
we propose to give the following interpretation for states
of particles:
|Ψαe,p〉 − − − − electron state (212a)
|Ψαe,p〉 − − − − positron state (212b)
|Ψαb,p〉 − − − − electron neutrino state (212c)
|Ψα
b,p
〉 − − − − electron anti-neutrino state (212d)
|ΨαA,p〉 − − − − photon state (212e)
|Ψαz,p〉 − − − − Z0-particle state (212f)
|ΨαW,p〉 − − − − W−-particle state (212g)
|Ψα
W,p
〉 − − − − W+-particle state (212h)
For the above interpretation to be able to work, the label
α for each modeM must be consistent with experimental
results. For example, within the energy scale accessible to
today’s experimental study, the label α in |Ψαe,0〉 should
be expected to take two values only, corresponding to the
two spin states of a free electron,
Finally, we note that the H-operators H7,f1f2B and
H8,f1f2B , in fact, give no contribution to the above-
discussed irreducible invariant subspaces EM,p and,
hence, no contribution to the eigenstates |ΨαM,p〉. This
is in agreement with the fact that, in QFTs, only con-
nected Feynman diagrams give contribution to the scat-
tering matrix. Furthermore, some minor modification to
the theory proposed above, which may look natural, may
make it possible to neglect the BPIP-7 and BPIP-8. For
example, if the probability for two VPs to emerge simul-
taneously from the vacuum could be neglected, then, the
assumption Aneg−p0 would prohibit the BPIP-7.
C. Perturbation expansion of energy
A crucial point for validity of the above interpretation
of particle states lies in the existence of finite eigensolu-
tions of H in Eq.(211). In this section, we show that this
could be possible within the second-order perturbation
theory.
1. Generic discussions
In a most direct perturbative treatment, since all
modes are massless, the second-order perturbation ex-
pansion of energy always gives a divergent result. In this
section, we discuss an improved perturbative treatment,
which makes use of the inter-embedded structure of irre-
ducible invariant subspaces of H discussed in Sec.XA.
A basic idea is to assume existence of the solutions
|ΨαM,p〉, then, to study whether this may lead to consis-
tent results in a second-order perturbation expansion of
eigenvalue. Without loss of generality, let us consider a
space Ee,p. For brevity, we introduce the following short-
hand notations,
|ζ0〉 ≡ |epr〉, (213a)
|ψi〉 ≡ |Ψαe,(p−k)〉|ΨβA,k〉, (213b)
|ϕl〉 ≡ |Ψαe,(p−k)〉|Ψβz,k〉 (213c)
|φm〉 ≡ |Ψαb,(p−k)〉|ΨβW,k〉, (213d)
where the subscripts i, l and m represent (k, α, β). Let
us use EΨe,p to denote the space spanned by the vectors in
Eq.(213). It is not difficult to verify that EΨe,p is contained
in Ee,p, i.e. EΨe,p ⊆ Ee,p [cf. discussions around (207)].
The structure of the space Ee,p in Eq.(205) and that of
E(2)e,p in Eq.(206) suggests that it should be reasonable
to assume that the eigenstate |Ψαe,p〉 lies in the subspace
EΨe,p, at least approximately. Then, we can study the
perturbation expansion of the corresponding eigenvalue
within the subspace EΨe,p.
In the space EΨe,p, we write the Hamiltonian H in the
following form,
H = H0 + V, (214)
where H0 denotes the diagonal part of H in the basis in
Eq.(213),
H0 = H00|ζ0〉〈ζ̂0|+
∑
i
Hii|ψi〉〈ψ̂i|
+
∑
l
Hll|ϕl〉〈ϕ̂l|+
∑
m
Hmm|φm〉〈φ̂m|, (215)
and V denotes the off-diagonal part. In writing H in this
form, its matrix elements are defined in the ordinary way,
e.g., H00 = 〈ζ̂0|H |ζ0〉, Hij = 〈ψ̂i|H |ψj〉, Hi0 = 〈ψ̂i|H |ζ0〉.
Note that H00 is in fact equal to zero, H00 = 0.
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Let us consider the perturbation expansion of eigen-
value with respect to the unperturbed state |ζ0〉 for
p = 0. If the perturbation expansion could be con-
vergent, then, one would get a relation of the form,
Eαe,0 = fe({EβM ′,0}), where fe indicates a certain func-
tion of EβM ′,0. More generically, one may get
EαM,0 = fM ({EβM ′,0}). (216)
In principle, if the functions fM are known, it should be
possible to solve the highly nonlinear equations (216) to
compute the eigenvalues EαM,0.
2. Second-order perturbation expansion of energy
In this section, we discuss the second-order perturba-
tion expansion for the eigenvalue discussed above within
the space EΨe,p, in order to see whether it may be finite.
Using E
(2)
e to denote the eigenvalue up to the second-
order term and noting that V00 = 0, one gets
E(2)e ≃ −
∑
i
H0iHi0
Hii
−
∑
l
H0lHl0
Hll
−
∑
m
H0mHm0
Hmm
.
(217)
As discussed previously, one can truncate the momentum
k at an upper bound kc, then, study the behavior of the
rhs of Eq.(217) and finally let kc →∞.
Although as assumed previously those eigenstates
|ΨαM,p〉 with negative eigenvalues do not describe par-
ticle states, they must be included in the construction
of the space EΨe,p. This implies that, say, Hii should
have both positive and negative values. Let us use i+
and i− to indicate i for which Hii are positive and neg-
ative, respectively. For large momentum k, one may
expect that |Hii| ∼ |k|. Note also that H0iHi0 ≥ 0
and that the summation over i includes an integration∫
dk˜ · · · , with dk˜ = d3k/|k|. These properties imply
that, if only the terms with i+ are included, the sum-
mation
∑
iH0iHi0/Hii would diverge linearly. This type
of result is well known in QFTs.
However, the situation may change drastically, when
the terms with i− are included. To be specific, let us
consider
J ≡
∑
i
H0iHi0
Hii
=
∑
i+
H0i+Hi+0
|Hi+i+ |
−
∑
i−
H0i−Hi−0
|Hi−i− |
.
(218)
To discuss (ultravioletly) divergent behaviors of J , one
may focus on large |k|. It seems reasonable to expect
that positive and negative eigenvalues EαM,p may appear
in pairs, with close absolute values in each pair. This
suggests that the labels i may be arranged into pairs
(i−, i+) with |Hi−i− | ≃ |Hi+i+ |, such that one may write
|Hi+i+ | = a|k|+ a1 +O(|k|−1), (219)
|Hi−i− | = a|k|+ a2 +O(|k|−1), (220)
where the three parameters a, a1, and a2 remain finite in
the limit |k| → ∞. Furthermore, we assume that H0iHi0
for i− and i+ within one pair may approach a same value
in the limit of large k. This enables one to write
H0i+Hi+0 = g0 + g1 · k/|k|2 +O(|k|−2), (221)
H0i−Hi+− = g0 + g2 · k/|k|2 +O(|k|−2), (222)
where g0, g1, and g2 remain finite in the limit |k| → ∞.
Then, the part of J that may diverge can be written
as follows,
J ∼
∫
d3k
a(g1 − g2) · k/|k|+ g0(a2 − a1)
|k|3 . (223)
Thus, if J diverges, it may diverge at most logarithmi-
cally. Furthermore, if a(g1 − g2) is an even function of
k and a2 = a1 for large k, then, the rhs of Eq.(223) may
vanish such that J becomes finite.
If the second and third summations on the rhs of
Eq.(217) may also have the behaviors discussed above for
the first summation, then, the second-order expansion of
eigenvalue, namely, E
(2)
e may get a finite value. It is seen
that the negative eigenvalues EαM,p may supply a mecha-
nism, by which the second-order perturbation expansion
of eigenvalue may get rid of the ultraviolet divergence.
The above-discussed mechanism is, in spirit, similar to
the so-called Pauli-Villars regularization. This regular-
ization scheme imposes certain replacements for propa-
gators, such as
1
k2 −m20
→ 1
k2 −m20
− 1
k2 − Λ2 , (224)
where m0 indicates the bare mass of a particle and Λ
is a cutoff as the mass of a fictitious particle. For this
regularization to work, the minus sign before 1/(k2 − Λ2)
is crucial. This minus sign can be regarded as effectively
originating from a “minus energy” [29], similar to the role
played by negative eigenvalues EαM,p in the mechanism
discussed above.
The similarity between the mechanism of getting rid
of ultraviolet divergence discussed above and the Pauli-
Villars regularization suggests that it should be possible
for certain perturbation expansions to converge within
the theory proposed above. In this situation, it would be
meaningful to make use of Eq.(217) to derive relations
among masses of particles.
XI. NEUTRINOS MASSES
In this section, we discuss applications of Eq.(217) to
the study of neutrino masses. Specifically, in Sec.XIA,
we derive an upper bound for electron neutrino mass.
In Sec.XI B, we discuss possible descriptions for µ and
τ leptons and also for the corresponding neutrinos. In
Sec.XIC, we derive approximate relations among the
three neutrino masses. Finally, in Sec.XID, we discuss
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mass eigenstates of neutrinos; in particular, we give a
rough estimate to a ratio of neutrino-mass differences and
compare it with the experimental result.
A. An upper bound for electron neutrino mass
In this section, we derive an upper bound for the mass
of electron neutrino, expressed as a function of the masses
of electron and W -particle.
We use me, mνe , mZ0 , and mW to denote the masses
of electron, electron neutrino, Z0-particle, and W−-
particle. According to the interpretation in (212), these
masses can be related to EαM,0 of M = e, b, z, and W ,
respectively. Experimental results tells that
mZ0 ≈ mW ≫ me ≫ mνe . (225)
Let us first use Eq.(217) to discuss an approximate re-
lation involving the mass of electron. The second-order
contribution E
(2)
e should be smaller than the real mass
me, hence, one can write E
(2)
e = aeme with a parameter
ae < 1. Regarding the rhs of Eq.(217), let us consider the
contribution from the low momentum region (compared
with the masses concerned). In this region of momentum,
Hii is approximately given by me, Hll by (mZ+me), and
Hmm by mW with mνe neglected due to its smallness. If
it is the low momentum region that gives the main contri-
bution to the rhs of Eq.(217), then, in a rough estimate,
one can write
aeme ≈ G
e
1
me
+
Ge2
mZ0 +me
+
Ge3
mW
, (226)
where Gek of k = 1, 2, 3 indicate results from the corre-
sponding summations (integrations). We would remark
that, since the massme is not large, Eq.(226) may merely
give a quite rough estimate.
The mass of electron neutrino can be treated in a way
similar to that discussed above for the electron. Here, in-
stead of the basis in Eq.(213) for the space EΨe,p, one needs
to consider the following basis for a space EΨb,p which is
related to b-mode states |bpς〉, namely,
|ζ˜0〉 = |bpς〉 (227a)
|ψ˜i〉 = |Ψαb,(p−k)ς〉|Ψβz,kλ〉, (227b)
|φ˜m〉 = |Ψαe,(p−k)s〉|ΨβW,kλ〉. (227c)
The second-order perturbation expansion for the energy
of neutrino is written as
E(2)ν ≃ −
∑
i
H0˜˜iHi˜0˜
Hi˜˜i
−
∑
m
H0˜m˜Hm˜0˜
Hm˜m˜
, (228)
where the tilde above the labels means that the elements
are computed in the basis in Eq.(227).
Since the mass mνe is quite small according to exper-
imental results, it seems reasonable to assume that mνe
may be approximately given by the second-order expan-
sion E
(2)
ν in Eq.(228), i.e., E
(2)
ν ≃ mνe . Then, similar to
Eq.(226), one gets
mνe ≃
Gνe1
mZ0
+
Gνe2
mW +me
. (229)
Note that, due to the largeness of the masses mZ0 and
mW , the rhs of Eq.(229) should be an approximation
much better than the rhs of Eq.(226).
Due to the similarity among the amplitudes of the in-
teractions discussed previously, in a rough estimate, one
can assume that Ge1,2,3 ≈ Gνe1,2. Then, noting Eq.(225),
from Eq.(226) one gets that aeme ≈ Ge1/me. Using
Eq.(229), this leads to the following estimate,
mνe
aeme
≈ 2me
mW
. (230)
Making use of the experimental results that me ≃
0.5Mev, mW ≃ 81Gev, and mZ0 ≃ 91Gev, Eq.(230)
gives the following upper bound for the mass of electron
neutrino,
mνe ≈
2aem
2
e
mW
≃ 0.5× 1000
81
aeeV <∼ 6eV. (231)
B. µ and τ leptons and neutrinos
In order to discuss mass properties of µ and τ neu-
trinos, it is necessary to make some assumptions about
descriptions for µ and τ leptons. Experimentally, no re-
action of direct transition among the three leptons of
electron, µ, and τ , such as µ → eγ, has ever been ob-
served. This suggests that the µ and τ leptons should
not be interpreted as eigenstates |Ψαe,p〉. In other words,
one needs to introduce new modes for these two leptons.
One possibility is to assume that a µ lepton has a close
relationship to a four-layer mode, whose spinor part lies
in a space W ⊕W ⊕W ⊕W . According to the assumption
Adirec−sum, all the layers of this mode should be related
to a same momentum and a same angular momentum.
Then, for the same reasons as those given around Eq.(41),
the first two layers should contain a same Weyl spinor in
W , while, the last two layers should contain a same Weyl
spinor in the space W , as a consequence, the spinor part
of the mode can be written as
|m〉 = 1√
4
 |u〉|u〉|v〉
|v〉
 . (232)
We call this mode a µ-mode. Similar to the anti-e-mode,
one can introduce an anti-µ-mode, with a spinor space
W ⊕W ⊕W ⊕W .
Similar to the spinor states |U r(p)〉 of e-mode in
Eq.(45), the spinor state of a µ-mode can also be labelled
by a label r with two values, indicated by |mr(p)〉 with
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r = 0, 1. As a result, the state space for one µ-mode is
spanned by basis vectors written as |µpr〉 := |p〉|mr(p)〉.
It is not difficult to verify that µ-mode and anti-µ-mode
can also form VPs, if they are in states similar to those
for the e-mode and anti-e-mode in Eq.(144).
To make clear the types of interaction that the µ-
mode and anti-µ-mode may participate in, let us consider
direct-product modes that can be constructed from the
four modes of µ-mode, anti-µ-mode, b-mode, and anti-
b-mode, as well as the corresponding interactions. In
doing this, the lhs of Eq.(41) for the b-mode should be
written in a form with four identical layers. Following ar-
guments similar to those given previously in Secs.IV, one
still finds four bosonic modes, namely, the z-, A-,W -, and
W -modes. Furthermore, the interactions among these
modes turn out to be described by Hamiltonians simi-
lar to those derived in Secs.V-IX. Here, in a combination
with conversion for a µ-mode and an anti-µ-mode, either
the spinor spaces of the first and second layers change si-
multaneously to their complex conjugate spaces, or those
of the third and fourth layers change.
Therefore, the µ-mode and anti-µ-mode participate in
all the interactions discussed previously for the e-mode
and anti-e-mode. We use Hbµ to indicate the Hamilto-
nian for these interactions and use E(bµ) to denote the
related state space, which is for the following modes: the
b-mode/anti-b-mode, µ-mode/anti-µ-mode, z-mode, A-
mode, W -mode, and W -mode. For the sake of clearness
in presentation, we use E(be) to indicate the space E dis-
cussed in Sec.XA, use Hbe to indicate the Hamiltonian H
in Eq.(201), and use |Ψα(be)M,p 〉 to indicate the previously-
discussed eigenstates |ΨαM,p〉 of Hbe. The Hamiltonian
Hbµ has a form similar to Hbe given in Eq.(201), with e
replaced by µ.
Within the space E(bµ), one can construct irreducible
invariant subspaces with respect toHbµ, denoted by E(bµ)M,p
with M including µ but not e. Eigenstates of Hbµ in
E(bµ)M,p are denoted by |Ψα(bµ)M,p 〉, with eigenvalues Eα(bµ)µ,p .
Similar to |Ψα(be)M,p 〉 ∈ E(be), eigenstates |Ψα(bµ)µ,p 〉 can be
interpreted as corresponding to states of the µ lepton.
And eigenstates |Ψα(bµ)b,p 〉 can be interpreted as states of
µ neutrino.
In addition, for combination with conversion of µ-
mode and anti-µ-mode, besides the possibilities discussed
above in which two of the four layers change their spinor
spaces, there may exist other possibilities. For exam-
ple, it could be possible for only one of the four layers
of the µ-mode to change its spinor space and similar for
the anti-µ-mode. In this case, the two modes would par-
ticipate in an interaction, which does not exist between
the e-mode and anti-e-mode. This may explain the fact
that the µ lepton has a mass quite different from that of
electron. The b-mode and anti-b-mode are not involved
in this type of interaction, hence, when giving a rough
estimate to the mass of µ neutrino, one can neglect this
type of interaction.
Generalizing the above discussions for the µ-
mode/anti-µ-mode, one can introduce a τ -mode, with a
spinor state of the following type,
|t〉 =

|u〉
|u〉
|u〉
|v〉
|v〉
|v〉
 , (233)
in a space W ⊕W ⊕W ⊕W ⊕W ⊕W , as well as a cor-
responding anti-τ -mode. The τ -mode and anti-τ -mode
also participate in all the types of interaction discussed
previously for the e-mode and anti-e-mode. These inter-
actions are described by a Hamiltonian Hbτ , which has
the same form as Hbe with e replaced by τ . Eigenstates
in its irreducible invariant subspaces can be interpreted
as corresponding to states of τ lepton and τ neutrino,
written as |Ψα(bτ)τ,p 〉 and |Ψα(bτ)b,p 〉, respectively.
C. electron, µ, and τ neutrino masses
Based on discussions given in the previous section,
masses of µ and τ neutrinos can be treated in the same
way as that given in Sec.XIA for the electron neutrino.
We use mµ and mνµ to indicate the masses of µ lepton
and µ neutrino, and mτ and mντ for τ lepton and τ neu-
trino, respectively.
Let us start from Eq.(228). For the three types of neu-
trino, the difference on the rhs of Eq.(228) lies in masses
of the corresponding leptons. Since the masses of the
three leptons are much smaller than mW , Eq.(228) im-
plies that the three neutrinos should have similar masses,
that is,
mνe ≈ mνµ ≈ mντ . (234)
In order to discuss the differences between the three
neutrino masses, following arguments similar to those
used in the derivation of Eq.(229) for the electron neu-
trino, one gets the following relation for the µ-neutrino
mass mνµ ,
mνµ ≃
G
νµ
1
mZ0
+
G
νµ
2
mW +mµ
. (235)
Since the considered interactions have similar structures,
to get a rough estimate, one can assume that Gνe1,2 ≈ Gνµ1,2.
Then, from Eqs.(229) and (235), one gets
mνe
mνµ
≈ (me +mW )
−1 +m−1
Z0
(mµ +mW )−1 +m−1Z0
. (236)
From the relation (236) and experimental results for the
masses me,mW ,mZ0 , and mµ ≃ 106Mev, one gets
mνe −mνµ ≈
mµ
2mW
mνµ ≃ 6× 10−4mνµ . (237)
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For the τ neutrino, similarly, one finds that
mντ ≃
Gντ1
mZ0
+
Gντ2
mW +mτ
. (238)
Under the assumption that G
νµ
1,2 ≈ Gντ1,2, from Eqs.(229),
(235), and (238), noting that mτ ≃ 1.8Gev, one gets the
following estimate,
mνe −mντ ≃ mνµ −mντ ≈
mτ
2mW
mντ ≈ 10−2mντ .
(239)
The above estimates show that mνe > mνµ > mντ .
D. Mass eigenstates of neutrinos
Putting all the interactions discussed above together
(except those which merely contribute to the masses of µ
and τ leptons), one gets the following total Hamiltonian,
denoted by HT ,
HT = Hbe + (Hbµ −Hbbz) + (Hbτ −Hbbz). (240)
This Hamiltonian acts on a state space, denoted by ET ,
which is for all the modes discussed previously, namely,
the b-mode and anti-b-mode, e-mode and anti-e-mode,
µ-mode and anti-µ-mode, τ -mode and anti-τ -mode, z-
mode, A-mode, W -mode, and anti-W -mode. Basis vec-
tors for this space ET , denoted by |NTη 〉, can be got in a
way similar to |Nη〉 in Eq.(202), including also the states
for µ-mode, anti-µ-mode, τ -mode, and anti-τ -mode.
Within the total space ET , one can construct irre-
ducible invariant subspaces with respect to the Hamil-
tonian HT . We use E(T )M,p to denote such subspaces with
M indicating the modes discussed above. Eigenstates of
HT in a space E(T )M,p are denoted by |Ψα(T )M,p 〉, with eigenval-
ues E
α(T )
M,p . The states |Ψα(T )b,0 〉 with positive eigenvalues
can be interpreted as mass eigenstates of neutrino. We
use mi of i = 1, 2, 3, . . . to indicate the corresponding
(positive) eigenvalues.
In the total state space ET , a b-mode may interact with
not only a VP composed of e-mode and anti-e-mode, but
also a VP composed of µ-mode and anti-µ-mode, and a
VP composed of τ -mode and anti-τ -mode. This implies
that the previously-discussed states |Ψα(be)b,p 〉, |Ψα(bµ)b,p 〉,
and |Ψα(bτ)b,p 〉 are no longer eigenstates of HT in the space
ET . In other words, the mass eigenstates |Ψα(T )b,0 〉 should
be superpositions (mixtures) of states of the electron, µ,
and τ neutrinos discussed above. This is in agreement
with results of the neutrino-oscillation experiments.
It should be reasonable to assume that the eigenstate
|Ψα(T )b,0 〉 is, at least approximately, a superposition of
|Ψα(be)b,0 〉, |Ψα(bm)b,0 〉, and |Ψα(bt)b,0 〉, i.e.,
|Ψα(T )b,0 〉 = ce|Ψα(be)b,0 〉+ cm|Ψα(bm)b,0 〉+ ct|Ψα(bt)b,0 〉. (241)
Then, the exact masses can be obtained by diagonaliz-
ing the total Hamiltonian in the space spanned by these
latter vectors as a basis. If off-diagonal elements of the
Hamiltonian HT in this basis are not far larger than the
diagonal elements, then, in a rough estimate, one gets
the following approximate relation,
∆m223
∆m212
≈ ∆m
2
νµντ
∆m2νeνµ
, (242)
where ∆m2ij = m
2
i −m2j = (mi +mj)(mi −mj).
From experimental results it is known that |∆m212| ≃
7.5× 10−5eV2 and |∆m223| ≃ 2.4× 10−3eV2. This gives
∆m223
∆m212
≃ 32. (243)
On the other hand, the rhs of Eq.(242) can be estimated,
by making use of Eqs.(234), (237), and (239), which give
∆m2νµντ
∆m2νeνµ
≈ 17. (244)
Therefore, in a rough estimate, the theory proposed in
this paper gives approximately half of the experimental
result for the ratio of neutrino-mass differences.
Furthermore, we can use the above results to give an es-
timate to the masses of neutrinos. In fact, from Eqs.(237)
and (242), one gets
∆m212 ≈
mµ
2mW
mνµ(mνe +mνµ). (245)
This gives the following estimate,
mνe ≈
√
∆m212
mµ/mW
≃
√
6× 10−1eV. (246)
This is in agreement with an estimate of Σ = m1+m2+
m3 obtained from cosmological data, which suggests that
0.05eV <∼ Σ <∼ 1eV [30].
XII. COMPARISON WITH THE GWS THEORY
In this section, we give comparison for the theory pro-
posed in this paper and the GWS electroweak theory.
A main difference lies in that the theory here predicts
no direct interaction among bosonic modes, while, bosons
interact directly in the GWS theory. This difference does
not necessarily imply any confliction, because in the the-
ory here bosons are interpreted as composites of modes
and, hence, may have interactions among themselves.
Another difference is that in the theory here masses of
particles appear as eigenvalues of the interaction Hamil-
tonian in its irreducible invariant subspaces, while, it is
the Higgs mechanism by which masses of fermions and
bosons are introduced in the GWS theory.
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Below, we discuss similarities of and differences be-
tween Hbe in the theory here and the related part in
the interaction Hamiltonian in the GWS theory. We
use H int−fbgws to denote the part of the Hamiltonian den-
sity given in the GWS theory, which is for interactions
between fermions (electron, positron, electron neutrino,
electron antineutrino) and vector bosons. It can be di-
vided into two parts,
H
int−fb
gws = Hgws1 +Hgws2, (247)
where Hgws1 does not involve neutrino and Hgws2 in-
volves neutrino, i.e.,
Hgws1 = geeγ
µeAµ + g
1− 2 sin2 θw
2 cos θw
eLγ
µeLZ
0
µ
−g 2 sin
2 θw
2 cos θw
eRγ
µeRZ
0
µ, (248)
Hgws2 = −g
[ 1√
2
νLγ
µeLW
+
µ +
1√
2
eLγ
µνLW
−
µ
+
1
2 cos θw
νLγ
µνLZ
0
µ
]
, (249)
in the notation used in Ref.[2].
In the theory proposed in this paper, making
use of the previously-derived field expressions for
HeeA, Heez1, Heez2, Hbbz, HebW , and HebW , the interac-
tion Hamiltonian Hbe is written as
H =
1
(2π)3
∫
d3xH . (250)
Here, H is the Hamiltonian density and can be divided
into two parts,
H = H1 +H2, (251)
where
H1 = ψeγ̂
µψeAµ + (1− pz)ψeuγ̂µuuψeuzµ
−pzψelγ̂µllψelzµ, (252a)
H2 =
1√
2
ψbγ̂
µ
uuψeuWµ +
1√
2
ψeuγ̂
µ
uuψbWµ
+ψbγ̂
µ
uuψbzµ. (252b)
Note that the upper layer of a Dirac spinor here corre-
sponds to the left-handed part of a Dirac spinor in the
ordinary formulation, meanwhile, the lower layer here
corresponds to the right-handed part in the ordinary for-
mulation.
It is clear that H and H int−fbgws have quite similar
structures. This similarity in the interaction structure
justifies our previous definition of antimode given in
Sec.II B by the relation of complex conjugation of spinor
spaces.
One main difference between H and H int−fbgws lies in
that H does not contain the undetermined coupling con-
stants g and ge. In view of the theory here, the undeter-
mined coupling constants in H int−bfgws can be attributed
to the fact that the particles, which H int−fbgws describes,
correspond to composites of modes. Furthermore, the
forms of H1 and Hgws1 suggest that the Weinberg angle
θw might be related to pz, the probability for an ee− z2
combination to happen, by the following relation,
pz = 2 sin
2 θw. (253)
As discussed in Sec.IVC2, the simplest assumption
about pz is that pz = 0.5. This is quite close to the
experimental result of 2 sin2 θw ≃ 0.46.
Finally, one may note a difference in the overall signs
of H2 and Hgws2: the former has a positive sign, while,
the latter has a negative sign. In view of Feynman’s
diagrams, a change of the overall sign for Hgws2 does not
bring any change to the scattering matrix, hence, this
difference is not of importance.
XIII. CONCLUSIONS AND DISCUSSIONS
In this paper, a theory is proposed, whose basic physi-
cal elements are call modes. This theory has the following
main contents and features:
(i) There are only two modes at the most basic level of
the theory, whose spinor spaces are the smallest nontriv-
ial representation spaces of the SL(2,C) group, each being
the complex conjugate of the other.
(ii) All other modes are constructed from the above two
basic modes, making use of the operations of direct sum
and direct product for related spinor spaces.
(iii) Interactions are introduced in a natural way, accom-
panying the introduction of direct-product modes.
(iv) The interaction Hamiltonian is derived from map-
ping between the corresponding state spaces.
(v)The interaction Hamiltonian thus obtained has a
structure, which is similar to a part of the Hamiltonian
in the GWS electroweak theory for interactions between
fermions and bosons.
(vi) The ultraviolet divergence may be weakened, even
disappear in the second-order perturbation expansion of
energy.
(vii) Particles are interpreted as composites of modes,
corresponding to eigenstates of the interaction Hamilto-
nian with finite eigenvalues.
The proposed theory has been applied to the study of
neutrino masses. It gives the following predictions:
(1) The electron, µ, and τ neutrinos have close masses,
with mνe > mνµ > mντ .
(2) Mass eigenstates of neutrino are mixtures of states of
the electron, µ, and τ neutrinos.
(3) In a rough estimate, the theory predicts the correct
order of magnitude for the ratio of neutrino-mass differ-
ences, compared with the experimental result.
(4) The theory predicts an estimate to the neutrino mass,
which lies within the scope that can be obtained from ex-
perimental results.
At the basic level of the proposed theory, namely, at
the level of modes, since each single free mode has no ki-
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netic energy, the theory does not have the gauge symme-
try in the GWS theory. However, at the level of particles
with kinetic energies, due to the above-discussed similar-
ity between the interaction Hamiltonian in the proposed
theory and a part of the interaction Hamiltonian in the
GWS theory, it should be reasonable to expect that cer-
tain gauge symmetry may emerge. Further investigations
are needed in order to know details about the emergence
of gauge symmetry.
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Appendix A: Spinors and Vectors in an abstraction
notation
In this appendix, we recall some basic properties of
spinors and vectors [12–15] and discuss their expressions
in Dirac’s abstract notation of ket and bra [16]. Specif-
ically, basic properties of two-component, Weyl spinors
in the abstract notation are briefly discussed in Sec.A 1.
We recall basic properties of four-component vectors in
Sec.A 2 and discuss their abstract expressions in Sec.A 3.
1. Basic properties of two-component spinors
Two-component Weyl spinors span a two-dimensional
complex linear space, which we denote by W . Usually, a
two-component spinor is represented by its components,
say, κA with an index A = 0, 1. But, in the study of
quantum theories, it is sometimes more convenient to
write two-component spinors in Dirac’s abstract nota-
tion, which we briefly present below (see Ref.[16] for more
detailed discussions).
Let us consider in the space W a basis denoted by
|SA〉 with A = 0, 1. A generic spinor |κ〉 in this space is
expanded as
|κ〉 = κA|SA〉. (A1)
One may introduce a space that is dual to W , composed
of bras with a basis written as 〈SA|. In order to construct
a product, which is a scalar under transformations of the
SL(2,C) group, the bra dual to the ket |κ〉 should be
written as
〈κ| = 〈SA|κA, (A2)
which has the same components as |κ〉 in Eq.(A1), but
not their complex conjugates [16]. (See Appendix B for a
brief discussion of basic properties of the SL(2,C) group.)
Scalar products of the basis spinors needs to satisfy
〈SA|SB〉 = ǫAB, (A3)
where
ǫAB =
(
0 1
−1 0
)
. (A4)
It proves convenient to introduce a matrix ǫAB, which
has the same elements as ǫAB. These two matrices can
be used to raise and lower indexes of components, say,
κA = ǫABκB, κA = κ
BǫBA, (A5)
as well as for the basis spinors, e.g., |SA〉 = ǫAB|SB〉. It
is not difficult to verify that (i) 〈SA|SB〉 = ǫAB; (ii)
f A... (g)
···
A = −f...A (g)···A; (A6)
and (iii) the symbols ǫ AC = ǫ
BAǫBC and ǫ
A
C = ǫ
ABǫBC
satisfy the relation
ǫ AC = −ǫAC = δAC , (A7)
where δAB = 1 for A = B and δ
A
B = 0 for A 6= B.
It is not difficult to verify that the scalar product of
two generic spinors |χ〉 and |κ〉, written as 〈χ|κ〉, has the
expression
〈χ|κ〉 = χAκA. (A8)
The anti-symmetry of ǫAB implies that
〈χ|κ〉 = −〈κ|χ〉 (A9)
and, as a consequence, 〈κ|κ〉 = 0 for all |κ〉.
It is easy to check that (i) the identity operator I in
the space W can be written as
I = |SA〉〈SA|, (A10)
satisfying I|κ〉 = |κ〉 for all |κ〉 ∈ W , and (ii) the compo-
nents of |κ〉 have the following expressions,
κA = −〈SA|κ〉, κA = −〈SA|κ〉. (A11)
An operation of complex conjugation can be intro-
duced, which converts a space W to a space denoted by
W , with |κ〉 ∈ W → |κ〉 ∈ W . Corresponding to a basis
|SA〉 ∈ W , the space W has a basis denoted by |SA′〉 with
a primed label A′. In the basis of |SA′〉, |κ〉 is written as
|κ〉 = κB′ |SB′〉, (A12)
where
κB
′
:= (κB)∗. (A13)
One can introduce matrices ǫA
′B′ and ǫA′B′ , which have
the same elements as the ǫ matrices discussed above.
When a spinor κA is transformed by a SL(2,C) matrix,
the spinor κA
′
is transformed by its complex conjugation
matrix (see Appendix B).
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2. Basic properties of four-component vectors
In this section, we recall basic properties of four-
component vectors as special cases of spinors [12–14]. We
use the ordinary notation in this section and will discuss
the abstract notation in the next section.
A basic point is a one-to-one mapping between a direct-
product space W ⊗W and a four-dimensional space de-
note by V . The mapping is given by the EW-symbols,
denoted by σµAB
′
, with µ = 0, 1, 2, 3, which are invari-
ant under SL(2,C) transformations. An often-used set of
explicit expressions for these symbols is given by
σ0AB
′
=
(
1 0
0 1
)
, σ1AB
′
=
(
0 1
1 0
)
,
σ2AB
′
=
(
0 −i
i 0
)
, σ3AB
′
=
(
1 0
0 −1
)
. (A14)
Using the rules given in Eq.(A5), it is easy to verify that
σ0AB′ =
(
1 0
0 1
)
, σ1AB′ =
(
0 −1
−1 0
)
,
σ2AB′ =
(
0 −i
i 0
)
, σ3AB′ =
( −1 0
0 1
)
. (A15)
For example, a spinor φAB′ in the space W ⊗W can be
mapped to a vector Kµ in the space V by the relation,
Kµ = σµAB
′
φAB′ . (A16)
In the space V , of particular importance is a symbol
denoted by gµν , defined by the following relation, with
the ǫ-symbols in the space W ⊗W ,
gµν = σµAB
′
σνCD
′
ǫACǫB′D′ . (A17)
One can introduce a lower-indexed symbol gµν , which has
the same matrix elements as gµν , namely, [gµν ] = [gµν ].
These two symbols g, like the symbols ǫ in the space W ,
can be used to raise and lower indexes, e.g.,
Kµ = K
νgνµ, K
µ = gµνKν . (A18)
Making use of the anti-symmetry of the symbol ǫ, it is
easy to verify that gµν is symmetric, i.e.,
gµν = gνµ. (A19)
Due to this symmetry, the upper-lower positions of a pair
of identical indexes (µ) are exchangeable, namely
F µ... (f)
···
µ = F...µ(f)
···µ. (A20)
The EW-symbols have the following properties,
σAB
′
µ σ
µ
CD′ = δ
AB′
CD′ , σ
µ
AB′σ
AB′
ν = δ
µ
ν , (A21)
where δµν = 1 for µ = ν and δ
µ
ν = 0 for µ 6= ν, and
δAB
′
CD′ := δ
A
Cδ
B′
D′ . Using the relations in Eq.(A21), it is not
difficult to check that the map from W ⊗W to V given
in Eq.(A16) is reversible. Making use of Eq.(A21) and
of a previously-mentioned property that ǫ BA = δ
B
A , it is
not difficult to verify the following relation,
σµAB′σ
µ
CD′ = ǫACǫB′D′ . (A22)
Then, substituting the definition of gµν in Eq.(A17) into
the product gµνgνλ, after simple algebra, one gets
gµνgνλ = g
µ
λ = g
µ
λ = δ
µ
λ . (A23)
When a SL(2,C) transformation is carried out on the
space W , a related transformation is applied to the space
V . Requiring invariance of the EW-symbols, transfor-
mations on the space V can be fixed and turn out to
constitute a (restricted) Lorentz group (see Appendix B
for detailed discussions.). Therefore, the space V is a
four-component vector space. In fact, substituting the
explicit expressions of the EW-symbols in Eq.(A14) into
Eq.(A17), one gets
gµν = σµA′Bσ
νA′B =
 1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 , (A24)
which is just the Minkovski’s metric. Furthermore, one
can show that both the product
JνK
ν = JµgµνK
ν (A25)
and the product
J∗νK
ν = Jµ∗gµνKν (A26)
are scalars under Lorentz transformations (see Appendix
B). The product in Eq.(A26) is the one used in QED.
3. Abstract notation for four-component vectors
In the abstract notation, a basis in the space V is
written as |Tµ〉 with µ = 0, 1, 2, 3. The index of the basis
can be raised by gµν , i.e., |T µ〉 = gµν |Tν〉, and similarly
|Tµ〉 = gµν |T ν〉. A generic four-component vector |K〉 in
the space V is expanded as
|K〉 = Kµ|Tµ〉. (A27)
In consistency with the expression of bra in Eq.(A2) for
two-component spinors, the bra corresponding to |K〉 is
written as
〈K| = 〈Tµ|Kµ. (A28)
To write the scalar product in Eq.(A25) as 〈J |K〉, one
needs
〈Tµ|Tν〉 = gµν , (A29)
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similar to the case of two-component spinor in Eq.(A3).
It is not difficult to verify the following properties. (i)
Making use of Eq.(A23), one can verify that the identity
operator in the space V can be written as
I = |Tµ〉〈T µ| = |T µ〉〈Tµ|. (A30)
(ii) The components Kµ and Kµ have the following ex-
pressions,
Kµ = 〈T µ|K〉, Kµ = 〈Tµ|K〉. (A31)
(iii) The symmetry of gµν implies that 〈Tµ|Tν〉 = 〈Tν |Tµ〉,
as a result,
〈K|J〉 = 〈J |K〉 (A32)
for two arbitrary vectors |K〉 and |J〉 in the space V .
To get further understanding about the relation be-
tween the space V and the space W ⊗W , let us discuss
their basis vectors in the abstract notation. Basis spinors
in W ⊗W can be written as
|SAB′〉 := |SA〉|SB′〉, or |SB′A〉 := |SB′〉|SA〉. (A33)
For reasons discussed in Sec.IVA, we assume anticom-
mutability for the order of the kets in these product
spinors, i.e.,
|SA〉|SB〉 = −|SB〉|SA〉, |SA〉|SB′〉 = −|SB′〉|SA〉.
(A34)
When writing bras for a basis in the space dual to
W ⊗W , we follow the same rule as that discussed above
for kets, e.g., 〈SB′A| := 〈SB′ |〈SA|. Besides, it proves
convenient to introduce an operation for transforming be-
tween kets and bras, which we call transposition, denoted
by a superscript T , defined by the following relations,
|φψ〉T := 〈ψφ|, 〈ψφ|T := |φψ〉, (|φ〉〈ψ|)T := |ψ〉〈φ|.(A35)
Note that, e.g., the transposition of |SAB′〉 is 〈SB′A|, but
not 〈SAB′ |.
Since |SAB′〉 = |SA′B〉 = −|SBA′〉, the operation of
complex conjugation maps the space V into itself. One
can use |Tµ〉 to denote the complex conjugate of |Tµ〉.
Since |Tµ〉 and |Tµ〉 lie in the same space, it is unnecessary
to introduce any change to the label µ. Hence, |Tµ〉 can
be written as |Tµ〉 with the label µ unchanged.
It proves convenient to introduce an operator for the
EM-symbols, denoted by σ, namely,
σ := σµAB
′ |Tµ〉〈SB′A|. (A36)
Using σ to indicate the complex conjugate of σ, Eq.(A36)
gives
σ = σµA
′B |Tµ〉〈SBA′ |, (A37)
where σµA
′B = (σµAB
′
)∗ as discussed previously. Mak-
ing use of the explicit expressions of the EM-symbols in
Eq.(A14), it is easy to verify that
σB
′A
µ = σ
AB′
µ . (A38)
There exists some freedom in the determination of the
relation between |Tµ〉 and |Tµ〉. It proves convenient to
assume that the basis vectors |Tµ〉 are “real” that is,
|Tµ〉 = |Tµ〉. (A39)
Then, the complex conjugate of |K〉 is written as
|K〉 = Kµ∗|Tµ〉. (A40)
Substituting Eqs.(A38)-(A39) into Eq.(A37) and noting
Eq.(A34), it is easy to verify that
σ = −σ. (A41)
The transposition of the operator σ has the form
σT = σµAB
′ |SAB′〉〈Tµ|. (A42)
Computing the product of σ in Eq.(A36) and σT in
Eq.(A42), noting Eqs.(A29), (A21), and (A10), it is easy
to verify that
σTσ = σσT = I. (A43)
This implies that σT is the reverse of σ, denote by σ−1,
i.e.,
σ−1 = σT . (A44)
Using Eq.(A39), it is straightforward to verify that
〈J | = 〈Tµ|Jµ∗. (A45)
Therefore, in the abstract notation, the scalar product in
Eq.(A26) is written as
〈J |K〉 = J∗µKµ. (A46)
It is easy to verify that
〈K|J〉∗ = 〈J |K〉. (A47)
Appendix B: SL(2,C) and Lorentz transformations
In this appendix, we recall the relation between
SL(2,C) transformations and Lorentz transformations.
Particularly, when SL(2,C) transformations are carried
out on a space W , the corresponding transformations on
the space V are Lorentz transformations.
We recall that the group SL(2,C) is composed of 2× 2
complex matrices with unit determinant [12–16], written
as
hAB =
(
a b
c d
)
with ad− bc = 1. (B1)
Under a transformation given by hAB, a two-component
spinor κA is transformed to
κ˜A = hABκ
B, (B2)
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where we use tilde to indicate the result of a SL(2,C)
transformation.
It is straightforward to verify that ǫAB is invari-
ant under SL(2,C) transformations, that is, ǫ˜AB =
hACh
B
Dǫ
CD has the same matrix form as ǫAB in
Eq.(A4). Direct computation can verify the following
relations,
hABh
B
C = h
A
B h
B
C = −ǫ AC . (B3)
hADh
A
C = ǫDC , h
A
Bh
CB = ǫAC . (B4)
It is not difficult to verify that the product χAκ
A is a
scalar product, that is, χ˜Aκ˜
A = χAκ
A.
When κA is transformed by a matrix hAB, κ
A′ is trans-
formed by its complex-conjugate matrix, namely,
κ˜
A′
= h
A′
B′κ
B′ , (B5)
where
h
A′
B′ := (h
A
B)
∗ with A = A′, B = B′. (B6)
Now, we discuss relation between SL(2,C) transforma-
tions and Lorentz transformations. Related to a SL(2,C)
transformation hAB performed on a spaceW , we use Λ
µ
ν
to denote the corresponding transformation on the space
V ,
K˜µ = Λµ νK
ν. (B7)
It proves convenient to require invariance of the EM-
symbols under SL(2,C) transformations, namely,
σ˜µA
′B = σµA
′B, (B8)
where
σ˜µA
′B = Λµ νh
A′
C′h
B
Dσ
νC′D. (B9)
This requirement can fix the form of Λµ ν . In fact, sub-
stituting Eq.(B9) into Eq.(B8) and rearranging the posi-
tions of some labels, one gets
σµA′B = Λ
µ
νhA′C′hBDσ
νC′D. (B10)
Multiplying both sides of Eq.(B10) by h
A′
E′h
B
Fσ
E′F
ν , the
rhs gives
Λµ ηhA′E′hBFσ
ηE′Fh
A′
C′h
B
Dσ
C′D
ν
= Λµ ηǫE′C′ǫFDσ
ηE′FσC
′D
ν = Λ
µ
ν , (B11)
where Eq.(B4) and Eq.(A21) have been used. Then, one
gets the following expression for Λµ ν ,
Λµ ν = σ
µ
A′Bh
A′
C′h
B
Dσ
C′D
ν . (B12)
Substituting Eq.(B12) into the product Λµ ηΛ
ν
ξg
ηξ,
one gets
σµA′Bh
A′
C′h
B
Dσ
C′D
η σ
ν
E′Fh
E′
G′h
F
Hσ
G′H
ξ g
ηξ.
Using Eq.(A22), this gives
σµA′Bh
A′
C′h
B
Dσ
ν
E′Fh
E′C′
hFD.
Then, noting Eqs.(B4) and (A17), one gets the first
equality in the following relations,
Λµ ηΛ
ν
ξg
ηξ = gµν , Λµ ηΛ
ν
ξgµν = gηξ. (B13)
The second equality in (B13) can be proved in a similar
way. Therefore, the transformations Λµ ν constitute the
(restricted) Lorentz group and the space V is composed
of four-component vectors.
The transformations Λ and the matrix g have the fol-
lowing properties. (i) The inverse transformation of Λµ ν ,
denoted by Λ−1 has the simple expression,
(Λ−1)ν µ = Λ
ν
µ ⇐⇒ (Λ−1)νµ = Λµν . (B14)
In fact, substituting Eq.(B12) into the product Λµ νΛ
ν
λ
and making use of Eqs.(B3), (A21), and (A6), it is
straightforward to verify Eq.(B14).
(ii) Equation (B13) implies that the matrix gµν is in-
variant under the transformation Λ, that is,
g˜µν = gµν . (B15)
(iii) The product KµgµνJ
ν = KµJ
µ is a scalar under
the transformation Λ, i.e.,
K˜µJ˜
µ = KµJ
µ, (B16)
which can be readily proved making use of Eq.(B13).
(iv) Making use of Eq.(A38), it is straightforward to
show that the transformation Λ is real, namely,
Λµ ν = (Λ
µ
ν)
∗. (B17)
Then, it is easy to check that K∗µJ
µ is also a scalar prod-
uct.
Appendix C: Angular momentum for Weyl spinors
In this appendix, we derive explicit expressions for the
angular momenta s and s′ in the two spaces W and W
and demonstrate the relation in Eq.(32). To this end, we
make use of the expression of spinor angular momentum
for Dirac spinors in the chiral representation of the γµ-
matrices, which is well-known in the relativistic quantum
mechanics. The angular momentum for Dirac spinors is
written as
S = (S1, S2, S3) = (S23, S31, S12). (C1)
The matrix form of Sij , indicated by [Sij ], is given by
the well-known relation [Sµν ] = i4 [γ
µ, γν ]. Making use
of the expression of γµ in Eq.(158), one can verify that
[Sµν ] is written as
[Sµν ] =
i
4
(
σµν,AB 0
0 −σµν, B′A′
)
, (C2)
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where we have introduced the following quantity,
σµν,AC := σ
µAB′σνB′C − σνAB
′
σµB′C . (C3)
Equation (C2) implies that the matrix form of the an-
gular momentum can be written as
[Sij ] ≡
(
(sijL )
A
B 0
0 (sijR)
B′
A′
)
, (C4)
where
(sijL )
A
B =
i
4
σij,A B, (C5)
(sijR)
B′
A′ = −
i
4
σij, B
′
A′ . (C6)
It is straightforward to verify that
(sijR)
B′
A′ = (s
ij
L )
B
A = (s
ij
L )
B′
A′ . (C7)
In terms of the operators sij and s′ij , the angular mo-
mentum operator Sij is written as
Sij =
(
sij 0
0 s′ij
)
. (C8)
Below, we derive explicit expressions for the operators sij
and s′ij . Let us first discuss sij . According to Eq.(C4),
in the component form, the action of the angular momen-
tum operator on an arbitrary spinor uB in the space W
gives a spinor κA, with κA = (sijL )
A
Bu
B. In the abstract
form, this relation is written as |κ〉 = sij |u〉. Using 〈SA|
to act from the left on this relation and noting Eq.(A11),
one gets
〈SA|sij |u〉 = 〈SA|κ〉 = (sijL )AB〈SB |u〉
Then, multiplying both sides of this equation by |SA〉
from the left, one gets
|SA〉〈SA|sij |u〉 = (sijL )AB|SA〉〈SB|u〉. (C9)
Finally, using Eqs.(A10) and (A6), one finds that
sij = (sijL )
AB|SA〉〈SB |. (C10)
Next, we note that s′ij can be obtained in a similar
way. Specifically, for an arbitrary spinor vB′ in the space
W , one can consider κA′ = (sR
ij) B
′
A′ vB′ and its abstract
form |κ〉 = s′ij |v〉. Similar to Eq.(C9), one gets
|SA′〉〈SA′ |s′ij |v〉 = (sijR) B
′
A′ |SA
′〉〈SB′ |v〉. (C11)
Then, noting that |SA′〉〈SA′ | = I, one finds that
s′ij = −(sijR)A
′B′ |SA′〉〈SB′ |. (C12)
Finally, noting Eq.(C7), one gets the relation in Eq.(32).
Appendix D: Derivation of Eq.(59)
In this appendix, we derive Eq.(59). To this end, we
note that the spinor |Ur(p)〉, as the complex conjugate
of |U r(p)〉 in Eq.(45b), can be written as
|U r(p)〉 = 1√
2
Υc
( |vr(p)〉
−|ur(p)〉
)
, (D1)
where Υc is defined in Eq.(60). Making use of Eq.(49),
it is seen that
1√
2
( |v0(p)〉
−|u0(p)〉
)
=
1√
2
( −|u1(p)〉
−|v1(p)〉
)
= −|U1(p)〉,
(D2)
1√
2
( |v1(p)〉
−|u1(p)〉
)
=
1√
2
( |u0(p)〉
|v0(p)〉
)
= |U0(p)〉. (D3)
Making use of the above results, one finds that
1∑
r=0
|Ur(p)〉〈U r(p)| = ΥcPU , (D4)
where
PU = |U0(p)〉〈U1(p)| − |U1(p)〉〈U0(p)|. (D5)
Noting Eq.(48), the action of the operator −PU on
an arbitrary spinor |U〉 in the space Se(p), with |U〉 =
c0|U0(p)〉+ c1|U1(p)〉, gives
−PU |U〉 = −c0ǫ10|U0(p)〉 + c1ǫ01|U1(p)〉
= c0|U0(p)〉+ c1|U1(p)〉. (D6)
Hence, −PU is the identity operator in the space Se(p).
Noting Eqs.(51) and (53), the operator Pe in Eq.(55) is
written as
Pe = −
∫
dp˜|p〉〈p|
1∑
r=0
|Ur(p)〉〈U r(p)|. (D7)
Then, substituting Eq.(D4) into Eq.(D7) and noting the
fact that
∫
dp˜|p〉〈p| is the identity operator in the space
for momentum states, one gets Eq.(59).
[1] S. Weinberg, The Quantum Theory of Fields (Cambridge
University Press, Now York, 1996).
[2] M.E. Peskin and D.V. Schroeder, In Introduction to
Quantum Field Theory (Westview Press, 1995).
35
[3] I.-O. Stamatescu and E. Seiler (Eds.), Approaches to
Fundamental Physics, Lect. Notes Phys. 721 (Springer,
Berlin, Heidelberg 2007).
[4] M.K. Gaillard, P.D. Grannis, and F.J. Sciulli,
Rev.Mod.Phys. 71, S96 (1999).
[5] Y. Kuno and Y. Okada, Rev.Mod.Phys. 73, 151 (2001).
[6] J. Polchinski, String Theroy (Cambridge University Press
1998).
[7] G.G. Ross, Grand Unified Theories, (Ben-
jamin/Cummings, Menlo Park, California, 1984).
[8] The Building Blocks of Creation, S.Raby, ed., (World Sci-
entific, Singapore, 1993).
[9] M. C. Gonzalez-Garcia and Yosef Nir, Rev. Mod. Phys.
75, 345 (2003).
[10] A. Strumia and F. Vissani, arXiv:hep-ph/0606054v3.
[11] W.-g. Wang, arXiv:1706.05253 [physics.gen-ph].
[12] R. Penrose and W. Rindler, Spinors and space-time
(Cambridge University Press, London, 1984).
[13] M. Carmeli and S. Malin, Theory of spinors: an intro-
duction (World Scientific Publishing, Singapore, 2000).
[14] E.M. Corson, Introduction to Tensors, Spinors, and Rela-
tivistic Wave-Equations (Blackie & Son Limited, London
and Glasgow, 1953).
[15] Y.S. Kim and M.E. Noz, Theory and Application of the
Poincare´ Group (D.Reidel Publishing Company, Dor-
drecht, 1986).
[16] W.-g. Wang, Phys.Rev.A 94, 012112 (2016).
[17] W. Pauli, Phys.Rev. 58, 716 (1940).
[18] R.F. Streater and A.S. Wightman, PCT, Spin and
Statistics, and All That (Benjamin/Cummings, Reading,
Mass., 1964).
[19] An assumption similar to Aneg−p0 , but for electron and
positron, plays an essential role in a construction of the
interaction Hamiltonian of QED discussed in Ref.[11].
[20] This assumption ABPIP have contents similar to those of
an assumption made in Ref.[11].
[21] In Ref.[16], it is shown that a generalized inner product
can be constructed for a type of four-component spinors,
by making use of an operator with a form similar to Pb in
Eq.(20). Here, we show that this specific form of Pb en-
ables one to introduce an inner product with the ordinary
form.
[22] It is not difficult to generalize these treatments to the
case of more than one b-modes. This can be done in a
way similar to a method used in Ref.[16],
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