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In the credibility realm, an insurance company tries to find a way to establish a premium
scheme so that the premium is sufficiently large to cover its obligations. On the other hand, an
insured will only accept a premium when the policy is fair to him.
The ideal case is to establish an insured’s premium based solely on its own experience, this
is called the risk premium. We will introduce two estimation mechanisms to estimate risk premium,
namely, Bayesian premium and Bühlmann-Straub credibility premium.
To implement the two models, we use a data set from Singapore Driving Experience in
1993. We estimate the average claim counts of each insured when weighted by their exposure of risk,
i.e. given the record of claim counts and exposure weights, we build a model to estimate the claim
counts of the insured by means of Bayesian premium and Bühlmann-Straub credibility premium.
ii
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In the credibility realm, an insurer tries to find a way to establish a premium scheme so
that the premium is sufficiently large to cover its obligations. On the other hand, an insured will
only accept a premium when the policy is fair to him. The ideal case is to establish an insured’s
premium based solely on its own experience, this is called the risk premium. We will introduce two
mechanisms to estimate risk premium, namely, Bayesian Premium and Bühlmann-Straub credibility
premium.
Regarding Bayesian premium the Empirical Bayesian inference approach is applied. On the
other hand, estimating Bühlmann-Straub Credibility premium refers to the process of estimating
structure parameters, which depict insured’s risk information. This is the critical part of the premium
scheme.
We will introduce the Exact Bayesian Credibility and Bühlmann-Straub Model along with
Empirical Bayes approach, and make comparisons.
Before we step further toward Empirical Bayesian approach, let’s take a glance at some
credibility ideas.
1.1 Definitions
Definition 1.1. The following random variables are defined
N : claim counts of the insured.
Ni: claim counts of insured i for i=1,2,. . . ,I.
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Θi: risk parameter for insured i = 1, . . . , I. It incorporates every characteristic of the insured.
Θi is unknown and is assumed to be constant throughout the life of the insurance contract.
Furthermore, Θi is assumed to be drawn at random from the same distribution. (This is a property
called homogeneity).
Definition 1.2 (Risk Premium; see [5]). The risk premium, µ(θ), is the correct premium to charge
an insured if the insured’s risk level, θ, is known. The risk premium is thus the expected value of the
insured’s aggregate claim amount in one period, given his or her risk level.
Mathematically, the risk premium is given by




This risk premium accurately gives the rate that an insured should be charged solely on their
own experience. This is exactly what we want. But the risk parameter Θ that rates the insured’s
experience is unobservable, hence the risk premium can’t be exactly calculated. We have to estimate
it from data. Our ultimate goal throughout is to estimate the risk premium.
The collective premium is the other extreme, where we totally have no knowledge of the
insured’s risk level.
Definition 1.3 (Collective Premium; see [5]). The collective premium m is the pure premium
charged when nothing is known about the insured’s risk level (for example, an insured at the first
year). The collective premium is in essence the average value of all possible risk premiums.
Mathematically, the collective premium is given by
m = E[X] = E[E[X|Θ]] = E[µ(Θ)]
Another important premium is called Bayesian premium.
Definition 1.4 (Bayesian Premium; see [5]). Suppose the data for T consecutive periods are X1, . . . , XT ,
2
then the Bayesian premium B ( X1, . . . , XT ) is given by
B(X1, . . . , XT ) = argmin
g(·)
E[µ(Θ)− g(X1, . . . , XT )]2
= E[µ(Θ)|X1, . . . , XT ], µ(Θ) = E[XT+1|Θ] = E[XT+1|Θ, X1, . . . , XT ]
= E[E[XT+1|Θ, X1, . . . , XT ]|X1, . . . , XT ]
= E[XT+1|X1, . . . , XT ], by Tower property
Here µ(Θ) is the risk premium that we want to estimate, g(X1, . . . , XT ) is an estimator
obtained from the data. The Bayesian premium gives a measurement of how the estimate behaves
by minimizing the distance between the two, which in this circumstance is defined as the mean
square error(MSE). Under this measurement, Bayesian premium is the closest estimator to the risk
premium, hence the best of all.
Definition 1.5 (Credibility Premium; see [5]). A credibility premium P is a linear function of a spe-
cial type of observations X1, . . . , XT of an insured: it is a convex combination of the individual experience
weighted average (X̄) and the collective premium (m), i.e.,
P(X1, . . . , XT ) = zX̄ + (1− z)m,
where 0 ≤ z ≤ 1 is the credibility factor and (1-z) is the complement of credibility.
To help understand the technique of Bayesian premium, let’s first have a review of Bayesian
inference.
1.2 Bayesian Inference Review
A random sample X = (X1, . . . , Xn) is drawn from a population whose distribution is in-
dexed by Pθ, where the parameter θ is considered to be an unknown but fixed quantity. Bayesian
approach assumes θ to be a quantity that is unknown but could be described by a probability distri-
bution, which is called prior distribution. Prior distribution is formulated before data is generated,
and then a sample is taken from a population indexed by θ. With information from the sample the
believe of the prior is updated by means of Bayes’s rule. That is called a posterior distribution.
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Hence, with this belief we actually collect a data set of:
Xi|θ
i.i.d∼ Pθ, i = 1, . . . , n. where θ ∼ π(θ)
Here Pθ is called the sampling distribution; π(θ) is the prior distribution; and θ|X follows a dis-
tribution called posterior distribution. Bayesian inference is interested in obtaining the posterior
distribution. Therefore this could be approached by means of Bayes theorem.
Theorem 1.1 (Bayes’s Rule; see [2]). Let A1, A2, . . . be a partition of the sample space, and let B
be any set. Then, for each i = 1, 2, . . . ,
P (Ai|B) =
P (B|Ai)P (Ai)∑∞
i=1 P (B|Ai)P (Ai)
Further more,





Theorem 1.3. By Bayes theorem, we have the distribution of θ|X follows





, by Law of total probability
∝ P (X|θ)P (θ),
where P (X|θ) =
∏n
i=1 P (Xi|θ) =: L(θ|X) is called the likelihood function when it’s viewed as a
function of θ.
Calculating the posterior distribution could be complicated, sometimes impossible. Luckily,
good properties arise under certain circumstances, that’s the conjugate families.
Definition 1.6 (Conjugate families; see, e.g., [4]). Consider a class of prior distributions, p(θ) ∈ P.
We say that the class is conjugate for a sampling model p(y|θ), if p(θ) ∈ P implies that p(θ|Y ) ∈ P
for all p(θ) ∈ P and data y. For example, when data follows Binomial distribution, both the prior
4
and the posterior follow a Beta distribution. Then, Beta is conjugate for Binomial.







We will apply the Poisson-Gamma pair in our model.
Remark 1.1. Note that conjugate families are always available for data models within the exponen-
tial family.
1.3 Exact Bayesian Credibility
Recall the Bayesian premium is found to be
B(X1, . . . , XT ) = E[µ(Θ)|X1, . . . , XT ]
or equivalently,
B(X1, . . . , XT ) = E[XT+1|X1, . . . , XT ]
Using the first equation, the Bayesian premium could be calculated by two steps. Firstly,
find the posterior distribution of Θ given data, P (Θ|X), and then calculate the expected value of
µ(Θ) with respect to this posterior distribution. So,





This brings a drawback of Bayesian premium to our attention: the distributions of Xt|Θ
and Θ have to be both known. Another thing worth mentioning is that compared to Credibility pre-
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mium, which lies between individual experience average X̄ and the collective premium m, Bayesian
premium doesn’t guarantee a linear combination of the two. But under the nice form of distribution
combinations from Definition (1.6), Bayesian premiums are exactly credibility premiums. That is,
Remark 1.2. For Poisson sampling distribution with Gamma prior, Bayesian premium is exactly
the posterior mean.
1.4 Bühlmann-Straub Model
Bühlmann-Straub model is based on the Bayesian approach to credibility with removal
of the distributional assumptions so that the calculations are done in the nonparametric setting.
Assumptions for Bühlmann-Straub model:
1. The insured’s vectors (Xi1, . . . , XiTi ,Θi), i = 1, . . . , I, are mutually independent,
2. The risk parameters Θi, i = 1, . . . , I, are independent and identically distributed,
3. The variablesXit have finite variance; and
4. For i = 1, . . . , I, and t, u = 1, . . . , Ti,
E[Xit|Θi] = µ(Θi)




where δtu is the Kronecker delta, which equals one if t = u and zero otherwise. Note that equation
(1.1) states that, given the risk parameter, successive claim records of an insured are uncorrelated.
Complete independence is thus not required. It reflects the noncorrelation within the insured’s
claims experience across the years and the homogeneity in time.
To see how it works, let’s introduce some notations first:
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Θi, risk level
µ(Θi) = E[Xit|Θi], risk premium
































The parameters m, s2, and a are called the structure parameters. They are functions of the
unobserved random variable Θ. Structure parameters are independent of i because of Assumption
(3). These structure parameters are generally unknown and must be estimated from the entire
portfolio data. The parameter zi is called the credibility factor.
According to [Buhlmann2006course], for Ni, i = 1, . . . , I, as claim counts during a certain
period. Our interests are:
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µ(Θi) :=E[Ni|Θi], Individual risk premium (1.2)
σ2(Θi) :=EiVar[Ni|Θi], Variance within individual risk
m/µ0 :=E[µ(Θi)], Collective premium
s2/σ2 :=E[σ2(Θi)], Average variance within individual risk






Remember that our ultimate goal is to estimate risk premium. By minimizing the MSE,
Bühlmann-Straub model gives the credibility premium, Pi, as the best estimator. That is,
Pi(Xi1, . . . , XiTi) = argmin
g(·)


















Clearly, the credibility factor could be estimated from the data by estimating the structure
parameters m, s2, and a. Hence, the credibility premium estimated should be the closest to the
insured’s risk premium.
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Bühlmann-Straub model gives estimations of structure parameters as follows:



























i· −Xw·· )2 − (I − 1)S2
)
.
The estimators have the following properties:
1. Unbiasedness. i.e. E[Ŝ2] = σ2, E[â] = a,E[m̂] = m.
2. Consistency. i.e. Ŝ2 → σ2, as I →∞, and
â→ a, as I →∞, if none of the risks is “dominating”
Furthermore, for the case of mixed Poisson sampling distribution Poi(wijθi) where µ(Θi) =
wijθi, Bühlmann and Gisler [Buhlmann2006course] introduce an alternative approach by one




, under the condition that “Given Θi the Nij(j = 1, 2, . . . ) are independent
and Poisson distributed with Poisson parameter µij(Θi) = Θiwij .”
Then our interests are defined as:
µ(Θi) :=E[Fi|Θi], Individual risk premium (1.3)
σ2(Θi) :=EiVar[Fi|Θi], Variance within individual risk (normalized for weight 1)
m :=E[µ(Θi)], Collective premium
s2 :=E[σ2(Θi)], Average variance within individual risk (normalized for weight 1)
a :=Var[µ(Θi)], Variance between individual risk premiums
By definition (1.3), the conditional expectation and variance of Fi is given, thus the credi-














































m/µ0 :=E[µ(Θi)] = E(wijΘi) = wijE(Θi),
s2/σ2 :=E[σ2(Θi)] = E(wijΘi) = wijE(Θi),




















Recall a consequence of the Poisson assumption is that the structure parameters m and σ2




































































The iteration stops when |m(n+1) −m(n)| and |a(n+1) − a(n)| are sufficiently small.
Denote the variables with “hat” to be the estimates from the algorithm. The following
expressions are obtained:
m̂ = ŝ2, â, ̂̄K, ẑi = wi
wi +
̂̄K .
The Credibility premium is thus:
P =ẑiFi + (1− ẑi)m̂.
Example 1.1 (See [1]):
The number of claims made by an individual insured in a year follows a Poisson distribution with
11
mean θ. The prior distribution for θ is gamma with α = 1, β = 1.2. Observe 3 claims in year 1 and
no claims in year 2. What’s the number of claims in Year 3?
From the question we have N |θ ∼ Poi(θ); θ ∼ Γ(α, 1β ) = Γ(1,
1
1.2 ); N1 = 3; N2 = 0; and
T = 2. Then we have by definition
m = E[µ(Θ)] = E[E[N |θ]] = E[θ] = αβ = 1.2
s2 = E[σ2(Θ)] = E[Var[N |θ]] = E[θ] = αβ = 1.2
























P = X3 = zN̄ + (1− z)m =
2
2 + 1/1.2
× 1.5 + (1− 2
2 + 1/1.2
)× 1.2 = 1.41
That is, the number of claims in Year 3 (or, the Credibility/Bayesian premium in Year 3) is 1.41.
Example 1.2 (See [1]):
The number of claims incurred in a month by any insured has a Poisson distribution with mean θ.












Determine the Bühlmann-Straub credibility estimate of the number of claims in Month 4.
Let wt = number of insureds of Month t, and Nt = number of claims of Month t.
Note that from the statement we have Nt|θ ∼ Poi(θ), t = 1, . . . , T , where θ ∼ Γ(6, 1/100),
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and T = 3.
m = E[µ(Θ)] = E[E[N |θ]] = E[θ] = αβ = .06
s2 = E[σ2(Θ)] = E[Var[N |θ]] = E[θ] = αβ = .06






6 + 8 + 11






















100 + 150 + 200











)× .06 = .05636
w4P = 300× .05636 = 16.9






Our data set called “Singapore Automobile Claims” is a subset of Singapore Driving Expe-
rience, that focuses on the number of automobile accidents in 1993, weighted by risk of exposure.
The data set gives characteristics including vehicle variables as well as person-level variables on 7483
individuals.
We estimate the average claim counts of each insured when weighted by their exposure of
risk. That is, given the record of claim counts and exposure weights, we build up a model to estimate
the average claim counts of insured by means of Bayesian premium and Bühlmann-Straub credibility
premium.
A summary of the variables is as following:
Clm_Count Exp_weights
Min. :0.00000 Min. :0.005476
1st Qu .:0.00000 1st Qu .:0.279261
Median :0.00000 Median :0.503764
Mean :0.06989 Mean :0.519859
3rd Qu .:0.00000 3rd Qu .:0.752909
Max. :3.00000 Max. :1.000000
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We will use two variables:
1. Ni: number of claims, where Ni ∈ {0, 1, 2, 3}, for i = 1, . . . , I, and
2. Ei: individual exposure weight, Ei ∈ [0.005476, 1.000000], for i = 1, . . . , I,
with I = 7483 to implement the project. Namely, manipulation of the data set would help imple-




indep∼ Poi(Eiθi), i = 1, . . . , I
where Ni = number of claims for policyholder i during Ei; Ei is the exposure at risk of this
policyholder; and θi is the risk level for this policyholder.
Also assume
θ1, . . . , θI
i.i.d.∼ g(θ),
where g(θ) is unknown (called the structure distribution). In short, our model is
Ni|θi
indep∼ Poi(Eiθi), i = 1, . . . , I
θ1, . . . , θI
i.i.d.∼ g(θ)
Let’s find the Bayesian premium first.
2.2 Bayesian Premium
Recall our model assumption that our sampling distribution is Poisson, and the conjugate
family for Poisson is Gamma distribution. Also, recall in Chapter 1 we concluded that the Bayesian
premium is exactly the posterior mean, which means the prior distribution matters. Considering




















That is, θi|Ni ∼ Γ(Ni + α, βEiβ+1 ).




















, NEii = Ni, and m = αβ.
This is exactly the credibility premium.
That is, given prior distribution is known, as is the conjugate family of the sampling distri-
bution, we should have Bayesian premium equals the Credibility premium. This property helps in
analyzing our results.
Our next step is to specify the prior parameters α, β.
Define Li(α, β) = f(Ni|α, β) and L(α, β) =
∏I
i=1 Li(α, β), let `(α, β) = logL(α, β).
16
Then, we have











































logLi(α, β) =Ni logEi − logNi! + log Γ(Ni + α)− log Γ(α) +Ni log β − (Ni + α) log(1 + Eiβ)








Ni logEi − logNi! + log Γ(Ni + α)− log Γ(α) +Ni log β − (Ni + α) log(1 + Eiβ)
)
Using the nonlinear minimization function “nlm” in R to solve `(·) function, we obtained a
convergent value of α̂ = 1.500, β̂ = 0.090.
Hence our Bayes premium is E[θi|Ni] = β(Ni+α)Eiβ+1 =
0.09(Ni+1.5)
0.09Ei+1
. Running this function in R
gives us a table of the Bayes premium.
A graph of Bayesian premium versus Exposure categorized by claim counts shows a negative,
linear relationship between Bayesian premium and Exposure and a positive relationship between
Bayesian premium and claim counts.
Also note that Bayesian premium has a range of 0.12 to 0.38.
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Figure 2.1: Bayesian premium versus Exposure given Claim Counts
Figure 2.2: Summary when Claim Counts = 0,1
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Figure 2.3: Summary when Claim Counts = 2,3
2.3 Credibility Premium
Recall our model assumptions that Ni|θi
indep∼ Poi(Eiθi), and θ1, . . . , θn
i.i.d.∼ g(θ). Also note
that the weight w in our case is the risk of exposure E. According to [Buhlmann2006course] we
define Fi = Ni/Ei, the claim frequency weighted by exposure.
Recall our interests are:
µ(θi) :=E[Fi|θi], Individual risk premium
σ2(θi) :=EiVar[Fi|θi], Variance within individual risk (normalized for weight 1)
mµ0 :=E[µ(Θi)], Collective premium
s2σ2 :=E[σ2(Θi)], Average variance within individual risk (normalized for weight 1)
aτ2 :=Var[µ(Θi)], Variance between individual risk premiums
19


















Hence, our interests become functions of θi:
µ(θi) :=E[Fi|θi] = θi,
σ2(θi) :=EiVar[Fi|θi] = θi,
m/µ0 :=E[µ(Θi)] = E(θi),
s2/σ2 :=E[σ2(Θi)] = E[θi],











































































The algorithm of estimating m/s2 and a is:






































The iteration stops when |m(n+1) −m(n)| and |a(n+1) − a(n)| are sufficiently small. The tolerance
value is set to be TOL = 1.e-6.
We obtain:







The Credibility premium is thus
P =ẑiFi + (1− ẑi)m̂.
Similarly, we obtained a group of values very close to Bayesian premiums. A graph of Cred-
ibility premium versus Exposure categorized by claim counts shows a negative, linear relationship
between Bayesian premium and Exposure and a positive relationship between Bayesian premium
and claim counts.
Also note that Credibility premium has a range of 0.12 to 0.42, which is larger than Bayesian
premium.
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Figure 2.4: Credibility premium versus Exposure given claim counts
Figure 2.5: Summary when Claim Counts = 0,1
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Figure 2.6: Summary when Claim Counts = 2,3
While Bayesian premium assumes the prior distribution of θi, Bühlmann-Straub Credibility
premium follows the nonparametric method with no prior distribution assumptions. This brings
flexibility to Bühlmann-Straub model and the results would be more accurate. Recall the property
that given prior distribution is known and conjugate, the two estimates should be exactly the same.
The similarity of our outputs could be explained by this property.
2.4 Application
So far, we introduced two methods of estimating an insured’s average claim counts, which
is also viewed as risk factor, a related definition called relative risk factor is defined as the estimated
risk factor divided by the estimated group average risk factor. Relative risk factor helps insurance
companies to determine of how much premium(money) will be charged next year for a particular
customer. For example, if the current average premium of all insured is $500/yr, and the relative
risk factor for a particular customer is 1.542 with one claim during one year, then the insurance
company will charge $500 × 1.542=$771 for next year when renewing.
23
Graphs of relative risk factors are as below,
Figure 2.7: Relative Bayesian premium versus Exposure given claim counts




The Bühlmann-Straub model estimates the parameter Θi in the nonparametric scheme by
the first-moment method. The Bayesian inference brings up conjecture on prior distribution and
works on combinations of prior-sampling distributions. On the contrary, Efron [3] estimates the
prior function g(θ) using deconvolution. He estimates g(θ) directly as a polynomial function. The
analysis on this method should be more accurate.
This topic could be extended by deconvolution approach.
25
Appendix
The R codes are as below




#step 2, Bayesian approach with prior dist. Gamma(alpha , beta), need the value of alpha ,beta

















nlm(FF ,c(10 ,.5))#$estimate [1] 1.49553297 0.08992255
nlm(FF ,c(1 ,.5)) #$estimate [1] 1.49553297 0.08992255











nlm(FF ,c(10 ,.5))#$estimate [1] 1.49553297 0.08992255
nlm(FF ,c(1 ,.5)) #$estimate [1] 1.49553297 0.08992255
#step 2.1, Bayesian premium with prior dist. Gamma(alpha , beta), which is exactly the posterior mean
#Bayes Premium with alpha =1.5, beta =.09 specified.
alpha = 1.49553297;
beta = 0.08992255;
B = vector ()
for (i in 1:I){





write.csv (output , file = "Bayes.csv")




c = ((I-1)/I)*(sum((E/sum(E))*(1-(E/sum(E)))))^( -1)
TT = (I/(I-1))* sum((E/sum(E))*(FF - Fbar )^2)
m = Fbar
ss = m




anew = c*(TT - I*mnew/sum(E))
while( abs(mnew -m) > 1.e-6 && abs(anew -a) > 1.e-6){
m = mnew #0.1344885
a = anew #0.1344885




P = z*FF +(1-z)*m
write.csv (outputP , file = "Credibility4.csv")
#step 2.3, Credibility premium with prior dist. Gamma(alpha , beta)
#Credibility Premium with alpha =1.5, beta =.09 specified.
P = vector ()
for (i in 1:I){




EP =(E*beta /(E*beta +1))*(N+alpha)
output <-cbind(N,E,P,EP)
write.csv (output , file = "Credibility2.csv")
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