In this paper, we propose a new two-parameter class of iterative methods to solve a nonlinear equation. It is proved that any method in this class is cubically convergent if and only if the parameters sum up to one. Some of the existing third-order methods, by suitable selection of parameters, can be put in this class. Every iteration of the class requires an evaluation of the function, three of the first derivative, and none of the second derivative. Hence, its efficiency index is that is worse than all other cubically convergent methods considered. However, numerical experiments show that a special method in our class is comparable to those in terms of iterations number.
INTRODUCTION
The Newton method is the most popular method for solving such equations. Some historical points about this method can be found in Yamamoto (2000) .
In recent years, a number of authors have considered methods to solve the nonlinear equations. These techniques calculate the new approximation to a zero of the given function by sampling per iteration of the function and possibly its derivatives for a number of values of the independent variables. All these techniques are variants of Newton's method and the main practical difficulty associated with these techniques is that they fail miserably if at any stage of computation, the derivative of the function is either zero or very small in the vicinity of the required root, [For example, Ujević et al. (2007) and references therein]. It is known that some of these methods can be obtained using Taylor or interpolation polynomials.
In this paper, we focus on the third-order convergence methods that do not use any second derivatives. We propose a class of such methods, containing two parameters, and show that some of existing methods can be put in our class. 
Definition 2
Let be the error in the -th iteration. We call the relation as the error equation.
If we can obtain the error equation for any iterative method, then the value of is its order of convergence.
Definition 3
Let be the number of new pieces of information required by a method. A "piece of information" typically is any evaluation of a function or one of its derivatives. The efficiency of the method is measured by the concept of efficiency index (Gautschi, 1997) and is defined by
Where is the order of the method.
As mentioned before, most of the methods used to solve have fixed point structure, say , . Using the -th order Taylor series of about , it is easy to prove the following theorem.
Theorem 4
Let sequence , , be convergent to the fixed point of . If then the sequence is convergent of order with asymptotic error constant (Gautschi, 1997) .
THE NEW CLASS
Recently, there have been some developed new modifications for Newton method with third-order convergence (Chun, 2005 (Chun, , 2006 (Chun, , 2007 (Chun, , 2008 Chun and Kim 2010; Forntini and Sormani, 2003a, b; Homeier, 2003 Homeier, , 2005 Jian, 2007; Jisheng et al., 2007; Kou et al., 2006; Özban, 2004; Potra and Pták, 1984; Ujević et al., 2007; Weerakoon and Fernando, 2000) , almost all of which are based on the computation of the integral (1) arising from Newton's theorem, using different quadrature formulae. For example, Weerakoon and Fernando (2000) re-derived the Newton method
by approximating the integral by the rectangular rule according to and using . It is well known that the Newton method is quadratically convergent with error equation . Although the index efficiency of our method is worse than that of all methods of Equations 2, 3, and 4, numerical experiments show that it is comparable to those in terms of the number of iterations. In the following theorem, we prove that the method (5) has third-order convergence. 
Theorem 5
In summary, Equations 11 and 5 result in It has been shown that the Maple package can be successfully employed to re-derive error equations of iterative methods, that is, to find their order of convergence (Chun, 2005 (Chun, , 2006 
NUMERICAL EXPERIMENTS
All computations were done using MATLAB 6.5 with format of long floating point arithmetics. We accept an approximate solution rather than the exact root, depending on the precision ( ) of the computer. We use the following stopping criteria for computer programs:
. So, when the stopping criterion is satisfied, is taken as the exact root computed. For numerical illustrations in this section we used the fixed stopping criterion . We present some numerical test results for various cubically convergent iterative schemes in Table 1 As convergence criterion, it is required that the distance of two consecutive approximation for the zero is less than . Also, displayed is the number of iterations to approximate the zero (IT) and the value of .
The test results in Table 1 show that for most of the functions we tested, our method (Equation 12) has at least equal performance compared to the other thirdorder methods, and can also compete with Newton method (Equation 2).
CONCLUSIONS
In this paper, we proposed a new cubically convergent class of modifications for Newton method. It is shown that, by suitable selection of parameters, some methods can be obtained from this class. Every iteration of the class requires one evaluation of the function , three of the derivative , no evaluation of the second derivative . Hence, its efficiency index is that is 
