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Abstract 
Sustained release microparticles used for parenteral drug delivery must be well 
characterized in terms of their size range, morphology and function. It is widely 
understood that the chemistry and morphology of microparticles have a degree of 
interdependence which strongly affects drug release behaviour from microparticles. 
This thesis investigates, for the first time, the use of mid-IR imaging along with the 
development and optimisation of relevant multivariate image analysis methods for 
studying the real-time degradation of pharmaceutically relevant biodegradable polymer 
microparticles and the real-time release of protein based drugs from such microparticle 
systems.  
The application of attenuated total reflection - Fourier transform infrared spectroscopic 
(ATR-FTIR) imaging and analysis to monitor the degradation of a single microparticle 
is optimised and the developed methodology is detailed. A series of time resolved 
images of a PLGA microparticle undergoing hydrolysis at 70 °C are obtained using 
ATR-FTIR imaging for the first time. A novel partially supervised non-linear curve 
fitting (NLCF) tool is developed and the output from the NLCF is evaluated by direct 
quantitative comparison with a traditional peak height (PH) data analysis approach and 
multivariate curve resolution alternating least squares (MCR-ALS) analysis for the 
same images, in order to develop an image analysis strategy. The NLCF method is 
shown to facilitate the calculation of hydrolysis rate constants for both the glycolic (kG) 
and lactic (kL) segments of the PLGA copolymer. This results in improved spatial 
resolution on time-resolved microparticle images, so providing better insight into the 
dimensions of hydration layers and particle dimension changes during hydrolysis when 
compared to images derived from both PH measurements and MCR-ALS. The MCR-
ALS routine is shown to be faster than NLCF and its images are found to provide 
sufficient contrast to be used for qualitative comparison. 
The optimised mid-IR-ATR procedures are then applied to investigate several factors 
influencing the hydrolytic degradation of a family of PLGA microparticles. Degradation 
rate constants for glycolic and lactic units are shown to increase (whilist maintaining a 
~1.3 ratio between each other) with increasing initial glycolic content of the copolymer, 
temperature or Ȗ-radiation exposure. Differential scanning calorimetry (DSC) and gel 
permeation chromatography (GPC) results indicate a chain scission based degradation 
in PδGA upon Ȗ exposure. The distribution of lactic acid is probed with IR during the 
hydrolysis of a PLA microparticle for the first time, showing a diffusional pathway 
from the degrading microparticle outwards into surrounding water. 
Utilising the chemical selectivity of the infrared methodology, ATR-FTIR imaging is 
applied for the ﬁrst time to monitor the redistribution and release of human growth 
hormone (hGH) from a range of CriticalMixTM processed PLGA/PLA microparticles 
during a set of dissolution experiments at 37 °C in D2O. Increasing the Ȗ dose is shown 
to have a profound influence on the release mechanism, with higher Ȗ doses leading to a 
dramatic increase in the initial burst release followed by retardation in the sustained 
release and a lower total level of hGH release over the dissolution experiment. These 
changes are shown to be the result of: (i) protein aggregation as a function of applied Ȗ-
dose as studied by size exclusion chromatography; (ii) decrease in overall porosity as 
studied by SEM; (iii) decrease in Mw of all of the component polymers post Ȗ irradiation 
indicating a chain scission mechanism as studied by GPC and DSC; and (iv) the 
increase in the number of oxygenated components in the Poloxamer 407 excipient, 
thereby increasing the strength of interaction between the microparticle and the 
entrapped hGH. These findings suggest that any Ȗ sterilisation dose should be less than 
25 kGy and that other sterilisation methods may need to be considered, due to the 
stability of the studied formulations. 
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1 Introduction 
This thesis investigates the use of Mid-IR spectroscopic imaging and relevant 
multivariate data analysis techniques to characterise the degradation kinetics of 
biodegradable polymer microparticles and the release of protein drugs from such 
matrices. 
The work presented within this thesis was conducted at Sheffield Hallam University in 
collaboration with Critical Pharmaceuticals Ltd. This chapter provides a brief 
introduction into the drug delivery systems investigated within this thesis. It includes 
information about polymers, proteins and controlled release drug delivery systems along 
with production methods for such systems with particular attention to supercritical CO2 
based processes among which a modified particles from gas saturated solutions (PGSS) 
method (CriticalMixTM) was used to produce the samples studied here by the 
collaborating company.  
In this chapter a very brief initial insight is given for Mid-IR spectroscopic imaging, 
including its relevance for studying polymer degradation and drug release before the 
aims of this work are discussed in detail. 
In Chapter 2, the theory of the main method of study, FTIR spectroscopy and imaging, 
is detailed and relevant data analysis techniques are discussed. Other characterisation 
methods including scanning electron microscopy, chromatography, differential scanning 
calorimetry, UV-Vis dissolution testing and microscopic sample preparation method 
(ultra-microtomy) are also detailed including information regarding the parameters and 
methods used. 
Chapter 3 demostrates the optimisation of ATR imaging method coupled with relevant 
image analysis techniques for studying degradation in single polymeric microparticles. 
A direct numerical comparison of three data analysis methods: peak height 
measurements, soft and hard modelling, is studied using the same IR image set of a 
PLGA 75/25 microparticle undergoing hydrolysis at 70 °C. 
In Chapter 4, a range of single PLGA microparticles are studied using the ATR imaging 
methodology developed in Chapter 3. Effect of CriticalMixTM process, copolymer ratio 
(LA:GA), morphology and gamma irradiation ( a typical sterilisation method used for 
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PLGA based microparticle systems) on hydrolytic degradation behaviour of individual 
PLGA microparticles is investigated and results are discussed. 
In Chapter 5, a lead controlled release formulation that consists of PLGA/PLA polymers, 
an excipient (Poloxamer 407) and human growth hormone (hGH) is initially 
investigated in terms of its components’ spatial distributions in dry form in order to 
validate the formulation model. The release of hGH from scuh complex formulation is 
monitored using ATR-FTIR imaging. Finally the effect of Ȗ- irradiation on the stability 
of PLGA microparticles and on the release of the hGH protein from the microparticles 
is investigated using FTIR imaging, SEM analyses and using a combination of 
conventional bulk methods including; differential scanning calorimetry (DSC) to 
understand thermal properties of irradiated and un-irradiated pure polymers, gel 
permeation chromatography (GPC) to monitor effect of irradiation on the molecular 
weight of the polymers, UV-Vis spectrophotometry to monitor in vitro API release from 
the microparticles and size exclusion chromatography (SEC) to determine protein 
aggregation and stability. 
The overall conclusions and possible further work are summarised in Chapter 6. 
1.1 Drug Delivery 
The concept of drug delivery is the administration of active pharmaceutical ingredients 
(APIs) to patients, in sufficient amounts that they reach and treat the targeted region of 
body without causing any adverse effect(s). Although this can be achieved by several 
routes including parenteral (which is achieved thorugh injection; into a vein, under the 
skin or into a muscle, or through inhalation or through absorption by intact skin), oral, 
pulmonary or nasal application, the administration of proteins are limited to the 
parenteral (often subcutaneous) type as their high molecular weight or poor stability 
blocks their transdermal, nasal or oral delivery. 
Another problem in the delivery of proteins and peptides is their short half-life in the 
human body. Therefore their unfavourable pharmacokinetics means that they are 
usually administered by frequent injections, for example for human growth hormone 
deficiency every 3 days, which is inconvenient for patients and can affect patient 
compliance. However, the development of sustained release formulations can overcome 
these issues as controlled release drug delivery is used to delay the release of drugs 
within the body. 
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1.2 Controlled Release Drug Delivery 
The use of biodegradable polymers is one of the fundamental ways of controlling 
release systems. There are three different types of micro-scale controlled release 
systems; (1) reservoir devices, where the drug is released upon degradation of a 
biopolymer that is used to encapsulate it avoiding immediate release, (2) diffusion 
devices, where the drug is released through pores of the biopolymer matrix and (3) 
erosion, where the drug release is based up on degradation of the biopolymer matrix. 
However for porous biopolymer matrices it is often the case that combination of last 
two hypotheses occurs as initially the surface attached drug molecules will be released 
upon contact with aqueous media by diffusion through pores and finally the degradation 
of biopolymer will result in release of the drug molecules entrapped deeper in the 
biopolymer matrix (Figure 1.1). 
 
Figure 1.1 Controlled release scenarios for polymer microparticles; (a) reservoir 
devices, (b) diffusion of drug from porous polymer matrix and (c)  erosion 
mechanism where the drug molecules are released as they become free from 
degrading polymer. 
In recent years research in molecular and cell biology to meet clinical needs has 
intensified the interest in biologics, a variety of therapeutics such as vaccines, 
recombinant proteins and peptides, genes, viruses and synthetic tissues, ensuing a strong 
market growth [1]. As a result, currently hundreds of recombinant proteins and peptides 
are in the pipeline for the U.S. Food and Drug Administration (FDA) approval. 
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There are numerous candidate biodegradable polymers for carrying and releasing 
biologics as shown in Figure 1.1 however concerning biocompatibility to human body, 
the FDA approved ones are few [2,3]. 
Poly (lactide-co-glycolide) (PLGA) is a FDA approved biodegradable synthetic 
polyester that is physically strong and highly processable [4]. Hence PLGA has been the 
most studied carrier matrix for macromolecules such as proteins, DNA, RNA, vaccines 
and peptides for treatment of important diseases such as cancer, human growth 
deficiency and multiple sclerosis [3]. 
Another advantage of PLGA is that its degradation in vivo is controllable by choice of 
polymer molecular weight and copolymer ratio (lactide to glycolide (L/G)) and yields 
lactic and glycolic acids, which are biocompatible and rapidly cleared from the body via 
the renal system [2]. 
The number of PLGA based formulations that are readily administered through a 
syringe, has been researched increasingly resulting in many formulations that are 
marketed today including ones given in Table 1.1. 
Table 1.1 PLGA based microparticle formulations available in the market [1,3]. 
 
From the pharmaceutical manufacturing technology perspective, the key goal; 
controlling the release of the drug for longer periods without causing any degradation of 
the drug at production stage, can be achieved by obtaining a homogenous distribution of 
the drug within the matrix. The following sections will give relevant details of the 
polymers, proteins and the manufacturing methods that are widely used for making 
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protein loaded polymer microparticle systems, with a focus on relation to the novel 
microparticle systems characterised in this thesis. 
1.3 Polymers  
The self-definition of ‘polymers’ can be derived from the Greek words ‘poly’ meaning 
‘many’ and ‘mono’ meaning ‘one’, as polymers are macromolecules built up from 
monomers covalently bonded together forming a chain type structure. Repeating 
monomer units connected together may form linear, branched or 3D structured (cross-
linked polymers in which one chain is bonded with monomers of another chain) types 
as illustrated in Figure 1.2. 
 
Figure 1.2 Linear (a), branched (b) and 3-dimensional (c) structures of polymers. 
Since the initial understanding of their structure by Hermann Staudinger [5], polymers 
became the most versatile material type in our daily lives ranging from the simplest 
form as a recyclable carrier bag, to arguably more complicated and important forms 
such as long life batteries used in mobile electronic devices or biodegradable matrices 
for carrying drugs. 
Polymers can be grouped most generally in to two; biopolymers (polymers with natural 
origin) such as chitosan and proteins, or synthetic polymers including biodegradables 
such as polyesters (i.e. poly(lactic acid), poly(glycolic acid), poly(İ-caprolactone), 
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poly(ȕ-malic acid)) and  non-biodegradables such as silicones and some acrylic 
polymers [6]. Step growth polymerisation and chain growth polymerisation are the two 
principal methods for synthesising man-made polymers [7]. Step growth polymerisation 
occurs as multifunctional monomers react to form dimers, trimers longer oligomers and 
long chain polymers at the end of the reactions. Chain growth polymerisation occurs as 
the unsaturated monomers continuously add onto the growing polymeric chains. 
Polymers exhibit two types of morphology; crystalline in which molecules are packed 
in regular arrays and amorphous in which molecules are oriented randomly and are 
entangled and most polymers contain both crystalline and amorphous regions 
(semicrystalline). At low temperatures the molecules of an amorphous polymer vibrate 
at low frequency, exhibiting solid state properties, this is termed as the ‘glassy state’. 
Upon heating an amorphous polymer, due to the increase in molecular energy, a 
transition occurs from the glassy state to a rubbery state and the inflection temperature 
at which this effect occurs is called the glass transition temperature (Tg). Crystalline 
polymers show a clear phase transition upon heating; melting. The temperature at which 
this thermodynamic effect occurs is called melting temperature (Tm). 
Differential scanning calorimetry (DSC) which is discussed in Chapter 2 can be used to 
determine the melting temperature and the glass transition temperature of polymers. 
Thermal properties of polymers are often dependent on their molecular weight which 
can be given as;    ∑       ∑            Equation 1.1 
or their molecular number which can be given as;    ∑      ∑         Equation 1.2 
where Ni is the number of molecules with length i and Mi is the mass of polymer chain 
with length i, both define the size of a molecule and can both be measured using gel 
permeation chromatography (GPC) [8] as discussed in Chapter 2. 
Most polymers vary in their chain lengths. Their distribution in the length of the chains 
is defined as polydispersity index (PDI) which is molecular number per molecular 
weight. The decrease in molecular weight due to degradation, measured with GPC, can 
be used to calculate and compare the degradation rate of polymers. 
7 
 
Copolymers are substances that are usually produced by step polymerisation from 
chains in which two or more different monomers are connected through covalent bonds.  
Copolymers are useful in that thermodynamic and physicochemical properties of 
polymers therein can be improved and modified. Considering their form, copolymers 
can be grouped as; ‘random’ in which two or more different repeating units are 
distributed randomly, in which sequences of the different monomers alternate without 
any regular pattern and block in which long sequences of monomers are followed by 
another of the same or graft in which one type of monomer chain is connected to 
another as branches at different points. The formation of copolymers results in a 
combination of the properties of the original homopolymers and this can improve the 
properties of the individual polymers such as tensile strength, reactivity and 
thermodynamic properties [9]. 
Two or more polymers or co-polymers can be mixed, typically; by heating and/or 
stirring or by dissolving each in a co-solvent adding together and letting solvent 
evaporate or using one monomer as a solvent for another, resulting in a ‘blend’ in which 
polymers are connected by intermolecular forces, but not covalent bonds. Depending on 
their homogeneity at a molecular level, polymer blends are classed as miscible (very 
homogenous) or immiscible (phase separated) showing single or multiple Tg in DSC 
analysis, respectively. 
1.3.1 Polymers in Sustained Release Drug Delivery 
The use of biodegradable and biocompatible (i.e. that can degrade in to molecules that 
are not toxic to human body and therefore are ejected without causing any damage) 
polymers enables the extended release of drugs. 
During this project, two polymers have been used as the drug carrier matrix, poly(lactic 
acid) (PLA) and poly (lactide-co-glycolide) (PLGA). Poloxamer407, accepted as a 
GRAS (generally regarded as safe) has also been used as a processing aid in the 
production of these microparticles as it enhances the drug release [10]. 
1.3.1.1 Poly(lactic acid) (PLA) 
PLA has 3 stereoisomers that are the crystalline l-PLA and d-PLA forms and the 
amorphous DL-PLA [11]. The most common synthetic route to produce PLA is via the 
ring opening polymerisation of lactide which is catalysed by stannous octanoate (Figure 
1.3). 
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Figure 1.3 Synthesis of PLA where chiral centres are indicated with X. 
PLA are more suited as implants than controlled release delivery devices as their 
crystalline nature retards their water uptake causing long degradation times (typically 
more than a year depending on molecular weight). Upon contact with aqueous media, 
PLA undergoes hydrolysis and breaks down to lactic acid fragments. PLA has a Tg of 
about 60-65 ºC and a melting temperature of about 173-178 ºC [11]. 
1.3.1.2 Poly(lactide-co-glycolide) (PLGA) 
PLGA is synthesised by the ring opening polymerisation of the cyclic diesters of lactic 
acid and glycolic acid, catalysed by stannous octanoate (Figure 1.4) [12]. 
 
Figure 1.4 Synthesis of PLGA. 
Although PGA is not useful as a drug delivery device due to its high crystallinity and 
high melting temperature, as mentioned earlier in this chapter, PLGA, a copolymer of 
glycolic acid (GA) and lactic acid (LA), is the most used biodegradable polymer in 
delivery of biologics [13]. Depending on the ratio of lactide to glycolide used for the 
polymerization, different forms of PLGA can be obtained. These are usually identified 
by the monomer ratio used. For example PLGA 75:25 identifies a copolymer 
composition of 75% lactic acid and 25% glycolic acid. All PLGAs are amorphous rather 
than crystalline and show a glass transition temperature in the range of 40-60 °C [12]. 
Unlike the homopolymers of lactic acid (polylactide) and glycolic acid (polyglycolide), 
which show poor solubilities, PLGA has the property of hydrophobicity and therefore 
can be dissolved by a wide range of common solvents, including acetone and ethyl 
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acetate. The production of a 50:50 mixture of these two polymers also reduces the 
degradation time of PLA from several months to few weeks.  
 
Figure 1.5 Structures of PLA, PGA and PLGA. 
As shown in Figure 1.5, PLA contains an additional methyl group over PGA which 
creates the amorphous nature by making chain packing more difficult whereas the 
absence of this group allows PGA to be crystalline. As PLGA is a copolymer of these 
two monomers it is less crystalline compared to PGA, due to the addition of the methyl 
group. And this provides the observed differences in the degradation rates. Degradation 
rates of bulk PLGAs can be calculated using Raman and IR spectroscopies [14]. PLGA 
can degrade via hydrolysis of the ester linkage into small, water soluble fragments. 
1.3.1.2.1 PLGA Hydrolysis 
When PLGA is exposed to an aqueous solution or vapour, the ester carbonyl is subject 
to nucleophilic attack by water, as shown in Figure 1.6 [15]. The ester group in these 
polymers will be hydrolysed via a tetrahedral intermediate to give primary OH and 
carboxyl end groups, resulting in chain cleavage. Esters are vulnerable to hydrolysis 
because the electron withdrawing effects of the attached oxygen atoms result in a 
partially positive ester carbon. The accumulation of carboxylic acid hydrolysis products 
in PLGA matrices results in autocatalysis of the hydrolysis reaction which is followed 
by addition of a proton to carbonyl oxygen, which facilitates the reaction by stabilizing 
the tetrahedral intermediate. 
 
10 
 
 
Figure 1.6 PLGA hydrolysis mechanism via ester links. R groups represent CH3 
for lactide and H for glycolide. The resulting alcohol can abstract a proton from 
the carboxylic acid during the chain cleavage step as shown, or a proton addition 
to alcohol and removal from carboxylic acid can be provided  by water (from [15]). 
Alteration of either the PLA:PGA ratio, molecular weight or PDI can change the 
degradation rate of PLGA. Glycolic acid is slightly more hydrophilic than lactic acid, 
therefore increased glycolic acid content may lead to an increase in the hydrolysis rate 
for the same morphology and size of particles [13]. Typical ratios of lactide to glycolide 
range from 50:50 to 100:0 with molecular weights typically ranging from 10 to 100 kDa 
(or 103 unified atomic mass units). The hydrolysis rate of PLGA also depends on its end 
groups which may be carboxylic acid, making the polymer more hydrophilic or ester-
capped, decreasing the rate. 
1.3.1.3 Poloxamer 407 
Poloxamer 407 (also known as Lutrol or Pluronic F127), poly(ethylene 
oxide)/poly(propylene oxide)/poly(ethylene oxide) (PEO–PPO–PEO) triblock 
copolymers, is a hydrophilic surfactant and best known for its use in mouthwash and 
contact lens solutions where its function is to help remove organic molecules such as 
lipids by increasing their solubility in aqueous media.  
 
Figure 1.7 Structure of Poloxamer407. 
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Surfactants are often used to increase the water solubility of poorly soluble drugs, in 
pharmaceutical formulations. 
In controlled release drug delivery, poloxamer 407 is shown to enhance solubilisation of 
biologics and also prolong their release [16]. 
1.4 Proteins 
Like other bio-macromolecules such as nucleic acids, proteins are essential  parts of 
organisms and participate in many  processes within cells. With varying sizes and 
molecular weights, proteins have a range of functions as they are able to bind to other 
biomolecules, nucleic acids and metal ions [17] 
Linkage between amino acids result in long polymer chains called proteins. Proteins 
consist of carbon, hydrogen, nitrogen, oxygen and sulphur atoms, for example, 
C990H1532N262O300S7, namely human growth hormone.  
 
Figure 1.8 Structure of an amino acid showing the amine in the left hanside and 
carboxyl group in the right hand side circles, respectively. 
There are twenty common types of aminoacids that vary in their R groups (Figure 1.8). 
Aminoacids can be grouped as non-polar, uncharged polar and charged polar [17]. Non 
polar amino acids tend to be unreactive. Uncharged polar amino acids contain either 
hydroxyl or amine groups, which are capable of hydrogen bonding to other residues and 
the third group can bind to metal ions and which is important in biology [17]. 
The primary structure of a protein is the sequence of aminoacids of this backbone. The 
secondary protein structure is the specific geometric shape caused by intramolecular and 
intermolecular hydrogen bonding of amide groups. Proteins have three common 
secondary structures, α-helix, ȕ-sheet and turn [17]. The secondary structure of proteins 
can readily be characterised by FTIR spectroscopy [18]. The tertiary structure of 
proteins is the bending and twisting of the polypeptide backbone into a compact 
structure. Several polypeptide chains may exhibit weak interactions forming large 
molecules; the so called quaternary structure. UV-Vis spectrophotometry can be used to 
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detect proteins when dissolved in a solution as proteins absorb UV light at 200nm 
(peptide bonds) and ~280 nm (aminoacids with aromatic rings, Tyrosine and 
Tryptophan) [19].  
1.4.1 Bovine Serum Albumin (BSA)  
With its 582 amino acids and 66267 Da total molecular weight, BSA is a large and 
widely used model protein as it is not only cheap but also stable at 60 ºC up to 10 hours 
[20].  BSA has a total charge of -18 (at pH 7) which is high due to its charged amino 
acids such as arginine and aspartic acid. BSA has been used as a model protein in this 
project for the preliminary investigations of a single polymer formulation. 
 
Figure 1.9 BSA structure showing the three charge domains. 
1.4.2 Human growth hormone (hGH) 
Human growth hormone (hGH) has been used to treat various diseases including 
children with growth hormone deficiency (paediatric hypopituitary dwarfism), muscle-
wasting disease associated with HIV, Turner's syndrome for girls and chronic kidney 
failure [21]. For children’s growth deficiency treatment it is delivered via a painful 
injection ~3 times a week, consuming valuable hospital resources and resulting in poor 
patient compliance.  
hGH contains 191 amino acid residues and is  a single chain peptide with a molecular 
weight of ~22.13 kDa and melting point of 76 ºC [22]. Its secondary structure, shown in 
Figure 1.10, contains four helices connected with random loops and chains and 
internally cross linked by two disulfide bonds that provide stability and enable 
interaction with the growth hormone receptor [22]. 
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Figure 1.10 hGH secondary structure (from [22]). 
1.5 Methods of Producing Controlled Release Drug Delivery Systems 
In order to produce microparticles that follow one or both of the hypothesised scenarios 
shown in Figure 1.1b and Figure 1.1c, the drug needs to be mixed with the polymer(s) 
homogenously and this is mainly dependent on liquefication of  the polymer(s) during 
the formation of the particles. Common methods for producing sustained release drug 
delivery systems differ mainly in how they are liquefied, as outlined in this section. 
1.5.1 Spray Drying 
Spray drying is an established method in the food industry for producing a range of dry 
powder form products including coffee and milk powder [23]. The use of spray drying 
is also common in micronisation (the process of reducing particles to a size of less than 
typically 10 ȝm) of drug-polymer formulations in the pharmaceutical industry. During a 
typical micronisation process a solvent such as dichloromethane (DCM), in which the 
polymer of interest is dissolved initially, is mixed with the drug, forming a solvated 
mixture. This mixture is then induced to atomise and forms droplets as it is forced 
through a nozzle as shown in Figure 1.11. The spray is dried by applying a hot (~65 °C) 
gas as the droplets emerge, resulting in solidified particles.  
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Figure 1.11 Schematic diagram of spray dryer (from [24]). 
The spray drying method has been studied widely for producing PLGA based sustained 
release devices as carriers for various biologics and has been shown to be successful in 
producing <100 µm microspheres with encapsulation efficiencies up to ~80% [3,25,26]. 
However, considering the efficacy of proteins that are very sensitive to temperature and 
the biocompatibility of the produced formulation, the high process temperatures 
(beyond 60 ºC) and the possible existence of toxic solvent residues within 
microparticles caused by insufficient drying, exist as critical drawbacks. 
1.5.2 Emulsion 
Emulsification processes can be grouped into two; single and double [3]. The former 
involves two main steps; firstly, dissolving the polymer in an organic solvent such as 
chloroform and adding the drug molecules to this solution and secondly, adding this 
mixture into a water- emulsifier mixture and stirring. Upon evaporation of the solvent, 
the drug loaded polymer solidifies in the aqueous phase.  As one can expect by the 
description of the method, single emulsification is not suitable for water soluble drugs 
[4]. 
The double emulsion method is similar to the single emulsion one, the only difference 
being that the drug molecules are dissolved in water before being added to the polymer 
solution, such that a primary emulsion is formed on mixing. The rest of the procedure 
follows as in single emulsification. A stabilizer such as polyvinyl alcohol (PVA) may 
also be added to the water. 
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Since the solvents used can cause degradation, emulsification is not suitable for the 
encapsulation of sensitive drugs such as proteins into biodegradable polymers such as 
PLGA. Requiring the use of large amounts of solvents, this method is also expensive 
and has potential environmental hazards. 
1.5.3 Supercritical Fluid Technologies 
Substances become supercritical fluids (SCF) when placed above their critical point (i.e. 
above their critical temperature and critical pressure) exhibiting the flow properties of a 
gas (i.e. showing low viscosity) and the dissolving power of a liquid, thus becoming 
ideal solvents [27]. 
SCF, first observed by Cagniard de la Tour in 1822 [28], can easily penetrate through 
materials because they do not exhibit significant surface tension, and their solvent 
power can be controlled by altering temperature and/or pressure as it is related to their 
density [29].  
Among many other molecules including propane, ethane, ammonia and water, carbon 
dioxide has become the fluid of choice in SC processes because it is cheap, non-
flammable, has GRAS (generally regarded as safe) status, is environmentally acceptable 
and may be recycled. ScCO2 is best known for its ‘famous’ application of caffeine 
extraction from coffee beans, but perhaps more importantly, its easily achievable critical 
point (31.1ºC and 73.8 bar) also makes it ideal for processing biologics without causing 
denaturation [30].  
During the last decade, drug encapsulation of polymer microparticles using supercritical 
fluid technology has been reported using a number of methods. These include expansion 
of supercritical solutions (RESS), gas anti-solvent techniques (GAS), supercritical anti-
solvent technique (SAS) and particles from gas saturated solutions (PGSS) [31]. One 
disadvantage of scCO2 considering applicability for wide use is that only non-polar and 
some low polar molecular substances can dissolve in scCO2. However for the latter 
method, PGSS, this is not a concern, particularly for biodegradable polymers and most 
biologics as  they do not need to be dissolved in CO2 as detailed in section 1.5.3.4. 
1.5.3.1 Rapid Expansion of Supercritical Solutions (RESS) 
This process requires both the polymer and drug to be dissolved in scCO2, before being 
mixed and then forced through a nozzle (typically <150 µm) into a lower pressure zone. 
Tom et al. [32] first demonstrated the encapsulation of microparticles using the RESS 
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process however since only a few polymers are soluable in scCO2 this method has not 
been widely applied. In the case of having to use a poor scCO2 soluble polymer, organic 
co-solvents can be added to improve solubility; however this may cause protein 
degradation. Also, the processes may have to be performed at temperatures over 100 ºC 
and 200 bar, to improve polymer solubility, which makes it impossible to process 
biologics without damaging them [31]. 
1.5.3.2 Gas Antisolvent Technique (GAS) 
In this process, scCO2 acts as an anti-solvent (a solvent in which the product is insoluble) 
therefore the polymer and drug are not required to dissolve in scCO2. A solution of the 
drug and polymer in an organic solvent is produced beforehand and scCO2 is then 
gradually added. As the polymer and drug are insoluble in the scCO2 they come out as 
microparticles.  
This process has been used to prepare insulin and insulin/PEG loaded PLLA 
nanoparticles with ~94% encapsulation efficiency and very low residual content  ~300 
ppm) [33]. However, solvent residue issues cannot be overcome with this technique. 
1.5.3.3 Supercritical Antisolvent Technique (SAS)  
Although this is a similar process to GAS, based on scCO2 being used as an antisolvent, 
it is different in that the polymer-drug solution is forced through a nozzle or capillary 
into the scCO2 phase. The solvent then evaporates forming encapsulated polymer 
microparticles. Using this process Duarte et al. produced naproxen-loaded microspheres 
from ethylcellulose/methylcellulose blends for oral delivery that showed a sustained 
release of the drug [34].  
1.5.3.4 Particles from Gas Saturated Solution (PGSS) 
This process, first developed for the coatings industry [35], is simply analogous to 
painting with a spray coater using small particles. After its reported suitability for 
micronisation of nifedipine [36], a small molecule drug, more recent developments have 
focused on production of drug particles entrapped within polymers in microparticle [37], 
implant [38] or scaffold [39] form. Unlike the aforementioned methods, PGSS has the 
advantage in that it works in the absence of organic solvents and the polymer and drugs 
do not need to be soluble in scCO2. However the polymer needs to be sufficiently 
plasticised by scCO2. This is achievable at moderate temperatures (typically <40 °C) 
and pressures (<150 bar) which have been shown to have no adverse effect on the 
protein stability within controlled release PLGA/PLA formulations [30]. The use of the 
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PGSS procedure for producing a protein encapsulated polymer formulation is illustrated 
in Figure 1.12. The polymer and drug are initially added to a high pressure vessel 
(Figure 1.12-step1). CO2 is added and the temperature and pressure are set to the critical 
conditions of CO2 (Figure 1.12-step2). Then as a result, as shown in Figure 1.12-step3, 
the polymer liquefies. The plasticised mixture is then stirred with a helical impeller 
(Figure 1.12-step4) to mix the drug molecules with liquefied polymer until a 
homogenous mixture is formed as depicted in Figure 1.12-step5. This polymer/drug 
mixture is then let through a nozzle generating particles as shown in Figure 1.12-step6. 
Upon spraying, the CO2 evaporates setting the shape of the particles as the polymer 
solidifies [31]. Using different nozzles, the particle shape and size can be controlled.  
An important complication of this process may be that the escaping CO2 can influence 
polymer morphology, for example generating macroporosity [40]. Further this process 
requires high precision equipment which is expensive both to modify for drug 
encapsulation and to maintain. 
 
Figure 1.12 Schematic diagram of the processing steps of PGSS method (from 
[41]). 
1.5.3.4.1 A Custom Built PGSS Apparatus-CriticalMixTM 
A high pressure particle rig was developed at University of Nottingham implementing 
the PGSS process to encapsulate drugs within polymer microparticles [42]. 
The CriticalMixTM method is a novel PGSS approach developed using this rig, and was 
used to produce the microparticles characterised in this thesis as a simple, one-step 
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process with 100% encapsulation efficiency [37]. The workings of the method are 
briefly outlined below. 
When suitable polymers, such as PLGA, PLA and protein particles, such as BSA, hGH, 
are exposed to scCO2 in a pressure vessel, the polymer is liquefied, thereby allowing the 
protein to be mixed efficiently with the polymer.  Following mixing, the mixture is 
depressurised through a nozzle whereby the CO2 returns to a gaseous state and 
evaporates whilst the polymer solidifies around the protein, resulting in the production 
of microparticles with the protein distributed throughout. 
For the formulations investigated in this thesis, a typical batch was prepared by adding 
2.1 g of a pre-weighed combination of polymer, protein and excipients such as 
Poloxamer407 to the PGSS apparatus.  The apparatus was sealed, pressurised with CO2 
to 700 psi (48 bar) and heated to 40 °C. Once at temperature, the pressure was increased 
to 2030 psi (140 bar).  The liquefied protein/polymer mixture was then stirred at 150 
rpm for 1 hour, after which time stirring was stopped and the mixture was depressurised 
through a nozzle generating microparticles.  These were collected in a cyclone and 
recovered as a free flowing white powder. 
1.6 Mid-IR Spectroscopic Imaging and Analysis Concept 
The subject of this thesis is the development of mid-IR spectroscopic imaging and 
multivariate analysis applied to controlled release polymer microparticles to investigate 
kinetic processes, including degradation, drug release and particle morphology, 
‘visually’ and ‘quantitatively’.  
A brief introduction is given here particularly to introduce the subject area for readers 
unfamiliar with chemical imaging and analysis concepts and to help better define the 
aims of the project. 
Natural contrast arises from molecular vibrations in vibrational spectroscopy, magnetic 
effects in nuclear magnetic resonance imaging, electronic transitions in electron and x-
ray microscopy, from chemical labels in near field optical microscopy, auto or enhanced 
fluorescence in fluorescence microscopy or surface topography (mechanically) in 
scanning probe microscopy (Figure 1.13). For polymers and proteins, chemical 
information is richest at mid-IR wavelengths, without the need of any dyes, complicated 
specimen preparation or radiation damage concerns. Also obtaining spatiotemporal 
images of samples under kinetic conditions raises few practical difficulties. MRI has 
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been ‘the’ other non-invasive and non-destructive imaging modality that facilitates 
internal and surface images (2D and 3D) of pharmaceuticals and living organisms on 
both micro and macro scale [43]. Figure 1.13 demonstrates that SEM is also well suited 
to the study of morphology and it requires relatively simple sample preparation. 
 
Figure 1.13 A comparison plot of well-established microscopy methods that 
particle systems can be studied with micron scale or better spatial resolution 
versus chemical information. Magnetic resonance imaging (MRI), vibrational 
chemical imaging (Raman and Infrared microscopic imaging, RM and IR, 
respectively), x-ray photoelectron spectroscopy (XPS), energy dispersive x-ray 
spectroscopy (EDS), scanning transmission x-ray microscopy (STXM), electron 
energy loss spectroscopy (EELS), transmission electron microscopy (TEM), 
scanning electron microscopy (SEM), fluorescence microscopy (FM), optical 
microscopy (OM), nearfield scanning optical microscopy (NSOM) and atomic 
force microscopy (AFM) (adapted from [44]). 
Mid-IR imaging facilitates the generation of chemical images using an FPA detector 
where each of the pixels of the focal plane array (FPA) detector acts as an individual 
detector, allowing the collection of thousands of IR spectra simultaneously. A stack of 
2D images can be collected within a few minutes, proving good temporal resolution in 
slow processes with a spatial resolution down to 5 µm depending on the sampling 
method used (Figure 1.14). However regardless of the sampling method (transmission, 
reflection etc.) or wavelength range used (IR, X-rays etc.), particularly for kinetic 
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experiments that last longer than a few hours, hyperspectral images often require 
detailed analysis once collected.  
 
Figure 1.14 Mid-infrared spectroscopic image stack of a protein loaded polymer 
microparticle in water, showing a pixel spectrum on the right (A) and pure 
component spectra (B) therein to be extracted from formulation spectra for each 
pixel. 
1.7 Project Aims 
The preliminary aim of this project has been to investigate and fine-tune the application 
of mid-IR imaging to characterise scCO2 processed ‘dry’ microparticle formulations as 
received. This is based on determining their changing components’ distributions, 
particularly the drug distribution throughout individual microparticles using available 
sampling methods (described in Chapter 2) and relevant multivariate data analysis 
methods (described in Chapter 3). 
Following dry state characterisation of model drug loaded PLGA microparticles, the 
next objective was to optimise the experimental conditions such that the first kinetic 
imaging study on real-time hydrolysis of a single PLGA microparticle was conducted. 
Further objectives related to this novel experiment were to improve this temporal 
hyperspectral data set which had decreasing SNR over time, in terms of spatial 
resolution and SNR, using soft multivariate methods and developing a hard modelling 
method to obtain and compare the most important information of such experiment, 
degradation rate. Visual and quantitative evidence on particle’s morphology exhibiting 
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physicochemical phenomena such as swelling, shrinking and eroding was also 
investigated using soft and hard modelling approaches.  
Developing this proof of concept, a further objective, emerging immediately, was to 
study PLGA copolymer microparticles with L/G molar compositions of 100/0, 75/25 
and 50/50 at 50 ºC and 70 ºC to investigate and compare effects on their degradation 
rates, again for the first time utilising mid-IR imaging and multivariate analysis. 
ATR-FTIR imaging has been a fast progressing method used to study drug release in 
semisolid formulations, drug penetration, and the influence of penetration modifiers in 
situ commonly at sample-solution interfaces. However there has been lack of literature 
in studying evolution of single microparticles during dissolution. Hence it was of 
interest to see and monitor drug redistribution and release in such systems and to 
correlate such data to conventional drug dissolution methods.  
Consequently an aim was set to demonstrate the feasibility of the ATR geometry for 
monitoring drug release in situ from PLGA microparticles and to utilise data analysis 
methods to extract associated drug release profiles.  
Pharmaceuticals often need to be sterilised before use. Finally mid-IR imaging and 
analysis were used for visualising and rationalising the effect of gamma irradiation (a 
common sterilisation method for biodegradable polymer based drugs) on a pipeline 
product of the collaborating company that has shown successful in vivo and in vitro 
sustained release for the delivery of hGH. 
The overall aim of this project can be summarised as the development of mid-IR 
imaging and analysis as a standalone toolbox for studying kinetic processes in 
biopolymeric microparticles. This was assisted mainly by verification of morphology 
using SEM, thermal properties using DSC, dissolution testing using UV-
spectrophotometry and molecular weight using GPC. 
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2 Experimental Methods and Data Analysis 
2.1 Fourier Transform Infrared Spectroscopy 
2.1.1 Infrared Theory 
2.1.1.1 Infrared (IR) Radiation 
Light is an electromagnetic wave. Electromagnetic waves ‘radiate’ from electrically 
charged particles as the particles move in a magnetic field, thus light is also called 
electromagnetic ‘radiation’. Electromagnetic radiation occurs, as electric and magnetic 
waves undulate in planes perpendicular to each other, in the direction of the third 
Cartesian coordinate that is perpendicular to the first two. Motion of electromagnetic 
waves can fundamentally be described as an oscillation following simple harmonic 
motion and therefore the amplitude of the electric vector is often illustrated by a sine 
function as shown in Figure 2.1. Distance that a wave can travel during time that takes 
to complete a repeating period (T), or a cycle, is its wavelength (Ȝ).  
In vibrational spectroscopy commonly the number of waves per unit length called 
wavenumber in 1/cm is used instead of wavelength as it is proportional to energy 
therefore easier to interpret.  
 
Figure 2.1 Electric vector amplitude of a light wave. 
Electromagnetic radiation can also be defined as a stream of particles (photons), 
travelling at the speed of light (c=3x108 m/s), that have no mass but energy (E) that is 
related to their frequency (ν) according to Planck’s equationν               Equation 2.1 
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where h=6.626 x 10-34Js is the Planck’s constant. 
The full range of photon energies are listed in a chart, so-called electromagnetic 
spectrum (Figure 2.2a). The IR region of the electromagnetic spectrum includes near-
infrared (NIR), mid-infrared (MIR) and far-infrared (FIR) (Figure 2.2b). In this thesis 
the terms ‘infrared’  or ‘IR’ are used to indicate the mid-IR region, that is wavelengths 
between 25 and 2.5 µm (or wavenumbers from 4000 cm-1 to 400 cm-1). 
 
Figure 2.2 (a) Electromagnetic spectrum (adapted from [1]) and (b) The part of 
EM spectrum, in wavenumbers, that FTIR spectroscopy is related to. 
2.1.1.2 Molecular Vibrations 
The total energy of a molecule consists of its electronic, vibrational, rotational and 
translational energy levels. Unlike shorter wavelength radiation, IR radiation cannot 
excite electrons but can cause a change in a molecule’s net dipole moment inducing 
transitions between quantized vibrational energy levels. An electronic energy level of a 
molecule can be divided in to a number of vibrational states and each vibrational state 
includes multiple rotational states. FIR and microwave radiation, having lower energy 
than rest of the IR region, can induce rotational energy level transitions that match 
energy levels of molecules made of heavy atoms and/or weak bonds. The theory of 
vibration-rotation spectroscopy and near infrared spectroscopy will not be discussed 
because they are beyond the scope of this thesis. 
A non-linear molecule with N atoms can exhibit translational motion and rotational 
motion in 3 orthogonal directions, x, y and z, excluding these; a molecule has 3N-6 
degrees of freedom that is the number of ways that the atoms of the molecule can 
vibrate. For a linear molecule the number vibrational modes is 3N-5 as it has 2 
rotational modes instead of 3. As one can imagine, these vibrations result either a 
periodic change in bond length (stretching) or a periodic change in bond angle 
a) 
b) 
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(bending). For multiple bonds, the stretching mode can be symmetric or antisymmetric 
and four types of bending modes are possible, namely; scissoring, rocking, wagging and 
twisting.  Visual illustration of these modes is demonstrated in many web sites including 
[2]. 
Vibration of a diatomic molecule, that is confined to stretching only as explained above, 
can be approximated to simple harmonic oscillation of 2 masses connected with a spring 
in space following Hook’s law and their motion is determined by the causing force asν          Equation 2.2 
where k is the spring constant and x is displacement. Potential energy of this system is;             Equation 2.3 
Since vibrational energies are quantised vibrational energy of the modes that 
approximated to simple harmonic motion, or Hooke’s law, can be calculated from the 
Schrodinger equation to reflect this as;      ቀ    ቁ   Equation 2.4 
where n=0, 1, β, γ, … is the vibrational quantum number. 
 
Figure 2.3 Potential energy of a diatomic molecule following Hooke’s law and an 
anharmonic oscillator (adapted from [3]). 
In practice Equation 2.4 should be derived from a Morse-type or anharmonic potential 
function because real molecular vibrations are not harmonic, i.e. bonds do not obey 
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Hooke’s law, therefore potential energy of real molecules deviate from simple harmonic 
oscillator approximation as anharmonicity arises (Figure 2.3).  
The energy levels including anharmonicity effect can be approximated as; 
     ቀ    ቁ     ቀ    ቁ     Equation 2.5 
where is α is the anharmonicity constant.  
To move a molecule from one energy level to another (i.e. from E=0 to E=1), in order to 
induce IR bands, molecular vibrations must cause a change in the dipole moment of the 
molecule. This is called ‘the selection rule’ and for example O2 and N2 do not reveal IR 
bands because their stretch vibration does not cause a change in their dipole moments. 
Commonly observed transitions postulated by Equation 2.5 are; n=10 (fundamental), 
n=20 (1st overtone) and n=30 (2nd overtone). 
2.1.1.3 Beer’s Law 
The Bouguer-Lambert-Beer law (or Beer’s law for short) is the foundation for all 
quantitative absorption spectroscopy relating number of molecules sampled to incident 
(I0) and transmitted (I) beam intensity as;                   Equation 2.6 
where c is the concentration, İ is the frequency dependent extinction coefficient and l is 
the cell thickness.  
2.1.2 Fourier Transform Infrared Spectrometry 
FT instruments dominate the infrared spectrometry market as they are advantageous to 
dispersive instruments, in that; firstly there is no slit therefore higher throughput can be 
achieved from source to detector (Jacquinot advantage), secondly all frequencies are 
simultaneously detected (the multiplex or Fellgett’s advantage), thirdly better frequency 
accuracy is obtained employing a superimposed laser beam to compare and correct 
spectra (Connes advantage). And FT computation takes almost no time with today’s 
conventional computers therefore it is never a handicap. However, FT instruments use a 
single beam therefore unlike dispersive instruments, a channel ratio correction cannot be 
applied and as a result atmospheric components (water vapour, CO2) will be detected. 
To circumvent this, instruments are purged with dry N2 or air and a background 
spectrum is ratioed against each spectrum collected. Since the background and sample 
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cannot be measured simultaneously and the possibility of background mis-match is 
permanent due to variations in atmosphere of the experimental environment, this 
drawback can never be totally overcome but may be minimised by efficient post 
processing. The other major practical difficulty in infrared spectroscopy has been the 
analysis of mixtures. Although some mixtures can be purified and therefore their 
components can be measured separately, the interest in infrared spectroscopy rises from 
its ability to measure ‘as is’ particularly in pharmaceutical and biological research. 
Therefore post processing of spectroscopic data has been developing in parallel to IR 
spectrometry. 
2.1.2.1 Instrumentation 
Conventional FTIR instruments consist of a spectrometer including an IR source, a 
Michelson interferometer and a laser following the IR beam, and a detector. 
Unlike most short wavelength spectroscopy techniques, such as x-ray microscopy, that 
are confined to synchrotrons due to the necessity of a bright source that is yet 
unavailable at laboratory scale, producing an IR beam has been the easiest technical part 
of table top IR spectrometry as an air-cooled, heated ceramic source can produce an 
intense IR beam for several years. Brighter and much more consistent sources than 
incandescent ones are available at free electron laser (FEL) facilities and at synchrotrons 
however at the expense of long waiting times (typically less than a year) and user fees. 
Since its invention in late 19th century, same design of the εichelson’s interferometer 
still forms the basis of almost all interferometers today. In the Michelson interferometer 
a beam of radiation is split into two paths and then recombined after a path difference 
has been introduced (Figure 2.4) [4]. 
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Figure 2.4 Layout of the Michelson interferometer. 
A non-absorbing beam splitter reflects one part of the beam to a fixed mirror and 
transmits the other part to a moving mirror that is mutually perpendicular to the fixed 
mirror. Reflected beams interfere back again at the beam splitter where they are 
partially reflected and partially transmitted towards the detector. Therefore a relation of 
the variation in the intensity of the beam reaching the detector and the path difference 
can be established. In order to yield the spectral information, the data from the 
interferometer in time domain need to be converted in to data in frequency domain 
using a Fourier Transform (FT) given as;      ∫                     Equation 2.7 
where I(ν) and  f(t) are the frequency domain and time domain points, respectively. 
Depending on the movement of the mobile mirror there are two modes of 
interferometers; step-scan mode in which the mirror is held equally at spaced points and 
continuous-scan mode (or rapid-scan) in which the mirror is stepped rapidly between 
these points. Most FT-IR spectrometers currently in use work in latter mode where 
signal to noise ratio (SNR) of the spectrum is improved by repeated measurement and 
co-addition of the interferograms such that;      √                  Equation 2.8 
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Every FTIR instrument contains a laser, usually helium-neon (He-Ne) that measures the 
optical path difference of the interferometer.  
An infrared detector is effectively a transducer, transforming light into electrical signal. 
Pyroelectric materials whose properties change with temperature, or photoconductive 
materials whose electrons can be excited by IR photons are the two main types used in 
producing IR detector elements. An IR transparent window is also used to protect the 
detector elements from environment. A common type of thermal detector element is 
deuterated triglycine sulphate (DTGS). The electrical polarization of DTGS fluctuates 
with temperature, triggering a current flow which is then measured and calibrated in 
order to trace the amount of IR light. A typical DTGS detector is 1mm square and with 
a KBr window it can cover the whole Mid-IR region. However, although cheap and 
self-cooling, DTGS detectors are rather slow and noisy compared to photodetectors. An 
alloy of Mercury, Cadmium and Telluride (MCT) is the most common photoconductor 
material. In MCT detectors the speed of response and sensitivity are about an order of 
magnitude better than DTGS detectors however they are relatively expensive, their 
lower energy end cut off is ~700 cm−1 and operating temperatures are low (~75 K) 
therefore MCTs need to be cooled with liquid N2. Single point MCT detector elements 
are typically 250 µm square. 
2.1.2.2 Sampling Techniques 
When a beam of light is focused on a sample, up on interaction, it may be reflected, 
refracted, transmitted or absorbed. All of these modes may facilitate to probe vibrational 
characteristics of a sample however among these, transmission and reflection have been 
most popular due to relatively simple sample preparation and ease of experiments [4].  
The transmission method requires relatively thin samples (<~10µm for IR), therefore 
microtomy or some other form of preparation may be necessary. Among common IR 
reflectance techniques, specular reflectance, diffuse reflectance, and attenuated total 
reflectance (ATR), the latter is the most common particularly in pharmaceutical 
research as it requires no sample preparation and allows in situ characterisation under 
changing conditions. 
2.1.2.2.1 ATR-FTIR 
Attenuated total reflection has been the most widely practiced technique in IR 
spectroscopy [4] because unlike transmission sampling where samples may require 
grinding, microtoming, melting, use of KBr discs, cast films or mineral oils mulls, disks 
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or another form of sample preparation that cause  morphological changes on the sample, 
ATR sampling does not require any sample preparation because the IR light is not 
transmitted therefore even powders or fabrics can be studied as long as a ‘good contact’ 
with the ATR crystal is achieved [5]. The definition of a good contact for the samples 
studied in this thesis (polymer microparticles) is discussed in detail in Chapter 2, 
Section 2.1.2.2.1. However it is necessary to note here that contact for samples with 
non-uniform morphology will be difficult to reproduce, therefore quantitative analysis 
may be difficult in single point analysis as the ratio of signal from good contact regions 
to signal from poor contact regions will be different for different experiments, causing 
inconsistent peak intensities when the two are averaged due to having 1 pixel, even 
though the sample is the same. 
The use of ATR sampling in infrared spectroscopy is based upon the fact that, when a 
crystal of a material with high refractive index n1 (the ATR crystal), such as diamond 
(n=2.4), zinc selenide (n=2.4), silicon (n=3.4), or germanium (n=4.0) is brought into 
contact with the sample with a lower refractive index n2 (for polymers n=~ 1.5) 
although total internal reflection occurs at the sample–crystal interface, radiation does in 
fact penetrate a short distance into the sample, this is known as the evanescent field. The 
distance that the evanescent field can travel within a sample in direct contact with the 
ATR crystal is defined as the depth of penetration (dp). Harrick and DuPre [6] defined 
dp as the value at which the initial electric field strength (Eo) decays to a value of  
Eoexp-1and can be given as;         √                   Equation 2.9 
where θ is the angle of incidence that is greater than the critical angle (θc=sin-1(n1/n2)) 
(Figure 2.5).  
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Figure 2.5 Schematic representation of attenuated total reflection (reproduced 
from [7]). 
In practice, shown by Mirabella, the true depth of penetration is ~3 times more than the 
calculated dp value [8]. Clearly, ATR only probes the near-surface of a sample but this 
permits the study of ‘difficult samples’ such as samples in aqueous media (n2= ~1.33), 
strongly absorbing and/or thick solids which can be very challenging using traditional 
approaches such as transmission. 
2.1.3 FTIR Imaging with Focal Plane Array Detectors 
Hyperspectral imaging by probing molecular vibrations can be achieved through the 
measurement of either the infrared or Raman spectrum. Coupling the speed and 
chemical selectivity of table top mid-infrared spectrometer, with or without a 
microscope, with the regional selectivity of a focal plane array (FPA) IR detector, 
replacing the aforementioned single point detector, allows fast (typically a few minutes) 
global imaging facilitating remarkable insight into a wide range of processes in the mid-
infrared region where the most of vibrational chemical information is hidden.  
Using a microscope and moving stage, Harthcock and Atkin obtained the first chemical 
MIR map [9]. Since the first demonstration of use of FPA in mid-IR spectrometry [10], 
the advancements in the imaging technology peaked such that over the last two decades 
Fourier transform infrared (FTIR) spectroscopic imaging has become routine, 
facilitating chemical characterization of multicomponent systems under both static and 
kinetic conditions [11]. 
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In comparison to microspectroscopy where an image is obtained by point or line 
mapping using a single point or 1D array detector, respectively, global imaging can be 
considered to be advantageous, at least practically, since generating same number of 
pixels with same spectral resolution and number of scans, point or line mapping will 
take at least 10 times longer than that of global imaging. However since SNR and 
spectral resolution of mapping systems are better than global imaging systems, IR 
microscopes are often equipped with both a single point and FPA detector where the 
former is used when point specific information is more valuable than widefield IR 
spectral data. 
The detection of IR light has probably been the most expensive and challenging part of 
IR instrumentation during the leap from single point detection to line mapping and 
finally imaging which has been purely dependant on detector development. MCT plane 
array detectors are the most commonly used mid-IR detector due to wide spectral 
sensitivity (from 2 ȝm to β0 ȝm), depending on the mercury/cadmium concentration 
ratio. A 64x64 pixel MCT FPA detector (Santa Barbara Focal plane) on which the 
physical size of each FPA pixel is 40 µm x 40 µm was used in this project. Depending 
on the magnification of optical setup used in each sampling method, the image pixel 
size varies as outlined below. 
An Agilent 680-IR spectrometer with an achievable spectral resolution of 2 cm-1 was 
used in rapid-scan mode for this thesis.  
In an IR microscope Cassegrainian objectives are used for focusing the beam instead of 
glass lenses (which are impenetrable for IR radiation). The objective illuminates the 
sample, and after passing through (transmission mode (Figure 2.6a)) or reflecting off 
(micro-ATR mode) or passing and reflecting off (transflection) the specimen, the 
infrared light is collected by the condenser. An optical image can also be obtained 
beforehand using the objectives (15x or 4x for the instrument used here). For defining 
the area of interest on the optical image, in most cases rectangular apertures are used, 
usually located in a remote image plane. In the microscope (Agilent Technologies’ 
UMA620)  used in this project a field of view of 350 µm x 350 µm can be imaged. A 
larger field of view for transmission mode with no magnification (2.56 x 2.56 mm) is 
also possible when the microscope is eliminated and the IR beam is diverted straight to 
the detector, however this comes with worse spatial resolution of ~40 µm and the 
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sample needs to be in between two IR transparent (i.e. CaF2, KBr) slides or held on its 
own vertically, although difficult to reproduce, in the spectrometer compartment. 
In infrared absorption-reflection or transmission-reflection, often referred to as 
transflection, mode in which IR beam passes through a sample, reflects back from a 
reflective surface behind and passes back through the sample again, samples need to be 
relatively thin (<10 µm)  and laid upon very smooth metal surfaces, preferably gold 
deposited thin films (Figure 2.6b). In the microscope the IR beam from the FTIR 
spectrometer is diverted with Cassegrain type objectives on to the sample and the 
transmitted signal, collected by the same objective lenses, is focused on to the MCT-
FPA.  
The ATR sampling can be achieved in two modes, micro and macro.  
Micro ATR imaging is performed with an infrared microscope similar to transflection 
but a Ge hemispherical internal reflection element that acts like an oil immersion lens is 
used for internally reflecting the incident beam therefore a better spatial resolution is 
achieved without requiring the sample to be thin (Figure 2.6c). However this comes at 
the expense of a smaller field of view (64 µm x 64 µm) that can be obtained through 
64x64 pixels of the FPA detector.  
The macro ATR (Specac Golden GateTM, diamond) imaging setup does not include a 
microscope and the IR beam from the spectrometer is directly detected with the MCT-
FPA after reflecting through the sample on the diamond crystal (Figure 2.6d). Although 
this results in worse spatial resolution due to lower magnification, the imaging field of 
view is increased (640 µm x 640 µm). The hardness of the diamond allows compaction 
to be performed directly on the surface of the ATR crystal and enables temperature 
control. Therefore in situ studies are facilitated well in macro-ATR mode. 
 Equation 2.9 also shows that a good optical contact between the sample and ATR 
crystal is critical for obtaining a uniform absorbance profile avoiding artefacts within 
the field of view. The Golden GateTM Imaging Single Reflection Diamond ATR 
Accessory (Specac Ltd.) has corrective optics that adjust the plane of best focus to be 
situated on the crystal surface thus minimising any distortion and an auto-levelling 
sapphire anvil that ensures a uniform contact between the crystal and sample [12]. 
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Figure 2.6 FTIR imaging sampling techniques; a) Transmission, b) Transflection, 
c) Micro-ATR and d) Macro-ATR, where a false colour USAF 1951 1X 38257 
target image is given on the right at 2000 cm-1 wavenumbers (below a white light 
image in (a) and (b)) showing the smallest features that can be resolved in each 
method respectively (adapted from [7]). 
2.1.3.1 Spatial Resolution 
The spatial resolution of a microscope is theoretically determined by the diffraction of 
radiation i.e. the Rayleigh criterion, which is defined in Equation 2.10 as              Equation 2.10 
where   is the wavelength and NA is the numerical aperture (the refractive index of the 
medium between sample and objective, multiplied by half the opening angle of the 
objective). This implies that two objects are totally resolved if they are separated by 2r. 
Under these conditions, 2r is the definition of spatial resolution. However in an infrared 
imaging system, FPA detector pixels are not points and have a finite size that is greater 
than the wavelength of the IR light, therefore this relation is never observed. Therefore 
for FPA imaging systems it has been shown to be more appropriate to determine the 
spatial resolution based on real measurements. The smallest features resolved in each 
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sampling method by using a test sample, USAF 1951 1X 38257 target, which has 
grouped rectangular features of Chromium deposited on a soda glass, are listed in Table 
2.1. Spatial resolution of FTIR imaging instruments is discussed in more detail, 
including the application of a numerical method for measuring it, in Chapter 3. 
Table 2.1 List of achievable spatial resolution and field of view for common 
sampling methods in table-top FTIR imaging. 
 
2.1.3.2 Data Analysis 
Hyperspectral images require a range of initial corrections and preferably chemometric 
means due to speed and certainty in processing (including the widest range of 
wavelengths possible that contains all specie specific peaks) to extract relevant 
information from the huge volume of data. All of the raw images in this thesis were 
collected using the Agilent Technologies' ResolutionsPro FTIR Spectroscopy software 
version 5.2.0(CD846). The processing workflow and methods used and developed are 
summarised below. 
2.1.3.2.1 Pre-processing 
Instrumental factors such as fluctuations caused by the changes in the IR source 
intensity or temperature or detector sensitivity and optical artefacts caused by mismatch 
of the refractive index of species being imaged are known to cause a slope in the 
baseline in FTIR spectroscopy. In order to eliminate this slope; a first order baseline 
correction between the two end points of a previously cropped spectral range was found 
useful for some data sets for elimination of the baseline drift when collecting an image. 
A second derivative can be applied, however caution is advised if there are very weak 
infrared bands of interest as a second derivative will magnify the noise and some low 
intensity peaks may be lost in the noise. 
 In order to remove systematic discrepancies such as variations in detector sensitivity or 
contact non-uniformity, all raw IR images were vector normalised to minimise 
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absorbance variance. Vector normalisation works such that each spectrum is divided by 
the vector length which is square root of the sum of all absorbance values squared.  
2.1.3.2.2 Univariate Analysis 
Univariate analysis, or functional group imaging, only considers the peak height of, or 
the integrated absorbance under, a peak of interest, therefore chemical information can 
be obtained based on the association of the peak position with certain functional groups. 
Although it is useful in providing a quick overview of the species in the raw image data, 
a peak height image usually convolutes the underlying chemical information from the 
overlapping peaks in the intensity map. Integrating the absorbance for a particular peak 
over a spectral region of interest may provide a better distribution map by increasing the 
SNR. However, as in most cases, a complex heterogeneous mixture will not include an 
isolated band of interest therefore the integrated values will not represent the amounts 
present at different locations in the image with the required certainty. Another draw-
back of functional group imaging is that a homogeneous object may be shown to be in a 
different location in the image when univariate images are created based on the 
integration of infrared bands observed in different parts of the spectrum. This occurs 
because the diffraction limited spatial resolution of the generated images strongly 
depend on the chosen part of the MIR spectral region. These disadvantages can be 
overcome by using multivariate approaches, which allow all of the species to be 
searched in the same spectral range thus allowing a contribution from all the peaks of 
the same species (or factor). Another advantage of multivariate approaches is that the 
interferences such as water vapour can be detected as a factor, and may therefore be 
eliminated.  
2.1.3.2.3 Multivariate Analysis 
Multivariate analysis, based on the statistical principle of multivariate statistics, 
involves observation and analysis of more than one statistical variable, in our case 
chemical species, at a time. A few statistical approaches that were found useful (i.e. in 
agreement with respect to each other) therefore relevant in this project are summarised 
here. 
2.1.3.2.3.1 Principal Component Analysis (PCA) 
Principal component analysis (PCA) is the most common decomposition method used 
in image analysis. PCA is a mathematical procedure based on reducing the matrix 
dimensionality by removing correlation between variables as first described by 
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Hotelling [13]. The principal components (PCs) are iteratively computed, the first 
showing the most variance, the second being constrained to be orthogonal to the first 
and explaining the residual variance not taken into account by the first, and so on 
(Figure 2.7). 
 
Figure 2.7 Geometric visualization of principal component analysis (from [14]). 
However, whilst useful in explaining variance, PCA will not provide chemical meaning 
but a qualitative image, therefore not all principal components are significant but a 
subset of them will be. The noise will also be extracted as a component which may be 
easily interpreted. The contributions of each PC to the total calibration data set are 
known as the eigenvalues. A test algorithm can be used to find the significant number of 
components, as the remaining principal components would be simply noise. Then those 
most meaningful principal components and scores calculated from the principal 
components and the calibration set spectra are stored to represent the absorbance spectra. 
This can be represented in vector notation as, 
             Equation 2.11                     
where A is the absorbance matrix (the calibration spectra), S the scores matrix, F is the 
matrix of the PCs, and EA is the error matrix or so called the matrix of residual spectra. 
As each calculated PC represents less variance than the previous one, the number of 
PCs will always be less than number variables, including different types of noise(s). 
Therefore usually up to first 12 PCs are considered in PCA analysis. For a thorough 
discussion of  PCA results and score images reader is referred to work by Sasic et al. 
[15]. 
2.1.3.2.3.2 Multivariate Curve Resolution Alternating Least Squares (MCR-ALS) 
Multivariate curve resolution (MCR) methods are soft modelling tools that require not 
prior knowledge of the components in the mixtures to be deconvoluted [16]. MCR 
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methods are mainly grouped into two, non-iterative and iterative. Non-iterative MCR 
algorithms are unconstrained therefore may find unique profiles within the mixture 
being studied. However although these mathematically obtained unique profiles may be 
close to real chemical profiles that need to be resolved from the mixture data set, non-
iterative methods often suffer from ambiguities that arise due to strong overlapping or 
low SNR of species and  noise. On the other hand, in the iterative MCR algorithms soft 
constraints such as non-negativity and unimodality or hard constraints such as the use of 
pure component profiles to be compared with extracted profiles to modify them 
accordingly are implemented minimise ambiguities [17]. 
Multivariate Curve Resolution–Alternating Least Squares (MCR-ALS) is an iterative 
resolution method valid for data sets formed by one or more data matrices [18]. It can 
be described by a bi-linear model as,                       Equation 2.12 
where D is the original raw data matrix with the mixed experimental information, the 
columns in C and the rows in ST contain the pure response profiles of the n mixture 
components associated with the row direction and the column direction of D, 
respectively, and E is the error-related matrix.  
At each iterative step, matrices C and ST are calculated under constraints such that the 
error in the reproduction of the original data set, D is minimised. This process can be 
summarised as below, 
i. Estimating the number of components in D. 
ii. Construction of non-random initial estimates of spectra, ST or concentration 
profiles, C, using chemometric methods. 
iii. Given D and ST, least-squares calculation of C under the suitable constraints. 
iv. Given D and C, least-squares calculation of ST under the suitable constraints. 
v. Reproduction of D, using C and ST. If the convergence criterion is fulfilled, the 
process is finished. If not, go to iii. 
By definition, MCR-ALS is a soft-modelling method that can extract component 
information from the raw measurement data alone, as long as this data contains some 
variance; spatially as one might anticipate in an image or as a function of time when 
monitoring a reaction. 
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Compared to other multivariate methods, this approach is particularly useful for 
studying large, temporal data sets. However difficulties in estimating S (due to 
ambiguities) and colinearity phenomena, which is lack of separation when two 
components are changing linearly are the two main draw-backs. 
2.1.3.2.3.3 Non-linear Curve Fitting (NLCF) 
The strategy behind curve fitting or hard modelling is to generate a model spectrum 
based on the sum of the component peaks that it contains. If the components within a 
spectrum and by extension an image are known, then an estimate of the relative amount 
of each component can be used as a starting point in the application of hard modelling. 
Here we have developed an efficient curve-fitting algorithm to optimise the parameters 
(lineshape, peak height, peak width) for infrared absorption bands and the percentage 
contribution of each fitted curve to the overall spectrum was used as the initial loading 
value. 
In order to use curve-fitting procedures, analytical functions must be used which 
describe the lineshapes of the peaks. Typical lineshapes encountered in spectroscopic 
studies are the Gaussian 
])/(  exp[-2.773 )()( 200  kkkIkI    Equation 2.13 
and the Lorentzian  
]))/(2([1 / )()( 200  kkkIkI    Equation 2.14 
where I(k) is the intensity at wavenumber k, k0 is the wavenumber at the peak centre and  is the full width at half maximum (FWHM). The Lorentzian peak shape is often used 
to fit infrared absorption bands. However in real infrared spectra, effects including 
hydrogen bonding, rotational fine structure and, in FTIR-ATR, anomalous dispersion 
effects might affect the shape of the infrared band thus a true Lorentzian shape does not 
always occur. In ATR-FTIR, dispersion effects can lead to asymmetry in observed 
infrared bands, therefore in this thesis it was considered to use a family of peak curves 
called the Pearson profiles, specifically the Pearson IV profile which is asymmetric and 
is related to the Pearson VII,   MPkIkI  20 1)()(           Equation 2.15 
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where  /]12)(2[ /10 MkkP  and M is known as the Pearson parameter. Equation 
2.15 reduces to the Lorentzian function when M=1, approaches the Gaussian function 
when M becomes large and can approximate the Voigt function for intermediate M [19]. 
Modifying Equation 2.15 with an exponential term provides the required asymmetry 
and for M<1 the distribution has very broad wings. The Pearson IV function is given in 
terms of this by   ]  tanexp[-1)()( 1-20 PPkIkI M     Equation 2.16 
The exponential term has been shown to affect peak shapes when M is close to 1 (i.e. 
Lorentzian) more than it does for those where M is close to 10 (i.e. Gaussian).  
A routine in MATLAB Version 7.10 (R2010a) was developed to create fits for the each 
pixel within an IR imaging data set consisting of 4096 spectra individually. An 
automated peak detection algorithm was implemented and the height and width of the 
peaks in the raw spectra at detected or selected positions were used as initial guesses for 
the iterative loop. More detail about this method including its development and 
application in comparison to other conventional analysis tools above is given in Chapter 
3. 
2.2 Raman Microspectroscopy 
Raman spectroscopy, another common vibrational spectroscopy method which is often 
complimentary to FTIR spectroscopy, measures changes in the scattered light 
frequencies, or vibrational energy differences, between the ground and excited 
vibrational states of molecules when they are subject to laser photons (Figure 2.8) [20].  
The intensity of bands in the Raman spectrum of a compound are governed by the 
change in polarizability (α), and can be given as, 
                 ቀ    ቁ   Equation 2.17 
where P is the laser power at the sample (~300 mW in the setup used in this thesis),       is the wavenumber at which the band is measured, dα/dQ is  the change in 
polarisability with the normal coordinate of the vibration and K is a constant dependent 
on the optical geometry, collection efficiency, detector sensitivity and amplification [4]. 
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Figure 2.8 Illustration of a typical Raman spectroscopic measurement showing the 
sample being illuminated with an intense, single frequency light source and the 
relative frequency shift of the inelastically scattered light which is what is left after 
filtering, being measured with a cooled CCD detector. 
In Figure 2.8 when the laser excites the sample at a single spot, a Raman spectrum is 
acquired. Raster scanning the sample in two dimensions by moving the stage enables 
one to create a 2D map (Figure 2.9a). However the beam can be deconvoluted along a 
line that is imaged through the slit, and this facilitates the collection of multiple spectra 
(up to 41 with the instrument used here, Renishaw inVia Raman microscope) along the 
line. Therefore, line illumination only requires scanning along one axis, allowing faster 
imaging (Figure 2.9b) [21].  
The length of the laser line on the sample is inversely proportional to the magnification 
of the objective lens. In our configuration using a x50 objective (with NA=0.8) can yield 
a 37.9 µm line which can be decreased by adjusting the CCD area if needed. Therefore 
the excited sample region can be divided into N spatial zones, which might be as small 
as 1 µm at a spectral resolution of 1.05 cm-1, each of which corresponds to a specific 
pixel along the y dimension of the CCD. 
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Figure 2.9 Comparison of the point (a) and line-scanning (b) methods for Raman 
microspectroscopy (adapted from [21]). 
Using the wavelength of the most common laser (785 nm) used in pharmaceutical 
research, in Equation 2.10, calculated spatial resolution of the Raman microscope for 
different objectives is listed in Table 2.2 
Table 2.2 Theoretical spatial resolution of the Raman microscope used (Renishaw 
InVia) for common lenses. 
Objective 5x 10x 20x 20x (wide) 50x 100x 
NA 0.1 0.3 0.46 0.4 0.8 0.95 
Spatial Resolution (µm) 9.6 3.2 2.1 2.4 1.2 1.0 
In order to verify these, copper grids on a flat Si surface were scanned, with the x20 
objective in Figure 2.10a and with the x50 objective in Figure 2.10b. The Raman 
images are peak height observations at 520 cm-1, where Si peaks and 15 µm bar width in 
Figure 2.10a and 6.5 µm hole width Figure 2.10b are observed. 
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Figure 2.10 (a) A copper grid (Agar Scientific F4 finder grid) laying on a Si 
surface, white light image on the left and Raman image obtained with line 
scanning on the right. (b) White light image of a copper mesh (Agar Scientific 2000 
mesh) floated on Si surface on the left and Raman line image of the red box area 
on the right.  
Raman spectroscopy was shown to provide the unique opportunity to non-destructively 
analyse chemical concentrations in individual cells on the submicron spatial resolution 
scale without the need for optical labels [21]. Unlike IR spectroscopy which probes 
absorbance, Raman spectroscopy measures scattered light and Raman data are often 
used to compliment IR data with better spatial resolution and without the use of purging 
as a result of water and CO2 being weak scatterers of light. Another advantage of 
Raman spectroscopy in comparison to FTIR is that the laser light can be focused on to 
different layers of a sample, therefore using so-called ‘confocal mode’ γD Raman 
images can be obtained without the need of sectioning or any other form of sample 
preparation. 
However for the purpose of study conducted in this project, considering the relatively 
long experiment time (line scanning) and the lower SNR from proteins in comparison to 
IR imaging with FPA detectors, Raman spectroscopic mapping could not be fitted in to 
the timescale of this project, therefore no detailed study was conducted. 
2.3 Scanning Electron Microscopy (SEM) 
SEM is a tool that is readily applied to the microscopic characterisation of particles and 
other polymer surfaces [22]. Conventional scanning electron microscopy is based on 
raster scanning a focused beam of high-energy electrons on the surface of solid samples 
under vacuum and detecting secondary or backscattered electrons, SE or BSE 
respectively, to generate 2D images that display spatial distribution of species based on 
their electronic properties with a typical magnification of up to 30,000 X and a spatial 
resolution of down to 2 nm. 
 
 
a) b) 
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Essential components of a typical SEM instrument include an electron gun, focusing 
and scanning coils, electron and x-ray detectors, IR camera and sample stage (Figure 
2.11). 
 
Figure 2.11 Illustration of a SEM instrument showing the main components 
(adapted from [23]). 
Primary electrons are produced by thermionic emission from a heated filament in the 
electron gun where the beam brightness is dependent on selection of the filament 
material. Electrons are then deflected by radial and axial components of the magnetic 
lenses to a helical path, and focused on to the sample with energy of 0.5-30 keV 
covering a typical spot size of ~2-50 nm. The objective lens includes a pinhole that 
reduces the aberration. The instrument operates under vacuum as electrons cannot travel 
required long distances in air due to collisions. 
Primary electrons that have scattered from the sample with high kinetic energies, 
backscattered electrons (BSE), and electrons that are escaped from the sample with an 
energy <50 eV, secondary electrons (SE), and x-rays that are emitted, due to relaxing of 
ionised atoms by shell to shell electron transitions, are detected by relevant detectors 
shown in Figure 2.11 and converted in to a signal at every point of the scanned area to 
generate a 2D image [24] 
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To obtain topographic contrast of the polymer microparticles, scanning electron 
microscopy was performed using a FEI NOVA 200 NanoSEM throughout this thesis. 
Images were formed using the secondary electron signal with a spatial resolution of ~2 
nm. The samples were sprinkled onto an adhesive carbon tab on an aluminium stub and 
as the polymers are poor electron conductors, samples were sputter coated with gold (~ 
20 nm) in an Argon atmosphere to enhance secondary electron emission.  
2.4 Ultraviolet-Visible (UV-Vis) Dissolution Testing 
In vitro protein release from the microparticles was monitored using UV-Vis 
spectroscopy that measures the amount of monochromatic light absorbed due to specific 
electronic transitions in the molecule according to the Beer’s law. A Synergy HT plate 
reader (Bio-tek), facilitating analysis of 96 samples simultaneously, was used at 280 nm 
to measure both the absorbance of microparticles in solution and the release medium, in 
triplicate, thus allowing removal of any response from the buffer with reduced error. 
Formulations were weighed out in triplicate (10 mg) and dissolved in 1.2 ml of 2:1 (v/v) 
dichloromethane (DCM)/acetone solution. Samples were centrifuged (8000 rpm for 5 
min at RT) and 1 ml of supernatant discarded. Fresh DCM/acetone solution (1 ml) was 
added to each sample and the above step repeated 3 times. At the last step, all of the 
supernatant was removed and the protein pellets dried at RT for 1 h. Samples containing 
the protein were reconstituted in 1 ml of 0.025 M phosphate buffer (pH ~ 7.4), 
centrifuged 8000 rpm for 5 min and the supernatant analyzed by UV-Vis. A spike 
(polymer spiked with 1 mg of spray dried protein) and placebo (polymer only) were 
used as positive and negative controls. 
2.5 Sieving 
Sieving of the microparticles was undertaken using a 100 µm sieve (Fisher Scientific) 
on a Retch AS200 Sieve Shaker using an oscillatory amplitude of 1.5 mm for 30 
minutes. 
2.6 Ultra-Microtomy 
Microtomy is a method for the preparation of thin sections of samples for further 
microscopic examination.  An ultra-microtome is a mechanism in which, under an 
attached microscope, a mounted sample moves towards a knife at predetermined 
distance steps. After the first contact with knife, the specimen moves vertically past the 
cutting surface and a sample section that has equal thickness to the cutting step size 
(down to ~200 nm) is obtained. Finding a suitable resin for ultra-microtoming the 
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samples may become an important issue as the resin spectrum should not overlap with 
any of the components whilst it has to cure in ambient conditions due to temperature 
sensitivity of samples and also its density should be more than but close to that of the 
sample. For example widely available resins such as LR-WhiteTM and Araldite 
(Huntsman LLC) were not useful for considering these constraints (too brittle) for the 
microparticles investigated here. However a hydroxyethyl methacrylate based resin, 
Technovit 7100 (soft and has a unique IR band that is not overlapping with samples 
investigated), satisfied the above conditions. 
A Reichert-Jung Ultracut E ambient ultramicrotome was used with a fresh cut glass 
knife to obtain ~4 µm thick sections of microparticles that were embedded in Technovit 
7100 resin for assessing the protein distribution within polymer matrices using FTIR 
imaging. 
2.7 Gamma Irradiation 
Raw polymers and scSO2 produced microparticle formulations were irradiated by using 
60Co as irradiation source (Synergy Health PLC, Swindon, UK) at a few kGy/h dose 
rates ensuring a targeted total dose in accordance with the ISO 11137 standard. The 
sample temperature was kept at near room temperature during irradiation using 
thermometric controls. 30 mg of the polymer samples were sealed in a glass container 
and irradiated at 25 and 100 kGy total dose in air. 
2.8 Differential Scanning Calorimetry (DSC) 
DSC is used to identify the thermodynamic properties by measuring the difference in 
heat flow rate between a sample and a reference as a function of time and temperature. 
Phase transition temperatures of melting (Tm), crystallisation (Tc) and glass transition 
(Tg) can be observed in a typical DSC plot of heat flow (mW) versus temperature (°C) 
(Figure 2.12).   
A TA instruments Q2000 DSC, calibrated with an Indium standard, using Tzero alu 
pans (TA instruments) under N2 at a heating rate of 10 °C/min., was used to analyse raw 
polymers and polymer blends. 
2 mg of sample was placed into the Tzero pan that is then pressed with a Tzero lid (TA 
instruments). 
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Figure 2.12 Schematic diagram of a DSC instrument and typical data on the right 
showing transition points (from [25]). 
2.9 High Performance Liquid Chromatography (HPLC) 
HPLC is a very sensitive (~200pg detection limit) separation technique that can be used 
to determine the number of components, the amount of each component present and 
degree of purity of each component based on their affinity for a column [26].  
 
Figure 2.13 Schematic diagram of a HPLC system [3]. 
Figure 2.13 shows the layout of a typical HPLC system. The column, filled with a 
porous matrix (often called the stationary phase), is pumped with an aqueous buffer 
solution of the sample (often called the mobile phase as it moves) to be analysed. The 
mixture will exit from the column separated in to its components based on chemical or 
physical interactions with the column medium. Following its elution each component is 
quantified using a UV-absorption detector. The graphical representation of such 
separation is called a chromatogram. In this thesis, HPLC-SEC was employed to 
investigate protein efficacy and stability with in polymer matrices. 
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2.9.1 Size Exclusion Chromatography (SEC) 
SEC or often also known as Gel Permeation Chromatography (GPC) is a well-
established method of separating mixtures based on their size and obtaining their 
molecular-weight distributions. Any polymer dissolved in a solvent can be characterised. 
The separation occurs in the column (Figure 2.13) filled with porous polymer beads or 
‘gels’, where small molecules are captured in the holes and large molecules are passed 
through rapidly thus the different molecular species are eluted from the column; largest 
molecular weight first and so on [3]. 
2.9.1.1 Evaluation of hGH stability and integrity 
The un-irradiated and Ȗ-irradiated hGH samples were analysed using HPLC-SEC in 
order to evaluate the effect of the Ȗ-irradiation process. 
Efficacy of the hGH was determined using an Agilent 1100 series HPLC-SEC system. 
hGH was assayed and soluble aggregate formation quantitated using size exclusion 
chromatography as described in the European Pharmacopoeia. A TSK2000SWXL 
(Toso-Haas) column was fitted to an Agilent 1100 HPLC and equilibrated with a mobile 
phase consisting of 97 % 0.063 M phosphate buffer pH 7.4 and 3 % 1-propanol at a 
flow rate of 1 ml/min. 20 µl of each sample was injected onto the column and protein 
peak detection performed at 280 nm. The relative peak area of monomeric hGH and 
soluble aggregates was measured and compared to control hGH samples of known 
concentration. 
2.9.1.2 Determination of Molecular Weight of the Raw Polymers 
A GPC PL-120 (Polymer Labs) with a differential refractive detector was used to 
analyse the molecular weight of the raw and Ȗ-irradiated polymer samples.  After drying, 
THF (1.2 ml) was added to each Eppendorf tube and the samples were placed on a 
vibrating plate for 1 hour to aid dissolution.  Once dissolved, the mixture was filtered 
through a 0.2 ȝm filter.  For GPC analysis, columns (two γ0 cm Polar-gel Mixed-C 
columns in series) were eluted by THF and calibrated with narrow poly(styrene) 
standards.  The calibration and analyses were performed at 40 °C with a THF flow rate 
of 1 ml/min.  The GPC data were analysed by Cirrus software (version 2.0, Polymer 
Laboratories). The amount of protein in a formulation was calculated comparing the 
peak area at 214 nm to the literature value (European Pharmacopoeia standard). 
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3 Evaluation of Relevant Image Analysis Tools and Development of 
NLCF Methodology- A Direct Numerical Comparison on Mid-
infrared Images Obtained from A Degrading Single Microparticle 
3.1 Introduction 
As detailed in Chapter 2, since the first use of a focal plane array IR detector coupled 
with an FTIR spectrometer to obtain chemical images in 1995 by Lewis and co-workers 
[1], Fourier transform infrared (FTIR) spectroscopic imaging has become routine, 
facilitating chemical characterization of multicomponent systems under both static and 
kinetic conditions [2,3]. 
Micro-ATR-FTIR imaging with a Ge objective provides a higher spatial resolution 
compared to transmission and transflection due to the effective magnification imparted 
by the high refractive index of the ATR crystal material. Conveniently, ATR-FTIR 
imaging in macro mode, i.e. without the use of a microscope, provides a temperature 
controlled environment for studying dynamic systems with a larger field of view still 
without the need of any sample preparation. FTIR imaging facilitates probing kinetic 
processes with IR light as a stack of 2D images at a range of IR wavelengths can be 
collected within a few minutes, providing good temporal resolution for relatively slow 
processes [4,5]. 
However, despite wide use of ATR-single point sampling on bulk polymers for studying 
chemical composition, reactions and adsorption [6], water diffusion and polymer 
swelling [7] or hydrolytic degradation [8] and ATR-FTIR imaging for monitoring drug 
release [5] and tablet dissolution [9] at micron scale there is still a lack of literature in 
the use of ATR-imaging and analysis for studying kinetic processes in individual 
biodegradable microparticles; generating quantitative chemical information with 
morphological visualization. 
Therefore the first motivation behind the work reported in this chapter was the 
application of real-time ATR-FTIR imaging to obtain visual evidence of hydrolysis of a 
single microparticle. The practical design of such an experiment and its reproducibility 
in terms of quality of data to extract quantitative information using chemical 
information provided within the pixels of the spatiotemporal image cubes, has been 
assessed. 
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Since hyperspectral images that provide spatial and spectral information at the same 
time in an array of pixels and an individual pixel, respectively, can be obtained not only 
at IR wavelengths but also by a number of other techniques including, x-ray 
tomography [10], x-ray fluorescence [11], Raman microscopy [12] and Near infrared 
(NIR) imaging [13], multivariate analysis of hyperspectral imaging data has become a 
rapidly developing research field and has received considerable attention over the last 
decade [14]. 
When used to monitor slow kinetic processes that continue for tens of hours, fast 
Fourier transform infrared imaging with its relatively short image acquisition times (<5 
minutes) yields huge volumes of spatiotemporal spectra that form raw images allowing 
morphological visualization of micron scale systems qualitatively at various 
wavelengths. However with varying noise and baseline distortions in each pixel due to 
hardware limitations (discussed in the following sections), FTIR imaging data need to 
be pre-processed (i.e. filtered and corrected by using transformations to somewhat 
minimize noise and correct the baseline that is different in each pixel) [15].  Following 
pre-processing, ‘experiment specific’ further analysis must be performed if the aim is to 
obtain higher resolution images to investigate morphology quantitatively from this large 
data and to be able to calculate key information such as reaction rate [16]. 
Therefore being able to couple in situ hyperspectral imaging and robust data analysis 
methods to obtain high resolution images facilitating direct extraction of quantitative 
information from pixel(s) representing regions of interest within the images, generates a 
global benefit not only for studying the systems considered in this thesis, but also many 
other microparticle systems where high resolution microscopic evidence is crucial to 
interpret chemical processes occurring. Hence, currently more than 80% of all 
pharmaceutical formulations are delivered in a powder format [17] and attenuated total 
reflection (ATR) FTIR has proved advantageous, particularly for pharmaceutically 
relevant systems, because the sample can be in any phase, form or shape and therefore 
can be analysed ‘as is’ [18]. 
The second objective of this chapter was to quantitatively compare the performances of 
the univariate and most common multivariate image analysis techniques. This 
comprised hard (curve fitting) and soft (MCR-ALS) modelling of imaging data in order 
to map and monitor the chemistry and morphology of a PLGA microparticle undergoing 
hydrolytic degradation. 
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Although several MCR-ALS packages compiled in MATLAB, including als2004 
developed by Tauler et al. [19] and MCRv1.6 developed by Andrew and Hancewicz 
[20], and multiple spectra curve fitting tools such as PyMCA (a non-linear least-squares 
fitting application developed for x-ray imaging data [21]), were readily available, there 
was not an available peak-detecting non-linear optimisation algorithm, able to 
deconvolute temporal ATR-FTIR imaging data. Widely used data analysis and graphing 
software such as OriginPROTM, WiRETM and GRAMSTM support curve fitting using a 
number of functions for a limited number of peaks. However, peak detection and fitting 
thousands of spectra in a relatively large spectral region (i.e. finger print region for mid-
IR data) forming an image is not implemented in any of them. 
The application of non-linear curve-fitting to large two-dimensional experimental 
infrared spectroscopic arrays [22] and a combination of non-linear curve-fitting and 
self-modelling curve resolution (SMCR) [23] have been demonstrated but for a limited 
data size and without considering mid-IR ATR microparticle imaging related SNR.  
Therefore a novel, partially supervised non-linear curve fitting (NLCF) tool was 
developed to identify and fit peaks to the infrared spectrum obtained from each pixel 
within the 64x64 array. The output from the NLCF was compared directly and  
numerically with the traditional peak height (PH) data analysis approach and  
multivariate curve resolution alternating least squares (MCR-ALS) analysis for the 
same images, in order to understand and demonstrate the limitations and advantages of 
the NLCF methodology. 
3.2 Experimental 
3.2.1 Materials 
PLGA RG752H (75/25 lactide/glycolide, I.V. 0.16-0.24, Bohringer-Ingleheim) was 
CriticalMixTM processed (see 3.2.2). Pharmaceutical grade CO2 (BOC Special Gasses) 
were used as received at Critical Pharmacueticals Limited (CPL) for the process. Water 
used in the experiments was purified with the ELGA Purelab option-R water distillation 
apparatus (Up to 15 εΩ-cm, Type II water) and degassed using a Fisherbrand FB11004 
ultrasonic bath at 70 °C and 100% ultrasound power for 15 minutes. 
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3.2.2 CriticalMixTM Process 
The PLGA batch used in this study was prepared by adding 2.1 g of pre-weighed 
PLGA75/25, to a novel Particles from Gas Saturated Solutions (PGSS) apparatus 
developed at University of Nottingham, as described in Section 1.5.3.4.1 in Chapter 1. 
3.2.3 Macro ATR-FTIR imaging of reactions with the Golden GateTM Sampling 
Accessory 
Infrared images were collected using an Agilent 680-IR FT-IR spectrometer coupled 
with a liquid nitrogen cooled mercury cadmium telluride focal plane array detector 
MCT-FPA (64x64 pixels), capable of simultaneously collecting 4096 spectra from an 
image area of 640 µm x 640 µm using the Golden GateTM Imaging Single Reflection 
ATR Accessory (Specac Ltd). This accessory has a Diamond internal reflection element 
with corrective optics that adjusts the plane of best focus to sit on the crystal surface, 
eliminating any distortion, so that a symmetrical point spread function can be assumed. 
The angle of incidence of the infrared beam was 45° and the numerical aperture (NA) of 
the system was 0.32. Images were recorded in rapid scan mode and typical collection 
times were ~5 minutes. The detector was mounted on a Large Sample (LS) external 
sample compartment and the infrared beam from the spectrometer was projected 
directly on to the FPA after passing through the ATR sampling accessory. The physical 
size of each FPA pixel is 40 µm x 40 µm and with 4x magnification, where each pixel 
represents a 10 µm x 10 µm square in the image.  
3.2.4 Real-time ATR-FTIR Imaging of Reactions 
To set up the hydrolysis experiment, a single PLGA microparticle was placed in direct 
contact with the ATR crystal using a 40x microscope standing on top of the ATR 
accessory and sufficient pressure was applied using the sapphire anvil to ensure good 
contact between the particle and the crystal resulting in some deformation of the 
spherical particle. The images collected were not circular, most likely showing some 
evidence of anamorphism despite the use of corrective optics and this issue when using 
such collection optics has been observed previously by Everall et al. [24] and Chan et al. 
[25]. Once a satisfactory 'dry' image was collected water was introduced into the 
chamber in such a way that access to the particle was limited to the sides only as 
depicted in Figure 3.1. 
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Figure 3.1 (a) White light image of a microparticle on the Agar microtool straight 
needle T5340 before being placed on the ATR crystal. (b) A microparticle placed 
on the ATR crystal before the anvil was brought into contact with it. (c) Schematic 
of the experiment setup after the particle was placed, anvil was in contact and 
water was added. 
Images were collected using the Agilent Technologies' ResolutionsPro FTIR 
Spectroscopy software version 5.2.0 (CD846) at pre-determined time intervals and the 
collection parameters used were 128 co-added scans at a 4 cm-1 spectral resolution, in 
the mid-infrared (MIR) range (3800 to 950 cm-1). The raw processed images were 
obtained by ratioing against a background of the blank ATR crystal comprising of 256 
co-added scans. 
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3.3 Raw Data and Pre-processing 
As mentioned in Chapter 2, absorbance spectra enables quantitative studies to be 
undertaken provided the analysis is sufficiently detailed. In FTIR imaging, single beam 
images are ratioed against a uniform background that is collected under the same 
experimental conditions but without the sample. For images obtained with an FPA 
detector, as each of the thousands of detector elements receives a different signal from 
the sample, the ratioing process often result in different baselines and offsets being 
applied in different detector pixels. Having to use the same background in a changing 
atmospheric environment also decreases the effective SNR mainly due to changes in the 
H2O and CO2 levels and detector drift. Therefore, as mentioned in Chapter 2, data pre-
processing is vital, particularly for long lasting (more than a few hours) experiments, in 
the generation of infrared images.  
Here raw processed image files were initially cropped between 1820 and 1000 cm-1 
which provided a number of characteristic bands associated with PLGA and also 
included the water į(OH) peak ~16γ5 cm-1. Sunsequent pre-processing steps used in 
this work were 1st order baseline correction between the two ends of the cropped spectra 
and vector normalisation of the result. The effect of these processes on both the spectra 
and the resultant peak height images is outlined in Figure 3.2. 
Figure 3.2a shows typical raw spectra taken from the interface highlighted by the grey 
arrow in the PLGA image next to the graph. The images shown in Figure 3.2b and 
Figure 3.2c were obtained by plotting the peak height of the 1745 cm-1 PLGA carbonyl 
peak (upper image) and the 1635 cm-1 peak (water bending mode) respectively. The 
contrast between the polymer particle and the water is quite poor in Figure 3.2c, due in 
part to baseline effects and although the instrument was purged using dried air 
difficulties arised due to fluctuating water vapour levels over the course of an 
experiment lasting tens of hours. Applying a 1st order baseline correction to the data 
(Figure 3.2d) improved the contrast significantly. This is especially noticeable in the 
water distribution image (Figure 3.2f), where the lack of contrast is more likely the 
result of a variation in the response of each pixel within the image. Vector normalisation 
(Chapter 2, Section 2.1.3.2.1) as shown in Figure 3.2g reduces the effect of variation in 
the pixel response, resulting in images with a good contrast for both the PLGA (Figure 
3.2h) and water distribution (Figure 3.2i). Data pre-processing significantly improves 
the quality of the generated images; compare Figure 3.2b and Figure 3.2c with the data 
shown in Figure 3.2h and Figure 3.2i, respectively. 
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Figure 3.2 (a) Typical raw spectra and the resulting PLGA (b) and water (c) 
images, (d) the effect of 1st order baseline correction on the same data and the 
resulting PLGA (e) and water (f) images and (c) the effect of vector normalisation 
on the 1st order baseline corrected data and the resulting PLGA (h) and water (i) 
images. 
3.4 Univariate Analysis 
As detailed in Chapter 2, the most used and simplest approach for producing chemical 
images is the univariate method, in which the spatial distribution of each component is 
determined by its wavelength specific absorbance, within the mixture image. Univariate 
analysis requires prior knowledge of the sample, i.e. at what wavelength each 
component absorbs incident IR radiation and is rapid and convenient. However, for the 
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reasons given in Chapter 2, it only allows qualitative analysis and provides a quick 
overview of the data, with limited detail of the images. 
3.5 Multivariate Analysis 
The advantage in multivariate analysis arises from its multi-wavelength nature: 
multivariate analysis allows all species to be searched for over a given spectral range 
thus allowing contributions from all the peaks of the selected species (or factor) at all 
wavelengths. Another key advantage of multivariate approaches, in comparison to 
univariate analysis, is that interferences such as water vapour can be detected as a factor, 
and may therefore be eliminated.   
3.5.1 MCR-ALS- a Soft Modelling Tool 
As described in Chapter 2, multivariate curve resolution-alternating least squares 
(MCR-ALS) is a tool that facilitates the extraction of information from various 
spectroscopic and imaging techniques and is widely used in physical and biological 
sciences [26]. 
The MCR-ALS algorithm used in this thesis (MCRv1.6) [20] has been developed for 
two-way data. To use this approach, the 3D hyperspectral data cube must be unfolded 
into a two-dimensional matrix and refolded after analysis as shown in Figure 3.3. 
 
Figure 3.3 Unfolding and re-folding spectroscopic imaging data to generate factor 
distribution images using MCR-ALS. 
FTIR images have a bilinear structure and it is assumed that some form of Beer’s 
relationship exists between spectral intensity and concentration [27]. Therefore a 
bilinear model representing a spectroscopic image can be given as,                   Equation 3.1 
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where D is the measured data matrix, A is the matrix of normalised spectra of pure 
chemical components and B is the related intensity matrix for each component. The 
matrix size indices, u, v and z represent the number of spectroscopic resolution elements 
(wavenumbers), total number of spectra and number of resolvable components, 
respectively. Rearranging Equation 3.1 for the least squares estimation of A and B 
yields:                     Equation 3.2                    Equation 3.3  
The initial values of A and B, need to be estimated and this can be done by several 
methods. In the software used here, this was achieved by using a non-linear iterative 
partial least squares (NIPALS) decomposition method, the merits of which, when 
compared to using random numbers, eigenvalue decomposition, or dissimilarity 
criterion, is discussed in detail elsewhere [27]. This is followed by the selection of the 
optimal number of factors to calculate. This is achieved by considering the 
appropriateness of the initial estimate of the number of components. The final step, 
factor rotation, is a refining process in which alternating least squares is used to 
determine the optimal loadings and abstract factor matrices such that once recombined 
they most closely resemble the hyperspectral data matrix. Although ALS is the most 
common method for decomposing Equation 3.1 iteratively, a modified alternating least 
squares method (MALS) proposed by Wang et al. [28], which has been shown to 
overcome unstable convergence properties giving a non-optimum least squares solution, 
has been used for decomposition for all the MCR images generated here.  
The MCRALSv1.6 software was run from its graphical user interface that allowed the 
user to input the number of factors (or components) to be estimated, number of 
iterations (used 500), and an ALS non negativity constraint (in this instance MALS-2D 
was used). 
3.5.2 NLCF - A Hard Modelling Tool 
A supervised non-linear curve fitting tool has been developed during the project to 
improve the spatial resolution of time resolved images and to monitor kinetic processes 
quantitatively, even from single pixels of the images. Therefore this work is 
demonstrating a peak detecting non-linear optimisation algorithm applied to temporal 
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ATR-FTIR imaging data for the first time. The advantages from which the novelty of 
the approach is originated are given in the results section. 
A routine in MATLAB Version 7.10 (R2010a) was developed to obtain a set of Pearson 
IV lineshape fitted peaks (Equation 2.16, Chapter 2) for each spectrum in each image. 
Peaks were detected using the algorithm described elsewhere [29] and the height and 
width of the peaks in the raw spectra at detected positions were used as initial guesses 
for the iterative loop for each pixel. The key steps involved in the algorithm, to be 
applied to an IR image of a microparticle degrading in water can be summarised as 
follows; 
1. For each pixel (i.e. each individual spectrum), the first task was to detect the 
peaks and for each detected peak store the peak centre (k0), maximum intensity 
I(k0) and calculate and store the full width values at half maximum intensity 
(I(k0)/2). This was achieved by firstly smoothing the pre-processed data by 
employing a Savitzky-Golay filter [30] with a polynomial order of 3 and filter 
length of 13, in order to improve SNR and therefore avoid detecting noise as a 
peak. The imaging pixel data was sifted and the pixel with the highest intensity 
between 1820 and 1700 cm-1 (the ester carbonyl) was identified and assumed to 
be from the ‘core’ of the particle. 18 spectra in sequence as a line from the core 
of the particle towards the water region in the image were selected based on their 
position; 6 from the water rich regions, 6 from the PLGA rich regions and 6 
from the interface. Peak detection for all 18 pixels was performed by visually 
assessing whether the expected PLGA peaks and water peak were detected in 
smoothed spectra of pixels from the core of the particle, the water rich region 
and interface regions using the same detection criteria. Peak detection was 
optimised such that all expected peaks in these 3 types of spectra could be 
detected using the same detection criteria and the peak detection algorithm was 
then performed. Using these criteria the output was visually assessed by 
checking the peak detection output (examples shown in Figure 3.4), and 
validated to ensure that each peak present had been detected. We expected to 
detect 11 peaks for spectra from wet samples and 10 peaks for spectra from dry 
samples. If the algorithm failed to detect all the peaks then the parameter 'Delta' 
(or peak threshold and related to height difference between peak and its 
surrounding) were adjusted to help the code identify peak maxima and minima. 
The calculated variables were stored and used later as the starting point when 
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running the gradient search algorithm to fit peaks to the spectrum obtained from 
each pixel. 
 
Figure 3.4 Spectra extracted from the grey line shown on the '0m wet' image in 
Figure 3.2(c). Red stars indicate detected peaks using the same X and 'delta' 
values, (a) typical polymer rich region, (b) typical interface spectrum and (c) 
typical water only spectrum. 
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2. When all peaks from each of the 18 selected pixels were correctly identified, 
'Delta' was deemed to be optimised and fixed. This parameter was then applied 
to all 4096 pixels to detect all peaks in the image. Once the number of peaks at 
each pixel had been detected and stored (with their k0, I(k0), Δ values), then 
upper and lower limits were defined for the rest of the parameters required for 
the fitting process namely M (the Pearson parameter) which defines the 
proportion of Gaussian, δorentzian character for each peak and υ, which is the 
asymmetry parameter. The mean value of the upper and lower limits of these 
parameters were used as starting points at each pixel during the optimisation 
process.  
3. The peak fits for the spectra in each pixel were optimised by using a gradient 
search algorithm (“trust-region”, an improved version of δevenberg-Marquardt 
algorithm which provides a numerical solution to the problem of minimizing a 
nonlinear function, over a space of parameters of the function) defined in 
MATLAB library to perform a non-linear least squares fit to the measured data 
with k0, I(k0), Δ, M and υ for each peak as free parameters to be varied until the 
sum of squares due to error is reached to its minimum or 500 iterations have 
been completed. 
4. The fitting was started in the top right hand corner pixel of the image (pixel #64) 
and the optimised values for the matching detected peaks outlined in #1 were 
used as the starting point for the fit (described in #3). The second pixel fitted 
was pixel #1 i.e. the top left hand corner. If the number of peaks detected by the 
peak detection algorithm for the current pixel (pixel #1), matched the number of 
peaks used in the preceding fit, then the optimised preceding fit was used as the 
starting point for the fitting process. If there is a discrepancy in the number of 
peaks, then the optimised values for the matching detected peaks outlined in #1 
was used as the starting point for the fit. This process was continued with the 
fitting order being pixel #64, pixel #1, pixel #63, pixel #2 etc. Once a row was 
completed then the pixels in the row below were fitted following the same 
protocol; working from the edge of the image to the centre, using the preceding 
image fit as the reference point.  
5. Once the fitting for all 4096 pixels was complete, the peak centres, peak 
intensities and other parameters for each pixel were collated and the relevant 
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Pearson IV function with optimised parameters for water (peak centre close to 
~1635 cm-1) was removed from each pixel to be stored to represent the water 
spectrum for each pixel. The output for each pixel was therefore an equation 
containing up to 10 Pearson IV functions (Equation 2.9, Chapter 2), the sum of 
which represents the pure spectrum of PLGA at each pixel.  
6. False colour images for the PLGA and water components were generated by 
plotting the total intensity for each equation (for PLGA containing up to 10 
Pearson IV functions, for water 1 Pearson IV function, each function with their 
unique optimised constants (k0, I(k0), Δ, M, and υ)) over 18β0-1000 cm-1 range 
at each pixel. 
7. The intensity of the fitted peaks with peak centres (I(k0)) at ~1456 and ~1424 
cm-1, were used to calculate k values for lactic acid and glycolic acid units 
respectively. 
3.6 Results and Discussion 
Figure 3.5 shows the result of analysis after pre-processing the same infrared images 
(dry and 0 m wet) of a single PLGA microparticle in four different ways; (i) using the 
peak height of a single peak in this case the ester carbonyl at ~1745 cm-1 (Figure 3.5a),  
(ii) plotting the distribution of a factor identified as deriving from PLGA in MCR-ALS 
(Figure 3.5b), (iii) by plotting the sum of 10 peaks fitted between 1800 and 1000 cm-1 
which does not include the peak ~1635cm-1 assigned to the water bending mode 
resulting from a NLCF procedure (Figure 3.5c) and (iv) a linear fitting procedure using 
the Gaussian function (Equation 2.13, Chapter 2) (Figure 3.5d). Figure 3.5e shows the 
pre-processed raw spectra along each grey line in the images. Images were generated 
from measurements conducted on an as received scCO2 processed PLGA microparticle 
and on the same PLGA microparticle, immediately after water had been brought into 
contact with it. 
3.6.1 Spatial Resolution Comparison 
In theory, the spatial resolution of a microscope is diffraction limited according to the 
Rayleigh criterion (Equation 2.10, Chapter 2) however in IR imaging systems 
employing a FPA detector, each detector unit is a not a point but 10 µm x 10 µm square 
and the wavelength of the incident light on each detector pixel is shorter than the 
detector size. Therefore in practice, the relation in Equation 2.10 is never observed 
directly. Furthermore, in the ATR experiment, the penetration depth (Equation 2.9, 
Chapter 2) can degrade the lateral resolution. Therefore for FPA imaging systems it has 
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been shown to be more appropriate to determine the spatial resolution based on real 
measurements [24,25,31,32].  
 
Figure 3.5 Data used to measure spatial resolution using the “step-edge” method 
for the dry PLGA particle (1st column of images and labelled 'DRY') and the same 
PLGA microparticle immediately after surrounding it with water as shown in 
Figure 3.2h (2nd column of images and labelled 'WET') for images processed using 
peak height (a) (PH), (b) MCR-ALS, (c) NLCF and (d) Gaussian. (e) The raw data 
along the grey arrow in each image from right to left with decreasing pixel 
number, respectively. 
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The practical method we have used is the ‘step-edge’ method which is based on the 
observation of a step change increase when the intensity of a selected wavelength is 
plotted along a chosen line parallel to one of the axes in the 2D image. This step shape 
represents the Line Spread Function (LSF) (Figure 3.5). The derivative of the LSF with 
respect to its variable (which is position or pixel number) is described as the Point 
Spread Function (PSF). The PSF is the response of the system to a point source and is 
generally considered to be an Airy function. The FWHM of the PSF gives the spatial 
resolution of the imaging system. Therefore, the FWHM of a Gaussian that is fitted to 
the PSF, as described by Offroy et al. [32] using an IR microscope calibration test 
sample the USAF (1951 1X 38257), has been used to define the spatial resolution in this 
thesis. Figure 3.5 shows the above mentioned steps being applied to images generated 
using peak heights, MCR-ALS, NLCF and linear Gaussian fits. 
A study on the effect of sample geometry on spatial resolution of the same ATR-FTIR 
imaging system used in this study has been conducted by Everall et al. [24] for convex 
solid objects. In their work it was determined that this imaging system with a calculated 
NA of ~2 was underestimating the size of 20-140 µm objects and approximating solid 
spheres, of varying dimensions, to be the same size (~30-35 µm). The authors 
postulated that this was due to the shallow evanescent wave penetration (Equation 2.9, 
Chapter 2) and blurring caused by the finite spatial resolution. Our experiment however 
is different when compared to such a case, as the sample is a rather soft solid which, 
with a gentle anvil pressure, provides a flat central area that is quite large (~100 µm) 
and the convex shape only occurs at the edges. As the main purpose of this work is not 
to estimate the real size of the microparticle, but to compare the output of univariate, 
hard and soft multivariate tools, the aim was to see how the different data analysis 
approaches impact upon measured spatial resolution and the sharpness of the interfaces. 
The measured spatial resolution for each of the data analysis methods is summarised in 
Table 3.1. 
Table 3.1 Summary of spatial resolution calculated using different image analysis 
approaches of the mid-IR image of a single PLGA microparticle under dry and 
wet conditions. All values are given in µm. 
Method Peak height MCR-ALS NLCF Gaussian peak fitting 
Dry 70.2±15.8 60.6±0.4 42.7±1.5 55.8±4.1 
In water (0 m) 52.4±4.7 48.8±4.1 48.6±4 49.2±4.9 
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Table 3.1 shows that the NLCF approach improves the measured spatial resolution of a 
mid-IR image when there is a large discrepancy between the refractive index in 
adjoining pixels, i.e. an air/polymer interface. It was shown by Lasch and Naumann that 
the application of Fourier self-deconvolution to IR microspectroscopy images had led to 
an improvement in the spatial resolution by improving the spectral resolution at each 
pixel [31]. The NLCF approach used here is also acting in a spectral resolution 
enhancement manner and the ability, when used in a supervised manner, to discriminate 
between species in adjoining pixels more readily than the peak height, MCR-ALS and 
Gaussian peak fitting approaches that limits the blurring effects at interfaces. This is 
likely to be mainly due to the optimisation algorithm (trust region) falling into local 
minima as a result of a lack of change between consecutive iterations due to the limited 
number of parameters in the Gaussian fitting protocol not allowing an improvement in 
fit, due to variations in the symmetry of bands between pixels. In order to make the 
algorithm robust for not only this but different data sets and as we know that IR bands 
are asymmetric, the Pearson IV function was chosen to be used despite the delay in 
computation time. The merits of using this function compared to Gaussian and/or 
Lorentzian function(s) is also discussed in Chapter 2, Section 2.1.3.2.3.3 and in [22] and 
[33]. 
When the refractive index change at an interface is small, such as when a PLGA 
microparticle is surrounded by water, the blurring of the interface is reduced and the 
spatial resolution determined by this step-edge approach is comparable between the 
NLCF, peak height and MCR-ALS approaches. 
3.6.2 Image Comparison 
To explore the relative merits of a number of different analysis approaches (univariate 
peak height image plotting, soft and hard multivariate modelling), the interaction of a 
single PLGA75/25 microparticle with water as a function of time at 70 °C was studied. 
The experiment is setup in such a way that the interaction between the particle and 
water will only occur at the interfaces being monitored. 
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Figure 3.6 (a) ATR-FTIR spectrum of a pixel on the left hand side chosen from the 
core of the particle from the first image collected immediately after surrounding 
the PLGA particle with water and (b) a set of false colour images representing 
temporal peak height distribution of PLGA on the top and water at the bottom. 
Figure 3.6 shows five false colour images obtained using the univariate peak height 
method and a spectrum taken from close to the 'dry' polymer/hydrated polymer interface 
in the t=0 image. From this spectrum one can see both of the bands used to determine 
the polymer distribution (the ester carbonyl at ~1745 cm-1) and the water distribution 
(the OH bending mode ~1635 cm-1). The two images at the extreme left show the 
distribution of polymer (top) and water (bottom), within the ATR field of view, 
immediately after the experiment was started. Even at this short time (data collection 
was ~5 minutes) there is evidence of an interface layer of hydrated PLGA around the 
particle, with an apparent concentration gradient from the particle centre outwards 
towards the aqueous media. As the contact time with water increases, a number of 
phenomena occur. Firstly the microparticle (defined by the red zone) initially appears to 
increase in size (2 h), which is indicative of swelling and the hydrated PLGA layer 
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(yellow) becomes thicker. Images collected at times exceeding 2 hours show the particle 
decreasing in size and the boundaries of the particle becoming less well defined. The 
complementary images pertaining to water concentration show an inverse relationship, 
as one would expect in a binary system. The changes to the interface layer as a function 
of time will be discussed later. It is clear however, that the overlap between the bands 
used to determine the distribution of the two components in this system must influence 
the sharpness of this image and increase the magnitude of the measured interface. 
Figure 3.7 shows the equivalent false colour infrared images for the same data described 
in Figure 3.6 this time, obtained using a MCR-ALS approach. In Figure 3.7a the 
spectral features shown to the left hand side of the images are the 'pure component 
spectra' for PLGA and water generated using this soft modelling method and are often 
referred to as factors. As one can see that the image quality (SNR, spatial resolution) is 
better when using 2 factors than when using 3 or 4 factors and the same as using 5 
factors as illustrated in Figure 3.7a, b, c and d, respectively. Therefore MCR-ALS 
software was ran for 2 factors and only these results were used in the following 
discussions. 
MCR-ALS data (Figure 3.7a) is in general agreement with the findings from the peak 
height measurement approach shown in Figure 3.6. Closer inspection indicates that the 
interfaces in this set of images are blurred as were those observed in the univariate data 
set (Figure 3.6) and less sharp than those obtained using the hard modelling approach 
(Figure 3.8). But this data set does exhibit improved SNR compared to the univariate 
data (Figure 3.6). The blurring of the interfaces is the result of the 'pure component 
spectrum' representing PLGA still displaying a feature at ~1635 cm-1 associated with 
water and due to the fact that the MCR factor for PLGA has fixed peak centres and band 
widths meaning they approximate rather than exactly replicate the spectrum at each 
pixel. The improvement in the SNR is the result of the elimination of water vapour in 
the pure spectral factors combined with the fact that the signal comes from many more 
spectral data points compared to the peak height data.  
It is important to note that MCR results might be improved by using different strategies 
that were not covered in this work and/or more soft constraints or hard constraints 
[34,35]. For example, as it will be discussed in Chapter 4, when the data were cropped 
down to 1820-1500 cm-1 zone which includes the PLGA carbonyl (~1745cm-1) and 
water įOH (~16γ5 cm-1) MCR results were improved. 
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Figure 3.7 MCR-ALS output using MCRv1.6 software utilising (a) 2 factors, (b) 3 
factors, (c) 4 factors and (d) 5 factors where calculated factor spectra are shown on 
the left and resulting images are shown on the right with increasing factor index 
from top to bottom respectively. 
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Another interesting, but rather lengthy, strategy that could have been considered was 
removing the solvent IR background contributions as developed and demonstrated by 
Kuligowski et al. [36] in liquid chromatography infrared detection. In their work the 
solvent background was estimated successfully and by two different methods; principal 
component analysis and simple-to-use interactive self-modeling analysis (SIMPLISMA) 
and after subtracting the estimated background contributions from their data sets, MCR-
ALS provided improved SNR and resolved overlapping chromatographic peaks. 
As the shape of the į(OH) band was shown to change from pixel to pixel in FTIR 
imaging data, it was anticipated that using the simple subtraction of a pure water 
spectrum at each pixel would introduce spurious peaks due to imperfect subtraction and 
hinder the MCR analysis. Therefore, for the purposes of this study and to keep the MCR 
analysis as a soft modelling approach, it was decided to use no prior information of the 
pure components and utilise the whole fingerprint region of the IR spectra (1820-1000 
cm-1) for the MCR-ALS analysis.  
Figure 3.8 shows 5 false colour images equivalent to those described in Figure 3.6 and 
Figure 3.7a. However, this time they were obtained using the nonlinear curve-fitting 
approach and are the result of the summation of the peaks, generated during the fitting 
process, that have been assigned to PLGA (upper row) and water (lower row). The data 
to the left of these images shows the 11 component peaks used to fit the spectrum, from 
the same pixel used to obtain the peak height and MCR-ALS data within the 
PLGA/water interface.   The dotted line denotes the synthetic spectrum generated from 
the combination of the fitted peaks, which matches the real spectrum at that pixel. The 
upper set of images shows the distribution of PLGA determined using all of the fitted 
peaks except the peak with a maximum at 1635 cm-1 which is used to obtain the 
distribution of the water within the ATR field of view. These images are, in general, in 
agreement with the data shown in Figure 3.6 in that they indicate the formation of a 
hydrated region around a dry PLGA particle that increases in thickness over the first 2 
hours and that this occurs concurrently with particle swelling. Closer inspection and 
comparison with the data in Figure 3.7a indicates that the interfaces and boundaries in 
this set of images are much sharper and the data exhibits less noise, i.e. there is less 
variation in colour intensity between equivalent pixels. 
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Figure 3.8 ATR-FTIR spectrum of a pixel chosen from the core of the particle 
from the 0 m wet image (a) and a set of false colour images representing temporal 
distribution of PLGA on the top and water at the bottom for NLCF method. 
This (apparent) improvement in resolution and SNR in each image is achieved by the 
elimination of contributions from overlapping features at each pixel such as other 
chemical species, instrument noise and atmospheric water vapour.  Another contributing 
factor to the broadening of the interfaces in the MCR-ALS images when compared with 
those generated using NLCF, is the fact that the NLCF peak centres are optimised for 
each peak within each pixel, whereas the MCR-ALS images used a fixed factor, with 
fixed peak centres and band widths. It is likely that during ALS optimisation, then a 
linear combination of the water and PLGA factors may give a better mathematical fit in 
some of the interface pixels resulting in a less well defined image, whereas the NLCF 
approach is better able to discriminate between water and PLGA. This does come at a 
considerable time and convenience penalty. The images shown in Figure 3.6 and Figure 
3.7 can be obtained in seconds and minutes, respectively, whilst the data shown in 
Figure 3.8 takes approximately 5 hours to generate using a PC with an Intel® CoreTM 
i7-2620M CPU @ 2.7 GHz and 8 Gb of RAM. In many applications this approach may 
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not be feasible due to a number of considerations such as time, CPU availability and, 
more importantly, spectral data which is too challenging to fit due to a lack of 
knowledge of the species within that system. Fortunately, an understanding of the 
components within this system, i.e. water and PLGA provides confidence in the peak 
assignments. The MCR-ALS approach facilitates the collection of false colour images 
in a few minutes and thus offers an attractive/acceptable compromise between the slow 
but accurate hard modelling methodology and the rapid univariate approaches. 
3.6.3 Interface Analysis 
The generation of false colour images using the peak height approach which is the most 
practical and therefore common way, from the mid-infrared imaging dataset highlighted 
here (Figure 3.6), facilitates the rapid assimilation of trends in physical processes such 
as particle swelling, particle shrinkage, hydration layer formation etc. but cannot readily 
be used to obtain quantitative information about such processes. This can be 
problematic when a particle is not uniform in shape and often the dimensions are 
estimated by assuming a particular geometry (circle, square etc.) that may not be 
appropriate. To compare the quality of the output generated using the NLCF approach 
with standard image generation strategies (peak heights and MCR-ALS) it is 
appropriate to compare the findings along the centre line across the particle as a 
function of time.  
When water is introduced into this system, there exist domains where only water is 
measured, others where polymer is the dominant signal and others where a clear mixture 
of water and polymer are observed; a hydrated zone. Determining the exact point where 
each domain ends and another domain begins is somewhat arbitrary, but some form of 
definition is necessary if one is to quantitatively compare data extracted from images 
generated using different approaches. Therefore to facilitate comparison between data 
analysis approaches two parameters that can readily be extracted from each polymer 
response profile; namely the full width at half maximum height (A) and the region of 
the right hand side of the profile where the polymer intensity is <90% of its maximum 
value and >10% of its minimum value (B) have been defined. Figure 3.9 shows a 
typical polymer response profile and the parameters A and B derived from that profile 
using the NLCF approach. 
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Figure 3.9 A PLGA line profile for NLCF processed t=0 m image showing the 
derivation of the parameters (A) full width at half maximum height of the 
normalised PLGA signal and (B) the dimension of the right hand side interface. 
Figure 3.10a and b show peak height values extracted from across the centre line (from 
left to right) of the pre-processed and peak height generated water and PLGA images 
shown in Figure 3.6. Figure 3.10a shows the evolution of the intensity of the water peak 
at each pixel across the image as a function of time and Figure 3.10b shows the 
associated normalised plot of the PLGA from which full width at half height, parameter 
'A' , can be observed. The evolution of the dimension of the right handside water 
polymer interface, parameter ‘B’, and FWHε, parameter ‘A’, are plotted in Figure 
3.10c and d, respectively. 
From Figure 3.10a it is possible to observe that the overall water concentration across 
the particle increases as a function of time as one might reasonably expect; rising from 
an intensity ~15% of its maximum value at the local minimum at t=0 h to a value of ~75% 
of its maximum value at the local minimum at t=9 h. The profile at t=0, which is ~5 
minutes after the particle has been subjected to water, indicates that the initial ingress of 
water into the particle is rapid, most likely due to the porous nature of the scCO2 
processed starting material. The shape of the profile initially appears to be fairly 
uniform and becomes less so as time progresses which may reflect the irregular shape of 
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the particles. It is likely that initial compression onto the ATR crystal may make the 
analysed surface uniform (the ATR experiment collects data from the first 2-10 µm in 
direct contact with the crystal) but as the particle hydrates, swells and hydrolyses, the 
signal obtained via the ATR crystal will depend on the volume of the particle directly 
above the evanescent field and how it swells and or moves, potentially resulting in a 
loss of uniformity. It is also important to note that one can observe the decrease in SNR 
overtime by following smoothness of the peaks in Figure 3.10a because as time 
progresses each line profile fluctuates more than previous one. 
 
Figure 3.10 (a) The normalised change in the intensity of the water peak at each 
pixel across the image as a function of time, (b) the normalised plot of intensity of 
the polymer particle, (c) the evolution of parameter 'A' as a function of time and 
(d) the evolution of the parameter 'B' as a function of time for the peak height 
derived images. 
Figure 3.10b shows the complementary data to that in Figure 3.10a relating to the 
intensity of the polymer particle extracted from across the centre line of the peak height 
generated images. As the particle swells, the concentration of polymer measured within 
any given pixel will decrease and the concentration of water within that same pixel will 
increase. Therefore the intensity of the polymer peak (which should be the inverse of 
the water peak in this binary system) would provide an indication of the degree of 
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swelling in the z-direction. Instead, here the change in width of the normalised intensity 
of the peak height of polymer peak as a function of time is used to provide an indication 
of the degree of swelling in the y-direction. This data is normalised as it facilitates the 
observation of the change in full width at half height maximum (FWHHM) better than 
the equivalent data with the non-normalised y values, which decrease over time. For the 
peak height derived images one can clearly see the width of this peak increasing as a 
function of time and this is plotted in Figure 3.10c.  
As described above, a hydrated zone 'B' has been defined where both the water intensity 
and the polymer band intensity are below a certain threshold (10% of the maximum 
value). Figure 3.10c shows the plot of the B zone for the peak height derived images as 
a function of time. The size of this zone increases quite dramatically over the course of 
this experiment, with dimensions around 70 µm at t=0 and expanding to 140 µm at t=9 
h. This increase in thickness of the outer hydration layer is an interesting finding and in 
broad agreement with confocal fluorescence images generated by Bajwa et al. [37] of 
hydrating HPMC tablets. In the HPMC system an outer hydration layer of ~100 µm 
increasing to 200 µm was measured over the course of a 'wetting' experiment. Clearly 
the timescales are different between the two systems due to the inherently different 
hydrophilicities, but nonetheless this adds credence to the nature of these measurements 
and the definition of B. 
Figure 3.11a-d show data comparable to that presented in Figure 3.10, this time derived 
from the MCR-ALS generated images shown in Figure 3.7a. Figure 3.11a and Figure 
3.11b show the evolution of the water intensity and the normalised plot of the polymer 
factor  intensity respectively. The shape and the intensities of the profiles in these 
figures are similar to those derived from the peak height measurements, but there was 
less noise in the MCR derived data (most evident in comparison to Figure 3.10a) 
particularly at longer time points, where the band intensities of the polymer peaks are 
quite low. This improvement of SNR occurs because the peak height data is derived 
from a single point and the MCR-ALS data is derived from a large number of data 
points. There is perhaps some evidence of the polymer band intensity profile being less 
sharp at longer time points and at its maximum, which could be related to the 
contribution of water within the extracted pure factor associated with the polymer 
(MCR Factor 2 in Figure 3.7a) and will also be a function of the fixed lineshape of 
factor with its associated peak maxima and minima which will not be able to exactly 
match the spectrum at each pixel. 
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Figure 3.11 (a) The normalised intensity of the water peak at each pixel across the 
image as a function of time, (b) the normalised plot of intensity of the polymer 
particle, (c) the evolution of parameter 'A' as a function of time and (d) the 
evolution of the parameter 'B' as a function of time for the MCR-ALS derived 
images. 
Both the B values (Figure 3.11c) and the full width at half maximum height values 
(Figure 3.11d) as a function of time are very similar to those shown in Figure 3.10c and 
Figure 3.10d. This indicates that there is perhaps no significant improvement in the 
quality of output obtained for this system when performing an MCR-ALS analysis on 
the data when compared to the more rapid peak height approach. Of course the MCR-
ALS method can be used without any prior knowledge of the system; therefore there is 
no need to identify a peak specific to each component within it, which could be 
advantageous in some instances. 
Figure 3.12a-d show data comparable to that shown in Figure 3.10 and Figure 3.11, this 
time derived from the NLCF generated images (Figure 3.8). Figure 3.12a shows the 
intensity of the curve fitted water band as a function of time. Both the intensities and 
width of these profiles are somewhat different to those observed in those derived from 
the peak height (Figure 3.10a) and MCR-ALS (Figure 3.11a). Firstly the intensities are 
generally higher than those observed for the data derived using the other two 
approaches, this is more pronounced at short times, with the values at t=0 being 
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approximately 30% of their final intensity (c.f. 15% for both peak heights and MCR-
ALS). 
 
Figure 3.12 (a) The increase in the intensity of the water peak at each pixel across 
the image as a function of time, (b) the normalised plot of intensity of the polymer 
particle, (c) the evolution of parameter 'A' as a function of time and (d) the 
evolution of the parameter 'B' as a function of time for the NLCF derived images. 
Some explanation was found in the consideration of the factors/bands used to generate 
the initial images from which these line profiles were generated. In the case of the peak 
height data, it is clear that the vector normalisation and baseline correction has enhanced 
SNR of the images (Figure 3.2), but it is entirely feasible that this will exert some 
influence on the intensity values generated for each spectrum within a given pixel.  
In the case of the MCR-ALS the extracted pure factor for the polymer contains a 
contribution from water (Figure 3.7a) and therefore when the scores at each pixel for the 
pure water factor are calculated then they will be underestimated. As the NLCF 
approach is able to generate both a pure water signal and a pure polymer signal free 
from interference, it is anticipated that the intensities presented in these profiles will be 
more likely to match the true concentration profile. 
Figure 3.12b is also somewhat different to the analogous peak height and MCR-ALS 
data; in that it is narrower and different in shape.  Once more it is the convolution of the 
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water and polymer bands in both the peak height and MCR-ALS spectra that contributes 
to the broadening of this profile, relative to the NLCF data. 
Figure 3.12c shows the increase in the B zone dimension as a function of time. The 
values plotted here are lower than those obtained via both the peak height and MCR-
ALS approaches and the error determined at each time point is somewhat lower than the 
corresponding values for the other two methods. This is a clear indication of the ability 
of the NLCF procedures to eliminate noise from the processed images. Figure 3.12d 
shows the FWHM of the normalised polymer band profile generated from the NLCF 
images (Figure 3.8) and this also shows a reduction in width in comparison with the 
analogous data generated using the other two methods. The reduction in size of the B 
zone and the FWHM in comparison with the data generated using peak heights and 
MCR-ALS is a reflection of the ability of the NLCF method to discriminate between the 
water and polymer contributions at each pixel, reducing the blurring effect of 
convoluted spectra. 
3.6.4 Degradation Rate Calculation 
PLGA microparticles are widely used as sustained delivery vehicles, where the rate of 
hydrolysis will control the release rate in both diffusion and erosion scenarios (Figure 
1.1, Chapter 1). Parameters that govern the hydrolytic degradation of PLGA include 
molecular weight, structure and morphology and PLGA degradation dynamics. FTIR 
spectroscopy has routinely been used to follow hydrolysis kinetics, but this is the first 
time that such measurements have been undertaken on single microparticles in this 
manner.  Two infrared bands have been observed at ~1452 cm-1 and ~1424 cm-1 that 
correspond to the antisymmetric bending of CH3 from the lactic acid units and the 
symmetric bending of CH2 from the glycolic acid units of the PLGA polymer. The 
relative intensities of these two bands can be used to estimate the relative quantity of 
glycolic and lactic acid units present in the polymer and has been used to determine the 
rate of hydrolysis of the two co-polymer segments within the same experiment. Work 
by Vey et al. [8] has shown that the lactic acid units hydrolyse ~1.3 times slower than 
the glycolic acid units. Unlike large-sized (a few mm) PLA/GA polymer devices, 
microspheres less than 300 µm in diameter have been shown to undergo homogeneous 
degradation with the rate of degradation of the core being equivalent to that at the 
surface [38,39]. Therefore rate constants from different regions within a microparticle 
would be expected to give the same calculated rate. 
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Figure 3.13 Typical single pixel and averaged (over 5x5 pixels) spectra of pre-
treated raw ((a) and (b)) and non-linear curve fitted ((c) and (d)) data. Spectra 
from bottom to top were obtained at t=0, t=2h, t=5h, t=7h and t=9h, respectively. 
Figure 3.13 shows typical single pixel spectra (Figure 3.13a), spectra resulting from the 
binning of 5x5 pixels (Figure 3.13b), the resultant peak fits from a single pixel (Figure 
3.13c)) and the result of peak fits from the binning of 5x5 pixels (Figure 3.13d) which 
have been used to calculate the rate constants. It is important to note that 5x5 pixel 
regions are within the microparticle and 5 pixels apart from each other and the single 
pixels are chosen from the centre of these 5x5 regions of interest, therefore standard 
deviation between the triplicates of regions and pixels are not influenced by any 
neighbourhood effects. 
To compare the relative merit of each of the data analysis approaches used in this study, 
the hydrolysis rates for both the glycolic and lactic blocks independently within the 
same experiment have been calculated. MCR-ALS was unable to provide pure 
component spectra for both the lactic and glycolic segments of PLGA, probably due to 
the nature of the iterative extraction process. MCR-ALS relies on variance within 
spectral data sets to extract pure component factors and as the ratio between the glycolic 
and lactic units during hydrolysis is constant throughout the experiment (i.e. the data is 
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co-linear) the algorithm does not detect any variance. Consequently a single 'PLGA' 
pure component is generated.  
Hard constraints such as pure spectra and/or different compositions of pure PLGA 
spectra were not used as initial estimates of the MCR-ALS factors in the image set. 
Each of these would have been valid approaches however were beyond the scope of this 
work which was to compare soft and hard modelling approaches without prior 
knowledge of component spectra. 
Hydrolysis rate constants for the lactic units (kL) and the glycolic units (kG) were 
calculated using both the peak height data and the NLCF data from the logarithmic plot 
of peak intensity versus degradation time (Figure 3.14) using the band ~1452 cm-1 for 
the lactic units and that at ~1424 cm-1 for the glycolic units, using the spectra shown in 
Figure 3.13. First order kinetics as defined in Equation 3.4 and Equation 3.5 were 
assumed;                Equation 3.4 
for the lactic unit and,                Equation 3.5 
for the glycolic unit. 
Rate constants were calculated by selecting the spectrum (or extracted factor) at 3 
random pixels within each image. For comparison, the same positions were used for 
each of the peak height and NLCF image analysis approaches and the mean of the three 
values are shown in Table 3.2. 
Table 3.2 List of degradation rate constants of the glycolic and lactic units in day-1 
calculated for triplicates of averaged 5x5 pixels and single pixel spectra using peak 
height values and curve fitted area values over the course of the 9 h hydrolysis 
experiment. Errors quoted are the standard deviation of 3 measurements taken 
from 3 different regions of the same particle. 
5x5 pixels Single pixel 
Method kL kG kL kG 
Peak Height 1.13±0.2 1.41±0.35 0.9±0.53 1.53±0.98 
NLCF 1.47±0.1 2.06±0.13 1.29±0.21 1.67±0.34 
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Figure 3.14 First order kinetic plots used to determine the hydrolysis rates for (a) 
peak height data using single pixels, (b) peak height data using binned 5x5 areas, (c) 
MCR-ALS data from single pixels, (d) MCRALS data using binned 5x5 areas, (e) 
NLCF data using single pixels and (f) NLCF data using binned 5x5 areas. 
Rate constants were also determined by binning the spectra/factor score from 3 areas of 
5x5 pixels from random regions within each image. Once more the same regions were 
used for each of the peak height, MCR-ALS and NLCF image analysis approaches and 
the calculated rate data (where possible) are shown in Table 3.2 and are the result of the 
mean of three values. 
The same hydrolysis experiment was also repeated for 2 other scCO2 processed PLGA 
75/25 microparticles in order to evaluate the reproducibility and accuracy of the 
degradation rate calculation using images obtained from such experiment. Figure 3.15a 
and b show the peak height images of the PLGA particles and water distribution for 
selected time points. It can be seen that it takes longer for the microparticle in Figure 
3.15a to degrade completely (~12 h) whilst the other 2 relatively smaller microparticles 
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in Figure 3.15b degrade in a somewhat similar time frame (~9 h) to the previously 
discussed microparticle (Figure 3.6b). 
 
Figure 3.15 A set of false colour images representing temporal peak height 
distribution of two PLGA 75/25 microparticle(s) on the top and water at the 
bottom, in both (a) and (b), respectively. 
However as one would expect the degradation rate of the particles is very close to 
eachother as listed in Table 3.3. These experiments shown in Figure 3.15 and the 
calculated degradation rates listed in Table 3.3 have shown that such hydrolysis 
experiment was reproducible and confidence was established in the accuracy of the 
degradation rate calculation. 
Tracy et al. [40] studied the degradation of poly(lactide-co-glycolide) microspheres in 
vivo and in vitro and determined degradation rate constants by measuring the polymer 
molecular weight as a function of time by gel-permeation chromatography. They found 
that the in vivo degradation rate was higher than in vitro degradation one. Their 
calculations of in vivo rate constant by GPC analysis for ester capped and uncapped (-
COOH) PLGA50/50 microspheres were 0.033±0.006 day-1 and 0.13±0.05 day-1 
respectively. 
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Table 3.3 List of degradation rate constants of the glycolic and lactic units in day-1 
calculated for six of averaged 5x5 pixels and single pixel spectra using peak height 
values of glycolic and lactic units over the course of the 2 hydrolysis experiments 
shown in Figure 3-15. Errors quoted are the standard deviation of 6 measurements 
each taken from a different region of the same particle in each image set. 
5x5 pixels Single pixel 
Experiment kL kG kL kG 
Figure 3.15a 1.09±0.2 1.31±0.31 0.96±0.44 1.43±0.73 
Figure 3.15b 1.21±0.18 1.48±0.33 1.02±0.31 1.48±0.44 
 
Considering that the PLGA microparticle studied here was scCO2 processed therefore 
very porous, and a calibration (i.e. %GA or %LA versus IR absorbance) was not 
considered as in [8], due to having one polymer composition, the k values calculated are 
in reasonable agreement with each other and with the values determined by Tracy et al. 
[40] and, as one might anticipate, the error obtained when calculating rate constants by 
binning a number of spectra is somewhat lower than that obtained from a single pixel. 
The errors are larger for the peak height derived calculations than those from the NLCF 
measurements. It is also clear that the ratio of the rate constants calculated for the lactic 
and glycolic groups is also comparable with that determined by Vey et al. [8]; the ratio 
of rate constants were determined to be 1.2 (peak height binned pixels), 1.7 (peak height 
single pixels), 1.4  (NLCF binned pixels) and 1.3 (NLCF single pixels). Interestingly the 
error determined for the k calculations for the MCR-ALS processed images seemed to 
be independent of the number of pixels used to determine them. It is unclear if this 
finding is real or an anomaly of the pixels chosen to make the measurements.  
3.7 Conclusions 
The real-time hydrolytic degradation of a scCO2 processed PLGA microparticle has 
been demonstrated using ATR-FTIR imaging for the first time. After pre-processing, 
the SNR was sufficient to monitor the swelling, shrinking and degradation of the 
microparticles using the rapid peak height measurement. However quantitative 
information such as hydrated layer size, FWHM of the particle was calculated with 
smaller errors when multivariate analyses were employed. Both multivariate approaches 
considered, hard (NLCF) and soft (MCR-ALS) improved the spatial resolution of the 
images compared to peak height measurements. 
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The supervised NLCF approach has been shown to have several advantages over 
traditional peak height measurements and a commonly applied multivariate tool; MCR-
ALS. Firstly the application of NLCF routines to such data has been shown to enhance 
the spatial resolution within a sample with (a) overlapping spectral signals and (b) 
containing interfaces with large discrepancies in the refractive index (i.e. air/polymer). 
Secondly it has been shown to improve SNR and sharpen features such as interfaces in 
the processed images, due to its ability to discriminate between different species in a 
mixture, this is particularly pronounced when one compares this approach to standard 
peak height measurements. Thirdly unlike MCR-ALS the approach is not influenced by 
colinearity, therefore supervised NLCF can be used to extract chemical information 
from species changing at the same ratio during a kinetic process such as hydrolysis. 
Finally the high SNR at each pixel readily facilitates the calculation of rate constants 
from a single pixel with a low error when compared to traditional peak height 
approaches. All these advantages come at a significant time penalty; the NLCF 
algorithm described takes ~5 hours to extract information from a single mid-IR image 
containing 4096 spectra, this compares to ~2 seconds for peak height analysis and ~1 
minute for MCR-ALS on the same image using the same PC. 
With the help of fast developing computing hardware power, the supervised NLCF 
method developed in this project can be a useful IR imaging analysis tool providing 
high resolution images and quantitative analysis for many more cases particularly where 
hard modelling is the only option such as deconvoluting protein spectra when searching 
for changes in secondary structure. Also, as shown for calculating the degradation rate, 
the precision of pixel data may be useful to compensate the time penalty of the NLCF 
analysis when monitoring kinetic processes, as it can be applied to a limited number of 
pixels from a series of images to obtain rates. And as for the wet images MCR-ALS 
provides a spatial resolution that is close to that of NLCF, MCR-ALS processed images 
could be used for the qualitative image comparisons instead of NLCF. This aspect of a 
combining multivariate analysis, i.e. the use of both MCR-ALS and NLCF analyses to 
determine quantitative information from large image sets for different batches of a 
number of samples, is further discussed in the following chapter. 
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4 Investigation of Factors Influencing the Hydrolytic Degradation of 
Single PLGA Microparticles 
4.1 Introduction 
As described in Chapter 1, PLGA is a random copolymer of Poly(glycolic acid) (PGA), 
poly(lactic acid) (PLA), and is a U.S. Food and Drug Administration (FDA) approved, 
biodegradable [1,2] synthetic polyester that is physically strong and highly processable 
[3]. PLGA has suitable properties for biomedical applications as a scaffold [4,5] and in 
controlled release drug delivery systems [6-8]. As outlined in Section 1.2 of Chapter 1, 
PLGA has been comprehensively studied as carrier matrix for macromolecules such as 
proteins and peptides which are considered promising for the treatment of a range of 
conditions such as cancer, human growth deficiency, and multiple sclerosis [9,10]. 
Understanding polymer degradation is pre-requisite for modifying the performance of 
any biodegradable polymeric drug delivery system. PLGA degrades via chain scissions 
of ester bond linkages in the polymer backbone by hydrolytic attack of water molecules. 
Lactic acid and glycolic acid, are the end products of degradation and after hydrolysis 
they are metabolised or ejected by the body [11,12]. The degradation and drug release 
rate mainly dependent on the carrier matrix, PLGA. The ratio of glycolic acid used to 
control the hydrophilicity of the matrix, particle size and morphology, temperature, and 
to a lesser extent molecular weight are the critical parameters in the rate of hydrolysis.  
Factors affecting the hydrolytic degradation of PLGA devices that were in the form of 
microspheres [13,14], porous scaffolds [15], dense films [16,17] and cylinders [18] have 
been widely studied, but not using FTIR imaging which provides visual evidence of the 
morphological changes and chemistry during hydrolysis. 
The hydrolytic degradation of devices based on lactic and glycolic acid polymers with 
different sizes (a few mm to µm) have been comprehensively investigated in vivo and in 
vitro by Vert et al. and a heterogeneous degradation mechanism in mm-sized devices 
was reported; characterized by a rate of degradation in the core which is greater than 
that at the surface of the device [19,20]. Interestingly Alexis et al. reported a 
homogeneous mode of degradation, with uniform rates of degradation throughout 40x25 
mm2 PLGA films. Furthermore a recent report, by Vey et al. who studied mm size 
PLA/GA polymer discs by FTIR and Raman spectroscopies [21], was supporting the 
heteregenous mode degradation in such devices.  
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Although the general assumption is that macroscopic PLGA devices degrade 
heterogeneously, unlike mm size devices, microspheres less than 300 microns in 
diameter have shown a homogeneous degradation with the rate of degradation of the 
core being equivalent to that at the surface [20,22]. Morphological assessment of 
microspheres from in vivo studies was shown to support the picture of homogeneous 
hydrolytic degradation of microspheres of PLGA copolymers [23]. Therefore 
biodegradation of the PLGA microparticle studied here was expected to occur through a 
homogeneous hydrolytic chain cleavage mechanism where the rates of polymer 
degradation are similar for both the surface and the bulk of the microparticles. 
Pharmaceuticals often have to be sterilised before use and, Ȗ-irradiation is a well-
established method for sterilising polymeric microparticle drug delivery systems [24]. 
Because each polymer may respond differently to ionizing radiation, it was found 
essential to determine any effects that this process may have on the drug carrier, PLGA 
which makes up almost 90 wt% of the formulation studied in this thesis. Therefore this 
chapter outlines a study to determine the maximum dose that can be administered to 
sterilize PLGA 50/50, the drug carrier matrix, and the effect of such sterilisation method 
on the physiochemical evolution of the polymer during hydrolysis. 
Using the experimental procedure and relevant image analysis methods developed in 
chapter 3, the real-time hydrolysis of un-processed and gamma irradiated PLGA50/50 
polymer at 70 ºC and scCO2 processed PLGA copolymer microparticles with L/G molar 
compositions of 100/0, 75/25 and 50/50 were studied at 50 ºC and 70 ºC. The effect of 
scCO2 process, gamma irradiation, monomer ratio and temperature on the hydrolysis of 
PLGA microparticles was investigated to facilitate a better understanding of the 
physiochemical factors affecting the hydrolysis rate and the morphological changes of 
the PLGA polymers by which the drug release behaviour is governed.  
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4.2 Experimental 
4.2.1 Materials 
PLGA RG502H (50/50 lactide/glycolide, I.V. 0.16-0.24, Bohringer-Ingleheim), PLGA 
RG752H (75/25 lactide/glycolide, I.V. 0.16-0.24, Bohringer-Ingleheim) PLA R202H 
(100/0 lactide/glycolide, I.V. 0.16-0.24, Bohringer-Ingleheim), pharmaceutical grade 
CO2 (BOC Special Gasses) were used as received.  Lactic acid (DL-Lactic acid, 
W261114, Sigma-Aldrich Company Ltd.) was dried at 70 ºC for 1 day before use. 
Water used in the experiments was purified using a ELGA Purelab option-R water 
distiller (Up to 15 εΩ-cm, Type II water) and degassed using a Fisherbrand FB11004 
ultrasonic bath at the relevant temperature (50 °C or 70 °C) using 100% ultrasound 
power for 15 minutes. 
4.2.2 CriticalMixTM Processing of PLGAs 
Each batch of formulation used in this study was prepared at CPL following the general 
procedure as described in Chapter 3, Section 3.2.2. 
4.2.3 γ-Irradiation 
Un-processed PδGA50/50 polymer was Ȗ-irradiated at 25 and 100 kGy total dose in air 
by Synergy Health PLC (Swindon, UK) as described in Chapter 2, Section 2.7. 
4.2.4 Scanning Electron Microscopy 
To investigate the morphology of the PLGA microparticles, SEM analyses were 
performed as described in Section 2.3 in Chapter 2. 
4.2.5 Molecular Weight Determination 
The molecular weight (Mw) and molecular number (Mn) of the un-processed PLGA 
50/50, PLGA 75/25, PLA and un-processed but gamma-irradiated PLGA 50/50 were 
determined by Gel Permeation Chromatography (GPC) using a PL-120 (Polymer Labs) 
with a differential refractive detector, as described in Chapter 2, Section 2.9.1.2. 
4.2.6 DSC 
Glass transition temperature (Tg) of the un-irradiated and un-processed PLGA 50/50, 
PLGA 75/25, PLA and un-processed but gamma irradiated PLGA50/50 was measured 
as described in Section 2.8, Chapter 2. 
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4.2.7 Macro ATR-FTIR imaging of reactions with the Golden GateTM Sampling 
Accessory 
Each hydrolysis experiment was setup and data was collected under the conditions 
described in Chapter 3, Section 3.2.4 at 50 °C or 70 °C as indicated. 
4.3 Data Processing 
The raw images were cropped between 1820 and 1000 cm-1 which provided a number of 
characteristic bands associated with PδGA and also included the water į(OH) peak 
~1635 cm-1 and pre-processed as described in Chapter 3, Section 3.3. Water and PLGA 
images were then generated using MCRv1.6 as described in Chapter 3, Section 3.5.1. 
The data used to generate line profiles to investigate polymer-water interfaces and to 
calculate the degradation rate constants were NLCF processed as described in Chapter 
3, Section 3.5.2. Since the error obtained when calculating rate constants by binning a 
number of spectra (5x5 pixels) was found to be lower than that obtained from a single 
pixel, as discussed in Section 3.6.4 in Chapter 3, three regions of interest were selected 
from each experiment, for each sample and binned spectra of these regions were used to 
calculate rate constants. 
4.4 Results and Discussion 
4.4.1 The Effect of scCO2 Process on Morphology and Hydrolytic Degradation of 
PLGA Microparticles 
As detailed in Chapter 1, it is a well-known finding that scCO2 processed polymer 
microparticles possess a porous morphology mainly because the escaping CO2 form 
bubbles that push against the solidifying polymer [25-27]. The only difficulty of this 
process may be that the escaping CO2 must be controlled well in order to avoid 
macroporosity. However for the CriticalMixTM process, the porosity and particle size 
were shown to be controllable parameters as by changing the temperature or pressure of 
the scCO2 in the mixing vessel, the viscosity of the liqueﬁed mixture was shown to be 
changing signiﬁcantly, allowing to further control of particle size and morphology [25]. 
And porosity is a key advantage in producing micron sized drug delivery devices 
because it enhances the diffusion based release of the drug molecules as a result of 
increased surface area.  
The effect of scCO2 process on the microparticle morphology was investigated using 
SEM which is a well-established imaging modality used in the microscopic 
characterisation of particles and other polymer surfaces [28]. Figure 4.1a shows SEM 
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images, obtained under same conditions from the particles that were coated at the same 
time under same conditions, of two un-processed PLGA 50/50 polymers and two SEM 
images of the CriticalMixTM processed of the same polymer microparticles are shown in 
Figure 4.1b. As one can immediately observe, in Figure 4.1b the particles have a lot of 
pores that are about a few µm and in comparison the un-processed microparticles in 
Figure 4.1a are rather flake shaped with very rough surface topography that appears to 
look like a very fine mesh, that would certainly allow less solvent ingress (or water in 
the case considered here) when exposed to it. Considering these SEM results it can 
verified that the scCO2 process does create porosity, however no macroporosity could 
be observed which indicates the success of the CriticalMixTM process. 
 
Figure 4.1 A set of SEM images of 2 particles in each row showing un-processed (a) 
and CriticalMixTM processed (b) PLGA 50/50 microparticles. 
In order to facilitate an insight to the effect of scCO2 process (which resulted in a 
porous structure) on hydrolytic degradation behaviour of the PLGA 50/50 polymer, 
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FTIR imaging in ATR mode was studied as demonstrated in Chapter 3. The real-time 
hydrolytic degradation of two PLGA 50/50 microparticles; un-processed and 
CriticalMixTM processed, were placed on to the ATR crystal and their interaction with 
water was monitored at 70 °C. 
Figure 4.2a and b show the temporal distribution of MCR-ALS scores obtained for 
PLGA 50/50 at the top and water at the bottom, for an un-processed and a 
CriticalMixTM processed microparticle, respectively. The 0 m images in both Figure 
4.2a and b were collected over a period of ~ 5 m immediately after the water was added 
into the system. Even within this short collection time, as one could observe there is 
evidence of an interface layer of hydrated PLGA surrounding both the processed and 
un-processed particle, with an apparent concentration gradient from the particle centre 
outwards towards the water rich zone. It is evident that water ingresses immediately into 
the whole field of view, possibly between the particle and ATR crystal regardless of 
porosity. However although the water concentration is quite low (but not zero) in the 0 
m images of both particles as indicated by the blue colour in the centre (or core), at the 
following time points, it can be observed that there is much more water with in the 
centre of the processed microparticle (turning from light blue to green as time proceeds) 
in comparison to the un-processed particle (a dark blue area that is decreasing size as 
time proceeds). And in the PLGA images that anticorrelate with the water images in 
both Figure 4.2a and b show a decrease in the size of the core region (red zone) in the 0 
m images with increasing time points. However when one compares the last 3 PLGA 
images of un-processed and processed microparticles, it can be seen that after ~6 h the 
core of the processed particle almost completely disappears turning to yellow and light 
blue in 6.5 h and 8 h images respectively whereas a red zone at the centre of the un-
processed microparticle still exists even after 9 h of water contact. 
As discussed in Chapter 3, when water was introduced into the system, there were 
domains where only water is measured, others where polymer is the dominant signal 
and others where a clear mixture of water and polymer were observed; a hydrated zone. 
Therefore to facilitate better comparison between different microparticle systems, two 
parameters that were shown to be readily extracted from each polymer response profile 
in Chapter 3; namely the full width at half maximum height (A) and the region of the 
right hand side of the profile where the polymer intensity is <90% of its maximum value 
and >10% of its minimum value (B) (Figure 3.9 in Chapter 3). 
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Figure 4.2 False colour IR images representing temporal distribution of un-
processed PLGA50/50 on the top and water at the bottom (a) and analogous 
images of the same but scCO2 processed microparticle. 
These parameters were both determined for the microparticles studied here. The 
parameters B and FWHM were generated using the NLCF algorithm for 3 consecutive 
parallel lines along the core of the microparticles as it provided slightly better spatial 
resolution in comparison to MCR-ALS images, and although this enhancement was not 
found necessary for generating the full image sets, due to the time penalty, NLCF 
processing of 3 lines of 64 pixels was deemed to be affordable. 
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Figure 4.3 The evolution of the parameter ‘B’, as a function of time on the left and 
the evolution of parameter 'A', FWHM, as a function of time on the right hand 
side for the un-processed (a) and CriticalMixTM processed (b) PLGA 50/50. 
Figure 4.3a shows the evolution of the right hand side hydrated zone (B) and FWHM of 
the unprocessed microparticle. Although an increase in the hydrated zone is observed 
over time, the FWHM of the particle appeared to be quite steady; not showing much 
swelling or decrease in size, indicating very little amount of water ingress in to this zone 
as discussed previously. Figure 4.3b shows the analogous plots of B and FWHM this 
time for the CriticalMixTM processed microparticle. The change of the size of the right 
hand side hydrated layer or B seems to be very similar to that of the un-processed 
particle in Figure 4.3a. This could indicate that the magnitude of the hydrated zone was 
independent on porosity however it should also be noted that this argument is only valid 
within a regime with a spatial resolution of ~43 µm and if there was any difference less 
than this it would be difficult to probe or compare. The FWHM of the processed 
microparticle is quite different to that of the unprocessed microparticle in that after an 
initial swelling it decreases to a much greater extent in comparison. This was thought to 
be an indication of more water accessing to the core through the pores, causing faster 
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degradation and hence the greater decrease in its FWHM compared to that of un-
processed microparticle. 
As demonstrated in Chapter 3, using the relative intensities of  two infrared bands at 
~1452 cm-1 and ~1424 cm-1 that correspond to the antisymmetric bending of CH3 from 
the lactic acid units and the symmetric bending of CH2 from the glycolic acid units of 
the PLGA polymer that were deconvoluted by NLCF method, the relative quantity of 
glycolic and lactic acid units present in the polymer was shown to be used to determine 
the rate of hydrolysis of the two co-polymer segments within the same experiment. 
Using the same procedure for 3 5x5 binned pixels of selected regions within the 
temporal image sets the degradation rate constants were calculated for both processed 
and un-processed PLGA 50/50. Calculated rate constants for lactic and glycolic units 
for the 2 polymers at 70 °C are listed in Table 4.1.Un-processed PLGA 50/50 was found 
to degrade slower than processed, which is expected as processed samples are more 
porous. This result was in agreement with those obtained by Odelius et al. [15] who 
studied hydrolytic degradation of polylactide (PLA) scaffolds with porosities above 90% 
and different pore size ranges. They showed that both porosity and pore size was 
regulating the degradation rate of porous PLA scaffolds and that the degradation rate of 
the porous structures was decreasing with decreasing pore size.  
Table 4.1 List of calculated degradation rates in day-1 for glycolic and lactic units 
and their ratios for unprocessed and processed PLGA50/50. 
PLGA 50/50 kL kG kG/kL 
Un-processed 0.98±0.12 1.26±0.14 1.28 
CriticalMixTM Processed 1.71±0.21 2.27±0.24 1.32 
 
Also for both microparticles, glycolic units were found to degrade ~1.3 times faster than 
lactic units. It was interesting that although polymer morphology was shown to have an 
impact on degradation rate and swelling behaviour as discussed previously, the lactic 
and glycolic units were found to degrade at an almost constant rate with respect to each 
other which was independent of the morphology. This agrees with the findings  reported 
by Vey et al. that glycolic units were found to degrade ~1.3 times faster than the lactic 
units in a range of PLGA films [16] in phosphate buffer solution. Therefore it was 
anticipated that although the degradation rate of the glycolic and lactic units and the 
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hydration and swelling behaviour was dependent on size and morphology of the PLGA 
device, the ratio between degradation rates of the glycolic and lactic units was not. 
4.4.2 The effect of Composition and Temperature on Hydrolytic Degradation 
Kinetics of scCO2 processed PLGA 
In Chapter 3 and in the previous section of this chapter, FTIR imaging in macro ATR 
mode coupled with multivariate analysis was demonstrated to be a robust toolbox 
facilitating an understanding of both morphological and physiochemical changes within 
PLGA microparticles.  
It has been frequently reported that copolymer ratio (i.e. LA:GA) is the main factor that 
governs the hydrolytic degradation of PLGA [11,13,14,16,20]. In order to understand 
the tuning criteria of the degradation of scCO2 processed PLGA microparticles, 3 
compositions of CriticalMixTM processed PLGA (Table 4.2) were studied at 70°C and 
also at 50 °C which also allows one to obtain information regarding the effect of 
temperature on PLGA hydrolysis. 
Table 4.2 List of PLGA samples studied where L/G is the copolymer lactic/glycolic 
units molar ratio, Mn is the number average molecular weight, Mw is the weight 
average molecular weight, PDI is the polydispersity (Mw/ Mn) and Tg is the glass 
transition temperature. 
PLGA    L/G  Mn (g/mol)  Mw (g/mol)  PDI  Tg (°C) 
RG502H 50/50  1927       9560   4.96108 44 45.7 
RG752H 75/25  3063  8722  2.84754 46 47 
RG202H 100/0  5758  12170  2.11358 48 51 
 
Figure 4.4a b and c show five false colour MCR-ALS images of the scCO2 processed 
PLGA 100/0 (or PLA), PLGA 75/25 and PLGA 50/50 microparticles, respectively 
undergoing hydrolysis at 70 °C. The polymer distribution is given at the top and the 
water distribution is given at the bottom, at different time points for each composition of 
PLGA. Comparing the polymer distribution images for each composition at 70 °C in a, 
b and c, it can be seen that the polymer core (indicated by a dark red colour) decreases 
in all three PLGA image sets, however this decrease can be seen to occur at a greater 
extent as the LA:GA ratio decreases, in other words although PLA is exhibiting an 
ongoing swelling behaviour with a slightly decreasing polymer core zone (red) even at 
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24 h time point, PLGA 75/25 and PLGA 50/50 have almost completely hydrolysed 
within ~5 h, with almost no core area (red) remaining. Instead one can observe a very 
hydrated polymer rich region (yellow) clearly at 9 h in PLGA 75/25 and even earlier in 
PLGA 50/50 at 6.5 h. Water images that anticorrelate with the PLGA 100/0 images in 
Figure 4.4a, show a noticeable difference in comparison to that of PLGA 75/25 and 
PLGA 50/50 in that, although there still is a decreased blue zone after 24 h compared to 
earlier time points in the water images of PLA, the colour of these zones in water 
images of PLGA 75/25 and PLGA 50/50 are more light-blue or green colour at 7 h 
onwards for PLGA 75/25 and for the PLGA 50/50 even earlier, at 5 h onwards. Visually 
indicating the rate of hydrolysis decreasing proportional to the increasing LA/GA ratio 
of PLGA. 
As described previously, changes of this so called ‘core’ or less hydrated zone can be 
monitored quantitatively by calculating the FWHM of the microparticle. Figure 4.5a, b 
and c show the FWHM and the hydrated layer size at 70 °C as a function of degradation 
time for PLA, PLGA 75/25 and PLGA 50/50, respectively. In Figure 4.5a after an initial 
swelling, FWHM of the PLA microparticle can be seen to be almost constant, as one 
would expect at an early stage of hydrolytic degradation. Both FWHMs of the PLGA 
75/25 and PLGA 50/50 microparticles in Figure 4.5b and c respectively indicate an 
initial swelling which is slightly more apparent for PLGA 50/50. After ~7 h the FWHM 
of the PLGA 50/50 decreases (Figure 4.5c) whereas the FWHM of the PLGA 75/25 
increases (Figure 4.5b). This may well be the result of the different in the images 
showing different degradation stages; in Figure 4.4b PLGA 75/25 can be seen to almost 
disappear at 9 h whilst in comparison, in Figure 4.4c, PLGA 50/50 still has a core that is 
decreasing in size. Comparing the water distribution images of PLGA 75/25 (Figure 
4.4b) and PLGA 50/50 (Figure 4.4c) it can be predicted that there is more water in the 
core of PLGA 75/25 microparticle than that of PLGA 50/50 microparticle. An 
explanation to this might be possible to find by examining the morphology of the 
microparticles. Figure 4.6a, b and c show two SEM images of PLGA 50/50, PLGA 
75/25 and PLA microparticles respectively. Although the morphology of the PLGA 
50/50, PLGA 75/25 and PLA look broadly similar, it can be seen that the pore size of 
the PLGA 75/25 particles in Figure 4.6b are somewhat greater than those of PLGA 
50/50 microparticles shown in Figure 4.6a. Therefore it could be anticipated that water  
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Figure 4.4 False colour MCR-ALS processed images representing temporal 
distribution of PLGA at the top and water at the bottom for scCO2 processed PLA 
at 70 °C (a), PLGA 75/25 at 70 °C (b), PLGA 50/50 at 70 °C (c) and PLGA 50/50 at 
50 °C (d). 
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would diffuse into the PLGA 75/25 microparticle at a greater extent than it would into 
the PLGA 50/50 microparticle due to having narrower pathways. 
An interface layer of hydrated PLGA around the particle starting from the 0 m PLGA 
images in Figure 4.4a b and c can be seen quite clearly for all three microparticles. 
However as one can notice, although the thickness of this hydrated layer (light blue to 
yellow) is roughly similar size to the first two images of the polymers in comparison to 
each other, in the last three images the hydrated layer of PLGA 75/25 and PLGA 50/50 
are wider than those of the PLA. This observation was also quantified by plotting the 
parameter B that represented the hydrated layer size as explained earlier. Comparing the 
hydrated layer size of PLA over time in Figure 4.5a to that of PLGA 75/25 in Figure 
4.5b and PLGA 50/50 in Figure 4.5c, it can be seen that although hydrated layer of 
PLGA 75/25 and PLGA 50/50 increases from ~60 to ~100 µm within 5 h, the hydrated 
layer size of PLA only increases from ~50 to ~60 µm. This was thought to be a result of 
different hydrolysis rates being observed within the images. It could be expected that 
even at 24 h PLA is still at an early stage of hydrolysis, still showing early stage 
swelling and a consistent core size or FWHM (Figure 4.5a). 
Figure 4.4d shows images that are analogous to Figure 4.4c, of a scCO2 processed 
PLGA 50/50 microparticle undergoing hydrolysis but this time at 50 °C and at different 
time points. An immediate difference that can be observed between the PLGA 50/50 
images at 50 °C and 70 °C is that the size of the hydrated layer is much less at 50 °C 
than at 70 °C. This observation is more evident in the hydrated layer size plot in Figure 
4.5d as it is ~20 µm in the first 24 h showing a very slight increase, perhaps than 5 µm. 
Even after 48 h, the hydrated layer size is only ~50 µm at 50 °C where as that of the 
microparticle at 70 °C increases from 60 µm to 120 µm within 8 h. An initial increase of 
swelling can also be observed for the PLGA 50/50 microparticle at 50 °C in the FWHM 
plot in Figure 4.5d, which is similar to that exhibited at 70 °C (Figure 4.5c) but on a 
shorter time scale. A similar relation between the two temperatures (50 °C and 70 °C) 
for the other compositions of PLGA (images not shown), PLGA 75/25 and PLA, was 
also observed. 
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Figure 4.5 The evolution of the hydrated zone, ‘B’, as a function of time on the left 
and the evolution of parameter 'A', FWHM, as a function of time on the right hand 
side for the scCO2 processed PLA at 70 °C (a), PLGA 75/25 at 70 °C (b), PLGA 
50/50 at 70 °C (c) and PLGA 50/50 at 50 °C (d). 
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Figure 4.6 SEM images of two CriticalMixTM processed PLGA 50/50 (a), PLGA 
75/25 (b) and PLA microparticles in each row. 
As demonstrated in Chapter 3 and earlier in this Chapter, the hydrolysis rates of both 
lactic acid and glycolic acid units of the PLGA 50/50 and PLGA 75/25 and the 
hydrolysis rate of PLA at both 50 °C and 70 °C was calculated and listed in Table 4.3. 
It could be observed in Table 4.3 immediately that the glycolic acid units were once 
more shown to have hydrolysed ~1.3 times faster than lactic acid units, regardless of the 
temperature, morphology, scCO2 process or composition. It is well established that 
increasing the glycolic acid content of PLGA polymers results in a higher hydrolysis 
rate, mainly because the higher hydrophilicity of glycolic repeat units results in a greater 
degree of water uptake during hydrolysis [14,16,20]. All 3 PLGA compositions showed 
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a higher degradation rate for both lactic and glycolic (not for PLA) units at 70 °C than 
that of at 50 °C and this finding was found to be in agreement with those of Agrawal et 
al. [18] who studied the elevated temperature degradation of PLGA 50/50 using GPC.  
Table 4.3 List of degradation rate constants of the glycolic and lactic units in day-1 
calculated for different compositions of scCO2 processed PLGAs at 50 °C and 70 
°C and unprocessed PLGA 50/50 at 70 °C. 
  
50 °C 70 °C 
LA/GA kL kG kG/kL kL kG kG/kL 
100/0 0.19±0.03 0.39±0.02 
75/25 0.57±0.08 0.76±0.14 1.33 1.47±0.1 2.06±0.13 1.4 
50/50 0.74±0.11 1.05±0.1 1.41 1.71±0.21 2.27±0.24 1.32 
50/50 un-
processed       0.98±0.12 1.26±0.14 1.28 
 
Calculation of degradation rates of different compositions of PLGA microspheres and 
mm sized discs were conducted by  Tracy et al. [48] and Vey et al. [16,21], respectively. 
The PLGA microparticles studied here were scCO2 processed resulting in a very porous 
structure therefore the rates obtained were higher than those of Tracy et al. and Vey et 
al. as expected. 
 
Figure 4.7 Calibration curve showing the relative intensity ratio vs. %G in PLGA 
microparticles. 
Although Vey et al. studied a different form of PLGAs (i.e. mm sized discs) using IR 
and Raman spectroscopies their data analysis approach on IR spectroscopic data was 
similar to the one developed here, in that they also fitted the IR bands, but to a Voigt 
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function, and monitored the lactic and glycolic units by using fitted peak intensities at 
1452 cm-1 and 1422 cm-1, respectively.  
However although such analysis was found adequate in obtaining degradation rates 
from binned pixels in this work, they have generated a calibration curve using this data 
(plot of IG/L= IG/( IL+ IG) (where IG and IL are the fitted band intensities of glycolic and 
lactic units, respectively) vs. %G (molar percentage of glycolic units)) for the dry 
PLGA samples with known compositions and used it to evaluate the composition of the 
copolymers during degradation. However also within their calculation they have 
measured and used the weight of the remaining PLGA at each time point of degradation 
to calculate the relative mass of glycolic units and lactic units remaining. A similar 
calibration plot (Figure 4.7) was also generated here using the data obtained from 3 
averaged 5x5 pixel zones from each of the 3 compositions of dry PLGA images. The 
parameters of the calibration curve were found to be very similar to those of Vey et al. 
as given in Table 4.4 however their experiment facilitated the determination of the mass 
of the remaining polymer at each time point whereas the experiment conducted here did 
not. Furthermore their data revealed a two stage process for degradation and their study 
was conducted at 37 °C in phosphate buffer solution and under these conditions their 
experiments lasted up to 40 days. Therefore one can easily anticipate that the 
observation of higher rates of degradation and a single stage process degradation may 
observed when compared to those of Vey et al., firstly because temperatures studied 
here were above the Tg (in the presence of water, which is a known plasticiser) and 
secondly the samples studied here were porous microparticles rather than mm sized 
discs as in their study. Nevertheless, the calculated ratios between the rate constants of 
glycolic and lactic units was ~1.3 and this finding was in agreement with those of Vey 
et al. and k values calculated are in reasonable agreement with each other and with the 
values determined by Tracy et al. [14] and Vey et al. [16]. 
Table 4.4 Values of the slope, a, and the intercept, b, for the different calibration 
curves where R2 is the correlation coefficient. 
Parameters measured IG/L IG/L Vey et al. [16] 
a 0.012±0.002 0.0109±0.0005 
b 0.018±0.009 0.031±0.002 
R2 0.989 0.996 
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4.4.3 Visual Evidence of Lactic acid Diffusion from a Degrading PLA 
Microparticle 
The degradation of PLGA involves chain scissions of ester bond linkages in the 
polymer backbone by hydrolytic attack of water molecules. Lactic acid and glycolic 
acid, which are biocompatible and rapidly cleared from the body via the renal system, 
are the end products of degradation [29]. PLGA degradation may result in a build-up of 
acidic by-products since it is made up of acidic monomers. And when labile drugs such 
as proteins and peptides are entrapped with in PLGA, this acidic environment may have 
an adverse effect on protein stability. Therefore one of the hydrolysis experiments, 
hydrolysis of the PLA microparticle at 70 °C (Figure 4.4a, images after 24 h were not 
shown to facilitate comparison with the rest of the PLGA image sets), was studied until 
there was no polymer left with in the field of view. 
Figure 4.8a shows 2 12 h peak height images, one at 1755 cm-1 on the left, where PLA 
carbonyl absorbs intensely and one at 1741 cm-1 wavenumbers on the right where lactic 
acid absorbs intensely as can be seen in the IR spectrum of lactic acid in Figure 4.8c. At 
the chosen pixels indicated by the arrow in each image, there appear to be two distinct 
spectra shown beneath the images; PLA and water. Figure 4.8b shows the analogous 
results to that of Figure 4.8a, but this time at 88 h. The peak height image at 1755 cm-1 
at 88 h, compared to that of at 12 h, show that almost the entire core zone of the PLA 
microparticle was degraded. The peak height image at 1741 cm-1 at 88 h, compared to 
that of at 12 h shows a carbonyl peak at 1741 cm-1 in the indicated pixel, at which there 
appears to be only water at 12h. The distribution of this peak at 1741 cm-1 shown in the 
right hand side image at 88h Figure 4.8b shows the distribution of the end product of the 
PLA degradation i.e. lactic acid. 
PLGA 50/50 (25 kDa) microspheres prepared by a double-emulsion technique were 
studied by Fu et al. [30] using confocal fluorescence microscopy by probing pH-
sensitive fluorescent dyes that were entrapped within the microspheres. Their study 
showed the formation of a very acidic environment within the particles with the 
minimum pH as low as 1.5. Their images showed a pH gradient, with the most acidic 
environment at the centre of the spheres and higher pH near the edges. However, as 
discussed in Section 1.5 in Chapter 1, the preparation method has a major effect on  the 
morphology, structure and chemistry of the polymeric microparticles resulting in 
different degradation characteristics. For example, Ding et al. [31] also studied several 
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Figure 4.8 False colour peak height images of scCO2 processed PLA microparticle 
undergoing hydrolysis at 70 °C at 1755 cm-1 on the left and 1741 cm-1 on the right 
at (a) 12 h and (b) 88 h where pixel spectrum indicated by the arrow is given at the 
bottom of  each of the images. (c) FTIR spectrum of lactic acid. 
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PLGA microspheres, prepared by oil-in-oil emulsion and double emulsion methods and 
labelled with fluorescent dyes, using confocal laser scanning microscopy. Their work 
indicated that microspheres prepared by the oil-in-oil emulsion method were less acidic 
than those prepared by double emulsion. The distribution of lactic acid in Figure 4.8b 
can be seen to somewhat surround the distribution of PLA microparticle, if one overlays 
the two images generated from bands at 1755 cm-1 and 1741 cm-1, the implication is that 
that the lactic acid monomers has diffused out into water, since there is much less lactic 
acid with in the core of the PLA microparticle. This is an interesting finding; firstly 
because this was the first image showing lactic acid distribution within a degrading PLA 
microparticle in its natural environment (i.e. without modifying the sample using any 
chemical dyes) and secondly the lactic acid molecules were diffused out of the particle 
during hydrolysis which would certainly provide a better environment for any labile 
drug molecule entrapped therein.  
4.4.4 The Effect of γ-Irradiation on Hydrolytic Degradation of PLGA 50/50 
Biodegradable polymeric pharmaceuticals often have to be sterilised before use and, Ȗ-
irradiation is a well-established and most suitable method for sterilising polymeric 
microparticle drug delivery systems [24]. Because each polymer may respond 
differently to ionizing radiation, it was found essential to determine any effects that this 
process may have on the drug carrier, PLGA, which makes up 90 wt% of the 
formulation studied in this thesis as discussed in Chapter 5. Therefore the effect of a 
range of irradiation dose on PLGA 50/50 was investigated by performing a series of in 
situ hydrolysis studies at 70 °C using ATR-FTIR imaging and the multivariate analysis 
tools demonstrated in Chapter 3. 
Figure 4.9a, b and c show the temporal false colour MCR-ALS images of un-processed 
and un-irradiated, β5 kGy Ȗ-irradiated and 100 kGy Ȗ-irradiated PLGA 50/50 at the top 
and the corresponding water images at the bottom, respectively. 
Although the un-irradiated and 25 kGy irradiated PLGA 50/50 images in Figure 4.9a 
and b look similar in the first 2 images, a faster decrease in the polymer core zone (red) 
and a larger hydrated layer (from light blue and yellow) can be observed in the 25 kGy 
irradiated PLGA 50/50 images after 5 h, in comparison to that of un-irradiated PLGA 
50/50, indicating a slightly faster degradation. And these differences were seen to be 
more pronounced in the 100 kGy irradiated PLGA 50/50 images in Figure 4.9c, when 
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compared to that of un-irradiated and 25 kGy irradiated PLGA 50/50, as the polymer 
core (in red) in 0 m image was seen to disappear immediately after 2 h indicating, in 
comparison, a greater degree of polymer hydration.  
 
Figure 4.9 A set of false colour IR images representing temporal distribution of 
PLGA50/50 at 70 °C on the top and water at the bottom for samples that were 
subject to (a) 0, (b) 25 kGy and (c) 100 kGy γ-irradiation respectively. 
The temporal water distribution images beneath each polymer image in each data set in 
Figure 4.9a, b and c complement this finding, in that although the water distribution 
within the un-irradiated and 25 kGy irradiated microparticles is very low (dark blue) at 
the first 2 hours and increasing gradually (light blue), in the 100 kGy irradiated 
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microparticle, after the first time point, there appears to be no clearly defined core zone 
where the water intensity would expected be low (dark blue), merely a very large light 
blue area that becomes lighter in colour indicating higher water content in comparison 
to that of un-irradiated and 25 kGy irradiated, as time proceeds. 
As discussed previously, the microparticle morphology plays a major role in hydrolytic 
degradation of PLGA polymers. SEM analysis of the un-processed and un-irradiated 
PδGA 50/50, β5 kGy Ȗ-irradiated PLGA 50/50 and 100 kGy Ȗ-irradiated PLGA 50/50 
was conducted in order to provide an insight into the effect of gamma irradiation on the 
microparticle morphology. In order to facilitate an unbiased discussion between SEM 
images, all of the microparticles were coated at the same time and imaged under the 
same conditions. 
Figure 4.10a, b and c show the SEM images of un-irradiated, 25 kGy irradiated and 100 
kGy irradiated PLGA 50/50 microparticles. The un-irradiated particle has a rough, non-
uniform morphology and, in comparison, the 25 kGy irradiated particle appears to have 
a smoother surface. The 100 kGy particle looks quite different to un-irradiated and 25 
kGy irradiated microparticles, mainly in that it is structured than both at a large scale, 
but interestingly there also appears to be some evidence of lumpyness.  
 
Figure 4.10 A set of SEM images un-processed PLGA 50/50 microparticles that 
are (a) un-irradiated, (b) 25 kGy γ-irradiated and (c) 100 kGy γ-irradiated. 
Applying the NLCF procedure to 5x5 pixels binned regions in reach image set shown in 
Figure 4.9, hydrolysis rates of both lactic acid and glycolic acid units of the un-
irradiated, 25 kGy irradiated and 100 kGy irradiated  PLGA 50/50 at 70 °C were 
calculated. Table 4.5 shows the list of degradation rates. Gamma irradiation was seen to 
degrade the PLGA 50/50 to such an extent that both glycolic and lactic units had an 
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increased hydrolytic degradation rate as a function of applied gamma dose. And 
interestingly, once again the ratio between the degradation rate of glycolic and lactic 
units was ~1.3, indicating that the relationship between the degradation rates of the two 
components was independent of gamma dose. 
Table 4.5 List of degradation rate constants of the glycolic and lactic units in day-1 
calculated for un-processed PLGA 50/50s at 70 °C that were subject to 0, 25 and 
100 kGy γ-irradiation. 
Gamma Dose [kGy] kL kG kG/kL 
0 0.98±0.12 1.26±0.14 1.28 
25 1.38±0.13 1.76±0.21 1.27 
100 1.89±0.28 2.34±0.24 1.23 
 
It is well known that when subjected to irradiation, polymers can show a decrease in 
their molecular weight due to chain scission [32,33]. GPC and DSC are often used to 
investigate such processes since they facilitate monitoring molecular weight and thermal 
properties of polymers as discussed in Chapter 2.  
Figure 4.11a shows the irradiation dependent change in Mw and PDI of PLGA 50/50 
and Figure 4.11b shows the change in % Mw with respect to its un-irradiated state to  
 
Figure 4.11 GPC results for non-irradiated and irradiated PLGA 50/50 showing 
the changes in Mw and PDI in (a) and % change in polymer’s Mw with respect to 
its un-irradiated state, to facilitate better comparison in (b). 
facilitate a better comparison. With increasing gamma exposure, a decrease in Mw and 
PDI of the PLGA 50/50 was observed with increased applied gamma dose indicating 
the domination of a chain scission mechanism occurring within PLGA 50/50 upon 
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irradiation. Figure 4.11a also shows that PDI of PLGA 50/50 decreases proportional to 
applied gamma dose indicating a decrease in chain lengths of PLGA 50/50 due to 
gamma induced chain cleavage. 
DSC analyses were conducted on the irradiated and un-irradiated PLGA 50/50 in order 
to monitor the effect of gamma irradiation on the polymer’s thermal properties. Figure 
4.12 shows the DSC thermograms of the un-irradiated (a), β5 kGy Ȗ-irradiated (b) and 
100 kGy Ȗ-irradiated (c) PLGA50/50. It can be observed in all three of the thermograms 
that PLGA 50/50 exhibits a glass transition temperature (Tg). The Tgs that were read 
from the thermograms are listed in Table 4.6. Table 4.6 shows that the Tg of PLGA 
50/50 decreases as a function of applied gamma dose. This finding also supported the 
observation that PLGA 50/50 was degrading via a chain scission mechanism due to 
gamma irradiation. 
Table 4.6 List of glass transition temperatures of un-irradiated and γ-irradiated 
PLGA50/50. 
Tg (°C) 
 
Tg (°C) after  
β5 kGy Ȗ exposure 
Tg (°C) after  
100 kGy Ȗ exposure 
45.7 43.4 41.9 
 
These findings using IR imaging, SEM, GPC and DSC were found to be in agreement 
with those of Nughoro et al. [33] who investigated Ȗ radiation-induced degradation of 
PLA by using GPC and DSC. In their work PLA glass transition temperature (Tg), 
melting temperature(Tm) and number-average molecular weight (Mn) was shown to 
be decreasing with increasing irradiation dose up to 200 kGy, indicating a predominant 
degradation by random chain-scission. They also indicated that decrease 
in Mn, Tm and Tg of the PLA in air was faster than in vacuum because of oxidative 
chain-scission. Loo et al. [32] studied e-beam irradiation induced degradation of PLGA 
films using GPC, DSC and FTIR spectroscopy and also reported a linear relationship 
between the decrease in molecular weight with respect to radiation dose. In their work, 
monitoring the reduction in the average molecular weight, Tc, Tg and Tm, it was 
indicated that the dominant effect of e-beam irradiation on PLGA polymer films was 
chain scission.  
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Figure 4.12 DSC thermograms of un-irradiated (a), 25 kGy irradiated (b) and 100 
kGy irradiated (c) PLGA 50/50. 
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4.5 Summary of the Findings 
 SEM images revealed that scCO2 processing increased the porosity of the 
microparticles.   IR imaging data indicated that un-processed the PLGA 50/50 microparticle was 
degrading slower than the scCO2 processed PLGA 50/50 microparticle which 
was found to be mainly as a result of increased porosity occurring as a result of 
scCO2 processing.  IR imaging data of PLGA copolymer microparticles with L/G molar 
compositions of 100/0, 75/25 and 50/50 that were studied at 50 ºC and 70 ºC 
indicated an increase in degradation rates of all PLGA compositions with 
increasing temperature.   Degradation rate was also found to decrease with increasing lactic unit/glycolic 
unit ratio of the copolymers. The degradation rate of PLGA 75/25 was found to 
be lower than that of PLGA 50/50 at both temperatures (50 ºC and 70 ºC) but 
not to a great extent and this was found to be a result of morphological 
differences between processed PLGA 50/50 and PLGA 75/25 in that scCO2 
processed PLGA 50/50 was more porous than scCO2 processed PLGA 75/25.  The infrared images of a hydrolysing scCO2 processed PLGA 50/50 
microparticle exhibited a small hydrated layer ~20 µm in the first 24 h showing 
a very slight increase that is less than 5 µm from its dry state. And even after 48 
h the hydrated layer size was found to be only ~50 µm at 50 °C where as that of 
the microparticle at 70 °C increased from 60 µm to 120 µm within 8 h.  Visual evidence of lactic acid formation was probed around the degrading PLA 
microparticle using IR imaging for the first time.  SEM images of irradiated and un-irradiated PLGA 50/50 microparticles showed 
a decrease in surface roughness proportional to applied gamma dose. 100 kGy 
irradiated particle was found to somewhat melted in to aggregated very smooth 
pieces. This finding was implicated as the reason for the higher water content in 
the temporal IR images of the 100 kGy irradiated microparticle, when compared 
to that of the temporal IR images of the un-irradiated and 25 kGy irradiated 
microparticles.  Real-time IR imaging data revealed that PLGA 50/50 was degrading faster when 
subject gamma irradiation. An increase in degradation rate as a function of 
applied gamma dose was observed. 
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 GPC analyses of un-irradiated and irradiated PLGA 50/50 indicated a noticeable 
decrease in Mw of PLGA 50/50 as a function of Ȗ exposure, indicating a chain 
scission mechanism of gamma induced degradation.  DSC analyses of un-irradiated and irradiated PLGA 50/50 supported the finding 
from GPC data showing a decrease in Tg of PLGA50/50 as a function of applied 
Ȗ dose. 
4.6 Conclusions 
ATR-FTIR imaging and multivariate analysis developed in this thesis has been shown 
to be a successful method to monitor the degradation of PLGA microparticles in situ, 
providing quantitative information including hydrated layer size surrounding the 
particles, FWHM of the particles and perhaps more importantly the degradation rate. 
The degradation rates of glycolic and lactic units in a group of PLGAs were 
differentiated and quantified successfully. 
Using SEM, scCO2 processing was seen to create a high number of pores within PLGA 
microparticles. From the real-time ATR-FTIR imaging hydrolysis study of un-
processed and processed microparticles, the findings from the SEM images gave a 
credible explanation for the higher degradation rate that was observed in the processed 
microparticles when compared to the un-processed ones. 
Degradation rate constants for lactic and glycolic units were shown to decrease with 
increasing initial lactic content of the copolymer, suggesting that the ability of a water 
molecule to diffuse in the sample has a high impact on the degradation kinetics of the 
copolymers within the microparticles. A noticeable decrease in hydrated layer size was 
observed for the scCO2 processed PLGA 50/50 microparticle at 50 °C compared to that 
of at 70 °C. In addition an increase in temperature resulted in an increase in degradation 
rates of all PLGAs with different compositions (50/50, 75/25, 100/0). SEM images also 
indicated that scCO2 processed PLGA 50/50 was more porous than scCO2 processed 
PLGA 75/25 and this resulted in degradation rate of PLGA 75/25 being less than, but 
close to that of PLGA 50/50. 
The distribution of lactic acid was probed during hydrolysis of single PLA microparticle. 
The lactic acid molecules were seen to surround the PLA microparticle in the aqueous 
media, indicating that the lactic acid monomers diffused out into water as there was 
much less lactic acid with in the core of the PLA microparticle. This was the first image 
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showing lactic acid distribution within a degrading PLA microparticle in its natural 
environment (i.e. without modifying the sample using any chemical dyes).  
The effect of gamma irradiation on the hydrolytic degradation behaviour of PLGA 
50/50 polymer microparticles was also investigated. SEM images indicated an increase 
in lumpyness as a function of increased applied gamma dose. The 100 kGy irradiated 
PLGA 50/50 microparticle looked much less rough compared to un-irradiated and 25 
kGy irradiated PLGA 50/50 microparticles. A noticeable increase in water uptake was 
observed in 100 kGy irradiated PLGA 50/50 microparticle compared to the others and 
this was thought to be a result of the severe change in morphology of the 100 kGy 
irradiated microparticle. IR imaging data revealed that the degradation rate was 
increasing as a function of increasing the applied gamma dose. GPC analysis showed a 
decrease in molecular weight of the PLGA 50/50 samples with increased gamma 
irradiation, indicating a chain scission degradation mechanism and DSC analysis was 
complementing these finding as it exhibited a decrease in the Tg of PLGA 50/50 as a 
function of applied gamma dose. These findings were in agreement with those of 
Nughoro et al. [33] Loo et al. [32]. 
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5 Investigation of Physiochemical Factors Affecting the Protein 
Release from γ-Irradiated PLGA Microparticles 
5.1 Introduction 
Pharmaceutically relevant microparticles for parenteral use must be well characterized 
in terms of their size range, morphology and function. Chemical characterisation of 
sustained release microparticles is critically important, not only because it aids 
achieving success in producing the designed drug, demonstrating desired properties but 
also because, as in case of any side effects that may elevate after injection, it would be 
very difficult to rectify them due to the long lasting (up to several weeks) efficacy of the 
drug. It is widely understood that the chemistry and morphology of microparticles have 
a degree of interdependence as the morphology of microspheres can vary depending on 
their chemical state after preparation. This therefore can strongly affect drug release 
behaviour from microspheres [1-3].  
Real time hydrolytic degradation of a PLGA microparticle using ATR-FTIR imaging 
and analysis was investigated in Chapter 3 and the factors affecting the degradation of 
the PLGA polymers that were used to encapsulate protein based APIs in this project 
were studied in Chapter 4. In this Chapter, the real time release of a protein, human 
growth hormone (hGH), from a more complex formulation including both PLGA and 
PLA polymers and a GRAS (generally recognised as safe) excipient (Poloxamer 407) is 
investigated in light of the information obtained from the PLGA microparticles in 
previous chapters. 
Novel sustained release formulations of hGH prepared by supercritical fluid processing 
of PδGA/PδA (the Criticalεix™ process, Section 1.5.γ.4.1, Chapter 1) were produced 
in the form of microparticles for subcutaneous injection by the collaborating company 
(Critical Pharmaceuticals Ltd.) [4]. Here, a formulation that has been evaluated in vivo 
in rats and monkeys, showing up to two weeks more of efficacious hGH release 
compared to a daily injection of soluble hGH, is investigated to study the real time 
release using ATR-FTIR imaging for the first time.  
Often, pharmaceuticals have to be sterilised before use and for polymeric microparticle 
drug delivery systems, Ȗ-irradiation is a well-established method to achieve this [3,5]. 
Prior to sterilization of pharmaceutical products using Ȗ-irradiation, it is essential to 
determine any effects that this process may have on the materials, as each polymer 
128 
 
responds differently to ionizing radiation. Therefore the maximum dose that can be 
administered to sterilize the product must to be validated. This study will evaluate the 
effect of Ȗ-irradiation on the physical and chemical structure of the microparticles and 
attempt to draw links between chemical and morphological changes and the in vivo 
release of the entrapped hGH from single microparticles for the first time. 
As demonstrated in Chapter 3 and Chapter 4, Fourier transform infrared (FTIR) 
spectroscopic imaging has become a popular spectroscopic imaging approach, 
particularly for pharmaceutical research, as it allows not only monitoring the physical 
and chemical changes of individual components over time, but also gives quantitative 
information such as polymer matrix degradation rate and drug release rate from the 
same experiment [6-9]. 
FTIR spectroscopy has been used for studying the interactions of carbohydrates with 
dried proteins [10], assessing the integrity of the hGH encapsulated in PLGA by spray-
freeze-drying and water-in-oil-in-water double emulsion methods [11] and assessing the 
effect of excipients in Lysozyme and BSA loaded microspheres prepared by a double-
emulsion technique [12]. Lysozyme distribution in microtomed PLGA microspheres 
prepared by a w-o-w solvent evaporation method has been studied by FTIR imaging in 
transmission mode and the second derivative protein amide I band images shown a 
homogenous distribution of protein [13]. The use of real time FTIR imaging for 
characterisation of a drug delivery system [7], dissolution of tablets [14,15] and 
morphological evaluation of different components, redistribution and/or release of 
species at polymer/solvent interfaces and the occurrence of new species during chemical 
reactions under the conditions of interest [6,8,16,17] have been demonstrated. However 
the release of active pharmaceutical ingredients (APIs) from single polymeric 
microparticles and monitoring the redistribution of API ‘inside’ a microparticle has not 
previously been studied by ATR-FTIR imaging. 
The following aspects of vibrational spectroscopy applied to microparticle 
characterisation were investigated;   
(i) Investigating the spatial distribution of protein within the microparticle in 
order to validate the formulation model. 
(ii) Monitoring the release of proteins from biodegradable microparticles in situ. 
(iii) The assessment of the effect of Ȗ- irradiation on the stability of PLGA 
microparticles and on the release of the protein from the microparticles.  
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In order to facilitate a better understanding of the FTIR imaging results coupled with 
SEM analyses, the formulation and/or its components were further investigated using a 
combination of conventional bulk (i.e. multiple microparticles) methods including; 
differential scanning calorimetry (DSC) to understand thermal properties of irradiated 
and un-irradiated pure polymers, gel permeation chromatography (GPC) to monitor 
effect of irradiation on the molecular weight of the polymers, UV-Vis 
spectrophotometry to monitor; (i) in vitro API release from the microparticles using 
dissolution apparatus, (ii) in vitro dissolution of irradiated and unirradiated, spray dried 
hGH (sdhGH)  particles, in an aqueous buffer solution and size exclusion 
chromatography (SEC) to determine protein aggregation and stability. 
5.2 Experimental 
The GPC, DSC, HPLC-SEC and UV-Vis dissolution experiments were conducted at 
CPL using standard protocols.  
The samples were prepared by CPL using standard protocols. 
5.2.1 Materials 
PLGA RG502H (50:50 lactide:glycolide, Bohringer-Ingleheim) with an inherent 
viscosity of 0.16–0.24 dl/g, PLA R202H (100:0 lactide:glycolide, Bohringer-Ingleheim) 
with an inherent viscosity of 0.16–0.24 dl/g,  pharmaceutical grade CO2 (BOC Special 
Gasses) were used as received. hGH was kindly donated by Bioker (Sardinia, Italy) and 
Poloxamer 407 (Lutrol® F127) was purchased from BASF (Ludwigshafen, Germany). 
D2O (613398-10G, min. λλ.λλ6 atom) and bee’s wax (β4γβ48-100G) were purchased 
from Sigma-Aldrich Company Limited. UK. Technovit 7100 embedding resin kit was 
purchased from Kulzer & Co, Germany. HEPES, Tween 20, NaOH (1M), DCM and 
HPLC grade acetone were obtained from Fisher and used as received. 
5.2.2 Spray Drying of hGH  
In order to obtain a suitable particles size of the protein for encapsulation, the hGH was 
spray dried by dissolving 8 g hGH and 2 g trehalose in 500 ml of 5 mM phosphate 
buffer.  2.5 ml of Tween-20 (20 %w/v) was then added to this solution.  A further 
500ml of 5mM phosphate buffer was taken and 200µl of 3.2M ZnCl2 added to it.  The 
two solutions were combined and spray dried using a Buchi B-290 spray dryer.  The 
system was equilibrated at an inlet temperature of 85 ºC, using an aspirator setting of 
100 %, an atomisation pressure of 6.5 bar and water feed rate of 2.0 ml/min, until the 
outlet temperature stabilised.  The typical outlet temperature obtained was 53-55ºC.   
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The sample was then dried under the same conditions and followed through with 10 ml 
water.  The sdhGH was recovered from the collection jar/cyclone. 
5.2.3 Preparation of Microparticles Using scCO2 Processing 
As detailed in Section 1.5.3.4 of Chapter 1, the method of PGSS (Particles from Gas 
Saturated Solutions) uses the ability of scCO2 to depress the glass transition and melting 
temperature of biodegradable polymers at ambient temperatures and moderate pressures.  
scCO2 acts effectively as a molecular lubricant, thus liquefying polymers at 
temperatures significantly lower than those typically needed. The near ambient 
temperatures together with the absence of any aqueous or organic solvents makes the 
PGSS method particularly suited to the processing of thermally or solvent labile 
proteins and peptides, with the advantage that they can be encapsulated with 100% 
efficiency with no protein degradation or loss of activity.   
A formulation of hGH loaded PLGA/PLA microparticles was prepared using the 
Criticalεix™ process, as described in Section 1.5.3.4.1 in Chapter 1 and in [4], by 
adding 2 g of pre-weighed combination of spray dried hGH (10 wt% of the formulation), 
PLGA and PLA in 90:10 ratio respectively (81 wt% of the formulation) and GRAS 
excipient, Poloxamer 407 (9 wt% of the formulation), to the PGSS apparatus. A blank 
formulation (i.e. without the protein) was also produced using the Criticalεix™ process 
under the same conditions to be used for DSC studies. 
5.2.4 Sieving of Microparticles 
In order to facilitate consistency in the characterisation methods the hGH encapsulated 
formulation was sieved using a 100 µm sieve as described in Section 2.5, Chapter 2. 
5.2.5 Sample Preperation for Micro-ATR-FTIR Imaging 
hGH loaded PLGA/PLA microparticles were embedded in a hydroxyethyl methacrylate 
based resin (Technovit 7100) as described by van de Weert et al. [13] and sliced to 4 
µm thickness using a Reichert-Jung Ultracut E ambient ultramicrotome with a glass 
knife. 
5.2.6 γ-Irradiation 
ScCO2 produced microparticle formulations and the polymers used in them were Ȗ-
irradiated at 25 and 100 kGy total dose in air by Synergy Health PLC (Swindon, UK) as 
described in Chapter 2, Section 2.7. 
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5.2.7 ATR-FTIR Spectroscopy 
ATR-FTIR spectra were collected on a Thermo Nicolet Nexus instrument as single 
beam spectra by co-adding 128 scans at a spectral resolution of 4 cm−1 and ratioed 
against the single beam spectrum of the blank ATR crystal at room temperature.  
5.2.8 Transmission FTIR Imaging 
Transmission FTIR images were collected as described in Section 2.1.3 in Chapter 
2.Images were collected with a 4 cm−1 spectral resolution in the mid-infrared range 
(3800 to 950 cm-1) co-adding 128 scans for both background (2 mm thick CaF2 slide in 
air) and samples. 
5.2.9 Micro-ATR-FTIR Imaging 
Micro-ATR-FTIR images were collected as described in Section 2.1.3 in Chapter 2. 
Images were collected with a 4 cm−1 spectral resolution in the mid-infrared range (3800 
to 950 cm-1) co-adding 64 scans for both background (Ge crystal in air) and samples. 
5.2.10 Macro-ATR-FTIR Imaging of Drug Release from Individual Microparticles 
Mid-infrared (3800 to 950 cm-1) spectroscopic imaging data in Macro-ATR mode were 
acquired as described in Section 3.2.3 in Chapter 3, at 37 °C with 128 co-added scans at 
an 8 cm-1 spectral resolution, and processed by ratioing against a background of the 
blank ATR crystal with 256 co-added scans also collected at 37 °C. 
A single microparticle was placed on to the centre of the square surface of the ATR 
crystal with the aid of a 40x binocular microscope. A uniform contact between the 
particle and the crystal with minimal deformation was obtained applying sufficient 
pressure to the auto-level sapphire anvil [18]. Minimal deformation was ensured such 
that the same particle could be picked up using the same needle without leaving any 
residue on the ATR crystal. After collecting a 'dry' image at 37 °C, ~2 ml of D2O that 
had been pre-heated to 37 °C was injected into the cell in such a way that access to the 
particle was limited to the sides only as shown in Figure 5.1. The experiment cell was 
then sealed with bee’s wax that is a natural air sealant, to avoid any exchange between 
D2O and atmosphere. 
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Figure 5.1(a) White light image of a microparticle placed on the ATR crystal prior 
to star of the experiment. (b) Schematic of the dissolution experiment; the anvil 
applies sufficient pressure to ensure good contact between the particle and the 
ATR crystal, whilst making sure D2O can only access the particles from the sides 
and the experiment cell is isolated from atmosphere using bee’s wax. 
5.2.11 FTIR Imaging Data Processing 
Hyperspectral image cubes were processed using εalvern Instruments’ ISys 5.0 
chemical imaging software. Raw processed image files were cropped between 1820 and 
1000 cm-1, a region which contains a number of characteristic bands associated with 
PLGA/PLA polymers, protein amide I band ~1650 cm-1 and the į(OD) band of D2O at 
~1207 cm-1.  
A Savitzky-Golay second derivative with a polynomial order of 3 and filter length of 29 
was applied to cropped imaging data in order to eliminate baseline drift. Second 
derivative images were then vector normalised in order to remove systematic 
discrepancies such as variations in detector sensitivity or sample contact and therefore 
to minimise intensity (Log(1/R)) variance. 
5.2.12 Scanning Electron Microscopy 
To investigate the morphology of the microparticles SEM analyses were performed as 
decribed in Section 2.3 in Chapter 2. 
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5.2.13 UV-Vis Spectrophotometry of Pure hGH 
UV-Vis transmission spectra for the irradiated and non-irradiated pure hGH particles 
were acquired between 190 nm and 1100 nm at 5 nm spectral resolution (with 12.5 ms 
dwell time at each wavelength step) at 22 °C using a Carry60 UV-Vis 
spectrophotometer (Agilent, USA) using D2O as a blank.  
5.2.14 In vitro Drug Release  
The amount of hGH released in to HEPES solution at 37 °C at each time point was 
obtained using UV-Vis dissolution testing at 280 nm, as described in Section 2.4 in 
Chapter 2. 
5.2.15 DSC 
Melting temperature (Tm) and glass transition temperature (Tg) of the non-irradiated and 
irradiated polymers and the polymer blend without the hGH were measured as described 
in 2.8, Chapter 2. 
5.2.16 Evaluation of hGH Stability and Integrity 
In order to detect the formation of any hGH aggregates following irradiation, irradiated 
and non-irradiated hGH were analysed using HPLC-SEC as described in Section 2.9.1.1 
in Chapter 2.  
5.2.17 Molecular Weight Determination 
The molecular weight (Mw) and molecular number (Mn) of the irradiated and non-
irradiated polymer samples were determined by Gel Permeation Chromatography (GPC) 
using a PL-120 (Polymer Labs) with a differential refractive detector, as described in 
Chapter 2, Section 2.9.1.2. 
5.3 Results and Discussion 
5.3.1 Determination of The Spatial Distribution of Encapsulated hGH within The 
Microparticles 
As discussed in Section 1.2 in Chapter 1, the key requirement for a sustained release 
drug formulation; to follow a diffusion and/or erosion based release route from the 
biopolymer carrier matrix. This could only be achieved by obtaining a homogenous 
distribution of the drug within the matrix. 
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The CriticalMixTM process is thought to produce a homogenous distribution of drug 
throughout the porous microparticles as depicted in the illustration in Figure 5.2a. As 
demonstrated by van de Weert et al. [13] using transmission mode FTIR imaging, 
protein based API can be readily mapped in PLGA microparticles.  
Following a similar sample preparation methodology explained thoroughly in [13] and 
in Section 2.6 in Chapter 2, a group of hGH encapsulated PLGA/PLA microparticles 
within an embedding medium highlighted by the red box in Figure 5.2b and Figure 5.2d. 
were microtomed to 4 µm sections.   
The distribution of polymer and API within these microparticles was determined using 
mid-IR imaging in micro–ATR mode utilising a Ge ATR crystal which provided a 
spatial resolution of ~4 µm within ~64x64 µm field of view and in transmission mode 
by floating the sample on a 2mm thick IR transparent (CaF2) slide which provided a 
spatial resolution of ~13 µm within ~350x350 µm field of view. 
Table 5.1 shows the list of important peaks included in fingerprint region of the ATR-
FTIR spectra obtained from pure samples. From this table, it can be seen that the most 
intense Poloxamer 407 peaks overlap with PLGA/PLA peaks however very strong 
peaks are readily available in distinct wavenumbers for the rest of the samples. As 
discussed later in the macro-ATR image section, the į(OD) of D2O also becomes 
distinct when a second derivative is applied, therefore D2O was used instead of H2O to 
perform the imaging experiments in order to circumvent the difficulty of having to 
deconvolute the water į(OH) peak ~16γ5 cm-1 that would overlap with the protein 
Amide I  Ȟ(C=O) peak ~1658 cm-1. 
Figure 5.2a illustrates a typical, CriticalMixTM processed microparticle where yellow 
strings represent mixed polymers and blue dots represent the homogenously distributed 
protein particles. Figure 5.2b and d show the white light image of microparticles from 
the same formulation batch, embedded in resin and microtomed to 4 ȝm thickness. 
Figure 5.2c shows the false colour Micro-ATR image of the red boxed area indicated in 
Figure 5.2b, that represent the integrated peak height distribution of the resin at 1727 
cm-1, PLGA/PLA at 1755 cm-1 and hGH at 1650 cm-1 from left to right respectively. 
Figure 5.2e shows false colour transmission IR second derivative peak height images 
from the area shown with the red box in the white light image in Figure 5.2d, showing  
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Table 5.1 Infrared assignments for PLGA 50/50, PLA, Poloxamer 407, resin, D2O 
and hGH within the finger print region (1820-1000 cm-1 wavenumbers); as 
antisymmetric, s symetric, δ bending, ρ rocking, Ȟ stretching, τ twisting, ɷ 
wagging, all given in cm-1. 
PLGA PLA hGH Poloxamer 407 Resin D2O Assignment 
1745 1745 
  
1727 
 
Ȟ(C=O) 
  1658    Amide I, Ȟ(C=O) 
    
1635 
 
į(OH) 
  1540    Amide II, į(NH) 
1452 1450 1450 1466 1484  įas(CH3) 
1422 
   
1450  į(CH) 
1394 
 
1394 
 
1395  ɷ(CH) 
1381 1379 
 
1374 
 
 įs(CH3) 
1360 1362 1304 1359, 1341 1323  į(CH) 
1270 1266 
 
1280, 1241 1274, 1249  τ(CH2) 
  1245    Ȟas(PO) 
     1207 į(OD) 
1167 1184 1146 1144, 1100 1154  Ȟas(COC) 
1131 1127 
 
 
 
 ρas(CH3) 
  1104    Ȟs(PO) 
1086 1084 1077  1074 
 
Ȟs(COC) 
1048 1045 1049 1059 1020  Ȟ(C-CH3) 
  990    Ȟs(PO) 
957 957 942 962 948  ρ(CH3) 
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resin (1722 cm-1), PLGA/PLA (1758 cm-1) and hGH (1650 cm-1) from left to right 
respectively. 
 
Figure 5.2 (a) An illustration of a typical, CriticalMixTM processed microparticle. 
(b) White light image of 3 microparticles embedded in resin and microtomed to 4 
ȝm thickness. (c) False colour Micro ATR (Ge) peak area images from the area 
shown with the red box in the white light image. (d) White light image of another 
microparticle from the same formulation batch, embedded in resin and 
microtomed to 4 ȝm thickness. (e) Transmission IR second derivative peak height 
images from the area shown with the red box in the white light image in (d). 
The distribution of PLGA/PLA and hGH, middle and right hand side images in Figure 
5.2c and Figure 5.2e respectively, clearly show a good correlation between the high 
intensity (red) regions of PLGA/PLA and hGH. This is in contrast to the resin 
distribution, which shows an anti-correlation with both components. This strong 
evidence of the homogenous distribution of hGH protein with in the PLGA/PLA 
microparticle layers, not only demonstrates the success in producing an ideal controlled 
release drug formulation from which the API would be released by diffusion through 
the pores and/or degradation of the biopolymer matrix, but also, considering the crucial 
aim in characterising such micro devices; in situ imaging of the samples in their natural 
state (i.e. without any sample preparation), brings the key advantage that this system 
20 µm 
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can be monitored using ATR-FTIR. Because as explained in Section 2.1.2.2.1 in 
Chapter 2, due to the shallow penetration depth of the evanescent field (~10 µm) ATR 
only probes the near-surface of a sample. This is favourable if one needs to study the 
evolution of a sample in aqueous media, as the strong absorption of water can be 
minimised due to the limited effective sampling volume, and having a sample that is 
physiochemically consistent at both the surface and in the bulk, ATR-FTIR imaging can 
be used to monitor the real time release of API from such a microparticle. 
5.3.2 Visualisation of Protein Release from a Single Microparticle 
The use of ATR-FTIR imaging in macro mode to investigate the morphological and 
chemical evolution of a protein loaded polymeric microparticle in real time was studied. 
A microparticle from the formulation was taken and its interaction with water was 
monitored as a function of time at 37 °C. The experiment was setup in such a way that 
the interaction between the particle and water would only occur at the interfaces that we 
are monitoring, effectively creating a 2D experiment (Figure 5.1). 
Figure 5.3 shows six false colour images obtained by plotting the intensity distribution 
of the PLGA/PLA ester carbonyl (1755 cm-1), protein (hGH) Amide I (1650 cm-1) and 
D2O į(OD) (1β07 cm-1). 
 
Figure 5.3 False colour ATR-FTIR images of a microparticles showing second 
derivative peak height distribution of  PLGA at 1755 cm-1, hGH at 1650 cm-1 and 
D2O at 1207 cm-1 as a function of time. 
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The first column of images show the distribution of polymer, hGH and D2O, 
respectively, before the dissolution experiment was started and are therefore labelled 
'dry'. From these ‘dry’ images a homogenous distribution of hGH within the polymer 
matrix can be observed once again, complementing the micro-ATR and transmission 
images of the sliced samples shown in Figure 5.2c and Figure 5.2e, respectively. 
Therefore the gaining confidence that the surface (up to ~10 µm) that was being probed 
with IR light in this macro–ATR experiment was representative of the internal structure 
of the microparticle, as expected from the CriticalMixTM manufacture of drug loaded 
microparticles [4,19]. 
The first row of images shown in Figure 5.3 shows the change in the distribution of the 
PLGA/PLA component of the microparticle. To a first approximation this set of images 
can be used to monitor the dimensional changes of the microparticle during the 
dissolution experiment.  In the PLGA/PLA image collected after 1 h, there is evidence 
of an interface layer of hydrated PLGA/PLA around the particle even at this short time, 
with a decreasing D2O concentration from the aqueous dissolution medium towards the 
particle centre and some evidence of particle swelling. Within 24 h the PLGA/PLA 
microparticle (red) appears to have swollen further, becoming larger, whilst still being 
surrounded by a hydrated PLGA/PLA layer (yellow), and over time the size of the 
particle stays almost the same in terms of visual representation. The bottom row of 
Figure 5.3 shows the complementary image data set of D2O distribution as a function of 
time. These images show a strong anti-correlation with the PLGA/PLA image dataset 
and verify the significant amount of swelling in this system, as one might expect, due to 
the inclusion of the excipient Poloxamer 407 at 9 wt% in the formulation, making the 
microparticles more hydrophilic [20,21]. It is worth noting that after ~1 h, D2O is 
present, albeit at a low level, everywhere within the particle, almost certainly due to a 
combination of the particle hydrophilicity and its porosity. Over the duration of this 
experiment (γγ4 h, ~14 days) there was not any major evidence of ‘shrinking’ of the 
PLGA/PLA particle, implying this observation would require a much longer sampling 
period, perhaps several months at 37 °C. This not only shows the well-documented 
suitability of PLGA and PLA to act as biodegradable drug carriers, providing sustained 
release for several weeks to months, but also suggests that protein release from this 
system is dominated by diffusion rather than erosion, during the first 2 weeks, which 
may be expected due to the system being porous. The hGH distribution images (middle 
row, Figure 5.3a), were generated by plotting the Amide I peak height at ~1650 cm-1, 
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and show a change in the distribution at short times (<24 h) as the polymers are initially 
swollen and this is followed by a gradual decrease of overall hGH intensity distribution 
as a function of time. As one could observe, the dimensions of the hGH rich region are 
somewhat smaller than their polymer and D2O counterparts. One explanation for this is 
that the hGH is being lost into the D2O media (~2 ml within the experiment cell) at the 
D2O particle interface. 
5.3.3 Effect of Gamma Irradiation on Redistribution and Release of hGH from 
Single Microparticles 
To investigate the effect of Ȗ-irradiation on protein loaded PLGA/PLA microparticles, 
the interaction of β single microparticles, that had been subjected to Ȗ-irradiation at 
doses of 25 and 100 kGy, with water were monitored as a function of time under the 
same conditions as for the non-irradiated microparticle discussed in Section 5.3.2. 
 
Figure 5.4 False colour ATR-FTIR images of a 25 kGy γ-irradiated microparticle 
showing second derivative peak height distribution of  PLGA at 1755 cm-1, hGH at 
1650 cm-1 and D2O at 1207 cm-1 as a function of time. 
Figure 5.4 shows the equivalent false colour infrared images for the data described in 
Figure 5.3, obtained from a hGH loaded PLGA/PLA microparticle that has been 
subjected to β5 kGy Ȗ-irradiation. The PLGA/PLA and D2O distribution maps are quite 
similar to those shown in Figure 5.3, and the hGH distribution images are once more 
much smaller than both the polymer and D2O images. Any change to the colour 
intensity of the hGH rich region as a function of time after 24 h is more difficult to 
ascertain by visual inspection. 
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Figure 5.5 False colour ATR-FTIR images of a 100 kGy γ-irradiated microparticle 
showing second derivative peak height distribution of  PLGA at 1755 cm-1, hGH at 
1650 cm-1 and D2O at 1207 cm-1 as a function of time. 
Figure 5.5 shows analogous image data sets for a hGH loaded PLGA/PLA microparticle 
that has been subjected to 100 kGy Ȗ-irradiation, and although at first glance the 
polymer and D2O distribution images look similar to those depicted in Figure 5.3 and 
Figure 5.4, a remarkably rapid release of hGH around the microparticle can be seen in 
the 1 h image and to a lesser extent, in 24 h image, this may be due to the hGH being 
dissolved in the surrounding media during the ensuing 23 h. The subsequent time 
resolved hGH distribution maps contain fewer red pixels (i.e. high intensity regions) 
within the hGH images compared to the earlier time points, therefore it can be assumed 
that the most of hGH has been released during this initial hydration process; the so 
called burst release effect. Subsequent time resolved images show a slow reduction in 
intensity of the hGH distribution maps. Upon closer inspection of the D2O distribution 
maps, one could observe a higher concentration of D2O (as denoted by the blue/green 
colour) within the body of the microparticle from 1 h when compared to both the un-
irradiated and β5 kGy Ȗ-irradiated hGH loaded microparticles. 
5.3.4 SEM of hGH Loaded Formulations 
It is clear that both geometry and morphology could have a strong influence on the 
release characteristics of a hGH loaded polymer microparticle, with porosity in 
particular likely to determine the rate of hydrolytic degradation and therefore drug 
release from such systems [22]. 
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SEM was used to explore the morphology of the non-irradiated and irradiated 
microparticles. SEM is a tool that is readily applied to the microscopic characterisation 
of particles and other polymer surfaces [23]. 
Figure 5.6 shows the SEM images of (a) non-irradiated, (b) β5 kGy Ȗ-irradiated and (c) 
100 kGy Ȗ-irradiated microparticles. In order to facilitate an unbiased discussion 
between SEM images of the microparticles shown in Figure 5.6, all of the 
microparticles were coated under same conditions at the same time. 
The low magnification images in Figure 5.6-Column i. shows aggregation of 
microparticles occurring proportional to applied gamma dose. In Figure 5.6-Column ii. 
there are clear differences in morphology between the different microparticles, the Ȗ-
irradiated particles have a smooth surface and appear to be non-porous (more apparent 
in zoomed images in Figure 5.6-Column iii.) but with significant amounts of irregular 
particles, possibly hGH, attached to the surface. However the non-irradiated particle has 
a rough, non-uniform and porous morphology with inherently higher surface area than 
the Ȗ-irradiated microparticles. Figure 5.6-Column iv. shows cross-sections of the 
microparticles that were flash frozen in liquid N2 and cracked-opened before electron 
microscopy was conducted. An interesting finding that can be easily seen in Figure 5.6-
column iv is that although the inner structure of non-irradiated microparticles are porous 
similar to their surface structure, gamma radiation seems to have penetrated through 
them decreasing porosity throughout the particles, again proportional to applied Ȗ dose. 
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Figure 5.6 SEM images showing typical (a) non-irradiated, (b) 25 kGy and (c) 100 
kGy  γ-irradiated  microparticles. In each row a low magnification image (i.), a 
single microparticle image (ii.), the zoomed area (iii.) indicated with the red box 
drawn in (ii.), and images of crack-opened microparticles showing inner structure 
(iv.), from left to right respectively.     
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5.3.5 Determination and Comparison of Dissolution Profiles Obtained from 
FTIR Images 
The use of FTIR imaging data to monitor drug release has been validated previously 
using an experimental setup that combined a UV detector to monitor the release of API 
from a tablet subjected to water flow during macro ATR-FTIR imaging and compared 
this to conventional dissolution test data of the same sample type [24]. Release profiles 
obtained from the two methods were shown to be very similar. By conducting 
measurements in situ using FTIR imaging, chemical changes could be followed by 
monitoring specific IR bands of components in a fixed area in a temporal image set and 
the relative amount of that species being released during a dissolution process could be 
quantified.
 
Figure 5.7 False colour ATR-FTIR images of (a) non-irradiated, (b) 25 kGy γ-
irradiated and (c) 100 kGy γ -irradiated microparticles showing second derivative 
peak height distribution of hGH at 1650 cm-1 as a function of time. 
In each set of temporal images in Figure 5.7; non-irradiated, 25 kGy irradiated and 100 
kGy irradiated, 3 square regions (50x50 µm) of interest (ROI) from hGH rich zones 
within the microparticles were chosen by visually assessing the 1 h images in each data 
set. By calculating the decrease in area under the amide-I peak  at ~1650 cm-1 in the 
binned, normalised temporal spectra from the ROIs, a release profile can be generated 
by assuming the decrease in hGH signal at time = t (compared to hGH signal at  time=0) 
is proportional to hGH released at that time point was obtained. Using this approach it  
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Figure 5.8 (a)Release profiles obtained from 5x5 pixels regions of images of non-
irradiated and γ-irradiated microparticles undergoing dissolution.(b) The first 4 h 
data shown in (a) (to provide clarity error bars are removed). (c) UV-Vis 
dissolution data of 10 mg of the non-irradiated and γ-irradiated formulation 
batches. 
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was feasible to generate a dissolution plot that was analogous to a release profile from a 
standard USP I UV-dissolution experiment. 
Figure 5.8a shows the 3 release profiles obtained from temporal hGH image sets of 0, 
β5 kGy and 100 kGy Ȗ-irradiated hGH loaded single microparticles shown in Figure 
5.7a, b and c respectively, including additional time points for images not shown. Data 
points in Figure 5.8a are generated from the average of overall intensity from the 3 
binned and normalised ROIs and error bars indicate the standard deviation. It is evident 
that in Figure 5.8a for all three release profiles there are two distinct regions; firstly a 
rapidly increasing initial period followed by a second phase that almost represents a first 
order line profile with a slope close to zero. 
In Figure 5.8b, this initial period in Figure 5.8a up to 4 h, is plotted once again for better 
visualisation for evaluation of the burst release phenomenon. The release profile from 
the non-irradiated hGH loaded microparticle is showing an initial burst within the first 
few hours followed by a slower rate release for the duration of the experiment reaching 
a plateau sometime after ~72 h whereas for 25 kGy irradiated particle this plateau 
arguably occurs after around 144 h which indicates a delay in reaching a consistent 
release period in comparison to non-irradiated particle. 
The hGH release profile from the hGH loaded PLGA/PLA microparticle which has 
undergone 100 kGy irradiation, once again, shows a markedly high initial burst release 
particularly within the first 2 hours (Figure 5.8b) which was also evident in Figure 5.7c 
in the 1h image compared to the rest of the images in that row, indicating an immediate 
and high release of hGH that is too fast to be polymer degradation or diffusion 
controlled. Ȗ- irradiation causing this kind of an increased burst effect was also reported 
by Carrascosa et al. [25] who investigated the morphology of recombinant human 
insulin-like growth factor-I (rhIGF-I) loaded PLGA microspheres by SEM, and 
determined API release mechanisms using UV-dissolution and differential scanning 
calorimetry (DSC). It is also evident from the SEM images that the 100 kGy irradiated 
hGH loaded microparticle has a smooth surface at a smaller scale and appears to have a 
lumpy morphology (Figure 5.6c) compared to the very porous non-irradiated particle 
(Figure 5.6a), therefore the initial burst from 100 kGy Ȗ-irradiated particle is likely to be 
occurring due to surface bound hGH, that is made available from the surface of the 
microparticle during the Ȗ-irradiation process. Unlike both the un-irradiated and the 25 
kGy Ȗ-irradiated sample, following its burst release, the 100 kGy Ȗ-irradiated 
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formulation shows little measurable release after 48 h. For the non-irradiated and 25 
kGy Ȗ-irradiated microparticles it takes up to 3 days for this to be the case. It is also 
worth remarking that the total amount of hGH that is being released after the initial 
burst appears to be much less than is observed in the other microparticles.  
The release from the β5 kGy Ȗ-irradiated formulation shows similarities to both the non-
irradiated and 100 kGy Ȗ-irradiated microparticles; its initial burst profile is similar to 
100 kGy Ȗ-irradiated formulation, indicating high protein availability at its surface, but 
it takes longer to reach a plateau similarly to that observed in the non-irradiated 
microparticle and the total amount of protein released appears to be in between that of 
non-irradiated and 100 kGy Ȗ-irradiated sample, indicating an intermediate level of 
protein release due to degradation of the polymers at longer times. Considering that the 
morphology of the β5 kGy Ȗ-irradiated microparticles (Figure 5.6b) are very similar to 
typical 100 kGy Ȗ-irradiated particles; non-porous and smooth, a lower amount of 
release at longer times when compared to non-irradiated particles could be expected. 
This is a finding which is in agreement with that of Dorati et al. [2] who studied effect 
of Ȗ-irradiation on PLGA microparticles containing ovalbumin using a combination of 
NMR, SEM and EPR.  
Figure 5.8c shows the UV-Vis dissolution data that was obtained from 10 mg of the 
irradiated and un-irradiated batches from which the single microparticles of which the 
hGH distribution are shown in Figure 5.7, were taken. This bulk release data (Figure 
5.8c) is very similar to release data obtained from single microparticles (Figure 5.8a). 
And, particularly if one compares release profiles of un-irradiated microparticle(s) in 
Figure 5.8a and Figure 5.8c,  it can be seen that both data are suggesting a rapid initial 
release based on diffusional escape through the pores existing in the microparticles, 
followed by a slower sustained release based on degradation of the polymers, indicating 
a high encapsulation efficiency (~100% [4]).  
Figure 5.8a and c also indicate that the total hGH release from the irradiated 
formulations is lower overall and particularly after reaching the plateau levels compared 
to the non-irradiated microparticle. This may be due to changes in the particle 
morphology, changes in the chemistry of the microparticle or some combination of the 
two. 
Although, as discussed previously, Figure 5.8a and c show similar findings, there are 
also differences, mainly in that the release profile of 25 kGy irradiated single 
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microparticle in Figure 5.8a lies between that of the 0 and 100 kGy irradiated single 
microparticles whereas it is almost same as the 100 kGy irradiated batch in the UV-Vis 
release plot (Figure 5.8c). Moreover, the high burst release from the 100 kGy irradiated 
single microparticle (Figure 5.7c and the dotted profile in Figure 5.8a) is not evident in 
bulk release data of the batch from which this microparticle was taken (dotted profile in 
Figure 5.8c). 
In order to investigate these two main differences between the micro and macro scale 
release data of irradiated samples; (i) higher amount of protein release from the 25 kGy 
microparticle and (ii) very high initial burst release from the 100 kGy irradiated 
microparticle in release data obtained from IR images in comparison to that of UV-Vis 
dissolution data, a solubility test of irradiated and non-irradiated pure hGH samples was 
conducted. It should be noted that microscopic release medium was D2O and the 
macroscopic release medium was HEPES, which is more similar to H2O than it is to 
D2O resulting in the possibility that formulation might slightly be more soluble in 
HEPES that in is D2O [26]. 
 
Figure 5.9 (a) Pictures of the bottles; blank (1.5 ml hepes solution only) and in 
which was <0.01 mg (Pure hGH )/1.5 ml hepes (b)UV-Vis spectra of non-irradiated 
and γ-irradiated pure hGH samples.  
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To determine the effect of gamma irradiation on the solubility of hGH, ~0.01 mg of 
protein was placed into ~1.5ml of HEPES solution at room temperature (~22 °C), 
stirred manually for a minute and the UV-Vis absorbance spectrum was collected, 
importantly, with the beam passing through the upper portion of the cuvette.  Figure 
5.9a shows the UV-Vis absorbance spectra (between 215-355nm) of the un-irradiated 
(blue), 25 kGy irradiated (red) and 100 kGy irradiated (green) hGH/HEPES samples. It 
should be noted that although a wide spectroscopic range was scanned (from 190 nm to 
1200 nm) no absorbance was observed in any of the three hGH samples other than in 
the region shown in Figure 5.9a. For the non-irradiated and for 25 kGy irradiated hGH 
solutions, two peaks, one at ~220 nm and one at ~280 nm can easily be seen, whereas 
there were no absorbance peaks for the 100 kGy irradiated sample. One possible 
explanation for the differences between these three profiles is that there is aggregation 
occurring between hGH particles at the higher gamma dose, resulting in a decrease in 
the solubility of the protein. This is confirmed by observation of the presence of 
particulate matter in the bottom of the 100 kGy sample vessel. This is shown in Figure 
5.9(b) and indicated by the red arrow. This simple and qualitative dissolution test was 
found to be rather informative in that it clearly indicates protein aggregation at higher 
gamma doses, a finding which could explain the observed release being proportional to 
the applied gamma dose as indicated in the bulk (UV-Vis) and microscale (in situ FTIR) 
release profiles. 
Larger (aggregated) protein particles formed within the formulation would explain their 
retarded release into the solvent in proportion to the applied gamma dose. An 
explanation for the increase in the amount of hGH being released for the 25 kGy 
microparticle in the in vivo release profile in Figure 5.8a in comparison to UV-Vis 
release profile in Figure 5.8c, could be that the ATR measurement determines the 
quantity of material in the evanescent field, which may be somewhat different to the 
concentration of the material in solution. Therefore material released from the particle, 
but not necessarily solubilised, could be readily observed via the ATR measurement but 
not so via the UV-Vis release experiment. This is supported by the SEM images shown 
in Figure 5.6b (i), and in the SEM images in Figure 5.6b (iii and iv) and in Figure 5.6c 
(iii and iv) for 25 kGy and 100 kGy irradiated microparticles. In these figures, gamma 
irradiation appears to have induced protein migration towards the surface of the 
particles. And as it was mentioned previously, this would also support the findings for 
the 100 kGy irradiated particle release studies, where its burst release is due to surface 
149 
 
attached protein particles that are released rapidly in comparison to 0 and 25 kGy 
irradiated particles. 
It is clear that both FTIR (Figure 5.11b) and UV-Vis (Figure 5.9a) spectroscopies detect 
all sizes of proteins, as a result of absorbances included under the Amide-I IR peak and 
as a result of absorbances included under the UV-Vis peaks at 220 nm and 280 nm 
respectively, therefore do not facilitate the discrimination of the release data based on 
protein size. These findings indicate protein aggregation being the cause of retardation 
of release from these microparticles. Therefore in the next section this is explored 
further. 
5.3.6 The Nature of Released Species 
Protein aggregation; the formation of higher molecular weight complex species such as 
dimers and trimers, upon heating, wetting or light exposure is a well-known 
phenomenon [27,28] and as discussed in Section 2.9 in Chapter 2, size exclusion 
chromatography is a well-established method of separating mixtures based on their size 
and obtaining their molecular-weight distributions. Therefore size exlusion 
chromatography (SEC) was used to investigate if the gamma irradiated hGH samples 
exhibited any differences in their size distribution. 
Figure 5.10a shows the output of the SEC analysis of as received hGH that has 
undergone no further treatment. The output is a simple, symmetrical peak with a centre 
~14.5 minutes and this can be ascribed to the hGH monomer. Figure 5.10b shows the 
analogous output taken from a hGH sample that has been subjected to 25 kGy gamma 
irradiation and the output is quite different. The peak at ~14.5 minutes is still present 
but there is evidence of an additional component with a peak centre ~12.9 min, that is 
likely to be due to dimerisation of the hGH as a direct result of gamma irradiation. 
Figure 5.10c shows the analogous data for a hGH sample that has been subjected to 100 
kGy of gamma irradiation and here the output is very different. There are a group of 
complex peaks with centres at 9.6, 12.9 and 14.5 minutes and this is likely to be the 
result of dimer and trimer formation as a direct result of gamma irradiation. 
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Figure 5.10 SEC analysis (at 214 nm) of non-irradiated and γ-irradiated pure hGH 
samples to detect formation of aggregates. 
These findings not only support the supposition that protein aggregation is proportional 
to the applied gamma dose, but also facilitate a further step in the understanding of the 
comparison of UV-Vis and FTIR release profiles. Because it can be clearly seen in 
Figure 5.10 that the hGH monomers are present in all three hGH samples; 0, 25 and 100 
kGy irradiated, however with decreasing amounts proportional to applied gamma dose. 
Therefore it can be anticipated that UV-Vis dissolution data of the non-irradiated 
formulation (Figure 5.8c (continuous line)) is only representative of hGH monomer, as 
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this is the only soluble species present, and also is the only species detected by SEC 
(Figure 5.10a.). However the bulk release profiles of the irradiated formulations in 
Figure 5.8c (25 kGy (dashed line) and 100 kGy (dotted line)) are representative of 
decreasing amount of monomers proportional to the applied gamma dose and probably 
dimers and trimers to a much lesser extent as a result of their high molecular size 
hindering their diffusion. The intense decrease in microparticle porosity and aggregation 
as shown in Figure 5.6b and c was also thought to have an effect on protein release, 
hindering the diffusion of protein molecules from irradiated formulations.  
5.3.7 Effect of γ-irradiation on the Chemistry of PLGA, PLA and Poloxamer 407 
Single point ATR-FTIR spectroscopy, collecting the average IR signal from a sample 
facilitates very high signal to noise ratio (SNR) in each spectrum when compared to 
imaging with an FPA IR detector, hence may provide much more detailed vibrational 
information that may not be readily obtained from data collected using FPA detectors in 
imaging mode. In order to assess the effect of Ȗ-irradiation on the chemistry of the 
microparticles and therefore infer their influence on hGH release, ATR-FTIR 
measurements on bulk samples (both Ȗ-irradiated and un-irradiated) were also 
conducted. 
Figure 5.11 shows the fingerprint region (1820-1000 cm-1) of ATR-FTIR spectra of the 
non-irradiated, 25 kGy Ȗ-irradiated and 100 kGy Ȗ-irradiated hGH loaded microparticles 
and pure components of the formulation. No noticeable change in the infrared spectra 
was observed as a result of being subjected to Ȗ-irradiation on the hGH loaded 
microparticles, the PLGA, PLA or hGH components. (Figure 5.11a-d).  
However, close inspection of the data collected from the Poloxamer 407 samples 
showed the appearance of a carbonyl band with increasing intensity proportional to the 
applied Ȗ dose, indicating Ȗ-irradiation induced degradation. As mentioned in Section 
1.3.1.3 of Chapter 1, poloxamers are excipients that are used in drug carriers, such as 
PLGA micro or nano particle formulations, to enhance the release of drugs by acting as 
a plasticiser [20,21]. For example Yan et al. [20] reported that up to 20% increase in the 
amount of docetaxel released from PLGA microparticles is observed when compared to 
the same formulation without Poloxamer 188. Therefore the degradation of Poloxamer 
407 is likely to have an impact on the release rate of the hGH loaded samples.  
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Figure 5.11 ATR-FTIR spectra of non-irradiated and γ-irradiated; formulation 
(a), hGH (b), PLGA50/50 (c), PLA (d) and Poloxamer 407 (e) showing the carbonyl 
peak occurring with increasing intensity proportional to applied gamma dose 
zoomed in the inset graph.  
It is well known that when subjected to irradiation, polymers may undergo chain 
scission resulting in a decrease in their molecular weight or cross-linking. As 
demonstrated in the previous chapter for PLGA50/50 polymer, GPC is often used to 
investigate such processes, therefore we have further investigated the effect of Ȗ-
irradiation on the molecular weight of the PLA and Poloxamer 407. 
The discrimination between the chain scission and the crosslinking mechanisms 
occurring in polymers as an effect of applied irradiation dose can be investigated 
numerically [1,29,30] by calculating chain scission yield G(s) and cross linking yield 
G(x) of polymers. A G(s)/G(x) ratio >4 has been assumed to illustrate the dominance of 
chain scission over crosslinking reactions in irradiated polymer samples at various doses. 
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Because of the limited number of irradiation data points (25 kGy and 100 kGy only) in 
this dataset such a calculation was not conducted, however Figure 5.12b shows the 
change in % Mw with respect to its original (un-irradiated) state to facilitate a better 
comparison in between the polymers, indicating a decrease in Mw of all three polymers 
and this too is a clear indication of the domination of a chain scission reaction for all 3 
polymers upon irradiation. Although the Mw decrease rate (i.e. slope of a linear fit to 3 
data points in the plots for each sample) for PLGA50/50 and PLA seems to be quite 
close in Figure 5.9b, it can be seen that the decrease in Mw of Poloxamer 407 occurs at a 
higher rate in comparison to PLGA50/50 and PLA. These results are in agreement of 
those reported by Dorati et al. [1] who have shown that for PEG based polymers at 
higher Ȗ-irradiation doses, chain scission was the predominant process leading to a 
greater number of oxygenated species and shorter PEG chain lengths.  
 
Figure 5.12 GPC results for non-irradiated and irradiated polymer samples 
showing the changes in Mw and PDI in (a) and % change in polymers’ Mw with 
respect to their non-irradiated state, to facilitate better comparison in (b). 
Thermal behaviour changes of the polymers were also investigated using differential 
scanning calorimetry (DSC) to follow the irradiation dependent polymer degradation.  
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Figure 5.13 DSC thermograms for for un-irradiated (a), 25 kGy irradiated (b) and 
100 kGy irradiated (c) Poloxamer 407. 
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Figure 5.14 DSC thermograms for for un-irradiated (a), 25 kGy irradiated (b) and 
100 kGy irradiated (c) PLGA 50/50. 
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Figure 5.15 DSC thermograms for for un-irradiated (a), 25 kGy irradiated (b) and 
100 kGy irradiated (c) PLA. 
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Figure 5.16 DSC thermograms for (a) non-irradiated, (b) 25 kGy irradiated 
(dashed line) and 100 kGy irradiated (straight line) formulation (10 wt% 
Poloxamer407 + 81 wt% PLGA50/50 + 9 wt% PLA) that does not contain hGH.  
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DSC analyses were conducted on the irradiated and un-irradiated polymers of the 
formulation in order to obtain more detail of the effect of irradiation process on the 
thermal properties of the polymers. Since we were interested in the effect of Ȗ-
irradiation on protein release from the formulation, the same formulation but without 
the hGH (10 wt% Poloxamer 407, 81 wt% PLGA50/50 and 9 wt% PLA) was also 
prepared under same processing conditions by CPL in order to investigate overall 
thermal properties of the polymer mixture. 
Figure 5.13, Figure 5.14, Figure 5.15 and Figure 5.16 show the DSC thermograms of 
the irradiated and un-irradiated PLGA50/50, PLA, Poloxamer 407 and the 
CriticalMixTM processed polymer mix without hGH respectively. The observable 
transitions from these figures are listed in Table 5.2a and Table 5.2b. 
Table 5.2. List of glass transition temperatures of un-irradiated and γ-irradiated 
PLGA50/50, PLA and the formulation without hGH in (a) and list of melting 
temperatures of un-irradiated and γ-irradiated Poloxamer 407. 
(A) 
 
Tg (°C) 
 
Tg (°C) after 
β5 kGy Ȗ exposure 
Tg (°C) after 
100 kGy Ȗ exposure 
PLGA 50/50 45.7 43.4 41.9 
PLA 51 50.5 48.7 
Formulation 
without hGH 35 31 26 
 
(B) 
 
Tm (°C) 
 
Tm (°C) after 
β5 kGy Ȗ exposure 
Tm (°C) after 
100 kGy Ȗ exposure 
Poloxamer 407 30 27.9 23.8 
 
The results listed in Table 5.2a are showing a decrease in Tg of PLGA, PLA and the 
polymer mix without hGH proportional to the applied gamma dose. Although PLGA 
and PLA polymers did not exhibit a melting temperature within the temperature range 
scanned as they are amorphous and they have high melting points (>200 °C), Poloxamer 
407 data showed a crystallisation peak ~25 °C and a melt peak ~30 °C which is 
decreasing proportional to the applied gamma dose as indicated in Table 5.2b. These 
findings are in agreement with GPC results, indicating degradation based on a chain 
scission mechanism in all three polymers. 
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The DSC thermogram of the un-irradiated formulation Figure 5.16a has indicated a Tg 
of 35 °C and the DSC thermograms of the 25 kGy irradiated (dashed line) and the 100 
kGy irradiated (solid line) formulations in Figure 5.16b has indicated Tgs of 31 °C and 
26 °C, respectively as also listed in Table 5.2a. From this decrease in Tg of the polymer 
mixture, as one would expect as the formulation is dominated by PLGA/PLA, it is clear 
that the formulation itself is also degrading via a chain scission mechanism in the same 
way as the individual polymers. 
Increasing the number of oxygenated species in a microparticle is likely to have a 
significant impact on the dynamics of hydration due to an increase in the hydrophilicity 
and the strength and nature of interactions occurring between the species contained 
within that microparticle. In this instance, the increase in the number of oxygenated 
species appears to have significantly increased the rate of hydration, leading to a faster 
and more pronounced initial burst release of hGH. The increase in the number of 
oxygenated species within the microparticle may also influence the strength of 
interactions between the polymeric species and the encapsulated hGH, leading to a 
retardation of the sustained release rate after the initial burst. These findings were in 
agreement with those of Dorati et al. [2] who ascribed a retardation in the release rate of 
OVA from Ȗ-irradiated PLGA-PEG microspheres, when compared to their un-irradiated 
counterparts, to be due to a combination of changes in the morphology of the 
microparticles and an increase in the magnitude of the interaction between the polymer 
matrix and the protein. Although the system was not identical to that studied by Dorati 
and co-workers [2], Poloxamer 407 is a tri-block copolymer of PEG-PPG-PEG, 
therefore it could be anticipated that the effect of Ȗ-irradiation on these hGH loaded 
microparticles would be quite similar. 
5.3.8 Summary of the Findings 
 Using transmission and micro ATR FTIR imaging, hGH was shown to be 
distributed homogenously at the surface and within the bulk of the un-irradiated, 
processed microparticles.   In situ release profiles of the un-irradiated formulation, obtained from ATR-
FTIR imaging data, have been shown to be similar to the bulk release profiles 
obtained by UV-Vis dissolution experiments.  SEM images of the microparticles indicated a decrease in surface roughness, a 
decrease in porosity and the occurrence of aggregated surface bound 
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proportional to applied gamma dose. SEM images indicated that very small 
particles were also seen to be attached to the surface of the particles at higher 
irradiation doses.  A high initial burst release from the 100 kGy irradiated microparticle was 
visually observed by ATR-FTIR imaging and such data was not available from 
bulk UV-Vis dissolution experiment. In the ATR imaging data, 25 kGy 
microparticle had exhibited a release profile that is between those obtained for 0 
and 100 kGy irradiated microparticles however from UV-Vis dissolution data 
the bulk release was shown to be similar to the 100 kGy formulation.  SEC analyses indicated protein aggregation resulting in the occurrence of dimers 
and trimers along with a decreasing amount of monomers proportional to the 
applied gamma dose.   UV-Vis spectrophotometry of irradiated and un-irradiated hGH showed that 
almost no hGH was dissolved into HEPES solution when irradiated at 100 kGy 
dose, indicating the occurrence of large protein aggregates.  ATR-FTIR spectroscopy showed no evidence for a change in the formulation, 
hGH, PLGA50/50 or PLA, but indicated degradation via the occurrence of a 
carbonyl band in the spectrum of Poloxamer 407 as a function of applied gamma 
dose.  GPC analyses indicated a noticeable decrease in Mw of all polymers as a 
function of Ȗ exposure, indicating a chain scission mechanism of gamma 
induced degradation.  DSC analyses supported the finding of GPC, showing a decrease in Tg of 
formulation mix without protein, PLGA50/50 and PLA. Poloxamer 407 
exhibited a Tm that was again decreasing proportional to Ȗ exposure. 
5.4 Conclusions 
ATR-FTIR has been shown to be a successful method to monitor, in situ, the release of 
hGH from PLGA/PLA microparticles, providing important information about the 
mechanism of release. Utilising the chemical selectivity of the infrared methodology, 
hGH release profiles, analogous to those obtained using standard dissolution apparatus 
have been obtained for micropartcicles subjected to a range of Ȗ-irradiation doses. The 
release mechanism of hGH from these microparticles has been elucidated with the 
release kinetics changing as a result of modifications to the microparticle morphology 
and chemistry during Ȗ-irradiation. SEε analysis of the microparticles indicated that Ȗ-
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irradiation made them less porous, reduced the surface area and forced some material, 
most likely hGH to the surface of the individual microparticles. And this was thought to 
be the main reason for observing a high initial burst release of hGH in the 100 kGy 
microparticle, that was not observed by bulk dissolution measurements using UV-Vis 
detection. However in the IR images, the overall amount of hGH at the surface of this 
particle was lower than that of un-irradiated and 25 kGy irradiated microparticles, and 
this indicated the formation of aggregates resulting in a decrease in the overall hGH 
monomer concentration in the microparticle.  
Another interesting finding from the IR imaging data was that the release profile of the 
25 kGy irradiated microparticle was in between that of un-irradiated and 100 kGy 
irradiated microparticles, unlike its bulk release profile which was very similar to that of 
the 100 kGy irradiated batch. This was thought to be as a result of hGH aggregation and 
a decrease in porosity occurring as a function of applied gamma dose which was clearly 
indicated in the SEM images. Because the bulk microparticles were seen to be 
somewhat aggregated and IR imaging was applied to selected individual microparticles 
(i.e. not clusters), the diffusional release of hGH in the bulk measurement was hindered 
by high aggregation and decreased porosity. Aggregation was not occurring only 
between microparticles but also between hGH molecules as SEC analyses showed 
formation of dimers and trimers within the irradiated microparticles along with 
monomers. Monomers were the only hGH species observed in the un-irradiated 
microparticles. 
GPC analyses showed a decrease in Mw of all of the polymers past gamma irradiation 
indicating a chain scission mechanism occurring proportional to the applied gamma 
dose. This gamma induced decrease in Mw was in agreement with the findings of Loo et 
al. [30] who quantitated the decrease in Mw of PLGA and PLLA films occurring 
proportional to applied e-beam irradiation and those of Dorati et al. [1] who studied 
gamma induced degradation of PEGd,lPLA and PEG-PLGA multiblock copolymers. 
The percentage of Mw reduction was more prominent for Poloxamer 407 than that of 
PLGA and PLA polymers. The gamma induced degradation of Poloxamer 407 was also 
probed by ATR-FTIR spectroscopy, although no spectroscopic change was observed for 
the other polymers in this system. This indicated that Ȗ-irradiation was leading to chain 
scission in the Poloxamer 407 excipient, increasing the number of oxygenated species 
within the microparticle and influencing the strength of interactions between the 
entrapped hGH and the polymeric matrix. DSC analyses showed a decrease in Tg of 
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PLGA50/50 and PLA as well as the polymer mixture that did not contain hGH and a 
decrease in melting temperature of Poloxamer 407. This also indicated a gamma 
induced degradation of the polymers based on chain scission mechanism. 
These findings were found to be in good agreement with work conducted by Dorati et al. 
[2] and Carrascosa et al. [25] on PLGA based microparticles containing different 
protein based APIs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
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6 Overall Conclusions and Further Work 
6.1 Introduction 
This chapter outlines the research described in this thesis and provides an outlook on 
possible future work. 
The aims of this thesis were to (i) develop robust and reproducible protocols to better 
characterise the morphological and physicochemical evolution of biopolymeric 
microparticles in situ during hydrolytic degradation, (ii) monitor protein release from 
such microparticle systems and (iii) determine the factors influencing release rate during 
dissolution. To achieve this, the following strategies were implemented; 
(i) The application of vibrational spectroscopic imaging to understand the 
dynamics of microparticle degradation and drug release from polymeric 
microparticles. 
(ii) Development and optimisation of multivariate image analysis tools for 
analysing the acquired mid-infrared spectroscopic images. 
(iii) The use of scanning electron microscopy and conventional bulk 
characterisation methods to verify and better understand findings acquired 
using mid-IR imaging such as morphology, polymer degradation and protein 
redistribution and release. 
6.2 Overall Conclusions 
This thesis has demonstrated that mid-IR imaging and analysis can be effectively used 
to study polymeric drug delivery systems that are in the form of microparticles. 
Valuable information such as polymer degradation and drug release was studied in real-
time on a single microparticle without any chemical labels or dyes, but by utilising the 
chemical sensitivity and spatial selectivity of ATR imaging and analysis. 
The application of real-time ATR-FTIR imaging to obtain visual evidence of hydrolysis 
of a single microparticle was demonstrated for the first time. A novel, partially 
supervised peak detecting non-linear curve fitting (NLCF) algorithm was developed to 
identify and fit peaks to the infrared spectrum obtained from each pixel within the 
acquired temporal images. The output from the NLCF was compared directly and  
numerically with the traditional peak height (PH) data analysis approach and  
multivariate curve resolution alternating least squares (MCR-ALS) analysis for the 
same images. Quantitative information such as hydrated layer size, FWHM of the 
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particle was shown to be calculated with smaller errors when multivariate analyses were 
employed. Both multivariate approaches considered, hard (NLCF) and soft (MCR-ALS), 
improved the spatial resolution of the images compared to peak height measurements. 
The MCR-ALS method was influenced by colinearity, therefore degradation rates could 
not be calculated from MCR-ALS data. However, the spatial resolution of the wet 
images were close to those determined from NLCF processed ones and therefore 
considering the time penalty of the NLCF procedure, a combination of MCR-ALS and 
NLCF analysis was considered to be applied for larger data sets. 
Using the protocol developed in Chapter 3, the effect of scCO2 process, Ȗ-irradiation (a 
common sterilisation method), monomer ratio and temperature on the hydrolysis of a 
family of PLGA microparticles was investigated to facilitate a better understanding of 
the physiochemical factors effecting the hydrolysis rate and changes in morphology of 
the PLGA polymers by which drug release behaviour is governed. A noticeable 
decrease in hydrated layer size was observed for the scCO2 processed PLGA 50/50 
microparticles at 50 °C compared to those of at 70 °C.  The degradation rate constants 
for glycolic and lactic units of PLGAs were shown to stay at a constant ratio (~1.3) 
regardless of composition, temperature or Ȗ exposure. Degradation rate was seen to 
increase with increasing initial glycolic content of the copolymer or with increasing 
temperature or with increasing Ȗ exposure. GPC and DSC analysis showed a decrease in 
molecular weight of PLGA 50/50 indicating a chain scission mechanism proportional to 
applied Ȗ dose. SEε images indicated a decrease in surface roughness and particle 
aggregation proportional to the applied Ȗ dose. There was some evidence of lactic acid 
monomers diffusing out into water during the hydrolysis of PLA microparticles. 
The real-time release of hGH from a group of PLGA/PLA microparticles that included 
Poloxamer 407 excipient during a set of dissolution experiments at 37 °C in D2O were 
studied by ATR-FTIR imaging. It was found difficult to deconvolute all of the 
components in this complex system using multivariate analysis tools previously 
investigated due to high overlapping and low loadings of the components within the 
finger print region however second derivative peak height analysis was found to provide 
sufficient contrast in PLGA/PLA and hGH images and facilitated obtaining hGH release 
profiles, analogous to those obtained using standard dissolution apparatus.  
Using ATR-FTIR imaging, increasing the Ȗ dose was shown to have a profound 
influence on the nature of the release mechanism, with higher Ȗ doses leading to a 
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dramatic increase in the initial burst release followed by retardation in the sustained 
release and a lower total level of hGH release over the dissolution experiment. 
SEε analysis of the microparticles indicated that Ȗ-irradiation made them less porous, 
and lumpy. SEC analyses showed formation of hGH dimers and trimers within the 
irradiated microparticles along with hGH monomers. hGH monomers were the only 
species observed in un-irradiated microparticles. SEM images also indicated that 
microparticles tend to aggregate upon irradiation. This information is important because 
bulk measurements would be effected by this due to reduction in the surface area of the 
microparticles as they aggregate, and this has once more indicated the importance of 
microscopic information that could be obtained from single microparticles. 
GPC and DSC analyses showed a decrease in Mw of all of the polymers post Ȗ 
irradiation, indicating a chain scission mechanism occurring as a function of the applied 
Ȗ dose. The percentage of εw reduction was more prominent for Poloxamer 407 than 
that of PδGA and PδA polymers. The Ȗ induced degradation of Poloxamer 407 was 
also probed by ATR-FTIR spectroscopy, although no change was observed in the 
spectra of the other polymers in this system. This indicated that Ȗ-irradiation was 
leading to chain scission in the Poloxamer 407 excipient, increasing the number of 
oxygenated species within the microparticle and influencing the strength of interactions 
between the entrapped hGH and the polymeric matrix. These findings suggested that; 
(i) Gamma sterilisation doses >25 kGy should be avoided due to shown adverse 
effects and the required dose should be optimised to ensure that morphological 
and chemical changes are kept minimum post Ȗ-irradiation. 
(ii) Although gamma irradiation is the most common sterilisation method for such 
biopolymer based microparticle systems, other methods, such as e-beam 
irradiation which may create less adverse effects on the morphology and 
stability of the formulations, could be considered. 
(iii) The excipient, Poloxamer 407, was shown to degrade remarkably even after 25 
kGy Ȗ-irradiation. Inorder to overcome the stability issues addressed for the 
studied formulation, other excipients which may show greater resistance to Ȗ-
irradiation compared to Poloxamer 407 could be studied. 
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6.3 Further Work 
6.3.1 FTIR Imaging of Microparticles 
Since most pharmaceuticals are in the form of microparticles and information such as 
drug loading per microparticle is very important in characterisation, the possibility of 
studying a single microparticle during a kinetic process such as degradation for a PLGA 
microparticle as demonstrated here, providing wealth of chemical and morphological 
information could be taken further by investigating many other microparticulate 
systems. Transflection or transmission IR imaging of microtomed sections, as well as 
micro-ATR imaging of flash frozen and cracked opened sections coupled with relevant 
multivariate analysis tools could certainly provide key information between different 
formulations even at dry stage in comparison.  
6.3.2 Multivariate Analysis of FTIR Images for Studying Kinetic Processes in 
Microparticle Systems 
Spectroscopic deconvolution is an interesting area of analytical microscopy and 
spectroscopy, bringing several disciplines together including mathematics, statistics and 
chemistry. In this thesis, components of a microparticle system that has been 
undergoing hydrolysis have been shown to successfully deconvoluted or separated 
within the temporal image sets.  
Since the NLCF procedure developed in this thesis uses a peak shape function that can 
simulate a peak shape that is between a straight line and a needle, it should certainly be 
further applied to other systems, particularly to systems that cannot be deconvoluted by 
soft modelling tools. And for systems such as PLGA/PLA formulation that included a 
low loading of hGH and Poloxamer 407, the use of genetic algorithms should be 
considered to better optimise fitted parameters. This would require more processing 
time however parallel computing could be used to decrease the NLCF processing time 
down to a few minutes.  
Another strategy to deconvolute this formulation or any other difficult formulation 
could be applying the same experimental procedure on components, i.e. acquiring real 
time images of hGH, Poloxamer etc. on its own, and using these component spectra at 
each time point of the images of the formulation. A linear regression using fitted 
component spectra to the formulation spectra at each time point may then provide 
deconvoluted images with a true contrast. However this would require more experiment 
time (i.e. number of components x time required per micro-dissolution experiment) 
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which was therefore not feasible to do during this work but such idea may be feasible 
for studying relatively faster processes. 
6.3.3 Real-time Monitoring of Polymer Degradation Using FTIR Imaging 
Physiochemical evolution of a family of PLGAs were characterised in terms of their 
degradation rates and size during hydrolysis. Although lactic acid was probed after ~48 
h of for a PLA microparticle, this was not possible to do for other formulations studied. 
This was thought to be due to the rather large size of the ATR dissolution cell (an 18 
mm high, 20 mm wide cylinder) used and the large volume of water (~2 ml).  
A much smaller cell (2 mm x 2 mm x 1 mm) that only covers the ATR crystal could be 
designed for such experiments, which would certainly increase the chances of having 
reduced circulation thereby increasing the possibility of keeping mobile molecules 
within the field of view. 
The decrease in Mw of PLGA upon Ȗ irradiation was demonstrated. Therefore 
implementing a flow cell on to the ATR accessory with very low flow speed could also 
be used in line with gel permeation chromatography facilitating probing different 
degradation products that would provide information on effect of processes such as 
irradiation etc. 
6.3.4 Real-time Monitoring of Drug Release Using FTIR Imaging 
HPLC-SEC analysis indicated protein aggregation and formation of hGH dimers and 
trimers post Ȗ- irradiation. Due to the time constraints detailed image analyses were not 
conducted on deconvoluting protein secondary structure and second derivative spectra 
did not facilitate discrimination between hGH monomers, dimers and trimers which 
were all detected by IR.  
Although it was possible to conclude that aggregated protein molecules were not being 
released but monomers were, it is still an unknown whether at any stage during the real-
time ‘micro’ dissolution experiment, if dimers and/or trimers were actually being 
released too. Therefore a flow cell fitted on to the ATR accessory and the use of very 
low flow velocity could also be used in line with a HPLC-SEC system in order to 
answer this question. 
Due to the time constraints, the effect of storage conditions (i.e. relative humidity, 
temperature) was not studied during this work. Further research could be conducted on 
the formulation studied here and certainly with formulations including different 
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amounts and/or types of excipients because Poloxamer 407 was shown to degrade at a 
great extent compared to other components of the formulation. The effect of excipients 
on real-time in situ protein release could be conducted using the ATR-FTIR imaging 
methodology developed in this thesis. 
SEM was shown to provide valuable information on the morphology of the 
microparticles at 20 nm spatial resolution that was not possible even by micro ATR 
imaging (~5 µm). However considering the sample preparation procedure, i.e. coating 
with gold, and the effect of e-beam radiation on the samples, although minimal, atomic 
force microscopy (AFM) could also be used to characterise the morphology. 
Particularly, the postulated protein redistribution towards the sample surface, induced 
by gamma irradiation, could be better characterised by AFM. 
Further work could also include investigating the distribution and nature of the 
microparticles and the protein(s) within the microparticles with in tissue after injection. 
Tissue sections could easily be imaged non-distructively by FTIR imaging in 
transmission or transflection modes which could be used to probe the microparticles 
within tissue and release and redistribution of proteins therein. 
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Attenuated total  reflection-Fourier transform infrared  (ATR-FTIR)  imaging has  been  applied for  the  first
time  to monitor  the  redistribution  and release of  hGH from a range  of  PLGA/PLA  microparticles  during  a
set  of dissolution experiments  at 37 ◦C in D2O. The effect of gamma-irradiation,  a  common  sterilisation
method,  on hGH release kinetics  from  such  systems has  been demonstrated.  Increasing  the  gamma  dose
was  shown to have  a profound  influence on the  nature  of the  release mechanism,  with  higher gamma
doses  leading  to a dramatic  increase  in the  initial burst  release  followed by  a  retardation  in the  sustained
release  and a lower total  level  of hGH release  over the dissolution  experiment. These  changes  were  shown
to  be  the  result  of a combination of factors; firstly,  via scanning  electron microscopy  (SEM),  gamma-
irradiation  was shown to  strongly influence the  morphology  of the  PLGA/PLA  microparticles;  reducing
their  overall porosity  and reducing  the  available  surface area,  whilst  forcing some  of the  entrapped  hGH to
the  microparticle  surface.  Secondly,  from  FTIR measurements,  gamma-irradiation  was shown to  increase
the  number  of oxygenated  components  in the  Poloxamer 407  excipient,  by  a process of chain  scission,
thereby  increasing the  strength  of interaction  between the  microparticle  and  the  entrapped hGH.
© 2014  Published by  Elsevier B.V.
1. Introduction
Peptides and proteins cannot readily be delivered by traditional
routes such as by  oral, nasal or pulmonary delivery due to their high
molecular weight, hydrophilicity and labile nature. Consequently
such drugs are normally administered by  injection to therapeu-
tically tackle a number of conditions. To treat growth hormone
(hGH, a 22 kDa protein) deficiency in  children with hypopitu-
itary disorders and in adults, this normally results in the need
for daily injections for a period of several years which is par-
ticularly challenging for children. Encapsulation of drugs such as
proteins in biodegradable polymer matrices, such as PLGA for sus-
tained release, offers a  solution to  the problem of delivery of drugs
effectively to the patient with minimal inconvenience and also con-
trolling drug’s release into the body over time, thereby removing
the necessity for frequent administration and improving patient
compliance and treatment efficacy.
 Selected paper presented at 7th International Conference on Advanced Vibra-
tional  Spectroscopy, Kobe, Japan, August 25–30, 2013.
∗ Corresponding author. Tel.: +44 0114 225 3069; fax: +44 0114 225 3501.
E-mail  address: C.Sammon@shu.ac.uk (C. Sammon).
A sustained release formulation of hGH can be achieved by its
encapsulation into injectable microparticles of biodegradable and
biocompatible polymers such as PLGA or  PLA. After injection the
encapsulated microparticle slowly releases the hGH via a degrada-
tion mechanisms of the polymer to lactic or glycolic acid which are
rapidly cleared from the body via the renal system.
To date solvent-based methods such as emulsification have
been most often used to manufacture PLGA based microparticle
drug delivery systems. However, the use of solvents can lower
the biological activity of any encapsulated protein or peptide
through degradation at phase boundaries [1]. One route to  over-
come these difficulties is to use supercritical carbon dioxide (scCO2)
that removes the need for solvents during processing, such as
in the PGSS (particles from gas saturated solutions) method for
the production of sustained release systems including polymer
matrix microparticles [2]. Novel sustained release formulations of
hGH prepared by supercritical fluid processing of PLGA/PLA (the
CriticalMixTM process) were produced in the form of microparticles
for subcutaneous injection [3].  We  have taken a  formulation that
has been evaluated in vivo in rats and monkeys, showing up to  two
weeks more of efficacious hGH release compared to a daily injec-
tion of soluble hGH, and investigated its real time release using
ATR-FTIR imaging for the first time. This study also evaluates the
effect of -irradiation on the physical and chemical structure of  the
0924-2031/$ – see front matter © 2014 Published by Elsevier B.V.
http://dx.doi.org/10.1016/j.vibspec.2014.01.012
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microparticles and attempts to  draw links between chemical and
morphological changes and the in vivo release of the entrapped hGH
from single microparticles.
Pharmaceutically relevant microparticles for parenteral use
must be well characterised in  terms of their size range, morphology
and function. It is  widely understood that the chemistry and mor-
phology of microparticles have a degree of interdependence as the
morphology of microspheres can vary depending on their chemi-
cal state after preparation. This therefore can strongly affect drug
release behaviour from microspheres [4–6].
Often, pharmaceuticals have to be sterilised before use and for
polymeric microparticle drug delivery systems, -irradiation is  a
well-established method to achieve this [6,7]. Prior to  sterilisation
of pharmaceutical products using -irradiation, it is  essential to
determine any effects that this process may  have on the materials,
as each polymer reacts differently to  ionising radiation. Therefore
the maximum dose that can be administered to  sterilise the product
must to be validated.
Fourier  transform infrared (FTIR) spectroscopic imaging facil-
itates spatiotemporal images of individual components of multi-
component systems under dynamic conditions such as dissolution
[8]. It has become a  popular spectroscopic imaging approach,
particularly for pharmaceutical research, as it allows not only moni-
toring the physical and chemical changes of individual components
over time, but also gives quantitative information such as drug
release rate and polymer matrix degradation rate from the same
experiment [8–10].
Collecting  thousands of IR spectra simultaneously using a 2D
focal plane array detector in which each pixel acts as an individual
detector, a stack of 2D images at a range of mid-IR energies can be
generated within a  few minutes.
The application of the attenuated total reflectance (ATR) samp-
ling technique in FTIR imaging has been increasingly reported
particularly in pharmaceutical research [11,12] as it is  advanta-
geous compared to transmission and transflection FTIR mainly in
that the shallow (2–10 m) depth of penetration (i.e. the depth at
which the electric field amplitude is attenuated to e−1 of its initial
value at the sample surface) of IR light in  to the sample facilitates the
visualisation of formulations within aqueous media (as the water
bands cannot suppress the signal from the sample as a  result of
this shallow penetration depth) and species can be probed in  their
natural state as no sample preparation is  necessary [13].
Micro-ATR-FTIR imaging with a  Ge internal reflection element
(IRE) provides higher spatial resolution when compared to  trans-
mission and transflection measurements but with a much smaller
field of view [14]. Consequently, ATR-FTIR imaging in macro mode
in which the infrared beam from the spectrometer is passed
through the IRE and collected at the FPA without the use of a  micro-
scope is more convenient compared to micro-ATR as it provides a
larger field of  view and readily facilitates the use of a temperature
controlled environment for studying dynamic systems [15].
FTIR  spectroscopy has been used for studying the interactions
of carbohydrates with dried proteins [16], assessing the integrity of
the hGH encapsulated in PLGA by spray-freeze-drying and water-
in-oil-in-water double emulsion methods [17] and assessing the
effect of excipients in lysozyme and BSA loaded microspheres
prepared by a double-emulsion technique [18]. The lysozyme dis-
tribution in microtomed PLGA microspheres prepared by a  w-o-w
solvent evaporation method has been studied by  FTIR imaging
in transmission mode and the second derivative protein amide I
band images shown a  homogenous distribution of protein [19].
The use of real time FTIR imaging for characterisation of a drug
delivery system [9] and dissolution of tablets [20,21] has been
demonstrated. Although distinct sample-solvent interfaces along
one axis of the field of view were monitored and release and redis-
tribution of various active pharmaceutical ingredients (APIs) were
investigated in  these FTIR imaging studies, there is  no litera-
ture regarding demonstration of the application of real time FTIR
imaging to (i) study the release of proteins or peptides from
biodegradable microparticles in situ and (ii) the assessment of  the
effect of -irradiation on stability of PLGA microparticles and on
the release of the protein from the microparticles, therefore our
study aims to address these aspects of vibrational spectroscopy
applied to pharmaceutical research. Generally, kinetic processes
such as release (including the burst release phenomenon, which
is critically important for assessing sustained release from drug
delivery devices) and matrix degradation in  protein based API
loaded biopolymer microparticles are monitored by  a combination
of various conventional methods including; differential scanning
calorimetry (DSC), gel permeation chromatography (GPC), x-ray
diffraction and infrared (IR) absorption spectroscopies [6], nuclear
magnetic resonance (NMR) and electron paramagnetic resonance
(EPR) spectroscopies [5] and UV–vis spectrophotometry [3] on bulk
samples (i.e. multiple microparticles). This paper demonstrates
the possibility of obtaining such important quantitative chemical
information by using FTIR spectroscopic imaging alone on a single
microparticle which allows the morphological visualisation of the
kinetic processes involved, which is not  available by bulk methods.
2. Experimental
2.1. Materials
PLGA RG502H (50:50 lactide:glycolide, I.V. 0.16–0.24,
Bohringer-Ingleheim) with an inherent viscosity of 0.16–0.24 dl/g,
PLA R202H (100:0 lactide:glycolide, I.V. 0.16–0.24, Bohringer-
Ingleheim), with an inherent viscosity of 0.16–0.24 dl/g,
pharmaceutical grade CO2 (BOC Special Gasses) were used as
received. hGH was kindly donated by Bioker (Sardinia, Italy) and
Poloxamer 407 (Lutrol® F127) was  obtained from BASF (Lud-
wigshafen, Germany). D2O (613398-10G, min. 99.996 atom) and
bee’s wax (243248-100G) were purchased from Sigma–Aldrich
Company Limited, UK. Technovit 7100 embedding resin kit was
purchased from Kulzer & Co., Germany.
2.2. Preparation of microparticles using scCO2 processing
The  method of PGSS (particles from gas saturated solutions) uses
the ability of scCO2 to depress the glass transition and melting tem-
perature of biodegradable polymers at ambient temperatures and
moderate pressures. scCO2 acts effectively as a  molecular lubricant,
thus liquefying polymers at temperatures significantly lower than
those typically needed. The near ambient temperatures together
with the absence of any aqueous or organic solvents makes the PGSS
method particularly suited to the processing of thermally or solvent
labile proteins and peptides, with the advantage that they can be
encapsulated with 100% efficiency with no protein degradation or
loss of activity.
A  formulation of hGH loaded PLGA/PLA microparticles were pre-
pared using a  CriticalMixTM process by adding 2 g of  pre-weighed
combination of spray dried hGH (10%, w/w of the formulation),
PLGA and PLA in  90:10 ratio respectively (81%, w/w  of the for-
mulation) and GRAS excipient, Poloxamer407 (9%,  w/w of the
formulation), to the PGSS apparatus which was sealed and pres-
surised with CO2 to 700 psi (48 bar) and once heated to above 32
◦C
the pressure was increased to 2030 psi (140 bar). The scCO2was  dis-
solved into the liquefied mixture which was then stirred at 150 rpm
for 1 h,  after which time stirring was stopped and the homoge-
nous mixture was depressurised through a  nozzle generating free
flowing microparticles into a  collection chamber [3].
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Fig. 1. (a) White light image of a microparticle placed on the ATR crystal prior to  starting the experiment. (b)  Schematic of the dissolution experiment; the anvil applies
sufficient pressure to  ensure good contact between the particle and the ATR crystal, whilst making sure D2O can only access the particles from the sides.
2.3. Sample preparation for  micro-ATR-FTIR imaging
hGH loaded PLGA/PLA microparticles were embedded in
a hydroxyethyl methacrylate based resin (Technovit 7100) as
described by van de Weert et al. [19] and sliced to  4 m thickness
using a Reichert-Jung Ultracut E ambient ultramicrotome with a
glass knife.
2.4. Scanning electron microscopy
To obtain topographic contrast of the microspheres before and
after irradiation, scanning electron microscopy (SEM) was per-
formed using a FEI NOVA 200 NanoSEM. Images were formed using
the secondary electron signal with a  spatial resolution of ∼2  nm.
The sample was sprinkled onto an adhesive carbon tab on an alu-
minium stub and sputter coated with gold (∼20 nm) in an Argon
atmosphere.
2.5. -Irradiation
Raw polymers and scSO2 produced microparticle formulations
were irradiated by using 60Co  as irradiation source (Synergy Health
PLC, Swindon, UK) at a few kGy/h dose rates ensuring a targeted
total dose in accordance with the ISO 11137 standard. The sample
temperature was  kept at near  room temperature during irradiation
using thermometric controls. 30 mg of the polymer samples were
sealed in a glass container and irradiated at 25 and 100 kGy total
dose in air.
2.6.  ATR-FTIR spectroscopy
ATR-FTIR  spectra were collected on a  Thermo Nicolet Nexus
instrument as single beam spectra by  co-adding 128 scans at a
spectral resolution of 4 cm−1 and ratioed against the single beam
spectrum of the blank ATR crystal at room temperature.
2.7. Micro-ATR-FTIR imaging
Micro-ATR-FTIR  images were collected with the setup that  con-
sists of an Agilent 680-IR FT-IR spectrometer operating in  rapid
scan mode attached to an Agilent 620-IR microscope with a  Ge
ATR crystal fitted on to  a  15× Cassegrain objective and a  liquid
nitrogen cooled mercury cadmium telluride focal plane array
detector MCT-FPA (64 × 64 pixels).
Images  were collected with a  4 cm−1 spectral resolution in the
mid-infrared range (3800–950 cm−1) co-adding 64 scans for both
background (Ge crystal in  air) and samples. The high refractive
index (4) of the germanium crystal allowed a spatial resolu-
tion of ∼4 m within the ∼64  m × 64 m field of view for this
setup.
2.8. Macro-ATR-FTIR imaging of drug release from individual
microparticles
Mid-infrared (3800–950 cm−1) spectroscopic imaging data in
Macro-ATR mode were acquired using an Agilent 680-IR FT-IR spec-
trometer attached to a  large sample (LS) external compartment
holding a  Golden GateTM Imaging Single Reflection ATR Accessory
(Specac Ltd.) which has a  Diamond internal reflection element with
corrective optics that adjusts the plane of best focus to sit on the
crystal surface minimising any distortion. The infrared beam from
the spectrometer was  projected directly on to a  liquid nitrogen
cooled MCT-FPA (64 × 64 pixels, 10 m × 10 m pixel size) after
passing through the ATR sampling accessory. This ATR-FTIR imag-
ing setup was capable of simultaneously collecting 4096 spectra
from an image area of 640 m × 640 m with an angle of  inci-
dence of the infrared beam of 45◦ and numerical aperture (NA) of
0.32.
A single microparticle was placed on to the centre of the square
surface of the ATR crystal with the aid of a 40× binocular micro-
scope. A uniform contact between the particle and the crystal with
minimal deformation was obtained applying sufficient pressure
to the auto-level sapphire anvil [22]. Minimal deformation was
ensured, such that the same particle could be picked up using the
same needle without leaving any residue on  the ATR crystal. After
collecting a  ‘dry’ image at 37 ◦C, ∼2  ml  of D2O  that  had been pre-
heated to 37 ◦C was injected into the cell in such a way that access
to the particle was limited to  the sides only as shown in  Fig. 1. The
raw images were collected in  rapid scan mode taking ∼5  min  using
the Agilent Technologies’ ResolutionsPro FTIR Spectroscopy soft-
ware version 5.2.0(CD846) with 128 co-added scans at an 8 cm−1
spectral resolution, and processed by ratioing against a  background
of the blank ATR crystal with 256 co-added scans also collected at
37 ◦C.
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Fig. 2. (a) An illustration of a  typical, CriticalMixTM processed microparticle where strands represent mixed polymers and dots represent the homogenously distributed hGH
particles.  (b) White light image of 3 microparticles embedded in resin and microtomed to  4 m thickness (c) Micro ATR (Ge) peak height images from the area shown with
the  box in the white light image, showing resin (1724 cm−1), PLGA/PLA (1755 cm−1) and hGH (1650 cm−1) from left  to  right respectively.
2.9. Data processing
Hyperspectral image cubes were processed using Malvern
Instruments’ ISys 5.0 chemical imaging software. Raw processed
image files were cropped between 1820 and 1000 cm−1,  a  region
which contains a  number of characteristic bands associated with
PLGA/PLA polymers, protein amide I  band ∼1650 cm−1 and the
ı(OD) band of D2O  at ∼1207 cm
−1.
A Savitzky–Golay second derivative with a  polynomial order of
3 and filter length of 29 was applied to cropped imaging data in
order to eliminate baseline drift. Second derivative images were
then vector normalised in  order to remove systematic discrepan-
cies such as variations in detector sensitivity or sample contact and
therefore to minimise intensity (Log(1/R)) variance.
3. Results and discussion
ATR-FTIR  spectroscopy facilitates the generation of chemical
fingerprints of individual species and permits the monitoring of
reaction and/or release kinetics due to the fact that  unique molec-
ular vibrations within a  mixture can be  assigned to  different
components within that mixture. As  the evanescent wave effec-
tively limits sample thickness, strongly absorbing molecules such
as water can be observed facilely and this opens up  the opportu-
nity to observe systems where a  sample is placed in  contact with
an aqueous medium. FTIR imaging permits the collection of tem-
poral images of such multicomponent systems in  aqueous media
in which changes in  the chemistry of such species can be spatially
resolved in  real time. In pharmaceutical research, this hyperspec-
tral imaging approach using non-destructive IR light, particularly
in ATR  mode requiring no sample preparation or  the use of  dyes or
chemical labels, is a  unique toolbox for formulation design allow-
ing characterisation of static samples, with as high as ∼4 m spatial
resolution in micro mode, whilst facilitating the monitoring of
dynamic physical and chemical changes occurring within formu-
lations [10].
The  CriticalMix process is thought to produce an homoge-
nous distribution of API throughout the porous microparticles as
Table 1
Vibrational assignments for PLGA 50/50, PLA, Poloxamer 407, resin, D2O and hGH within the finger print region (1820–1000 cm
−1); as antisymmetric, s  symetric, ı bending,
 rocking,  stretching,  twisting, ω  wagging, all given in cm−1 .
PLGA PLA  hGH Poloxamer 407 Resin D2O Assignment
1745 1745 1727 (C O)
1658  Amide I, (C O)
1635 ı(OH)
1540 Amide II, ı(NH)
1452 1450 1450 1466 1484 ıas(CH3)
1422 1450 ı(CH)
1394  1394 1395 ω(CH)
1381  1379 1374 ıs(CH3)
1360  1362 1304 1359, 1341 1323 ı(CH)
1270  1266 1280, 1241 1274, 1249 (CH2)
1245  as(PO)
1207 ı(OD)
1167  1184 1146 1144, 1100 1154 as(COC)
1131  1127 as(CH3)
1104  s(PO)
1086  1084 1077 1074 s(COC)
1048  1045 1049 1059 1020 (C CH3)
990 s(PO)
957 957 942 962 948  (CH3)
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Fig. 3. False colour ATR-FTIR images of (a) non-irradiated, (b) 25  kGy -irradiated and (c) 100 kGy -irradiated microparticles showing second derivative peak height
distribution of PLGA at 1755 cm−1 , hGH at 1650 cm−1 and D2O at 1207 cm
−1 as a function of time.
depicted in the illustration in  Fig. 2(a). This was evaluated by
microtoming a 4  m section of a  group of microparticles within an
embedding medium highlighted by the red box in  Fig.  2(b). Using
mid-IR imaging in micro-ATR mode utilising a  Ge ATR crystal which
provided a spatial resolution of ∼4 m within ∼64 m × 64 m
field of view, the distribution of polymer and API within these
particles was determined.
Table  1 shows the list of important peaks included in finger-
print region of the ATR-FTIR spectra obtained from pure samples.
From this table, it can be seen that the most intense poloxamer
407 peaks overlap with PLGA/PLA peaks however very strong peaks
are readily available at discrete wavenumbers for the rest of the
samples.  Also it will be discussed later on in  the macro-ATR images,
the ı(OD) of D2O  also becomes distinct when a second derivative is
applied.
Fig.  2(c) shows the integrated peak height distribution of  the
resin at 1727 cm−1,  PLGA/PLA at 1755 cm−1 and hGH at 1650 cm−1
from left to right respectively. The distribution of PLGA/PLA and
hGH, middle and right hand side images in Fig. 2(c) respectively,
clearly show a  good correlation between the high intensity (red)
regions of PLGA/PLA and hGH. This is  in  contrast to the resin distri-
bution, which shows an anti-correlation to both components. This
is  strong evidence of the homogenous distribution of hGH protein
with in the PLGA/PLA microparticle layer.
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Fig. 4. SEM images showing typical (a) non-irradiated, (b) 25 kGy and (c) 100 kGy
-irradiated microparticles.
FTIR imaging in macro-ATR mode has been demonstrated
to facilitate imaging a  variety of temporal information such as
the morphological evaluation of different components, redistri-
bution and/or release of species at polymer/solvent interfaces
and the occurrence of new species during chemical reactions
under the conditions of interest [10,12,15,23]. However release
of active pharmaceutical ingredients (APIs) form single polymeric
microparticles and monitoring the redistribution of API ‘inside’
a microparticle has not previously been studied by  ATR-FTIR
imaging.
To investigate the morphological and chemical evolution of a
protein loaded polymeric microparticle in real time using ATR-FTIR
imaging in macro mode and to explore the effect of -irradiation on
such protein loaded PLGA/PLA microparticles, we  have taken 3 sin-
gle microparticles that had been subjected to -irradiation at doses
of 25 and 100 kGy, as well as a control sample (same formulation
without -irradiation) and monitored their interaction with water
as a function of time at 37 ◦C. The experiment is setup in  such a  way
that the interaction between the particle and water will only occur
at the interfaces that we are monitoring, effectively creating a 2D
experiment.
Fig. 3(a) shows six false colour images obtained by plotting the
intensity distribution of the PLGA/PLA ester carbonyl (1755 cm−1),
protein (hGH) Amide I (1650 cm−1)  and D2O  ı(OD) (1207 cm
−1).
The first column of images show  the distribution of  polymer,
hGH and D2O, respectively, before the dissolution experiment was
started and are therefore labelled ‘dry’. From these ‘dry’ images a
homogenous distribution of hGH within the polymer matrix can
be observed once again, complementing the micro-ATR image of
the sliced sample shown in Fig. 2(c). Therefore we have confidence
that the surface (up to ∼10 m)  we are probing with IR light in
this experiment is representative of internal structure of the micro-
particle, as expected from the CriticalMixTM manufacture of drug
loaded microparticles [2,3].
The first row of images shown in  Fig. 3(a) shows the change
in the distribution of the PLGA/PLA component of the control,
i.e. un-irradiated, hGH loaded PLGA/PLA microparticle. To a first
approximation this set of images can be  used to  monitor the
dimensional changes of the microparticle during the dissolution
experiment. In the PLGA/PLA image collected after 1 h,  image set
there is evidence of an interface layer of hydrated PLGA/PLA around
the particle even at this short time, with a  decreasing D2O con-
centration from the aqueous dissolution medium towards the
particle centre and some evidence of particle swelling. Within 24  h
the PLGA/PLA microparticle (red) appears to  have swollen fur-
ther, becoming larger, whilst still being surrounded by  a hydrated
PLGA/PLA layer (yellow), and over time the size of  the particle
stays almost the same in  terms of visual representation. The bot-
tom row of Fig. 3(a), shows the complementary image data set of
D2O distribution as a  function of time. These images show a strong
anti-correlation with the PLGA/PLA image dataset and verify the
significant amount of swelling in this system, as one might expect,
due to the inclusion of the excipient Poloxamer 407 at 9% (w/w)
in the formulation, making the microparticles more hydrophilic
[24,25]. It is worth noting that after ∼1 h,  D2O  is present, albeit at
a low level, everywhere within the particle, almost certainly due
to a  combination of the particle hydrophilicity and its porosity.
Over the duration of this experiment (334 h, ∼14 days) we  cannot
observe any major evidence of ‘shrinking’ of the PLGA/PLA particle,
implying this observation would require a  much longer sampling
period, perhaps several months at 37 ◦C.  This not only shows the
well-documented suitability of PLGA and PLA to  act as biodegrad-
able drug carriers, providing sustained release for several weeks
to months, but also suggests that protein release from this system
is dominated by diffusion rather than erosion, during the first 2
weeks, which may  be expected due to the system being porous.
The hGH distribution images (middle row, Fig. 3(a)), were gener-
ated by plotting the Amide I peak height at ∼1650 cm−1, show a
change in the distribution at short times (<24 h)  as the polymers
are initially swollen and this is  followed by a  gradual decrease of
overall hGH intensity distribution as a  function of time. It is worth
noting that the dimensions of the hGH rich region are somewhat
smaller than their polymer and D2O  counterparts. One explana-
tion for this is that the hGH is being lost into the D2O  media at the
interfaces.
Fig. 3(b) shows the equivalent false colour infrared images
for the data described in Fig. 3(a), obtained from a hGH loaded
PLGA/PLA microparticle that has been subjected to 25 kGy -
irradiation. The PLGA/PLA and D2O distribution maps are quite
similar to  those shown in Fig. 3(a), and the hGH distribution images
are once more much smaller than both the polymer and D2O
images. Any change to the colour intensity of the hGH rich region as
a  function of time after 24 h is  more difficult to ascertain by visual
inspection.
Fig. 3(c) shows analogous image data sets for a  hGH loaded
PLGA/PLA microparticle that  has been subjected to 100 kGy -
irradiation, and although at first glance the polymer and D2O
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Fig. 5.  (a)Release profiles obtained from 5 × 5 pixels regions of images of non-irradiated and -irradiated microparticles undergoing dissolution. Error bars indicate standard
deviation between 3 ROIs used to obtain each data point.(b) The first 4 h  data shown in (a), to provide clarity error bars are removed.
distribution images look similar to  those depicted in  Fig.  3(a) and
(b), a remarkable rapid release of hGH around the microparticle can
be seen in the 1 h image and to  a  lesser extent, in 24 h image, this
may be due to the hGH being dissolved in  the surrounding media
during the ensuing 23 h.  The subsequent time resolved hGH distri-
bution maps contain fewer red pixels (i.e. high intensity regions)
within the hGH images compared to the earlier time points, there-
fore it can be assumed that the most of hGH has been released
during this initial hydration process; the so called burst release
effect. Subsequent time resolved images show a slow reduction in
intensity of the hGH distribution maps. Closer inspection of the
D2O distribution maps, show a higher concentration of D2O (as
denoted by the blue/green colour) within the body of the micro-
particle from 1 h when compared to both the un-irradiated and
25 kGy -irradiated hGH loaded microparticles.
It is clear that both geometry and morphology could have a
strong influence on the release characteristics of a  hGH loaded poly-
mer  microparticle, with porosity in  particular likely to determine
the rate of hydrolytic degradation and therefore drug release from
such systems [26]. SEM was used to explore the morphology of the
non-irradiated and irradiated microparticles. SEM is  a tool that is
readily applied to the microscopic characterisation of particles and
other polymer surfaces [27].
Fig. 4 shows the SEM images of (a)  non-irradiated, (b) 25 kGy
-irradiated and (c) 100 kGy -irradiated microparticles. There
are clear differences in  morphology between the different micro-
particles, the -irradiated particles have a smooth surface and
appear to be non-porous but with significant amounts of irregular
particles, possibly hGH, attached to the surface. However the
non-irradiated particle has a rough, non-uniform and porous mor-
phology with inherently higher surface area than the -irradiated
microparticles.
The use of FTIR imaging data to  monitor drug release has been
validated previously using an experimental setup that  combined a
UV detector to monitor the release of API from a  tablet subjected
to water flow during macro ATR-FTIR imaging and compared this
to  conventional dissolution test data of the same sample type [28].
Release profiles obtained from the two methods were shown to be
very similar. By conducting measurements in situ using FTIR  imag-
ing, we can follow chemical changes by monitoring specific IR bands
of components in a  fixed area in  a temporal image set and quan-
tify the relative amount of that species released during a dissolution
process. In each set of temporal images; non-irradiated, 25 kGy  irra-
diated and 100 kGy irradiated, we have chosen 3 square regions
(50 m × 50 m) of interest (ROI) from hGH rich zones within the
microparticles by visually assessing the 1 h images in each data
set. By calculating the decrease in  area under amide-I peak at
∼1650 cm−1 in  the binned, normalised temporal spectra from the
ROIs we  can generate a  release profile by assuming the decrease in
hGH signal at time = t (compared to  hGH signal at time =  0) is pro-
portional to hGH released at that time point. Using this approach
it is feasible to  generate a  dissolution plot that is analogous to a
release profile from a  standard USP I UV-dissolution experiment.
Fig.  5(a) shows the 3 release profiles obtained from tempo-
ral image sets of 0, 25 kGy and 100 kGy -irradiated hGH loaded
microparticles shown in  Fig. 3(a), (b) and (c), respectively, includ-
ing additional time points for images not shown. Data points in
Fig. 5(a) are generated from the average of overall intensity from
the 3 binned and normalised ROIs and error bars indicate standard
deviation. It  is evident that  in  Fig. 5(a) for all three release profiles
there are two  distinct regions; firstly a  rapidly increasing initial
period followed by a  second phase that almost represents a  first
order line profile with a slope close to zero.
In Fig. 5(b), this initial period in Fig. 5(a) up to  4 h, is  plotted once
again for better visualisation for evaluation of the burst release phe-
nomenon. The release profile from the non-irradiated hGH loaded
microparticle is showing an initial burst within the first few hours
followed by a  slower rate release for the duration of the experi-
ment reaching a plateau sometime after ∼72 h.  This release profile,
obtained from a  single microparticle, is very similar to the release
profile obtained by standard dissolution testing using UV detec-
tion [3] for the 10 mg  of a  similar formulation, both suggesting a
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Fig. 6. ATR-FTIR spectra of non-irradiated and -irradiated; (a)formulation, (b)hGH, (c)PLGA50/50, (d)PLA and (e)Poloxamer 407.
rapid initial release based on diffusional escape through the pores
existing in the microparticles, followed by  a slower sustained
release based on degradation of the polymers, indicating a  high
encapsulation efficiency (∼100% [3]).
Fig. 5(a) also indicates that the total hGH release from the irra-
diated formulations is lower overall and particularly after reaching
the plateau levels compared to the non-irradiated microparticle.
This may  be due to changes in  the particle morphology, changes in
the chemistry of the microparticle or  some combination of the two.
The hGH release profile from the hGH loaded PLGA/PLA micro-
particle which has undergone 100 kGy  irradiation, once again,
shows a markedly high initial burst release particularly within the
first 2 h (Fig. 5(b)) which was also evident in  Fig. 3(c) in the 1 h
image compared to the rest of the images in  that row, indicat-
ing an immediate and high release of hGH that is too fast to  be
a polymer degradation or diffusion controlled. -irradiation caus-
ing this kind of an increased burst effect was  also reported by
Carrascosa et al. [29] who investigated recombinant human insulin-
like growth factor-I (rhIGF-I) release from PLGA microspheres by
SEM, UV-dissolution and differential scanning calorimetry (DSC).
It is also evident from the SEM images that the 100 kGy irradiated
hGH loaded microparticle has a  smooth surface and appears have
a non-porous morphology (Fig. 4(c)) compared to the very porous
non-irradiated particle (Fig. 4(a)), therefore the initial burst from
100 kGy -irradiated particle is likely to be occurring due to surface
bound hGH, that is made available at the surface of the microparti-
cle during the -irradiation process. Unlike both the un-irradiated
and  the 25 kGy -irradiated sample, following its burst release, the
100 kGy -irradiated formulation shows zero measurable release
after 48 h.  For the non-irradiated and 25 kGy -irradiated micro-
particles it takes about up  to 3 days for this to be the case. It is  also
worth remarking that the total amount of hGH  that is  being released
after the initial burst appears to be  much less than is  observed in
the other microparticles.
The  release from the 25 kGy -irradiated formulation shows
similarities to  both the non-irradiated and the 100 kGy -irradiated
microparticles; its initial burst profile is similar to  the 100 kGy -
irradiated formulation, indicating high protein availability at its
surface, but it takes longer to  reach a  plateau similarly to  that
observed in  the non-irradiated microparticle and the total amount
of protein released appears to  be in between that of non-irradiated
and 100 kGy -irradiated samples, indicating an intermediate level
of protein release due to  degradation of the polymers at longer
times. Considering the morphology of the 25 kGy -irradiated
microparticles (Fig. 4(b)) being very similar to typical 100 kGy -
irradiated particles; non-porous and smooth, a  lower amount of
release at longer times when compared to non-irradiated particles
could be expected. This is  a  finding which is in  agreement with
that of Dorati et al. [5] who studied effect of -irradiation on PLGA
microparticles containing ovalbumin using a  combination of  NMR,
SEM and EPR.
Single  point ATR-FTIR spectroscopy, collecting the average IR
signal from a sample facilitates very high signal to noise ratio
(S/N) in each spectrum when compared to  imaging with an FPA
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IR detector, hence may  provide much more detailed vibrational
information that may  not  be readily obtained from data collected
using FPA detectors in  imaging mode. Therefore in order to assess
the effect of -irradiation on the chemistry of the microparticles
and therefore infer their influence on hGH release, we also con-
ducted ATR-FTIR measurements on bulk samples (both -irradiated
and un-irradiated).
Fig.  6 shows the fingerprint region (1820–1000 cm−1) of ATR-
FTIR spectra of the non-irradiated, 25 kGy -irradiated and 100 kGy
-irradiated hGH loaded micropartcles and pure components of
the formulation. No noticeable change in  the infrared spectra was
observed as a result of being subjected to -irradiation on the hGH
loaded microparticles, the PLGA, PLA or hGH components. (Fig. 6
(a)–(d)).
However, close inspection of the data collected from the Polox-
amer 407 samples showed the appearance of a carbonyl band with
increasing intensity proportional to the applied  dose, indicat-
ing -irradiation induced degradation. Poloxamers are excipients
that are used in drug carriers, such as PLGA micro or nano parti-
cle formulations, to  enhance the release of drugs [24,25]. Therefore
the degradation of Poloxamer407 is  likely to have an impact on
the release rate of the hGH loaded samples. When subjected to -
irradiation, polymers may  undergo chain scission or cross-linking.
Dorati et al. [4] have shown that for PEG based polymers at higher -
irradiation doses, chain scission is the predominant process leading
to a greater number of oxygenated species and shorter PEG chain
lengths. Increasing the number of oxygenated species in  a  micro-
particle is likely to have a  significant impact on the dynamics of
hydration due to an increase in the hydrophilicity and the strength
and nature of interactions occurring between the species contained
within that microparticle. In this instance, the increase in the num-
ber of oxygenated species appears to have significantly increased
the rate of hydration, leading to a  faster and more pronounced ini-
tial burst release of hGH. The increase in the number of oxygenated
species within the microparticle may  also influence the strength of
interactions between the polymeric species and the encapsulated
hGH, leading to a  retardation of the sustained release rate after the
initial burst. These findings are in agreement with those of Dorati
et al. [5] who ascribed a  retardation in the release rate of OVA from
-irradiated PLGA-PEG microspheres, when compared to their un-
irradiated counterparts, to be due to a  combination of changes in
the morphology of the microparticles and an increase in the magni-
tude of the interaction between the polymer matrix and the protein.
Although our system is not identical to that  studied by  Dorati and
co-workers [5], Poloxamer 407 is  a tri-block copolymer of PEG-PPG-
PEG, therefore we can anticipate the effect of -irradiation on these
hGH loaded microparticles to be quite similar.
4. Conclusions
ATR-FTIR has been shown to be a  successful method to  monitor,
in situ, the release of hGH from PLGA/PLA microparticles, providing
important information about the mechanism of release. Utilising
the chemical selectivity of the infrared methodology, hGH release
profiles, analogous to those obtained using standard dissolution
apparatus have been obtained for microparticles subjected to a
range of -irradiation doses. The release mechanism of hGH from
these  microparticles has been elucidated with the release kinetics
changing as a result of modifications to the microparticle mor-
phology and chemistry during -irradiation. SEM analysis of the
microparticles indicated that -irradiation made them less porous,
reduced the surface area and forced some material, most likely
hGH to the surface. FTIR-ATR analysis of the individual microparti-
cle components, indicated that -irradiation was leading to chain
scission in  the Poloxamer 407 excipient, increasing the number of
oxygenated species within the microparticle and influencing the
strength of interactions between the entrapped hGH and the poly-
meric matrix. These findings are in  good agreement with work
conducted by Dorati et al. [5] and Carrascosa et al.  [29] on PLGA
based microparticles containing different protein based APIs.
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The application of non-linear curve ﬁtting routines
to the analysis of mid-infrared images obtained
from single polymeric microparticles†
Hakan Keles,a Andrew Naylor,b Francis Clegga and Chris Sammon*a
For the ﬁrst time, we report a series of time resolved images of a single PLGA microparticle undergoing
hydrolysis at 70 C that have been obtained using attenuated total reﬂectance-Fourier transform infrared
spectroscopic (ATR-FTIR) imaging. A novel partially supervised non-linear curve ﬁtting (NLCF) tool was
developed to identify and ﬁt peaks to the infrared spectrum obtained from each pixel within the 64  64
array. The output from the NLCF was evaluated by comparison with a traditional peak height (PH) data
analysis approach and multivariate curve resolution alternating least squares (MCR-ALS) analysis for the
same images, in order to understand the limitations and advantages of the NLCF methodology. The
NLCF method was shown to facilitate consistent spatial resolution enhancement as deﬁned using
the step-edge approach on dry microparticle images when compared to images derived from both PH
measurements and MCR-ALS. The NLCF method was shown to improve both the S/N and sharpness of
images obtained during an evolving experiment, providing a better insight into the magnitude of
hydration layers and particle dimension changes during hydrolysis. The NLCF approach facilitated the
calculation of hydrolysis rate constants for both the glycolic (kG) and lactic (kL) acid segments of the
PLGA copolymer. This represents a real advantage over MCR-ALS which could not distinguish between
the two segments due to colinearity within the data. The NLCF approach made it possible to calculate
the hydrolysis rate constants from a single pixel, unlike the peak height data analysis approach which
suﬀered from poor S/N at each pixel. These ﬁndings show the potential value of applying NLCF to the
study of real-time chemical processes at the micron scale, assisting in the understanding of the
mechanisms of chemical processes that occur within microparticles and enhancing the value of
the mid-IR ATR analysis.
Introduction
Multivariate analysis of hyperspectral imaging data is a rapidly
developing research eld and has received considerable atten-
tion over the last decade.1 Hyperspectral images that provide
spatial and spectral information at the same time in an array of
pixels and an individual pixel, respectively, can be obtained by a
number of techniques including, X-ray tomography,2 X-ray
uorescence,3 Raman microscopy,4 and near infrared (NIR)
imaging.5
Over the last two decades Fourier transform infrared (FTIR)
spectroscopic imaging has become routine, facilitating chem-
ical characterization of multicomponent systems under both
static and kinetic conditions.6,7 Currently more than 80% of all
pharmaceutical formulations are delivered in a powder format8
and attenuated total reectance (ATR) mode has proved
advantageous, particularly for pharmaceutically relevant
systems, because the sample can be in any phase, form or shape
therefore no sample preparation is necessary.9 Micro-ATR-FTIR
imaging with a germanium objective provides a higher spatial
resolution compared to transmission and transection due to
the eﬀective magnication imparted by the high refractive index
of the ATR crystal material. Conveniently, ATR-FTIR imaging in
macro mode, i.e. without the use of a microscope, provides a
temperature controlled environment for studying dynamic
systems with a larger eld of view.10 In the macro ATR mode,
kinetic processes can be probed with IR light such that each of
the 2D array of pixels of the focal plane array detector acts as an
individual detector, allowing the collection of thousands of IR
spectra simultaneously. Consequently, a stack of 2D images at a
range of IR wavelengths can be collected within a few minutes,
proving good temporal resolution for relatively slow processes.11
The use of ATR sampling in infrared spectroscopy is based
upon the fact that, although total internal reection occurs at
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the sample–crystal interface, radiation does in fact penetrate a
short distance into the sample, this is known as the evanescent
eld. The distance that the evanescent eld can travel within a
sample in direct contact with the ATR crystal is dened as the
depth of penetration (dp). Harrick and duPre
12 dened dp as the
value at which the initial electric eld strength (Eo) decays to a
value of Eo exp
1 and can be given as;
dp ¼ l
2pn1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin
2
q ðn1=n2Þ2
q (1)
where l is the wavelength of light, q is the angle of incidence, n1
and n2 are the refractive indices of the ATR crystal and the
sample in contact with it, respectively.13 For example, for the
conditions of the experimental setup and sample used in this
study; diamond crystal (n1 ¼ 2.42) in contact with PLGA (n2 ¼
1.45), eqn (1) gives a calculated dp of 1 mm for l ¼ 5.7 mm
(1745 cm1 where the PLGA carbonyl band shows high
absorption). In practice, the true depth of penetration is
3 times more than the calculated dp value.13 Clearly, ATR
imaging only probes the near-surface of a sample but this
permits the study of samples in aqueous media (n2 ¼ 1.33)
which can be very challenging using traditional approaches
such as transmission. Eqn (1) also shows that a good optical
contact between the sample and ATR crystal is critical for
obtaining a uniform absorbance prole avoiding artefacts
within the eld of view. The Golden Gate™ Imaging Single
Reection Diamond ATR Accessory (Specac Ltd) has corrective
optics that adjust the plane of best focus to be situated on the
crystal surface thus minimising any anamorphism and an auto-
levelling sapphire anvil that ensures a uniform contact between
the crystal and sample.14
FTIR images, consisting of spectral and spatial information,
must be analysed in detail to convert the data into chemically
and physically signicant information.6 Several methods for
spectral and spatiotemporal data modelling can be used inde-
pendently or in combination, however, the choice of analysis
approach(es) for a series of hyperspectral image sets is deter-
mined by the nature and quality of the spectra and the infor-
mation that needs to be extracted.15
The main challenge in hyperspectral image analysis on time-
resolved multicomponent data sets is the extraction of the
important information from the large volume of data generated
including overlapping spectral features and noise. For time
resolved experiments that continue for longer than a few hours
unavoidable contributions from variations of atmospheric
water vapour during the experiment has a huge eﬀect particu-
larly when the spectral region of interest is between 1500–1700
cm1. This creates complications in the image analysis because
the true peak centre, required for peak height measurements,
may vary between pixels due to the superimposition of the
rotational ne structure of atmospheric water onto the sample
spectrum. Algorithms for subtracting atmospheric water vapour
superimposed on the sample spectrum using a known water
vapour spectrum can be employed for bulk ATR measurements
collected using a single pixel detector. However, this does not
always eliminate the problem in hyperspectral imaging,
because of spectral variations between pixels emerging from the
inherent low signal to noise ratio (S/R) compared to single point
IR measurements. Applying a derivative is a common approach
which eliminates baseline eﬀects in univariate analysis but the
water vapour bands are magnied by derivatives to such a
degree that spectral information from the sample may be
diﬃcult to observe. Therefore spectra need to be deconvoluted
by using so or hard multivariate methods so that bands from
the sample can be elucidated from the interfering water vapour
signal. The most commonly applied multivariate tools to extract
information from hyperspectral images include principal
components analysis (PCA) and multivariate curve resolution
(MCR) and comparisons between their application have been
discussed elsewhere.1,16,17
The aim of this paper is to evaluate the advantages and
limitations of univariate, hard and somultivariate approaches
for the analysis of ATR-FTIR images, collected during a dynamic
process in real time. We also investigate the suitability of each
of these analysis approaches for extracting quantitative infor-
mation regarding the changes in the hydration and chemistry of
a single poly(lactic-co-glycolic) acid (PLGA) microparticle and
calculate the reaction rate during hydrolytic degradation.
Experimental
Materials
PLGA RG752H (75 : 25 lactide : glycolide, I.V. 0.16–0.24, Boh-
ringer-Ingleheim) pharmaceutical grade CO2 (BOC Special
Gasses) were used as received. Water used in the experiments
was puried with the ELGA Purelab option-R water distillation
apparatus (Up to 15 MU cm, Type II water) and degassed using a
Fisherbrand FB11004 ultrasonic bath at ambient temperature
and 100% ultrasound power for 15 minutes.
CriticalMix™ process
PLGA is a random copolymer of poly(glycolic acid) (PGA),
poly(lactic acid) (PLA), and is a U.S. Food and Drug Adminis-
tration (FDA) approved, biodegradable18,19 synthetic polyester
that is physically strong and highly processable.20 PLGA has
suitable properties for biomedical applications as a scaﬀold21
and sustained release systems22 and has been comprehensively
studied as carrier matrix for macromolecules such as proteins
and peptides which are considered promising for the treatment
of a range of conditions such as cancer, human growth de-
ciency, and multiple sclerosis.23 The manufacturing process
used to produce the microparticles used in this study was a
simple, one-step process which has been used recently to
encapsulate protein based drugs with 100% encapsulation
eﬃciency.22,24 When PLGA is exposed to scCO2 in a pressure
vessel, the polymer is liqueed. If the liquid is depressurised
through a nozzle, whereby the CO2 returns to a gaseous state,
the polymer solidies resulting in the production of micropar-
ticles. Careful control of the nozzle dimensions and depres-
surisation rate determines the particle size. Batches used in this
study were prepared by adding 2.1 g of pre-weighed polymer, to
the Particles from Gas Saturated Solutions (PGSS) apparatus.
2356 | Analyst, 2014, 139, 2355–2369 This journal is © The Royal Society of Chemistry 2014
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The apparatus was sealed, pressurised with CO2 to 700 psi
(48 bar) and heated to 40 C. Once at temperature, the pressure
was increased to 2030 psi (140 bar). The liqueed polymer was
then stirred at 150 rpm for 1 hour, aer which time stirring was
stopped and the mixture was depressurised through a nozzle
generating microparticles. These were collected in a cyclone
and recovered as a free owing white powder.
Real time ATR-FTIR imaging of reactions
Infrared images were collected using an Agilent 680-IR FT-IR
spectrometer coupled with a liquid nitrogen cooled mercury
cadmium telluride focal plane array detector MCT-FPA (64  64
pixels), capable of simultaneously collecting 4096 spectra from
an image area of 640 mm  640 mm using the Golden Gate™
Imaging Single Reection ATR Accessory (Specac Ltd). This
accessory has a diamond internal reection element with
corrective optics that adjusts the plane of best focus to sit on the
crystal surface, eliminating any distortion, so that a symmet-
rical point spread function can be assumed. The angle of inci-
dence of the infrared beam was 45 and the numerical aperture
(NA) of the system was 0.32. Images were recorded in rapid scan
mode and typical collection times were 5 minutes. The
detector was mounted on a Large Sample (LS) external sample
compartment and the infrared beam from the spectrometer was
projected directly on to the FPA aer passing through the ATR
sampling accessory. The physical size of each FPA pixel is 40 mm
 40 mm and with 4 magnication, each pixel represents a
10 mm  10 mm square in the image.
To set up the hydrolysis experiment, a single PLGA micro-
particle was placed in direct contact with the ATR crystal using a
40 microscope standing on top of the ATR accessory and
suﬃcient pressure was applied using the sapphire anvil to
ensure good contact between the particle and the crystal
resulting in some deformation of the spherical particle. The
images collected were not circular, most likely showing some
evidence of anamorphism despite the use of corrective optics
and this issue when using such collection optics has been
observed previously by Everall et al.25 and Chan et al.26 Once a
satisfactory ‘dry’ image was collected water was introduced into
the chamber in such a way that access to the particle was limited
to the sides only as depicted in Fig. 1. Images were collected
using the Agilent Technologies' ResolutionsPro FTIR Spectros-
copy soware version 5.2.0(CD846) at pre-determined time
intervals and the collection parameters used were 128 co-added
scans at a 4 cm1 spectral resolution, in the mid-infrared (MIR)
range (3800 to 950 cm1). The raw processed images were
obtained by ratioing against a background of the blank ATR
crystal comprising of 256 co-added scans.
Data pre-processing
Raw processed image les were cropped between 1820 and
1000 cm1 which provided a number of characteristic bands
associated with PLGA and also included the water d(OH) peak
1635 cm1. In order to remove systematic discrepancies such
as variations in detector sensitivity or sample thickness, raw
images were vector normalised to minimise absorbance
variance. Vector normalisation works such that each spectrum
is divided to the vector length which is square root of the sum of
all absorbance values squared. Instrumental factors such as
uctuations caused by the changes in the IR source intensity or
temperature or detector sensitivity and optical artefacts caused
by mismatch of the refractive index of species being imaged are
known to cause a slope in the baseline in FTIR spectroscopy. In
order to eliminate this slope, a second derivative can be applied,
however caution is advised if there are very weak infrared bands
of interest as a second derivative will magnify the noise and
some low intensity peaks may be lost in the noise. However a
rst order baseline correction between the two end points of the
previously cropped spectral range was found useful for elimi-
nation of the baseline dri when collecting an image. The full
data pre-processing procedure is described in the ESI section
including Fig. S1.†
Univariate analysis. Univariate analysis, or functional group
imaging, only considers the peak height of, or the integrated
absorbance under, a peak of interest, therefore chemical
information can be obtained based on the association of the
peak position with certain functional groups. Although it is
useful in providing a quick overview of the species in the raw
image data, a peak height image usually convolutes the
underlying chemical information from the overlapping peaks in
Fig. 1 (a) A microparticle on the Agar microtool straight needle T5340
to be placed on the ATR crystal. (b) A microparticle placed on the ATR
crystal before the anvil was brought into contact with it. (c) Schematic
of the experiment setup after the particle was placed, anvil was in
contact and water was added.
This journal is © The Royal Society of Chemistry 2014 Analyst, 2014, 139, 2355–2369 | 2357
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the intensity map. Integrating the absorbance for a particular
peak over a spectral region of interest may provide a better
distribution map by increasing the S/N. However, as in most
cases, a complex heterogeneous mixture will not include an
isolated band of interest therefore the integrated values will not
represent the amounts present at diﬀerent locations in the
image with the required certainty. Another draw-back of func-
tional group imaging is that a homogeneous object may be
shown to be in a diﬀerent location in the image when univariate
images are created based on the integration of infrared bands
observed in diﬀerent parts of the spectrum. This occurs because
the diﬀraction limited spatial resolution of the generated
images strongly depend on the chosen part of the MIR spectral
region.27 These disadvantages can be overcome by using
multivariate approaches, which allow all of the species to be
searched in the same spectral range thus allowing a contribu-
tion from all the peaks of the same species (or factor). Another
advantage of multivariate approaches is that the interferences
such as water vapour can be detected as a factor, and may
therefore be eliminated.
Multivariate curve resolution-alternating least squares.
Multivariate curve resolution-alternating least squares (MCR-
ALS) is a tool that facilitates the extraction of information from
various spectroscopic and imaging techniques and is widely
used in physical and biological sciences.28MCRmethods are so
modelling tools that require no prior knowledge of the nature of
the components in the mixtures to be deconvoluted29 and can be
grouped into, non-iterative and iterative approaches. Non-itera-
tive MCR algorithms are unconstrained therefore may nd
unique proles within the mixture being studied. However
although these mathematically obtained unique proles may be
close to real chemical proles that are to be resolved from the
mixture data set, non-iterative methods oen suﬀer from
ambiguities that arise due to strong overlap between compo-
nents of the species or low S/N of the data. On the other hand,
with iterative MCR algorithms, so concentration constraints
such as non-negativity and unimodality or hard constraints such
as the use of pure component proles, which are compared with
extracted proles andmodied accordingly, are implemented to
minimise ambiguities.30 By denition, MCR-ALS is a so-
modelling method that can extract component information
from the raw measurement data alone, as long as this data
contains some variance; spatially as one might anticipate in an
image or as a function of time when monitoring a reaction.
Detailed information about curve resolution techniques can be
found elsewhere31 however we would like to provide the neces-
sary theory on the MCR-ALS soware employed here (MCRv1.6)
developed by Andrew and Hancewicz.32
The MCR-ALS algorithm used in this paper32 has been
developed for two-way data, therefore to use this approach,
the 3D hyperspectral data cube must be unfolded into a two-
dimensional matrix and refolded aer analysis as shown in
Fig. 2.
FTIR images have a bilinear structure and it is assumed that
some form of a Beer–Lambert relationship exists between
spectral intensity and concentration.33 Therefore a bilinear
model representing a spectroscopic image can be given as,
Duxv ¼ AuxzBzxv (2)
where D is the measured data matrix, A is the matrix of nor-
malised spectra of pure chemical components and B is the
related intensity matrix for each component.34 The matrix size
indices, u, v and z represent the number of spectroscopic
resolution elements (wavenumbers), total number of spectra
and number of resolvable components, respectively. Rearrang-
ing eqn (2) for the least squares estimation of A and B yields:
A ¼ (XBT)(BBT)1 (3)
B ¼ (ATA)1(ATD) (4)
To generate optimal matrices of A and B, one rst needs to
estimate their initial values. In this paper, a non-linear iterative
partial least squares (NIPALS) decomposition method has been
applied, the merits of which when compared to using random
numbers, eigenvalue decomposition, or dissimilarity criterion
is discussed in detail elsewhere.33 This is followed by the
selection of the optimal number of factors to calculate and is
achieved by considering the appropriateness of the initial esti-
mate of the number of components. The nal step, factor
rotation, is a rening process where alternating least squares
(ALS) is used to determine the optimal loadings and abstract
factors matrices such that once recombined they most closely
resemble the hyperspectral data matrix.
Although ALS is the most common method to decompose
eqn (2) iteratively, a modied alternating least squares method
(MALS) proposed by Wang et al.,34 which has been shown to
overcome unstable convergence properties giving a non-
optimum least squares solution, has been used for decompo-
sition for all the MCR images generated here. The MCR-ALSv1.6
soware was run from its graphical user interface (GUI) that
allowed the user to input the number of factors (or components)
to be estimated, number of iterations (used 500), and an ALS
non negativity constraint (in this instance we used MALS-2D).
The rationale for the use of 2 factors is justied based on the
fact that the image quality (S/N, resolution) is better when using
2 factors than when using 3 or 4 factors and the same as using 5
factors, see ESI, Fig. S2.† And it is important to note that MCR
results might be improved by using diﬀerent strategies that
were not covered in this paper and/or more so constraints or
hard constraints.35,36 For example, when the data were cropped
down to the 1820–1500 cm1 region which includes the PLGA
carbonyl (1745 cm1) and water dOH (1635 cm1) MCR
results were improved and although LA and GA peaks were not
deconvoluted usingMCR even when used cropped data between
1500 and 1300 cm1, they were deconvoluted when 2 other
PLGA compositions (PLGA100/0 and PLGA50/50) were included
in the data set.
Another interesting, but rather lengthy, strategy that could
have been considered was removing the solvent IR background
contributions as developed and demonstrated by Kuligowski
et al.37 in liquid chromatography infrared detection. They have
estimated the solvent background successfully and by two
diﬀerent methods; principal component analysis and simple-to-
2358 | Analyst, 2014, 139, 2355–2369 This journal is © The Royal Society of Chemistry 2014
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use interactive self-modeling analysis (SIMPLISMA) and aer
subtracting the estimated background contributions from their
data sets, MCR-ALS provided improved S/N ratios and resolved
overlapping chromatographic peaks. As the shape of the d(OH)
band has been shown to change from pixel to pixel in FTIR
imaging data, we considered that using the simple subtraction
of a pure water spectrum at each pixel would introduce spurious
peaks due to imperfect subtraction and hinder the MCR anal-
ysis. Therefore, for the purposes of this study and to keep the
MCR analysis as a so modelling approach, we decided to use
no prior information of the pure components and utilise the
whole ngerprint region of the IR spectra (1820–1000 cm1) for
the MCR analysis. We have not applied hard constraints such as
pure spectra and/or diﬀerent compositions of pure PLGA
spectra as initial estimates of the MCR factors in the image set.
Each of these would have been valid approaches but were
beyond the scope of this work.
Nonlinear curve-tting. The strategy behind curve tting or
hardmodelling is to generate amodel spectrumbased on the sum
of the component peaks that it contains. If the components within
a spectrum and by extension an image are known, then an esti-
mate of the relative amount of each component can be used as a
starting point in the application of hard modelling. Here we have
developed an eﬃcient curve-tting algorithm to optimise the
parameters (lineshape, peak height, peak width) for infrared
absorption bands and the percentage contribution of each tted
curve to the overall spectrumwas used as the initial loading value.
In order to use curve-tting procedures, analytical functions
must be used which describe the lineshapes of the peaks.
Typical lineshapes encountered in spectroscopic studies are the
Gaussian
I(k) ¼ I(k0)exp[2.773(k  k0)/D2] (5)
and the Lorentzian
I(k) ¼ I(k0)/[1 + (2(k  k0)/D)2] (6)
where I(k) is the intensity at wavenumber k, k0 is the wave-
number at the peak centre and D is the full width at half
maximum (FWHM).38 The Lorentzian peak shape is oen used
to t infrared absorption bands.39 However in real infrared
spectra, eﬀects including hydrogen bonding, rotational ne
structure and, in FTIR-ATR, anomalous dispersion eﬀects might
aﬀect the shape of the infrared band thus a true Lorentzian
shape does not always occur. Due to the asymmetry and
complexity of the bands within infrared spectra, these standard
lineshapes should only be used with caution. In such situations
a third lineshape function, the Voigt prole representing the
convolution of a Gaussian and a Lorentzian, is oen used.39
However in practice, the use of the exact Voigt prole in curve
tting can be time consuming because it involves repeated
convolutions. Each of the mentioned lineshapes are symmetric
functions, but it is very important to note that unlike traditional
IR spectra, IR imaging spectra are more susceptible to asym-
metry even in transmission mode. It has oen been assumed
that recorded infrared imaging data are exactly like their
traditional single point counterparts of bulk materials, and the
spatial geometry of the sample was not thought to be an
important factor in the processed IR image.6 In transmission
and reection absorption measurements, it is recognized that
there are diﬀerences in the data recorded from a bulk
measurement and a microscopic measurement, caused by light
focusing at the point of interaction with the sample when the
microstructure of the sample is of the same length-scale as the
wavelength of the interrogating radiation40 and diﬀerences in
the refractive indices of the rarer media at air/sample interface
can result in artefacts in mid-IR images. In ATR-FTIR dispersion
eﬀects can lead to asymmetry in observed infrared bands,
therefore in this paper we have considered the use of a family of
peak curves called the Pearson proles, specically the Pearson
IV prole which is asymmetric and is related to the Pearson VII,
I(k) ¼ I(k0)[1 + P2]M (7)
where P ¼ ½2ðk  k0Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
21=M  1
p
=D and M is known as the
Pearson parameter. Eqn (7) reduces to the Lorentzian function
when M ¼ 1, approaches the Gaussian function when M
becomes large and can approximate to the Voigt function for
intermediate M.38 Modifying eqn (7) with an exponential term
provides the required asymmetry and for M < 1 the distribution
has very broad wings. The Pearson IV function is given in terms
of this by
I(k) ¼ I(k0)[1 + P2]M exp[n tan1 P] (8)
Fig. 2 Unfolding and re-folding spectroscopic imaging data to generate factor distribution images using MCR-ALS.
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The exponential term has been shown to aﬀect peak shapes
whenM is close to 1 (i.e. Lorentzian) more than it does for those
where M is close to 10 (i.e. Gaussian).38
A routine in MATLAB Version 7.10 (R2010a), was developed
to create ts for the each pixel within an IR imaging data set
consisting of 4096 spectra individually. Peaks were detected
using the algorithm described elsewhere41 and height and width
of the peaks in the raw spectra at detected positions were used
as initial guesses for the iterative loop. Application of non-linear
curve-tting to large two-dimensional experimental infrared
spectroscopic arrays39 and a combination of non-linear curve-
tting and self-modelling curve resolution (SMCR)42 have been
demonstrated. Soware packages such as PyMCA, which is a
non-linear least-squares tting application have previously been
developed for X-ray imaging data.43 However to the best of our
knowledge, we are demonstrating a peak detecting non-linear
optimisation algorithm applied to temporal ATR-FTIR imaging
data for the rst time.
The method by which we have approached this tting
procedure is described in detail in the ESI† and examples of the
output from of the peak detection algorithm are given in
Fig. S3.† To summarise our approach:
1. We select 18 spectra from the image based on their posi-
tion; 6 from the water rich regions, 6 from the PLGA rich regions
and 6 from the interface.
2. We iteratively and in a user supervised manner, adjust a
peak detection threshold, such that all peaks in all 18 spectra
are automatically detected by the peak detection algorithm. We
x the peak detection sensitivity parameter ‘Delta’.
3. Using the xed peak detection parameter we apply the
peak detection algorithm to all 4096 spectra in an unsupervised
manner.
4. We then t peaks of all 4096 spectra based on the number
of detected peaks and their positions using a gradient search
algorithm which nds the best t for the measured data opti-
mising the variables; peak height, peak width, peak centre,
Pearson parameter and asymmetry parameter for each peak.
5. We then use the intensity of the peak 1635 cm1
(selected in a supervised manner) to determine the distribution
of water in the system and the sum of the intensity of all the
peaks except the peak 1635 cm1 to determine the distribu-
tion of PLGA.
6. The intensity of the peaks 1456 and 1424 cm1, were
used to calculate k values for lactic acid and glycolic acid units
respectively.
Results and discussion
Fig. 3 shows the result of processing the same infrared image of
a single PLGA microparticle in four diﬀerent ways; using the
peak height of a single peak in this case the ester carbonyl at
1745 cm1 (Fig. 3(a)), plotting the distribution of a factor
identied as deriving from PLGA in MCR-ALS (Fig. 3(b)), by
plotting the sum of 10 peaks tted between 1800 and 1000 cm1
which does not include the peak 1635 cm1 assigned to the
water bendingmode resulting from a NLCF procedure (Fig. 3(c))
and by plotting the sum of 10 peaks tted between 1800 and
1000 cm1 which does not include the peak 1635 cm1
resulting from a peak tting procedure using solely Gaussian
lineshapes procedure (Fig. 3(d)). Images were generated from
measurements conducted on an as received PLGAmicroparticle
and on the same PLGA microparticle, immediately aer water
had been brought into contact with it.
Spatial resolution comparison
The spatial resolution of a microscope is theoretically deter-
mined by the diﬀraction of radiation i.e. the Rayleigh criterion,
which is dened in eqn (9) as
r ¼ 0:61 l
NA
(9)
where l is the wavelength and NA is the numerical aperture.
This implies that two objects are totally resolved if they are
separated by 2r.44 Under these conditions, 2r is the denition of
spatial resolution. However in an infrared imaging system, FPA
detector pixels are not points and have a nite size that is
greater than the wavelength of the IR light, therefore this rela-
tion is never observed. Furthermore, in the ATR experiment, the
penetration depth (eqn (1)) can degrade the lateral resolution.
Therefore for FPA imaging systems it has been shown to be
more appropriate to determine the spatial resolution based on
real measurements.25,26,45 The practical method we have used is
the ‘step-edge’ method25 which is based on the observation of a
step change increase when the intensity of a selected wave-
length is plotted along a chosen line parallel to one of the axes
in the 2D image. This step shape represents the Line Spread
Function (LSF) (Fig. 3). The derivative of the LSF with respect to
its variable (which is position or pixel number) is described as
the Point Spread Function (PSF). The PSF is the response of the
system to a point source and is generally considered to be an
Airy function. The FWHM of the PSF gives the spatial resolution
of the imaging system. Therefore, the FWHM of a Gaussian that
is tted to the PSF has been dened as the spatial resolution in
this paper as described by Oﬀroy et al.44
A study on the eﬀect of sample geometry on spatial resolu-
tion of the same ATR-FTIR imaging system used in this study
has been conducted by Everall et al.25 for convex solid objects.
They determined that this imaging system with a calculated NA
of 2 was underestimating the size of 20–140 mm objects and
approximating solid spheres, of varying dimensions, to be the
same size (30 to 35 mm). The authors postulated that this was
due to the shallow evanescent wave penetration (eqn (1)) and
blurring caused by the nite spatial resolution. Our experiment
however is diﬀerent when compared to such a case, as the
sample is a rather so solid which, with a gentle anvil pressure,
provides a at central area that is quite large (100 mm) and the
convex shape only occurs at the edges. As the main purpose of
this paper is not to estimate the real size of the microparticle,
but to compare the output of univariate, hard and so multi-
variate tools, we are more interested in seeing how the diﬀerent
data analysis approaches impact upon measured spatial reso-
lution and the sharpness of the interfaces. The measured
spatial resolution for each of the data analysis methods is
2360 | Analyst, 2014, 139, 2355–2369 This journal is © The Royal Society of Chemistry 2014
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summarised in Table 1 and the spectra along the grey arrow on
all spectra are shown in Fig. S4.†
Table 1 shows that the NLCF approach improves the
measured spatial resolution of a mid-IR image when there is a
large discrepancy between the refractive index in adjoining
pixels, i.e. an air/polymer interface. Lasch and Naumann have
shown the application of Fourier self-deconvolution to IR
microspectroscopy images has led to an improvement in the
spatial resolution by improving the spectral resolution at each
pixel.45 The NLCF approach we have used here, is also acting in
a spectral resolution enhancement manner and the ability,
when used in a supervised manner, to discriminate between
species in adjoining pixels more readily than the peak height,
MCR-ALS and Gaussian peak tting approaches that limits the
blurring eﬀects at interfaces.
The comparison between the images generated using NLCF
and the images generated using traditional Gaussian tting is
an interesting one. The results are showing that NLCF facili-
tated an improvement in spatial resolution compared to a
Gaussian t. This is likely to be mainly due to the optimisation
algorithm (trust region) falling into local minima as a result of a
lack of change between consecutive iterations due to the limited
number of parameters in the Gaussian tting protocol not
allowing an improvement in t, due to variations in the
symmetry of bands between pixels. In order to make the algo-
rithm robust for not only this but diﬀerent data sets and as we
know that IR bands are asymmetric, we chose to use the Pearson
IV function despite the delay in computation time. The merits
of using this function compared to Gaussian and or Lorentzian
functions is also discussed in the text and in ref. 38 and 39.
Fig. 3 Data used to measure spatial resolution using the “step-edge” method for the dry PLGA particle (1st column of images and labelled ‘DRY’)
and the same PLGA microparticle immediately after surrounding it with water as shown in Fig. 1 (2nd column of images and labelled ‘WET’) for
images processed using peak height (a) PH, (b) MCR-ALS, (c) NLCF and (d) Gaussian. The raw data along the grey arrow in each image is shown in
Fig. S3.†
Table 1 Summary of spatial resolution calculated using diﬀerent
image analysis approaches of the mid-IR image of a single PLGA
microparticle under dry and wet conditions. All values are given in mm
Method Peak height MCR-ALS NLCF
Gaussian peak
tting
Dry 70.2  15.8 60.6  0.4 42.7  1.5 55.8  4.1
In water 52.4  4.7 48.8  4.1 48.6  4 49.2  4.9
This journal is © The Royal Society of Chemistry 2014 Analyst, 2014, 139, 2355–2369 | 2361
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When the refractive index change at an interface is small,
such as when a PLGA microparticle is surrounded by water, the
blurring of the interface is reduced and the spatial resolution
determined by this step-edge approach is comparable between
the each of the analysis approaches. It should be noted that for
a sharp interface, such as the USAF (1951 1X 38257) target
sample described in ref. 44, we have calculated the spatial
resolution of the system to be 18 mm using the step edge
method.
Image comparison
As indicated previously FTIR imaging is a powerful tool that
facilitates the collection of spatially resolved chemically relevant
data from samples in real time. By conducting such measure-
ments in situ, we can minimise the perturbations to the system
and follow chemical changes from the same region of the same
sample. One of the challenges presented is the eﬃcient analysis
of the huge data matrices that are generated during such
experiments (4096 spectra at each time point). To explore the
relative merits of a number of diﬀerent analysis approaches
(univariate peak height image plotting, so and hard multi-
variate modelling), we have taken single PLGA75/25
microparticle and followed its interaction with water as a
function of time at 70 C. The experiment is setup in such a way
that the interaction between the particle and water will only
occur at the interfaces that we are monitoring.
Fig. 4(a) shows ve false colour images obtained using the
univariate peak height method and a spectrum taken from close
to the ‘dry’ polymer/hydrated polymer interface in the t ¼
0 image. From this spectrum we are able to see both of the
bands used to determine the polymer distribution (the ester
carbonyl at 1745 cm1) and the water distribution (the OH
bending mode 1635 cm1). The two images at the extreme le
show the distribution of polymer (top) and water (bottom),
within the ATR eld of view, immediately aer the experiment
was started. Even at this short time (data collection was
5 minutes) there is evidence of an interface layer of hydrated
PLGA around the particle, with an apparent concentration
gradient from the particle centre outwards towards the aqueous
media. As the contact time with water increases, a number of
phenomena occur. Firstly the microparticle (dened by the red
zone) initially appears to increase in size (2 h), which is indic-
ative of swelling and the hydrated PLGA layer (yellow) becomes
thicker. Images collected at times exceeding 2 hours show the
particle decreasing in size and the boundaries of the particle
Fig. 4 ATR-FTIR spectrum of a pixel on the left hand side chosen from the core of the particle from the ﬁrst image collected immediately after
surrounding the PLGA particle with water and a set of false colour images representing temporal distribution of PLGA on the top and water at the
bottom for (a) peak height (PH), (b) MCR-ALS and (c) NLCF methods respectively.
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becoming less well dened. The complementary images per-
taining to water concentration show an inverse relationship, as
one would expect in a binary system. The changes to the
interface layer as a function of time will be discussed later. It is
clear however, that the overlap between the bands used to
determine the distribution of the two components in this
systemmust inuence the sharpness of this image and increase
the magnitude of the measured interface.
Fig. 4(b) shows the equivalent false colour infrared images
for the same data described in Fig. 4(a), this time, obtained
using a MCR-ALS approach and 2 factors. The spectral features
shown to the le hand side of this gure are the ‘pure compo-
nent spectra’ for PLGA and water generated using this so
modelling method and are oen referred to as factors. This data
is in general agreement with the ndings from the peak height
measurement approach shown in Fig. 4(a). Closer inspection
indicates that the interfaces in this set of images are blurred as
were those observed in the univariate data set (Fig. 4(a)) and less
sharp than those obtained using the hard modelling approach
(Fig. 4(c)). But this data set does exhibit improved S/N compared
to the univariate data (Fig. 4(a)). The blurring of the interfaces is
the result of the ‘pure component spectrum’ representing PLGA
still displaying a feature at 1635 cm1 associated with water
and due to the fact that the MCR factor for PLGA has xed peak
centres and band widths meaning they approximate rather than
exactly replicate the spectrum at each pixel. The improvement
in the S/N is the result of the elimination of water vapour in the
pure spectral factors combined with the fact that the signal
comes from many more spectral data points compared to the
peak height data.
Fig. 4(c) shows 5 false colour images equivalent to those
described in Fig. 4(a) and (b). However, this time they were
obtained using the nonlinear curve-tting approach and are the
result of the summation of the peaks, generated during the
tting process, that have been assigned to PLGA (upper row)
and water (lower row). The data to the le of these images shows
the 11 component peaks used to t the spectrum, from the
same pixel used to obtain the peak height and MCR-ALS data
within the PLGA/water interface. The dotted line denotes the
synthetic spectrum generated from the combination of the
tted peaks, which matches the real spectrum at that pixel.
The upper set of images shows the distribution of PLGA deter-
mined using all of the tted peaks except the peak with a
maximum at 1635 cm1 which is used to obtain the distribution
of the water within the ATR eld of view. These images are, in
general, in agreement with the data shown in Fig. 4(a) in that
they indicate the formation of a hydrated region around a dry
PLGA particle that increases in thickness over the rst 2 hours
and that this occurs concurrently with particle swelling. Closer
inspection and comparison with the data in Fig. 4(b) indicates
that the interfaces and boundaries in this set of images are
much sharper and the data exhibits less noise, i.e. there is less
variation in colour intensity between equivalent pixels. This
(apparent) improvement in resolution and S/N in each image is
achieved by the elimination of contributions from overlapping
features at each pixel such as other chemical species, instru-
ment noise and atmospheric water vapour. Another
contributing factor to the broadening of the interfaces in the
MCR-ALS images when compared with those generated using
NLCF, is the fact that the NLCF peak centres are optimised for
each peak within each pixel, whereas the MCR-ALS images used
a xed factor, with xed peak centres and band widths. It is
likely that during ALS optimisation, then a linear combination
of the water and PLGA factors may give a better mathematical t
in some of the interface pixels resulting in a less well dened
image, whereas the NLCF approach is better able to discrimi-
nate between water and PLGA. This does come at a considerable
time and convenience penalty. The images shown in Fig. 4(a)
can be obtained in seconds, whilst the data shown in Fig. 4(c)
takes approximately 5 hours to generate using a PC with an
Intel® Core™ i7-2620M CPU @ 2.7 GHz and 8 GB of RAM. In
many applications this approach may not be feasible due to a
number of considerations such as time, CPU availability and,
more importantly, spectral data which is too challenging to t
due to a lack of knowledge of the species within that system
Fortunately, the authors have amassed an understanding of the
components within this system, i.e. water and PLGA thus
generating condence in the peak assignments. The MCR-ALS
approach facilitates the collection of false colour images in a
few minutes and thus oﬀers an attractive/acceptable compro-
mise between the slow but accurate hard modelling method-
ology and the rapid univariate approaches.
Interface analysis
The generation of false colour images, from the mid-infrared
imaging dataset highlighted here, facilitates the rapid assimi-
lation of trends in physical processes such as particle swelling,
particle shrinkage, hydration layer formation etc. but cannot
readily be used to obtain quantitative information about such
processes. This can be problematic when a particle is not
uniform in shape and oen the dimensions are estimated by
assuming a particular geometry (circle, square etc.) that may not
be appropriate. To compare the quality of the output generated
using the NLCF approach with standard image generation
strategies (peak heights and MCR-ALS) we have compared the
ndings along the centre line across the particle as a function of
time. To facilitate comparison between the data analysis types
we have dened two parameters; the full width at half
maximum height of the normalised particle prole (A) and the
dimensions of the right hand side interface (B). Their derivation
is shown in the ESI, Fig. S5.†
Fig. 5(a) and (b) show quantitative data extracted from across
the centre line of the generated images shown in Fig. 4(a).
Fig. 5(a) shows the evolution of the intensity of the water peak at
each pixel across the image as a function of time and Fig. 5(b)
shows the associated normalised plot of the full width at half
height of the parameter ‘A’ for the images generated using peak
heights.
From Fig. 5(a) it is possible to observe that the overall water
concentration across the particle increases as a function of time
as one might reasonably expect; rising from an intensity 15%
of its maximum value at the local minimum at t ¼ 0 h to a value
of 75% of its maximum value at the local minimum at t ¼ 9 h.
This journal is © The Royal Society of Chemistry 2014 Analyst, 2014, 139, 2355–2369 | 2363
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The prole at t ¼ 0, which is 5 minutes aer the particle has
been subjected to water, indicates that the initial ingress of
water into the particle is rapid, most likely due to the porous
nature of the scCO2 processed starting material. The shape of
the prole initially appears to be fairly uniform and becomes
less so as time progresses which may reect the irregular shape
of the particles. It is likely that initial compression onto the ATR
crystal may make the analysed surface uniform (the ATR
experiment collects data from the rst 2–10 mm in direct contact
with the crystal) but as the particle hydrates, swells and
hydrolyses, the signal obtained via the ATR crystal will depend
on the volume of the particle directly above the evanescent eld
and how it swells and or moves, potentially resulting in a loss of
uniformity.
Fig. 5(b) shows the complementary data to that in Fig. 5(a)
relating to the intensity of the polymer particle extracted from
across the centre line of the peak height generated images. As
the particle swells, the concentration of polymer measured
within any given pixel will decrease and the concentration of
water within that same pixel will increase. Therefore the
intensity of the polymer peak (which should be the inverse of
the water peak in this binary system) would provide an indica-
tion of the degree of swelling in the z-direction. Instead, we are
using the change in width of the normalised intensity of the
peak height of polymer peak, as a function of time, to provide an
indication of the degree of swelling in the y-direction. We have
chosen to normalise this data as it facilitates the observation of
the change in full width at half height maximum (FWHHM)
better than the equivalent data with the non-normalised y
values, which decrease over time. For the peak height derived
images we clearly see the width of this peak increasing as a
function of time and this is plotted in Fig. 5(c).
When water is introduced into our system, there exist
domains where we only measure water, others where polymer is
the dominant signal and others where we observe a clear
mixture of water and polymer; a hydrated zone. Determining
the exact point where each domain ends and another domain
begins is somewhat arbitrary, but some form of denition is
necessary if we are to quantitatively compare data extracted
from images generated using diﬀerent approaches. As
described above we have dened a hydrated zone ‘B’ where both
the water intensity and the polymer band intensity are below a
certain threshold (10% of the maximum value). Fig. 5(d) shows
the plot of the B zone for the peak height derived images as a
function of time. The size of this zone increases quite dramat-
ically over the course of this experiment, with dimensions
around 70 mm at t ¼ 0 and expanding to 140 mm at t ¼ 9 h. This
increase in thickness of the outer hydration layer is an inter-
esting nding and in broad agreement with confocal uores-
cence images generated by Bajwa et al.46 of hydrating HPMC
tablets. In the HPMC system an outer hydration layer of
100 mm increasing to 200 mmwas measured over the course of
a ‘wetting’ experiment. Clearly the timescales are diﬀerent
between the two systems due to the inherently diﬀerent
hydrophilicities, but nonetheless this adds credence to the
nature of our measurements and our denition of B.
Fig. 6(a)–(d) show data comparable to that presented in
Fig. 5, this time derived from the MCR-ALS generated images
Fig. 5 (a) The normalised change in the intensity of the water peak at each pixel across the image as a function of time, (b) the normalised plot of
intensity of the polymer particle, (c) the evolution of parameter ‘A’ as a function of time and (d) the evolution of the parameter ‘B’ as a function of
time for the peak height derived images.
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shown in Fig. 4(b). Fig. 6(a) and (b) show the evolution of the
water intensity and the normalised plot of the polymer factor
intensity respectively. The shape and the intensities of the
proles in these gures are similar to those derived from the
peak height measurements, but there was less noise in the MCR
derived data (most evident in Fig. 6(a)), particularly at longer
time points, where the band intensities of the polymer peaks are
quite low. This improvement of S/N occurs because the peak
height data is derived from a single point and theMCR-ALS data
is derived from a large number of data points. There is perhaps
some evidence of the polymer band intensity prole being less
sharp at longer time points and at its maximum, which could be
related to the contribution of water within the extracted pure
factor associated with the polymer (MCR factor 2; Fig. 4(b)) and
will also be a function of the xed lineshape of factor with its
associated peak maxima and minima which will not be able to
exactly match the spectrum at each pixel.
Both the B values (Fig. 6(c)) and the full width at half
maximum height values (Fig. 6(d)) as a function of time are very
similar to those shown in Fig. 5(c) and (d). This indicates that
there is perhaps no signicant improvement in the quality of
output obtained for this system when performing an MCR-ALS
analysis on the data when compared to the more rapid peak
height approach. Of course the MCR-ALS method can be used
without any prior knowledge of the system; therefore there is no
need to identify a peak specic to each component within it,
which could be advantageous in some instances.
Fig. 7(a)–(d) show data comparable to that shown in Fig. 5
and 6, this time derived from the NLCF generated images
(Fig. 4(c)). Fig. 7(a) shows the intensity of the curve tted water
band as a function of time. Both the intensities and width of
these proles are somewhat diﬀerent to those observed in those
derived from the peak height (Fig. 5(a)) andMCR-ALS (Fig. 6(a)).
Firstly the intensities are generally higher than those observed
for the data derived using the other two approaches, this is
more pronounced at short times, with the values at t ¼ 0 being
approximately 30% of their nal intensity (cf. 15% for both peak
heights and MCR-ALS). Some explanation is found in the
consideration of the factors/bands used to generate the initial
images from which these line proles were generated. In the
case of the peak height data, it is clear that the vector normal-
isation and baseline correction has enhanced S/N of the images
(compare Fig. 4(a) with the data in ESI, Fig. S6†), but it is
entirely feasible that this will exert some inuence on the
intensity values generated for each spectrum within a given
pixel.
In the case of the MCR-ALS the extracted pure factor for the
polymer contains a contribution from water (Fig. 4(b)) and
therefore when the scores at each pixel for the pure water factor
are calculated then they will be underestimated. As the NLCF
approach is able to generate both a pure water signal and a pure
polymer signal free from interference, we anticipate that the
intensities presented in these proles will be more likely to
match the true concentration prole.
Fig. 7(b) is also somewhat diﬀerent to the analogous peak
height and MCR-ALS data; in that it is narrower and diﬀerent in
shape. Once more it is the convolution of the water and polymer
bands in both the peak height and MCR-ALS spectra that
contributes to the broadening of this prole, relative to the
NLCF data.
Fig. 7(c) shows the increase in the B zone dimension as a
function of time. The values plotted here are lower than those
Fig. 6 (a) The normalised intensity of the water peak at each pixel across the image as a function of time, (b) the normalised plot of intensity of
the polymer particle, (c) the evolution of parameter ‘A’ as a function of time and (d) the evolution of the parameter ‘B’ as a function of time for the
MCR-ALS derived images.
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obtained via both the peak height and MCR-ALS approaches and
the error determined at each time point is somewhat lower than
the corresponding values for the other two methods. This is a
clear indication of the ability of the NLCF procedures to eliminate
noise from the processed images. Fig. 7(d) shows the FWHM of
the normalised polymer band prole generated from the NLCF
images (Fig. 4(c)) and this also shows a reduction in width in
comparison with the analogous data generated using the other
two methods. The reduction in size of the B zone and the FWHM
in comparison with the data generated using peak heights and
MCR-ALS is a reection of the ability of the NLCF method to
discriminate between the water and polymer contributions at
each pixel, reducing the blurring eﬀect of convoluted spectra.
Degradation rate calculation
Coupling the chemical selectivity of infrared spectroscopy with
the regional selectivity of an FPA detector facilitates remarkable
insight into a wide range of processes. PLGA microparticles can
be used as sustained delivery vehicles, where the rate of hydro-
lysis will control the release rate. Parameters that govern the
hydrolytic degradation of PLGA include molecular weight,
structure and morphology and PLGA degradation dynamics.
FTIR spectroscopy has routinely been used to follow hydrolysis
kinetics, but we believe this is the rst time that measurements
have been undertaken on single microparticles in this manner.
Two infrared bands have been observed at 1452 cm1 and
1424 cm1 that correspond to the antisymmetric bending of
CH3 from the lactic acid units and the symmetric bending of
CH2 from the glycolic acid units of the PLGA polymer. The
relative intensities of these two bands can be used to estimate
the relative quantity of glycolic and lactic acid units present in
the polymer and has been used to determine the rate of hydro-
lysis of the two co-polymer segments within the same experi-
ment. Work by Vey et al.47 has shown that the lactic acid units
hydrolyse 1.3 times slower than the glycolic acid units. Unlike
large-sized (a few mm) PLA/GA polymer devices, microspheres
less than 300 mm in diameter have been shown to undergo
homogeneous degradation with the rate of degradation of the
core being equivalent to that at the surface.48,49 Therefore rate
constants from diﬀerent regions within amicroparticle would be
expected to give the same calculated rate.
Fig. 8 shows typical single pixel spectra (Fig. 8(a)), spectra
resulting from the binning of 5  5 pixels (Fig. 8(b)), the
resultant peak ts from a single pixel (Fig. 8(c)) and the result of
peak ts from the binning of 5  5 pixels (Fig. 8(d)) which have
been used to calculate the rate constants, shown in ESI, Fig. S6.†
It should be noted that due to a deviation from a linear rela-
tionship between the ln(intensity) versus time plot, no k values
for the MCR data could be determined.
To compare the relative merit of each of the data analysis
approaches used in this study, we have calculated the hydrolysis
rates for both the glycolic and lactic blocks independently
within the same experiment. MCR-ALS was unable to provide
pure component spectra for both the lactic and glycolic
segments of PLGA, probably due to the nature of the iterative
extraction process. MCR-ALS relies on variance within spectral
data sets to extract pure component factors and as the ratio
between the glycolic and lactic units during hydrolysis is
constant throughout the experiment (i.e. the data is co-linear)
the algorithm does not detect any variance. Consequently a
single ‘PLGA’ pure component is generated.
Fig. 7 (a) The increase in the intensity of the water peak at each pixel across the image as a function of time, (b) the normalised plot of intensity of
the polymer particle, (c) the evolution of parameter ‘A’ as a function of time and (d) the evolution of the parameter ‘B’ as a function of time for the
NLCF derived images.
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Hydrolysis rate constants for the lactic units (kL) and the
glycolic units (kG) were calculated using both the peak height
data and the NLCF data from the logarithmic plot of peak
intensity versus degradation time (see ESI data S7†) using the
band 1452 cm1 for the lactic units and that at 1424 cm1
for the glycolic units, using the spectra shown in Fig. 8. First
order kinetics as dened in eqn (10) and (11) were assumed;
ln(I) ¼ kLt + n (10)
for the lactic unit and,
ln(I) ¼ kGt + n (11)
for the glycolic unit.
Rate constants were calculated by selecting the spectrum (or
extracted factor) at 3 random pixels within each image. For
comparison, the same positions were used for each of the peak
height, MCR-ALS and NLCF image analysis approaches and the
mean of the three values are shown in Table 2.
Rate constants were also determined by binning the spectra/
factor score from 3 areas of 5  5 pixels from random regions
within each image. Once more the same regions were used for
each of the peak height, MCR-ALS and NLCF image analysis
approaches and the calculated rate data (where possible) are
shown in Table 2 and are the result of the mean of three values.
Tracy et al.48 studied the degradation of poly(lactide-co-gly-
colide) microspheres in vivo and in vitro and determined
degradation rate constants by measuring the polymer molec-
ular weight as a function of time by gel-permeation chroma-
tography. They found that the in vivo degradation rate was
higher than in vitro degradation one. Their calculations of in
vivo rate constant by GPC analysis for ester capped and
uncapped (–COOH) PLGA50:50 microspheres were 0.033 
0.006 per day and 0.13  0.05 respectively. Considering that the
PLGAmicroparticle studied here was scCO2 processed therefore
very porous, and a calibration (i.e. %GA or %LA versus IR
absorbance) was not considered as in ref. 47, due to having one
polymer composition, the k values calculated are in reasonable
agreement with each other and with the values determined by
Tracy et al.48 and, as one might anticipate, the error obtained
when calculating rate constants by binning a number of spectra
Fig. 8 Typical single pixel and averaged (over 5  5 pixels) spectra of pre-treated raw ((a) and (b)) and non-linear curve ﬁtted ((c) and (d)) data.
Spectra from bottom to top were obtained at t ¼ 0, t ¼ 2 h, t ¼ 5 h, t ¼ 7 h and t ¼ 9 h, respectively.
Table 2 List of degradation rate constants (day:1) calculated for
triplicates of averaged 5  5 pixels and single pixel spectra using peak
height values and curve ﬁtted area values over the course of the 9 h
hydrolysis experiment. Errors quoted are the standard deviation of 3
measurements taken from 3 diﬀerent regions of the same particle
Method
5  5 pixels Single pixel
kL kG kL kG
Peak height 1.13  0.2 1.41  0.35 0.9  0.53 1.53  0.98
NLCF 1.47  0.1 2.06  0.13 1.29  0.21 1.67  0.34
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is somewhat lower than that obtained from a single pixel. The
errors are larger for the peak height derived calculations than
those from the NLCF measurements. It is also clear that the
ratio of the rate constants calculated for the lactic and glycolic
groups is also comparable with that determined by Vey et al.;47
we have determined the ratio of rate constants to be 1.2
(peak height binned pixels), 1.7 (peak height single pixels), 1.4
(NLCF binned pixels) and 1.3 (NLCF single pixels). Interestingly
the error determined for the k calculations for the MCR-ALS
processed images seemed to be independent of the number of
pixels used to determine them. It is unclear if this nding is
real or an anomaly of the pixels chosen to make the
measurements.
Conclusions
A new algorithm for nonlinear curve tting (NLCF) has been
developed and applied to the analysis of mid-IR images of a
single PLGA microparticle undergoing hydrolysis at 70 C for
the rst time. The supervised NLCF approach has been shown
to have several advantages over traditional peak height
measurements and a commonly applied multivariate tool;
MCR-ALS. Firstly the application of NLCF routines to such data
has been shown to enhance the spatial resolution within a
sample with (a) overlapping spectral signals and (b) containing
interfaces with large discrepancies in the refractive index (i.e.
air/polymer). Secondly it has been shown to improve S/N and
sharpen features such as interfaces in processed images, due to
its ability to discriminate between diﬀerent species in amixture,
this is particularly pronounced when one compares this
approach to standard peak height measurements. Thirdly as the
approach does not appear to be greatly inuenced by colin-
earity, unlike MCR-ALS, supervised NLCF can be used to extract
chemical information from species changing at the same ratio
during a kinetic process such as hydrolysis. Finally the high S/N
at each pixel readily facilitates the calculation of rate constants
from a single pixel with a low error when compared to tradi-
tional peak height approaches. All these advantages come at a
signicant time penalty; the NLCF algorithm described takes
5 hours to extract information from a single mid-IR image
containing 4096 spectra, this compares to 2 seconds for peak
height analysis and 1 minute for MCR-ALS on the same image
using the same PC.
With the help of fast developing computing hardware
power, the supervised NLCF method developed here will be a
useful IR imaging analysis tool providing high resolution
images and quantitative analysis for many more cases partic-
ularly where hard modelling is the only option such as
deconvoluting protein spectra when searching for changes in
secondary structure.
Acknowledgements
The authors would like to thank the Engineering and Physical
Sciences Research Council (EPSRC) grant number EP/I501665/1
for supporting this work.
References
1 J. M. Amigo, Anal. Bioanal. Chem., 2010, 398, 93–109.
2 S. Huotari, T. Pylkkanen, R. Verbeni, G. Monaco and
K. Hamalainen, Nat. Mater., 2011, 10, 489–493.
3 G. Sciutto, P. Oliveri, S. Prati, M. Quaranta, S. Bersani and
R. Mazzeo, Anal. Chim. Acta, 2012, 752, 30–38.
4 D. Zhang, P. Wang, M. N. Slipchenko, D. Ben-Amotz,
A. M. Weiner and J. Cheng, Anal. Chem., 2013, 85, 98–106.
5 P. J. Williams, P. Geladi, T. J. Britz and M. Manley, Anal.
Bioanal. Chem., 2012, 404, 1759–1769.
6 R. Bhargava, Appl. Spectrosc., 2012, 66, 1091–1120.
7 P. R. Griﬃths and J. A. de Haseth, Fourier Transform Infrared
Spectrometry, John Wiley & Sons Inc., Hoboken, New Jersey,
2nd edn, 2007.
8 P. Bassett, Drug Delivery Systems: Trends, Technologies and
Market Opportunities, Drug & Market Development,
Southborough, MA, USA, 2nd edn, 1999.
9 S. G. Kazarian and K. L. A. Chan, Biochim. Biophys. Acta, 2006,
1758, 858–867.
10 S. G. Kazarian and K. L. A. Chan, Appl. Spectrosc., 2010, 64,
135–152.
11 S. G. Kazarian and K. L. A. Chan, Analyst, 2013, 138, 1940–
1951.
12 N. J. Harrick and F. K. duPre, Appl. Opt., 1966, 5, 1739.
13 F. M. Mirabella, J. Polym. Sci., Part B: Polym. Phys., 1983, 21,
2403.
14 G. Thomson and G. Poulter, US Pat., US20060261274 A1,
2006.
15 A. A. Gowena, F. Marinib, C. Esquerrea, C. O'Donnella,
G. Downey and A. c. J. Burger, Anal. Chim. Acta, 2011, 705,
272–282.
16 B. Vajna, G. Patyi, Z. Nagy, A. Bodis, A. Farkas and G. Marosi,
J. Raman Spectrosc., 2011, 42, 1977–1986.
17 M. Franssona, J. Johanssona, A. Spare´na and O. Svenssona,
J. Chemom., 2010, 24, 674–680.
18 U. Edlund and A. Albertsson, Adv. Polym. Sci., 2002, 157, 67–
112.
19 D. Lemoine, D. C. Francois, F. Kedzierewicz, V. Preat,
M. Hoﬀman and P. Maincent, Biomaterials, 1996, 17, 2191–
2197.
20 C. Wischke and S. P. Schwendeman, Int. J. Pharm., 2008, 364,
298–327.
21 F. Danhier, E. Ansorena, J. M. Silva, R. Coco, A. Le Breton
and V. Pre´at, J. Controlled Release, 2012, 161, 505–522.
22 F. Jordan, A. Naylor, C. A. Kelly, S. M. Howdle, A. Lewis and
L. Illum, J. Controlled Release, 2010, 141, 153–160.
23 R. A. Jain, Biomaterials, 2000, 21, 2475–2490.
24 M. J. Whitaker, J. Ho, O. R. Davies, G. Serhatkulu, S. Stolnik-
Trenkic, S. M. Howdle and K. M. Skakesheﬀ, J. Controlled
Release, 2005, 101, 85–92.
25 N. J. Everall, I. M. Priestnall, F. Clarke, L. Jayes, G. Poulter,
D. Coombs and M. W. George, Appl. Spectrosc., 2009, 63,
313–320.
26 K. L. A. Chan and S. G. Kazarian, Appl. Spectrosc., 2003, 57,
381–389.
2368 | Analyst, 2014, 139, 2355–2369 This journal is © The Royal Society of Chemistry 2014
Analyst Paper
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 0
3 
M
ar
ch
 2
01
4.
 D
ow
nl
oa
de
d 
on
 2
5/
04
/2
01
4 
12
:5
6:
08
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
27 B. O. Budevska, S. T. Sum and T. J. Jones, Appl. Spectrosc.,
2003, 57, 124–131.
28 T. M. Hancewicz and J. H. Wang, Chemom. Intell. Lab. Syst.,
2005, 77, 18–31.
29 J. M. Prats-Montalba´n, A. de Juan and A. Ferrer, Chemom.
Intell. Lab. Syst., 2011, 107, 1–23.
30 M. De Luca, S. Mas, G. Ioele, F. Oliverio, G. Ragno and
R. Tauler, Int. J. Pharm., 2010, 386, 99–107.
31 A. de Juan and R. Tauler, Crit. Rev. Anal. Chem., 2006, 36,
163–176.
32 J. J. Andrew and T. M. Hancewicz, Appl. Spectrosc., 1998, 52,
797–807.
33 W. H. Lawton and E. A. Sylvestri, Technometrics, 1971, 13,
617–633.
34 J. H. Wang, P. K. Hopke, T. M. Hancewicz and S. L. Zhang,
Anal. Chim. Acta, 2003, 476, 93–109.
35 S. Piquerasa, L. Duponchel, R. Tauler and A. de Juan, Anal.
Chim. Acta, 2011, 705, 182–192.
36 S. Piqueras, J. Burger, R. Tauler and A. de Juan, Chemom.
Intell. Lab. Syst., 2012, 117, 169–182.
37 J. Kuligowski, G. Quintas, R. Tauler, B. Lendl and M. de la
Guardia, Anal. Chem., 2011, 83, 4855–4862.
38 A. G. Michette and S. J. Pfauntsch, J. Phys. D: Appl. Phys.,
2000, 33, 1186–1190.
39 L. Chen and M. Garland, Appl. Spectrosc., 2003, 57, 323–330.
40 R. Bhargava, S. Q. Wang and J. L. Koenig, Appl. Spectrosc.,
1998, 52, 323–328.
41 H. Eskandari, S. E. Salcudean and R. Rohling, IEEE Trans. on
Ultrasonics, Ferroelectrics, and Frequency Control, 2007, 54,
1118–1130.
42 W. Xu, K. Chen, D. Liang andW. Chew, Anal. Biochem., 2009,
387, 42–53.
43 V. A. Sole´, E. Papillon, M. Cotte, P. H. Walter and J. Susini,
Spectrochim. Acta, Part B, 2007, 62, 63–68.
44 M. Oﬀroy, Y. Roggo, P. Milanfar and L. Duponchel, Anal.
Chim. Acta, 2010, 674, 220–226.
45 P. Lasch and D. Naumann, Biochim. Biophys. Acta,
Biomembr., 2006, 1758, 814–829.
46 G. S. Bajwa, K. Hoebler, C. Sammon, P. Timmins and
C. D. Melia, J. Pharm. Sci., 2006, 95, 2145–2157.
47 E. Vey, C. Rodger, J. Booth, M. Claybourn, A. F. Miller and
A. Saiani, Polym. Degrad. Stab., 2011, 96, 1882–
1889.
48 M. A. Tracy, K. L. Ward, L. Firouzabadian, Y. Wang, N. Dong,
R. Qian and Y. Zhang, Biomaterials, 1999, 20, 1057–
1062.
49 G. Spenlehauer, M. Vert and J. P. Benoit, Biomaterials, 1989,
10, 557–563.
This journal is © The Royal Society of Chemistry 2014 Analyst, 2014, 139, 2355–2369 | 2369
Paper Analyst
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 0
3 
M
ar
ch
 2
01
4.
 D
ow
nl
oa
de
d 
on
 2
5/
04
/2
01
4 
12
:5
6:
08
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
