[1] Tropical instability waves (TIWs) are 20-to 40-day waves that appear along the sea surface temperature (SST) front of the equatorial cold tongues. In this study, we investigate the atmospheric planetary boundary layer response to TIW-induced SST variations in the tropical Atlantic Ocean using Community Atmosphere Model version 3 (CAM3) developed at the National Center for Atmospheric Research and compare the model simulation with available satellite measurements. CAM3 is used to simulate the response to Atlantic TIWs with T85 and T42 horizontal resolutions forced with daily Tropical Rainfall Measuring Mission microwave imager (TMI) SSTs and T85 horizontal resolution forced with weekly TMI and Reynolds SSTs. All four runs exhibit an atmospheric response to the SST anomalies, but the amplitude of the response is different in each case. The model simulates winds, convergence, column-integrated water vapor, and precipitation perturbations associated with TIWs that are similar in many respects to the satellite observations. However, the wind convergence and divergence anomalies in the satellite observations are located west of the SST anomalies. In the CAM3 simulations the wind convergence is more in phase with SST anomalies. Differences between the observations and the model simulations appear to be due to both differences in the boundary layer response and differences in the horizontal advection process.
Introduction
[2] Tropical instability waves (TIWs) are observed in the tropical Pacific and Atlantic oceans as westward propagating oscillations of the temperature front that separates cold upwelling equatorial water from warmer water to the north [Legeckis, 1977; Düing et al., 1975] . Their surface structure can be seen in satellite images of sea surface temperature (SST) [e.g., Chelton et al., 2000] . TIWs are generated by the instability of meridional shears associated with strong equatorial currents [Philander, 1978; Cox, 1980] . It has also been proposed that TIWs derive some energy from baroclinic SST fronts [McCreary and Yu, 1992] . TIWs have a wavelength, period, and phase speed of 1000 -2000 km, 20-40 days, and 0.3-0.6 m s
À1
, respectively [Qiao and Weisberg, 1995] . [3] Interactions between the ocean and the atmosphere play a fundamental role in determining tropical climate variability. Research on the response of the atmosphere to SST variation has focused mainly on the El Niño -Southern Oscillation phenomena in the tropical Pacific. Recent satellite observations indicate robust patterns of air-sea coupling over cool oceans where such coupling has been thought to be weak [Xie, 2004] . The observational studies reveal that SST perturbations associated with TIWs can induce fluctuations in surface winds [Halpern et al., 1988; Hayes et al., 1989; Xie et al., 1998 ], visible cloudiness [Deser et al., 1993] , and precipitation [Hashizume et al., 2001; Xie et al., 1998 ]. Thus, TIWs provide an opportunity for studying the atmospheric response in cooler SST regimes.
[4] The atmospheric response to SST in the tropics is considered by Lindzen and Nigam [1987] . Lindzen and Nigam [1987] postulate that SST-induced air temperature anomalies change the sea level pressure (SLP) through hydrostatic adjustment. Pressure gradients lead to low-level convergence over warm SST and to divergence over cold SST. The mechanism is similar to sea breeze circulations, which are also driven by surface heating gradients. This mechanism is referred to here as the pressure gradient mechanism. In this mechanism, warm SST is associated with low SLP, and cool SST is associated with high SLP. In the second mechanism, referred to as the vertical mixing mechanism, SST is coupled with the wind through stability changes in the atmospheric boundary layer [Hayes et al., 1989; Wallace et al., 1989] . When winds flow from colder to warmer waters, the atmosphere becomes more buoyant, mixing increases, and wind shear is reduced in the boundary layer. As a result, surface winds increase. That is, increased boundary layer mixing brings high-momentum air down to the surface.
[5] Recent studies [Hashizume et al., 2001; Liu et al., 2000; Caltabiano et al., 2005] have taken advantage of a new generation of satellites that observe the tropical oceans to test the relationship between surface wind and SST by comparing the spatial structure of the SST anomalies and the atmospheric response. The satellite observations mainly support the vertical mixing mechanism. But these analyses are not inclusive because of the thermal and moisture advection by the mean wind, as suggested by Small et al. [2003] . Using barometric pressure data from Tropical Atmosphere-Ocean (TAO) measurements, Cronin et al. [2003] find pressure gradients to be the leading process in the atmospheric adjustment to TIW SST forcing. This finding is supported by the numerical model simulations of Small et al. [2003] . Small et al. [2003] indicate that the westward shift of air temperature and pressure anomalies by the mean wind relative to SST anomalies produces a wind pattern that is roughly in phase with SST, a phase relation that has traditionally been attributed to vertical mixing and wind shear adjustment but, in fact, is consistent with the pressure gradient mechanism for wind variability.
[6] Numerical modeling studies are useful to help understand the physical mechanisms governing tropical ocean-atmosphere feedbacks. So far, there have been few numerical studies of the planetary boundary layer (PBL) response to TIW-induced SST variation. Xie et al. [1998] used a global general circulation model to investigate the physical processes that occur in the atmospheric response to SST driving in the Pacific. Small et al.
[2003] used a high-resolution regional Pacific climate model to study the PBL response to SST variation. Most of the studies of TIW ocean-atmosphere interaction are limited to the Pacific Ocean. Hence, it is our interest to study the mechanism of atmospheric response to Atlantic TIWs. To our knowledge, previous studies of response to TIWs have not used community climate models, and it is interesting to investigate whether widely used community models accurately simulate the atmospheric response to TIWs.
[7] Most climate experiments use monthly mean SSTs. Since TIWs have periods of 20-40 days, TIW signals are largely filtered out in monthly SSTs. Better time resolution in the SST boundary conditions is clearly required to simulate the atmospheric response to TIWs. One question that we address here is how the time resolution of the model boundary condition affects the simulations. Additionally, TIWs have wavelengths of about 10°, which is only approximately four grid points in a typical simulation at T42 horizontal resolution. Here we perform simulations at both T42 and T85 resolution to investigate how the horizontal resolution of the model (and the lower boundary condition) affects the simulation.
[8] This paper serves two purposes. The first is to examine the sensitivity of the Community Atmosphere Model version 3 (CAM3) response to the temporal resolution of the SST boundary conditions and to the horizontal resolution of the model. The second is to examine the mechanisms through which the model responds to SST anomalies. The results from our simulations are compared with the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis data and available satellite data.
Model and Analysis Method

Model Description
[9] The Community Climate System Model (CCSM) has been designed to produce simulations with reasonable fidelity over a wide range of resolutions and with a variety of atmospheric dynamical frameworks. This is accomplished by introducing dependence on resolution and dynamics in the time step and 12 other adjustable parameters in the atmospheric component CAM3. Those parameters affect the physics governing clouds and precipitation and the biharmonic diffusion coefficients for temperature, vorticity, and divergence. The parameter values have been adjusted to yield climate simulations with nearly balanced top-of-model energy budgets and realistic zonal mean topof-atmosphere cloud radiative forcing. The atmosphere component of CCSM, CAM3 [Collins et al., 2005] , is used for this study of the atmospheric response to Atlantic instability waves.
[10] SST data for the CAM3 lower boundary condition are taken from the operational Reynolds SST analysis and from the version 3a Tropical Rainfall Measuring Mission (TRMM) microwave imager (TMI) SST retrieval by Remote Sensing Systems (RSS). The Reynolds SST analyses are generated weekly, are widely available, and have a long record. The TMI analysis uses the lowest-frequency channel of the instrument, which penetrates nonraining clouds with little attenuation, giving a clear view of the sea surface except near coasts and in regions of strong precipitation. This is an advantage over the Reynolds infrared SST observations, which require a cloud-free field of view . Because the atmosphere is nearly transparent to microwave radiation under nonraining conditions, the TMI provides an essentially uninterrupted record of the westward propagation of the SST signatures of TIWs .
[11] Three runs are made to test the sensitivity of the model simulation to spatial and temporal resolution. The high-resolution run with daily TMI SST forcing (referred to as T85D) uses a T85 configuration for the spectral Eulerian dynamics, with a 256 Â 128 longitude-latitude grid for the physical parameterizations. The low-resolution run with daily TMI SST forcing (referred to as T42D) uses a T42 configuration for the spectral Eulerian dynamics, with a 128 Â 64 grid for the physical parameterizations. In both of these runs, the vertical coordinate has 26 levels with a hybrid terrain-following coordinate. The vertical grid transitions from a pure sigma region in the lowest layer through a hybrid sigma-pressure region to a pure pressure region above approximately 83 mbar. These first two runs, which are designed to test the model sensitivity to horizontal resolution, are both forced by daily SSTs. The daily SST data are actually 3-day running means of the TRMM satellite data, which are recorded as the average of 3 days ending on the file date. In the tropics from 35°S to 35°N, daily SSTs from TRMM are used. At latitudes higher than 40°, weekly Reynolds SSTs are used. In the latitude zones between 35°and 40°in both the Northern and Southern hemispheres, linear interpolation in latitude is applied to the TRMM and Reynolds SSTs to make the SST gradient smooth between the two data sets.
[12] In order to test the model's sensitivity to the time resolution of the SST boundary condition, a third run is made at T85 resolution with weekly TMI SST forcing (referred to as T85WT). In the tropics between 35°S and 35°N, weekly SSTs from TRMM are used. As in the other runs, the TRMM SSTs in the tropics are linearly blended with the Reynolds SSTs at higher latitudes.
[13] Comparison between the Reynolds and TMI analyses reveals some systematic biases. Stammer et al. [2003] compared the weekly Reynolds and TMI SSTs. They concluded that TMI would add significant value to products based on IR instruments alone. The comparison does not show that one satellite product was superior to another because satellites can have unexpected problems that cause biases. The biases can occur from satellite instrument changes, orbit changes, and changes in atmospheric physical assumptions [Reynolds et al., 2004] . Chelton [2005] found that in the eastern Pacific, TIW-induced perturbations of the SST front are much weaker in the Reynolds SST fields than in the TMI SST fields and global real-time SST. As a consequence, the SST-induced perturbations of ECMWF wind stress fields were much weaker from the Reynolds analyses for the ocean boundary conditions. To test the influence of the choice of SST analysis on the atmospheric response, a fourth run is made at T85 resolution with weekly Reynolds SST in both the tropics and extratropics (referred to as T85WR). Since ECMWF forecasts are forced with weekly Reynolds SST, this simulation also provides a better comparison of the CAM3 output with the result from the ECMWF reanalysis.
[14] Four-member ensemble simulations are performed for each of the four cases using different initial conditions. All of the simulations with T85 mode begin in May and use a 10-min time step. The simulation with T42 mode uses a 20-min time step. The simulations are run from 1 May 2000 to 29 September 2000 and use prescribed SSTs as described above. The first month of each simulation is regarded as spin-up, and June, July, and August (JJA) are analyzed in the remaining months.
ECMWF Reanalysis 40 Data
[15] ECMWF reanalysis project (ERA-40) data are used to evaluate the CAM3 numerical simulations. The ERA-40 project is a global atmospheric analysis of many conventional observations and satellite data streams for the period September 1957 to August 2002. Analyses are available daily at 0000, 0600, 1200, and 1800 UT. We computed daily averages for comparison with CAM3 output. For the ERA-40 reanalysis the atmospheric model was run with 60 levels in the vertical and T159 horizontal resolution for basic dynamic fields. These data sets contain values at a resolution of 2.5°Â 2.5°. SST data used in the ERA-40 reanalysis are the weekly Reynolds SST [Uppala et al., 2005] .
Observational Data
[16] Observational data from multiple satellites for the year 2000 are used to check the results of the numerical simulations. The surface winds are from the SeaWinds scatterometer on board the QuikSCAT satellite. Rain rate data are from the TRMM 3B42 product; they are a merged product of TRMM infrared and microwave precipitation estimates. Column-integrated water vapor and cloud liquid water from RSS are a combination of the TMI and three version 5 Special Sensor Microwave Imagers (F13, F14, and F15). The combination greatly improved sampling. A detailed description of the data is provided by Wu and Bowman [2007] .
Analysis Methods
[17] Following Wu and Bowman [2007] , the observational and the model data are band-pass-filtered to extract the TIW signal. The band pass is 5°and 12°($600 to 1300 km) in longitude and 20 to 40 days in time, based on previous knowledge of TIW wavelength and period. A linear regression analysis method is applied to the filtered data. The regression method has proven to be useful to identify the relationship between atmospheric variables and TIW SST anomalies [Hashizume et al., 2001] .
Results
Background of T85 Simulation
[18] The observed and simulated mean surface winds for JJA and observed SST are shown in Figure 1 . A TIW wave train is seen in the SST field in the equatorial Atlantic. In both the observations and model, similar patterns are seen in the surface wind vectors over the Atlantic. The southeast and northeast trade wind regimes are seen in both model and observations. Winds converge near 8°N over the warmest water. The major difference in the winds between the model simulation and observations is the wind is weaker in the model over the warm waters of the Intertropical Convergence Zone (ITCZ).
[19] The mean rain rates in the tropics during the period JJA 2000 from observations and the model are shown in Figure 2. The model simulates the general rainfall pattern in the tropics. Simulated rain rates in both the Atlantic and Pacific ITCZs are weaker than the observations. In the region of interest, the Atlantic Ocean, the southern boundary of the ITCZ is at about 4°N in the TRMM rain observations, while in the CAM simulation, the southern boundary of the ITCZ is at about 2°N.
Simulations With Different Resolution
[20] Longitude-time cross sections for the ensemble mean of the T85D runs, which use daily TMI SSTs, are shown in Figure 3 . This can be considered to be the control run. Westward propagations of signals in SST, air temperature, and zonal and meridional wind at 992 mbar at 2°N are clearly seen in the longitude-time plots. The data are filtered in the TIW wavelength and frequency band. A westward propagating signal is clearly seen in SST at T85 resolution and can also be identified in air temperature and in the zonal and meridional wind fields at the lowest level of the model simulation. Ensemble averaging removes some of the variability seen in a single realization, but atmospheric signals are coherent with the TIW anomalies in both the individual runs (not shown) and the ensemble mean. The structure of the atmospheric response is discussed further in section 3.4.
[21] The same analysis is applied to the T42D runs to evaluate the impact of the lower horizontal resolution on the simulation. The ensemble mean plots in Figure 4 show that the T42 model captures some signature of the westward propagating atmospheric response to the TIWs, but the amplitude of atmospheric response is less than half of that in the T85D run, even though the amplitude of the SST boundary condition is only slightly smaller than in the T85D case (Figures 3a and 4a) . The wavelike structure of the response is also much less evident in the T42D case. This is not surprising given that the TIWs have wavelengths close to the resolution limit of a T42 grid.
[22] Results from the T85WT simulations, which use weekly TMI SSTs, are not shown here because the model responses in this case and the T85D case are very similar. This is also not surprising, as TMI daily SSTs are recorded as 3-day means. The TIW signals in weekly SST and daily SST fields are quite similar. These sensitivity experiments indicate that weekly SSTs are probably adequate for simulating the atmospheric response to TIWs, but T42 horizontal resolution does not capture the TIW response.
Comparison With ECMWF Reanalysis
[23] The SST and band-pass-filtered atmospheric variables from the ERA-40 analysis are shown in Figure 5 . The ERA-40 reanalysis uses weekly Reynolds SSTs and T159 resolution [Uppala et al., 2005] . In the ERA-40 analysis, weak westward propagating signals can be seen in the SST and surface air temperature fields, but similar signals are difficult to discern in the surface winds. Compared to CAM3 with either daily or weekly TMI SST forcing (Figure 3 ), the amplitude of the SST and air temperature anomalies are smaller in the ECMWF reanalysis. Because CAM3 simulates a strong TIW response with T85 resolution and weekly TMI SSTs, we hypothesize that the lack of a response in the ERA-40 analysis is due to differences between the TMI and Reynolds SST analyses and is not a result of inadequate horizontal or temporal resolution in the model or SST boundary condition. To test this hypothesis, a fourth CAM run with weekly Reynolds SST forcing (T85WR) is carried out to see whether the source of the SST data has an effect on the model simulation. The atmospheric response in this case is quite weak (Figure 6 ), similar to the ERA-40 reanalysis ( Figure 5) . As shown by Chelton [2005] for the Pacific Ocean, the TIW-induced perturbations of the SST front are weaker in the weekly Reynolds SST fields (Figure 6a ) than in the weekly TMI SST field (not shown but similar to Figure 3a ) in the Atlantic Ocean. As a consequence, the atmospheric response associated with TIWs is stronger in the T85WT experiment than in the T85WR experiment. [24] This result suggests that either the CAM simulations with TMI SSTs are overpredicting the atmospheric response to TIWs or both the CAM simulation and ERA-40 analysis that use Reynolds SSTs are underpredicting the atmospheric response. In section 3.4 we show that the magnitude of the response in the CAM simulations with TMI SSTs (T85D) is similar to the observations, although the structure differs in some respects. This suggests that the use of the Reynolds SSTs leads to an underprediction of the atmospheric response to Atlantic TIWs.
Simulated Atmospheric Response
[25] All of the analysis in this section uses the ensemble mean of the T85D simulations. Following Hashizume et al.
[2001], a linear regression technique is applied to map the spatial structure of the TIWs and of the observed and simulated atmospheric response. Regression maps for selected variables are created by regressing each variable against the filtered SST time series at a reference point, chosen here to be the point with the largest TIW-related variance. In Figures 7a and 7b the reference point for the regression is indicated by a plus sign. The regression covers the period from June to August 2000.
[26] Figure 7a shows the regression patterns of SST and 10-m wind vectors from the QuikSCAT satellite. A clear TIW wave structure with a wavelength of about 10°of longitude is seen in both variables at latitudes between 1°and 5°N. The regression patterns tilt slightly eastward as latitude increases. The mean winds in this region are from the southeast and south (Figure 1) . The wind anomalies associated with the TIWs converge northwest of the warm SST anomaly centers and diverge northwest of the cold SST anomaly centers. Some wind anomalies are apparent in the southern Atlantic, even though SST anomalies are small, suggesting a different type of response in the Southern Hemisphere. Wind anomalies are observed as far north as 8°N, despite the fact that the SST anomalies disappear north of 5°N, which suggests that TIWs might influence the ITCZ, which is centered near 8°N [Hashizume et al., 2001] . The downstream displacement of the convergence and divergence relative to the SST anomalies provides some support for the vertical mixing hypothesis [Hayes et al., 1989; Wallace et al., 1989] .
[27] The CAM-simulated wind regression vectors are shown in Figure 7b , plotted atop the same SST regression field as in Figure 7a . The model wind vector pattern is similar to the observations in many ways but is different in some details. As in the observations, there are wind perturbations north of 5°N, where SST anomalies disappear, but the wind response is weaker in the Southern Hemisphere in the model than in the observations. The wind convergence and divergence are more closely collocated with the warm and cold SST anomalies in the model than in observations, which appears to be more in keeping with the theory of Lindzen and Nigam [1987] .
[28] Comparing the location of the wind convergence relative to the SST anomalies, it appears that the atmosphere responds to TIW SSTs in the model and in the atmosphere through different mechanisms. Using a regional model to study the atmospheric response to Pacific TIWs, Small et al.
[2003] discussed the vertical mixing and pressure gradient mechanisms. They found that advection by the mean wind is important in both the thermodynamic and momentum budgets, a process neglected by Lindzen and Nigam [1987] and Hayes et al. [1989] . Figure 1 shows that the mean trade wind in JJA over the warm water in the ITCZ is much weaker in the model simulation than in observations. The northwestward displacement of the wind convergence (divergence) relative to the warm (cool) SST anomalies in the observation may be due to stronger advection by the mean wind in the observations as suggested by Small et al. [2003] . To test this hypothesis, the momentum advection (udu 0 /dx + vdv 0 /dy), where du 0 /dx is the anomaly change in zonal direction and dv 0 /dy is the anomaly change in meridional direction, is compared between observations and the model. Here u and v are the time mean zonal and meridional wind, and u 0 and v 0 are anomalies due to TIWs. Figure 8 shows the momentum advection from the observations and the model. In the observations, positive (negative) advection of TIW momentum appears west of the warm (cool) SST anomalies (Figure 8a ). In the model simulation, the momentum advection is weak at latitudes where TIW SST anomalies are large, which is due to weak mean winds at those latitudes. The maximum and minimum momentum advection in the model occur in the Southern Hemisphere. Unlike the observations, the advection of TIW zonal momentum appears weak at the latitude of the large SST anomalies and is generally in phase with the SST anomalies in the east part of the Atlantic Ocean and is out of phase in the west part of the Atlantic Ocean (Figure 8b) . Small et al. [2003] argued that at low levels the vertical mixing and pressure terms are almost equal and are opposite at the lowest level, so the horizontal advection is important in determining the total tendency. The downstream location of the wind convergence in the observations may be due to the downstream advection of momentum. Therefore, the difference of the convergence and divergence relative to the SST anomalies between observation and model may be due to the differences of the momentum advection. [29] This difference can be seen more clearly in Figures  9a and 10a , which show the observed and simulated lowlevel convergence of the wind field in the observations and model, respectively. As in Figure 7 , each variable is regressed against the SST at the reference point. The SST regression pattern is indicated by the red contours. In the observations, although noisy, the convergence and divergence maxima tend to be located northwest of the warm and cold SST anomalies (Figure 9a) , which is consistent with the observed wind fields in Figure 7a . In the model simulation (Figure 10a ), the wind convergence and divergence are more closely in phase with warm and cold SST anomalies in the east part of the ocean basin and are located west of the SST anomalies in the west part of the ocean, being displaced only slightly downstream with respect to the maximum of the SST. This result is consistent with Figure 8b . The result supports the hypothesis that the downstream displacement of the wind convergence is due to momentum advection.
[30] The observed water vapor anomalies, on the other hand, show some northwest shift in phase with respect to the SST anomalies ( Figure 9b ). As expected, water vapor anomalies are positive above warm SST anomalies and are negative above cold SST anomalies. The water vapor anomalies often extend to 8°N, well beyond the extent of the SST anomalies. The maximum water vapor anomalies lie at 929 hPa in the model, which will be shown later (Figure 13b ). Water vapor anomalies in the model are also positive above warm SST anomalies and are negative above cold SST anomalies (Figure 10b ). Note that the satellite total column water vapor shown in Figure 9b is representative of a deeper atmospheric layer than the model's mixing ratio in Figure 10b . Both the observations and model simulations suggest that the SST anomalies affect the column water vapor very quickly as air flows across the TIW region.
[31] Finally, although the TIWs are active in latitudes between the equator and 5°N, the observed rain anomalies appear well to the north of the SST anomalies (Figure 9c ). This is not surprising in itself, as the mean rain rate is much higher to the north of the TIWs in the ITCZ. The remote response of rain is a special feature of the Atlantic Ocean [Hashizume et al., 2001 ]. In the model, on the other hand, the magnitude of the precipitation response is about the same, but the precipitation anomalies cover a wider latitude range, and the maximum anomaly is located closer to the SST anomalies (Figure 10c ). Wu and Bowman [2007] found that the Atlantic ITCZ is more susceptible to TIW influence when it moves south. In the Atlantic basin, the southern boundary of ITCZ is at about 4°N in the TRMM rain observation in JJA, while in the CAM simulation, the [32] With the model simulation it is also possible to examine variables that are not directly observed by satellite. Figure 11 shows the regressions for surface air temperature, surface pressure, and surface wind from the model. The near-surface air temperature regressions in Figure 11 reach a magnitude of $0.3 K K À1 . These extremes are located almost exactly in phase with the SST extremes, although displaced slightly downstream by the southeasterly trade wind flow. This indicates that surface air temperatures adjust very quickly to the SST anomalies. The surface pressure anomalies are also very closely aligned with the surface air temperature anomalies. The wind anomalies converge into surface pressure minima and diverge from surface pressure maxima. This is consistent with the monthly time scale for the TIWs, which is much longer than the hydrostatic and wind acceleration time scales. The magnitude of surface pressure anomalies reaches 10 Pa K
À1
. These results agree with those of Small et al. [2003] in the Pacific. The wind field is similar to that expected from pressure gradient -driven flow. This result is consistent with Figure 7b . There are no regular data of sea level pressure anomalies associated with TIWs available for comparison in the Atlantic Ocean. However, with enhanced TAO monitoring in the Pacific, Cronin et al. [2003] showed that pressure anomalies are located downstream of the SST. If the pressure anomalies are downstream of the SST anomalies because of thermal advection, the pressure-driven winds will converge downwind of the SST anomalies.
[33] The TIW SSTs produce their atmospheric response through sensible and latent heat fluxes (Figure 12 ). In the model, the maximum heat flux anomalies are located at the maximum SST anomalies. That is, over the warm SST anomalies, TIWs transfer heat from the ocean to the atmosphere, and over cold SST anomalies, TIWs transfer heat from the atmosphere to the ocean. The latent heat flux anomalies are larger than the sensible heat flux anomalies and dominate the total heat flux.
[34] In the model, the TIW SST anomalies induce surface heat fluxes that change the temperature and humidity of the boundary layer. This, in turn, produces a hydrostatic adjustment, leading to pressure gradients and surface winds. The divergence and convergence, along with changes in static stability, produce a deep response through vertical motion and convection. Figure 13 shows the vertical structure of motion across the sharp gradient between the humid boundary layer and drier free atmosphere. The thickness of the PBL in the Atlantic ocean in JJA is between 400 and 600 m, which implies the vertical exchange of moisture occurs at the top of the boundary layer. Geopotential height increases over warm SST anomalies and decreases over cold SST anomalies (Figure 13c ). Figure 13d shows the vertical structure of regression coefficients of u. Negative u anomalies lie to the east of warm SST, and positive anomalies of u lie to the east of cold SST. There is about a 90°phase shift between surface anomalies of u and SST anomalies. Regression coefficients of v are generally in phase with SST and air temperature anomalies in the lower layer (Figure 13e ). The maximum v anomalies lie at 870 hPa. The regression coefficient reverses sign above 900 hPa. The convergence and divergence fields over warm and cold SST anomalies set up a thermally direct circulation, which induces upward motion to the west of warm SST anomalies and downward motion to the west of cold SST anomalies (Figure 13f ). The vertical structure and the phase relative to the SST anomalies of CAM3 simulation generally agree with other numerical studies of atmospheric response to TIWs [Small et al., 2003; Xie et al., 1998 ].
[35] In order to inspect how the atmosphere perturbation penetrates in the vertical, Figure 14 shows the vertical structure of the TIW regression coefficients along a south to north line at 15°W, which is approximately oriented along the mean boundary layer flow (Figure 1b) . The red lines are the SST anomalies along that meridian. At the surface, air temperature anomalies are nearly in phase with the SST anomalies (Figure 14a ) with maximum anomalies centered at 2°N. This is consistent with the result in Figure  11a . Air temperature anomalies appear to tilt slightly downstream with altitude. This indicates that SST anomalies are communicated very quickly to the overlying atmosphere. The water vapor response is displaced slightly farther downstream, near 4°N (Figure 14b ). The geopotential height anomaly is closely in phase with the air temperature anomaly, as expected (Figure 14c ). The resulting vertical motion (Figure 14f ) also shows a downstream response at 4°N. The downstream response of the zonal and meridional wind components can extend to 10°N aloft (Figures 14d and 14e) . The winds aloft are typically the reverse of the surface winds, particularly at latitudes north of 5°N.
Conclusions and Discussions
[36] In this study we evaluate the response of CAM3 to sea surface temperature anomalies associated with Atlantic tropical instability waves and compare the results with satellite observations of atmospheric properties. Numerical experiments are used to test the sensitivity of the model to horizontal resolution (T42 and T85) and to the temporal resolution of the SST boundary condition. The atmospheric response of the T42 model is approximately half that of the T85 model, indicating that T42 resolution does not adequately resolve the horizontal structure of the TIW response, which has a wavelength of $10°longitude (equivalent to about four model grid points). Experiments that intend to include TIW forcing will need to use resolution higher than T42. On the other hand, no significant difference is found in the T85 simulations between runs with daily (3-day running means) and weekly TMI SST forcing, showing that weekly temporal resolution is enough for the SST boundary conditions. An additional experiment compares the impact of weekly TMI (microwave) SSTs with Reynolds (IR) SSTs. Comparison with satellite observations suggests that the stronger response found with the TMI SSTs is closer to reality, although the mechanism responsible for the response appears to differ somewhat from the atmosphere. TIWinduced perturbations of the SST front are weaker in the Reynolds SST fields than in the TMI SST fields in the Atlantic. As a consequence, the SST-induced perturbations of atmospheric fields were much weaker with the Reynolds SST analyses. The ERA-40 reanalysis, which uses weekly Reynolds SSTs, is very similar to the T85 simulation with Reynolds SSTs. Our results suggest that using Reynolds SSTs may underestimate the atmospheric TIW response.
[37] The T85 simulations with either daily or weekly SSTs from the TMI have many features in common with observations but also exhibit some notable differences. In both the model and the observations there is convergence of the surface winds associated with warm TIW SST anomalies, and there is divergence associated with cold anomalies, but the locations of the maximum convergence and divergence are not located in the same place relative to the SST anomalies. In the observations, the maxima are located downstream (to the northwest) of the SST maxima and minima. In the model, the convergence and divergence maxima are nearly collocated with the SST maxima and minima. In the model, the wind anomalies converge into surface pressure minima and diverge from surface pressure maxima, especially in the east part of the Atlantic Ocean. The wind field is similar to what is expected from pressure gradient -driven flow. One possible explanation of the differences between the observations and the model is that the atmosphere is responding through the vertical mixing mechanism, while the model is responding through the pressure gradient mechanism. However, using TAO monitoring buoys, Cronin et al. [2003] found that pressuredriven winds converge downwind of the SST anomalies, when the pressure anomalies are downwind of the SST anomalies. Unfortunately, no regular observational pressure data are available for comparing with the model in the Atlantic Ocean in 2000. Analysis of momentum advection suggests that the difference of wind convergence between the observations and the model may be due in part to differences of the momentum advection, as suggested by Cronin et al. [2003] . In the observations, momentum advection maxima are located west of the SST anomalies maxima. In the model, momentum advection is in phase with SST anomalies in the east part of the Atlantic Ocean. The importance of horizontal advection is supported by Small et al. [2003] in a numerical study. Hence, we cannot conclusively determine the mechanism of atmospheric response to TIWs from the location of wind convergence relative to SST anomalies. The horizontal advection must be considered. With the available observational data and these model simulations, it is not possible to separate differences in the boundary layer response mechanisms from errors in the momentum advection. We are currently carrying out a detailed analysis of the relative importance of vertical mixing, pressure gradient force, and horizontal advection using a regional climate model.
[38] CAM users who wish to include TIW effects should plan to use at least T85 resolution, and caution is warranted when interpreting the results, as it is difficult to verify the response mechanisms shown in the model. Both our global climate model and the regional climate model of Small et al. [2003] show the importance of pressure effects. In contrast to the global climate model and the regional climate model, high-resolution large-eddy simulation models often show a dominance of momentum mixing in the atmospheric response to ocean fronts [de Szoeke and Bretherton, 2004; Skyllingstad et al., 2005] . It seems the atmospheric response to the ocean is model-dependent.
