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Abstract
We present a formulation of quantum circuits where the focus is set on
whether a given circuit (made of unitary operators and projective measure-
ments with definite outcomes) does reflect an actually realizable physical
experiment. In order to do this, we introduce verifications statements
which are purely epistemic assertions indicating whether a outcome is
possible at some point and develop our formalism which, in the end, con-
sists in a set of logical rules about verification statements, as summarized
in figure 8 on page 15. Finally, we argue that our formalism provides a
Lorentz-invariant realistic formulation of quantum circuits and illustrate
this by considering a circuit corresponding to Hardy’s paradox and show-
ing how our formalism prevents making contradictory assertions regarding
our knowledge about the circuit.
1 Introduction
In this article, we will introduce a formulation of a fragment of quantum mechan-
ics (corresponding to quantum circuits) based on a possibilistic [Fri09] rather
than probabilistic approach: the question we want to investigate is the definition
of a general characterization of whether a given circuit corresponds to a actu-
ally feasable physical experiment. For instance, consider the circuit depicted in
figure 1 where a single particle A is measured twice in a row, with successive
outcomes |0〉 (or, more precisely, the subspace [0] spanned by |0〉) and [1]. If the
two measurements are projective, this circuit does not reflect the outcomes of
an actual experiment. In particular, at A2, after the first measurement occured,
following the Born rule, it is not possible to obtain any outcome orthogonal
to [0], which we will denote A2 ◮ [0] (we say that the circuit verifies [0] at A2,
or even that A2 verifies [0]).
Another example is illustrated in figure 2: two particles, A and B are first
measured, with outcomes [0] and [1]. Then, they are applied a controlled-not
gate, and measured again, with the same outcomes. If one reasons in terms of
quantum states, after the first measurements, at A2 and B2, the particles are
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[0] [1]
A1 A2 A3
Figure 1: An impossible circuit
[0]
⊕
[0]
[1] [1]
A1 A2 A3 A4
B1 B2 B3 B4
Figure 2: Another impossible circuit
respectively in states |0〉 and |1〉 so that after the CNot gate is applied, they
are now both in state |1〉, so that the obtention of outcome [0] when measuring
particle A at A3 is impossible. In fact, measuring both particles jointly, any
outcome orthogonal to [0]⊗ [1] is impossible, which we write A3, B3 ◮ [0]⊗ [1].
However, instead of relying on the delicate and elusive notion of quantum state,
we will rather base our discussion on projective measurement outcomes.
In the following, after a brief presentaton of the formalization of quantum
circuits we will use and some related notions, we will make a few assumptions
about the way projective measurements act, how outcomes can follow each
other – so that a measurement outcome induces a prediction about a potential
future outcome –, and how the application of unitary outcomes modifies these
predictions. We will then define verification statements, which correspond to
one particular type of prediction, and our assumptions about the behaviour of
projective measurements will lead us to the definition of a set of logical rules
about verifications statements (the final version of which is presented in figure 8
on page 15). Finally, we will argue that the obtained formalism provides a
Lorentz-invariant realistic formulation of quantum mechanics (or, at least, of
the fragment corresponding to quantum circuits), and we will illustrate this by
studying the modelization of Hardy’s paradox in our approach and showing how
some arguments forbidding any Lorentz-invariant interpretation of quantum me-
chanics are not valid therein.
2 Quantum Circuits
Let us first define quantum circuits formally. They are acyclic oriented graphs
with two types of nodes:
• s-nodes (as for system) which represent parts of a quantum system at a
given stage of the circuit,
• o-nodes (as for operation) which represent quantum operations applied to
the system. Basically, we will consider two types of operations: projective
measurements and unitary transformations.
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H [1]
[1] H
⊕
[0]
[1]
⊕ ¬
R1
A1 A2 A3 A4
B0 B1 B2 B3 B4 B5
C0 C1 C2 C3
Figure 3: T, a larger circuit
Regarding measurements, the consideration of projective measurements only
cannot be seen as a limitation: as we will be able to deal with composite systems,
it will be possible to simulate POVMs as a consequence of Naymark’s theorem
[CN00, Per02].
Quantum circuits are bipartite: any arrow must connect two nodes of differ-
ent types.
Each s-node s has a dimension d(s) corresponding to the dimension of the
Hilbert space used to model observables applicable to s. Moreover, each s-node
may have at most one incoming arrow and one outgoing one.
Formally, each o-node U is defined by the following informations:
• an ordered list (i1, . . . , ip) specifying the number and dimensions of its
incoming nodes,
• another similar list (o1, . . . , oq) for the outgoing nodes,
• a linear operator [[U ]] from C
∏
ik to C
∏
ok , which is either unitary or an
orthogonal projection.
However, in practice, we don’t to use such a heavy machinery directly. In
the following, circuits will be described graphically, and the differents incoming
and outgoing edges will be easily distinguishable (the only relevant type of o-
node being C-Not gates). It has to keep in mind, though, that such a graphical
depiction is only a handy way to describe o-nodes in such a way that the different
incoming and outgoing edges can be distinguished.
The acyclic structure of a quantum circuit induces a partial order between
its nodes:
Definition 1 (Order relation). A node a is in the past of a node b in C is there
is a finite sequence of arrows from a to b. In that case, we write
a
C−−→ b
Definition 2 (Full subgraph). Given two quantum circuits C and C′, we say
that C is a full subgraph of C′ if C ⊆ C′ and, moreover, C preserves the space
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time structure of C′, that is
∀ a, b ∈ C, a C−−→ b ⇐⇒ a C
′
−−−→ b
We denote this C ⊆f C′.
Proposition 1. Being a full subgraph is a partial order among quantum circuits,
so that for all C, C′ and C′′,
C ⊆f C
(
C ⊆f C′ and C′ ⊆f C′′
)
=⇒ C ⊆f C′′
An important element of our formalism will rely on what we will define as
slices: In a quantum circuit, an s-node can be seen as corresponding to an
spacetime event, and it will be interesting to considered simultaneously several
spacelike separated events, where being spacelike separated corresponds to the
fact that, in the circuit, they are not comparable with regards to the previously
defined order relation.
Definition 3 (Slice). Given a circuit C, a slice Γ of C is a ordered set of
mutually uncomparable s-nodes of C. Let Slice(C) denote the set of slices of C.
The support of a slice Γ = [s1, . . . , sn] is the set made of its s-nodes:
Γ{} =
{
s1, . . . , sn
}
The dimension of a slice Γ = [s1, . . . , sn] is defined as the product of the dimen-
sion of its nodes:
d(Γ) = d(s1)× · · · × d(sn)
Proposition 2. If C ⊆f C′, then Slice(C) ⊆ Slice(C′).
Another important idea in our approach will be to cut a circuit along a given
slice, by removing its future, and possibly replacing it by a measurement o-node.
Definition 4 (Cutting a circuit along a slice). Given a graph C and a slice
Γ ∈ Slice(C), we define C|Γ as the graph obtained from C by removing all the
nodes (both s-nodes and o-nodes) in the strict future of Γ.
An example of such a cut, namely the cut of T along {B3, C2} is depicted
in figure 4. In figure 5, one has the same circuit with a measurement o-node
added. Finally, let us remark that cutting a circuit C along a slice provides a
full subgraph of C:
Proposition 3. If Γ ∈ Slice(C), then C|Γ ⊆f C.
3 Possible and Impossible Circuits
Having defined the formalism for representing quantum circuits, let us now
present some assumptions regarding whether a given quantum circuit is possible.
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H [1]
[1] H
⊕
[0]
[1]
⊕ ¬
R1
A1 A2 A3 A4
B0 B1 B2 B3 B4 B5
C0 C1 C2 C3
Figure 4: Removing the strict future of {B3, C2} in T, yielding T|{B3,C2}
[1] H [1]
[1]
⊕
[0]
R1
A1
B0 B1 B2 B3 B4
C0 C1 C2 C3
Figure 5: T|{B3,C2} ∪
{
B4, C3 = Mes[10](B3, C2)
}
These assumptions will only relate to the obtention of measurement outcomes.
In particular, no mention will be made of any notion of quantum state. Instead,
the rules we shall enounce will correspond to some situations which, as we will
assume, cannot correspond to an actual physical situation. If it is the case,
if a quantum circuit C can be shown to be impossible (with regards to our
assumptions), we will denote
C ⊢ Imp
Obviously, it has to be kept in mind that these assumptions must be com-
patible with the standard formulation of quantum mechanics in order to make
correct predictions.
3.1 Non Contradiction
Our first assumption is that, since we only consider projective measurements,
it is not possible to obtain two orthogonal outcomes when measuring the same
system twice in a row. Diagramatically, this means that any quantum circuit C
containing two consecutive projective measurements with orthogonal outcomes
is impossible, as depicted in figure 6.
In a more general way, if a circuit C contains a measurement Γ′ = Mesp(Γ),
then cutting C at Γ′ and inserting a measurement of the form Γ′′ = Mesq(Γ
′)
leads to an impossible circuit if q ≤ p⊥.
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...
...
...
p q is impossible if q ≤ p⊥.
Figure 6: Non Contradiction
Here, the only slice of interest is Γ′, so that in order to have lighter notations,
we shall omit to explicitely name the other two, writing “ ” instead. This way,
the previous statement can be rephrased as: if C contains a measurement Γ =
Mesp( ) (that is if Γ = Mesp( ) ∈ C), then cutting it at Γ and inserting =
Mesq(Γ) leads to an impossible circuit if q ≤ p⊥:
(
Γ = Mesp( ) ∈ C and q ≤ p⊥
)
=⇒ C|Γ ∪
{
= Mesq(Γ)
} ⊢ Imp
In the following, we will write this as a logical rule:
Γ = Mesp( ) ∈ C q ≤ p⊥
NC
C|Γ ∪
{
= Mesq(Γ)
} ⊢ Imp
where the top line corresponds the premises of the logical deduction (here, that C
contains Γ = Mesp( ) and that p and q are orthogonal) and the bottom line to
the conclusion which here states that cutting C at Γ and inserting the measure-
ment = Mesq(Γ) leads to an impossible circuit.
The name of the rule (here NC which stands for Non Contradiction) is
indicated on the right of the horizontal line.
3.2 Considering Observables
Our second assumption, divided in two parts, formalizes the behaviour of the
measurement of observables. Let us define this notion, in the most general way,
for an orthomodular lattice L:
Definition 5 (Observable). A (projective) observable of an orthomodular lattice
L is a finite subset {p1, . . . , pn} of L such that :
∀ i ∈ [[1, n]], pi 6= ⊥, ∀ i, j ∈ [[1, n]], i 6= j =⇒ pi ≤ p⊥j and
n∨
i=1
pi = ⊤
In the following, we will use orthomodular lattices Ln defined, for n ∈ N, as
the set of subspaces ofCn. In particular, any outcome of an obervable applicable
at slice Γ will be a subspace of Cd(Γ), i.e. an element of Ld(Γ). The top element
⊤ then corresponds to the whole vector space, while the bottom element ⊥ is
the nullspace.
We first remark that ⊥ cannot be part of an observable, it is not a valid
outcome. As such, any circuit containing an o-node of the form = Mes⊥( )
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is impossible. We can write this as a rule the following way (the name Top will
be clearer soon):
= Mes⊥( ) ∈ C
Top
C ⊢ Imp
or, equivalently, for any slice Γ ∈ Slice(C):
C|Γ ∪ { = Mes⊥(Γ)} ⊢ Imp
The other part of our assumption is that considering any slice Γ of a quantum
circuit C, and any observable O = {p1, . . . , pn} applicable at Γ, then if C is
possible, then when measuring C at Γ, at least one of the outcomes of O is
possible. Considering the contraposition, if none of the outcomes ofO is possible
at Γ in C, then C is impossible. As a rule, this can be expressed as
C|Γ ∪
{
= Mesp1(Γ)
} ⊢ Imp · · · C|Γ ∪ { = Mespn(Γ)
} ⊢ Imp
Mes
C ⊢ Imp
In this rule, the pattern C|Γ ⊢ { = Mesp(Γ)} ⊢ Imp appears several times,
and it already appeared as the conclusion of the Non Contradiction rule. This
pattern will actually appear pervasively in our approach and this motivates the
following definition:
Definition 6 (Verification Statement). Given a quantum circuit C and a slice
Γ of C, we say that C verifies p at Γ if and only if:
C|Γ ∪
{
= Mesp⊥(Γ)
} ⊢ Imp
which we denote
C ⊢ Γ ◮ p.
With this definition, we can express the Mes rule as
C ⊢ Γ ◮ p⊥1 · · · C ⊢ Γ ◮ p⊥n
Mes
C ⊢ Imp
Similarly, the previous Top rule can be expressed as
Top
C ⊢ Γ ◮ ⊤
in which form the name Top becomes clear. The Non Contradiction rule be-
comes, in the special case where q = p⊥:
Γ = Mesp( ) ∈ C
NC
C|Γ ∪
{
= Mesp⊥(Γ)
} ⊢ Imp
and, in terms of verification statements, can be rewritten as
Γ = Mesp( ) ∈ C
NC
C ⊢ Γ ◮ p
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3.3 Possibilistic Non-Contextuality
The third assumption stems from the joint consideration of quantum mechanics
and relativity. Following Aharonov and Albert [AA84], consider a particle which
may be located in any of three separate boxes A, B and C and suppose that one
has enough knowledge to predict with certainty that the particle can neither be
found in B nor in C. In that case, if an experimenter first opens boxes B and C
(finding them empty), then the opening of box A will lead to finding there our
particle with certainty.
Suppose now that box A is sufficiently far from the other two boxes, and
consider a second reference frame where the opening of A happens before that
of B and C. Obviously, in this reference frame, the measurement outcomes are
the same and hence the particle will still be found in box A.
But as A is opened before the other boxes, there is the possibility in this
reference frame that, after the opening of box A, the content of boxes B and C
are modified, merged, exchanged, etc. In terms of observables, this means that
an other observable can actually measured, with the restriction that A must be
one of its outcomes. In this situation, the particle remains to be found whatever
happens later to boxes B and C.
This leads to the assumption of possibilistic non-contextuality which states
that the certainty of an outcome is independant of which observable is actu-
ally measured (as long as the outcome remains a possible one), and a similar
reasoning can be done regarding impossible outcomes.
Let us present two logical rules which follow from this assumption. First,
suppose that it is impossible to obtain an outcome p when measuring a circuit C
at Γ, that is
C|Γ ∪ { = Mesp(Γ)
} ⊢ Imp
In that case, measuring observable {p, p⊥} at Γ in C will yield outcome p⊥ with
certainty. For q ≤ p, considering observable {q, p ∧ q⊥, p⊥}, from the certainty
of outcome p⊥, it follows that q is not possible. We thus deduce the Order rule:
C|Γ ∪
{
= Mesp(Γ)
} ⊢ Imp q ≤ p
Ord
C|Γ ∪
{
= Mesq(Γ)
} ⊢ Imp
or, equivalently, using verification statements:
C ⊢ Γ ◮ p p ≤ q
Ord
C ⊢ Γ ◮ q
Suppose now that two compatible outcomes p and q are assumed to be
impossible at Γ, so that they both belong to a single boolean subalgebra of
our orthomodular lattice, which we denote p C q. If we consider observable
{p, p⊥ ∧ q, p⊥ ∧ q⊥}, the impossibility of p and of p⊥ ∧ q (which follows, using
the Ord rule, from the impossibility of q) implies the certainty of p⊥ ∧ q⊥.
Now, considering observable {p∨q, p⊥∧q⊥}, the certainty of p⊥∧q⊥ implies
the impossibility of p ∨ q. We thus have derived the Compatible Meet rule:
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C|Γ ∪
{
= Mesp(Γ)
} ⊢ Imp C|Γ ∪ { = Mesq(Γ)} ⊢ Imp q C p
CM
C|Γ ∪
{
= Mesp∨q(Γ)
} ⊢ Imp
or, more compactly:
C ⊢ Γ ◮ p C ⊢ Γ ◮ q p C q
CM
C ⊢ Γ ◮ p ∧ q
3.4 A Few More Rules
Let us now present a few more assumptions about the behavior of projective
measurements.
Unitary Operator Considering the application of unitary operators, it is
reasonable to assume that if an outcome p is impossible at a slice Γ in a circuit C
and if, in C, Γ′ = U(Γ) for some unitary o-node U with associated unitary
operator [[U ]], then outcome [[U ]](p) is impossible at Γ′. By allowing to only
apply the unitary operator to a part of Γ, we obtain the following rule:
C|Γ::∆ ∪
{
= Mesp(Γ :: ∆)
} ⊢ Imp Γ′ = U(Γ) ∈ C
Uni
C|Γ::∆ ∪
{
= Mes([[U ]]⊗Id)(p)(Γ
′ :: ∆)
} ⊢ Imp
or, more compactly:
C ⊢ Γ :: ∆ ◮ p Γ′ = U(Γ) ∈ C
Uni
C ⊢ Γ′ :: ∆ ◮ ([[U ]]⊗ Id∆)(p)
Compatible Preservation Similarly, we have a commutation rule with mea-
surements yielding compatible outcomes1: if p is impossible at Γ and if Γ′ =
Mesq(Γ) with q compatible with p, then p is also impossible at Γ
′. Again, allow-
ing the measurement of q to occur only on a part of Γ, we get:
C ⊢ Γ :: ∆ ◮ p Γ′ = Mesq(Γ) ∈ C p C q ⊗⊤
CP
C ⊢ Γ′ :: ∆ ◮ p
Extending slices If a circuit C verifies p at Γ, this means that cutting the
circuit at Γ and inserting a measurement of Γ with outcome p⊥ leads to an
impossible circuit. But in that case, if we cut C along a larger slice Γ :: ∆ and
insert a measurement of Γ :: ∆ with outcome p⊥⊗⊤ (the tensor product with ⊤
acting as some form of padding), it is clear that the circuit remains impossible.
This leads to the following extension Tens (for tensor product) rule:
C ⊢ Γ ◮ p
Tens
C ⊢ Γ :: ∆ ◮ p⊗⊤
1In terms of quantum states, this corresponds to the commutation of orthogonal projections
on two compatible subspaces.
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Permutations of a slice It is possible, given a slice, to permute the s-nodes
it contains. This way, one can obtain a new slice which has exactly the same
s-nodes as previously. It should thus be possible to do so, and the next rule
will enable this, by indicating how the verification of property is modified by a
permutation of the slice.
We will only consider one type of permutation, changing a slice of the form
Γ :: ∆ :: Ξ to ∆ :: Γ :: Ξ, which we call a block swap. It is easy to verify that
block swaps do generate all the possible permutations. Now, if {ei} (resp. {fj},
{gk}) is an orthonormal basis of Cd(Γ) (resp. Cd(∆), Cd(Ξ)), then the action of
the block swap corresponds to mapping |ei ⊗ fj ⊗ gk〉 to |fj ⊗ ei ⊗ gk〉. If we
define
swapΓ,∆,Ξ(P )
∆
=
{d(Γ)∑
i=1
d(∆)∑
j=1
d(Ξ)∑
k=1
|fj ⊗ ei ⊗ gk〉〈ei ⊗ fj ⊗ gk|u〉
∣∣∣ u ∈ P
}
we then obtain the desired rule for formalizing such permutations:
C ⊢ Γ :: ∆ :: Ξ ◮ p
Swap
C ⊢ ∆ :: Γ :: Ξ ◮ swapΓ,∆,Ξ(p)
This ends the first version of our formalism, which is summarized in figure 7.
4 Logical Variations
We will now present a few results which will simplify this logic some more general
rules.
4.1 The Mes rule, revisited
From the possibilistic non-contextuality rules Ord and Compatible Meet, it is
clear that if {p1, . . . , pn} are mutually compatible elements (so that they all
belong to a single boolean subalgebra), then it is equivalent to have
∀ i ∈ [[1, n]], C ⊢ Γ ◮ pi and C ⊢ Γ ◮
∧
i
pi
In particular, considering an observable O = {p1, . . . , pn}, all the outcomes are
mutually compatibles and
∧
i
p⊥i =
(∨
i
pi
)⊥
= ⊤⊥ = ⊥
As a consequence, the Mes rule can equivalently be replaced by
C ⊢ Γ ◮ ⊥
Mes
C ⊢ Imp
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Γ = Mesp( ) ∈ C
NC
C ⊢ Γ ◮ p
Top
C ⊢ Γ ◮ ⊤
∀ p ∈ O, C ⊢ Γ ◮ p⊥
Mes
C ⊢ Imp
C ⊢ Γ ◮ p p ≤ q
Ord
C ⊢ Γ ◮ q
C ⊢ Γ ◮ p C ⊢ Γ ◮ q p C q
CM
C ⊢ Γ ◮ p ∧ q
C ⊢ Γ ◮ p
Tens
C ⊢ Γ :: ∆ ◮ p⊗⊤
C ⊢ Γ :: ∆ ◮ p Γ′ = Mesq(Γ) ∈ C p C q ⊗⊤
CP
C ⊢ Γ′ :: ∆ ◮ p
C ⊢ Γ :: ∆ ◮ p Γ′ = U(Γ) ∈ C
Uni
C ⊢ Γ′ :: ∆ ◮ ([[U ]]⊗ Id∆)(p)
C ⊢ Γ :: ∆ :: Ξ ◮ p
Swap
C ⊢ ∆ :: Γ :: Ξ ◮ swapΓ,∆,Ξ(p)
Figure 7: Our Logic, first version
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4.2 The Sasaki Rule
Suppose now that a graph C is such that C ⊢ Γ :: ∆ ◮ p and Γ′ = Mesq(Γ). We
will prove that we have
C ⊢ Γ′ :: ∆ ◮ p& (q ⊗⊤)
where the Sasaki operator p& q is defined as
p& q
∆
= q ∧ (p ∨ q⊥)
Equivalently, we claim that the following new rule is valid in our logic:
Γ :: ∆ ◮ p Γ′ = Mesq(Γ)
Sas
Γ′ :: ∆ ◮ p& (q ⊗⊤)
To show this, we provide a proof in the form of a proof tree, where we stack
different rules to express chains of reasoning. It reads from top to bottom, where
topmost lines correspond to hypotheses, and the bottom line is the conclusion.
Γ′ = Mesq(Γ)
NC
Γ′ ◮ q
Tens
Γ′ :: ∆ ⊢ q ⊗⊤
Γ :: ∆ ◮ p
Ord
Γ :: ∆ ◮ p ∨ (q ⊗⊤)⊥ Γ′ = Mesq(Γ)
CP
Γ′ :: ∆ ◮ p ∨ (q ⊗⊤)⊥
CM
Γ′ :: ∆ ◮ (q ⊗⊤) ∧ (p ∨ (q ⊗⊤)⊥)︸ ︷︷ ︸
= p&(q⊗⊤)
Let us now show that in the presence of the Top and Ord rules, the Sas rule
can replace both the Non Contradiction and Compatible Preservation rules. We
start with the Non Contradiction rule, which definition is
Γ = Mesp( )
NC
Γ ◮ p
The behaviour of this rule can be obtained using the Top and Sas rules as
follows:
Top
Γ ◮ ⊤ Γ′ = Mesp(Γ)
Sas
Γ′ ◮ p
where we have used the fact that ⊤& p = p ∧ (⊤ ∨ p⊥) = p ∧⊤ = p.
Regarding the Compatible Preservation, we have to prove that Γ′ :: ∆ ◮ p
provided that Γ :: ∆ ◮ p and Γ′ = Mesq(Γ) with p compatible with q ⊗⊤. This
can be achieved the following way:
Γ :: ∆ ◮ p Γ′ = Mesq(Γ)
Sas
Γ′ :: ∆ ◮ p& (q ⊗⊤)
Ord
Γ′ :: ∆ ◮ p
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In particular, since p is compatible with q ⊗⊤, we have
p& (q ⊗⊤) = p ∧ (q ⊗⊤) ≤ p.
As a result, both the Non Contradiction and Compatible Preservation rules can
be replaced by the Sas rule we have just introduced.
4.3 Generalizing the Compatible Meet Rule
We now show that the compatibility requirement in the Compatible Meet rule
can be dropped. A first step towards this is the following result [Bru07, Bru09]
(we recall that [ϕ] denotes the subspace spanned by a non-zero vector |ϕ〉):
Proposition 4. In a quantum circuit C, if a slice Γ of dimension at least 3 is
such that C ⊢ Γ ◮ [ϕ] and C ⊢ Γ ◮ [ψ] with [ϕ] 6= [ψ], then C ⊢ Imp.
Sketch of Proof. If Γ ◮ [ϕ] and Γ ◮ [ψ] with [ϕ] 6= [ψ], then it is possible to
construct two finite sequences ([ϕk])0≤k≤n and ([ψk])0≤k≤n such that for all k
between 0 and n,
Γ ◮ [ϕk] and Γ ◮ [ψk]
and, moreover, [ϕn] ≤ [ψn]⊥. As a consequence, using the Compatible Meet rule,
we deduce that C ⊢ Γ ◮ [ϕn] ∧ [ψn] but [ϕn] ∧ [ψn] = ⊥ so that C ⊢ Imp.
Let us now define, given a quantum circuit C and a slice Γ ∈ Slice(C), the set
SC,Γ = {p ∈ Ld(Γ) | C ⊢ Γ ◮ p}
It is clear that SC,Γ is not empty, as it contains ⊤. According to the Ord rule, it
is closed upwards (that is, if p ∈ SC,Γ and p ≤ q, then q ∈ SC,Γ) and according to
Compatible Meet it is, indeed, stable by compatible meet. From proposition 4, it
cannot contain two distinct atoms unless it contains ⊥ (in which case the circuit
is impossible). We also remark that SC,Γ has a finite height (as it is already the
case for Ld(Γ)) so that for every element p ∈ SC,Γ, there is at least one element
q ∈ SC,Γ such that q ≤ p and which is minimal in SC,Γ.
Proposition 5 ([Bru15]). If d(Γ) ≥ 3, the set SC,Γ cannot have two distinct
minimal elements.
Sketch of Proof. If there were two such minimal elements p and q, then we first
remark that they cannot be compatible, since otherwise, from the Compatible
Meet rule, we would have p ∧ q ∈ SC,Γ, contradicting their minimality.
Being incompatible, it can be shown that there exists [ϕ] ≤ p and [ψ] ≤ q
such that [ϕ] 6= [ψ] and, putting c = [ϕ]∨[ψ], such that p&c = [ϕ] and q&c = [ψ].
Define now C′ = C|Γ ∪
{
Γ′ = Mesc(Γ)
}
. We have C′ ⊢ Γ′ ◮ p & c = [ϕ] and
C′ ⊢ Γ′ ◮ q & c = [ψ] with [ϕ] 6= [ψ]. As a consequence of proposition 4,
C|Γ ∪
{
Γ′ = Mesc(Γ)
} ⊢ Imp
so that C ⊢ Γ ◮ c⊥ and hence C ⊢ Γ ◮ p& c⊥ using the Sas rule. But since p
and c are compatible, so are p and c⊥ and p & c⊥ < p, which contradicts the
minimality of p in SC,Γ.
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Theorem 6. If d(Γ) ≥ 3, then there exists an element kC(Γ) ∈ Ld(Γ) such that
∀ p ∈ Ld(Γ), p ∈ SC,Γ ⇐⇒ kC(Γ) ≤ p
or, equivalently, such that
SC,Γ = kC(Γ)
↑ = {p ∈ Ld(Γ) | kC(Γ) ≤ p}.
In the following, kC(Γ) will be called the epistemic state of C at Γ.
Proof. Let e be a minimal element of SC,Γ. For all p ∈ SC,Γ, considering a
minimal element f ∈ SC,Γ below p (so that f ≤ p) we have, by unicity of a
minimal element, e = f and hence e ≤ p. This implies that SC,Γ = e↑.
One might worry about the condition d(Γ) ≥ 3. This can, however, be easily
circumvented the following way: given a circuit C, we consider that it is possible
to add an additional s-node γ (of dimension at least 3) to C not connected to any
o-node. With this new circuit C ∪ {γ} we can now consider that a verification
statement C ⊢ Γ ◮ p has to be understood as
C ∪ {γ} ⊢ Γ :: [γ] ◮ p⊗⊤{γ}
in which case d(Γ :: [γ]) ≥ 3. We will assume that it is always possible to
do such a circuit transformation. This way, theorem 6 always applies and the
Compatible Meet rule can be replaced by the more general Meet rule:
C ⊢ Γ ◮ p C ⊢ Γ ◮ q
Meet
C ⊢ Γ ◮ p ∧ q
This ends our discussion leading to the final version of our logic, which is
presented in figure 8. However, one can remark that the Mes. This disparition
will be discussed in section 5.2.
4.4 Quantum Teleportation
In order to illustrate the expressivity of our formalism, let us apply it to the
circuit presented in figure 3. It can be seen as a teleportation scheme [BBC+93]
with the creation of a Bell pair (at (B3, C2)) and then teleporting A1 at C3.
It can be remarked that the choice of the operator applied between C2 and
C3 is determined by the outcome of the measurements between A3 and A4,
and between B4 and B5. This circuit thus only represents one of the four
possibilities.
Let us first focus on the preparation of the Bell pair. We have:
Top
B0 ◮ ⊤ B1 = Mes[1](B0)
Sas
B1 ◮ [1]
Tens
B1, C1 ◮ [1]⊗⊤
Top
C0 ◮ ⊤ C1 = Mes[1](C0)
Sas
C1 ◮ [1]
Tens
C1, B1 ◮ [1]⊗⊤
Swap
B1, C1 ◮ ⊤⊗ [1]
Meet
B1, C1 ◮ [1]⊗ [1]
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Top
Γ ◮ ⊤
Γ ◮ p p ≤ q
Ord
Γ ◮ q
Γ ◮ p Γ ◮ q
Meet
Γ ◮ p ∧ q
Γ :: ∆ :: Ξ ◮ p
Swap
∆ :: Γ :: Ξ ◮ swapΓ,∆,Ξ(p)
Γ :: ∆ ◮ p Γ′ = Mesq(Γ)
Sas
Γ′ :: ∆ ◮ p& (q ⊗⊤)
Γ :: ∆ ◮ p Γ′ = U(Γ)
Uni
Γ′ :: ∆ ◮ ([[U ]]⊗ Id∆)(p)
Γ ◮ p
Tens
Γ :: ∆ ◮ p⊗⊤
Figure 8: Our logic, final version
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with [1]⊗ [1] = [11]. From this, we deduce
B1, C1 ◮ [11] B2 = H(B1)
Uni
B2, C1 ◮ [|01〉 − |11〉]
since [|01〉 − |11〉] = ([[H ]]⊗ Id)[11], and
B2, C1 ◮ [|01〉 − |11〉] B3, C2 = CNot(B2, C1)
Uni
B3, C2 ◮ [|01〉 − |10〉]
We thus have shown that B3, C2 ◮ [|01〉 − |10〉].
Let us now move to the second part of the circuit, and suppose that parti-
cle A1 is possibly entangled with another quantum system denoted R1 in such
a way that they jointly verify some property p:
A1, R1 ◮ p
Let us write p = Vect{|0 ai〉+ |1 bi〉}i∈I . First, combining B3, C2 ◮ [|01〉− |10〉]
with A1, R1 ◮ Vect{|0 ai〉+|1 bi〉}i∈I using adequate Tens,Meet and Swap rules,
we obtain:
B3, C2, A1, R1 ◮ Vect
{|010 ai〉+ |011 bi〉 − |100 ai〉 − |101 bi〉}
Since A2, B4 = CNot(A1, B3), we deduce
B4, C2, A2, R1 ◮ Vect
{|010 ai〉+ |111 bi〉 − |100 ai〉 − |001 bi〉}
Applying an Hadamard gate from A2 to A3 leads to
B4, C2, A3, R1 ◮ Vect
{|010 ai〉+ |011 ai〉+ |110 bi〉
− |111 bi〉 − |100 ai〉 − |101 ai〉 − |000 bi〉+ |001 bi〉
}
Then, measuring A3 with outcome [1] implies
B4, C2, A4, R1 ◮ Vect
{|011 ai〉 − |111 bi〉 − |101 ai〉+ |001 bi〉}
and finally, measuring B4 with outcome [0],
B5, C2, A4, R1 ◮ Vect
{|011 ai〉+ |001 bi〉}
so that
B5, A4, C2, R1 ◮ Vect
{|011 ai〉+ |010 bi〉}
But |011 ai〉+ |010 bi〉 = |01〉 ⊗
(|1 ai〉+ |0 bi〉), so that
B5, A4, C2, R1 ◮ [01]⊗Vect
{|1 ai〉+ |0 bi〉}
Ord
B5, A4, C2, R1 ◮ ⊤⊗Vect
{|1 ai〉+ |0 bi〉}
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Just apply a Not-gate to C2 and we obtain:
B5, A4, C3, R1 ◮ ⊤⊗Vect
{|0 ai〉+ |1 bi〉},
that is B5, A4, C3, R1 ◮ ⊤⊗ p.
Thus we have shown that for all p, from A1, R1 ◮ p, we deduce
B5, A4, C3, R1 ◮ ⊤⊗ p.
Obviously, if different outcomes were found at A3 and B4, applying the corre-
sponding operator at C2 would lead to the same statement. This illustrates
that after the application of the circuit, any property regarding the possibil-
ity of measurement outcomes verifies by the system A1, R1 has be “transfered”
to C3, R1. This is the rigourous expression, in terms of verification statements,
of the fact that A seems to have been teleported to C: any property previously
verifies by A is now verified by C.
In this analysis, we stress again the fact that all our statements is of epistemic
nature: verification statemens only deal with the possibility or impossibility of
obtaining specific measurement outcomes.
5 Some More Properties
5.1 Verification and Full Subgraphes
First, let us study how the provability of verification statements is preserved
when one considers full subgraphes of a circuit.
Proposition 7 (Monotony). Given two circuits C and C′ such that C ⊆f C′, if
C ⊢ Γ ◮ p, then C′ ⊢ Γ ◮ p.
Proof. This is a direct consequence of the fact that if C ⊆f C′, then one moreover
has Slice(C) ⊆ Slice(C′), so that any proof of Γ ⊢ p in C is also valid in C′.
This result can be expressed in terms of epistemic states the following way:
C ⊆f C′ =⇒ ∀Γ ∈ Slice(C), kC′(Γ) ≤ kC(Γ)
Corollary 1. If C′ is possible and if C is a full subgraph of C′, then C is also
possible.
Let now determine a full subgraph of a circuit C which is sufficient for proving
a statement of the form Γ ◮ p. In order to do this, let us introduce the notion
of strong past.
Definition 7 (Strong Past). Given a slice Γ of a circuit C, an s-node n of C is
in the strong past of Γ is every path going out from n crosses Γ.
Proposition 8. For all Γ ∈ Slice(C), we have sp(C,Γ) ⊆f C.
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Proof. Let a, b be two s-nodes in the strong past of Γ and suppose that a
C−−→ b.
Let n be a node in the path from a et b. Any path going out from n can be
completed into a path going out from a. But since a is in the strong past of Γ,
this path intersects Γ. As a consequence, n is also in the strong past of Γ.
Proposition 9. If C ⊢ Γ ◮ p, then sp(C,Γ) ⊢ Γ ◮ p.
Proof. This follows from the fact that in all the rules in figure 8, the slices of the
premisses are in the strong past of the slice of the conclusion. As a consequence,
any proof of Γ ◮ p in C is also valid in sp(C,Γ).
As a consequence of these results, any verification statement about a slice Γ
in C can proven by only considering the strong past of Γ in C:
Theorem 10 (Strong Causality). For all Γ ∈ Slice(C) and p ∈ Ld(Γ),
C ⊢ Γ ◮ p ⇐⇒ sp(C,Γ) ⊢ Γ ◮ p
Proof. This is a direct consequence of propositions 7, 8 and 9.
5.2 The Meaning of Verification
Initially, the verification statement C ⊢ Γ ◮ p was defined as the statement that
appending a measurement = Mesp⊥(Γ) to C|Γ would lead to an impossible
circuit. However, in the definition of our logic, it appeared that in addition to
the definition of verification statements, the only place where Imp was present
was in the Mes rule, as the consequence of the verification of ⊥ at some slice of
a circuit.
However, in our logic as definied in figure 8, there is need any longer to
references to Imp, and ◮ can be considered as an atomic statement rather some
syntactical sugar as it was previously the case. Indeed, the next results show that
our logic correctly captures the intended meaning of our verification statement
as we will prove that
C ⊢ Γ ◮ p ⇐⇒ sp(C,Γ) ∪ {Γ′ = Mesp⊥(Γ)} ⊢ Γ′ ◮ ⊥
Proposition 11. Suppose now that Γ′ = Mesp(Γ) in a circuit C, and that A
is a slice of C compatible with Γ′, by which we mean that there exists a slice
Ξ ∈ Slice(C) such that
Γ′{} ∪ A{} ⊆ Ξ{}
One can then define ∆ and B such that both Γ′ :: ∆ and A :: B are slices of C,
and that
(Γ′ :: ∆){} = (A :: B){} = Γ
′
{} ∪A{}
If σ denotes the unitary operator obtained from successive applications of the
Swap rule for going from A :: B to Γ′ :: ∆, then for all q ∈ Ld(A):
C ⊢ A ◮ q =⇒ kC(Γ :: ∆) & (p⊗⊤) ≤ σ(q ⊗⊤)
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Proof. We prove this by induction on the proof tree leading to A ◮ q. The
proof for the Top, Ord, Meet, Tens and Swap rules is direct. Suppose now that
the root rule is an instance of the Sas rule, of the form
U :: V ◮ a U ′ = Mesb(U)
Sas
U ′ :: V ◮ a& (b⊗⊤V )
with A = U ′ :: V .
Suppose first that U ′{}∩Γ′{} = ∅. This implies that U :: V is also compatible
with Γ′. Let us define ∆1 and ∆2 such that
V :: B = ∆1 :: Γ
′ :: ∆2
By induction hypothesis, one has
kC(U :: ∆1 :: Γ :: ∆2) & (⊤U ::∆1 ⊗ p⊗⊤∆2) ≤ a⊗⊤B
But
kC(U
′ :: ∆1 :: Γ :: ∆2) ≤ kC(U :: ∆1 :: Γ :: ∆2) & (b⊗⊤V ::B)
and for all q,
(
q & (b⊗⊤V ::B)
)
& (⊤U ::∆1 ⊗ p⊗⊤∆2) =
(
q & (⊤U ::∆1 ⊗ p⊗⊤∆2)
)
& (b⊗⊤V ::B)
so that
kC(U
′ :: ∆1 :: Γ :: ∆2) & (⊤U ::∆1 ⊗ p⊗⊤∆2)
≤ (kC(U :: ∆1 :: Γ :: ∆2) & (b⊗⊤V ::B))& (⊤U ::∆1 ⊗ p⊗⊤∆2)
≤ (kC(U :: ∆1 :: Γ :: ∆2) & (⊤U ::∆1 ⊗ p⊗⊤∆2)
)
& (b ⊗⊤V ::B)
≤ (a⊗⊤B) & (b⊗⊤V ::B) ≤
(
a& (b ⊗⊤V )
)⊗⊤B
which is the expected result.
Otherwise, U ′{} ∩ Γ′{} 6= ∅ and the only possibility is to have the application
of the Sas rule with U = Γ, U ′ = Γ′, b = p and q = kC(Γ :: V ) & (p ⊗⊤V ), in
which case the result follows directly.
The treatment of the Uni rule is similar to that of the Sas rule.
Proposition 12. If Γ :: ∆ ∈ Slice(C) and Γ′ = Mesp(Γ) ∈ C, then
kC(Γ
′ :: ∆) = kC(Γ :: ∆) & (p⊗⊤)
Proof. First, let us remark that
Γ :: ∆ ◮ kC(Γ :: ∆) Γ
′ = Mesp(Γ)
Γ′ :: ∆ ◮ kC(Γ :: ∆) & (p⊗⊤)
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so that
kC(Γ
′ :: ∆) ≤ kC(Γ :: ∆) & (p⊗⊤).
Conversely, considering proposition 11 with A = Γ′ :: ∆ (and hence B is the
empty slice) and q = kC(Γ
′ :: ∆), we have
kC(Γ :: ∆) & (p⊗⊤) ≤ kC(Γ′ :: ∆)
The previous result now allows us to recover and refine the initial meaning
of our verification statements:
Theorem 13. For all Γ ∈ Slice(C) and p ∈ Ld(Γ),
C ⊢ Γ ◮ p ⇐⇒ sp(C,Γ) ∪ {Γ′ = Mesp⊥(Γ)} ⊢ Γ′ ◮ ⊥
Proof. Obviously, if C ⊢ Γ ◮ p, then by putting
C
′ = sp(C,Γ) ∪ {Γ′ = Mesp⊥(Γ)},
we have
C′ ⊢ Γ ◮ p C′ ⊢ Γ′ = Mesp⊥(Γ)
Sas
C′ ⊢ Γ′ ◮ p& p⊥︸ ︷︷ ︸
⊥
Conversely, if C′ ⊢ Γ′ ◮ ⊥, then
⊥ = kC′(Γ′) = kC′(Γ) & p⊥ = ksp(C,Γ)(Γ) & p⊥
But in orthomodular lattice, it is true that
a& b ⇐⇒ a ≤ b⊥
so that ksp(C,Γ)(Γ) ≤ p and hence sp(C,Γ) ⊢ Γ ◮ p and, finally, C ⊢ Γ ◮ p.
5.3 Knowledge and Entanglement
Given a slice Γ :: ∆ of a circuit C, for all p and q in Ld(Γ), if Γ :: ∆ verifies
both p ⊗⊤∆ and q ⊗⊤∆, it also verifies their meet (p ∧ q) ⊗⊤∆. Moreover
Γ :: ∆ ◮ ⊤Γ ⊗⊤∆.
Let Γ ◮ p @ ∆ denote Γ :: ∆ ◮ p ⊗ ⊤∆ which reads “Γ verifies p at ∆”.
We thus have:
Γ ◮ ⊤ @ ∆(
Γ ◮ p @ ∆ and p ≤ q) =⇒ Γ ◮ q @ ∆(
Γ ◮ p @ ∆ and Γ ◮ q @ ∆
)
=⇒ Γ ◮ p ∧ q @ ∆
This suggest the following definition:
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Definition 8. For all Γ :: ∆ ∈ Slice(C),
kC(Γ | ∆) = min
{
p ∈ LΓ
∣∣ Γ ◮ p @ ∆}
Obviously, because of the Tens rule, one has kC(Γ | ∆) ≤ kC(Γ). This result
can actually be significantly strenghened as follows:
Proposition 14. If both Γ :: ∆ and Γ :: ∆′ are slices of C and if ∆ is in the
strong past of ∆′, then for all p ∈ Ld(Γ),
Γ ◮ p @ ∆ =⇒ Γ ◮ p @ ∆′
Proof. This can be proved in a way similar to the proof of theorem 13.
This suggest that “ @ ” should be pronounced “after (inclusive)” rather
than just “at”. A direct consequence of this is the following:
Theorem 15. If both Γ :: ∆ and Γ :: ∆′ are slices of C and if ∆ is in the strong
past of ∆′, then
kC(Γ | ∆′) ≤ kC(Γ | ∆)
This shows that if the system S1 at Γ is entangled with the system S2
at ∆, then if S1 is left untouched, acting on S2 (and, in particular, performing
measurements on S2) can only increasing one’s knowledge about S1.
To illustrate this, let us consider again the example, taken from [AA84], of
a particle which can be found in three boxes A, B and C. after having been
prepared in a state |001〉 + |010〉 + |001〉 (where we indicate the modes in the
different boxes). The next circuit illustrate the situation where the particle is
found in box B:
0
1
0
A1
B1
C1
A2
B2
C2
[|A〉+ |B〉+ |C〉]
Let us first compute k(A1, B1 | C1). We have:
[|100〉+ |010〉+ |001〉] ≤ P ⊗⊤ ⇐⇒ P⊥ ⊗⊤ ≤ [|100〉+ |010〉+ |001〉]⊥
so that
[ϕ] ∈ P⊥ ⇐⇒
(
[ϕ]⊗ [0] ∈ [|100〉+ |010〉+ |001〉]⊥ and
[ϕ]⊗ [1] ∈ [|100〉+ |010〉+ |001〉]⊥
)
Putting |ϕ〉 = a|00〉+ b|01〉+ c|10〉+ d|11〉, this implies
b+ c = 0 and a = 0
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so that P⊥ = [|01〉 − |10〉] + [11], P = [00] + [|01〉+ |10〉] and finally
kC(A1, B1 | C1) = [00] + [|01〉+ |10〉].
Later, we have
kC(A1, B1, C2) = [|100〉+ |010〉+ |001〉] & (⊤⊗ [0]) = [|100〉+ |010〉]
so that
kC(A1, B1 | C2) = [|01〉+ |10〉]
We thus have found that
kC(A1, B1 | C2) = [|01〉+ |10〉] ≤ [00] + [|01〉+ |10〉] = kC(A1, B1 | C1)
which illustrates the fact that the knowledge regarding [A1, B1] increases when
the opening of box C teaches us that the particle is not there.
6 Realism and Lorentz Invariance
Let us now turn to the question whether it is possible to have a realistic and
Lorentz-invariant interpretation of quantum mechanics. Following Einstein,
Podolsky and Rosen [EPR35], and using subsequent amendments by Redhead
[Red87],
“If we can predict with certainty (or at any rate with probability
one) the result of measuring a physical quantity at time t, then
at the time t, there exists an element of reality corresponding to
this physical quantity and having a value equal to the predicted
measurement result.”
and we will consider the following definition of Lorentz invariance, borrowed
from [Vai93]:
“If an element of reality corresponding to some Lorentz-invariant
physical quantity exists and has a value within space-time region
R with respect to one space-like hypersurface containing R, then
it exists and has the same value in R with respect to any other
hypersurface containing R.”
In [Har92], Hardy presents a gedanken experiment which, he argues, shows that
it is not possible to have a realistic Lorentz-invariant quantum theory. In the
same period, a similar argument was proposed by Clifton, Pagonis and Pitowsky
[CPP92] using three particles prepared in a GHZ-like state [GHSZ90].
We will argue, on the contrary, that it is possible to have a realistic Lorentz-
invariant interpretation of quantum mechanics, with elements of reality corre-
sponding to verification statements, i.e. statements of the form
Γ ◮ p
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Ae+
v+
w+ u+
v−
w− u−e−
c+
d+
c−
d−
Figure 9: Hardy’s paradox circuit H
In order to illustrate this, let us first describe Hardy’s gedanken experiment
in our formalism. The setup consists in two Mach-Zender-type interferometers,
one for positrons and one for electrons. The key point is that the two interfer-
ometers have overlapping arms, so that if a positron and an electron both take
these overlapping arms, they annihilate each other. The corresponding circuit
is represented in figure 9, where the A area represents the overlapping zone.
The action of the different beamsplitters is given by the following mappings:
|e±〉 7→ 1√
2
(|v±〉+ i|w±〉)
|v±〉 7→ 1√
2
(
i|c±〉+ |d±〉)
|u±〉 7→ 1√
2
(|c±〉+ i|d±〉)
Let’s formalize the behaviour of this circuit considering particle modes. Past
the first beamsplitters, one has
v+, w+ ◮
[|10〉+ i|01〉] and v−, w− ◮ [|10〉+ i|01〉],
the combination of which yielding
v+, w+, w−, v− ◮
[|1001〉+ i|1010〉+ i|0101〉 − |0110〉].
In the annihilation zone A, the term |0110〉 – corresponding to having both the
particle and antiparticle take the intersecting arms and thus annihilating each
other – becomes |0000〉, leading to
v+, u+, u−, v− ◮
[|1001〉+ i|1010〉+ i|0101〉 − |0000〉]
Considering now the slice (c+, d+, u−, v−) where the positron has past the
second beamsplitter while the electron has not, we obtain:
c+, d+, u−, v− ◮
[
2i|1001〉 − |1010〉+ i|0110〉 −
√
2|0000〉]
Finally, one both particles have past their second beamsplitter, one has
c+, d+, d−, c− ◮
[−3|1001〉+ i|1010〉+ i|0101〉 − |0110〉 − 2|0000〉]
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Considering the epistemic state at (c+, d+, u−, v−), namely
[
2i|1001〉 − |1010〉+ i|0110〉 −
√
2|0000〉],
if the positron is found at detector d+, then the electron must have followed
the w−/u− path. This corresponds to the fact that the only term not of the
form | 0 〉 in the previous state is |0110〉. Similarly, if the electron is found
at d−, this would imply that the positron has taken the w+/u+ arm of the
interferometer.
But now, using Lorentz invariance, considering a reference frame F− in
which the electron is found at d− before the positron passes the second beam-
splitter. In that frame, the positron has to be in path w+/u+. Similarly, in the
reference frame F+ where the positron is found at d+ before the electron has
passed the second beamsplitter, the electron has to be in path w−/u−. Consider
now a third reference frame F= containing events v± and u±. In that frame,
both particle would be in their u arms, which is impossible because they would
have annihilated each other already. As a consequence, we would predict that
it is not possible to find both particles at the d detectors.
But quantum mechanics predicts that it is indeed possible to find both
particles at the d detectors (it is the term −|0110〉 in the epistemic state
at (c+, d+, d−, c−)) and actual experiments have confirmed these predictions
[LS09, YYKI09].
Let us now study these deductions in our formalism. First, it is clear that
one cannot find both particles in arms u+ and u−, as
u+, u− ◮ [11]⊥ @ v+, v−
Consider now the situation where the positron has actually been measured at
d+, which corresponds to the circuit H ∪ {⋆ = Mes[1](d+)} (it is not necessary
to cut the circuit after d+ since this s-node has not outgoing arrow). From the
statement
c+, d+, u−, v− ◮
[
2i|1001〉 − |1010〉+ i|0110〉 −
√
2|0000〉],
we deduce
H ∪ {⋆ = Mes[1](d+)} ⊢ c+, ⋆ , u−, v− ◮ [0110]
and, in particular,
H ∪ {⋆ = Mes[1](d+)} ⊢ u− ◮ [1] @ c+, v−, ⋆
so that it is not possible to find the electron in the v− arm, from which we
deduce that it has to take the u− arm. Similarly,
H ∪ {⋆ = Mes[1](d−)} ⊢ u+ ◮ [1] @ c−, v+, ⋆
Combining both circuits, by putting
H′ = H ∪ {⋆+ = Mes[1](d+), ⋆− = Mes[1](d−)},
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one has
H
′ ⊢ u+ ◮ [1] @ c−, v+, ⋆− and H′ ⊢ u− ◮ [1] @ c+, v−, ⋆+
but it is not possible to deduce from this any verification statement of the form
H
′ ⊢ u+, u− ◮ [11] @ ∆
since there is no slice in H′ containing both {u+, v+, c−, ⋆−} and {u−, v−, c+, ⋆+}.
There is thus no way to contradict the previous verification statement
u+, u− ◮ [11]⊥
which would have entailed u+, u− ◮ [11]⊥ @ ∆ for any suitable ∆.
Let’s express the same argument again in the following simpler setup, in-
spired from [Vai97]: consider a system made of two particles A and B and
suppose that they are prepared in a state
|ΨH〉 = 1√
3
(|↑〉A|↑〉B + |↓〉A|↑〉B + |↑〉A|↓〉B),
and consider the situation where particle A is measured with outcome
[|↑〉A−|↓
〉A
]
and B with outcome
[|↑〉B − |↓〉B], as depicted below:
[|↑〉A − |↓〉A]
[|↑〉B − |↓〉B]
A1
B1
A2
B2
[
ΨH
]
We have A1, B1 ◮ [ΨH ], and A2 = Mes
(
A1,
[|↑〉A − |↓〉A]) so that
A2, B1 ◮ [ΨH ] &
([|↑〉A − |↓〉A]⊗⊤) = [|↑〉A − |↓〉A]⊗ [|↓〉B]
An analysis can be conducted as follows: in a reference frame where particle A is
measured before B, the latter is in state |↓〉B before being measured. Similarly,
in a reference frame where B is measuredA, the measurement of B with outcome[|↑〉B − |↓〉B] entails that A is in state |↓〉A before it is measured.
Thus, using Lorentz invariance, prior to any measurement, particle A and
B both respectively verify [↓A] at A1 and [↓B] at B1, so that the joint system
would be such that
A1, B1 ◮ [↓A↓B]
as follows from the Tens and Meet rules. But then using the Meet rule again,
we would have
A1, B1 ◮ ⊥ = [ΨH ] ∧ [↓A↓B]
It is, however, not possible to derive such a result. Formally, using the Sas rule,
we obtain
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A1, B1 ◮ [ΨH ] A2 = Mes
(
A1,
[|↑〉A − |↓〉A])
Sas
A2, B1 ◮
[|↑〉A − |↓〉A]⊗ [|↓〉B]
Similarly, since B2 = Mes
(
B1,
[|↑〉B − |↓〉B]), we also have (modulo the correct
permutations)
A1, B2 ◮ [ΨH ] &
(⊤⊗ [|↑〉A − |↓〉A]) = [|↓1〉 ⊗ (|↑〉B − |↓〉B)]
Now, using the Ord rule, it follows from this that
A1, B2 ◮ [↓A]⊗⊤ and A2, B1 ◮ ⊤⊗ [↓B]
or, equivalently,
A1 ◮ [↓A] @ B2 and B1 ◮ [↓B] @ A2
which is dramatically different from having A1 ◮ [↓A] and B1 ◮ [↓B]. We recall
that here, the statements with the “ @ ” part means that in slice A1, B2 and
more generally, following theorem 15, in any slice containing A1 and having B2
in its strong past, A1 does verify [↓A]. Similarly, in any slice containing B1 and
having A2 in its strong past, B1 verifies [↓B]. However, there exists no slice
verifying these two conditions:
1. it contains both A1 and B1,
2. it has both A2 and B2 in its strong past.
as illustrated below2:
[|↑〉A − |↓〉A]
[|↑〉B − |↓〉B]
A1
B1
A2
B2
A1, B1
A1, B2 A2, B1
A2, B2
so that it is not possible to find a slice ∆ such that
A1, B1 ◮ [↓A]⊗ [↓B] @ ∆.
What conclusions can be drawn from this analysis? We think that the
main lesson is that Redhead’s definition of element of reality should be slightly
modified, by attaching the value of a physical quantity not to a time (or, more
generally, to a spacetime event) but more generaly to one or more spacetime
2Using the notations from the analysis of circuit H, reference frame F− corresponds to
slice [A1, B2], F+ to [A2, B1] and F= to [A1, B1].
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events, as embodied by the slices of our formalism. In that case, they become
clearly Lorentz invariant, as we specify more accurately which hypersurface can
be taken into account when considering a given element of reality.
It has also been objected that the use of the “product” and the “and” rules
could be at the origin of the difficulties exemplified by Hardy’s paradox [Vai93,
CH95, CH96, Vai97]. Here, this rule corresponds to the Meet rule which has
been shown to be correct. Again, this is only possible because whole slices
are taken into consideration, and, modulo the application of the Tens rule, the
conjunction of two verification statement can only be defined if they apply to
compatible slices.
7 Conclusion
The logical formalism we have developed in this article started as an attempt
to carefully define a set of rules for telling whether a given quantum circuit is
possible, i.e. whether it represents a physical experimental setup and a set of
measurement outcomes which can actually be obtained.
Through the notion of verification statement, we have seen that to each slice
(i.e. what corresponds in the circuit formalism to a finite sets of spacelike sepa-
rated events) one could associate subspaces of the corresponding Hilbert space
and, in particular, a minimal one (w.r.t. inclusion), which we call the epistemic
state of the slice. Here, the adjective epistemic refers to the fact that verifica-
tions statements are indeed defined in a purely epistemic way, as they constitue
predictive statement regarding the possibility of obtain certain outcomes and
are defined by only refering to the experimentally accessible information, namely
previous measurement outcomes and the structure of the experimental setup.
As we have seen, this leads to a formulation of quantum mechanics where
states (at least epistemic ones) are functions of slices (and, more generally, to
spacelike hypersurfaces) rather that of space-time events. This is by no means
a new idea, as such formulations can be traced back to Dirac, to Tomonaga
and Schwinger, and more recent discussions have argued that this was indeed
a necessity in order to have a Lorentz-invariant realistic interpretation of quan-
tum mechanics [AA84, CH95]. However, the logical formalism which we have
presented in this article, as defined in figure 8, does indeed provide such a for-
mulation, at least in the context of quantum circuits.
Let us, finally, remark that in this formalism, the basic element is constituted
by verification statements which, we stress again, are purely epistemic. Yet, in
many cases, it does accurately resemble what one would take for a quantum vec-
tor state (in particular when the epistemic state of a slice is a one-dimensional
subspace). In our opinion, this should be interpreted as meaning that quan-
tum vector state should, in general, be seen as particular types of verification
statements, and hence should be seen as begin of epistemic nature. In order to
obtain an ontic interpretation of quantum mechanics from our logical approach,
it would be interesting to consider the models [Mar02, Mar00, Hod97] of our
theory.
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