We compare the latest results from CMB experiments at scales around l e ∼ 150 over different parts of the sky to test the hypothesis that they are drawn from a Gaussian distribution, as is usually assumed. Using both the diagonal and the full covariance χ 2 test, we compare the data with different sets of strategies and find in all cases incompatibility with the Gaussian hypothesis above the one-sigma level. We next show how to include a generic non-Gaussian signal in the data analysis. Results from CMB observations can be made compatible with each other by assuming a nonGaussian distribution for the signal, with a kurtosis at a level
INTRODUCTION
A basic ingredient to understand the formation of large scale structures in our Universe is the distribution of initial conditions. Have fluctuations been generated in the standard inflationary epoch or do they require topological defects or more exotic assumptions for the initial conditions? While the former assumption typically produces a Gaussian distribution (Bardeen, Steinhardt, Turner 1983 ) the latter involves strong non-Gaussianities (e.g., Vilenkin 1985 , Turok & Spergel 1991 . This issue can be addressed both in the present day Universe fluctuations, as traced by the galaxy distribution (e.g., Silk & Juszkiewicz 1991 , Gaztañaga & Mähönen 1996 , or in the the anisotropies of the cosmic microwave background (CMB) (e.g., Coulson et al., 1994 , Smoot et al., 1994 . Here we will address the latter possibility in a somewhat indirect way. One important contribution to the uncertainties in the measurements of the amplitude of the CMB comes from the sample variance. That is, the uncertainty due to the finite size of the observational sample. In order to estimate these sampling errors it is common practice to assume that the underlying signal is Gaussian (e.g., Bond et al., 1994) . These errors are added to other sources of error to test models of structure formation or to compare between experiments. A non-Gaussian signal can produce different sampling errors, and this possibility has already been proposed as a way to reconcile the discrepancies between different experiments (Coulson et al., 1994 , Luo 1995 Here we propose to go a step further and use the estimated discrepancies or variance between different experiments to place bounds on the degree of non-Gaussianity. In order to do this we will assume that the quoted systematic errors in each experiment are accurate, at least on average. We will focus on results which are either from different parts of the sky or, when over the same area, from multipoles with windows that are well separated appart. Our strategy is not to average results from a given experiment, but to find as many independent results as possible in order to have a large sampling over the underlying distribution.
SAMPLE VARIANCE
We want to study the sample variance of CMB experiments over independent sky regions or subsamples. We will denote the ensemble average by · · · . In each subsample we have measurements on several resolution cells or patches, whose averages (within the subsample) we denote by bars. As usual, we assume the fair sample hypothesis and in particular that the ensemble averages can be identified with spatial averages ( §30 Peebles 1980) . In order to derive the sample variance of the temperature fluctuations in the sky for a generic non-Gaussian field, we define our radiation field as ∆m = Tm − T , with Tm the temperature field at a point within certain patch m over which we calculate the subsample average, T . Notice that the normalized field is given by (δT )m = Tm−T T
. According to this notation, all magnitudes derived from the field ∆m may have dimensions. It follows from its definition that the subsample average ∆ = 0, so that its variance is: c 0000 RAS
In the literature this quantity is denoted by δT 2 , which should not be confused with our notation for the dimensionaless local fluctuation δT . The sample variance of ∆ 2 is therefore the variance of the variance of the temperature field
where we have made use of the fact that the sum commutes with the ensemble average, · · · . We furthermore assume that the subsamples are large enough to neglect the average cross correlations between patches as compared to the mean square contributions (see Fig.1 in Scott et al 1994) .
We can then drop the last term and rewrite the first one by commuting back the sum and the averages:
where we have used that for any X: X = X = Xm , and we have applied the standard definition for ... c, connected moments or cumulants (e.g., Kendall, Stuart & Ort 1987) . Throughout the analysis we shall consider a general family of non-Gaussian signals with dimensional scaling, which is choosen because it enters at the same level than the Gaussian contribution in the sample variance (see Discussion) . For dimensional scaling, we have that the 4th order cumulant scales with the square of the 2nd order cumulant, so that:
is a constant (e.g., independent of ∆ 2 c ). In terms of B4, expression (2) then reads
The Gaussian sample variance corresponds to the particular case B4 = 0. It is important to stress the general applicability of (2) for non-Gaussian processes.
SMALL-SCALE CMB DATA COMPILATION
For each CMB experiment over a given subsample, labeled i, we denote as usual δT (i) ≡ ∆ 2 i ie, δT (i) is the rms temperature anisotropy, from which one estimates the band power δT l (i) for every l multipole component of the power spectrum. peaks at multipole number le and has a width given by the ±∆le interval (computed as the scales at which the window falls to a factor of e −0.5 of the peak value). Each input in this table corresponds to independent sky patches or well separated windows. The total quoted error, σ G δT , includes the calibration uncertainty, the sampling and the instrumental errors. The number of independent points for the statistical analysis is given by the independent bins in RA in each observation. The data esentially follows Ratra et al., 1997 , but several cases are taken from the original observational reports. Notice that performing the correct window weighting of the CMB models (e.g., Ratra et al. 1997) hardly changes the final results within the errors, and therefore the flat band hypothesis that we are using for comparing individual experiments should be equally accurate. The data points with their errors (horizontal ones corresponding to the window width) are displayed in Figure 1 .
In the above results, Gaussian (G) statistics have been assumed to calculate the sampling variance contribution to the error and this is always included in the quoted errors. For a general non-Gaussian case we would like to replace this contribution with the more general expression given above. The sampling variance estimation in the experiments is usually done with Gaussian Monte-Carlo simulations. Here, to estimate this contribution we will use its theoretical expectation. We first write the rms error σsv from the sampling variance as: σsv[δT 2 ] = 2 δT σsv[δT ], so that we find from equation (4) that:
were N is the number of independent observations. In c . This is not exact, but reproduces better what is done in each experiment to estimate the Gaussian sampling error, which we denote σ G sv (i.e., for B4 = 0 above). We have checked that the results shown below do not significantly depend on such approximation. We then assume that the total error for a Gaussian signal σ Table 1 .
We next carry out a Chi-square analysis taking different number of points according to the following:
• Test A: Taking a band as narrow and densely sampled as possible, so that we can neglect any dependence of the signal with the scale, l. We consider two cases: A1, A2: which correspond to the first 8&10 points of Table 1 , respectively.
• Test B: Taking a wider band, as densely sampled as possible, and computing the χ 2 value with (B1) and without (B2) a linear fit to the signal with le, i.e. removing a possible scale dependence of the power spectrum in the analysis.
The χ 2 values are to be obtained from the full covariance analysis:
were Di ≡ δT l − δT l (i) are differences between individual observations (in Table 1 ) and a theoretical mean value, δT l , which in general varies with l, and Cij =< DiDj > is the corresponding covariance matrix. The diagonal terms Cii = σ 2 δT (i), are the individual errors in Table 1 . When the Di's are independent, the covariance matrix becomes diagonal:
The mean δT l in each test is estimated from the individual values δT l (i) weighted by the inverse of the variance σ 2 δT (i), which produces a minimum χ 2 . We have done both a diagonal (7) and a full covariance analysis (6), taking into account the correlations due to calibration uncertainties and the overlap of the window functions. For the off-diagonal terms we use the following:
The first term correspond to the calibration error, where κij is zero for observations i, j in different experiments, and otherwise is the % rms calibration error of the corresponding experiment (κij = 0.14, 0.10, .20, 0.10, 0.05 for Saskatoon, MAX, Phyton, MSAM and ARGO respectively). Note that we need different subscript, l and l ′ , in (8) because the mean can change with l. The second term corresponds to the overlap of the window functions, were σ sv i are the sampling variance errors (third column of Table 1 ) and wij is the normalized overlap between the windows (estimated using le ± ∆le) but only when i and j are sampling the same patch of the sky, otherwise is zero. When the mean is definned with the same data, rather than with a theory, the off diagonal terms tend to cancel out, as Di fluctuates around the mean, but in general the cross-correlations could either increase or decrease the final χ 2 . freedom: N − 3 (two parameters are correlated to the data: the mean and B4) for all cases, except for the last case where DOF= N − 4 -since the slope incorporates one extra parameter to the computation. The values of the χ 2 , its probability P (χ 2 ) and δT l shown in Table 2 correspond to the Gaussian case, B4 = 0, and σ δT = σ G δT . In the last test we find that the linear relation that minimizes the χ 2 is: δT l = (11/50) le + 18. All cases considered show a disagreement with the Gaussian hypothesis above the 1σ level, e.g., P (χ 2 ) < 0.33, and close to the 2σ level of significance, e.g., P (χ 2 ) ≃ 0.05. The values of χ 2 (cii) in Table 2 correspond to the diagonal analysis (7). The full covariance analysis including both terms in (8) is given by χ 2 (cij ), while χ 2 (kij ) and χ 2 (wij ) only takes into account the first or second terms in (8), respectively. The window overlap, although significant in some of the Saskatoon values, hardly makes any difference overall. Thus the full covariance analysis, χ2(cij ), differs from the diagonal one, χ2(cii), by less that 3%, which hardly changes the significance of the analysis below. Therefore, we shall concentrate on the diagonal analysis (7) to take advantage of is simplicity.
For a non-Gaussian signal, the total error above, σ δT , should include the sampling variance for the corresponding non-Gaussian distribution, in equation (5), as well as the instrumental and calibration errors. This can be simply related to the total (Gaussian) error σ G δT , quoted in Table 1 , by :
which reduces to (5) when there are no systematic errors:
The range for the non-Gaussian parameters B4 shown in Table 2 are the values needed to produce a χ 2 value corresponding to an interval of confidence between 25%-75%. This range narrows as the number of data points increases, but the mean values are always away from zero.
Note that our approach is not totally consistent. We are assuming a non-Gaussian distribution for the signal but we determine the confidence intervals using the χ 2 distribution, which assumes a Gaussian likelihood. The whole analysis improves substantially by repeating it in terms of a non-Gaussian likelihood function. In the limit χ 2 ≫ N and small variance, it is possible to relate the Gaussian confidence intervals with the corresponding non-Gaussian ones in terms of B4 and B 2 3 , where
3/2 (see Amendola 1996) . Within the limitation that χ 2 ≫ N ≫ 1 (which restricts applicability to Test B only), it turns out that the confidence intervals obtained above are widenedwhen the non-Gaussian corrections are taken into accountby a factor between 1.2 and 2. To do this estimation one has to assume something for the value of B 2 3 . The later factors correspond to B3 = 0 and B4 in Table 2 , which is the most conservative case. This increases the significance to well above 2σ for both of the Test B cases in Table 2 . Fosalba et al., (1997) have found that typical values of B3 in several non-Gaussian distributions with dimensional scaling lie just below B 2 3 = B4. For each assumed value of B3 we can now find in a consistent way the values of B4 needed in the χ 2 to get an interval of confidence between 25%-75% in the non-Gaussian likelihood. For |B3| = 8 ∼ < B
1/2 4 , the allowed ranges for B4 corresponding to Test B1 and B2 on Table 2 shrink to B4 = 70 − 90 and B4 = 90 − 130. The improvement in this case is quite remarkable, but the range of allowed values of B4 increases as B3 approaches zero.
DISCUSSION
Our analysis shows that using the quoted error bars in different CBM experiments, for scales within the range 90 ≤ le ≤ 200, the Gaussian hypothesis can be rejected at a 91% or 83% level, depending on the test (see Table 2 ). This is not a very significant level, and may also be regarded as 9% or 17% agreement. Our main point is to take these results at face value and see what can be said about non-gaussianities if we seek for a better agreement. We have shown how this can be done for a general class of non-Gaussian distributions by predicting the sampling error. Observations can be made compatible with each other at a 1-sigma level, if the distribution for the signal has a kurtosis at a level of
2 ≃ 90. We have repeated the whole analysis taking out each experiment one by one, showing that this result is not dominated by a single measurement. We have also considered subsets of separated experiments (e.g., Test A1, A2) and find that this conclusion is robust. As the mean signal is defined from the data to obtain the mimimum χ 2 , any comparison with models could only lead to a more significant disagreement. We have also used the code of Seljak & Zaldarriaga (1996) for different CDM universes as the input shape for the mean signal in the χ 2 . We normalized the amplitudes according to a quadrupole C2 = 18µK, Test T1, or C2 = 20µK, Test T2, as suggested by COBE observations (e.g., Bennet, et al., 1996) . These two normalizations of the standard CDM models are shown as the upper and lower continuous lines in Figure 1 . The χ 2 and P (χ 2 ) values are shown in Table 2 . This illustrates that adding curvature to the input model does not reduce the χ 2 values; the linear model is a good approximation to the CDM models for this narrow range of l.
A possible interpretation for this result is that the initial fluctuations at the surface of last scattering are strongly nonGaussian. Even if this initial distribution were purely Gaussian, it is not clear yet how non-linear effects in the CMB fluctuations or reionization (e.g., Dodelson & Jubas 1995) would change the final observed distributions, although the calculations for some of the relevant effects indicate only mild deviations with cumulants of hierarchical type (see e.g., Mollerach et al., 1995 , Munshi et al., 1995 . Another interpretation is that the systematic errors have been understimated. If we artificially double the systematic errors in all experiments at once, we find χ 2 = 13 for Test B1, which indicates an agreement at the 67% confidence level. Other possibilities include foreground contamination, which could be in the form of large spots that should typically induce non-Gaussian fluctuations (although de Oliveira-Costa et al., 1997, found this contamination to reduce the Saskatoon normalization by only 2%).
Besides the dimensional scaling δT c . A similar analysis for the hierarchical scaling, yields: S4 ≃ 10 12 . As the variance δT 2 is of the same order in all data, B4 just parametrizes δ 4 T c for any non-Gaussian distribution and the above value agrees well with the naïve expectation: S4 ≃ B4/δT 2 ≃ B4 × 10 10 . Within the large parameter space for non-Gaussian distributions, the values we find for B4 and S4 lie in the strongly non-Gaussian cases. In typical non-Gaussian models with hierarchical scaling one has S4 ∼ < 10 2 (e.g., Fosalba et al., 1997) , much smaller than our result S4 ≃ 10 12 . For matter fluctuations, δm, gravitational growth from Gaussian initial conditions also gives S4 of order 10 − 100 (e.g., Bernardeau 1994) . For non-Gaussian initial conditions, the topological defects from phase transitions, like textures (e.g., Turok & Spergel 1991) , predict B4 ≃ 1, for δm, and have been measured around this value in N-body simulations (Gaztañaga & Mähönen 1996) , while in the present study we get values around B4 ≃ 90. Thus, the estimated amplitudes for B4 and S4 seem to indicate high levels of non-Gaussianity, at least according to δm standards. Note that, in principle, one would expect lower levels of non-Gaussianity in δT than in δm, as the former comes as an integrated effect, at least on large scales (see Scherrer & Schaefer 1995) . The large difference in the order of magnitudes between S4 ≃ 10 12 and B4 ≃ 10 2 indicates that dimensional scaling is a more adequate representation for our findings than the hierarchical scaling. If this is the case one would also typically expect a non-vanishing value for B3 of order B 2 3 ∼ < B4 Thus, we would have |B3| ∼ < 10 or |S3| ∼ < 10 6 , much larger than the sampling variance expected in Gaussian models, ∆|B3| ≃ 1 (e.g., Srednicki 1993). For B 2 3 ≃ B4, we can put a very tight constraint on B4 to lie between B4 = 70 − 90, for a flat power spectrum, or B4 = 90 − 130 for the best fitted slope in Table 2. 
