A spectroscopic method is discussed to measure core and compressed shell conditions in thickwall plastic-shell implosions filled with deuterium and a tracer amount of argon. Simultaneous observation over a broad photon energy range of the argon line emission and the attenuation and self-emission effects of the compressed shell confining the core yields enough information to extract average temperature and density conditions in both core and compressed shell. The spectroscopic analysis also provides an estimate of the target areal density which is an important characteristic of inertial confinement fusion implosions.
The idea of inertial confinement fusion (ICF) is to compress a few miligrams of fuel to temperatures and densities high enough for thermonuclear fusion to proceed while mass inertia keeps the burning fuel assembled [1] . In the hot-spot ignition scheme, the target containing the thermonuclear fuel is irradiated symmetrically by highpower laser beams. The outer layers of the shell absorb radiation, heat and ablate and, as a reaction to the outward expansion, the remaining shell is accelerated inward. At the collapse of the implosion the shell kinetic energy is converted into internal energy, compressing and heating the fuel in the core and creating a hot spot at the center that triggers the ignition [1] . Alternative approaches to ignition in which the compression and heating stages are separated have been proposed [2, 3] . In particular, the shock-ignition concept relies on the slow implosion (i.e. low-adiabat) of a thick wall shell target that creates a high-areal density fuel assembly which is subsequently driven to ignition by a spherically convergent shock wave, i.e. the ignitor shock [3] . This strong shock wave is launched by a sharp intensity spike at the end of the main drive pulse. The spike must be properly timed so that the ignitor shock meets the outgoing shock bouncing off the center inside the dense shell near the core. This collision originates a new shock wave moving inward that leads to further compression of the fuel and drives it to ignition. Initial shock-ignition experiments at the OMEGA laser facility [4] have successfully tested this concept [5] . Shock-ignition has aroused considerable interest in the ICF community and recent studies have been performed for possible implementation at the National Ignition Facility [6] in USA as well as at the future European High Power laser Energy Research facility [7] .
In ICF experiments diagnosis of plasma temperature and density conditions is critical to understand the performance of the implosion's hydrodynamics. In this connection, x-ray spectroscopy has proven to be a powerful and non-intrusive technique to investigate different aspects of laser-fusion experiments [8] including target preheat due to fast electrons by means of Kα emission spectroscopy [9, 10] , average electron temperature and density in implosion cores of direct-or indirect-drive implosions including Stark-broadened K-and L-shell line emissions [11] [12] [13] [14] [15] [16] [17] [18] [19] , and spatial profiles of temperature and density from the analysis of x-ray spectra and narrowband images [20] [21] [22] .
This work aims to advance the x-ray spectroscopy of ICF implosions by presenting a spectroscopic model and analysis for the simultaneous diagnosis of temperature and density conditions of both core and compressed shell, and areal-density in thick-wall target implosions, such as those employed in the shock-ignition experiments mentioned above [5] . In addition, first spectroscopic measurements of shock-ignition implosions at the OMEGA laser facility are reported. Our method relies on the idea that a broad-band spectroscopic measurement with sufficient spectral resolution can be used to extract information from several regions of a high-energy density system. In particular, for thick-wall shock ignition implosions it employs the analysis of a tracer's x-ray spectrum over a broad range of photon energies including line features emitted in the core, and attenuation due to and continuum self-emission from the compressed shell. Furthermore, the spectroscopic analysis of shock-ignition implosions presented in this work provides an estimate of the target's areal density ρR at the collapse of the implosion. This is important information for performance studies since the energy gain G scales as G ∼ θ/v
i
, where v i is the implosion velocity and θ represents the burn up fraction, which increases with ρR [3, 5] .
II. IMPLOSION EXPERIMENTS AND SPECTROSCOPIC MODEL
The shock ignition implosions discussed here employed plastic shell targets that had an internal radius of 387 µm, a wall thickness of 40 µm, and an outer aluminum coating of 0.1 µm for sealing purposes. They were filled with 20 atm of D 2 and 0.072 atm of Ar, which was used for spectroscopic diagnosis. The capsules were irradiated by a low-adiabat pulse shape of ∼18.6 kJ UV laser energy on target comprised of a 80 ps FWHM Gaussian picket -which sets the adiabat-, followed by a 1.5 ns long main drive with a sharp intensity spike at the end in order to launch the ignitor shock wave, see Fig. 1(a) . The adiabat is defined as the maximum local ratio of the plasma pressure to the Fermi pressure of a degenerate electron gas at the same density and it is typically ∼ 1 − 2 for the implosions discussed here. The observed argon radiation emission includes K-shell x-ray line transitions that span the photon energy range from 3000 eV to 4400 eV. An x-ray flat crystal spectrometer equipped with an ADP crystal and spectral resolution power of λ/∆λ ≈ 1200 was used to obtain time-and space-integrated x-ray line spectra from the argon tracer.
An example of a time-and space-integrated spectrum recorded in the experiments is displayed in Fig. 1(b) . This time-integrated measurement is characteristic of a time interval of approximately 250 ps at the collapse of the implosion. Line transitions in He-and H-like Ar ions are observed and labeled in the spectra, namely Heα 1s 2 -1s2p, Lyα 1s-2p, Heβ 1s 2 -1s3p, Heγ 1s 2 -1s4p, Lyβ 1s-3p, and Lyγ 1s-4p. Weaker, and sometimes heavily blended with parent lines, satellite line transitions arising from autoionizing states in He-and Li-like Ar ions are also present in the data. The spectrum is significantly attenuated at low photon energies. This attenuation is so severe that the usually strong Heα and Lyα lines appear among the weakest emission lines in the spectrum. This effect is interpreted in terms of the radiation absorption that takes place in the compressed shell confining the core, due to inverse bremsstrahlung (free-free) and photoionization (bound-free) processes. We emphasize that this is the first spectroscopic observation of argon tracer emission in shock-ignition implosions. In this regard, the spectrum of Fig. 1(b) shows that the signal from the argon tracer is still visible and can be used for quantitative analysis in spite of the thick-wall target employed in the experiment.
The model used to analyze the data is schematically illustrated in Fig. 2(a) . It consists of a uniform sphere to characterize the state of the implosion core surrounded by a uniform concentric shell to account for the compressed shell confining the core. The parameters of the model are the core radius R, electron temperature T c and electron density N c , and the compressed shell thickness ∆R, electron temperature T s and electron density N s . On the one hand, the value of R can be computed from N c assuming mass conservation; we note in passing that this assumption relies on the approximation that all of the core mass contributes to the emission of radiation. On the other hand, the value ∆R is calculated from the values of R and N s , as well as the fraction η of shell mass that is imploded. The uniform model approximation for the spherical shell requires that the same imploded shell mass that contributes to the attenuation of the core radiation also contributes to the self-emission of the shell. The value of η is estimated from LILAC 1D [23] hydrodynamic simulations of the implosion. Thus, the model depends actually on four parameters: T c , N c , T s and N s . To calculate the emergent intensity distribution for this model, we integrate the radiation transport equation for each photon energy along chords parallel to the direction of observation, and then further integrate all individual chord contributions to obtain the space-integrated spectrum for comparison with the experimental spectrum. Before comparing with data, the synthetic spectrum is convolved with the instrumental function to account for the finite spectral resolution of the instrument.
The frequency-dependent emissivity and opacity of the core and shell were calculated with population number densities from the collisional-radiative atomic kinetics model ABAKO [24] . All bound-bound, bound-free and free-free contributions from the argon-deuterium plasma in the core, and the carbon-hydrogen plasma in the compressed shell within the spectral range of the measurements were included. Energy levels and line transition rates were computed using the atomic structure code FAC [25] . For a given set of plasma temperature and density conditions, ABAKO takes into account all non-autoionizing and autoionizing states consistent with the continuum-lowering, which is estimated according to the Stewart and Pyatt model [26] . Continuum lowering is particularly important for determining the ionization balance of the compressed shell and thus the details of the contributions of photoionization and inverse bremsstrahlung to the total opacity of the compressed shell. Radiation transport effects on level population kinetics were considered via escape factors [27] . For the plasma conditions of these implosions, characteristic optical depth values τ for argon line transitions are τ ∼ 0.5 for the Heγ and Lyγ lines, τ ∼ 1 for Heβ and Lyβ, and τ > 10 for Heα and Lyα. Detailed Stark-broadened line shapes including the ion-dynamics effect [16, 28, 29] were used for parent and satellite transitions of the argon spectrum. For completeness, natural and Doppler line broadening were included as well, but they are small compared to Stark broadening. Additionally, a plasma broadening effect on the bound-free emissivity and opacity was included according to the approximation discussed in Ref. [30] .
The model geometry shown in Fig. 2 (a) was integrated numerically and employed to perform the data analysis. However, to gain insight into the model characteristics and the dependence on model parameters, a simplified model geometry is shown in Fig. 2 (b), which corresponds to the case of a spherical plasma source (core) seen through a plasma slab (shell). The advantage of this simplified model geometry is that it has the same underlying physics of the model in Fig. 2 (a) but the radiation transport equation can be integrated analytically, namely,
where ν is the photon frequency, F ν is the emergent intensity distribution, and ε (1) represents the radiation emitted by and transported through the core further attenuated by the transmission through the shell, i.e. the product of the solid and dash traces shown in Fig. 3(a) . As a result -see Fig. 3(b) -, the overall magnitude of the intensity coming from the core is reduced by a factor of ∼ 10. The second term gives the self-emission of the shell. Hence, the emergent intensity includes both the argon and plastic emissions. Because of the shell self-emission decreases with hν mainly as exp(−hν/T s ), its effect is mostly noticeable in the low energy side of the observed photon energy range. Therefore the spectroscopic model has the essential physics to reproduce the major spectral features observed in the recorded spectrum. Furthermore, for the analysis to be useful and practical, the model must be kept as realistic as possible but simple enough so that the information in the data is sufficient to constraint the model parameters and extract meaningful results. In this regard, a goal of this work is to show that the present model is appropriate for the analysis of space-integrated spectra collected in thick-wall implosions such as the shock-ignition implosions discussed here, and that valuable information about the state of the core and compressed shell can be extracted from the spectroscopic analysis.
The model employed for data analysis - Fig. 2 (a)-contains the same physics but a more realistic spherical geometry for the compressed shell that is numerically integrated in order to compute the emergent intensity distribution to fit the experimental spectrum. Fitting the observed spectrum by means of a weighted least-squares minimization procedure yields both core and shell temperature and density conditions. Furthermore, from N c , R, N s and ∆R the areal density ρR of the imploded target can also be obtained. To determine the best fit parameters and check their uniqueness, we performed exhaustive searches in parameter space for a given value of η. This is also important in order to test the model sensitivity on the T c , N c , T s and N s parameters. The T c and N c dependence is mainly determined by the argon line emission. The argon K-shell spectrum is sensitive to plasma electron temperature and density conditions through the temperature and density sensitivity of the atomic level population kinetics and the density dependence of the Stark-broadened line shapes. The dependence on N s and T s is brought about by the shell opacity that attenuates the line emission from the core as it goes through the compressed shell. There is also T s sensitivity in the continuum of the shell self-emission that becomes significant in the low photon energy end of the spectrum, i.e. the slope of the underlying continuum is dependent on T s . The overall attenuation effect of the spectrum depends also on the areal density of the compressed shell, which in turn depends on N s and ∆R. An attenuation effect for thick-wall targets due to a high areal density shell was previously observed but only on broad band continuum emission from the core [31] . In this work, the attenuation effect is also observed on the line emission from the dopant in the core. Hence, both line and continuum emission and attenuation have to be modeled simultaneously and self-consistently to produce a good approximation to the data.
III. RESULTS AND DISCUSSION
The 1D hydrodynamics code LILAC was used to simulate a shock ignition implosion with the same characteristics of the experiments performed at OMEGA. The simulation predicts that the maximum compression occurs ∼1 ns after the end of the laser spike, when the core radius reaches a minimum value of ∼23 µm and the target areal density takes a maximum value of ∼0.210 gcm −2 . The time-history of temperature and density spatial profiles computed by LILAC were post-processed with the same atomic kinetics model used in the data analysis, to compute the emergent space-integrated and either timeresolved or time-integrated spectra. From these results the space and photon energy integrated radiation power from the argon tracer can be calculated. This radiation power time-history has a FWHM characteristic of ∼210 ps and peaks ∼100 ps before maximum compression, so that at the time of peak compression the tracer's signal is partially lost. This result suggests that the spectroscopic analysis of the time-integrated spectrum will be representative of a ∼200-250 ps time-interval just before peak compression. Details of the spectral postprocessing can be found in Ref. [32] .
In order to test the analysis method, we first apply it to the analysis of several synthetic data test cases. We emphasize that the spectroscopic analysis can be applied to either time-resolved or time-integrated spectra. The results of the analysis of synthetic spectra are illustrated in Fig. 4 for three different time-resolved spectra. Spectrum (b) corresponds to the time in which the argon radiation power reaches its maximum. Spectra (a) and (c) are associated with times 60 ps before and after the power peak, respectively. Plots labeled (a), (b), and (c) show the comparison between the synthetic spectra and model best fits. As seen in Fig. 4 good agreement was found for all cases. Since both LILAC simulations and the spectroscopic model assume spherical symmetry, differences between model fit and LILAC post-processed spectra can be attributed to the non-uniform temperature and density spatial profiles from the hydro simulation. χ 2 minimization was done over the entire range of photon energies from 3000 to 4400 eV. We verified that for all cases the searches in parameter space yielded a single, global minimum. However, we note that if T s is less than ∼200 eV the sensitivity on T s is significantly lost and the results for T s and N s become ambiguous. Table I shows the conditions extracted from the analysis and the range of values of the simulation spatial profiles for the core and the compressed shell confining the core. The corresponding areal density values are also displayed. Mostly, the model analysis yields core and shell conditions which fall well within the range of values of LILAC spatial profiles. We note that each extracted shell density value tends to be close to the peak value of the spatial density profile. This fact is responsible in part for the small overestimate of the extracted ρR values with respect to those obtained from the hydro simulation, since the spatial extent of the compressed shell region, i.e ∆R, computed by both LILAC and the spectroscopic model are similar, but the latter assumes shell uniformity. Some discrep- ancies between synthetic spectra and best model fits are observed in the photon energy region between Lyα and Heβ -particularly in case (c)-. In this region between line emissions differences in continuum shell emission between the post-processed spectrum and model fit become more noticeable. We attribute these differences to the assumption that, in the model, the same amount of shell mass under uniform conditions has to contribute to both shell emissivity and opacity; however, LILAC simulation results suggest that this is not a good assumption late in time and the shell emission in post-processed synthetic spectrum is larger than the one computed by the model. Figure 4(d) shows the analysis of the synthetic spaceand time-integrated spectrum, i.e. the synthetic spectrum equivalent to the spectrum recorded in the experiment. The discrepancies between post-processed and model-fit spectra are more significant in the photon energy range between Lyα and Heβ, and between Heβ and Lyβ. In this case, the differences are due to non-uniform spatial profiles and discrepancies from later times contributing to the time-integrated spectrum. The analysis yields T c = 965 eV, N c = 1.8 × 10
24 cm −3 , T s = 305 eV, N s = 1.2 × 10 25 cm −3 , and ρR = 0.16 gcm −2 . If one takes the time-history of the target areal density computed by LILAC and calculates the weighted average of ρR using the argon dopant radiated power as weighting function, the result gives ρR =0.15 gcm −2 , which is very close to the one obtained from the spectroscopic analysis. This suggests that the effective core and shell conditions extracted with the spectroscopic model could be interpreted as intensity-weighted averages, similar to the emissivity-weighted averages pointed out in Ref. [33] .
As stated in Sec. II, we use the LILAC simulation to estimate the fraction η of shell mass being imploded. Therefore, we need to check the sensitivity of the analysis results to changes in η. We first checked that, according to LILAC simulation, over the ∼ 250 ps time-interval that the argon emission is on and through compression, η is a slowly varying function of time that changes within a range of 20%. Accordingly, we repeated the analysis of the time-integrated synthetic spectrum changing η within this range. It was found that core parameters and shell temperature remain unchanged, while the shell density variation was less than 10% and the target areal density changed within a 5%. Therefore, the results obtained from the spectroscopic analysis are weakly dependent on η.
Next, we analyze the space-and time-integrated experimental spectrum. The result is displayed in Fig. 5 , which shows the comparison between experimental and best model fit spectra. The experimental spectrum plotted in Fig. 5 is an average of data recorded in two nominally identical OMEGA shots, i.e. 53258 and 53259, that were done to check reproducibility. The benefit of the average is that it improves the signal-to-noise ratio. To compute the uncertainties in the spectrum data points we followed the method discussed in Ref. [34] . We emphasize that the exhaustive search in parameter space for the best model fit yielded a single, global minimum characterized by a value of the normalized, weighted χ 2 ∼ 1. The comparison shows disagreements for photon energies between Lyα and Heβ, and also between Heβ and Lyβ lines where the model fit significantly underestimates the experimental intensity. These differences are similar to those observed in the analysis of the time-integrated synthetic spectrum, where they were attributed to the model uniformity assumption. In addition, deviations in the experiment from spherical symmetry and mixing of shell material into the core may lead to enhanced emission from satellite transitions of the Heβ and Heγ lines in Lilike Ar as well as lower ionization stages compared to the emission calculated by the model. These contributions would come from regions located near the core's periphery which are prone to be mixed with lower-temperature shell mass and thus increase the population of lower charge ions. In this connection, we note that the Lilike satellite emission of the best (uniform) model fit on the low energy side of the Heβ lines underestimates the data and that from Be-like ions is negligible.
Overall, the intensity distribution of the argon line emission, including the attenuation through the shell, is well described by the model over a photon energy range of 1.4 keV. Thus, the model incorporates the important physics to describe the core emission and the strong absorption effect in the denser and colder shell surrounding and confining the imploded core, that results in a significant attenuation of the Heα-Lyα lines relative to the Heβ-Lyγ lines region. In order to perform the data analysis we proceeded in two steps. First, we excluded from the least-squares fit the photon-energy regions between Lyα and Heβ and between Heβ and Lyβ lines where the two-region, uniform model fails to produce a good approximation to the data. Exhaustive searches in the four-dimensional parameter space were used to find the best model fit, and confirm that a single, global minimum was found. The values extracted from the analysis were T c = 930 eV ± 5%, N c = 1.0 × 10 24 cm −3 ± 20%, T s = 285 eV ± 6%, N s = 3.8 × 10 25 cm −3 ± 25%, and ρR = 0.17 gcm −2 ± 20%. The uncertainties in the pa-rameters were computed as the standard confidence limits on estimated model parameters, which in turn result from an analysis of the curvature of the four-dimensional weighted-χ 2 surface about the minimum, taking into account the correlations between the parameters [35] . Thus, there is a 68% chance that the true parameter values fall within the given uncertainties around the measured values, which corresponds to a maximum χ 2 variation about its minimum of ∆χ 2 = 1. Next, the analysis was repeated including the photon-energy regions between Lyα and Heβ and between Heβ and Lyβ lines. In this case though the overall quality of the fits deteriorates significantly, i.e. an effort to produce a better approximation to the regions between Lyα and Heβ and between Heβ and Lyβ lines results in an overall worst fit. Furthermore, it was not possible to find a global minimum with χ 2 ∼ 1. This fact is an indication of the model limitations. An extended model including a third region to characterize the mixing effect between pusher and core would improve the approximation. However, it would also require additional fitting parameters and there is not enough information in the data to determine more than four parameters.
Also shown in Fig. 5 is the time-integrated synthetic spectrum from LILAC post-processing of Fig. 4 . Compared to the best model fit, the synthetic, post-processed spectrum shows a better agreement with the data in the region between Lyα and Heβ, and Heβ and Lyβ lines. As pointed out above, this suggests that non-uniformities are, in part, responsible for this difference with the best model fit. But differences due to deviations from spherical symmetry and mixing not accounted for in the LILAC 1D simulation still remain. The synthetic post-processed spectrum also shows a smaller amount of attenuation of the α lines compared to the experiment and an underestimation of the Lyγ line. This fact is consistent with the compressed shell density N s extracted from the experimental spectrum analysis, which is about three times larger than that from the post-processed spectrum. The level of attenuation at a given photon energy ν depends on the shell optical depth τ ν . In the uniform slab approximation, it can be written as τ ν = κν ρs (ρ s ∆R), where ρ s is the shell mass density and (ρ s ∆R) is the shell areal density -which is approximately equal to the target areal density, i.e. (ρ s ∆R) ≈ ρR. For the high shell density values achieved in these shock-ignition implosions, the shell opacity is dominated by the free-free contribution, which in turn is proportional to ρ 2 s . Therefore, even though the analysis of the synthetic and experimental spectra leads to similar areal density values, the attenuation in the experimental case is more pronounced because the effective shell density is larger. As seen in Fig. 3 , the attenuation effect is particularly severe in the region of Heα and Lyα, and it can even alter the ratio between these two lines. Furthermore, it can also change the intensity ratio between the Heβ and Lyβ lines.
Since the diagnosis of the core and shell conditions relies on the sensitivity of the emergent intensity distri- bution on the model parameters, we illustrate this dependence in the sequence of plots Fig. 6(a)-(d) . Each plot shows the change of the spectrum due to the variation of one parameter by increasing and decreasing its value within its uncertainty range. It is important to note that the change of each parameter causes a characteristic change in the spectrum. Thus, four parameters are needed to accommodate the entire spectrum and, within the model assumptions, there is enough information to uniquely determine the core and shell temperature and density conditions.
IV. SUMMARY AND CONCLUSIONS
The main goal of this paper has been to present a spectroscopic model for the simultaneous diagnosis of both core and compressed shell, and areal-density conditions of thick-wall target ICF implosions. While a shell attenuation effect on broad band continuum emission from the core has been observed before [31] , this work considers the effect of shell absorption on line emission from a tracer element in the core. This effect has not been taken into account in previous spectroscopic analyses of ICF experiments. Its photon-energy dependence changes the line intensity distribution of the tracer in a characteristic way which can be used for spectroscopic analysis. The model and analysis method were first tested with both time-resolved and time-integrated synthetic spectra obtained by postprocessing a 1D hydrodynamical simu-lation of the experiment, and then applied to the first spectroscopic analysis of shock ignition implosions at the OMEGA laser facility. The data analysis of the spaceand time-integrated spectrum recorded by an x-ray flat crystal spectrometer in the photon energy range from 3.0 to 4.4 keV yields the core and compressed shell temperature and density conditions, namely, T c = 930 eV ± 5%, N c = 1.0 × 10 24 cm −3 ± 20%, T s = 285 eV ± 6%, N s = 3.8 × 10 25 cm −3 ± 25%. The analysis is based on a weighted χ 2 minimization procedure and uncertainties in the parameters were determined from a confidence interval statistical study that takes into account the correlations between model parameters. Discrepancies between the best model fit and the experimental spectrum -particularly in the region between Lyα and Heβ and betwenn Heβ and Lyβ-may be attributed to spatial nonuniformities, and deviations from spherical symmetry and mixing that cannot be accounted for by the model, since it assumes uniform core and shell regions. Despite this fact, the model contains the essential ingredients to reproduce the major spectral features observed in the experimental spectrum and overall it describes well the intensity distribution of the argon line emission, including the attenuation through the shell, over a photon energy range of 1.4 keV. Furthermore, the spectroscopic analysis also provides an estimate of ρR = 0.17 gcm −2 ± 20% for the target's areal density at the collapse of the implosion. We note in closing that initial thick-wall shock ignition experiments performed at OMEGA [5] reported areal density values, inferred from the analysis of the energy distribution of secondary protons, of ∼ 0.18 gcm −2
and ∼ 0.16 gcm −2 for optimized and non-optimized spike pulse shapes, respectively, and using undoped targets filled with 25 atm of D 2 . The spectroscopic analysis of the shock ignition experiments discussed here produced areal density values consistent with the results of those early experiments based on particle diagnostics. However, the spectroscopic analysis also yielded the temperature and density conditions of the core and compressed shell which are important characteristics of the fuel assembly at the collapse of the implosion, thus providing a more complete picture of the conditions achieved in the shock ignition experiment.
