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Optimized Cartesian K-Means
Jianfeng Wang, Jingdong Wang, Jingkuan Song, Xin-Shun Xu, Heng Tao Shen, Shipeng Li
Abstract—Product quantization-based approaches are effective to encode high-dimensional data points for approximate nearest
neighbor search. The space is decomposed into a Cartesian product of low-dimensional subspaces, each of which generates
a sub codebook. Data points are encoded as compact binary codes using these sub codebooks, and the distance between
two data points can be approximated efficiently from their codes by the precomputed lookup tables. Traditionally, to encode a
subvector of a data point in a subspace, only one sub codeword in the corresponding sub codebook is selected, which may
impose strict restrictions on the search accuracy. In this paper, we propose a novel approach, named Optimized Cartesian K-
Means (OCKM), to better encode the data points for more accurate approximate nearest neighbor search. In OCKM, multiple
sub codewords are used to encode the subvector of a data point in a subspace. Each sub codeword stems from different sub
codebooks in each subspace, which are optimally generated with regards to the minimization of the distortion errors. The high-
dimensional data point is then encoded as the concatenation of the indices of multiple sub codewords from all the subspaces.
This can provide more flexibility and lower distortion errors than traditional methods. Experimental results on the standard real-life
datasets demonstrate the superiority over state-of-the-art approaches for approximate nearest neighbor search.
Index Terms—Clustering, Cartesian product, Nearest neighbor search
✦
1 INTRODUCTION
Nearest neighbor (NN) search in large data sets has wide
applications in information retrieval, computer vision, ma-
chine learning, pattern recognition, recommendation sys-
tem, etc. However, exact NN search is often intractable
because of the large scale of the database and the curse
of the high dimensionality. Instead, approximate nearest
neighbor (ANN) search is more practical and can achieve
orders of magnitude speed-ups than exact NN search with
near-optimal accuracy [29].
There has been a lot of research interest on designing
effective data structures, such as k-d tree [4], randomized
k-d forest [30], FLANN [22], trinary-projection tree [11],
[39], and neighborhood graph search [1], [35], [37], [38].
The hashing algorithms have been attracting a large
amount of attentions recently as the storage cost is small
and the distance computation is efficient. Such approaches
map data points to compact binary codes through a hash
function, which can be generally expressed as
b = h(x) ∈ {0, 1}L,
where x is a P -dimensional real-valued point, h(·) is the
hash function, and b is a binary vector with L entries. For
description convenience, we will use a vector or a code to
name b interchangeably.
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The pioneering hashing work, locality sensitive hashing
(LSH) [3], [8], adopts random linear projections and the
similarity preserving is probabilistically guaranteed. Other
approaches based on random functions include kernelized
LSH [14], non-metric LSH [21], LSH from shift-invariant
kernels [25], and super-bit LSH [10].
To preserve some notion of similarities, numerous efforts
have been devoted to finding a good hash function by
exploring the distribution of the specific data set. Typical
approaches are unsupervised hashing [5], [12], [13], [33],
[36], [40], [41], [42] and supervised hashing [16], [23],
with kernelized version [7], [17], and extensions to multi-
modality [31], [32], [43], etc. Those algorithms usually use
Hamming distance, which is only able to produce a few
distinct distances, resulting in limited ability and flexibility
of distance approximation.
The quantization-based algorithms have been shown to
achieve superior performances [9], [24]. The representative
algorithms include product quantization (PQ) [9] and Carte-
sian K-means (CKM) [24], which are modified versions of
the conventional K-means algorithm [19]. The quantiza-
tion approaches typically learn a codebook {d1, · · · ,dK},
where each codeword dk is a P -dimensional vector. The
data point x is encoded in the following way,
k∗ = argmink∈{1,2,··· ,K} ‖x− dk‖
2
2, (1)
where ‖ · ‖2 denotes the l2 norm. The index k∗ indicates
which codeword is the closest to x and can be represented
as a binary code of length ⌈log2(K)⌉1.
The crucial problem for quantization algorithms is how
to learn the codebook. In the traditional K-means, the
codebook is composed of the cluster centers with a minimal
squared distortion error. The drawbacks when applying K-
means to ANN search include that the size of the codebook
1. In the following, we omit the ⌈·⌉ operator without affecting the
understanding.
2is quite limited and computing the distances between the
query and the codewords is expensive. PQ [9] addresses
this problem by splitting the P -dimensional space into
multiple disjoint subspaces and making the codebook as the
Cartesian product of the sub codebooks, each of which is
learned on each subspace using the conventional K-means
algorithm. The compact code is formed by concatenating
the indices of the selected sub codeword within each sub
codebook. CKM [24] improves PQ by optimally rotating
the P dimensional space to give a lower distortion error.
In PQ and CKM, only one sub codeword on each
subvector is used to quantize the data points. which results
in limited capability of reducing the distortion error and
thus limited search accuracy. In this paper, we first present
a simple algorithm, extended Cartesian K-means (ECKM),
which extends CKM by using multiple (e.g., C) sub code-
words for a data point from the sub codebook in each
subspace. Then, we propose the optimized Cartesian K-
means (OCKM) algorithm, which learns C sub codebooks
in each subspace instead of a single sub codebook like
ECKM, and selects C sub codewords, each chosen from
a different sub codebook. We show that both PQ and CKM
are constrained versions of our OCKM under the same
code length, which suggests that our OCKM can lead to a
lower quantization error and thus a higher search accuracy.
Experimental results also validate that our OCKM achieves
superior performance.
The remainder of this paper is organized as follows.
Related work is first reviewed in Sec. 2. The proposed
ECKM is introduced in Sec. 3, followed by the OCKM
in Sec. 4. Discussions and experimental results are given
in Sec. 5 and 6, respectively. Finally, a conclusion is made
in Sec. 7.
2 RELATED WORK
Hashing is an emerging technique to represent the high-
dimensional vectors as binary codes for ANN search, and
has achieved a lot of success in multimedia applications,
e.g. image search [6], [15], video retrieval [2], [31], event
detection [26], document retrieval [27].
According to the form of the hash function, we roughly
categorize the binary encoding approaches as those based
on Hamming embedding and on quantization. Roughly, the
former adopts the Hamming distance as the dissimilarity
between the codes, while the latter does not.
Table 1 illustrates part of the notations and descriptions
used in the paper. Generally, we use the uppercase unbolded
symbol as a constant, the lowercase unbolded as the index,
the uppercase bolded as the matrix and the lowercase
bolded as the vector.
2.1 Hamming embedding
Linear mapping is one of typical hash functions. Each bit
is calculated by
hi(x) = sign(w
T
i x+ ui), (2)
TABLE 1
Notations and descriptions.
Symbol Description
N number of training points
P dimension of training points
M number of subvectors
S number of dimensions on each subvector
K number of (sub) codewords
m index of the subvector
i index of the training point
R rotation matrix
Dm codebook on m-th subvector
b
m
i
1-of-K encoding vector on m-th subvector
where wi is the projection vector, ui is the offset, and
sign(z) is a sign function which is 1 if z > 0, and 0
otherwise.
Such approaches include [3], [5], [12]. The differences
mainly reside in how to obtain the parameters in the hash
function. For example, LSH [3] adopts a random parameter
and the similarity is probability preserved. Iterative quanti-
zation hashing [5] constructs hash functions by rotating the
axes so that the difference between the binary codes and
the projected data is minimized.
Another widely-used approach is the kernel-based hash
function [7], [13], [14], [17], i.e.
hi(x) = sign(
∑
j
wijκ(x, zj)), (3)
where zj is the vector in the same space with x, and κ(·, ·)
is the kernel function. The cosine function can also be used
to generate the binary codes, such as in [40].
2.2 Quantization
In the quantization-based encoding methods, different con-
straints on the codeword lead to different approaches, i.e.
K-Means [18], [19], Product Quantization (PQ) [9] and
Cartesian K-Means (CKM) [24].
2.2.1 K-Means
Given N P -dimensional points X = {x1, · · · ,xN} ⊂ RP ,
the K-means algorithm partitions the database into K
clusters, each of which associates one codeword di ∈ RP .
Let D = [d1, · · · ,dK ] ⊂ RP be the corresponding
codebook. Then the codebook is learned by minimizing
the within-cluster distortion, i.e.
min
N∑
i=1
‖xi −Dbi‖
2
2
s. t. bi ∈ {0, 1}
K
‖bi‖1 = 1 i ∈ {1, · · · , N}
where bi is a 1-of-K encoding vector (K dimensions with
one 1 and K − 1 0s. ) to indicate which codeword is used
to quantize xi, and ‖ · ‖1 is the l1 norm.
The problem can be solved by iteratively alternating
optimization with respect to D and {bi}Ni=1 [18].
32.2.2 Product Quantization
One issue of K-Means is the size of the codebook is
quite limited due to the storage and computational cost.
To address the problem, PQ [9] splits each xi into M
disjoint subvectors. Assume the m-th subvector contains
Sm dimensions and then
∑M
m=1 Sm = P . Without loss of
generality, Sm is set to S , P/M and P is assumed to
be divisible by M . On the m-th subvector, K-means is
performed to obtain K sub codewords. By this method, it
generates KM clusters with only O(KP ) storage, while K-
means requires O(KMP ) storage with the same number of
clusters. Meanwhile, the computing complexity is reduced
from O(KMP ) to O(KP ) to encode one data point.
Let Dm ∈ RS×K be the matrix of the m-th sub code-
book and each column is a S-dimensional sub codeword.
PQ can be taken as optimizing the following problem with
respect to {Dm}Mm=1 and {bmi }
N,M
i=1,m=1.
min fpq,M,K =
N∑
i=1
∥∥∥∥∥∥∥xi −


D1b1i
.
.
.
DMbMi


∥∥∥∥∥∥∥
2
2
s. t. bmi ∈ {0, 1}
K
‖bmi ‖1 = 1 i ∈ {1, · · · , N},m ∈ {1, · · · ,M}
(4)
where bmi is also the 1-of-K encoding vector on the m-th
subvector and the index of 1 indicates which sub codeword
is used to encode xi.
2.2.3 Cartesian K-Means
CKM [24] optimally rotates the original space and formu-
lates the problem as
min fck,M,K =
N∑
i=1
∥∥∥∥∥∥∥xi −R


D1b1i
.
.
.
DMbMi


∥∥∥∥∥∥∥
2
2
s. t. RTR = I
bmi ∈ {0, 1}
K
‖bmi ‖1 = 1 i ∈ {1, · · · , N},m ∈ {1, · · · ,M}
(5)
The rotation matrix R is optimally learned by minimizing
the distortion.
If R is constrained to be the identity matrix I, it will
be reduced to Eqn. 4. Thus, we can assert that under the
optimal solutions, we have f∗ck,M,K ≤ f∗pq,M,K , where the
asterisk superscript indicates the objective function with the
optimal parameters.
3 EXTENDED CARTESIAN K-MEANS
In both PQ and CKM, only one sub codeword is used
to encode the subvector. To make the representation more
flexible, we propose the extended Cartesian K-means
(ECKM), where multiple sub codewords can be used in
each subspace.
Mathematically, we allow the l1 norm of bmi to be a pre-
set number C (C ≥ 1), instead of limiting it to be exactly
1. Meanwhile, any entry of bmi is relaxed as a non-negative
integer instead of a binary value. The formulation is
min feck,M,K,C =
N∑
i=1
∥∥∥∥∥∥∥xi −R


D1b1i
.
.
.
DMbMi


∥∥∥∥∥∥∥
2
2
s. t. RTR = I
bmi ∈ Z
K
+
‖bmi ‖1 = C
(6)
where Z+ denotes the set of non-negative integers. The
constraint is applied on all the points i ∈ {1, · · · , N} and
on all the subspaces m ∈ {1, · · · ,M}. In the following,
we omit the range of i,m without confusion.
For the m-th sub codebook Dm ∈ RS×K , traditionally
only one sub codeword can be selected and there are only
K choices to encode the m-th subvector of RTxi. In the
extended version, any feasible bmi satisfying bmi ∈ ZK+ and
‖bmi ‖1 = C constructs a quantizer, i.e. Dmbmi . Thus, the
total number of choices is
(
K+C−1
K−1
)
≥ K . For example
with K = 256 and C = 2, the difference is
(
K+C−1
K−1
)
=
32896 ≫ K = 256. With a more powerful representation,
the distortion errors can be potentially reduced.
In theory, log2
(
K+C−1
K−1
)
bits can be used to encode one
bmi , and the code length is M log2(
(
K+C−1
K−1
)
). Practically,
we use log2(K) bits to encode one position of 1. The l1
norm of bmi is C, which can be interpreted that there are C
1s in bmi . Then MC log2(K) bits are allocated to encode
one data point.
3.1 Learning
Similar to [24], we present an iterative coordinate descent
algorithm to solve the problem in Eqn. 6. There are three
kinds of unknown variables, R, Dm, and bmi . In each
iteration, two of them are fixed, and the other one is
optimized.
3.1.1 Solve R with bmi and Dm fixed
With
X ,
[
x1 · · · xN
]
D ,


D1
.
.
.
DM


B ,
[
b1 · · · bN
]
bi ,
[
b1i
T
· · · bMi
T
]T
,
we re-write the objective function of Eqn. 6 in a matrix
form as
‖X−RDB‖2F ,
where ‖·‖F is the Frobenius norm. The problem of solving
R is the classic Orthogonal Procrustes problem [28] and the
solution can be obtained as follows: if SVD of X(DB)T
is X(DB)T = UΣVT , the optimal R will be UVT .
4Algorithm 1 Code Generation for ECKM
Input: zmi , Dm ∈ RS×K , C
Output: bmi
1: bmi = zeros(K, 1)
2: r = zmi
3: for c = 1 : C do
4: k∗ = argmink ‖r− dmk ‖
2
2
5: r = r− dmk∗
6: bmi (k
∗) = bmi (k
∗) + 1
7: end for
3.1.2 Solve Dm with bmi and R fixed
Let zi , RTxi and the m-th subvector of zi be zmi . The
objective function of Eqn. 6 can also be written as,
N∑
i=1
M∑
m=1
‖zmi −D
mbmi ‖
2
2 =
M∑
m=1
‖Zm −DmBm‖2F , (7)
where
Zm , [zm1 , · · · , z
m
N ]
Bm , [bm1 , · · · ,b
m
N ].
Each Dm can be individually optimized as
(ZmBmT )(BmBmT )+, where (·)+ denotes the matrix
(pseudo)inverse.
3.1.3 Solve bmi with Dm and R fixed
From Eqn. 6 and Eqn. 7, bmi can be solved by optimizing
min geck(b
m
i ) = ‖z
m
i −D
mbmi ‖
2
2
s. t. bmi ∈ Z
K
+
‖bmi ‖1 = C
This is an integer quadratic programming and challeng-
ing to solve. Here, we present a simple but practically
efficient algorithm, based on matching pursuit [20] and
illustrated in Alg. 1. In each iteration, we hold a residual
variable r, initialized by zmi (Line 2 in Alg. 1). Let dmk be
the k-th column of Dm. Each column is scanned to obtain
the best one to minimize the distortion error (Line 4), i.e.
k∗ = argmin
k
‖r− dmk ‖
2
2.
Then r is subtracted by dmk∗ (Line 5) for the next iteration,
and the k∗-th dimension of bmi increases by 1 (Line 6) to
indicate the k∗-th sub codeword is selected. The process
stops until C iterations are reached.
4 OPTIMIZED CARTESIAN K-MEANS
Before introducing the proposed OCKM, we first present
another equivalent formulation of the ECKM. Since each
entry of bmi in Eqn. 6 is a non-negative integer, and the
sum of all the entries is C, we replace it by
bmi =
C∑
c=1
b
m,c
i (8)
with
b
m,c
i ∈ {0, 1}
K
‖bm,ci ‖1 = 1.
(9)
Given any feasible bmi , we can always find at least
one group of {bm,ci }Cc=1 satisfying Eqn. 9 and Eqn. 8.
Any group of {bm,ci }Cc=1 satisfying Eqn. 9 can also con-
struct a valid bmi by Eqn. 8 for Eqn. 6. For example, if
bmi =
[
2 0 1 0
]
, we can replace it by the summation
of
[
1 0 0 0
]
,
[
1 0 0 0
]
and
[
0 0 1 0
]
.
Substituting Eqn. 8 into the objective function of Eqn. 6,
we have
feck,M,K,C =
N∑
i=1
∥∥∥∥∥∥∥xi −R


∑
c D
1b
1,c
i
.
.
.∑
c D
Mb
M,c
i


∥∥∥∥∥∥∥
2
2
.
On the m-th subvector, bm,ci represents the selected
sub codeword. There are in total of C selections from a
single sub codebook. To further reduce the distortion errors,
we propose to expand one sub codebook to C different
sub codebooks Dm,c ∈ RS×K , c ∈ {1, · · · , C}, each of
which is used for sub codeword selection. In summary, the
formulation is as follows.
minfock,M,K,C =
N∑
i=1
∥∥∥∥∥∥∥xi −R


∑
cD
1,cb
1,c
i
.
.
.∑
cD
M,cb
M,c
i


∥∥∥∥∥∥∥
2
2
s. t. RTR = I
b
m,c
i ∈ {0, 1}
K
‖bm,ci ‖1 = 1
(10)
which we call Optimized Cartesian K-Means (OCKM).
Since any bm,ci requires log2(K) bits to encode, the code
length of representing each point is MC log2(K).
4.1 Learning
Similar with ECKM, an iterative coordinate descent algo-
rithm is employed to optimize R, Dm,c and bm,ci .
4.1.1 Solve R with Dm,c and bm,ci fixed
The objective function is re-written in a matrix form as
‖X−RDˆBˆ‖2F ,
where
Dˆ ,


Dˆm
.
.
.
Dˆm

 (11)
Dˆm ,
[
Dm,1 · · · Dm,C
] (12)
Bˆ ,
[
Bˆ1
T
· · · BˆM
T
]T
(13)
Bˆm ,
[
bˆm1 · · · bˆ
m
N
] (14)
bˆmi ,
[
b
m,1
i
T
· · · bm,Ci
T
]T
. (15)
Then optimizing R is the Orthogonal Procrustes Prob-
lem [28].
5Algorithm 2 Code generation for OCKM
Input: zmi , Dˆm ∈ RS×KC
Output: bˆmi
1: [bˆmi , error] = GenCodeOck(zmi , Dˆm, 1)
Algorithm 3 [bˆ, error] = GenCodeOck(zmi , Dˆm, idx)
1: if idx == C then
2: k∗ = argmink ‖z− d
m,idx
k ‖
2
2
3: b = zeros(K, 1)
4: b(k∗) = 1
5: error = ‖z− dm,idxk∗ ‖
2
2
6: else
7: [k∗1 , · · · , k
∗
T ] = argmink ‖z
m
i − d
m,idx
k ‖
2
2
8: best.error = LARGE
9: for i = 1 : T do
10: k ← k∗i
11: z′ = zmi − d
m,idx
k
12: [bˆ′, error′] = GenCodeOck(z′, Dˆm, idx + 1)
13: if error′ < best.error then
14: best.error = error′
15: best.idx = k
16: best.bˆ = bˆ′
17: end if
18: end for
19: b1 = zero(K, 1)
20: b1(best.idx) = 1
21: bˆ = [b1; best.bˆ]
22: end if
4.1.2 Solve Dm,c with R and bm,ci fixed
Similar with Eqn. 7 in ECKM, the objective function of
OCKM can be written as
M∑
m=1
‖Zm − DˆmBˆm‖2F .
Each Dˆm can also be individually solved by the matrix
(pseudo)inversion.
4.1.3 Solve bm,ci with R and Dm,c fixed
The sub problem is
min gock(bˆ
m,c
i ) = ‖z
m
i −
C∑
c=1
Dm,cb
m,c
i ‖
2
2
s. t. bm,ci ∈ {0, 1}
K
‖bm,ci ‖1 = 1
One straightforward method to solve the sub problem is
to greedily find the best sub codeword in Dm,c one by
one similar with Alg. 1 for ECKM. One drawback is the
succeeding sub codewords can only be combined with the
previous one sub codeword.
To increase the accuracy with a reasonable time cost, we
improve it as multiple best candidates matching pursuit.
The algorithm is illustrated in Alg. 2 and Alg. 3. The input
is the target vector zmi , and the sub codebooks Dˆm (defined
in Eqn. 12). The output is the binary code represented as
bˆmi (defined in Eqn. 15).
The function [bˆ, error] = GenCodeOck(zmi , Dˆm, idx) in
Alg. 3 encodes zmi with the last (C−idx+1) sub codebooks
{Dm,c, c ∈ {idx, · · · , C}}. The encoding vector bˆ with
(C − idx + 1)K dimensions and the distortion error are
returned.
At first, idx = 1 and we search the top-T best columns
in Dm,idx (Line 7 in Alg. 3) with T being a pre-defined
parameter. Let dm,idxk be the k-th column of Dm,idx. The
final selected one is taken among the T best candidates.
For each candidate, the target vector is substracted by the
corresponding sub codeword (Line 11), and then the rest
codes bˆ′ are generated by recursively calling the function
GenCodeOck with the parameter idx + 1 (Line 12).
Among the T candidates, the one with the smallest
distortion error stored in best.idx is selected to construct
the final binary representation (Line 19, 20, 21). In Line 8,
the error is initialized as a large enough constant LARGE.
Analysis. The parameter T controls the time cost and the
accuracy towards the optimality. If the time complexity is
J(C), we can derive the recursive relation
J(C) = SK + TJ(C − 1).
As shown in Line 7 of Alg. 3, T sub codewords are selected
and here we simply compare with each sub codeword,
resulting in O(SK) complexity. Since T is generally far
smaller than K , the cost of partially sorting to obtain the
T best ones can be ignored. For each of the T best sub
codeword, the complexity of finding the binary code in the
rest sub codebooks is J(C−1) (Line 12). With J(1) = SK ,
we can derive the complexity is
J(C) = SK
TC − 1
T − 1
. (16)
Since there are M subvectors, the complexity of encoding
one full vector is J(C)M = PK(TC − 1)/(T − 1) =
O(PKTC−1). The time cost increases with a larger T .
Generally, Alg. 2 can achieve a better solution with a
larger T . If the position of 1 in bm,ci is uniformly distributed
and independent with the others, we can calculate the
probability of obtaining the optimal solution by Alg. 2.
On each subvector, there are KC different cases for bˆmi .
In Alg. 2, Line 7 is executed C − 1 times, and thus T
sub codewords are selected for each of the first C − 1
sub codebooks. All the sub codewords in the last sub
codebook can be taken to be tried to find the one with
the minimal distortion (Line 2). Then, TC−1K different
cases are checked, and the probability to find the optimal
solution is
TC−1K
KC
=
(
T
K
)C−1
. (17)
If T = K , the probability will be 1. It is certain that the
optimal solution can be found, but with a high time cost.
The probability increases with a larger T . Meanwhile, it
decreases exponentially with C. Generally, we set C = 2
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Fig. 1. Distortion errors on the training set of SIFT1M
vs different T (s) with M = 8, K = 256 and C = 2.
to have a better sub optimal solution. Fig. 1 illustrates the
relationship between the optimized distortion errors and T
on the SIFT1M training set, which is described in Sec. 6.
In practice, we choose T = 10 as a tradeoff.
5 DISCUSSIONS
5.1 Connections
Our approaches are closely related with PQ [9] and
CKM [24]. PQ splits the original vector into multiple
subvectors to address the scalability issues. CKM rotates
the space optimally and thus can achieve better accuracy.
In each subspace, both PQ and CKM generate a single sub
codebook and choose one sub codeword to quantize the
original point. Our ECKM extends the idea by choosing
multiple sub codewords from the single sub codebook,
while our OCKM generates multiple sub codebooks, each
of which contributes one sub codeword.
Next, we theoretically discuss the relations between our
OCKM and others.
Theorem 1. Under optimal solutions, we have:
f∗ock,M,K,C ≤ f
∗
ck,M,K (18)
f∗ock,M,K,C ≤ f
∗
eck,M,K,C . (19)
Proof: If we limit Dm,c1 = Dm,c2 , c1, c2 ∈
{1, · · · , C} in Eqn. 10, OCKM is reduced to the ECKM
in Eqn. 6 by relations in Eqn. 8 and Eqn. 9, which proves
the Eqn. 19.
Denote Rck, {Dmck}Mm=1, {bmi,ck}
N,M
i=1,m=1 as the optimal
solution of CKM in Eqn. 5. A feasible solution of OCKM
can be constructed by
Rock = Rck
D
m,c
ock =
{
Dmck c = 1
0 c ≥ 2
b
m,c
i,ock = b
m
i,ck c ∈ {1, · · · , C}.
With the constructed parameters, the objective function of
OCKM remains the same with CKM, which proves the
Eqn. 18.
This theorem implies the proposed OCKM can poten-
tially achieve a lower distortion error with the number of
partitions M and K fixed.
Theorem 2. Under the optimal solutions, we have,
f∗ock,M ′,K,C ≤ f
∗
ck,M,K (20)
if M ′ = M/C and M is divisible by C.
Proof: The basic idea is for the optimal solution of
CKM, every consecutive C sub codebooks and the binary
representation are grouped to construct a feasible solution
of OCKM with an equal objective function.
Specifically, the construction is
Rock = Rck
D
p,q
ock =

0(q−1)S×KD(p−1)C+qck
0(C−q)S×K


b
p,q
i,ock = b
(p−1)C+q
i,ck ,
where 0a×b is a matrix of size a× b with all entries being
0, and p ∈ {1, · · · ,M ′}, q ∈ {1, · · · , C}.
Take C = 2, M = 2 as an example. The formulation of
CKM is
min fck,2,K =
N∑
i=1
∥∥∥∥xi −R
[
D1 0
0 D2
] [
b1i
b2i
]∥∥∥∥
2
2
s. t. RTR = I
bmi ∈ {0, 1}
K
‖bmi ‖1 = 1
Let Rck, {Dmck}2m=1, {bmi,ck}
N,2
i=1,m=1, be the optimal solu-
tions of CKM. Then
Rock = Rck
D
1,1
ock =
[
D1ck
0
]
D
1,2
ock =
[
0
D2ck
]
b
1,c
ock = b
c
ck c ∈ {1, 2}
will be feasible for the problem of OCKM, i.e.
min fock,1,K,2 =
N∑
i=1
∥∥∥∥xi −R [D1,1 D1,2]
[
b
1,1
i
b
1,2
i
]∥∥∥∥
2
2
s. t. RTR = I
b
1,c
i ∈ {0, 1}
K
‖b1,ci ‖1 = 1
and they have identical objective function values.
In Theorem 2, the code length of both approaches is
M/C × C × log2(K) = M log2(K), which ensures the
distortion error of OCKM is not larger than that of CKM
with the same code length.
7Theorem 1 and Theorem 2 guarantee the advantages of
our OCKM with multiple sub codebooks over the approach
with single sub codebook.
5.2 Inequality Constraints or Equality Constraints
One may expect to replace the equality constraint
‖bm,ci ‖1 = 1 in Eqn. 10 as the inequality, i.e.
‖bm,ci ‖1 ≤ 1. (21)
This can potentially give a lower distortion under the same
M and K . However, under the same code length, this
inequality constraint cannot be better than the equality
constraints.
For the inequality case, there are K + 1 different values
for bmi,inequality, i.e. ‖b
m,c
i,inequality‖1 = 0, or 1. The subscripts
equality and inequality are used for the problem with the
equality constraint and that with the inequality constraint,
respectively. Then, the code length is MC log2(K + 1).
With the same code length, the equality case can con-
sume K + 1 sub codewords on each subvector. The size
of Dm,cequality is S × (K + 1), and the size of b
m,c
i,equality is
(K + 1)× 1.
From any feasible solution of the inequality case, we
can derive the feasible solution of the equality case with
the same objective function value, i.e.
Requality = Rinequality
D
m,c
equality =
[
D
m,c
inequality,0S×1
]
b
m,c
equality =


[
b
m,c
inequality
0
]
if ‖bm,cinequality‖1 = 1[
0K×1
1
]
if ‖bm,cinequality‖1 = 0.
In the equality case, the last sub codeword is enforced
to be 0S×1, and the other sub codewords are filled by the
one in the inequality case. If bm,cinequality is all 0s, the entry
of bm,cequality corresponding to the last sub codeword is set as
1, or follows bm,cinequality. This can ensure the multiplication
D
m,c
equalityb
m,c
equality equals D
m,c
inequalityb
m,c
inequality.
The objective function value remains the same, while
with the optimal solution the equality case may obtain a
lower distortion.
5.3 Implementation
In OCKM and ECKM, there are three kinds of optimizers:
rotation matrix R, sub codebooks Dm or Dm,c, and bmi or
b
m,c
i . In our implementation, R is initialized as the identity
matrix I. The sub codebook Dm and Dm,c are initialized by
randomly choosing the data on the corresponding subvector.
The solution of R, Dm and Dm,c are optimal in the
iterative optimization process, but the solution of bmi and
b
m,c
i are sub optimal. To guarantee that the objective
function value is non-increasing in the iterative coordinate
descent algorithm, we update bmi or b
m,c
i only if the codes
of Alg. 1 or Alg. 2 can provide a lower distortion error.
Algorithm 4 Optimization of OCKM
Input: {xi}Ni=1, M
Output: R, {Dm,c}M,Cm=1,c=1, and {b
m,c
i }
N,M,C
i=1,m=1,c=1
1: R = I
2: Randomly initialize {Dm,c}M,Cm=1,c=1 from the data set.
3: Update {bm,ci }
N,M,C
i=1,m=1,c=1 by Alg. 2
4: while !converged do
5: Update R
6: Update {Dm,c}M,Cm=1,c=1
7: for i = 1 : N do
8: for m = 1 : M do
9: Get new bˆ
m,c
i from Alg. 2
10: if gock(new bˆ
m
i ) < gock(bˆ
m
i ) then
11: bˆmi = new bˆ
m
i
12: end if
13: end for
14: end for
15: end while
The whole algorithm of OCKM is shown in Alg. 4 and the
one of ECKM can be similarly obtained.
The distortion errors of OCKM with different numbers of
iterations are shown in Fig. 2 on SIFT1M (Sec. 6.1.1 for the
dataset description), and we use 100 iterations through all
the experiments. The optimization scheme is fast and for
instance on the training set of SIFT1M, the time cost of
each iteration is about 4.2 seconds in our implementations.
(All the experiments are conducted on a server with an Intel
Xeon 2.9GHz CPU.)
5.4 Distance Approximation for ANN search
In this subsection, we discuss the methods of the Euclidean
ANN search by OCKM, and analyze the query time. Since
ECKM is a special case of OCKM, we only discuss OCKM.
Let q ∈ RD be the query point. The approximate
distance to xi encoded as bˆTi ,
[
bˆ1i
T
· · · bˆMi
T
]
is
distAD(q, bˆi) (22)
=‖q−RDˆbˆi‖
2
2
=‖q‖22 − 2
M∑
m=1
C∑
c=1
zm
T (Dm,cbm,ci ) + ‖Dˆbˆi‖
2
2
∝
1
2
‖q‖22 −
M∑
m=1
C∑
c=1
zm
T (Dm,cbm,ci ) +
1
2
‖Dˆbˆi‖
2
2, (23)
where zm is the m-th subvector of RTq.
The first item ‖q‖22/2 is constant with all the database
points and can be ignored in comparison. The third item
‖Dˆbˆi‖
2
2/2 is independent of the query point. Thus, it is pre-
computed once as the lookup table for all the quires. This
precomputation cost is not low compared with the linear
scan cost for a single query, but is negligible for a large
amount of queries which is the case in real applications.
Moreover, this term is computed only using the binary code
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Fig. 2. Distortion vs the number of iterations on the
training set of SIFT1M withM = 8,K = 256 and C = 2.
bˆi and no access to the original xi is required. For the sec-
ond item, we can pre-compute {−zmTdm,ck }
K,M,C
k=1,m=1,c=1
and store it as the lookup tables. Then there are MC + 1
table lookups and MC+1 addition operations to calculate
the distance. The 1 corresponds to the third item of Eqn. 23.
If the query point is also represented by the binary codes,
denoted as bˆq , we can recover q as q′ , RDˆbˆq . Then the
approximate distance to any database point will be identical
with Eqn. 22, i.e.
distSD(bˆq, bˆi) = distAD(q′, bˆi). (24)
Eqn. 22 is usually referred as the asymmetric distance
while Eqn. 24 as the symmetric distance. Since the sym-
metric distance encodes both the query and the database
points, the accuracy is generally lower than the asymmetric
distance, which only encodes the database points.
Analysis of query time. We adopt an exhaustive search in
which each database point is compared against the query
point and the points with smallest approximate distances are
returned. The exhaustive search scheme is fast in practice
because each comparison only requires a few table lookups
and additional operations.
Table 2 lists the code length and the comparison among
PQ, CKM and our OCKM for exhaustive search. Under the
same code length, OCKM consumes only one more table
lookup and one more addition than the others. Considering
the other computations in the querying, the differences of
time cost are minor in practice.
Take Mck = 8, K = 256, C = 2, Mock = 4 as
an example. The code length of OCKM and CKM are
both 64. The number of table lookups are 9 for OCKM
and 8 for CKM. With these configurations on SIFT1M
data set, the exhaustive querying over 1 million database
points costs about 24.3ms for OCKM and 23.5ms for
CKM in our implementations. Thus, the on-line query
time is comparable with the state-of-the-art approaches,
but the proposed approach can potentially provide a better
accuracy.
TABLE 2
Comparison in terms of the code length, the number
of table lookups and the number of addition operations
for exhaustive search.
OCKM CKM [24] PQ [9]
Code Length MC log
2
(K) M log
2
(K) M log
2
(K)
#(Table Lookups) MC + 1 M M
#(Additions) MC + 1 M M
6 EXPERIMENTS
6.1 Settings
6.1.1 Datasets
Experiments are conducted on three widely-used high-
dimensional datasets: SIFT1M [9], GIST1M [9], and
SIFT1B [9]. Each dataset comprises of one training set
(from which the parameters are learned), one query set, and
one database (on which the search is performed). SIFT1M
provides 105 training points, 104 query pints and 106
database points with each point being a 128-dimensional
SIFT descriptor of local image structures around the feature
points. GIST1M provides 5×105 training points, 103 query
points and 106 database points with each point being a
960-dimensional GIST feature. SIFT1B is composed of
108 training points, 104 query points and as large as
109 database points. Following [24], we use the first 106
training points on the SIFT1B datasets. The whole training
set is used on SIFT1M and GIST1M.
6.1.2 Criteria
ANN search is conducted to evaluate our proposed ap-
proaches, and three indicators are reported.
• Distortion: distortion is referred here as the sum of the
squared loss after representing each point as the binary
codes or the indices of the sub codewords. Generally
speaking, the accuracy is better with a lower distortion.
• Recall: recall is the proportion over all the queries
where the true nearest neighbor falls within the top
ranked vectors by the approximate distance.
• Mean overall ratio: mean overall ratio [34] reflects
the general quality of all top ranked neighbors. Let ri
be the i-th nearest vector of a query q with the exact
Euclidean distance, and r∗i be the i-th point of the
ranking list by the approximate distance. The rank-i
ratio, denoted by Ri(q), is
Ri(q) =
‖q− r∗i ‖2
‖q− ri‖2
.
The overall ratio is the mean of all Ri(q), i.e.
1
k
k∑
i=1
Ri(q).
The mean overall ratio is the mean of the overall ratios
of all the queries. When the approximate results are
the same as exact search results, the overall ratio will
be 1. The performance is better with a lower mean
overall ratio.
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Fig. 3. Distortion on the training set.
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Fig. 4. Distortion on the database set.
6.1.3 Approaches
We compare our Optimized Cartesian K-Means (OCKM)
with Product Quantization (PQ) [9] and Cartesian K-Means
(CKM) [24]. Besides, the results of our extended Cartesian
K-Means (ECKM) are also reported. Following [24], we
set K = 256 to make the lookup tables small and fit the
sub index into one byte.
A suffix ‘-A’ or ‘-S’ is appended to the name of
approaches to distinguish the asymmetric distance or the
symmetric distance in ANN search. For example, OCKM-
A represents the database points are encoded by OCKM,
and the asymmetric distance is used to rank all the database
points.
We do not compare with other state-of-the-art hashing
algorithms, such as spectral hashing (SH) [40] and iterative
quantization (ITQ) hashing [5], because it is demonstrated
PQ is superior over SH [9] and CKM is better than
ITQ [24].
6.2 Results
6.2.1 Comparison with the number of subvectors
fixed
The distortion errors on the training set and database set are
illustrated in Fig. 3 and Fig. 4, respectively. From the two
figures, our OCKM achieves the lowest distortion, followed
by ECKM. This is because under the same M , both CKM
and ECKM are the special case of OCKM, as discussed in
Theorem 1.
Fig. 5 and Fig. 6 show the recall and the mean overall
ratio for ANN search at the 10-th top ranked point, respec-
tively. With the same type of the approximate distance,
our approach OCKM achieves the best performance: the
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Fig. 5. Recall for ANN search at the 10-th top ranked
point.
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Fig. 6. Mean overall ratio for ANN search at the 10-th
top ranked point.
highest recall and the lowest mean overall ratio. With the
lowest distortion errors demonstrated in Fig. 5 and Fig. 6,
the OCKM is more accurate for encoding the data points.
6.2.2 Comparison with the code length fixed
We use Mock, Meck, Mck, Mpq to denote the number of
subvectors in OCKM, ECKM, CKM, and PQ, respectively.
The code length of CKM is Mck log2(K), while the code
length of OCKM is MockC log2(K). Fixing C = 2 as
the analysis in Sec. 4.1.3, we set Mock = Mck/2 with
Mck being 4, 8, and 16 for code length 32, 64 and 128,
respectively. The Mpq is identical with Mck, while Meck is
with Mock. In this way, the code length is identical through
all the approaches.
The results in terms of recall on SIFT1M, GIST1M, and
SIFT1B are shown in Fig. 7. From these results, we can
see that:
• Generally, our OCKM outperforms all the others under
the same type of approximate distance. For example of
the asymmetric distance with 64 bits, the improvement
of OCKM is about 5 percents on SIFT1M in Fig. 7
(b), 4 percents on GIST1M in Fig. 7 (e), 4 percents on
SIFT1B in Fig. 7 (h) at the 10-th top ranked point. The
performance of OCKM mainly benefits from the low
distortion errors, which is also discussed in Theorem 2.
Fig. 8 illustrates the distortion on the database under
the same code length for SIFT1M and GIST1M. We
can see under the same code length, our approach
achieves the lowest distortions.
• The improvement is even better with a smaller code
length. To present the observation more clearly, we
extract the recall at the 100-th nearest neighbor from
10
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Fig. 7. Recall for ANN search. The first row corresponds to SIFT1M; the second to GIST1M; and the third to
SIFT1B. The code lengths are 32, 64 and 128 from the left-most column to the right-most.
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Fig. 8. Distortion under the same code length on the
database set.
Fig. 7 and plot Fig. 9. With a larger code length,
the recalls of our OCKM and the second best CKM
approach 1. With a smaller code length, our OCKM
gains larger improvement.
• ECKM is not quite competitive with the same code
length. The possible reason is that the number of sub
codebooks is smaller than those of the others. Take
the code length of 64 bits as an example. There are
8 subvectors and each has one sub codebook for PQ
and CKM, resulting in 8 sub codebooks. OCKM is
equipped with 4 subvectors, but each has two sub
codebooks, also resulting in 8 sub codebooks. Com-
paratively, ECKM has 4 subvectors, each of which has
one sub codebook, and there are only 4 sub codebooks
in total. Smaller numbers of sub codebooks may
degrade the performance of ECKM. Compared with
SIFT1M and SIFT1B, ECKM achieves even better
results than PQ on GIST1M, which indicates GIST1M
is more sensitive to the rotation.
Fig. 10 illustrates the experiment results in terms of mean
overall ratio with different code lengths on SIFT1M and
GIST1M. Mean overall ratio captures the whole quality of
11
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Fig. 9. Recall at the 100-th top ranked point under the same code length.
the returned points while the recall captures the position
of the nearest neighbor and ignores the quality of the other
points. Under this criterion, our OCKM achieves the lowest
mean overall ratio and outperforms all the others. This
implies the returned nearest neighbors of OCKM are of
high quality and close to the query points.
7 CONCLUSION
In this paper, we proposed the Optimized Cartesian K-
Means (OCKM) algorithm to encode the high-dimensional
data points for approximate nearest neighbor search. The
key idea of OCKM is that in each subspace multiple sub
codebooks are generated and each sub codebook contributes
one sub codeword for encoding the subvector. The benefit is
that it reduces the quantization error with comparable query
time under the same code length. The theoretical analysis
and experimental results show that OCKM achieves su-
perior performance for ANN search over state-of-the-art
approaches.
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