tor is not memoryless, rather, it can be modeled as a finite state machine.
We assume that in the beginning of transmission (of each sequence) the modulator state is zero, and at the end of each sequence, some extra symbols are sent to reset the modulator state back to zero.
At the receiver, the received signal y is passed to a demodulator which computes the bitwise soft information
p(y]/_(x) = b). Here li(x) denotes the i-th bit of #-_(x)
and b belongs to the set {0, 1}.
Finally, the bitwise soft information is deinterleaved and is passed to a turbo decoder. In Rimoldi's fornmlation, instead of using (1) to construct phase trellis, an alternative representation of the CPM signal is used [8] . In this representation, the center frequency is chosen to be
so that the excess phase of a CPM signal becomes, for t = nT + T (0 <_ _"< T), here. Figure 2 shows that for M --4, CPM takes about 1.6 dB more SNR to achieve a bit-error rate of 10 -_. However, this would be more than compen- We note that for ,_r = 8, the number of states in°" the CPM trellis is 10 for CPFSK and is 64 for 3RC. The receiver operates on san_ples at a multiple of the symbol rate.
Frequency acquisition
A frequency offset of 5f is manifested as a factor of e j2,_:t in complex baseband. Over a symbol interval of length T_, this offset causes a phase shift ej'27r_fT°----ej60. In the framework of the general model (3), this means that
Thus, the ratio "contributions" from each of the n quality levels or sections are concatenated to form the n descriptions (see Figure 9) . Thus, every description contains all n layers, and "all n descriptions are "equal" in infornmtion content as intended.
