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Treating the fermionic ground state problem as a constrained stochastic optimization problem,
a formalism for fermionic quantum Monte Carlo is developed that makes no reference to a trial
wavefunction. Exchange symmetry is enforced by nonlocal terms appearing in the Green’s function
corresponding to a new kind of walker propagation. Complemented by a treatment of diffusion that
encourages the formation of a stochastic nodal surface, an extension to many fermion systems is
proposed. The method is shown to give a stable fermionic ground state for harmonic systems and
the Lithium and Beryllium atoms.
Quantum Monte Carlo (QMC) methods have provided
some of the most important results in computational
physics [1] and remain amongst the most accurate meth-
ods available for calculating ground state properties of
quantum systems [2]. However, for certain systems,
QMC suffers from the infamous fermion sign problem, the
general solution to which has been shown to be NP-hard
[3]. We focus on the specific case of diffusion Monte Carlo
(DMC) methods [4–6], which converge on the many-body
ground state by iteratively projecting out exited state
components from the wavefunction. Here, the sign prob-
lem arises due to exchange symmetry dividing the wave-
functions into regions of different sign, known as nodal
pockets, separated by a nodal surface. This increases
the fermionic ground state energy relative to that of the
bosonic ground state and, as a result, the former is pro-
jected out, typically exponentially decaying away as the
iterative procedure progresses [7].
Despite this exponential decay of the fermionic com-
ponent, methods such as release-node DMC can extract
information about the fermionic ground state from the
transient behaviour of the wavefunction [8]. However,
this transient behaviour leads to a statistical error that
grows with system size, requiring a formidable compu-
tational effort to mitigate [9]. The most popular ap-
proach to obtain a stable fermionic ground state in DMC
is known as the fixed-node approximation, developed in
the early 80s [10, 11], whereby the nodal surface is fixed
to that of some trial wavefunction, which must be known
a priori. We focus on electronic systems, where it is
conjectured that the presence of many-body correlation
leads to the minimal case of only two nodal pockets [12],
which may make the electronic problem more tractable
than the general NP-hard case.
In this work, we develop a formalism of fermionic DMC
that makes no reference to a trial wavefunction. We show
that including exchange symmetry as a constraint in the
energy minimization problem leads to a modified DMC
scheme, resulting in a new propagation channel in the
greens function. We go on to show how this propaga-
tion results in the formation of a stochastic nodal surface
∗ mjh261@cam.ac.uk
that is free to vary and minimize the energy and propose
a diffusion scheme that maximises it’s stability. Finally,
we provide an open-source implementation of the method
[13] and demonstrate that it obtains a stable fermionic
ground state for the harmonic and atomic systems con-
sidered.
We start by formulating the fermionic problem for N
particles in d dimensions as the following constrained op-
timization problem:
Find arg min
|ψ〉
〈ψ|H |ψ〉 such that
〈ψ |ψ〉 = 1 (Normalization) (1)
〈x |ψ〉 = −〈Pix |ψ〉 (Antisymmetry) (2)
∀ Pi ∈ E , x ∈ RdN
where E is the set of pairwise identical-fermion exchanges.
If the system contains M identical fermions, there are
M(M + 1)/2 such exchanges. These exchanges can be
combined to generate the set P of the M ! permutations of
identical fermions. Introducing the Lagrange multipliers
ET and µi(x) the optimization problem is equivalent to
extremizing the Lagrangian
L = 〈ψ|H |ψ〉+ ET [1− 〈ψ |ψ〉]
+
∑
i
∫
ψ∗(x)µi(x)(Pi + 1)ψ(x)dx (3)
with respect to ψ, ψ∗, ET and the µi(x)’s. We note that
L can be written as
L = ET + 〈ψ|
HX︷ ︸︸ ︷
H − ET +
∑
i
µi(x)(Pi + 1) |ψ〉 (4)
allowing us to define an effective Hamiltonian HX . The
term involving the Lagrange multipliers µi can be inter-
preted as a cost function that penalises the appearance
of a symmetric component in the wavefunction. Extrem-
ization of L with respect to ψ and ψ∗ [14] leads to
HXψ = 0 = Hψ − ETψ +
[∑
i
µi(x)(Pi + 1)
]
ψ (5)
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2From Eq. 2 we see that the term in square brackets van-
ishes at the extremum of L, leading to the Schro¨dinger
equation Hψ = ETψ. This allows us to identify ET as
the fermionic ground state energy.
To perform the extremization we propagate the imag-
inary time (τ = it) Scro¨dinger equation for HX ,
∂ |ψ(τ)〉
∂τ
= −HX |ψ(τ)〉 (6)
which can be written in integral form as
〈x |ψ(τ + δτ)〉︸ ︷︷ ︸
Propagated wavefunction
ψ(x,τ+δτ)
=
∫
〈x| exp(−δτHX) |x′〉︸ ︷︷ ︸
Green’s function
G(x,x′,δτ)
〈x′ |ψ(τ)〉︸ ︷︷ ︸
Old wavefunction
ψ(x′,τ)
dx′.
(7)
Following traditional DMC, we sample our wavefunction
with a discrete set of walkers, each representing a par-
ticular point in configuration space xi and carrying a
corresponding weight wi:
ψDMC(x, τ) =
∑
i
wi(τ)δ(x− xi(τ)). (8)
Eq. 7 can then be interpreted as an evolution equation
for the walkers, where the Green’s function G(x, x′, δτ)
enters as a generalised transition probability from x′ →
x. Substituting ψDMC into this evolution equation, we
obtain the propagated wavefunction
ψDMC(x, τ + δτ) =
∑
i
wi(τ)G(x, xi(τ), δτ). (9)
Writing H = T + V , where T is the kinetic energy oper-
ator and V is the (local) many-body potential, allows us
to define the well-known [4] potential and diffusive parts
of the Green’s function
GV (x, x
′, δτ) ≡ exp (−δτ [V (x) + V (x′)]/2) ,
GD(x, x
′, δτ) ≡ 〈x| exp(−δτT ) |x′〉 ∝ exp
(
−|x− x
′|2
2δτ
)
.
For sufficiently small timesteps δτ  1, our full Green’s
function can then be written [14] as
G(x, x′, δτ) =
GX⇐⇒ Exchange moves︷ ︸︸ ︷[
N (x′)−
∑
i
Xi(x′)Pi
]
× GV (x, x′, δτ)︸ ︷︷ ︸
Potential weighting
×GD(x, x′, δτ)︸ ︷︷ ︸
Diffusion
× exp(δτET )︸ ︷︷ ︸
Population control
,
(10)
with
Xi(x′) = δτµi(Pix′),
N (x′) = 1−
∑
i
δτµi(x
′). (11)
We note that if we were to neglect the antisymmetric
constraint, we would recover the Green’s function of tra-
ditional DMC [4]. The multiplicative parts of the Green’s
FIG. 1. Schematic of wavefunction formation arising from
competing walker propagation channels (shown for three
fermions in a harmonic well).
function can be treated as different propagation stages
(see Fig. 1). The part arising from the fermionic con-
straint is labelled GX and can be applied to a walker
at x′ with weight w by carrying out the fermionic ex-
change {x′ → Pix′, w → −w} with probability Xi(x′).
These non-local exchange moves enforce the antisymme-
try of the wavefunction by allowing walkers sampling one
nodal pocket to stochastically switch to sampling any
symmetry-related nodal pocket. The tiling theorem [15]
then implies that any walker can access and contribute
weight to all nodal pockets. As a result, rather than
each walker simply contributing to the wavefunction at a
particular point in configuration space, it can now con-
tribute to all symmetry-related points. For simplicity,
in our implementation we choose the probabilities Xi(x′)
and N (x′) so that each of the exchange moves (including
no exchange) are equiprobable.
To maximise the effectiveness of the exchange moves,
we also consider how best to apply the other parts of
the Green’s function. The diffusive part of the Green’s
function applied to a set of walkers leads to the diffused
wavefunction
ψD(x) =
∑
i
wiGD(x, xi, δτ) (12)
as shown in Fig. 2 for two opposite-sign walkers. If
we represent this new wavefunction as a combination
of walkers with weights ±1 with configurations sampled
from the distributions P±(x) respectively, we must have
P+(x)− P−(x) = ψD(x). (13)
In traditional DMC each walker diffuses independently
by an amount sampled from GD, resulting in
P+(x) = P
(T )
+ (x) ≡
∑
wi>0
wi(τ)GD(x, xi, δτ)
P−(x) = P
(T )
− (x) ≡
∑
wi<0
|wi(τ)|GD(x, xi, δτ).
(14)
A drawback of this scheme when applied to signed walk-
ers is that it allows +ve walkers to move into a region
3FIG. 2. The diffusive propagation of two nearby walkers
of opposite sign located at x1 and x2 =⇒ ψD(x) =
GD(x, x2, δτ)−GD(x, x1, δτ) ≡ G2 −G1 (black dashed line).
The red (blue) shaded region show the portion of G2 (G1)
that can be cancelled in the propagation.
a)
b)
FIG. 3. Propagation schemes satisfying Eq. 13, applied to the
walkers in Fig. 2. (a) traditional DMC propagation (Eq. 14).
(b) our propagation scheme (Eq. 17). Note that in (a) there
is overlap of the +ve and -ve walker distributions. The same
is not true for (b).
where ψD is -ve, and vice versa, as can be seen from the
overlap of P+(x) and P−(x) in Fig. 3(a). This prohibits
the emergence of well-separated regions of +ve and -ve
walkers, corresponding to nodal pockets. Without stable
nodal pockets, the walkers end up sampling the bosonic
ground state with a randomly fluctuating sign. This is
known as bosonic collapse and arises in a simmilar fash-
ion to the exponentially decaying signal-to-noise ratio in
so-called release-node DMC [7]. An example is shown in
Fig. 4(a) for a system of three non-interacting fermions
in a harmonic well.
To avoid bosonic collapse, one particular sign of walker
should dominate at each point in configuration space.
Typically this sign is chosen according to the fixed-node
approximation as being equal to that of the trial wave-
function. We instead derive a propagation scheme that
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FIG. 4. The wavefunction of three non-interacting fermions
in a one-dimensional harmonic well, viewed along the (1, 1, 1)
direction (i.e along x = y = z where x, y, z are the coordinates
of the fermions). The analytic nodal surface is shown as a dot-
ted black line. From this projection, the nodal pockets can be
clearly seen. (a) Bosonic collapse from DMC with exchange
moves but without a stochastic nodal surface. (b) From DMC
with exchange moves and a stochastic nodal surface. (c) An-
alytic bosonic ground state. (d) Analytic fermionic ground
state.
encourages the formation of a stochastic nodal surface
which, in contrast to fixed-node DMC, is free to vary
and minimize the energy. In order to encourage the for-
mation of such a nodal surface, we seek the form of P±(x)
that maximizes the expected separation [16] of +ve and
-ve walkers, given by
〈|x+− x−|〉 =
∫
P+(x+)P−(x−)|x+− x−|dx+dx− (15)
This is equivalent to extremizing
S =
∫
S2+(x+)S
2
−(x−)|x+ − x−|dx+dx−
+
∫
λ(x)[S2+(x)− S2−(x)− ψD(x)]dx
(16)
with respect to S2±(x) ≡ P±(x) (introduced to ensure
P±(x) ≥ 0) and the Lagrange multiplier field λ(x) which
enforces the constraint ψD(x) = P+(x) − P−(x). This
leads, independently of the form of ψD(x) [14], to
P±(x) =
{
|ψD(x)| if sign(ψD(x)) = ±1,
0 otherwise.
(17)
These distributions have no overlap, as can be seen in Fig.
3(b). Applying this scheme to the same system of three
non-interacting fermions in a harmonic well results in the
4wavefunction shown in Fig. 4(b). Comparing to Fig. 4(d)
we see that the analytic nodal surface is reproduced. This
scheme is equivalent [14] to diffusing the walkers in the
traditional way followed by the corrective weight update
w →
{
f+(x)w if sign(w) > 0,
f−(x)w otherwise.
(18)
where
f±(x) = max
(
1− P (T )∓ (x)/P (T )± (x), 0
)
(19)
are effective weight cancellation functions, also shown
in Fig. 3. In certain limits, this scheme leads to
cancellation-based schemes proposed in the past [14, 17,
18].
For a fixed number of walkers, the average walker-
walker separation increases exponentially with the dime-
nensionality of configuration space. This allows the +ve
and -ve walkers more space to slip past one another and
induce the bosonic collapse of the wavefunction. How-
ever, this can be remedied by artificially increasing the
effective range of the walker’s influence over the nodal
surface. We can achieve this by introducing an effective
timestep δτeff, used to define a nodal surface from the
corresponding diffused wavefunction:
ψD,eff(x) =
∑
i
wiGD(x, xi, δτeff). (20)
We can see how increasing δτeff takes us from the bosonic
to the fermionic ground state of a Lithium atom and a
Beryllium atom in figure 5. We note that the resulting
fermionic ground state is stable as τ → ∞, in contrast
with transient methods such as release-node DMC.
The insights gained from this work suggest that it is the
strictly local influence of a DMC walker that is the limit-
ing factor in describing antisymmetric wavefunctions. A
natural way to incorporate this information is implicitly
in the form of the DMC walker itself. The simplest way
to do this is to modify each walker to represent a set of
symmetry-related points in configuration space, rather
than just a single configuration:
δ(x− xi)→
∑
P∈P
sign(P )δ(x− Pxi) (21)
where P is the set of all fermionic permutations of the
system. This representation arises [14] by imposing anti-
symmetry constraints for the wavefunction under any of
the permutations P, rather than the pairwise exchanges
E that we use in this work. Whilst these are equiva-
lent problems (the exchanges E generate the permuta-
tions P), they lead to different propagation schemes. The
scheme arising from Eq. 21 is equivalent to the so-called
second-quantized walkers introduced in Ref. [21]. For the
atomic and simple-harmonic systems that we have tried
this scheme works as well as or better than the exchange-
moves scheme. And, as pointed out in Ref. [21], evaluat-
ing the combinatorially-many additional terms that ap-
pear in the modified forms of the cancellation functions
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FIG. 5. The DMC trial energy of a Lithium atom (top)
and Beryllium atom (Bottom) as a function of the effective
timestep δτeff used to define the stochastic nodal surface. For
each value of δτeff, the energy was obtained from a simula-
tion of 105 walkers for 105 iterations with δτ = 10−3 atomic
units. The green lines are at the fermionic energies obtained
from Hylleraas-type expansions [19, 20]. We have used the
growth estimator of the energy [14] In order to include the
exchange contribution, leading to the relatively large energy
fluctuations shown.
f±(x) can be reduced to an O(N3) operation. Neverthe-
less, it is still more expensive than stochastic sampling
of the permutations via exchange-moves. A more de-
tailed analysis of the cost-benefit tradeoff between using
exchanges E or permutations P is therefore necessary.
In summary, we have constructed a scheme for
fermionic diffusion Monte Carlo that makes no reference
to a trial wavefunction. We have shown how the result-
ing propagation scheme can be interpreted as the for-
mation of a stochastic nodal surface, which is free to
vary and minimize the energy. We go on to derive a
diffusion scheme that maximally stabilizes this stochas-
tic nodal surface and show that stable fermionic ground
states for the Lithium and Beryllium atoms can be ob-
tained. We hope that methods based on the constrained-
optimization formalism of DMC introduced in this work
will enable studies to improve the understanding of nodal
surfaces in electronic wavefunctions. We also plan to ap-
ply this method to the study of exchange and correla-
tion in periodic systems, with the ultimate goal of gener-
ating exchange-correlation functionals for DFT calcula-
tions that do not depend on a choice of trial wavefunction
at the DMC level. An open-source C++ implementation
of the methods in this work is available [13].
5ACKNOWLEDGEMENTS
M.H. would like to thank his supervisor Richard Needs
for the academic freedom to persue side projects such as
this and Nick Woods for helpful discussions. He also ac-
knowledges the EPSRC Centre for Doctoral Training in
Computational Methods for Materials Science for fund-
ing under grant number EP/L015552/1.
[1] D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 566
(1980).
[2] S. Manten and A. Lu¨chow, The Jour-
nal of Chemical Physics 115, 5362 (2001),
https://doi.org/10.1063/1.1394757.
[3] M. Troyer and U.-J. Wiese, Phys. Rev. Lett. 94, 170201
(2005).
[4] W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Ra-
jagopal, Rev. Mod. Phys. 73, 33 (2001).
[5] B. M. Austin, D. Y. Zubarev, and W. A. Lester, Chem-
ical Reviews 112, 263 (2012).
[6] J. Toulouse, R. Assaraf, and C. J. Umrigar, in Electron
Correlation in Molecules – ab initio Beyond Gaussian
Quantum Chemistry , Advances in Quantum Chemistry,
Vol. 73, edited by P. E. Hoggan and T. Ozdogan (Aca-
demic Press, 2016) pp. 285 – 314.
[7] R. Assaraf, M. Caffarel, and A. Khelif, Journal of Physics
A: Mathematical and Theoretical 40, 1181 (2007).
[8] D. M. Ceperley and B. J. Alder, The Jour-
nal of Chemical Physics 81, 5833 (1984),
https://doi.org/10.1063/1.447637.
[9] N. M. Tubman, J. L. DuBois, R. Q. Hood, and B. J.
Alder, The Journal of Chemical Physics 135, 184109
(2011), https://doi.org/10.1063/1.3659143.
[10] P. J. Reynolds, D. M. Ceperley, B. J. Alder, and W. A.
Lester, The Journal of Chemical Physics 77, 5593 (1982).
[11] J. B. Anderson, The Journal of Chemical Physics 65,
4121 (1976).
[12] L. Mitas, Phys. Rev. Lett. 96, 240402 (2006).
[13] The xdmc code: https://github.com/miicck/xdmc.
[14] (2019), supplementary information.
[15] D. M. Ceperley, Journal of Statistical Physics 63, 1237
(1991).
[16] This separation maximization procedure results in the
same distributions P±(x) for any measure of separation
that is symmetric in x+ and x−, not just |x+ − x−|.
[17] Y. Mishchenko, Phys. Rev. E 73, 026706 (2006).
[18] J. B. Anderson, C. A. Traynor, and B. M. Boghosian,
The Journal of Chemical Physics 95, 7418 (1991).
[19] M. Puchalski and K. Pachucki, Phys. Rev. A 73, 022503
(2006).
[20] J. S. Sims and S. Hagstrom, Phys. Rev. A 4, 908 (1971).
[21] C. J. Umrigar, The Journal of Chemical Physics 143,
164105 (2015).
[22] L. Mita´sˇ, E. L. Shirley, and D. M. Ceperley, The Journal
of Chemical Physics 95, 3467 (1991).
6SUPPLEMENTARY INFORMATION FOR
STOCHASTIC NODAL SURFACES IN QUANTUM
MONTE CARLO CALCULATIONS
CONTENTS
I. Theory 6
A. Variation of L 6
B. Derivation of the Green’s function of HX 6
C. Second-quantized walkers 7
D. Derivation of optimal propagation scheme 8
E. Derivation of cancellation functions 8
II. Implementation details 9
A. Population control 9
B. Optimizations to diffusion scheme 9
C. Approximate walker cancellation schemes 9
1. Integrated weight cancellation 10
2. Green’s function overlap cancellation 10
3. Separation correction 11
References 12
I. THEORY
A. Variation of L
We look for extrema of
L[ψ] = ET + 〈ψ|HX |ψ〉 (22)
with respect to variation of ψ and ψ∗. Variations in ψ∗
are straightforward
L[ψ∗ + δψ∗] = ET +
∫
(ψ∗ + δψ∗)HXψdx
= L[ψ] +
∫
δψ∗HXψdx
!
= L[ψ] ∀ δψ∗︸ ︷︷ ︸
Extremization
=⇒ HXψ = 0.
(23)
Variations in ψ are more involved
L[ψ + δψ] = ET +
∫
ψ∗HX(ψ + δψ)dx
= LL[ψ]+[ψ] +
∫
ψ∗HXδψdx
= L[ψ] +
∫
ψ∗
[
T + V +
∑
i
µi(1 + Pi)
]
δψ.
(24)
We can shift the kinetic term to instead operate on ψ∗
by using integration by parts twice:∫
ψ∗
∂2δψ
∂x2i
dx
=
[
ψ∗
∂δψ
∂xi
]
∞︸ ︷︷ ︸
0
−
∫
∂ψ∗
∂xi
∂δψ
∂xi
dx
= −
[
∂ψ∗
∂xi
δψ
]
∞︸ ︷︷ ︸
0
+
∫
∂2ψ∗
∂x2i
δψdx
(25)
where we have assumed that ψ → 0 as |x| → ∞ to cancel
the boundary terms. We can also act with permutation
operators to the left within the integral because∫
f(x)Pig(x)dx
=
∫
f(x)g(Pix)dx
let z = Pix→
=
∫
f(Piz)g(z)dz
relabel z → x
=
∫
f(Pix)g(x)dx.
(26)
Putting this together we can write
L[ψ+ δψ] = L[ψ] +
∫
δψ
[
T + V +
∑
i
(1 + Pi)µi
]
ψ∗dx
(27)
where the permutation operators act to the right. Note
that µi now appears after the permutation operators. If
we assume µi is symmetric with respect to permutations
then we can pull it back through the permeation opera-
tors and write
L[ψ + δψ] = L[ψ] +
∫
δψHXψ
∗dx
!
= L[ψ] ∀ δψ︸ ︷︷ ︸
Extremization
=⇒ HXψ∗ = 0.
(28)
B. Derivation of the Green’s function of HX
For small timesteps, we derive the form of the Green’s
function
G(x, x′, δτ) = 〈x| exp (−δτHX) |x′〉 . (29)
Substituting our expression for HX we have (writing H =
T + V where T is the kinetic energy operator and V is
7the potential)
G(x, x′, δτ) =
〈x| exp(−δτ [T + V − ET +
∑
i
µi(x)(Pi + 1)]) |x′〉 .
(30)
For small timesteps δτ we can expand this as
G(x, x′, δτ) ≈ 〈x| exp(−δτ(V − ET )/2)×
exp(−δτ [T +
∑
i
µi(x)(Pi + 1)])
× exp(−δτ(V − ET )/2) |x′〉 .
(31)
Assuming V is a local potential (i.e V = V (x)) then this
may be written as
G(x, x′, δτ) ≈ exp(−δτ [V (x) + V (x′)− 2ET ]/2)×
〈x| exp(−δτ [T +
∑
i
µi(x)(Pi + 1)]) |x′〉 . (32)
The first part of this expression embodies the walk-
ers preference towards lower effective-potential configu-
rations, we shall denote it as
GV (x, x
′, δτ) ≡ exp(−δτ [V (x) + V (x′)− 2ET ]/2). (33)
It is clear to see that GV is small when V is large, corre-
sponding to a preference for making moves to configura-
tions with lower potential energy. Eq. 32 can be further
dissected by once again expanding for small timesteps
G(x, x′, δτ) ≈ GV (x, x′, δτ)×
〈x| exp(−δτT )[1−
∑
i
δτµi(x)(Pi + 1)] |x′〉
= GV (x, x
′, δτ)×[(
1−
∑
i
δτµi(x
′)
)
〈x| exp(−δτT ) |x′〉−
∑
i
δτµi(Pix
′) 〈x| exp(−δτT ) |Pix′〉
]
.
(34)
Defining additionally the well-known diffusive Green’s
function
GD(x, x
′, δτ) ≡ 〈x| exp(−δτT ) |x′〉 ∝ exp
(
−|x− x
′|2
2δτ
)
.
(35)
Our Green’s function can be written in more compact
form as
G(x, x′, δτ) ≈ GV (x, x′, δτ)×[(
1−
∑
i
δτµi(x
′)
)
GD(x, x
′, δτ)︸ ︷︷ ︸
Diffusion from x′→x
−
∑
i
δτµi(Pix
′) GD(x, Pix′, δτ)︸ ︷︷ ︸
Diffusion from Pix′→x
]
.
(36)
Noting that
|x− Pix′| = |Pi(x− Pix′)| = |Pix− x′|
=⇒ G(x, Pix′, δτ) = G(Pix, x′, δτ). (37)
And that, because Pi corresponds to exchanging identical
particles,
V (Pix) = V (x)
=⇒ GV (Pix, x′, δτ) = GV (x, x′, δτ). (38)
We can finally write the Green’s function as
G(x, x′, δτ) =
[(
1−
∑
i
δτµi(x
′)
)
−
∑
i
δτµi(Pix
′)Pi
]
×GV (x, x′, δτ)GD(x, x′, δτ).
(39)
Where Pi now acts on unprimed coordinates. Because
µi(x) appears in Hx as µi(x)(Pi + 1), the action of HX
on antisymmetric wavefunctions is independent of the
µi(x)’s.
C. Second-quantized walkers
Consider if, instead of solving the optimization prob-
lem with the wavefunction constrained to be antisym-
metric w.r.t pairwise fermionic exchanges E , we were to
constrain the wavefunction to pick up the sign of any of
the fermionic permutations P. The constraints that must
be satisfied are then
ψ(x) = sign(P )ψ(Px) ∀ P ∈ P. (40)
These constraints are equivalent to imposing the ex-
change constraints
ψ(x) = −ψ(Ex) ∀ E ∈ E , (41)
as any element of P can be obtained as a combination
of exchanges from E . Similarly to the exchange case,
permutations also result in an effective Hamiltonian:
HP = H − ET +
∑
P∈P
µP (x)(1− sign(P )P ). (42)
The Green’s function for this Hamiltonian is given by
GP (x, x
′, δτ) = 〈x| exp (−δτHP ) |x′〉 . (43)
8Following the derivation for HX , for small timesteps δτ
we have
GP (x, x
′, δτ) ≈ GV (x, x′, δτ)×
〈x| exp(−δτT )
[
1−
∑
P∈P
δτµP (x)(1− sign(P )P )
]
|x′〉
= GV (x, x
′, δτ)×[(
1−
∑
P∈P
δτµP (x
′)
)
︸ ︷︷ ︸
NP (x′)
GD(x, x
′, δτ)︸ ︷︷ ︸
Diffusion from x′→x
+
∑
P∈P
δτµP (Px
′)︸ ︷︷ ︸
Xp(x′)
sign(P ) GD(x, Px
′, δτ)︸ ︷︷ ︸
Diffusion from Px′→x
]
.
(44)
Choosing the µP (x)’s such that NP = 0 and XP (x′) is
constant (similarly to what we do for simplicity in the
HX case), and noting that for a matrix A with entries
Ai,j
det(A) = |A| =
∑
P∈P
sign(P )
∏
i
Ai,Pi , (45)
we can obtain the form of the Green’s function proposed
in Eq. 13 of Ref. [21]:
GP (x, x
′, δτ) =
GV (x, x
′, δτ)
∣∣∣∣∣∣∣∣∣
g(x1, x
′
1) g(x1, x
′
2) . . . g(x1, x
′
n)
g(x2, x
′
1) g(x2, x
′
2) . . . g(x2, x
′
n)
...
...
g(xN , x
′
1) g(xN , x
′
2) . . . g(xN , x
′
N )
∣∣∣∣∣∣∣∣∣
(46)
where
g(xi, x
′
j) =
1√
2piδτ
exp
(
− (xi − x
′
j)
2
2δτ
)
(47)
takes single-particle coordinates from the primed and un-
primed configurations as arguments. The propagation
of walkers according to Eq. 46 is an alternative method
to the propagation according to Eq. 39. It can be in-
terpreted as the propagation of a collection of second-
quantized walkers, each consisting of N ! symmetry-
related delta-function walkers.
D. Derivation of optimal propagation scheme
In order to encourage the formation of nodal pockets,
we seek the form of P±(x) that maximizes the expected
separation of +ve and -ve walkers, given by
〈|x+−x−|〉 =
∫
P+(x+)P−(x−)|x+−x−|dx+dx−. (48)
This is equivalent to extremizing
S =
∫
S2+(x+)S
2
−(x−)|x+ − x−|dx+dx−
+
∫
λ(x)[S2+(x)− S2−(x)− ψD(x)]dx
(49)
with respect to S2±(x) = P±(x) (to ensure P±(x) ≥ 0)
and the Lagrange multiplier λ(x) which enforces the con-
straint ψD(x) = P+(x)−P−(x). Extremization of S leads
to
δS
δS+(y)
=
∫
2S+(y)S
2
−(z)|z − y|dz + 2S+(y)λ(y) != 0,
(50)
δS
δS−(y)
=
∫
2S−(y)S2+(z)|z − y|dz − 2S−(y)λ(y) != 0.
(51)
Now, if we assume that both S+(y) 6= 0 and S−(y) 6= 0,
Eqs. 50 and 51 read
1
2S+(y)
δS
δS+(y)
=
∫
S2−(z)|z − y|dz + λ(y) = 0, (52)
1
2S−(y)
δS
δS−(y)
=
∫
S2+(z)|z − y|dz − λ(y) = 0. (53)
Adding these equations gives∫
(S2+(z)+S
2
−(z))|z−y|dz = 0 =⇒ S2+(z)+S2−(z) = 0,
(54)
a contradiction. This means that at most one of S2+(y) =
P+(x) and S
2
−(y) = P−(x) is non-zero (i.e the distribu-
tions of +ve walkers and -ve walkers are mutually exclu-
sive). Combined with the condition ψD(x) = P+(x) −
P−(x), we must have
P+(x) =
{
ψD(x) if ψD(x) > 0,
0 otherwise.
(55)
P−(x) =
{
−ψD(x) if ψD(x) < 0,
0 otherwise.
(56)
Note that this derivation does not depend on the form of
ψD(x).
E. Derivation of cancellation functions
In order to actually sample from the distribution given
in Eqs. 55 and 56 we split ψD(x) into +ve and -ve con-
tributions
ψ+(x) =
∑
wi>0
wiGD(x, xi(τ), δτ) ≥ 0,
ψ−(x) =
∑
wi<0
wiGD(x, xi(τ), δτ) ≤ 0
(57)
9where
ψD(x) = ψ+(x) + ψ−(x)
= ψ+(x)
[
1 +
ψ−(x)
ψ+(x)
]
︸ ︷︷ ︸
f+(x)
= ψ−(x)
[
1 +
ψ+(x)
ψ−(x)
]
︸ ︷︷ ︸
f−(x)
(58)
and
0 ≤ f+(x) ≤ 1 if ψD(x) > 0,
0 ≤ f−(x) ≤ 1 if ψD(x) < 0. (59)
This allows us to interpret f±(x) as a weight cancella-
tion function. In certain limits, this function leads to
cancellation-based schemes proposed in the past [14, 17,
18]. The prefactor of f±(x) in Eq. 58 is simply the
diffused wavefunction for the corresponding sign, ψ±(x).
This means we can diffuse a walker with weight w from
x → y normally according to GD(y, x, δτ) so long as we
then apply the weight update
w →

f+(y)w if ψ+(y) > ψ−(y) & w > 0,
f−(y)w if ψ+(y) < ψ−(y) & w < 0,
0 otherwise.
(60)
Where we evaluate ψ±(x, τ + δτ) directly via Eq. 57.
II. IMPLEMENTATION DETAILS
A. Population control
The fermionic ground state energy is given by ET ,
which serves as the Lagrange multiplier associated with
normalization. In DMC, the normalization condition is
met by keeping the total weight of walkers, W (τ) =∑
i |wi(τ)|, roughly constant. The expected total weight
after propagation from τ to τ + δτ is given by
〈W (τ + δτ)〉 =
∑
i
|〈wi(τ + δτ)〉|
=
∑
i
|wi(τ)G(xi(τ + δτ), xi(τ), δτ)|.
(61)
Separating this into contributions from different parts of
the Green’s function we have
〈W (τ + δτ)〉 ≈ exp(δτET )
∑
i
|wi(XVD)(τ)| (62)
where wi(XVD)(τ) is the weight of walker i after the ex-
change, potential and diffusion parts of the Green’s func-
tion have been applied. We keep the total weight roughly
constant by requiring
〈W (τ + δτ)〉 != W (τ) =
∑
i
|wi(τ)|
=⇒
ET (τ) ≈ 1
δτ
ln
( ∑
i |wi(τ)|∑
i |wi(XVD)(τ)|
)
.
(63)
This is known as the growth estimator of the energy and
is not typically used in DMC [4]. We use this estimator
because it automatically includes contributions from each
part of the Green’s function, using only knowledge of the
weights. In particular, it includes the contribution that
arises from the (non-local) exchange moves, which would
otherwise be difficult to evaluate [22].
As is typical in DMC, after modifying the weights ac-
cording to each part of the Green’s function, we treat
them with a birth-death algorithm. This algorithm is de-
signed to stop a single walker (usually in a low-potential
region) simply accumulating all of the weight and expo-
nentially dominating over the rest. In our implementa-
tion a walker with weight wi is replaced with b|wi| + uc
walkers, each with weight sign(wi). Here u is a uniform
random number ∈ [0, 1] and b·c is the floor function. This
procedure leaves 〈W 〉 unchanged, whilst preventing indi-
vidual weights from becoming too small or large.
a. Population explosion In atomic systems,
timestep error can lead to a walker diffusing too
close to the diverging electron-nuclear attraction and
obtaining a correspondingly divergent weight. This
is known as a population explosion. We mitigate this
outcome by defining a maximum walker weight wmax and
reverting any DMC iteration where max(|wi|) > wmax.
We also apply a softened version of the coulomb
interaction of the form
Vc,soft(r, rs) =
1
r + rs
(64)
for rs  1.
B. Optimizations to diffusion scheme
Because GD is a local object, ψ±(x) is dominated by
the walkers that are nearby, allowing approximation of
ψ±(x) by only considering the k nearest-neighbouring
walkers, leading to the algorithm described in Ref. [17].
Taking k = 1 corresponds to replacing ψD(x) wavefunc-
tion with the Voronoi wavefunction:
ψV (x) = sign(wi) where i = arg min
i
|x− xi|. (65)
An example of this wavefunction for two non-interacting
fermions in a 1D harmonic oscillator is shown in Fig. 6.
In order to actually obtain a speedup via this method,
an implementation of a quick nearest-neighbour lookup
(such as a k-d tree) would be required. This is because
the evaluation of min |x − xi| is of the same complexity
as the evaluation of ψ±(x).
C. Approximate walker cancellation schemes
We derive several approximate pairwise cancellation
schemes, whereby the weight of the ith walker is scaled
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FIG. 6. A Voronoi wavefunction for two non-interacting
fermions in a 1D harmonic oscillator. Red (blue) circles repre-
sent positive (negative) walkers. Crosses indicate walkers that
will be killed in the next iteration due to the Voronoi wave-
function of their peers. The wavefunction is positive (nega-
tive) in red (blue) shaded regions. The emerging stochastic
nodal surface at x1 = x2 can be clearly seen.
according to
wi → wi
∏
j∈Ji
fc(xi, xj , δτ) (66)
where
Ji = {j : sign(wj) 6= sign(wi)}. (67)
and fc(xi, xj , δτ) is a pairwise cancellation function obey-
ing the limits
fc(xi, xj , δτ)→ 0 as |xi − xj | → 0, (68)
fc(xi, xj , δτ)→ 1 as |xi − xj | → ∞. (69)
In the following sections we consider different forms of fc.
We note that the weights of each walker after propagation
and branching are either +1 or -1. As a result, we need
not concern ourselves with how to cancel walkers with
unequal magnitudes.
1. Integrated weight cancellation
From our propagated DMC wavefunction (see main
text), we can see that for two walkers at positions x1, x2
with weights +1,−1 the resulting weight distribution af-
ter propagation is
G(x, x1, δτ)−G(x, x2, δτ). (70)
Because of the sign difference, the resulting integrated
weight of these walkers after propagation will be less than
2;
W =
∫
|G(x, x1, δτ)−G(x, x2, δτ)|dx < 2. (71)
Applied to the diffusive part of the propagation, the total
weight after diffusion should be
WD = N
∫ ∣∣∣∣ exp(−|x− x1|22δτ
)
−exp
(
−|x− x2|
2
2δτ
) ∣∣∣∣dx.
(72)
Where N = (2piτ)−D/2 is the normalization factor for
the diffusive Green’s function (D is the dimensionality of
configuration space). The integrand is shown along the
x2 − x1 direction in figure 7(a). Defining y = x − (x1 +
x2)/2 and d = (x2− x1)/2 this reads
WD = N
∫ ∣∣∣∣ exp(−|y + d|22δτ
)
− exp
(
−|y − d|
2
2δτ
) ∣∣∣∣dy.
(73)
We may now rotate our coordinates to z = Uy where
UTU = 1 and Ud = e1|d| (i.e define the new coordinate
system so that d is parallel to the z1 axis). Using also
the fact that |UT z − d| = |U(UT z − d)| = |z − Ud| we
have
WD = N
∫ ∣∣∣∣ exp(−|z1 + |d||22δτ
)
− exp
(
−|z1 − |d||
2
2δτ
) ∣∣∣∣dz1
×
∫ 3N∏
n=2
exp
(
− z
2
n
2δτ
)
dzn.
(74)
The term within the modulus operation in Eq. 74 is pos-
itive when z1 < 0 and negative when z1 > 0. This allows
us to split up the integral as∫ ∣∣∣∣ exp(−|z1 + |d||22δτ
)
− exp
(
−|z1 − |d||
2
2δτ
) ∣∣∣∣dz1
=
∫ 0
−∞
exp
(
−|z1 + |d||
2
2δτ
)
− exp
(
−|z1 − |d||
2
2δτ
)
dz1
+
∫ ∞
0
exp
(
−|z1 − |d||
2
2δτ
)
− exp
(
−|z1 + |d||
2
2δτ
)
dz1.
(75)
Evaluating these integrals in terms of the error function,
we obtain
WD = 2 erf
( |d|√
2δτ
)
. (76)
We see that as |d| → ∞, WD → 2; we maintain the full
weight of both walkers. As |d| → 0, WD → 0 and the
walkers annihilate one another. This allows us to define
the integrated-weight (IW) cancellation function (shown
in figure 8)
f IWc (xi, xj , δτ) = erf
( |xi − xj |
2
√
2δτ
)
. (77)
2. Green’s function overlap cancellation
Another way of thinking about the cancellation of
walkers is to consider how much the Green’s functions of
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(a) The propagation of two nearby, opposite sign walkers
ψ(x) = GD(x, x2, δτ)−GD(x, x1, δτ) ≡ G2 −G1 (black
dashed line). The green (red) shaded region show the
portion of G2 (G1) that is cancelled in the propagation
(b) The distributions of positive and negative walkers
resulting from maximal-separation diffusion of the walkers
shown in figure 7(a). Note that 〈x−〉 6= x1 and 〈x+〉 6= x2.
FIG. 7. The propagated wavefunction for two nearby walkers
at x1 and x2 with opposite signs.
walkers with different signs overlap. The overlap of the
diffusive part of two walkers Green’s functions is given
by
O(x1 = x2, δτ) ∝
∫
GD(x, x1, δτ)GD(x, x2, δτ)dx
=
∫
exp
(
− 1
2δτ
((x− x1)2 + (x− x2)2)
)
= exp
(
− (x1 − x2)
2
4δτ
)∫
exp
(
− y
2
δτ
)
dy
= (δτpi)D/2 exp
(
− (x1 − x2)
2
4δτ
)
(78)
where D is the dimensionality of configuration space
and to get the second to last line we completed the
square in the exponent and defined y = x− (x1 + x2)/2.
Clearly this overlap is maximal when x1 = x2, in which
case walkers of opposite sign should cancel completely,
and approaches zero as |x1 − x2| → ∞, in which case
no cancellation should occur. This provides us with
the Green’s-function-overlap (GFO) cancellation func-
tion (also shown in figure 8)
fGFOc (xi, xj , δτ) = 1− exp
(
− (x1 − x2)
2
4δτ
)
. (79)
0 1 2 3 4
|d|/√δτ
0.0
0.2
0.4
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0.8
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w
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FIG. 8. The integrated weight (IW, Eq. 76) and Green’s
function overlap (GFO, Eq. 79) cancellation functions. Here
d = x1 − x2 and we consider updating the weight w → w′.
From Fig. 8 we see that this form of cancellation is typi-
cally of longer range than that of IW cancellation. This
means that GFO is potentially a more useful approximate
method for high-dimensional systems.
3. Separation correction
We consider once again the diffusive propagation of
two nearby walkers of opposite signs at x1 and x2. From
figure 7(b) we see that the expected separation of prop-
agated +ve and -ve walkers is larger than the original
separation of x1 and x2. This would not be the case if
we were to sample moves from the Green’s function of
each walker individually. Following a similar approach
used in section II C 1, the expected separation is given
by
S± = 〈|x+ − x−|〉 =
2N
∫ ∞
0
[
exp
(
−|z1 − |d||
2
2δτ
)
− exp
(
−|z1 + |d||
2
2δτ
)]
z1dz1
=
2|d|
erf
(
d/
√
2δτ
) .
(80)
For large separations the walkers do not influence one
another and we have S± → 2|d| = |x1 − x2| as |d| →
∞, but when the walkers are near to one another S± >
|x1−x2| To account for this we update each opposite-sign
walker pair according to
x1 → x1 + x2
2
+ dnew
x1 − x2
|x1 − x2| ,
x2 → x1 + x2
2
− dnew x1 − x2|x1 − x2|
(81)
where
dnew =
|d|
erf
(
d/
√
2δτ
) . (82)
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