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Analysing and learning from spatio-temporal datasets is an important process in many domains, including
transportation, healthcare and meteorology. In particular, data collected by sensors in the environment allows
us to understand and model the processes acting within the environment. Recently, the volume of spatio-
temporal data collected has increased significantly, presenting several challenges for data scientists. Methods
are therefore needed to reduce the quantity of data that needs to be processed in order to analyse and learn
from spatio-temporal datasets. In this paper, we present the k-Dimensional Spatio-Temporal Reduction method
(kD-STR) for reducing the quantity of data used to store a dataset whilst enabling multiple types of analysis on
the reduced dataset. kD-STR uses hierarchical partitioning to find spatio-temporal regions of similar instances
and models the instances within each region to summarise the dataset. We demonstrate the generality of
kD-STR with 3 datasets exhibiting different spatio-temporal characteristics and present results for a range of
data modelling techniques. Finally, we compare kD-STR with other techniques for reducing the volume of
spatio-temporal data. Our results demonstrate that kD-STR is effective in reducing spatio-temporal data and
generalises to datasets that exhibit different properties.
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1 INTRODUCTION
Spatio-temporal data generated by sensors in an environment is widely used in many domains,
and analysing or learning from such data allows us to understand processes in the environment. In
spatio-temporal datasets, correlations between nearby sensors and time intervals can be exploited to
better model or predict trends [39]. For example, in the transportation domain, Lv et al. used spatial
and temporal correlations to create a traffic flow prediction model using a deep learning architecture
[26]. Common tasks in analysing or learning from spatio-temporal data include: (i) imputing missing
instances at locations or times not sampled; (ii) identifying unusual behaviours, such as sensors that
perform unexpectedly or time periods wherein instances do not fit expected trends; (iii) calculating
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summary statistics over features or calculating the variance from the expected trend within a time
period; (iv) comparing time periods or sensors, for example performing a month-on-month time
series analysis; and (v) predicting future instances. These tasks are all aided by the correlations
present in spatio-temporal data.
In recent years, the volume of spatio-temporal datasets has increased significantly, presenting
several challenges for data scientists. Such increases in data volume require more computational
time and memory to process and analyse the data. Often this task can become infeasible, and so
methods are required to reduce the volume of data to be processed whilst minimising the error
introduced in later analysis or modelling. The aim is not necessarily to compress the data, since
many analysis tasks cannot be achieved on compressed data. Rather, the aim is to summarise the
data in a way that allows analysis to be performed directly on the summarised data.
In previous work [37], we introduced the 2-Dimensional Spatio-Temporal Reduction (2D-STR)
method for reducing the quantity of data used to store a spatio-temporal dataset with a single
temporal dimension and single spatial dimension, such as a link-based representation for transport
infrastructure. 2D-STR partitions the dataset into a set of spatio-temporal regions, and models the
instances within each region to summarise the data. Beginning with a single region, 2D-STR trades
improved reconstruction accuracy and increased storage overhead to meet the user’s desired level
of reduction. This is achieved by either increasing the number of partitions, or increasing the
accuracy of the model in one of the regions of the reduced dataset.
However, 2D-STR cannot be applied directly to datasets containing two or more spatial dimen-
sions since it is ambiguous how sensors and time intervals should be grouped into partitions.
Therefore, this paper makes three main contributions: (i) we introduce kD-STR, which provides
a solution for this issue and generalises the reduction process for k spatio-temporal dimensions,
(ii) we demonstrate the generality of kD-STR for datasets exhibiting different spatio-temporal
characteristics, and (iii) we provide an analysis of the time and memory complexity of kD-STR.
Compared with other model-based reduction techniques, kD-STR uses the variability of instances
in time and space to partition the dataset, rather than adapting a fixed-size partitioning scheme. By
modelling all instances within each partition, kD-STR can capture the nuances of the data whereas
existing techniques often replace similar partitions with links to the same model. Furthermore,
instances can be imputed using just the desired location and time as input for the stored models. In
contrast, existing techniques require further transformations to the model output, increasing the
computation time of information retrieval.
The remainder of this paper is structured as follows. Section 2 reviews existing methods for
reducing the volume of spatio-temporal datasets. Section 3 formalises the problem of reducing a
dataset in a manner that enables analysis to be performed on the reduced data, and introduces the
notation used in the paper. Section 4 describes the proposed approach, kD-STR. Sections 5 and 6
evaluate the effectiveness of kD-STR on three sources of data exhibiting different spatio-temporal
characteristics, and compare its performance with existing reduction techniques. Finally, Section 7
concludes the paper and gives future directions of this work.
2 RELATEDWORK
The quantity of data present in many spatio-temporal datasets makes them difficult or infeasible
to process in their raw forms. To facilitate faster modelling and analysis, several techniques exist
for reducing the quantity of data that needs to be processed. Such techniques aim to minimise the
difference between analysis performed on, or models created from, the original dataset and the
reduced dataset. Other techniques result in smaller reduced datasets, yet the reduced data output is
only useful for answering specific questions. In this section, we summarise the existing methods
for reducing the quantity of data to be processed in a spatio-temporal dataset.
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2.1 Feature Selection and Extraction Techniques
Many existing methods for reducing datasets focus on removing a subset of features, thereby
reducing the quantity of data stored for each instance. Feature selection methods, which choose
a subset of features from the original dataset, can be separated into three categories. First, filter
methods rank features according to a relevance criterion, such as Shannon entropy, and remove
any features that score below a defined threshold. However, choosing such a threshold is often
dataset specific and can be time consuming. Second, wrapper methods use search algorithms to
find the optimal subset of features according to an objective function [7]. Third, embedded methods
aim to incorporate feature selection as part of the training process of machine learning. Embedded
methods evaluate different fixed-size subsets of features to find the subset that consistently yields
the smallest classification error.
Several feature selection techniques for real-valued data, such as that generated by sensors in
urban datasets, have been evaluated and compared in the context of different domains. Meskina
compared the results of building machine learning models on full datasets versus the same datasets
after they had been reduced by the FOCUS [2] and RELIEF [19] filtering methods [28]. FOCUS
iteratively searches increasingly larger combinations of features until a combination is found that
accurately separates two target classes, whilst RELIEF ranks features using a statistical relevance
measure and selects the fewest ranked features that are sufficient to separate classes. Meskina
found the outputs of both methods achieved similar accuracy rates for Support Vector Machine,
Naïve Bayes and k-nearest neighbour classification compared to using the full dataset. However,
the time required for classification was remarkably lower [28]. In a similar evaluation, Christopher
and Balamurugan found correlation based feature selection achieves 97.8% of the accuracy achieved
with the entire dataset using 12 of the original 181 features [9]. Several other feature selection
techniques for real-valued data exist, and a number of reviews of these can be found in the literature
[7, 23, 24, 41, 47, 48].
In contrast to feature selection, feature extraction (or feature engineering) methods project the
original features onto a new feature space, often of a differing dimensionality. The best mapping is
that which optimises an objective criterion, such as explained variance or accuracy, when combined
with modelling. Linear feature extraction algorithms include Principal Components Analysis (PCA)
[33] and Linear Discriminant Analysis (LDA) [27]. Whilst PCAmaximises the inter-feature variance
for created features, LDAminimises the variance within a class and maximises the variance between
classes. Assumptions made by PCA often require adaptations for spatio-temporal data, and these
have been discussed in literature [12]. Non-linear algorithms, sometimes referred to as manifold
learning, map high-dimensional datasets to lower dimensions such that the mapping reflects the
structural features of the original dataset. Examples such as Isomap, which uses a geodesic distance
to measure the distance between instances, and Locally Linear Embedding (LLE) [34], which
improves on Isomap by reducing the computation required, have been reviewed and compared in
literature [25].
Whilst effective at reducing the volume of a dataset, feature selection and extraction techniques
do not take advantage of the correlations and patterns present in spatio-temporal data. Furthermore,
they may remove features that are significant for subsequent analysis or fail to capture nuances that
may be of interest in later processing [18]. Removing features requires the user to have knowledge
of the analysis they are to perform ahead of time. Instead, it may be more beneficial to retain
information about all features. Therefore, whilst feature selection and extraction techniques are
widely used, methods that take advantage of the correlations present in spatio-temporal data and
retain information about all features may be more useful.
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2.2 Instance Selection and Abstraction Techniques
Instance selection techniques choose a subset of instances from the original dataset that are sufficient
for later processing tasks. For example, in a classification task they choose and retain only those
instances that are sufficient to accurately classify unseen data. Several important and established
algorithms currently exist for this task, such as the IB3 incremental algorithm [1]. In IB3, a set
of output (i.e., selected) instances S is initialised to contain a single instance chosen from the set
of input instances. Then, the remaining instances in the input set are considered in turn. If an
instance being considered, x , and its nearest neighbour in S have different class labels, x is added
to S. However, if the nearest neighbour to x in S has the same class label, x is disregarded and not
added to S. After all input instances are considered, S contains the instances that are sufficient for
classifying instances similar to the input instances. In the spatio-temporal domain, Whelan et al.
have used the k-medoids clustering technique to reduce a dataset to k instances [43, 44].
Like feature extraction, instance abstraction techniques create a smaller set of new prototype
instances which represent the original instances but do not necessarily exist in the original dataset.
Prototyping has been shown to create reduced training sets for tasks such as k-nearest neighbour
classification, and training models on these reduced datasets is demonstrably faster with minimal
effects on classification accuracy [31]. A simple example, the Prototypes for Nearest Neighbour
(PNN) algorithm, is a supervised method which iteratively creates weighted prototypes that are
expected to achieve approximately the same classification accuracies as the original instances [8].
Another example, the Decision Surface Mapping (DSM) algorithm, selects instances randomly from
the set of original instances to become prototypes [17]. Each of the instances in the original dataset
are then considered and classified according to the prototypes. When an instance is incorrectly
classified, the DSM algorithm rewards the nearest neighbour of the correct class by moving it
closer to the considered instance whilst the nearest overall neighbour is moved further away.
The Learning Vector Quantization (LVQ) family of algorithms operate in a similar fashion to the
k-means algorithm [20]. Instead of updating prototypes only when a misclassification is made, the
LVQ algorithm updates prototypes even when an instance is correctly classified. Comparisons of
instance abstraction techniques can be found in the literature [40].
Like feature selection methods, both instance selection and abstraction techniques remove in-
stances from the dataset that may be of significance in later processing. For example, removing
instances may increase inaccuracies in imputation tasks or in the calculation of statistics. Further-
more, querying the removed instances may no longer be possible. Therefore, techniques such as
these restrict the analysis that can be performed on the reduced data they output.
2.3 Data Sketching
The techniques discussed until now focus on removing or prototyping features and instances.
In contrast, data sketching techniques create query-specific summaries of the data using a fixed
number of passes over the data. Many sketching techniques focus on counting items, such as
the Count-Min sketch and its adaptation for real-valued data [11, 36]. Another, the Bloom Filter,
answers membership questions using hash tables [6]. The HyperLogLog (HLL) algorithm uses a
probabilistic counter to answer cardinality questions and is sufficiently efficient to be used with very
large quantities of data [16]. However, these techniques do not consider the spatial and temporal
nature of the data and do not support analysis questions such as those presented in Section 1.
In the spatio-temporal domain, methods have been proposed that combine instance selection data
sketching with the Kalman filter to track large-scale spatio-temporal processes [4]. Furthermore,
Tai et al. presented a sketching method for building linear classifiers over a spatio-temporal dataset
[38]. By building linear classifiers over the temporal stream of each sensor, correlated features can
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be identified whilst also permitting analysis of a stream’s instances. However, this methodology
destroys features which are not heavily weighted by the linear classifier.
Sketching techniques are limited in the analyses or later modelling they permit [10]. They are
created specifically for particular queries and, since the original dataset is destroyed after the sketch
is created, it is not possible to reconstruct the data for other analyses. Most do not take advantage
of the correlations present in spatio-temporal data, and many require knowledge of which features
will be of interest before the sketch is created. This may not be known ahead of time.
2.4 Data Reduction using Modelling
Whilst the techniques discussed above result in the loss of instances or features, some techniques
exist for reducing a dataset using statistical modelling. The IDEALEM algorithm partitions a data
stream into blocks of a fixed size [22, 46]. Key statistical properties about these blocks, such as
min, max and average values, are then used to identify those blocks which are statistically similar.
For each set of similar blocks, the raw data of one block is retained along with statistics about
the block and where it repeats in the data stream. By processing each of its prototype blocks,
IDEALEM allows us to identify unusual temporal periods that do not fit expected trends. It also
enables comparison of different sensors or time periods, retains information about all features,
and allows for the faster generation of statistics compared to the original data stream. However,
replacing blocks with links to a similar block introduces error. Furthermore, since the method
does not consider the spatial nature of spatio-temporal data, IDEALEM does not permit spatial
imputation without further modelling.
Similar to IDEALEM, the ISABELA algorithm partitions each feature into fixed size spatial
windows and sorts the observed values into ascending order within each window [21]. A B-spline
curve is then fitted to each window and the parameters of the curve stored using temporal encoding.
Since the instances in each window are stored in ascending order by value, a mapping back to
the temporal ordering also needs to be stored. This is not necessary with many real-world sensor
datasets, such as traffic data, which are more smooth and cyclic than the data motivating ISABELA1.
Furthermore, the reduced representation given by ISABELA makes imputation of values impossible
without mapping the data back into temporal order. Statistics can be generated over the data if the
temporal period of interest is exactly covered by a window, otherwise mapping back into temporal
order is again required. In the same way, identifying unusual spatial or temporal regions is partially
supported.
Deep autoencoders have also been used to model the temporal features of spatio-temporal
datasets [42]. The Sparse Autoencoder (SAE) has been used to reliably estimate missing data in
spatio-temporal sensor datasets [45]. This fitting of a summary, which minimises the root mean
square error (RMSE) over instances in the discrete spatial and temporal dimensions, is able to
impute missing values given other instances from the same time interval. It may be possible to
adapt this approach to incorporate multiple time intervals, e.g., the whole dataset, and store the
autoencoder weights for the purposes of reproducing the dataset. However, autoencoder weights
are incomprehensible in analysis and so prevent manual analysis of the reduced dataset.
In the domain of traffic dataset analysis, Pan et al. have proposed a two-part algorithm that
summarises a spatio-temporal traffic sensor dataset [32]. Their method creates a spatio-temporal
signature of the dataset using a technique such as wavelet decomposition, and a set of outliers that
fall outside an acceptable error margin of this signature. Whilst this technique is good at capturing
the cyclic and seasonal natures of some datasets, it performs poorly on datasets containing irregular
patterns or many outliers. For example, in road traffic data, instances from national holidays
1In other work, discrete cosine transforms have been shown to effectively reduce similar datasets [5].
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(temporal domain) and areas of construction work (spatial domain) are known to deviate from
regular traffic cycles, and so will be labelled as outliers. The algorithm will only retain some of
these outlier instances due to its probabilistic nature. Therefore, reconstruction of these spatial and
temporal regions may be poor.
3 SPATIO-TEMPORAL DATA REDUCTION
To capture information that may be needed for later analysis, many datasets sample spatial and
temporal processes at high frequency and resolution. This often results in datasets that contain
regions of low variability where the process being sampled exhibited little change. For example,
many weather datasets are sampled at 15 minute intervals, yet the weather they report can exhibit
low change for several hours at a time. Therefore, such spatio-temporal datasets are very large but
contain high spatial and temporal autocorrelation.
To decrease the quantity of data to be analysed or modelled in these cases, we can group similar
adjacent instances together to form spatio-temporal regions. Each of these regions can then be
reduced to a model of the instances within the region. This reduces both the number of instances
in the reduced dataset, since each region becomes a single model in the reduced dataset, and
the quantity of data used to store the information within each region. Whilst IDEALEM [22, 46],
ISABELA [21], and the method presented by Pan et al. [32] take a similar approach, they use
either single or fixed-sized regions defined over the spatial and temporal domains. Instead, by
forming regions where the dataset exhibits little change, we argue that less complex models can be
used to accurately represent the data. The nuances of the original instances can be maintained,
and answering queries on the reduced dataset is still supported. In this section, we formalise this
approach and the notation used in this paper.
A spatio-temporal dataset D is a set of instances generated by a set of synchronous or asynchro-
nous sensors. Each instance in D is recorded at a location s ∈ SD at time t ∈ T . Therefore, we
can reference each instance in D using the notation dt,s . Here, T is the continuous 1-dimensional
temporal domain and SD is the continuousD-dimensional spatial domain, thus the spatio-temporal
space is k dimensional, where k = 1 + D. In this work, we assume that each sensor exists at a
unique location and records at most one instance at any given time, thus only one instance can
exist at a given time and location (t , s)2.
Each instance dt,s is a vector of values over the set of features F , i.e., dt,s = ⟨d1t,s , ...,d |F |t,s ⟩.
For example, in a weather dataset these features may be rainfall, temperature and humidity. For
generality we assume that these features are real-valued. Therefore, the dataset is a mapping from
the k-dimensional spatio-temporal space to the |F |-dimensional feature space, D : T × SD →
R |F | . Techniques exist for representing binary and categorical features as real-valued data, and
appropriate partitioning algorithms can be used for binary and categorical features.
To reduce the dataset D, we wish to find the set R = {r1, ..., r |R |} of non-overlapping regions in
theT × SD space. Each region ri ∈ R is defined by a bounding spatial polygon Pi in the SD space, a
beginning time tb and ending time te . The subset of instances in D that exist within the spatial and
temporal bounds of region ri is denoted by Di , where Di = {dt,s ∈ D | inside(s, Pi ), tb ≤ t ≤ te }
and ⟨Pi , tb , te ⟩ = ri . Here, the function inside(s, Pi ), is used to indicate that location s is within the
bounding polygon Pi of region ri .
2In some scenarios a dataset may contain multiple instances recorded at the same location and time. For example, multiple
sensors may be located at the same location and record instances at the same time. In these scenarios, multiple models may
be output by the reduction process, thus allowing multiple response values to be modelled for the same location and time
input. This is discussed further in Section 7.
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Fig. 1. (a) Sensors in a spatio-temporal dataset are shown at their spatial locations with the space decomposed
into Voronoi polygons [3]. (b) Instances recorded at these sensors, coloured by their similarity. (c) The instances
have been grouped into spatio-temporal regions, where each region is defined by the union of the Voronoi
polygons of its constituent sensors, and a starting and ending time interval.
The process of partitioning theT × SD space into regions, where D = 2, is shown in Figure 1. In
(a), sensors from a dataset are shown at their locations in the 2-dimensional spatial domain, which
has been split into Voronoi polygons surrounding each sensor. In (b), instances recorded at the
sensors have been colour coded by their similarity. For example, instances denoted by blue squares
are more similar to each other than to instances denoted by red triangles, yellow circles and green
pentagons. Finally, in (c), the instances from (b) have been grouped into 9 regions. Each region is
defined by a spatial polygon and start and end time. For example, region 4 exists in the top-right of
the space, from time 1 to time 2. This partitioning method is applicable to any number of spatial
dimensions, however we focus on 2 spatial dimensions for simplicity.
Each region ri is associated with a modelmj fitted to Di , and we refer to the set of models asM .
Furthermore, we denote |mj | to be the number of coefficients used to store modelmj . In kD-STR,
we assume that a single modelling technique is used, thereby removing the need to store which
modelling technique was used for each region. We may form a model for each region, i.e., |R | = |M |,
or associate a subset of regions with the same model, i.e., |R | , |M |. Finally, the term reduction is
used to refer to the set of regions and models, denoted by the tuple ⟨R,M⟩. The notation used in
this paper is summarised in Table 1.
When reducing D to ⟨R,M⟩ we wish to minimise the information lost. One way of measuring
information loss is to reconstruct the dataset from ⟨R,M⟩ as D ′ and measure the difference between
each instance dt,s ∈ D and the corresponding instance d ′t,s ∈ D ′. A simple example is the mean
absolute percentage error (MAPE) averaged across the dataset:
eMAPE(D,D ′) = 1|D | · |F |
∑
dt,s ∈D
∑
f ∈F
d ft,s − d ′ ft,sd ft,s
 (1)
However, MAPE is undefined for instances containing feature values of 0, such as rainfall datasets.
Therefore, it is unsuitable as a measurement of error in the reduction of such datasets. An alternative
measure is the normalised root mean square error (NRMSE) averaged across the dataset:
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Table 1. Notation used in this paper
Symbol Definition
D Original dataset containing instances in the spatio-temporal space T ×
SD , with the number of instances in D denoted |D |
F The set of real-valued features in D, excluding the referencing features
T and SD
dt,s An individual instance in D
d
f
t,s Value of dt,s for feature f ∈ F
R A set of non-overlapping spatio-temporal regions in the T × SD space
ri An individual spatio-temporal region in R
Pi The set of D-dimensional coordinates defining the bounding spatial
polygon of region ri
Di Set of instances of dataset D contained in region ri
M Set of summary models of the instances in dataset D
mj Individual summary model, fitted over the a subset of instances in D,
with the number of coefficients used to storemj denoted |mj |
⟨R,M⟩ A reduction of dataset D
e(D, ⟨R,M⟩) Error introduced after D is reduced to regions R and modelsM
q(D, ⟨R,M⟩) Ratio of storage required for regions R and summary models M com-
pared to the original dataset D
h(D, ⟨R,M⟩) Objective function used to find the best reduction given parameter α ,
the constant that prioritises between e(D, ⟨R,M⟩) and q(D, ⟨R,M⟩)
eNRMSE(D,D ′) = 1|F |
∑
f ∈F
ψ (f ,D,D ′)
range(f ) (2)
where,
ψ (f ,D,D ′) =
√∑
dt,s ∈D (d ft,s − d ′ ft,s )2
|D | (3)
and range(f ) = maxt,s (d ft,s ) −mint,s (d ft,s ). In general, we refer to the error introduced by reducing
D to ⟨R,M⟩ as e(D, ⟨R,M⟩). When using a difference metric between D and the reconstructed D ′,
we say e(D, ⟨R,M⟩) = e(D,D ′).
Whilst minimising the error introduced in reduction, we also wish to minimise the storage cost
of the reduced dataset. To store an instance in the original dataset, a location point for each of the
D spatial dimensions, a time in the temporal dimension, and a value for each of the F real-valued
features must be stored. The storage cost of the original dataset is then the cost per instance
multiplied by the number of instances:
storage(D) = |D | · (|F | + k) (4)
In the case of the reduced dataset, the storage required for each region is a start and end time
in the temporal dimension, the set Pi of points that define the bounding polygon of the region in
the spatial domain, and the setmj of coefficients required to store the model of the region. Each
point in the set Pi requires a value for each of the D spatial dimensions to be stored. Therefore,
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the storage cost of the reduced dataset is the sum of region costs as shown in Equation 5, where
(|Pi | · (k − 1)) is the number of values stored for the spatial boundary of a region ri , and 2 values
are used to store the beginning and end times of ri . Furthermore, |mj | is the number of coefficients
used to store the modelmj .
storage(⟨R,M⟩) =
|R |∑
i=1
((|Pi | · (k − 1)) + 2) + |M |∑
j=1
|mj | (5)
We use the ratio of the storage cost of the reduced and original datasets to define the storage
ratio, as shown in Equation 6.
q(D, ⟨R,M⟩) = storage(⟨R,M⟩)
storage(D) (6)
Finally, in reducing a dataset we wish to balance the reduction in storage against the error
introduced. The best balance is subjective and depends on the dataset being reduced as well as
the kinds of analysis to be performed after reduction. Given the user’s preference, we can use
the objective function h(D, ⟨R,M⟩) defined in Equation 7 to find the optimal reduction. Here, the
parameter α is used to indicate the user’s preference for the balance between reduction in storage
and minimising the error introduced. The parameter α is bounded to the range [0, 1] and must be
determined before reducing the dataset.
h(D, ⟨R,M⟩) = α · q(D, ⟨R,M⟩) + (1 − α) · e(D, ⟨R,M⟩) (7)
4 kD-STR: k-DIMENSIONAL SPATIO-TEMPORAL REDUCTION
In this paper, we introduce the k-Dimensional Spatio-Temporal Reduction method (kD-STR) for
achieving the goal of reduction described in Section 3. As input, the method takes the dataset to be
reduced, the parameter α , which indicates the user’s preference for reduction in storage volume
versus introduced error, and a preferred modelling technique. kD-STR is an iterative algorithm that
begins by forming a partitioning tree over the dataset. Then, starting with a single region at the root
of the tree, a model is fitted to the instances within the region to summarise the data. Next, kD-STR
iteratively determines whether to partition the T × SD space into more non-overlapping regions,
or to increase the model complexity of one of the existing regions, with the aim of improving its
accuracy. The decision taken at each step is that whichminimises the objective functionh(D, ⟨R,M⟩).
In this section, we describe each of the steps of kD-STR.
4.1 Data Partitioning
By identifying spatio-temporal regions of similar instances, kD-STR is able to reduce a dataset
to a set of regions and models. Whilst methods exist for creating a partition tree over a dataset,
such as quadtree and octree decomposition [35], the number of new partitions introduced by these
methods at each level of partitioning is fixed. Instead, it is more beneficial to use the variation
of feature values over space and time to determine how many partitions are introduced at each
level of the partition tree. kD-STR uses the difference between instances within the data itself to
determine how many regions should be placed over the T × SD space at each level of partitioning.
Each region is defined by a piece-wise linear polygon in the spatial domain and a beginning and
ending time in the temporal domain.
To begin partitioning the dataset, the instances are first clustered into a set of clusters C using
hierarchical agglomerative clustering in the feature space. By clustering instances in the feature
space, rather than clustering in the T × SD space, kD-STR clusters together instances that have
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Table 2. Example footfall data recorded at the 9 sensors (A-K) shown in Figure 1.
Sensor
A B C D E F G H I J K
Time step
0 252 278 148 193 279 248 267 296 45 241 58
1 247 305 153 145 301 212 207 292 67 201 52
2 210 296 139 134 299 199 192 287 39 189 46
Fig. 2. (a) The cluster tree created by hierarchical clustering on the data in Table 2. Each node in the cluster
tree shows the bounds defining the cluster. Solid arrows are used to show which clusters decompose into
new clusters at each level of the tree, and dashed arrows are used to show clusters that remain the same. (b)
The resulting partitioning tree.
similar feature values regardless of when and where the instances were recorded. Hierarchical
clustering is used as the clusters found in the feature space are not expected to be globular and
the resultant cluster tree allows regions and models to be retained in some areas or time periods
as the number of clusters required changes [15]. To illustrate this further, consider the dataset
shown in Table 2 containing data from footfall sensors that record the number of people that walk
through an area at three consecutive time steps. The data is hierarchically clustered using just the
raw footfall count values. This results in the cluster tree shown in Figure 2(a), where each node in
the tree shows the boundaries of the clusters in the footfall feature space.
After the cluster tree is formed, regions are found for each level. For a given level of the cluster
tree, each instance in the T × SD space is labelled with the cluster it has been grouped into. Then
homogeneous regions that are connected components belonging to the same cluster in the T × SD
space are found. Since storing the bounding spatio-temporal polygon of each homogeneous region
may require many coordinates to be stored, we assert that each region must be defined by a single
start and end time to limit the shapes in the T × SD space that regions may take.
However, finding connected components that are limited in shape is not trivial. In previous
work, 2D-STR found a connected component in 2 dimensional space (i.e., 1 spatial dimension and 1
temporal dimension) by selecting an instance at random as the start of a new region, and growing
the region as far as possible in each direction of each dimension [37]. That is, when the dataset
is viewed as a 2-dimensional matrix, a region could be expanded beyond a beginning instance by
moving as far left and right as possible, then as far up and down as possible. In the example shown
in Figure 3(a), if instance A is chosen as the beginning instance of a new region, the region is first
grown by extending the left boundary leftwards, adding instance B to the region, and then stopping
as instance C belongs to a different cluster and cannot be added to the region. This process is only
possible as there is a natural ordering to the sensors in the spatial and temporal dimensions. For the
spatial dimension, sensors are naturally ordered by their position along the dimension. However,
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Fig. 3. (a) Instance A is chosen as the start of a new region. The region is expanded left to include instance B
but not instance C as it belongs to a different cluster. (b) Instance A is chosen as the start of a new region.
However, the region cannot be expanded left as both instances B and C are neighbours on the left of instance
A.
when the number of spatial dimensions is greater than 1, this natural ordering disappears and so
it is ambiguous how to expand each region in the spatial domain. In the 3 dimensional example
shown in Figure 3(b), suppose that instance A is again chosen as the start of a new region. If the
region was expanded left in the Sx direction, both instances B and C would be added to the region.
Adding instance B is acceptable but adding instance C would break the region’s homogeniety.
Therefore, the aim is to add instance B to the region without having to add instance C.
To overcome this issue, we first partition the spatial domain S into discrete polygons around each
sensor using Voronoi partitioning [3] as shown in Figure 1(a). A similar action is also performed
for the temporal domain T , forming a discrete timestep around each unique time present in D. By
discretising the spatio-temporal dimensions, we can view the instances in D as a spatio-temporal
graph, where each vertex is an instance and edges link vertices that are adjacent. We say two
instances are adjacent if:
(i) they were recorded consecutively at the same sensor, or
(ii) they were recorded at the same time and the polygons surrounding their sensors are adjacent
in the discretised spatial domain.
After discretising the spatial and temporal domains, kD-STR extends regions in a breadth-first
manner. After an instance is chosen as the start of a new region, all instances that are adjacent to
this instance in the spatial domain and belong to the same cluster are added to the region. In Figure
3(b), this would add instance B to the region but not instance C. Then, after all spatial neighbours
of the initial instance are considered, the temporal boundary is extended by up to 1 timestep before
and after the initial instance if doing so does not break the cluster homogeneity of the region. This
process is repeated continuously, expanding the boundaries of the region by a depth of 1 neighbour
to the existing instances in the region spatially, and 1 timestep before and after the region, until
the spatial and temporal bounds of the region cannot be expanded any further.
Converting a level of the cluster tree into a level of the partition tree is complete when all
instances in D are associated with a homogeneous region within that level of the partition tree.
The result is a partition tree in which each instance is assigned to a region at each level of the tree.
The relationship between clusters and regions is shown in Figure 2. The first four levels of the
cluster tree are shown in subfigure (a), and the corresponding first four levels of the partitioning
tree are shown in subfigure (b). Each level of the partitioning tree is also shown in Figure 4. At
the root of the cluster tree, at level 1 with 1 cluster, all 33 instances shown in Table 2 are placed
into a single region, namely region 0. On level 2 of the cluster tree, with 2 clusters, region 0 is
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Fig. 4. The spatio-temporal regions formed by the data partitioning process, when applied to the data shown
in Table 2. Subfigures (a), (b) and (c) show the partitions at levels 2, 3 and 4 of the partitioning tree respectively.
Subfigure (c) is also shown in Figure 1(c), and regions 1–9 in Figure 1(c) correspond to regions 1 and 6–13 here.
decomposed into regions 1 and 2 in the partitioning tree. On level 3, with 3 clusters, the 101 – 305
cluster has been decomposed into 2 more clusters and region 2 has been decomposed into regions
3 to 8 accordingly. Finally, on level 4 of the cluster tree, the 101 – 226 cluster has been decomposed
and region 3 decomposed into regions 11–13, region 4 into region 9 and region 5 into region 10.
Whilst the sensors and time periods covered by regions 4 and 5 do not change, the parent cluster
was decomposed and so they were replaced by regions 9 and 10 respectively.
By using hierarchical clustering, we ensure that only some regions in the partitioning tree are
decomposed between levels. This results in some regions remaining unchanged throughout multiple
levels of the partitioning tree, and this can be exploited in the reduction process by retaining models
of these regions during reduction. Furthermore, the models of regions that are replaced but retain
the same sensors and time period can also be retained.
4.2 Region Modelling
After partitioning D into a hierarchy of regions, a technique is required to model the instances
within each region. We may form a model for the instances within each region or, since each region
is associated with a cluster, we may form a model per cluster and link all regions belonging to the
same cluster to the same model. To maximise the utility of the reduction, we require the ability to
reconstruct the instances of the original dataset from the models output. Furthermore, we wish
to enable the imputing of instances in spatial and temporal locations that have not been sampled
in the dataset, but have nearby sensors or time periods. If the type of analysis to be performed
after reduction is already known and the task of imputation is not necessary, more appropriate
modelling techniques may be used that offer higher accuracy, smaller storage or permit faster
answering of queries. Overall, we wish the storage requirements of each model to be less than the
storage requirement of the original instances the model was fitted to.
For each region ri or cluster ci in each level of the partitioning tree, a modelmj is fitted to the
instances within the region or cluster. The spatial and temporal values of the instances are used as
the independent or predictor values of the model, whilst the feature values of the instances are
used as the dependent or response values of the model.
In this paper, we consider three illustrative modelling techniques. First, we consider polyno-
mial linear regression (PLR) owing to its ability to explain data that is spatially and temporally
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autocorrelated. Polynomial regression is a fundamental technique in statistical modelling that is
both easy to interpret and permits interpolation. Second, we consider discrete cosine transform
(DCT) approximation for its ability to model periodic data using few coefficients. By removing
low-weighted coefficients and storing just those weighted highly, the original data can be repro-
duced with reasonable accuracy. Finally, we consider decision tree regression (DTR) owing to the
interpretability of the models output. For each of these techniques, we may form a model per region
or a model per cluster, and so we refer to these as PLR-R and PLR-C, DCT-R and DCT-C, and DTR-R
and DTR-C respectively.
4.3 Data Reduction
The kD-STR algorithm can be seen in Algorithm 1, in which a model is formed for each region,
though the algorithm may be easily adapted to model on clusters instead. Prior to initialising
kD-STR, a value for the parameter α must be chosen, where 0 ≤ α ≤ 1. This parameter weights the
error introduced against the storage ratio in the objective function (Equation 7). Since a value of 0
indicates a preference for minimising the error introduced with no consideration of the storage
used, kD-STR would not stop iterating until the error metric e(D, ⟨R,M⟩) = 0. Such a perfect model
may be unrealistic and less efficient than storing the original dataset. Similarly, when a value of 1 is
chosen, both increasing the complexity of a model inM and decomposing the spatio-temporal space
into more regions would increase the quantity of storage used beyond that of the initialisation step.
Therefore, kD-STR would not iterate beyond the first iteration. Both of these scenarios may not be
useful and so values of 0 or 1 should likely be avoided for the parameter α .
After a partitioning tree has been formed for the dataset D (Algorithm 1, lines 1–3), and a value
for α and a modelling technique have been chosen, the reduction steps of kD-STR are performed.
kD-STR begins at the root of the partitioning tree, with all instances belonging to a single region.
This region is then modelled using the simplest form of the modelling technique used (lines 5–7):
in the case of polynomial regression a polynomial model of order 0 (simply a mean) is constructed
for each feature; in the case of DCT only the highest weighted cosine coefficient is considered;
and, in the case of DTR the decision tree is limited to a depth of 1. Note that the value 1 is used in
line 6 to indicate the simplest form of model. After the model is fitted to the data, the result of the
objective function h(D, ⟨R,M⟩) is calculated for this first reduction step (line 8).
After the first reduction step, the algorithm iterates. On each iteration, kD-STR decides whether
to increase the complexity of one of the existing models (lines 11–18) or increase the number
of regions in the partitioning of the T × SD space (lines 19–27). When the number of regions is
increased, only some existing regions are decomposed. For regions that are not decomposed, the
models for these regions persist thereby improving the efficiency of kD-STR (lines 22–23). For
previous regions that are decomposed, new regions are found and new models are fitted to these
regions (lines 24–26).
The kD-STR algorithm stops when the objective function cannot be minimised further, i.e.,
h1 ≥ h(D, ⟨R,M⟩) and h2 ≥ h(D, ⟨R,M⟩). When the algorithm stops the reduction is complete and
the set of regions and models, ⟨R,M⟩, is returned.
4.4 Analysis of Running Time and Memory
To understand the time and memory complexities of kD-STR, we consider the startup cost of
clustering the dataset and the cost of each iteration of the algorithm separately. In the startup phase
of the algorithm (line 1 of Algorithm 1), hierarchical clustering is performed. Whilst hierarchical
agglomerative clustering runs in O(|D |3) time and requires O(|D |2) memory, a more efficient
approximation has been demonstrated to reduce the time complexity to O(|D |2) [29]. Therefore,
the startup phase of kD-STR requires O(|D |2) time and O(|D |2) space.
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Algorithm 1: The algorithm kD-STR
1 clusterTree = cluster(D);
2 numberClusters = 1;
3 R = findRegions(D, clusterTree, numberClusters);
4 M = {} ; // Initialise the set of models to the empty set
5 for ri in R do
6 mi = model(Di , 1) ; // Model the data in region ri using the simplest complexity
7 M .add(mi );
8 h = heuristic(D,R,M) ; // Calculate heuristic for 1 region and simple model
// Now iterate until heuristic h is minimised
9 do
// First, check if increasing an existing model’s complexity minimises h further
10 h1 = h;
11 for ri in R do
12 M ′ =M ;
13 m′i = model(Di ,mi .complexity + 1);
14 M ′.replace(mi ,m′i ) ; // Replace mi with m′i in M ′
15 h′ = heuristic(D,R,M ′);
16 if h′ < h1 then
17 h1 = h
′;
18 Mbest = M
′;
// Second, check if increasing the number of regions minimises h further
19 R′ = findRegions(D, clusterTree, numberClusters+1);
20 M ′′ = {}; // Initialise the set of models to the empty set
21 for ri in R′ do
22 if ri in R then
23 M ′′.add(mi ) ; // Add mi ∈ M to M ′′
24 else
25 m′′i = model(Di , 1);
26 M ′′.add(m′′i );
27 h2 = heuristic(D,R′,M ′′);
// Finally, if increasing the number of regions, or the complexity of an existing model, is
more optimal than h, take that choice
28 if h1 < h2 and h1 < h then
29 M = Mbest;
30 h = h1;
31 else if h2 < h1 and h2 < h then
32 R = R′;
33 M = M ′′;
34 h = h2;
35 numberClusters = numberClusters + 1;
36 while h1 < h or h2 < h;
37 return R,M
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After clustering, the algorithm iterates in successive rounds, either increasing the number of
regions in the reduced dataset or increasing the complexity of a model. To increase the number
of regions, the number of clusters is increased by 1. Each instance is labelled with the ID of its
cluster in the next level of the cluster tree, and homogeneous regions are found for each cluster
at this next level. To create a region, an instance that has not been assigned to a region is chosen
at random as the start of the next region, and other instances adjacent to the instance are added
to the region if they belong to the same cluster. This process is repeated in rounds until no more
instances can be added to the region. During this process, the boundary between any two adjacent
instances is checked at most twice. First, the boundary is checked in one direction to see if the
two instances belong to the same cluster. If they do not, the second instance is not added to the
region. In this case, at a later time of processing the second instance will be added to a different
region and the same boundary is checked again to see if the first instance can be added to the new
region. Since that instance already belongs to a region it will not, but the adjacency edge between
the two instances has now been considered twice. This process requires O(x |D |) time, where x is
the maxmimum number of instances that are adjacent to any single instance in D. Furthermore,
this process requires O(|D |) memory to store the cluster and partition ID of each instance, as well
as a working list of the boundary instances of the region being expanded.
As well as increasing the number of regions on each iteration, the algorithm also considers
increasing the complexity of an existing model. For example, in the case of polynomial linear
regression (PLR), this requires O(y2 |D |) time and O(y2) memory per model, where y is the number
of coefficients calculated for the model. Discrete cosine transforms (DCT) can be performed in
O(|D |2) time and O(1) memory per model, although fast cosine transforms can be performed in
O(|D | log |D |) time. Similarly, decision tree regression (DTR) can be performed in O(k |D |2) time
and O(k) memory per model. Therefore, the startup phase of kD-STR requires O(|D |2) time and
O(|D |2) memory, whilst each iteration, in the case of PLR, requires O((x + y2 |M |)|D |) time and
O(|D | + y2 |M |) memory.
5 EVALUATION METHODOLOGY
To evaluate kD-STR, we compared the rate at which the data size decreased with the rate of
increased error for three spatio-temporal datasets taken from different sources. To measure the
error introduced by the reduction process, we considered the normalised root mean square error
(NRMSE) as shown in Equation 2. The NRMSE metric was used as it indicated how well each
feature is modelled by the reduction process as a percentage error of the range of original values.
To measure the reduction in storage between the original and the reduced datasets, we used the
storage ratio defined in Equation 6. This indicated how much smaller the reduced dataset was
compared to the original dataset. The number of regions in the reduced dataset was also considered,
since this indicated how many data points in the reduced dataset have to be processed for many
types of query and analysis.
To evaluate the generality of kD-STR to a range of spatio-temporal data, we considered datasets
that exhibited different distributions and characteristics in space and time. We considered three
sources of data: air temperature sensors, traffic counting sensors and rainfall sensors. Each of these
datasets exhibited different spatial and temporal variances, that is the dissimilarity between nearby
instances in space and time. Furthermore, whilst the air temperature and road traffic datasets
continuously evolved, meaning there was a predictable trend of increasing and decreasing feature
values over space and time, the rainfall dataset was event driven. Rainfall events were localised
to small groups of sensors at the same time, and there were discontinuities between no rainfall (a
recording of 0mm rainfall) and rainfall (non-zero values) beween consecutive time intervals at the
same sensor. We expected the reduction of datasets exhibiting higher variance in space to yield
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Table 3. Characteristics of the datasets used for evaluation
Spatial
Variance
Temporal
Variance
Discontinuities in Space Discontinuities in
Time
Air
Temperature
Low Low Low, nearby sensors recorded
similar feature values
Low, small variations
between adjacent
time intervals
Traffic Low High Nearby sensors on main
carriageway recorded simi-
lar feature values at same
time, but differed substan-
tially from sensors on slip
roads; road traffic collisions
introduced discontinuities in
space
Road traffic colli-
sions introduced
discontinuities in
time
Rainfall Changed
over time
Low Rainfall events are often lo-
calised to groups of nearby
sensors at the same time
Varied substantially
over time as rainfall
events occured
more regions in space than time, and vice versa. The characteristics of the three datasets used are
shown in Table 3. Using these characteristics, other datasets may be likened to those tested. The
spatio-temporal datasets used to evaluate kD-STR in this paper are as follows.
(1) Air Temperature: 12 samples of month-long air temperature data were collected from
the Met Office Integrated Data Archive System (MIDAS) Land and Marine Surface Stations
Dataset in the United Kingdom (UK) [30]. The samples used were taken from January to
December 2017 and covered all Met Office temperature recording sensors in the UK, which
recorded one instance per hour. The dataset contained three real-valued features: temperature
( ◦C), wet bulb temperature ( ◦C) and dew point ( ◦C). The values of these features fluctuated
throughout the day but followed a daily trend of increasing and decreasing values. The
samples used from this dataset contained between 240,201 and 266,197 instances each.
(2) Traffic: A set of 28 samples of the WebTRIS traffic dataset was evaluated [14]. Each sample
was a month-long survey of traffic counting sensors taken from several roads in England
over April 2017, September 2017, November 2017 and December 2017. These samples were
taken from the A30, A66 and A69 trunk roads and the M1, M11, M20, and M56 motorways.
These roads were chosen for their differing spatial distributions and traffic characteristics.
The traffic dataset contained six real-valued features: count of vehicles of length 0m to 5.2m,
count of vehicles of length 5.21m to 6.6m, count of vehicles of length 6.61m to 11.6m, count of
vehicles of length 11.61m or greater, total count of vehicles and average speed (mph). Similar to
the air temperature dataset, the traffic dataset also exhibited daily trends as well as weekly
trends. Sensors on slip roads (entries and exits) were interspersed amongst main carriageway
sensors, and exhibited much lower traffic counts compared to the main carriageway sensors.
The samples used from this dataset contained between 54,180 and 86,042 instances each.
(3) Rainfall: 12 samples of month-long rainfall data were used from the Met Office Integrated
Data Archive System (MIDAS) [30]. Again, the samples used were taken from January to
December 2017 and covered all Met Office rainfall recording sensors in the UK at hourly
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intervals3. The dataset contained a single feature, precipitation (mm). However, unlike the air
temperature and traffic datasets there was not a temporal pattern that was expected to be
observed every day. Instead, the dataset contained many instances of 0mm rainfall, especially
in the summer months. It was expected this property would make the dataset more efficient
to reduce than the traffic and temperature datasets, since large spatio-temporal regions could
be reduced to a mean value of 0mm. The samples used from this dataset contained between
194,371 and 215,119 instances each.
We used 6 modelling techniques in our evaluation of kD-STR: polynomial linear regression
modelling on each region (PLR-R), polynomial linear regression modelling on each cluster (PLR-
C), discrete cosine modelling on each region (DCT-R), discrete cosine modelling on each cluster
(DCT-C), decision tree regression on each region (DTR-R) and decision tree regression on each
cluster (DTR-C). We evaluated these methods on both the clusters and regions generated by the
data partitioning stage to test the hypothesis that modelling on clusters would output few but
complex models and modelling on regions would output many simple models.
Alongside the 6 modelling techniques tested on the presented datasets, 5 values of α were tested,
namely, α ∈ {0.1, 0.25, 0.5, 0.75, 0.9}. Finally, to compare kD-STR with other reduction methods
for spatio-temporal datasets, we also used IDEALEM [46], DEFLATE [13] and PCA adapted for
spatio-temporal sensor [12, 33].
6 RESULTS AND DISCUSSION
In this section, we discuss the results of applying kD-STR to the datasets discussed in Section 5.
We compare the results of the different modelling techniques and the effects of the parameter α .
Furthermore, we discuss reduction when multiple spatial referencing systems (SRSs) can be used, as
well as the spatial and temporal properties of the datasets that can be found using the partitioning
of space and time by kD-STR.
6.1 The Trade-off Between Error and Storage
For each of the three datasets evaluated, the mean and range of the NRMSE and storage ratios of
the kD-STR reduction are shown in Figure 5. A subfigure is shown per dataset, with each showing
the results of using each of the 6 modelling techniques discussed in Section 5. Furthermore, each
subfigure shows the results of the reduction process given the five values for the parameter α
described in Section 5.
Several conclusions can be drawn from these results. In all cases, the error introduced by the
reduction was smaller for lower values of α than for higher values. Conversely, the storage ratio of
data output was greater for lower values of α than for higher values. For DCT-R modelling on the
air temperature dataset, the storage quantity used in the reduced datasets ranged from 7.2% to 27.8%
when α = 0.1, but decreased to 0.006% to 0.1% when α = 0.9. Conversely, the error introduced
ranged from 1.2% to 2.3% when α = 0.1 but increased to 4.1% to 7.2% when α = 0.9. A similar
relationship between the error introduced and storage quantity used was observed across all of the
datasets presented.
In some cases, particularly when modelling with polynomial regression, this trend plateaued
after α increased beyond a certain value. For example, in the case of PLR-R and PLR-C on the
air temperature and rainfall datasets, the value of α had little effect when α ≥ 0.25 and α > 0.5
respectively. In all cases, this was attributed to the cost of increasing the number of regions being
too great, and the benefits of increasing the model complexity of the regions being insufficient to
3Note the stations that recorded rainfall were not the same as the stations that recorded air temperature, and so this dataset
contained a different spatial distribution to the air temperature dataset.
ACM Trans. Data Sci., Vol. 01, No. 01, Article 001. Publication date: January 2019.
001:18 Steadman and Griffiths, et al.
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
Value of 
 for PLR-R                    Value of 
 for PLR-C                      Value of 
 for DCT-R                    Value of 
 for DCT-C                      Value of 
 for DTR-R                    Value of 
 for DTR-C
0 5 10 15 20 25 30
NRM
SE (%
)
Storage (%
)
(a)R
esults
of
kD
-STR
on
the
air
tem
perature
dataset
(12
1-m
onth
sam
ples)
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
Value of 
 for PLR-R                    Value of 
 for PLR-C                      Value of 
 for DCT-R                    Value of 
 for DCT-C                      Value of 
 for DTR-R                    Value of 
 for DTR-C
0 20 40 60
NRM
SE (%
)
Storage (%
)
(b)R
esults
of
kD
-STR
on
the
traff
ic
dataset
(28
sam
ples,collected
over
4
m
onths
from
7
roads)
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
0.1
0.25
0.5
0.75
0.9
Value of 
 for PLR-R                    Value of 
 for PLR-C                      Value of 
 for DCT-R                    Value of 
 for DCT-C                      Value of 
 for DTR-R                    Value of 
 for DTR-C
0.0
0.2
0.4
0.6
0.8
1.0
NRM
SE (%
)
Storage (%
)
(c)R
esults
of
kD
-STR
on
the
rainfalldataset
(12
1-m
onth
sam
ples)
Fig.5.
Error
introduced
and
storage
used
by
kD
-STR
on
the
air
tem
perature,traff
ic
and
rainfalldatasets.Each
sub-figure
show
s
the
results
of
kD
-STR
using
the
six
m
odelling
techniques
evaluated
for
varying
values
of
α
.
ACM Trans. Data Sci., Vol. 01, No. 01, Article 001. Publication date: January 2019.
kD-STR: A Method for Spatio-Temporal Data Reduction and Modelling 001:19
lower the objective function value. Furthermore, it was noted that as α was increased, increasing
the number of clusters and regions to capture the spatio-temporal variance was not worthwhile,
and so only a single region with a simple model was output. The exceptions to this were DCT and
DTR modelling on the air temperature dataset and DCT modelling on the traffic dataset. As the
value of α increased the NRMSE observed also increased and did not appear to plateau.
The range of NRMSE and storage ratios also differed between datasets for the same modelling
technique and value of α . The mean storage used was highest for the traffic dataset and lowest for
the rainfall dataset. Similarly, the NRMSE achieved was highest for the traffic dataset and lowest for
the rainfall dataset. We attribute this to the high temporal variance of the traffic dataset compared
to the air temperature and rainfall datasets, and that the majority of rainfall instances had the same
feature value (0mm rainfall). Furthermore, for the traffic dataset, discontinuities in space resulted
in boundaries between regions, often yielding a higher number of regions overall. This is discussed
further in Section 6.5.
Finally, the relationship between storage and NRMSE differed between the modelling techniques
tested. In most cases, as α increased, the storage used decreased in an exponential manner. How-
ever, the NRMSE appeared to follow a log-like pattern in some cases (PLR on temperature data,
DTR on rainfall and traffic), quadratic pattern in some cases (DCT on traffic), arctan pattern in
some cases (DCT on temperature, PLR on traffic) and a flat or linear pattern in others (DTR on
temperature, PLR and DCT on rainfall). This suggests that the value of α used should be chosen
after initial investigation of the data and, since similar relationships between NRMSE and storage
ratio were observed across all samples of the same dataset given a particular modelling technique,
the relationship between NRMSE, storage ratio and α is predictable once a subset of data samples
have been tested.
6.2 Choice of Modelling Technique
From the results presented in Figure 5, several conclusions about the choice of modelling technique
can be drawn. First, in most cases the choice between modelling on regions or clusters has little
impact on the NRMSE introduced by the resulting reduction. The only exceptions noted are for the
traffic dataset when α = 0.1, where DTR-C reported slightly lower NRMSE than DTR-R, yet PLR-R
reported slightly lower NRMSE than PLR-C.
Second, the storage used by the reduced dataset differs when modelling on regions versus clusters.
In the case of the air temperature dataset, modelling on clusters yielded lower storage ratios on
average than modelling on regions. For example, when α = 0.1, DTR-R used 11.7% of the original
storage volume on average whilst DTR-C used just 5.1%. The average number of regions output
in the reduced dataset was lower when modelling on clusters (as shown in Table 4), though more
coefficients were stored per model when modelling on clusters. This indicates the low spatial and
temporal variance of the air temperature data can be more efficiently modelled with few complex
models, rather than many simple models.
In contrast, DCT-C and DTR-C yielded a higher number of regions than DCT-R and DTR-R for
the traffic dataset. More complex models were required to accurately capture the high temporal
variance in the traffic data when modelling on clusters. This suggests that modelling on regions
may be more efficient than modelling on clusters for datasets containing higher spatial or temporal
variance, though this is more noticeable for DTR modelling than DCT. For the rainfall dataset,
modelling on regions and clusters achieved approximately the same NRMSE and same storage
ratio. However, we noted that when modelling on regions, each region stored one coefficient for its
model, whereas when modelling on clusters, each region stored a single pointer to its cluster model.
The difference in storage achieved by modelling on regions or clusters was therefore negligable for
all three modelling techniques.
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Table 4. Average number of regions output by kD-STR, given differing values of α and the different modelling
techniques evaluated.
Air Temperature Dataset Traffic Dataset
α PLR-R PLR-C DCT-R DCT-C DTR-R DTR-C PLR-R PLR-C DCT-R DCT-C DTR-R DTR-C
0.1 4209 2683 8403 2688 4192 816 5163 4060 3792 4062 4037 4235
0.25 1 1 1 1 1 1 2743 1063 2638 768 2255 1029
0.5 1 1 1 1 1 1 268 42 562 43 153 43
0.75 1 1 1 1 1 1 3 1 3 3 3 3
0.9 1 1 1 1 1 1 3 3 3 3 1 3
Rainfall Dataset
α PLR-R PLR-C DCT-R DCT-C DTR-R DTR-C
0.1 3 3 3 3 3 3
0.25 3 3 3 3 3 3
0.5 3 1 3 1 1 3
0.75 1 1 1 1 1 1
0.9 1 1 1 1 1 1
Third, the choice between polynomial linear regression, discrete cosine modelling and decision
tree regression is dependent upon the user’s preferences. For example, for both the air temperature
and traffic datasets, DCT modelling was shown to achieve lower or similar NRMSE compared
to PLR, although this comes at the cost of increased storage overhead in many cases. However,
the difference in NRMSE between the two techniques is quite small, with the largest difference
occurring when α = 0.1 on the traffic dataset. In this case, the average NRMSE reported was 4.7%
for DCT-C and 9.1% for PLR-C. For the two NRMSE values reported, the storage used was 17.7%
and 14.2% respectively. Decision tree regression, which yields easy to interpret models that can be
output as a set of if-then rules, achieved similar NRMSE values on all three datasets when compared
to DCT and PLR. However, this came at the cost of an increased storage overhead in the majority
of cases. Therefore, when a model that is easy to interpret is required, DTR modelling is preferable,
however more efficient modelling can be achieved by using PLR and DCT.
6.3 Comparison with Other Techniques
As discussed in Section 5, we compared kD-STR with the IDEALEM, PCA and DEFLATE methods.
We used DEFLATE, a lossless compression algorithm, as a benchmark to show the reduction in
storage achievable whilst losing no information. Whilst DEFLATE is able to compress the data to a
form smaller than the raw dataset, the entire dataset must be decompressed before the data can
be used for analysis. Thus, the user must have sufficient memory to store the decompressed raw
dataset and cannot use the compressed data directly. In comparison, kD-STR allows the source data
to be reconstructed by inputting the desired locations and times into the model(s) of the relevant
regions in the reduced dataset. Furthermore, some analysis can be performed on the models output
by kD-STR without needing reconstruct the data. Therefore, we include DEFLATE as an indicator
of the potential reduction in storage that is achievable by lossless compression algorithms, rather
than as a directly comparable reduction method. When evaluated on the datasets presented in
this paper, DEFLATE reduced the data to between 0.7% and 7.2% of the original volume. DEFLATE
reduced the air temperature datasets to an average of 6.0% of the original data volume, the traffic
datasets to 6.3% and the rainfall datasets to 1.0%, as shown in Figure 6.
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Fig. 6. Comparison of kD-STR with PCA, IDEALEM and DEFLATE on the air temperature, traffic and rainfall
datasets. Note PCA is not shown for the rainfall dataset, though it achieved negligible NRMSE using 25% of
the original dataset volume. For kD-STR, discrete cosine modelling on regions was chosen to represent the
range of reduction results seen.
PCA, adapted for spatio-temporal sensor data4, was found to reduce the air temperature datasets
to 50% of the original dataset volume when 1 principal component was selected, and 100% (meaning
no reduction in storage) when 2 principal components were selected. An average of 1.9% and
3.95×10−17% NRMSE was achieved respectively. On the traffic dataset, 1 principal component was
found to produce an average error of 7.6% whilst using 67% of the original data volume, 2 principal
components were found to produce an average error of 5.2% error whilst using 133% of the original
data volume and 3 principal components again produced an average error of 3.2% error whilst
using 200% of the original data volume. Whilst not shown on Figure 6(c), 1 principal component
was also found to produce negligible NRMSE on the rainfall dataset whilst using 25% of the original
data volume.
IDEALEMwas found to produce negligible NRMSE across all of the datasets evaluated. IDEALEM
reduced the air temperature datasets to between 24.5% and 32.3% of the original data volume, the
traffic datasets to between 48.8% and 56.2% and the rainfall datasets to between 1.1% and 2.8% of
the original data volume.
In comparison to these results, kD-STR was found to reduce the datasets to smaller volumes
than IDEALEM and PCA, achieving storage ratios more similar to DEFLATE for both the air
temperature and traffic datasets. Results for kD-STR using DCT modelling on regions (DCT-R)
are shown to indicate the performance achieved by kD-STR compared to other techniques. When
α = 0.1, indicating a preference for minimal introduced error at the cost of increased storage used,
kD-STR reduced the air temperature datasets to between 7.2% and 27.8%, the traffic datasets to
between 7.2% and 22.2%, and the rainfall datasets to between 0.08% and 0.18% of the original dataset
volumes. This was achieved by introducing an NRMSE of between 1.2% and 2.3%, 2.7% and 4.6%,
and 0.2% and 0.8% accordingly. When α = 0.9, indicating a preference for minimal storage at the
cost of increased NRMSE, all datasets were reduced to less than 0.16% of the original volume. These
reductions resulted in a NRMSE of between 4.1% and 7.2% for the air temperature datasets, 8.1%
and 15.8% for the traffic datasets, and 0.2% and 0.8% for the rainfall datasets.
4We used the atmospheric science PCA adaptation, as discussed in [12], as this reflected the nature of data collected from
sensors that are spatially and temporally autocorrelated.
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These results indicate that kD-STR is able to reduce the datasets evaluated to smaller storage
volumes than IDEALEM and PCA, often with quite significant improvements. However, kD-STR
may incur increased information loss compared to the other techniques evaluated.
6.4 Choice of Spatial Referencing System
Some datasets can be referenced using multiple spatial domains. For example, transportation
datasets that are sourced from roads can be referenced using a 2-dimensional spatial domain or a
1-dimensional spatial domain (or linear referencing system). When such datasets can be reduced
using either of their spatial referencing systems (SRSs), the user must decide which they wish to
use. Therefore, we compared the reduction of the 28 traffic dataset samples using kD-STR when
1-dimensional and 2-dimensional spatial referencing systems can be used, and refer to these as
k = 2 and k = 3 respectively.
A comparison of the NRMSE incurred, storage used and number of regions output by kD-STR
when applied to the traffic dataset using 1-dimensional and 2-dimensional spatial domains can be
seen in Figure 7. The relationship between NRMSE and storage used when k = 2 and k = 3 was
similar for all modelling techniques used. However, the number of regions output when k = 2 was
consistently higher than when k = 3. In some cases, for example DTR-R modelling, the number
of regions output differed slightly whilst in others, for example PLR-C modelling, the number
of regions output differed significantly. Furthermore, in some cases, notably PLR-R and DTR-R
modelling, the higher number of regions used when k = 2, combined with fewer model coefficients
stored per region, led to a lower or similar average NRMSE with a lower quantity of storage used.
In most other cases a lower quantity of storage used correlated with a higher NRMSE achieved and
a higher quantity of storage used correlated with a lower NRMSE achieved.
6.5 Spatial and Temporal Properties Discovered by kD-STR
The partitioning method used by kD-STR was found to identify several patterns and nuances within
each of the three datasets tested. For example, for the air temperature dataset, several regions were
created per day but few regions were created in space. We attributed this to the higher temporal
variance in the dataset compared to its spatial variance. A similar partitioning in time occurred
for the traffic dataset, however main carriageway and slip-road sensors were consistently placed
in different regions during the daytime. This distinction was a result of the spatial discontinuity
between the main carriageway and slip-roads which resulted in significant differences in the feature
values recorded by the two types of sensor. From these two datasets, we therefore concluded that
more regions were created in the spatial domain when the spatial domain has a higher variance
than the temporal domain, and vice versa.
However, this conclusion did not hold for the rainfall dataset. Whilst the rainfall dataset experi-
enced discontinuities at times of rainfall versus no rainfall, a maximum of 3 regions were introduced
for each of the α values tested. We attributed this to the cost of increasing the number of regions
being too high to be chosen by kD-STR. We therefore suggest that when the data contains a high
enough number of discontinuities, for example a rainfall dataset that contains many occurrences of
rainfall that are limited in their spatial area and duration in time, kD-STR will create few regions
and attempt to model these discontinuities with complex models.
6.6 Discussion
From the results presented in this section, several observations can be drawn. First, kD-STR is
shown to be effective in reducing a spatio-temporal dataset to a set of regions of similar instances
in space and time and forming a model of the instances within each of these regions. Furthermore,
the parameter α is shown to be effective at allowing the user to decide between minimising the
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information lost and minimising the storage used. This is shown for a variety of datasets that
exhibit different spatio-temporal characteristics, including different rates of variance in space and
time, and different rates of continuous variability and sudden changes (events).
Second, kD-STR is shown to perform similarly when 1-dimensional and 2-dimensional spatial
referencing systems are used for the same dataset. A similar relationship between NRMSE and
storage is achieved both when k = 2 and k = 3, again showing that α can be used to control the
rate of information lost and storage used. We believe this to be further indication of the generality
of spatio-temporal datasets that can be reduced by kD-STR.
Third, the results shown in Section 6.1 indicate that the rate of information lost and storage used
are more correlated with the dataset being reduced than the method used to model the instances
within each region. This allows the user to select the modelling technique that is most applicable
for their general form of analysis from a suite of possible modelling techniques. For example, if
the user wishes to understand the relationships between feature values and the spatio-temporal
dimensions, PLR may be preferable. However, when minimising NRMSE is more important it may
be more beneficial to use DCT. Furthermore, when a more interpretable model is required for each
region, DTR can be used.
Finally, kD-STR is shown to achieve similar storage ratios to DEFLATE and to achieve smaller
storage ratios than both PCA and IDEALEM. Whilst the lossless compression algorithm DEFLATE
achieves 0% NRMSE, it does not permit analysis of the dataset without first requiring decompression
back into the original dataset. In comparison, kD-STR permits multiple types of analysis on the
reduced datasets without requiring a transformation back from the reduced state. kD-STR is also
able to take advantage of the spatial nature of spatio-temporal data, unlike IDEALEM, and does not
require a mapping from the stored models back to the original feature space like PCA.
7 CONCLUSION
In this paper, we introduced kD-STR, a method for reducing spatio-temporal datasets in a manner
that permits multiple types of analysis on the resulting reduced dataset. kD-STR overcomes the
issue of region forming present in 2D-STR when the number of spatial dimensions is greater than 1.
kD-STR uses hierarchical partitioning to decompose space and time into regions of similar instances.
Then, each region is modelled using an appropriate technique, thus reducing the original dataset
to a set of regions and their models. This process reduces the quantity of data that needs to be
processed for analysis and answering questions.
We have demonstrated the effectiveness of kD-STR in achieving an average reduction of 99.7%
in storage on the datasets used for evaluation when a reduction in dataset volume is preferred,
whilst achieving an average NRMSE of 7.6%. Further, we have demonstrated kD-STR achieves a
reduction of 86.5% in storage for the same datasets, whilst achieving an average NRMSE of 3.5%
when a minimal introduced error is preferred. The number of regions output is significantly smaller
than the number of instances in the original datasets, reducing the quantity of data to be processed
for analysis.
In comparison to other techniques, kD-STR is found to reduce a dataset to sizes similar to
DEFLATE whilst achieving NRMSE error rates similar to IDEALEM and PCA. Therefore, kD-STR
is shown to perform comparably to state of the art techniques whilst permitting multiple types
of analysis to be performed on the reduced dataset. Furthermore, the level of reduction can be
controlled using the parameter α , allowing the user to choose the level of reduction they wish to
perform.
We believe the investigation of dataset reduction methods to be an important avenue of research.
Methods like kD-STR, which permit multiple types of analysis to be performed on the reduced
dataset, are important in allowing data scientists to work in a more efficient manner as the quantity
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of data in spatio-temporal datasets increases. kD-STR has been shown to be effective at reducing
data with different spatial and temporal variances and trends (such as air temperature and traffic
data), as well as data that exhibits frequent discontinuities in space and time (such as rainfall
data). However, we may take further advantace of the characteristics of such datasets. For example,
datasets which exhibit oscillations will be broken into multiple regions by the partitioning stage of
kD-STR. Yet, by partitioning the spatio-temporal space into regions of instances that exhibit clear
trends or patterns, we may be able to further reduce such types of data. Future extensions of this
work will also investigate the reduction of data that exhibits autocorrelations in higher numbers
of dimensions, such as high-dimensional simulation data, and investigate the process of reducing
multiple linked datasets at the same time. Furthermore, future extensions may examine the effect of
reduction on linking spatio-temporal datasets and prioritise the performance of predictive models
built using reduced datasets, rather than prioritising the retention of nuances present in the raw
data. Finally, in this work we focused on modelling data for which a maximum of one instance was
recorded at any given location and time. Future work may look at reducing datasets where multiple
instances may be recorded at the same time and location, perhaps using modelling techniques that
are built for multiple dependent or response values for the same independent or predictor values.
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