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A B S T R A C T
Computer-aided diagnosis using retinal fundus images is crucial for the early detection of many ocular and
systemic diseases. Nowadays, deep learning-based approaches are commonly used for this purpose. However,
training deep neural networks usually requires a large amount of annotated data, which is not always available.
In practice, this issue is commonly mitigated with different techniques, such as data augmentation or transfer
learning. Nevertheless, the latter is typically faced using networks that were pre-trained on additional annotated
data.
An emerging alternative to the traditional transfer learning source tasks is the use of self-supervised tasks
that do not require manually annotated data for training. In that regard, we propose a novel self-supervised
visual learning strategy for improving the retinal computer-aided diagnosis systems using unlabeled multimodal
data. In particular, we explore the use of a multimodal reconstruction task between complementary retinal
imaging modalities. This allows to take advantage of existent unlabeled multimodal data in the medical
domain, improving the diagnosis of different ocular diseases with additional domain-specific knowledge that
does not rely on manual annotation.
To validate and analyze the proposed approach, we performed several experiments aiming at the diagnosis
of different diseases, including two of the most prevalent impairing ocular disorders: glaucoma and age-related
macular degeneration. Additionally, the advantages of the proposed approach are clearly demonstrated in the
comparisons that we perform against both the common fully-supervised approaches in the literature as well
as current self-supervised alternatives for retinal computer-aided diagnosis. In general, the results show a
satisfactory performance of our proposal, which improves existing alternatives by leveraging the unlabeled
multimodal visual data that is commonly available in the medical field.1. Introduction
Deep learning has become a fundamental part of modern computer-
aided diagnosis (CAD) systems. The use of deep neural networks
(DNNs) has improved the performance over traditional methods with-
out requiring the ad-hoc design of complex processing algorithms.
However, in return, DNNs need to be fed with expert knowledge in
the form of large annotated datasets (Jing & Tian, 2020; Litjens et al.,
2017).
Gathering enough annotated data for training a DNN can be chal-
lenging. In fact, in medical imaging, the manual labeling of the images
should be performed by expert clinicians. This requirement commonly
leads to a limited number of available annotated samples, given the
time that takes to produce high-quality annotations (Tajbakhsh et al.,
2016). This issue has motivated the adoption of numerous techniques
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aiming at the improvement of the deep learning methods without
the necessity of additional annotated data (Cheplygina, de Bruijne,
& Pluim, 2019). For instance, data augmentation techniques, which
consist in creating new data samples through a set of plausible trans-
formations for the application domain, are applied by default in order
to successfully train DNNs (Bloice, Roth, & Holzinger, 2019; Litjens
et al., 2017). Additionally, transfer learning techniques, which consist
in taking advantage of already trained models for other applications,
are also commonly employed to further improve the performance of
the networks (Cheplygina et al., 2019; Litjens et al., 2017).
A common approach to transfer learning in image analysis is the use
of DNNs that were pre-trained on extensive annotated datasets (Cheply-
gina et al., 2019; Houssein, Emam, Ali, & Suganthan, 2020). However,
the available datasets of this kind are typically focused on broadvailable online 24 July 2021
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in the ImageNet dataset (Deng et al., 2009). It can be argued that the
different nature of these images with respect to, for example, medical
images, can represent a limiting factor for transfer learning purposes.
In fact, when large scale annotated datasets of medical images are
available, the performance benefit due to ImageNet pre-training is very
limited (Raghu, Zhang, Kleinberg, & Bengio, 2019). However, in prac-
tice, the medical image datasets typically present a reduced number
of annotations. In these scenarios, ImageNet classification pre-training
has demonstrated to provide a general knowledge that improve the
training of very deep convolutional networks in the medical imaging
field (Cheplygina et al., 2019; Houssein et al., 2020).
Another alternative is to exploit the availability of heterogeneous
or complementary labels within the same application domain, e.g. seg-
mentation and classification labels. This allows to produce super-
vised auxiliary tasks that are restricted to the target application do-
main (Cheplygina et al., 2019). In this case, applying transfer or
multi-task learning, the target task benefits from the increased amount
of domain-specific knowledge. This auxiliary task alternative within the
same domain has demonstrated to be superior than the use of additional
data from broad domain natural images, even when the total number
of involved annotations is lower (Wong, Syeda-Mahmood, & Moradi,
2018). The inconvenience in this case is that the additional labels in
the target application domain carry an additional annotation effort.
Recently, self-supervised learning has arisen as a promising alterna-
tive to the traditional supervised approaches for transfer learning (Jing
& Tian, 2020). Self-supervised learning is based on the use of pretext
tasks that are trained with conventional supervised methods but do
not require manual annotations. Instead, the training labels for these
tasks are automatically generated from the unlabeled data. This allows
the learning of useful representations for a target task using unlabeled
data from the same application domain. Nowadays, the most common
approaches to self-supervised learning are focused on either the predic-
tion of hidden portions of the data or the prediction of hidden relations
in the data (Jing & Tian, 2020). For instance, a representative self-
supervised pretext task is colorization (Zhang, Isola, & Efros, 2016),
which consists in the prediction of the different color components
from the grayscale input image. Similarly, it is also possible to create
an image inpainting task that requires the prediction of the original
content of masked regions in the input image (Pathak, Krähenbühl,
Donahue, Darrell, & Efros, 2016). Alternatively, solving jigsaw puz-
zles of the input image (Noroozi & Favaro, 2016) or predicting the
geometric relationship between automatically extracted object propos-
als (Oh, Ham, Kim, Hilton, & Sohn, 2019) are representative examples
of predicting the relations in the data. In this line, an emerging trend
is the use of instance discrimination tasks (Chen, Kornblith, Norouzi, &
Hinton, 2020; Ye, Zhang, Yuen, & Chang, 2019) that are performed via
contrastive learning (Hadsell, Chopra, & LeCun, 2006). In these cases,
the network learns to discriminate the individual images after being
substantially altered via common data augmentations pipelines.
In medical imaging, given the difficulty for gathering large an-
notated datasets, there is an increasing interest for exploring these
approaches. In particular, several works have adapted or extended
existing paradigms previously proposed for natural images. For in-
stance, Ross et al. (2018) propose colorization as auxiliary task for
improving the segmentation of endoscopic video data. More recently,
Taleb et al. (2020) extended several state-of-the-art self-supervised
approaches to 3D medical data, including, e.g., jigsaw puzzles or in-
stance discrimination with contrastive learning. Similarly, the instance
discrimination paradigm was extended by including the synthesis of a
complementary image modality as an additional transformation of the
input image (Li, Jia, Islam, Yu, & Xing, 2020). Additionally, other novel
self-supervised paradigms have been directly proposed in the medical
imaging field. For instance, Chen et al. (2019) propose a context
restoration task that requires to predict the original content of an image2
where different random patches are swapped. In contrast, Chaitanya,Erdil, Karani, and Konukoglu (2020) extended the contrastive learning
paradigm to local features, producing a more adequate auxiliary task
for segmentation.
Alternatively, instead of building the pretext task by manipulating
the input image, in medical imaging it is also possible to directly
use multimodal visual data for self-supervised learning purposes. In
particular, Hervella, Rouco, Novo, and Ortega (2020a) propose the
multimodal reconstruction between complementary image modalities
as auxiliary task for segmentation or localization. The use of different
imaging techniques is common in the modern clinical practice, includ-
ing the use of complementary image modalities that represent the same
organs or tissues. These complementary image modalities can be used
to create a self-supervised multimodal reconstruction task consisting
in the prediction of one image modality from other (Hervella, Rouco,
Novo, & Ortega, 2020b). In order to solve this complex task, a neural
network will have to learn relevant domain-specific patterns from the
unlabeled data. Hence, the internal representations learned during this
self-supervised task should be useful to improve the training of other
target tasks in the same application domain.
However, self-supervision based on multimodal reconstruction of
medical images has not yet been explored for improving deep learning
CAD systems. In this regard, although Li et al. (2020) aim at using com-
plementary modalities to aid self-supervision, their setting is not based
on direct prediction. Instead, they explore the use of synthetic comple-
mentary image modalities as an additional augmentation strategy in a
contrastive learning instance discrimination setting. In that case, it is
expected that the learned representations are invariant to the synthetic
multimodal transformation. However, that approach does not provide
any incentive for the network to detect all the important patterns
involved in the complex causal relations between modalities. In this
sense, the network could just represent the patterns that are evident and
similar in both modalities, disregarding the particular image contents
that evidence the different complementary visualizations of the same
reality. Additionally, due to the use of a synthetic image modality, the
network only has access to a rough estimate of the true multimodal
data. In contrast, the multimodal reconstruction task directly provides
the network with the true multimodal data and the network must
precisely learn the complex relationship between modalities to solve
the task. Thus, the self-supervised multimodal reconstruction provides
the network with a deep understanding of the image contents, which is
expected to further facilitate the training of the desired deep learning
CAD systems.
In this work, we propose to use the multimodal reconstruction
between complementary retinal image modalities as self-supervised
pre-training for deep learning-based retinal CAD systems. Specifically,
we use the multimodal reconstruction between retinography and flu-
orescein angiography (Hervella et al., 2020b). Fig. 1 depicts a repre-
sentative example of retinography and fluorescein angiography for the
same eye. These two imaging modalities are obtained with different
capture processes and represent complementary information about the
different anatomical structures and pathological lesions in the retina. In
particular, the retinography is directly obtained as a color photograph
of the retina, whereas the angiography is captured after injecting a
contrast dye into the patient’s bloodstream. The proposed approach
exploits this kind of existent unlabeled multimodal image pairs for
learning useful representations of the data. This idea has been pre-
viously explored for improving pixel-wise prediction tasks, such as
segmentation and localization, where the same neural network can
be used for pre-training and target tasks (Hervella et al., 2020a).
However, CAD systems require a completely different network architec-
ture, which prevents the direct adoption of existing methodologies. In
this regard, we provide a complete methodology for taking advantage
of the multimodal reconstruction and improve the training of deep
learning-based retinal CAD systems. In particular, this work focuses
on the diagnosis of different retinal diseases, including two of the
most prevalent impairing ocular disorders: glaucoma and age-related
Expert Systems With Applications 185 (2021) 115598Á.S. Hervella et al.Fig. 1. Representative example of (a) retinography and (b) fluorescein angiography for the same eye.macular degeneration (AMD). In this context, we perform several ex-
periments that allow to better understand the proposed approach and
we perform a comparison against two common fully-supervised ap-
proaches: training the network from scratch in the target task and
pre-training in the annotated ImageNet dataset. Additionally, we also
provide a comparison against previous self-supervised approaches in
retinal image analysis.
2. Methodology
The proposed multimodal self-supervised transfer learning paradigm
for the training of retinal CAD systems is summarized in the scheme of
Fig. 2. The objective of the retinal CAD system is to predict the clinical
diagnosis for a certain disease using the retinography of the patient
as single input data. This target classification task is trained using
an application-specific dataset containing annotated retinographies.
In order to improve the performance of the target task and reduce
the necessity of a large annotated dataset, we propose a domain-
specific pre-training using unlabeled images. In particular, the pre-
training task consists in the generation of fluorescein angiography
from retinography. This multimodal reconstruction of the eye fundus
is a self-supervised task that does not require manually annotated
data for the training. Instead, it takes advantage of existent unlabeled
multimodal image pairs. In order to take advantage of these image
pairs, the retinography and the angiography of the same eye are aligned
together. This establishes a pixel-wise correspondence between both
images, resulting in a richer source of information in comparison with
the unaligned counterparts.
Regarding the retinal CAD system, the study of different diseases
typically requires the analysis of different regions in the retinal images.
Thus, the Region Of Interest (ROI) for each disease is automatically
extracted from the input retinography before feeding the image to
the neural network. Simultaneously, the ROI for each disease is also
extracted in the images of the unlabeled multimodal dataset. Thus,
during the pre-training phase, the neural network will have to learn
retinal patterns similar to those required for the target application.
The proposed transfer learning paradigm is applied by fine-tuning,
in the target classification task, the previously trained multimodal
reconstruction network. In particular, a fully convolutional encoder–
decoder network is used for the multimodal reconstruction. Then, the
encoder part of the network is reused for the target classification task.
In this regard, given the different network architecture requirements of
both tasks, we explore different alternatives for performing an effective
transfer learning between multimodal reconstruction and classification.
2.1. Deep learning-based retinal CAD
The automated diagnosis of AMD and glaucoma from the retinog-
raphy is approached as a binary classification task. Therefore, for each3
disease, a neural network is trained to predict whether an input retinog-
raphy is healthy or pathological. In this regard, in clinical practice,
AMD is typically diagnosed by the presence of certain pathological
structures or lesions around the macula, such as drusen, exudates,
or epithelial abnormalities, among others (AREDS Research Group,
2001). In contrast, glaucoma is typically diagnosed after a detailed
analysis of the optic disc morphology, including the optic cup and
rim (Weinreb, Aung, & Medeiros, 2014). These clinical criteria are
adopted by cropping squared ROIs centered at the macula and the optic
disc for the cases of AMD and glaucoma, respectively. Following the
clinical standards, the cropped regions present a size of four times the
average optic disc diameter for AMD (AREDS Research Group, 2001)
and two times the average optic disc diameter for glaucoma (Weinreb
et al., 2014). The automated detection of the macula center and the
optic disc is performed following the method proposed in Hervella et al.
(2020a).
Representative examples of retinographies and the corresponding
ROIs for AMD and glaucoma are depicted in Fig. 3. In the case of AMD,
these examples show the great variety of pathological structures that
may be present in this disease, ranging from very tiny lesions to larger
structures that cover a substantial area in the macula. With regards to
glaucoma, the examples show the common subtle differences between
glaucomatous and non-glaucomatous eyes. In this case, the differences
are typically focused on the internal optic disc morphology.
For each disease, the network training is performed using the bi-
nary cross-entropy (BCE) as loss function. Thus, the training loss for
diagnosis is computed as:
𝐷 = 𝐵𝐶𝐸(𝐟 (𝐫), 𝐲) (1)
where 𝐫 denotes the cropped retinography ROI, 𝐲 its corresponding
ground truth label, and 𝐟 the transformation that assigns to each
retinography 𝐫 the likelihood of being a pathological sample.
2.2. Self-supervised multimodal pre-training
The multimodal reconstruction of fluorescein angiography from
retinography is approached by using aligned retinography–angiography
pairs as training data. The use of aligned image pairs results in a strong
pixel-level supervision for learning the multimodal reconstruction task,
as it allows the use of full-reference metrics between the network
output and the aligned target image as loss function (Hervella, Rouco,
Novo, & Ortega, 2018b). The alignment of the multimodal image pairs
is automatically performed following the domain-specific methodology
proposed in Hervella, Rouco, Novo, and Ortega (2018a).
The multimodal reconstruction pre-training is applied to the specific
ROI of each target task. The ROI required for the analysis of each
disease is extracted from both the retinography and the angiography
following the same criteria and methods indicated for the target clas-
sification task (Section 2.1). In this way, during the pre-training, the
Expert Systems With Applications 185 (2021) 115598
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Fig. 2. Scheme of deep learning-based retinal CAD system using the proposed multimodal self-supervised pre-training.
Fig. 3. Examples of retinographies and ROIs used for the diagnosis of ((a),(c),(e)) AMD and ((b),(d),(f)) glaucoma. For each image pair the retinography is in the left and the
cropped ROI in the right.












neural network will learn to recognize those retinal structures that are
relevant for the specific target application.
For each disease, the multimodal reconstruction pre-training is per-
formed using the negative Structural Similarity (SSIM) as loss function.
The use of SSIM has demonstrated to provide a superior performance
for the multimodal reconstruction in comparison to other common
metrics (Hervella et al., 2018b). SSIM is a similarity metric that takes
into account intensity, contrast, and structural differences between the
images. For that purpose, SSIM requires the computation of a series of
local statistics at each pixel position, such as the mean and the variance
in each individual image, and the covariance between the images.
These statistics are computed locally considering a small neighborhood
for each pixel. Then, given a pair of pixels (𝑥, 𝑦), the SSIM value
between 𝑥 and 𝑦 is computed as:
𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦 + 𝑐1) + (2𝜎𝑥𝑦 + 𝑐2)
(𝜇2𝑥 + 𝜇2𝑦 + 𝑐1)(𝜎2𝑥 + 𝜎2𝑦 + 𝑐2)
(2)
where 𝜇𝑥 and 𝜇𝑦 denote the local means of 𝑥 and 𝑦 respectively, 𝜎2𝑥 and
𝜎2𝑦 the local variances of 𝑥 and 𝑦 respectively, 𝜎𝑥𝑦 the local covariance
between 𝑥 and 𝑦, and 𝑐1 and 𝑐2 are constant values used to avoid
instability when the denominator terms are close to zero (Wang, Bovik,
Sheikh, & Simoncelli, 2004). To avoid artifacts in the output, the local
statistics are computed weighting the neighborhood of each pixel with
a Gaussian window of 𝜎 = 1.5 (Wang et al., 2004).
Finally, the training loss for the multimodal reconstruction is com-









where 𝐫 denotes the cropped retinography ROI, 𝐚 the corresponding
angiography ROI, 𝐠 the transformation that maps each retinography to
its angiography counterpart, and 𝑁 the number of pixels in the ROI.
2.3. Network architecture
In order to demonstrate the advantages of the proposed approach
and provide a reference well-proven baseline, we adopt standard net-
work architectures for both target and pre-training tasks. In particular,
we use VGG-Net (Simonyan & Zisserman, 2015) for the target clas-
sification tasks and U-Net (Ronneberger, Fischer, & Brox, 2015) for
the multimodal reconstruction pre-training. Both VGG-Net and U-Net
represent well-proven network architectures for image-level and pixel-
level prediction tasks, respectively (Houssein et al., 2020; Tariq et al.,
2020). Additionally, both networks share numerous characteristics due
to the fact that the U-Net layers are precisely based on the design of
VGG-Net. As consequence, these networks allow for a straightforward
transfer learning strategy by directly reusing the pre-trained U-Net
encoder as the encoder of the VGG-Net in the target classification task.
Fig. 4 depicts a joint diagram of these networks that shows the close
relationship between them.
Particularly, in this work, we use a VGG-Net with 13 layers (VGG-
B) (Simonyan & Zisserman, 2015). This network consists of 10 convolu-
tional layers followed by 3 fully connected layers. All the convolutions
present kernels of size 3 × 3 and after every two convolutions there is
a max pooling operation. In comparison with the 1000 classes of the
ImageNet challenge (Deng et al., 2009), for which the network was
originally designed, the classification tasks in this work only require
the prediction of two classes: healthy or pathological. Thus, we adapt
the network architecture by reducing the number of units in the 3 fully
connected layers to 512, 128 and 1. A sigmoid activation function is
used in the last layer to generate the binary prediction whereas the
other layers have ReLU activation functions.
Regarding U-Net, this network architecture has already extensively
demonstrated to be adequate for both the multimodal reconstruc-
tion (Hervella et al., 2020b) and transfer learning in this same appli-5
cation domain (Hervella et al., 2020a). In particular, U-Net is a fully econvolutional network with a symmetric encoder–decoder structure
and skip connections between encoder and decoder. These skip connec-
tions concatenate feature maps from the encoder with those of the same
spatial resolution in the decoder. This particular design provides two
main benefits. Firstly, precise spatial locations of the different extracted
patterns are available in the decoder through the skip connections. This
allows the precise generation of subtle details in the network output.
Secondly, the skip connections ease the gradients back-propagation
towards the early layers, which improves the network training.
The different convolutional blocks in U-Net are like those in VGG-
Net. In particular, all the convolutions present kernels of size 3 × 3
and, in the encoder, there is a max pooling operation after every two
convolutions. Similarly, in the decoder, there is a transpose convolution
for upsampling every two convolutions. Then, the last layer consists of
a convolution with kernel of size 1 × 1 and a linear activation function,
whereas the other layers have ReLU activation functions.
Regarding the previously described transfer learning strategy, which
consists in reusing the pre-trained U-Net encoder, we argue that it may
be negatively affected by the skip connections in U-Net. In this sense,
we should consider the effect of the skip connections in the high level
representations learned by the encoder. Despite the positive effects in
the network training, some relevant information related to the patterns
that are learned in the early layers may never reach the network
bottleneck (i.e., the encoder output), as they are directly forwarded to
the decoder through the skip connections. In this case, the high level
representations in the encoder will lack some information that may be
relevant for the target classification task.
In this work, besides the standard U-Net architecture, we consider
some variations of this network with a reduced number of skip con-
nections for pre-training. The aim of this is to enforce that most of
the relevant information reaches the network bottleneck during the
multimodal reconstruction training. Additionally, this alternative keeps
unchanged the classification network, which facilitates the comparison
with other standard approaches for the target task. Initially, focusing on
the requirements of the target classification task, it could be argued that
avoiding all the skip connections would be the best alternative. How-
ever, this may excessively complicate the multimodal reconstruction
training due to the difficulty of propagating precise spatial locations
through the low resolution network bottleneck. In this regard, an inad-
equate pre-training could compromise the learning of representations
that are useful for the target task. Thus, in order to study the most
adequate configuration for transfer learning, we perform experiments
with a varying numbers of skip connections, ranging from 0 to 4.
In particular, in the performed experiments, the skip connections are
added one at a time from the innermost to the outermost, as indicated
in the numbering of Fig. 4.
2.4. Training details
Regarding the neural networks, the initial parameters are drawn
from a zero-centered normal distribution following the approach pro-
posed by He, Zhang, Ren, and Sun (2015). The optimization is per-
formed using the Adam optimization algorithm (Kingma & Ba, 2015),
with the default decay rates of 𝛽1 = 0.9 and 𝛽2 = 0.999, and batch
ize of one image. The initial learning rate is set to 𝛼 = 1𝑒−4 for
he multimodal reconstruction and 𝛼 = 1𝑒−5 for the classification
asks. Additionally, we apply a learning rate schedule that reduces
he learning rate by a factor of 10 when the validation loss does
ot improve for 25 epochs. Finally, the training is stopped after 100
pochs without improvement in the validation loss. These particular
alues are empirically set by taking as reference previous works in
he literature and analyzing the learning curves during the training. In
rder to apply the described settings, 25% of the training data is used
s validation subset. Additionally, in order to adapt the images to the
nput requirements of the classification network, the cropped ROI for
ach disease is rescaled to a size of 224 × 224 pixels.
Expert Systems With Applications 185 (2021) 115598Á.S. Hervella et al.Fig. 4. Network architectures that are used in this work. The multimodal self-supervised pre-training and the target classification task are performed using U-Net and VGG-Net,
respectively. Both network share the layers of the convolutional encoder.To avoid overfitting in both pre-training and target tasks, we ap-
ply online data augmentation consisting of random spatial and color
transformations. The spatial transformations are comprised of rotation,
scaling, and shearing for the multimodal reconstruction and rotation
and shearing for the classification tasks. The color transformations were
applied in HSV color space as proposed in Hervella et al. (2020b).
Additionally, the range of the transformation parameters was selected
so that transformed images are still considered as valid in appearance.
Finally, in order to take into account the stochasticity of the networks
training, we perform 5 repetitions with different random seeds for each
experiment in the target classification tasks.
3. Experiments and results
In order to validate the proposed approach we perform a set of
experiments focused on three main aspects. First, we evaluate the
effect of the U-Net skip connections in the proposed multimodal re-
construction pre-training. We use AMD and glaucoma diagnosis from
retinographies as case study for this evaluation. Second, under this
same AMD and glaucoma use cases, we compare the proposed self-
supervised pre-training method with commonly used fully-supervised
baseline approaches, based on initializing the diagnosis network with
random weights, and using ImageNet classification pre-training. Fi-
nally, our work is compared with (Li et al., 2020) which, to the best
of our knowledge, is the only related work in the literature using self-
supervised approaches for retinal image analysis. Specifically. In order
to provide comparable results, we follow the exact same experimental
setting used in Li et al. (2020), to provide AMD and pathological
myopia (PM) diagnosis from retinographies. In this case, the proposed
multimodal self-supervised pre-training framework is directly applied
without bells and whistles. The following sections provide the specific
details and the obtained results for these three experimental settings.
3.1. Datasets
3.1.1. Multimodal reconstruction pre-training
For the proposed multimodal self-supervised pre-training, we use 59
retinography–angiography pairs from the public Isfahan MISP database
(Alipour, Rabbani, & Akhlaghi, 2012). In this dataset, half of the images
correspond to patients diagnosed with diabetic retinopathy, an eye
condition that arises as a complication of diabetes (Rahim, Palade,
Almakky, & Holzinger, 2019; Rahim, Palade, Jayne, Holzinger, & Shut-
tleworth, 2015). The other half of the images correspond to healthy in-
dividuals. All the images in this dataset are used for training/validation
in the multimodal reconstruction.6
3.1.2. Retinal CAD
For the diagnosis of glaucoma, we use 800 annotated retinographies
from the public REFUGE dataset (Orlando et al., 2019). The prevalence
of glaucoma in this dataset is 10%. The dataset includes a default split
into two sets of 400 images each, named Training and Validation. In our
experiments, we use the 400 images of Training as training data and the
400 images of Validation as hold-out test data.
For the diagnosis of AMD, we use 400 annotated retinographies
from the public ADAM dataset (Fu et al., 2020). These images corre-
spond to the Training split of this dataset, which is also used for the
experiments in Li et al. (2020). The prevalence of AMD in this dataset
is 23%. Similarly to glaucoma, we randomly split the dataset into two
sets of 200 images with the same prevalence of AMD, one for training
and the other as hold-out test data.
For the comparison with the state-of-the-art, we include an addi-
tional collection of images from the public PALM dataset (Fu et al.,
2019). This dataset contains representative samples of retinas with
pathological myopia (PM). In particular we use the 400 annotated
retinographies from the Training split, which were also used in Li et al.
(2020). The prevalence of PM in this dataset is 50%.
3.2. Evaluation
In order to quantitatively evaluate the proposed approach, the
performance of the neural networks in the target classification tasks
is evaluated using Receiver Operator Characteristic (ROC) analysis.
This allows to directly evaluate the network predictions, which can be
seen as the likelihood of the input samples being pathological, without
the necessity of applying any specific decision threshold. In this way,
we generate the ROC curves, which plot sensitivity and specificity for
different decision thresholds. Additionally, we also compute the Area
Under Curve (AUC) for ROC, which is commonly used to summarize
the performance of the method into a single value.
3.3. Results
Fig. 5 depicts the results obtained for the diagnosis of AMD and
glaucoma using the proposed multimodal self-supervised pre-training.
The performance is evaluated by means of AUC-ROC for a varying
number of skip connections in the multimodal reconstruction network.
In these experiments, the skip connections are added one at a time,
starting with the innermost layers and following the order described
in Fig. 4. Additionally, for each number of skip connections, Fig. 5 also
depicts the performance of the multimodal reconstruction, i.e., the pre-
training task, by means of SSIM in the validation set. In order to better
appreciate the differences between the considered alternatives, Fig. 6
depicts the complete ROC curves for each experiment in the target
classification tasks.
Expert Systems With Applications 185 (2021) 115598Á.S. Hervella et al.Fig. 5. Performance of the target classification tasks and their corresponding multimodal self-supervised pre-training for a varying number of skip connections. The depicted results
for the classification task represent the mean value and standard deviation for 5 repetitions of the experiments.Fig. 6. ROC analysis of the target classification tasks for a varying number of skip connections. The results are obtained from 5 repetitions of the experiments and the depicted
ROC curves represent the average performance for each case.In general, the obtained results show that the proposed approach
produces a satisfactory performance for both AMD and glaucoma clas-
sification. However, the performance is not equally satisfactory in all
the experiments. The best results are achieved with an intermediate
number of skip connections. Particularly, {2, 3} in the case of AMD and
{1, 2, 3} in the case of glaucoma. A lower number of skip connections
results in a reduced performance for the target classification tasks and,
also, for the multimodal reconstruction. The latter is expected due to
the importance of the skip connections in the generation of detailed
outputs at full resolution. In that sense, the lack of skip connections
adversely affects the multimodal reconstruction, which, in turn, seems
to compromise the learning of useful representations for the target
classification task. Using all the skip connections also results in a
reduction in the performance of the classification task, despite that
the performance of the multimodal reconstruction is not significantly
altered. These results fit with the idea that an extensive use of skip
connections in the pre-training network may be detrimental for transfer
learning purposes if only the pre-trained encoder is going to be reused.
To better understand the quantitative results, Fig. 7 depicts repre-
sentative examples of generated angiographies for a varying number
of skip connections. It can be observed that the quality of the gener-
ated angiographies fits perfectly well with the quantitative multimodal
reconstruction results depicted in Fig. 5. In that sense, a minimum
number of skip connections seems to be necessary to facilitate the ade-
quate convergence of the multimodal reconstruction task. Nevertheless,
it can be observed that, even in the worst cases, the network learns to
recognize some important retinal structures and to generate a coarse
representation of them. In particular, Fig. 7(e) and (f) show that the
network recognizes the center of the macula, whereas Fig. 7(j) shows
that the network broadly recognizes the optic disc. However, in these
cases, many details such as the vasculature or lesions are missing.
Regarding the comparison between AMD and glaucoma, it can
be observed in Figs. 5 and 6 that glaucoma classification is more
sensitive to changes in the number of skip connections. It that sense,7
the classification of AMD keeps an adequate performance for all the
experiments, even when no skip connections are used in the pre-
training network. However, this is not the case for the classification of
glaucoma, which experiments an important boost when the adequate
pre-training settings are being used.
3.4. Comparison with fully-supervised approaches
To further analyze the advantages of the proposed approach, we
perform a comparison against the most common alternatives in the
literature, namely training the classification tasks from scratch and pre-
training the networks on the annotated ImageNet dataset (Deng et al.,
2009). Regarding the training from scratch, we use the initialization
method proposed by He et al. (2015). In the case of the ImageNet
pre-training, we use the pre-trained VGG-B network that is provided
in the computer vision library of the PyTorch project (Paszke et al.,
2017). It should be noticed that this network has been pre-trained in
a fully-supervised fashion using more than a million annotated images.
In contrast, the proposed multimodal self-supervised pre-training rep-
resents a novel alternative that only requires additional unlabeled data,
and uses a dataset that is several orders of magnitude lower, counting
with only 59 multimodal image pairs. In this regard, an important
advantage of the proposed approach is that the size of the pre-training
dataset could be increased without any human labeling effort.
Fig. 8 depicts the comparison of the proposed approach against
training from scratch and ImageNet pre-training for both AMD and
glaucoma diagnosis. This comparison is performed using the best em-
pirical configuration for each of the methods. In particular, the results
for the multimodal self-supervised pre-training correspond to the num-
ber of skip connections that provides the best performance for each
disease (i.e., 2 skip connections for AMD and 3 skip connections for
glaucoma). In the case of the ImageNet pre-training, it is common to ap-
ply a normalization scheme to the input images based on the statistics
of the ImageNet dataset. In this work, we explored fine-tuning on the
Expert Systems With Applications 185 (2021) 115598Á.S. Hervella et al.Fig. 7. Representative examples of generated angiographies for a varying number of skip connections. (a–e) Examples corresponding to the macula region (AMD pre-training).
(f–j) Examples corresponding to the optic disc region (glaucoma pre-training). (k) Input retinography and (l) target angiography for (a–e). (m) Input retinography and (n) target
angiography for (f–j).application-specific datasets both with and without this normalization.
The results presented in Fig. 8 correspond to the configuration that
provides the best performance for each disease, which is the default
ImageNet normalization for AMD and no normalization for glaucoma.
Regarding the obtained results, it is observed that the proposed ap-
proach outperforms the training from scratch by a significant margin
in both AMD and glaucoma diseases. This evidences that the patterns
learned for the multimodal reconstruction are also useful for the de-
tailed analysis of important retinal areas such as the macula or the optic
disc. Thus, the obtained results demonstrate that the proposed approach
is able to successfully take advantage of the unlabeled multimodal data
for transfer learning purposes. Regarding the comparison with the Im-
ageNet pre-training, the proposed self-supervised pre-training achieves
a similar performance for the diagnosis of AMD despite not requiring
any additional annotated data. Moreover, in the case of glaucoma,
the proposed approach even outperforms the ImageNet pre-training by
a significant margin. In this regard, it should be noticed that most
of the self-supervised alternatives in the state-of-the-art are not able
to equal the performance of the ImageNet pre-training (Jing & Tian,
2020). Considering this, the proposed approach offers a remarkable
performance.
The results presented in Fig. 8 show that the ImageNet pre-training
provides a satisfactory performance improvement for the diagnosis
of AMD, while in the case of glaucoma the performance is slightly
lower than that of the random initialization. These two ocular diseases
require the analysis of different areas of the retina, namely the macula
and the optic disc, involving features of different nature. Additionally,
AMD is typically diagnosed by detecting the presence of certain local
pathological lesions, whereas the diagnosis of glaucoma is typically8
performed by analyzing the morphology of the optic disc. Thus, a
plausible explanation could be the recently demonstrated bias of the
ImageNet pre-trained networks towards recognizing textures rather
than shapes (Geirhos et al., 2019). In that sense, in our experiments, the
ImageNet pre-trained network excels when the detection of subtle ab-
normalities is required (AMD) but falls behind when the morphological
properties become more important (glaucoma).
In practice, we have also observed that the networks pre-trained
on ImageNet present a significantly larger generalization gap in com-
parison to the other alternatives. This indicates that the networks’
predictions tend to rely more on patterns that are specific to particular
images, instead of those that are common to all the images of the
same class (healthy or pathological). Thus, although ImageNet pre-
training provides a very rich set of patterns that improves the network’s
training, this does not necessarily translate to a better performance
in unseen images. This issue seems to be aggravated in the case of
glaucoma due to the atypical morphological analysis that is required.
Additionally, it should be noticed that the performance for the di-
agnosis of glaucoma also decreases when the proposed multimodal
self-supervised pre-training does not properly converge due to the lack
of skip connections in the network architecture (compare AUC-ROC
values of Figs. 6 and 8). Therefore, in our experiments, it is clear that
providing an adequate pre-training for the diagnosis of glaucoma is
more challenging than doing the same for the diagnosis of AMD.
3.5. Comparison with state-of-the-art self-supervised approaches
In this section, we perform a comparison of the proposed ap-
proach against existing self-supervised approaches in the literature. In






Fig. 8. ROC curves for the target classification tasks using the proposed multimodal self-supervised pre-training (Multimodal), ImageNet classification pre-training (ImageNet) and
raining from scratch (Random Init.). The results are obtained from 5 repetitions of the experiments and the depicted ROC curves represent the average performance for each
lternative.able 1
omparison with state-of-the-art self-supervised approaches for retinal computer-aided
iagnosis.
Method AMD PM
AUCROC (%) AUCROC (%)
Li et al. (2020) 83.17 98.41
Proposed 89.57 ± 3.22 99.48 ± 0.58
particular, only one prior work has recently proposed an alternative
self-supervised approach for retinal image analysis (Li et al., 2020). In
order to adequately produce a fair comparison with this approach, we
perform additional experiments using the same configuration that is
adopted in Li et al. (2020). In particular, for these experiments, the
whole images are used as input to the network. For this, the images are
rescaled to a size of 224 × 224 pixels. The experiments are performed
for the diagnosis of AMD and pathological myopia (PM) following a
5-fold cross-validation approach. In this case, we avoid to specifically
tailor the methodology for each particular diseases and use the U-Net
variant with 2 skip connections for all the experiments.
The comparison with the state-of-the-art is depicted in Table 1. In
our case, we provide both the mean and standard deviation of the
obtained results. It is observed that the proposed approach clearly
outperforms the state-of-the-art alternative in both datasets. The dif-
ference in performance is greater for AMD, however, it is significant
in both cases, especially considering the reduced standard deviation of
our approach in PM. Moreover, besides the remarkable improvement
in performance, our approach offers additional important advantages.
Particularly, our proposal directly exploits the available paired multi-
modal data in a single pre-training step, whereas the method proposed
in Li et al. (2020) requires two separate training stages and several neu-
ral networks in the pre-training phase. Thus, our proposal represents
a more efficient and straightforward alternative. Moreover, to achieve
the results reported in Li et al. (2020), the authors required to combine
the multimodal synthesis augmentation with regular augmentation ap-
proaches used in broad domain self-supervised approaches (Ye et al.,
2019), so the contribution of the multimodal-based self-supervision
is not as clearly exploited in that approach. Instead the contribution
of the multimodal information is clearly exploited in our method,
without the need of complementary self-supervision tasks. Finally, the
proposed approach, which is based on a pixel-level prediction (the
multimodal reconstruction) allows the simultaneous pre-training of
both image-level and pixel-level target tasks, such as, e.g., classification
and segmentation. Thus, in contrast to the previous alternative, the
proposed approach is also adequate for all kind of multi-task settings.9
4. Conclusions
Nowadays, deep learning algorithms are commonly used in CAD
systems. However, the performance of these methods is limited by
the availability of sufficient annotated data. In order to mitigate this
issue, we propose a self-supervised pre-training for deep learning-
based retinal CAD systems consisting in the multimodal reconstruction
between complementary imaging modalities. This approach exploits
common existent unlabeled multimodal data in the medical domain for
learning useful domain-specific representations.
The advantages of the proposed approach are mainly demonstrated
in the context of two of the most prevalent impairing ocular diseases:
AMD and glaucoma. We performed several experiments to analyze this
novel transfer learning paradigm, including the study of important
factors regarding the network architectures. In order to demonstrate
the relevance of the proposed approach, we performed a comparison
against two common fully-supervised approaches, namely training the
network from scratch and pre-training on the annotated ImageNet
dataset. Additionally, we also provide a comparison against existing
self-supervised alternatives in retinal image analysis, including ex-
periments in additional scenarios such as pathological myopia. The
obtained results demonstrate that the proposed approach offers a sat-
isfactory performance in all the pathological scenarios. Moreover, the
multimodal reconstruction pre-training significantly outperforms both
the training from scratch and the state-of-the-art alternatives, while
it also demonstrates to be an overall superior approach to ImageNet
pre-training.
Finally, given the excellent results that were obtained in all the
pathological scenarios, in future work we plan to study the application
of the proposed approach in other medical domains where multimodal
visual data is also commonly available.
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