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Abstract—We consider the design of polyphase waveforms for
ground moving target detection with airborne multiple-input-
multiple-output (MIMO) radar. Due to the constant-modulus
and finite-alphabet constraint on the waveforms, the associated
design problem is non-convex and in general NP-hard. To
tackle this problem, we develop an efficient algorithm based
on relaxation and cyclic optimization. Moreover, we exploit a
reparameterization trick to avoid the significant computational
burden and memory requirement brought about by relaxation.
We prove that the objective values during the iterations are
guaranteed to converge. Finally, we provide an effective ran-
domization approach to obtain polyphase waveforms from the
relaxed solution at convergence. Numerical examples show the
effectiveness of the proposed algorithm for designing polyphase
waveforms.
Index Terms—Multiple-input-multiple-output (MIMO) radar,
space time adaptive processing (STAP), signal-to-interference-
plus-noise-ratio (SINR), waveform design, polyphase waveforms.
I. INTRODUCTION
Multiple-input-multiple-output (MIMO) radar refers to a
system with multiple transmitters and multiple receivers. Com-
pared with the traditional phased-array radar, MIMO radar can
transmit multiple independent probing waveforms simultane-
ously, enabling an increased waveform diversity. According
to the array configurations, MIMO radar can be classified
into two types: statistical MIMO radar [1], [2] and coherent
MIMO radar [1], [3]. Statistical MIMO radar, which is also
called distributed MIMO radar, refers to a system with widely
separated transmit/receive antennas. The spatial diversity pro-
vided by statistical MIMO radar can be used to overcome
the target amplitude fluctuation [2], [4] and attain a higher
localization accuracy [2], [5]. Different from statistical MIMO
radar, the antennas of coherent MIMO radar are colocated.
Thus, coherent MIMO radar is also known as colocated MIMO
radar. Compared with a phased array radar, coherent MIMO
radar can achieve a larger number of degrees of freedom
(DOF) [6] and improved parameter identifiability [7].
Owing to its superior target detection and parameter es-
timation performance, MIMO radar has found many recent
applications including autonomous driving [8], remote sensing
[9], landmine detection [10], and disaster management [11],
just to name a few. In this paper, we focus on the use of
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an airborne colocated MIMO radar for ground moving target
detection. In this down-looking scenario, the strong ground
clutter can obscure the weak target returns. In addition, the
radar platform motion makes the clutter widely spread not
only in range and azimuth, but also in Doppler, resulting in
the difficulty of detecting slowly moving targets (i.e., the target
Doppler frequencies are close to that of clutter). To improve
the target detection performance of an airborne radar in the
presence of clutter, space time adaptive processing (STAP)
with a single-input-multiple-output (SIMO) array (i.e., phased
array) has been proposed [12]–[14]. The key of STAP is to
use an adaptive multi-dimensional filter to form a deep notch
on the clutter ridge and thus suppress the clutter effectively. In
recent years, STAP has been extended to MIMO radar systems
[15]–[18]. Compared with conventional SIMO STAP, MIMO
STAP can attain a better minimum-detectable-velocity (MDV)
performance; that is, such a radar system is more able to detect
slowly moving targets in the presence of clutter.
In this paper, we consider STAP for airborne MIMO radar
and, in particular, designing probing waveforms for the MIMO
radar. We assume that we have a priori knowledge about the
interference. This assumption is justified for adaptive radar
systems, which can get such prior knowledge from other
sensors or databases (e.g., synthetic aperture radar (SAR),
land cover land use (LCLU) data, digital terrain elevation data
(DTED), etc.), or by revisiting the adaptive estimation results
of previous scans. We use the signal-to-interference-plus-
noise-ratio (SINR) as the design metric. Note that a related
waveform design problem based on SINR maximization for
MIMO radar in the presence of clutter has been discussed
in [19]–[25] (see also [26]–[30] and the references therein
for similar waveform design problems for single-input-single-
output (SISO) radar). In the cited references, algorithms have
been developed for designing waveforms under certain practi-
cal constraints, including energy constraint, constant-modulus
constraint, and a similarity constraint. However, the phases of
the MIMO radar waveforms provided by these algorithms are
continuous (over [0, 2pi) or a smaller interval), which makes
them more difficult to implement in real radar systems. Indeed,
the design of polyphase waveforms, whose phases belong
to a finite-alphabet set, is highly desirable in practical radar
systems.
To tackle the polyphase waveform design problem for
MIMO STAP, we develop an efficient algorithm based on
relaxation and cyclic optimization. Through the use of a proper
reparameterization idea, the proposed algorithm avoids the
significant computational burden and memory requirement
of semidefinite programming (SDP). In addition, by using
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Dinkelbach’s transform and the minorization-maximization
(MM) technique, the problems that need to be solved admit
a closed-form solution at each inner iteration. Moreover,
we propose an improved randomization approach to design
high-quality polyphase waveforms from the relaxed solution
provided by the proposed algorithm.
The rest of this paper is organized as follows. Section II
establishes the signal model and formulates the waveform
design problem. Section III develops an algorithm for de-
signing polyphase waveforms for airborne MIMO radar in
the presence of clutter. Section IV analyzes the convergence
and computational complexity of the proposed algorithm.
Section V provides numerical examples to demonstrate the
performance of the proposed algorithm. Finally, we conclude
the paper in Section VI.
Notation: Throughout this paper, matrices are denoted by
bold uppercase letters and vectors are denoted by bold low-
ercase letters. Cm×n and Ck are the sets of m× n matrices
and k × 1 vectors with complex-valued entries, respectively.
IM denotes the M ×M identity matrix. 1M×N and 0M×N
denote the M × N matrices of ones and zeros, respectively.
Superscripts (·)T and (·)H denote transpose and conjugate
transpose, respectively. tr(·) denotes the trace of a matrix. ⊗
represents the Kronecker product. ‖x‖2 denotes the Euclidian
norm of the vector x. vec(X) indicates the vector obtained by
column-wise stacking of the entries of X. diag(X) denotes
the vector formed by the diagonal elements of X. Re(X)
denotes the real part of the matrix X (element-wise). arg(x)
represents the argument of x. BlkDiag([A;B]) denotes the
block-diagonal matrix formed by the matrices A and B. The
notation A  B (A  B) means that A − B is positive
definite (semi-definite). x ∼ CN (m,R) means that x obeys a
circularly symmetric complex Gaussian distribution with mean
m and covariance matrix R. E(x) denotes the expectation of
the random variable x. Finally, bxe and bxc return the nearest
integer to x and the nearest integer less than or equal to x,
respectively.
II. SIGNAL MODEL AND PROBLEM FORMULATION
Consider an airborne colocated MIMO radar system with
NT transmit antennas and NR receive antennas. Let sn ∈ CL
denote the (discrete-time) waveform of the nth transmitter
and let S = [s1, s2, . . . , sNT ]
T ∈ CNT×L denote the transmit
waveform matrix, where L is the code length. Assume that
the radar system transmits a burst of M pulses in a coherent
processing interval (CPI) with a pulse repetition frequency
(PRF) denoted by fr. In addition, the transmitted waveforms
are repeated from pulse to pulse. For a down-looking airborne
radar, the received signal consists of a possible target return,
clutter (due to reflections from ground or sea), and possible
jamming signals. Before formulating the waveform design
problem, we establish the signal model similarly to what has
been done in [23].
A. Target
Assume that the transmit waveforms are narrowband. Under
the far-field assumption, the target return at the receive array
from the mth pulse (m = 1, . . . ,M ) can be written as
Yt,m = αte
j(m−1)ωtaR(θt)aTT (θt)S, (1)
where αt is the target amplitude, ωt = 2pift, ft is the
normalized target Doppler frequency, θt is the target direction
of arrival (DOA), aT(θt) ∈ CNT and aR(θt) ∈ CNR are the
transmit array steering vector and the receive array steering
vector at θt, respectively. (For a detailed derivation of (1), we
refer to [23].)
If the transmit and receive arrays are both uniform linear
arrays (ULA), aT(θt) and aR(θt) can be written as
aT(θt) = [1, . . . , e
j2pi(NT−1)dT sin(θt)/λ]T ,
aR(θt) = [1, . . . , e
j2pi(NR−1)dR sin(θt)/λ]T ,
where dT and dR are the inter-element spacing of the transmit-
ters and the receivers, respectively, and λ is the wavelength.
Let yt,m = vec(Yt,m). Then
yt,m = αt e
j(m−1)ωt(IL ⊗A(θt))s, (2)
where A(θt) = aR(θt)aTT (θt), and s = vec(S). Define yt =
[yTt,1, . . . ,y
T
t,M ]
T ∈ CLMNR , which denotes the target return
associated with the M pulses in a CPI. Then yt can be written
as
yt = αt (d(ωt)⊗ IL ⊗A(θt))s, (3)
where d(ωt) = [1, . . . , ej(M−1)ωt ]T , which is the temporal
steering vector at the Doppler frequency ft.
B. Clutter
In general, clutter refers to unwanted reflections (i.e., an
interference that is dependent on the transmit waveforms),
which can be much stronger than the target return and thus
harmful to target detection. To facilitate the waveform design,
we consider the 2P + 1 clutter rings in the vicinity of the cell
under test with each ring being at the same range to radar. For
each clutter ring, we approximate the clutter by a superposition
of Nc clutter patches, which are evenly distributed in azimuth
(note that such an approximation is widely used in STAP, see,
e.g., [13], [14]):
yc =
P∑
p=−P
Nc∑
k=1
αc,p,k(d(ωc,p,k)⊗ JTp ⊗A(θc,p,k))s, (4)
where αc,p,k, ωc,p,k, and θc,p,k are the amplitude, the Doppler
frequency (in radians), the DOA of the kth clutter patch in
the pth clutter ring, respectively (for p = 0, the clutter has the
same range as the target), and Jp = JT−p ∈ CL×L is the shift
matrix defined by
Jp(i, j) =
{
1, if i− j + p = 0
0, if i− j + p 6= 0 .
Note that the Doppler frequencies of the clutter patches are
coupled with their DOAs, e.g., for an airborne radar with the
platform velocity vector perfectly aligned with the antenna
array axis,
ωc,p,k =
4piva
frλ
sin(θc,p,k),
where va denotes the platform velocity.
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C. Jamming
Jamming refers to a signal-independent interference caused
by hostile electronic countermeasures. The jamming signal can
be modeled as
yJ = [y
T
J,1, . . . ,y
T
J,M ]
T , (5)
where yJ,m denotes the received jamming signal for the mth
pulse, which can be written as
yJ,m =
NJ∑
j=1
aR(θJ,j)⊗ j,m, (6)
with NJ denoting the number of present jammers, θJ,j and
j,m ∈ CL representing the DOA and the jamming waveform
of the jth jammer, respectively.
D. Problem Formulation
Detecting the target is tantamount to the following hypoth-
esis testing problem:{
H0 : y = yu
H1 : y = yt + yu
, (7)
where yu = yc + yJ + yn denotes the undesired compo-
nents, and yn denotes the noise in the receiver. It is a well
established fact in STAP that to enhance the target detection
performance, we can design a multi-dimensional filter, denoted
by w ∈ CLMNR , to maximize the SINR. Using such a multi-
dimensional filter leads to the following expression for the
SINR
SINR =
|wHyt|2
wHE(yuyHu )w
=
|αt|2|wHvt(s)|2
wHRu(s)w
, (8)
where vt(s) = (d(ωt)⊗ IL⊗A(θt))s, and Ru(s) = E(yuyHu )
denotes the interference-plus-noise covariance matrix. Assume
that the clutter, the jamming signal, and the receiver noise are
uncorrelated with each other. Then Ru can be written as
Ru(s) = Rc(s) +RJ +Rn, (9)
where
• Rc(s) = E(ycyHc ) denotes the clutter covariance matrix.
In this paper, we assume that the reflection from different
clutter patches are uncorrelated. Under this assumption,
the clutter covariance matrix is given by
Rc(s) =
P∑
p=−P
Nc∑
k=1
σ2c,p,kvc,p,k(s)v
H
c,p,k(s), (10)
where σ2c,p,k = E(|αc,p,k|2) denotes the average power of
the kth clutter patch in the pth range ring, and vc,p,k(s) =
(d(ωc,p,k)⊗ JTp ⊗A(θc,p,k))s.
• RJ = E(yJyHJ ) denotes the jammer covariance matrix. If
we assume barrage noise jamming, and that the received
jamming samples are uncorrelated in both fast time and
slow time, RJ can be written as
RJ =
 NJ∑
j=1
σ2J,jaR(θJ,j)a
H
R (θJ,j)
⊗ ILM , (11)
where σ2J,j denotes the average power of the jth jammer.
• Rn = E(ynyHn ) denotes the noise covariance matrix. For
white noise with power level σ2, Rn = σ2ILMNR .
It can be verified that the optimal filter maximizing the
SINR is given by
wopt = γR
−1
u (s)vt(s), (12)
where γ is an arbitrary nonzero constant (e.g., if we require
that wHvt = 1, then γ = (vHt R
−1
u vt)
−1 and the filter in
(12) is the so-called minimum variance distortionless response
(MVDR) beamformer). Using (12), the SINR in (8) becomes
SINR = |αt|2(vt(s))HR−1u (s)vt(s). (13)
Note the dependency of the SINR on the transmit waveforms
s (through both vt and Ru). We aim to design s to maximize
the SINR and improve the detection performance of MIMO
radar, especially for the slowly moving targets.
In practical radar systems, the available transmit energy
is limited. Thus we impose the constraint sHs = et. In
addition, to allow the radio frequency amplifier to operate
at maximum efficiency and avoid unnecessary nonlinear ef-
fects in transmitters, constant-modulus waveforms are of great
interest in practice. Under the constant-modulus constraint,
we have |sn(l)| = √ps, n = 1, . . . , NT, l = 1, . . . , L,
where ps = et/(LNT). Since such waveforms are determined
by their phases, we also call them phase-coded waveforms.
Moreover, the phases of radar waveforms are usually re-
stricted to lie in a finite-alphabet set, in which case they
are called polyphase waveforms. For polyphase waveforms,
their phases, denoted by {{φn(l)}NTn=1}Ll=1, belong to the set
S = {0,∆φ, . . . , (D − 1)∆φ}, where D ≥ 2 is the number
of phases in the set, and ∆φ = 2pi/D. If D = 2, S = {0, pi},
and the transmit waveforms (s1, s2, . . . , sNT ) are called binary
or 1-bit waveforms, among which the Barker code [31] is one
of the most well-known.
Thus, to design polyphase waveforms that maximize the
SINR, we formulate the following optimization problem:
max
s
(vt(s))
HR−1u (s)vt(s)
s.t. |sn(l)| = √ps, φn(l) = arg(sn(l)) ∈ S,
n = 1, . . . , NT, l = 1, . . . , L. (14)
Note that we have assumed that prior knowledge on the in-
terference is available in (14). This is justified in adaptive radar
systems. In such systems, we can estimate RJn by operating
the radar system in a passive mode. Regarding the clutter,
prior knowledge about it can be provided by the platform
motion and the array geometry, or by the estimation results
from previous scans (e.g., the clutter profile can be accurately
estimated by the iterative adaptive approach proposed in [32]).
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III. ALGORITHM DERIVATION
It is apparent that the optimization problem in (14) is non-
convex, due to the constraints on the waveforms. To proceed,
we return to (8) and formulate the optimization problem in
(14) as a joint design problem of the transmit waveform s and
the receive filter w:
max
w,s
|wHvt(s)|2
wHRu(s)w
s.t. |sn(l)| = √ps, φn(l) ∈ S,
n = 1, . . . , NT, l = 1, . . . , L. (15)
The optimal w of course is given by (12) and if we substitute
it into (15), the optimization problem (15) reduces to (14).
However, as we will show later on, the formulation in (15) is
more suitable for developing an efficient algorithm.
Let Vt = d(ωt) ⊗ IL ⊗ A(θt) and Vc,k,p = d(ωc,p,k) ⊗
JTp ⊗A(θc,p,k). Then
|wHvt(s)|2 = wHVtssHVHt w (16)
and
Rc(s) =
P∑
p=−P
Nc∑
k=1
σ2c,p,kVc,k,pss
HVHc,k,p. (17)
Define Rs = ssH . It is easy to check that Rs  0 and
diag(Rs) = ps ·1LNT×1. In addition, rank(Rs) = 1 and under
the finite-alphabet constraint, the phases of the elements of Rs
belong to {−(D − 1)∆φ, . . . , (D − 1)∆φ}. Moreover, using
(16) and (17), the objective function in (15) can be written as
wHVtRsV
H
t w
wHRu(Rs)w
, (18)
where Ru(Rs) = Rc(Rs) + RJn, Rc(Rs) =∑P
p=−P
∑Nc
k=1 σ
2
c,p,kVc,k,pRsV
H
c,k,p, and RJn = RJ + Rn is
the jammer-plus-noise covariance matrix. Dropping the rank
and the element constraints on Rs, we obtain the following
relaxation of the problem (15):
max
w,Rs
wHVtRsV
H
t w
wHRu(Rs)w
s.t. diag(Rs) = ps · 1LNT×1,Rs  0. (19)
Similar to [23] we tackle the optimization problem in (19)
in a cyclic way: at every cycle, the solution to (19) with respect
to w is closed form for a fixed Rs, and vice-versa; the globally
optimal Rs given w can be obtained by solving an equivalent
SDP (which can be obtained via Charnes-Cooper transform
[33], see [23] and (50) for the details). Using a relaxed
solution provided by this algorithm, we can obtain polyphase
waveforms after proper randomization. Since the algorithm in-
volves cyclic optimization and semidefinite relaxation (SDR),
we refer it as “CycSDR” in the sequel. However, due to the
high computational complexity and the significant memory
requirement of solvers for the SDP, CycSDR algorithm is
time-consuming and becomes prohibitive for designing long
waveforms (e.g., LNT > 500). Thus, in this paper we derive
an efficient algorithm for (19). To this end, we introduce
Us ∈ Cr×LNT , and we assume that Us satisfies
UHs Us ≈ Rs, (20)
where r ≤ LNT is the largest possible rank of Us. (See
Subsection IV-D for a discussion on r.) Using this reparame-
terization, we can eliminate the positive semidefinite constraint
and the first constraint becomes
‖ul‖22 = ps, l = 1, . . . , LNT, (21)
where ul ∈ Cr is the lth column of Us.
Therefore, we reformulate the optimization problem in (19)
as follows:
max
w,Us
wHVtU
H
s UsV
H
t w
wHRu(Us)w
s.t. ‖ul‖22 = ps, l = 1, . . . , LNT, (22)
where
Ru(Us) =
P∑
p=−P
Nc∑
k=1
σ2c,p,kVc,k,pU
H
s UsV
H
c,k,p +RJn. (23)
In what follows, we propose a cyclic optimization method
to tackle the optimization problem (22). Different from the
algorithms in [23], the proposed algorithm cyclically optimizes
w and Us. Next we provide solutions for each step of
the cyclic algorithm. For notational simplicity, we omit the
superscripts in the iterations if doing so does not cause any
confusion.
A. Optimization of w for Fixed Us
Assume Us is fixed. Define Qt(Us) = VtUHs UsV
H
t . Then
the optimization problem (22) is equivalent to
max
w
wHQt(Us)w
wHRu(Us)w
. (24)
The objective function is a generalized Rayleigh quotient [34],
and it is well known that the maximum is attained at
w = P(Qt(Us),Ru(Us)), (25)
where P(A,B) denotes the eigenvector associated with the
largest generalized eigenvalue of the matrix pair (A,B).
B. Optimization of Us for Fixed w
Assume w is fixed. Define Qt(w) = VHt ww
HVt and
Ru(w) =
P∑
p=−P
Nc∑
k=1
σ2c,p,kV
H
c,k,pww
HVc,k,p + β(w)ILNT ,
(26)
where β(w) = (wHRJnw)/et. Then, as shown in Appendix
A, the optimization problem (22) is equivalent to
max
Us
tr(UsQt(w)UHs )
tr(UsRu(w)UHs )
s.t. ‖ul‖22 = ps, l = 1, . . . , LNT. (27)
The optimization problem in (27) belongs to the class of
fractional programming problems. We propose an algorithm to
tackle the problem in (27). The proposed algorithm is based
on Dinkelbach’s transform [35] and uses MM to deal with the
quadratic programming problem after the transform (we refer
to [36] for a tutorial introduction to MM). As shown below,
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we can obtain a closed-form solution at every iteration of the
algorithm.
Let U(n,k)s denote the value of Us at the (n, k)th iteration
and x(n,k) denote the associated SINR, where we use n to
denote the outer loop for cyclic optimization and k to denote
the inner loop for tackling the fractional programming problem
with Dinkelbach’s transform. Using Dinkelbach’s transform,
we consider the following optimization problem at the (n, k+
1)th iteration:
max
Us
tr(UsK(n,k)UHs )
s.t. ‖ul‖22 = ps, l = 1, . . . , LNT, (28)
where K(n,k) = Qt(w(n+1)) − x(n,k)Ru(w(n+1)). This
optimization problem is still non-convex due to the norm
constraints on the columns of Us, and because K(n,k) is not
necessarily positive semidefinite. In the following, we use MM
to tackle this problem. To this end, we note that
tr((Us −U(j)s )Kpos(Us −U(j)s )H) ≥ 0, (29)
where Kpos = K − kminILNT  0, kmin is the smallest
eigenvalue of K, U(j)s satisfies the constraint in (28), and
we drop the superscript (n, k) for notational simplicity. Using
(29), we obtain
tr(UsKUHs ) ≥ 2Re(tr(U(j)s Kpos(Us)H)) + c0, (30)
where c0 = 2kminet − tr(U(j)s K(U(j)s )H), and we have used
the fact that tr(UsUHs ) = et. The right-hand side of the
inequality is a minorizer of tr(UsKUHs ). Therefore, ignoring
the irrelevant constant, the maximization problem of an MM
algorithm based on (30) is:
max
Us
Re(tr(B(j)UHs ))
s.t. ‖ul‖22 = ps, l = 1, . . . , LNT, (31)
where B(j) = U(j)s Kpos. Note that
tr(B(j)UHs ) =
LNT∑
l=1
uHl b
(j)
l , (32)
where b(j)l is the lth column of B
(j).
Hence, the problem in (31) can be split into LNT indepen-
dent problems, the lth of which is given by
max
ul
Re(uHl b
(j)
l )
s.t. ‖ul‖22 = ps. (33)
We can immediately obtain the optimal solution to (33), which
is given by
ul =
√
ps
b
(j)
l
‖b(j)l ‖
. (34)
Algorithm 1 summarizes the proposed MM algorithm for
solving (28). We can use the accelerating scheme in [37] to
speed up the convergence of Algorithm 1.
Algorithm 1: Optimization algorithm for (28)
Input: K.
Output: Us.
1 Initialize: j = 0, U(0)s , Kpos = K− kminILNT .
2 repeat
3 B(j) = U
(j)
s Kpos
4 for l = 1 to LNT do
5 ul =
√
ps
b
(j)
l
‖b(j)l ‖
6 end
7 j = j + 1
8 until convergence;
C. Randomization Approach
Once we obtain Us and w at the convergence of the
proposed algorithm, we can synthesize polyphase waveforms
from Us and w using a randomization approach. Specifically,
let U?s and w
? denote the obtained solution by the proposed
algorithm. In addition, denote the number of independent
randomizations by Nr. Then, at the nth randomization, we
generate a random vector χn ∼ CN (0, Ir). Let χ˜n =
(U?s)
Hχn. Clearly, χ˜n ∼ CN (0, (U?s)HU?s). Next we con-
struct a feasible point, denoted by sˇn, from χ˜n:
sˇn(i) =
√
ps exp(j∆φbarg(χ˜n(i))/∆φe), (35)
where sˇn(i) and χ˜n(i) represent the ith element of sˇn and
χ˜n, respectively, i = 1, . . . , LNT.
Next we choose the best polyphase waveform after random-
ization. One can use a selection method similar to that in [23],
i.e.,
s? = arg max
sˇn
sˇHn Qt(w
?)sˇn
sˇHn Ru(w
?)sˇn
. (36)
However, note that w? is a filter that corresponds to U?s . Thus,
in general it is not optimal for sˇn. An alternative way to select
the polyphase waveforms is based on the cost function of the
optimization problem in (14):
s? = arg max
sˇn
(vt(sˇn))
HR−1u (sˇn)vt(sˇn). (37)
Typically, polyphase waveforms with a larger SINR can be
obtained by the selection method (37). However, the compu-
tational complexity of this selection method is much larger
than that of the selection method (36), since it involves the
calculation of Ru(sˇn) and its inverse.
Algorithm 2 summarizes the randomization approach for the
design of polyphase waveforms. Algorithm 3 summarizes the
overall design method for MIMO radar systems, where g(n)
is the objective value of (22) at the nth (outer) iteration, and
ε1 and ε2 are predefined small values (> 0).
IV. ANALYSIS AND DISCUSSIONS
A. Convergence Analysis
In this subsection, we prove that {g(n)} forms a mono-
tonically non-decreasing sequence, i.e., g(n+1) ≥ g(n). The
proof relies on the ascent property of cyclic optimization,
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Algorithm 2: Randomization approach for the design of
polyphase waveforms
Input: U?s,w?.
Output: s?.
1 for n = 1 to Nr do
2 Generate χn ∼ CN (0, Ir)
3 χ˜n = (U
?
s)
Hχn
4 for i = 1 to LNT do
5 sˇn(i) =
√
ps exp(j∆φbarg(χ˜n(i))/∆φe)
6 end
7 end
8 Obtain s? from (36) or (37).
Algorithm 3: Polyphase waveform design algorithm for
MIMO STAP
Input: Vt, {{σ2c,p,k,Vc,k,p}Nck=1}p=Pp=−P .
Output: s?.
1 Initialize: n = 0, U(0)s .
2 repeat
3 Compute Qt(U
(n)
s )
4 Compute Ru(U
(n)
s )
5 w(n+1) = P(Qt(U(n)s ),Ru(U(n)s ))
6 Compute Qt(w(n+1))
7 Compute Ru(w(n+1))
8 k = 0
9 U
(n,k)
s = U
(n)
s
10 repeat
11 x(n,k) =
tr(U(n,k)s Qt(w
(n+1))(U(n,k)s )
H)
tr(U(n,k)s Ru(w(n+1))(U
(n,k)
s )H)
12 K(n,k) = Qt(w
(n+1))− x(n,k)Ru(w(n+1))
13 Apply Algorithm 1 with U(n,k)s as the initial
point and let U(n,k+1)s denote the solution at
convergence.
14 k = k + 1
15 until (x(n,k+1) − x(n,k))/x(n,k+1) < ε2;
16 U
(n+1)
s = U
(n,k)
s
17 n = n+ 1
18 until (g(n+1) − g(n))/g(n+1) ≤ ε1;
19 Use the randomization approach in Algorithm 2 to obtain
s?.
Dinkelbach’s transform, and MM. To this end, we can verify
that
tr(U(n,k)s K
(n,k)(U(n,k)s )
H) = 0. (38)
In addition, we show in Appendix B that the sequence of the
objective values during the iterations of Algorithm 1 is non-
decreasing. Thus,
tr(U(n,k+1)s K
(n,k)(U(n,k+1)s )
H)
=tr(U(n,k+1)s Qt(w
(n+1))(U(n,k+1)s )
H)
− x(n,k)tr(U(n,k+1)s Ru(w(n+1))(U(n,k+1)s )H) ≥ 0. (39)
Note that
x(n,k+1) =
tr(U(n,k+1)s Qt(w(n+1))(U
(n,k+1)
s )H)
tr(U(n,k+1)s Ru(w(n+1))(U
(n,k+1)
s )H)
. (40)
As a result, we have
x(n,k+1) ≥ x(n,k). (41)
Using (41), we obtain
g(n) ≤ g(n+1/2) = x(n,0) ≤ x(n,Kiter) = g(n+1), (42)
where g(n+1/2) denotes the objective value associated with
{U(n)s ,w(n+1)}, Kiter denotes the number of iterations for
the fractional programming problem, and the first inequality
holds because of the optimality of w(n+1) given U(n)s .
Note that the objective of (22) is bounded from above. Thus,
the objective values provided by the iterates of Algorithm 3
are guaranteed to converge to a finite value.
B. On the Computation of Ru(Us) and Ru(w)
In this subsection, we provide an alternative way of com-
puting Ru(Us) and Ru(w). First, we introduce the following
lemma (for notational simplicity, we discard the dependency
of the vectors and matrices on clutter parameters):
Lemma 1: Let x ∈ CLNT . Then
(d⊗ JTp ⊗A)x = (IM ⊗XTp ⊗ INR)(d⊗ aT ⊗ aR),
(43)
(dH ⊗ Jp ⊗AH)w = (JpWˆ ⊗ INT)(d∗ ⊗ a∗R ⊗ a∗T), (44)
where Xp = XJp, X ∈ CNT×L satisfies vec(X) = x,
Wˆ ∈ CL×MNR satisfies vec(Wˆ) = (IM ⊗ K)w, and
K ∈ CLNR×LNR is a commutation matrix1.
Proof: See Appendix C.
Let cl denotes the lth column of UHs , l = 1, . . . , LNT. Then
UHs Us =
∑LNT
l=1 clc
H
l . Using Lemma 1, one can verify that
Vc,k,pcl = (d(ωc,p,k)⊗ JTp ⊗A(θc,p,k))cl
= C˜p,lv˜c,p,k, (45)
where C˜p,l = (IM⊗CTp,l⊗INR), Cp,l = ClJp, Cl is an NT×L
matrix satisfying vec(Cl) = cl, and v˜c,p,k = d(ωc,p,k) ⊗
aT(θc,p,k)⊗ aR(θc,p,k). Hence, Ru(Us) can be rewritten as
Ru(Us) =
P∑
p=−P
r∑
l=1
C˜p,lR˜c,pC˜
H
p,l +RJn, (46)
where R˜c,p =
∑Nc
k=1 σ
2
c,p,kv˜c,p,kv˜
H
c,p,k, which can be com-
puted offline.
By exploiting the sparse structure of Vc,k,p in (23), the
computation of Ru(Us) has a complexity of O((2P +
1)Nc((LNT)
3 + L2MNRNT(NT + NR))). Compared with
(23), the computation of Ru(Us) with (46) has a complexity
of O((2P + 1)r(L(MNRNT)2 + NT(LMNR)2)). In some
applications, to improve the fidelity of the clutter model, the
1 An LNR×LNR commutation matrix K satisfies Kvec(M) = vec(MT )
for any M ∈ CNR×L. As a result, for v1 ∈ CNR and v2 ∈ CL, K(v1 ⊗
v2) = v2 ⊗ v1.
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number of clutter patches Nc is set to a large value. In such
situations, calculating Ru(Us) with (46) can be more efficient.
Similarly, using (44), we can verify that
VHc,k,pw = W˜pv˘
∗
c,k,p, (47)
where W˜p = JpWˆ ⊗ INT , and v˘c,k,p = d(ωc,p,k) ⊗
aR(θc,p,k)⊗ aT(θc,p,k). Thus, Ru(w) can be rewritten as
Ru(w) =
P∑
p=−P
W˜pR˘c,pW˜
H
p + β(w)ILNT , (48)
where R˘c,p =
∑Nc
k=1 σ
2
c,p,kv˘
∗
c,k,pv˘
T
c,k,p, which also can be
computed offline.
The calculation of Ru(w) via (26) has a complexity of
O((2P + 1)Nc((LNT)
2 + LMNR + LNT)). Compared with
(26), the computation of Ru(w) using (48) has a complexity
of O((2P + 1)(L(MNRNT)2) + MNR(LNT)2). Thus, if Nc
is large, we can choose (48) to reduce the computational
complexity.
C. Computational Complexity
Next we discuss the computational complexity per iteration.
With respect to the optimization of w for fixed Us, the
complexity is mainly determined by the calculation of Ru(Us)
and the eigenvector associated with the largest generalized
eigenvalue of the matrix pair. In the previous subsection, we
have analyzed the computational complexity of calculating
Ru(Us), which is dependent on the computation method. For
the calculation of the eigenvector associated with the largest
eigenvalue of the matrix pair, the complexity is O((LMNR)3).
Using the method in [38], the complexity can be reduced
to O((LMNR)2). For the optimization of Us given w, the
complexity is proportional to that of Algorithm 1, which
is O(r(LNT)2). As a comparison, the optimization of Rs
given w with the interior point method has a complexity of
O((LNT)
6.5) [39], which is much higher than that of the
proposed algorithm. Moreover, interior point methods usually
need the formation of a Schur complement matrix, which
has a memory requirement of O((LNT)4). Such a significant
requirement hinders the application of interior point methods
to the design of long codes.
D. The selection of r
In this subsection, we make use of the result in [40] to show
that, there exists a low-rank solution to the optimization of Rs
given w. To this end, we rewrite the optimization of Rs given
w as follows:
max
Rs
tr(RsQt(w))
tr(RsRu(w))
s.t. diag(Rs) = ps · 1LNT×1, Rs  0. (49)
After applying the Charnes-Cooper transform [33], we can
find the optimal solution by solving the following SDP:
max
Ms,η
tr(MsQt(w))
s.t. tr(MsRu(w)) = 1, η > 0,
diag(Ms) = ηps · 1LNT×1, Ms  0. (50)
Denote the optimal solution of (50) by {Mopts , ηopt}. Then the
optimal solution of (49) is given by
Ropts = M
opt
s /η
opt. (51)
Define M˜s = BlkDiag(Ms; η), Q˜t(w) = BlkDiag(Qt(w); 0),
R˜u(w) = BlkDiag(Ru(w); 0), and e˜l = [el;−√ps], l =
1, . . . , LNT, where el is the canonical vector with the lth entry
equal to 1 and other entries equal to zero. We can verify that
(50) can be recast as
max
M˜s
tr(M˜sQ˜t(w))
s.t. tr(M˜sR˜u(w)) = 1, M˜s  0,
tr(M˜se˜le˜Hl ) = 0, l = 1, . . . , LNT. (52)
It follows from [40, Lemma 3.1] that there is an optimal
solution of (52) satisfying
rank(M˜opts ) = rank(M
opt
s )+1 = rank(R
opt
s )+1 ≤
√
LNT + 1.
(53)
The above result implies that it is sufficient to consider r ≤√
LNT + 1−1. This can reduce the computational complexity
of the proposed algorithm significantly.
V. NUMERICAL EXAMPLES
In this section, we provide numerical examples to verify
the performance of the proposed algorithm. We consider an
airborne MIMO radar system with NT = 4 transmit antennas
and NR = 4 receive antennas. We assume for simplicity that
both antenna arrays are ULAs, with inter-element spacing
dT = 2λ and dR = λ/2, respectively. In addition, the radar
array is steered to broadside. The radar platform is moving at
a height of ha = 9000 m and a constant speed of va = 150
m/s. The transmit waveforms have a carrier frequency of
fc = 1 GHz and a bandwidth of B = 1 MHz. The total
available energy for the waveforms is et = 1 and the code
length is L = 13. The radar transmits M = 16 pulses in
a CPI with a PRF fr = 1000 Hz. The target of interest
is at a range of Rt = 12728 m (which corresponds to an
elevation angle ≈ 45◦) and an azimuth of 0◦ (i.e., the target
DOA is θt = 0). For the clutter model, we consider P = 1
and Nc = 361 clutter patches in a range ring. In addition,
σ2c,k,p = 1, p = −P, . . . , P, k = 1, . . . , Nc. One barrage noise
jamming is present with a jammer-to-noise-ratio (JNR) of 35
dB and a DOA of 30◦. We use (46) to compute Ru(Us)
and (48) to compute Ru(w). We assume that the noise is
white with σ2 = 1. The number of randomizations in the
randomization procedure is Nr = 100. For the CycSDR
algorithm, the involved convex optimization problems are
solved by the CVX toolbox [41]. Regarding the stopping
criterion of the proposed algorithm, we set ε1 = ε2 = 10−3.
Finally, all the analysis is carried out on a standard laptop with
Intel Core i7-8550U CPU and 16 GB RAM.
First, we analyze the convergence of the proposed algorithm
(before randomization). Fig. 1 shows the SINR curves for
the proposed algorithm and the CycSDR algorithm versus
CPU time, where the target velocity is vt = 30 m/s (which
corresponds to a normalized Doppler frequency of 0.2), and
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r =
⌊√
LNT + 1
⌋ − 1 = 6. Herein, we initialize Us by a
random matrix with independent and identically distributed
(i.i.d.) elements and the columns normalized according to the
constraint, and we initialize Rs by Rs = UHs Us. In addition,
we plot the SINR associated with the waveforms designed
only with the energy constraint (which can be designed by
Algorithm 1 in [23]) as a benchmark. Note the monotonically
increasing behavior of the SINR curves and the convergence of
both algorithms. The SINRs of the CycSDR algorithm and the
proposed algorithm at convergence are 20.98 dB and 20.97 dB,
which are slightly smaller than that of the energy-constrained
waveforms (21.19 dB). Regarding the CPU time needed to
reach convergence, the proposed algorithm takes 15.5 seconds
to converge and the CycSDR algorithm takes 383.1 seconds
to converge. Thus, the proposed algorithm is much faster than
the CycSDR algorithm. We believe that the efficiency of the
proposed algorithm is due to not only the lower per-iteration
computational complexity, but also to the good initial points
(from the previous outer iterations, see Algorithm 3 for details)
for the inner iterations.
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Fig. 1. Convergence of SINR versus CPU time. vt = 30 m/s. r = 6.
To further show the efficiency of the proposed algorithm and
study the impact of starting points on the performance of the
proposed algorithm, we use the same parameters as in Fig. 1
and conduct 50 independent Monte Carlo runs using different
starting points for Us. The associated SINRs and CPU time
for the 50 independent runs are shown in Fig. 2. We notice
that the SINRs of the proposed algorithm are almost identical
to those of the CycSDR algorithm. In addition, the SINRs of
both algorithms are insensitive to the starting points, but the
starting point impacts the convergence speed, and typically,
CycSDR is much slower than the proposed algorithm. Since
the proposed algorithm attains the same SINR as CycSDR but
has a significantly reduced computational complexity, we do
not consider CycSDR in the following figures.
Next we analyze the performance of the two randomization
approaches proposed in (36) and (37). In Fig. 3, we show
the performance of the two randomization approaches for
D ∈ {2, 4, 8, 16, 32, 64, 128, 256, 512}. We can observe that
the waveforms obtained using method 2 have a larger SINR
than those obtained by method 1. However, the gain is not
significant for a large D. In addition, the computational
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Fig. 2. The impact of starting points on SINR and CPU time until
convergence. (a) SINR. (b) CPU time. 50 independent Monte Carlo trials.
vt = 30 m/s. r = 6.
complexity of method 2 is several orders of magnitude higher
than that of method 1.
In the next example, we assess the impact of the rank of Us
(i.e., r) on the performance of the proposed algorithm. In Fig.
4, we plot the SINRs of the designed binary waveforms (i.e.,
D = 2) and the associated CPU time (we use method 2 in the
randomization process). For each r, we generate 100 different
Us to initialize the algorithm and the other parameters are the
same as those in Fig. 1. It can be seen from Fig. 4 that by
increasing r, the SINR of the designed binary waveforms is
slightly larger but it takes more time to converge. Interestingly,
even for r = 1 we can obtain a satisfactory performance.
Indeed, our numerical simulations show that for this typical
parameter setup, even if we use a large r, the optimized Us
during the iterations tends to have a low rank (typically ≤ 3)
and one dominant singular value. This can partly explain why
using r = 1 can result in a large SINR. However, there is
no theoretical guarantee that r = 1 will work well for more
general cases.
To demonstrate that the proposed algorithm can be used to
design long waveforms, we let LNT = 512 and consider two
different cases: NT = 4, L = 128 and NT = 16, L = 32.
Fig. 5 shows the convergence of SINR versus CPU time for
the proposed algorithm. As a benchmark, the SINR associated
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Fig. 3. The SINRs and CPU time for different randomization approaches. (a)
SINR. (b) CPU time. vt = 30 m/s. r = 6.
with the waveforms designed only with the energy constraint
is also plotted. The SINRs for the two designs after random-
izations (for D = 4) are 27.98 dB and 20.78 dB, respectively.
As expected, by increasing LNT, the run-time is longer. In
addition, we can also notice that increasing the length of the
waveforms only results in a slightly larger SINR. Note that by
increasing the number of the transmit antennas, we can obtain
a higher spatial resolution, which can significantly enhance the
SINR at the low Doppler region.
Finally, we show the SINR of the synthesized polyphase
waveforms versus target Doppler frequencies in Fig. 6(a),
where r = 6, and D = 2, 4, 8, 16. Fig. 6(b) shows the
corresponding SINR in the low Doppler region. We also plot
the SINR of the energy-constrained waveforms and the Barker
code for comparison. For the Barker code, the corresponding
waveform matrix is SBarker = a∗(θt)sTBarker, where sBarker is the
13-element Barker code. We can observe that the waveforms
synthesized by the proposed algorithm is better than the Barker
code, especially in the low Doppler region (e.g., the SINR
gain using the binary waveforms synthesized by the propose
algorithm reaches 7.5 dB at the normalized Doppler frequency
of 0.02), which is of particular interest for airborne radar.
Moreover, increasing D leads to better performance.
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Fig. 4. The impact of r on SINR and CPU time. (a) SINR. (b) CPU time.
vt = 30 m/s. D = 2.
VI. CONCLUSION
We developed an efficient algorithm to design polyphase
waveforms for MIMO STAP. The proposed algorithm uses
cyclic optimization and relaxation. To reduce the computa-
tional complexity and the memory requirement caused by re-
laxation, we introduced a low-rank reparameterization that was
theoretically justified. Moreover, using Dinkelbach’s transform
and MM, the reparameterization allows developing an efficient
iterative algorithm. We prove that the proposed algorithm
has guaranteed convergence of the objective values. Finally,
numerical examples showed that, even for the case of synthe-
sizing binary waveforms, the proposed algorithm can achieve
a good performance.
APPENDIX A
PROOF OF (27)
First, we can verify that wHVtUHs UsV
H
t w =
tr(wHVtUHs UsV
H
t w) = tr(UsV
H
t ww
HVtU
H
s ) =
tr(UsQt(w)UHs ), where we have used the matrix identity
that tr(AB) = tr(BA). Similarly,
wHVc,k,pU
H
s UsV
H
c,k,pw = tr(UsV
H
c,k,pww
HVc,k,pU
H
s ).
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Fig. 5. The convergence of SINR versus CPU time for LNT = 512. (a)
NT = 16, L = 32. (b) NT = 4, L = 128. vt = 30 m/s. D = 4.
In addition, wHRJnw = wHRJnw/et · et = β(w)tr(UsUHs ).
Using the above results, we obtain
wHRu(Us)w = tr(UsRu(w)UHs ). (54)
Then the proof of (27) is completed.
APPENDIX B
PROOF THE CONVERGENCE OF ALGORITHM 1
Let f (j) denotes the objective value of Algorithm 1 in the
jth iteration. It is easy to verify that
f (j+1) = tr(U(j+1)s K(U
(j+1)
s )
H) (55a)
≥ 2Re(tr(U(j)s Kpos(Uj+1s )H)) + c0 (55b)
≥ 2Re(tr(U(j)s Kpos(Ujs)H)) + c0 (55c)
= tr(U(j)s K(U
(j)
s )
H) = f (j), (55d)
where (55b) is a consequence of (30) and (55c) holds because
of the optimality of U(j+1)s in the (j + 1)th iteration. Thus,
the sequence of {f (j)} is monotonically non-increasing. In
addition, it can be verified that f (j) is bounded from above.
Thus, the objective values of the iterates of Algorithm 1 are
guaranteed to converge to a finite value.
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Fig. 6. The SINR versus normalized target Doppler frequency. (a) ft ∈
[−0.5, 0.5]. (b) ft ∈ [−0.1, 0.1]. r = 6.
APPENDIX C
PROOF OF LEMMA 1
Note that (d ⊗ JTp ⊗ A)x = (d ⊗ JTp ⊗ A)(1 ⊗ x) =
d⊗ ((JTp ⊗A)x). In addition, (JTp ⊗A)x = vec(AXJp) =
(XTp ⊗ INR)vec(A) = (XTp ⊗ INR)(aT⊗aR) = (XTp aT)⊗aR,
where Xp = XJp. Thus,
(d⊗ JTp ⊗A)x = d⊗ (XTp aT)⊗ aR
= (IM · d)⊗ (XTp aT)⊗ (INR · aR)
= (IM ⊗XTp ⊗ INR)(d⊗ aT ⊗ aR), (56)
which completes the proof of (43).
Define z = (d⊗JTp ⊗A)x. Let z = [zT1 , zT2 , . . . , zTM ]T and
w = [wT1 ,w
T
2 , . . . ,w
T
M ]
T , then wHz =
∑M
m=1w
H
mzm and
zm = dm(X
T
p aT) ⊗ aR, where dm denotes the mth element
of d. Define zˆm = dmaR ⊗ (XTp aT). Then the commutation
matrix K ∈ CLNR×LNR satisfies that zˆm = Kzm. As a result,
wHmzm = w
H
mK
TKzm = wˆ
H
mzˆm and w
Hx can be rewritten
as wHz =
∑M
m=1 wˆ
H
mzˆm = wˆ
H zˆ, where wˆm = Kwm,
wˆ = [wˆT1 , wˆ
T
2 , . . . , wˆ
T
M ]
T , and zˆ = [zˆT1 , zˆ
T
2 , . . . , zˆ
T
M ]
T . In
addition, zˆ can be written as zˆ = d⊗aR⊗(XTp aT) = (IMNR⊗
XTp )(d⊗aR⊗aT). Note that (IMNR⊗X∗p)wˆ = vec(X∗pWˆ) =
(WˆTJTp ⊗ INT)x∗, where Wˆ ∈ CL×MNR and vec(Wˆ) = wˆ.
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Thus, wHz = wˆH zˆ = xT (JpWˆ∗⊗ INT)(d⊗aR⊗aT). Since
wHz = xT (dT ⊗ Jp ⊗AT )w∗, we have
(dH ⊗ Jp ⊗AH)w = (JpWˆ ⊗ INT)(d∗ ⊗ a∗R ⊗ a∗T), (57)
which completes the proof of (44).
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