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INTRODUCTION
Introduction
La transmission nume´rique consiste a` faire transiter de l’information sous forme
de signaux nume´riques sur un support physique de communication appele´ canal de
transmission. Nous pouvons citer par exemple la transmission de donne´es entre mo-
biles sous forme d’ondes e´lectromagne´tiques a` travers l’atmosphe`re et les transmissions
acoustiques sous marines. Malheureusement, les canaux de transmission ne sont pas
parfaits. Ils ont une bande passante limite´e, supportent divers bruits et pre´sentent de
ce fait une capacite´ limite´e a` transmettre les signaux. Un autre phe´nome`ne ne´faste
qui peut se pre´senter sur les canaux de transmission est la se´lectivite´ en fre´quence.
En effet, dans ce cas le signal peut eˆtre fortement atte´nue´ dans certaines bandes de
fre´quences. De plus, le signal qui se propage dans un canal parcourt ge´ne´ralement
des trajets multiples provoque´s par des re´flexions et des diffractions sur les diffe´rents
obstacles rencontre´s sur son chemin.
Toutes ces perturbations introduites par le canal de´gradent le signal e´mis de sorte
qu’a` la re´ception on observe plusieurs versions bruite´es du signal transmis diffe´remment
atte´nue´es et retarde´es. Cela conduit au phe´nome`ne d’interfe´rence inter-symboles (IIS)
introduit par un canal multi-trajets se´lectif en fre´quence. Cette IIS rend difficile voire
impossible la re´cupe´ration des donne´es e´mises sans l’emploi de techniques de traitement
de signal au niveau du re´cepteur.
Dans cette the`se, nous nous inte´ressons plus particulie`rement aux techniques
d’e´galisation qui permettent de re´duire l’IIS introduite par le canal de transmission. Un
e´galiseur est un filtre place´ au niveau du re´cepteur d’une chaˆıne de transmission dont la
fonction est d’ajuster au mieux sa sortie au signal e´mis au sens d’un certain crite`re dit
crite`re d’e´galisation. Le but de l’e´galisation est de de´terminer les coefficients du filtre
qui optimise le crite`re choisi. Parmi les crite`res envisageables, on peut envisager des
crite`res supervise´s pour lesquels on se sert d’une se´quence d’apprentissage connue au
niveau du re´cepteur pour chercher les coefficients de l’e´galiseur et des crite`res aveugles
qui exploitent des caracte´ristiques statistiques du signal e´mis connues du re´cepteur.
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Dans ce manuscrit, nous nous focalisons sur l’e´galisation aveugle de canaux de trans-
mission.
Motivations
Les premie`res techniques d’e´galisation aveugle sont apparues dans les anne´es 70 [10].
Elles se basent sur la connaissance des proprie´te´s statistiques du signal e´mis. Le crite`re
d’e´galisation est construit de fac¸on a` imposer a` l’e´galiseur de reproduire un signal dont
certaines proprie´te´s statistiques se rapprochent au mieux de celles du signal e´mis. Au
cours de la dernie`re de´cennie, de nouvelles approches ont e´te´ propose´es. Elles se basent
sur la distribution des donne´es e´mises plutoˆt que sur des caracte´ristiques statistiques
plus restrictives. Cela permet de mieux exploiter l’information disponible sur le signal
e´mis. Avec ces me´thodes, le crite`re d’e´galisation est construit de fac¸on a` permettre a`
l’e´galiseur d’ajuster la densite´ de probabilite´ du signal a` sa sortie a` celle du signal e´mis.
Les travaux de la litte´rature sur ces techniques nous ont motive´s pour les e´tudier de
fac¸on de´taille´e.
Cette the`se a pour premier objectif d’e´tudier ces techniques d’e´galisation aveugle
base´es sur l’ajustement de densite´ de probabilite´ par me´thodes a` noyau, de proposer de
nouvelles approches plus performantes en termes de vitesse de convergence et d’erreur
re´siduelle et d’appuyer leur importance par une e´tude the´orique.
Par ailleurs, en vue de re´pondre aux nouveaux de´fis scientifiques lie´s principalement
a` la construction de re´cepteurs de plus en plus intelligents et d’e´metteurs capables de
s’adapter aux conditions de transmission, on s’inte´resse dans un deuxie`me temps a`
l’e´tude des techniques de classification automatique de modulation (CAM). Ces tech-
niques sont importantes pour les syste`mes de radio cognitive ou` le re´cepteur ne dispose
ni de la connaissance du canal ni de celle de la modulation e´mise. Elles sont tre`s utiles
e´galement dans le contexte des modulations adaptatives ou` l’e´metteur doit adapter la
modulation e´mise aux conditions de transmission. Nous proposons ainsi de nouvelles
approches pour classer en particulier les modulations MAQ et MDP.
Si le re´cepteur ne dispose plus d’une connaissance a` priori sur la modulation e´mise, la
construction d’un crite`re d’e´galisation aveugle base´ sur des caracte´ristiques statistiques
particulie`res ou sur la densite´ de probabilite´ du signal e´mis devient impossible. D’ou`
l’utilite´ de construire un crite`re d’e´galisation ge´ne´rique aveugle meˆme par rapport a` la
modulation e´mise et capable de re´duire l’IIS pour diffe´rentes familles de modulations.
Nous avons donc e´tudie´ les techniques.
Plan du document
Ce me´moire de the`se comporte quatre chapitres organise´s comme suit.
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Dans le chapitre 1, nous e´nonc¸ons le proble`me de l’e´galisation de canaux de
transmission et nous de´taillons la de´marche de construction d’un e´galiseur. Dans ce
cadre, le choix du crite`re d’e´galisation constitue une e´tape importante. Ce chapitre
donne un aperc¸u sur les crite`res d’e´galisation supervise´s et non supervise´s qui sont
employe´s et que l’on trouve dans la litte´rature. Nous nous concentrons en particulier
sur les crite`res aveugles.
Dans le chapitre 2, nous commenc¸ons par expliquer le principe sur lequel re-
pose l’emploi de densite´ de probabilite´ (DDP) dans l’e´galisation aveugle des canaux de
transmission. Nous pre´sentons les techniques d’estimation de densite´ au moyen d’es-
timateurs a` noyaux. Puis, nous pre´sentons quelques e´galiseurs base´s sur l’ajustement
de DDPs qui existent dans la litte´rature. Nous nous inte´ressons particulie`rement a` une
approche appele´e SQD (Stochastic Quadratic Distance), dont le crite`re d’e´galisation
est base´ sur la distance quadratique entre la DDP du signal en sortie de l’e´galiseur et la
DDP d’une constellation cible bruite´e. Nous pre´sentons dans ce contexte nos contribu-
tions sous forme d’un nouvel algorithme que nous appelons AR-LCSQD (Adaptive Ra-
dius Low Complexity SQD) et une famille d’algorithmes que nous appelons MSQD-ℓp
(Multimodulus-SQD-ℓp). Nous mettons en e´vidence l’inte´reˆt particulier de l’algorithme
MSQD-ℓ1.
Dans le chapitre 3 et afin de comple´ter l’e´tude de l’algorithme MSQD-ℓ1, nous
en proposons une analyse de performance. Cette analyse est base´e sur la me´thode de
l’e´quation diffe´rentielle moyenne (ODE : pour Ordinary Differential Equation). Nous
montrons que l’e´galiseur MMSE (minimum mean square error) est le seul point station-
naire stable de l’e´galiseur MSQD-ℓ1 et que l’erreur quadratique moyenne de ce dernier
converge asymptotiquement vers celle du MMSE.
Dans le chapitre 4, nous nous inte´ressons au proble`me de l’e´galisation aveugle
ge´ne´rique qui se pose lorsqu’on ne dispose pas d’une connaissance a` priori de la modu-
lation e´mise, ainsi qu’au proble`me de la classification automatique de modulations
(CAM). Nous pre´sentons dans la premie`re partie du chapitre une nouvelle famille
d’e´galiseurs aveugles ge´ne´riques, MSQD-ℓpgen, dont le crite`re est base´ sur celui de
la famille MSQD-ℓp. La deuxie`me partie de ce chapitre est consacre´e aux techniques
de CAM qui existent dans la litte´rature et celles propose´es dans cette the`se. Nous
comparons leurs performances en terme de probabilite´ de classification correcte (Pcc)
et nous nous concentrons plus particulie`rement sur la classifications des modulations
MAQ et MDP.
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CHAPITRE
1 Aperc¸u sur l’e´galisation
1.1 Introduction
Dans ce chapitre, nous introduisons la proble´matique de l’e´galisation des canaux
de transmission. Nous discutons ses principes et nous pre´sentons quelques approches
adopte´es dans la litte´rature pour re´aliser cette ope´ration. On se place dans le contexte
d’une transmission mono capteur (Single Input Single Output (SISO)) et mono-
porteuse (single-carrier).
Dans la section 1.2, nous introduisons les e´le´ments de la chaˆıne de transmission.
Ensuite, dans la section 1.3, nous pre´sentons les mode`les de signal et d’e´galiseur a`
conside´rer. Dans la section 1.4, nous discutons les architectures possibles des e´galiseurs.
Nous e´tudions par la suite, dans la section 1.5, quelques crite`res d’e´galisation non
aveugle, puis dans la section 1.6 nous nous concentrons sur les crite`res d’e´galisation
aveugle. Enfin, nous illustrons, dans la section 1.7, les performances de quelques
e´galiseurs pre´sente´s dans ce chapitre sur des canaux de transmission tests.
1.2 La chaˆıne de transmission
Le sche´ma basique d’une chaˆıne de transmission nume´rique est repre´sente´ sur la
figure 1.1.
|yr,i|2 (1.1)
|yr,i| (1.2)
La source d’information ge´ne`re un message dans l’objectif d’eˆtre transmis au re´cepteur
via le canal de transmission. En ge´ne´ral, les caracte´ristiques du message de´pendent de
la nature de la source qui le produit. Dans une chaˆıne de communication nume´rique, le
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Figure 1.1 — Sche´ma basique d’une chaˆıne de transmission nume´rique.
message produit par la source est converti en une se´quence binaire. Ide´alement, ce mes-
sage doit eˆtre repre´sente´ par la se´quence binaire la plus courte possible. Pour ce faire, un
codeur de source est utilise´ pour convertir efficacement (avec peu ou pas de redondance)
le message en une se´quence binaire. Afin d’ame´liorer la fiabilite´ des donne´es transmises
via le canal et d’augmenter la robustesse au phe´nome`ne perturbateur (bruit), il est
ne´cessaire d’introduire une redondance de manie`re controˆle´e sur le message issu du co-
deur de source. Cette ope´ration est assure´e par le bloc ”codage canal”. Par la suite, la
se´quence binaire en sortie du codeur de canal est rec¸ue par le modulateur nume´rique.
L’objectif fondamental de ce dernier est de mapper la se´quence d’information binaire
en des signaux de formes d’onde qui s’adaptent au canal de transmission. il existe deux
types de modulations :
– modulation binaire ou` on associe au bit 0 l’onde s0(t) et au bit 1 l’onde s1(t).
– modulation M-aire telle que M > 2, ou` on envoie M = 2b formes d’onde dis-
tinctes : si(t), i = 0, ...,M − 1. Le modulateur dans ce cas transmet b bits d’in-
formation code´e a` la fois.
Le canal de transmission, qui va eˆtre pre´sente´ plus en de´tails dans la suite, constitue le
support physique qui est utilise´ pour transmettre le signal de l’e´metteur au re´cepteur.
Une fois le signal transmis via le canal au re´cepteur, le roˆle de ce dernier consiste
a` estimer les bits e´mis a` partir du signal rec¸u. Pour cela, il effectue des traitements
en commenc¸ant par la de´modulation jusqu’au de´codage de source tout en prenant
en compte l’effet du canal. Ainsi, le bloc ”De´modulation” (Fig.1.1) a pour but de
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ramener le signal en bande de base, apre`s avoir re´solu le proble`me de re´cupe´ration
de la porteuse. Le de´codeur de canal de´tecte et corrige certaines erreurs pre´sentes
dans le signal de´module´. Le nombre d’erreurs corrige´es et de´tecte´es de´pend du nombre
de bits ajoute´s au signal lors du codage de canal. Finalement le de´codeur de source
de´compresse le signal en sortie du de´codeur de canal pour retrouver le signal e´mis par
la source.
1.2.1 Le canal de transmission
Le canal repre´sente le milieu de transmission avec un bruit additif. Le milieu de
transmission peut eˆtre :
– un caˆble bifilaire a` bande passante faible re´serve´ pour les transmissions a` bas
de´bit.
– un caˆble coaxial de bande passante plus importante qui permet de re´aliser des
transmissions avec un de´bit relativement e´leve´ (jusqu’a` 565 Mbits/s sur le re´seau
te´le´phonique).
– une fibre optique de bande passante tre`s e´leve´e (plusieurs dizaines de Gbits/s)
et de faible atte´nuation (0.2 dB/Km pour une longueur d’onde de 1550 nm).
Contrairement aux communications filaires et radioe´lectriques, les fibres op-
tiques sont insensibles aux perturbations e´lectromagne´tiques externes puisque ces
dernie`res ne peuvent s’y coupler. Elles subissent peu d’e´chauffement par rapport
aux liaisons filaires e´lectriques ce qui ame´liore leur fiabilite´. Cependant, elles sont
fragiles ainsi que leurs connecteurs et ont un couˆt d’installation et d’entretien
e´leve´.
– l’atmosphe`re qui est ge´ne´ralement re´serve´ aux transmissions par satellite ou par
faisceaux hertziens ainsi qu’aux communications mobiles. Les antennes consti-
tuent le dispositif de base pour transmettre ou recevoir un signal a` travers ce
type de canal. Sa bande passante s’e´tend sur un spectre tre`s large (de plusieurs
KHz a` plusieurs GHz). Son avantage par rapport aux autres supports de commu-
nications pre´ce´demment cite´s est lie´ principalement au faible couˆt d’installation
d’un re´seau a` grande e´chelle. Toutefois, il constitue le milieu le plus soumis aux
perturbations exte´rieures. Les radiocommunications subissent de tre`s nombreuses
perturbations qui rendent la propagation tre`s complexe et difficilement maitri-
sable dont nous citons les re´flexions multiples dues aux obstacles, les diffrac-
tions sur les areˆtes des baˆtiments et l’absorption atmosphe´rique. Elles subissent
e´galement trois types d’atte´nuations qui sont l’atte´nuation de parcours connu
sous le nom de ”Path loss” qui caracte´rise de fac¸on de´terministe la diminution
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de la puissance du signal e´mis dus a` l’e´loignement, l’effet de masque connu sous
le nom de ”Shadowing” qui constitue un phe´nome`ne plus local ale´atoire duˆ aux
atte´nuations successives et l’e´vanouissement qui traduit les variations rapides de
l’amplitude du signal.
– Le canal acoustique sous-marin pre´sente a` la fois des effets de
re´flexion/re´fraction ge´ne´rant de la dispersion temporelle, une atte´nuation for-
tement croissante avec la fre´quence qui restreint la bande-passante disponible,
ainsi qu’une forte variabilite´ du milieu. La propagation du signal acoustique dans
un environnement sous-marin est caracte´rise´e par une dispersion e´nerge´tique qui
atte´nue son niveau de puissance en fonction de la distance parcourue et de la
fre´quence porteuse. La propagation est aussi effectue´e a` travers des trajets mul-
tiples suite aux re´flexions sur le fond et la surface ce qui provoque une disper-
sion temporelle du signal et engendre de l’IIS. Le canal est aussi variant dans le
temps. Cette variation temporelle est justifie´ principalement par les mouvements
des vagues.
Le bruit quant a` lui est un signal parasite ale´atoire, le plus souvent d’origine ther-
mique. Il vient du milieu de transmission sous forme d’interfe´rence ge´ne´re´e par les utili-
sateurs du meˆme canal ou des dispositifs e´lectroniques utilise´s au niveau du re´cepteur.
1.2.2 Mode`les de canaux de transmission
La mode´lisation du milieu de transmission, qui tient compte de ses caracte´ristiques
les plus importantes, est ne´cessaire dans le de´sign des syste`mes de communications. En
effet, elle est utilise´e dans la conception du codeur de canal et du modulateur au niveau
de l’e´metteur ainsi que dans la conception du de´modulateur et du de´codeur de canal
au niveau du re´cepteur. Il est a` noter qu’au cours du dimensionnement d’un canal de
transmission, il faudra tenir compte du niveau du bruit afin de de´finir la sensibilite´ du
re´cepteur. Ge´ne´ralement, nous trouvons dans la litte´ratures trois mode`les de canaux
que nous pre´sentons ci-dessous [11].
Canal de bruit additif
C’est le mode`le le plus simple d’un canal de transmission ou` le signal transmis
est corrompu par un bruit additif ale´atoire b(t). Le bruit provient des composantes
e´lectroniques et des amplificateurs au niveau du re´cepteur ou des interfe´rences ren-
contre´e au cours de la transmission. Ge´ne´ralement, on conside`re que le bruit provient
principalement des composantes e´lectronique et qui est donc de nature thermique. Le
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bruit additif est dans ce cas un bruit gaussien et le canal est dit canal a` bruit gaussien
additif. Quand un signal s(t) parcoure un canal de ce type, on rec¸oit un signal r(t) tel
que :
r(t) = s(t) + b(t). (1.3)
Canal a` filtre line´aire
Dans ce cas, le canal de transmission est un canal multitrajet caracte´rise´ par sa
bande passante. Il est ne´cessaire ainsi d’assurer que les signaux transmis ne de´passent
pas la bande qui leurs est re´serve´e afin d’e´viter l’interfe´rence avec d’autres signaux. Cela
est possible par l’utilisation de filtres. Dans ce cas, le canal est ge´ne´ralement repre´sente´
par un filtre line´aire et un bruit additif. L’effet du canal est alors mode´lise´ par l’action
d’un filtre de re´ponse impulsionnelle h(t) et d’un bruit additif b(t) tel que
r(t) = s(t) ∗ h(t) + b(t). (1.4)
ou` ∗ repre´sente l’ope´ration de convolution.
Canal a` filtre line´aire variant dans le temps
Le signal transmis a` travers des canaux acoustiques sous marins ou` des canaux radio
subit des trajets multiples de propagation variant dans le temps. L’action d’un tel canal
sur le signal peut eˆtre caracte´rise´e mathe´matiquement par un filtre line´aire variant dans
le temps. Ce filtre est repre´sente´ par une re´ponse impulsionnelle variante dans le temps
h(τ ; t), ou` h(τ ; t) est la re´ponse du canal a` l’instant t due a` une impulsion applique´e a`
l’instant (t−τ). Le canal rec¸u en sortie de ce canal est donne´e par l’e´quation suivante :
r(t) = s(t) ∗ h(τ ; t) + b(t). (1.5)
Dans notre travail, nous nous sommes focalise´s sur le deuxie`me mode`le de canaux de
transmission qui se caracte´rise par l’action d’un filtre line´aire et l’ajout d’un bruit
blanc gaussien. A travers ce canal, on re´cupe`re au niveau du re´cepteur plusieurs ver-
sions du signal e´mis avec des amplitudes, des phases diffe´rentes et des retards plus ou
moins espace´s. La pre´sence de toutes ces perturbations ne permet pas de re´cupe´rer
correctement le message e´mis sans aucun traitement pre´alable du signal au niveau du
re´cepteur. D’ou` la ne´cessite´ d’introduire un bloc de traitement nomme´ e´galiseur dans
le but de re´duire l’effet introduit par le canal de transmission.
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Dans ce manuscrit, nous nous inte´ressons plus particulie`rement au bloc d’e´galisation
dans la chaˆıne de transmission. Ainsi, dans la suite de ce chapitre nous allons plus
spe´cifiquement pre´senter le mode`le du signal observe´ et les techniques d’e´galisation
usuelles rencontre´es dans la litte´rature pour en extraire l’information transmise.
1.3 Mode`les du signal et d’e´galiseur
Dans ce manuscrit, nous nous inte´ressons particulie`rement au proble`me d’e´galisation
dans la chaˆıne de transmission. Nous traiterons alors le signal en bande de base apre`s
de´modulation et nous supposons que le re´cepteur connait parfaitement le rythme sym-
bole et la fre´quence porteuse et que donc les proble`mes de synchronisation sont re´solus
par un traitement pre´alable fait par le re´cepteur. Ce traitement de re´cupe´ration de
ces deux parame`tres, ne´cessaires pour la synchronisation des symboles, est assure´
ge´ne´ralement par l’approche de type Maximum de vraisemblance (MV). Dans [11],
les techniques de synchronisation sont e´tudie´es plus en de´tails.
Une fois les proble`mes de synchronisation traite´s, la chaˆıne de transmission peut
eˆtre simplifie´e comme de´crit sur la figure 1.2 :
Emetteur Canal h +
b(n)
Egaliseur w
s(n) x(n) y(n)
Figure 1.2 — Sche´ma de base d’un syste`me d’e´galisation
Dans la chaˆıne de transmission de la figure 1.2, {s(n)}n∈Z est une se´quence de
symboles complexes inde´pendants et identiquement distribue´s (i.i.d) qui appartiennent
a` une constellation de modulation et de variance σ2s . Le canal est mode´lise´ par sa
re´ponse impulsionnelle h = [h0, h1, ..., hLh−1]
T , ou` (.)T repre´sente l’ope´rateur trans-
pose´. b = {b(n)}n∈Z est un bruit blanc gaussien additif (BBGA), complexe circu-
laire, inde´pendant de s et de variance σ2b = E [|b(n)|2], x = {x(n)}n∈Z est l’entre´e
de l’e´galiseur, w = [w0, w1, ..., wLw−1]
T est la re´ponse impulsionnelle de l’e´galiseur, de
taille Lw et y(n) est le signal e´galise´ a` l’instant n.
x(n) et y(n) sont mode´lise´s comme suit :
x(n) =
Lh−1∑
i=0
hi s(n− i) + b(n) (1.6)
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et
y(n) =
Lw−1∑
i=0
wi x(n− i) = wTx(n) (1.7)
ou` x(n) = [x(n), x(n− 1), ..., x(n− Lw + 1)]T .
Les coefficients wi de l’e´galiseur doivent eˆtre choisis de telle sorte que sa sortie res-
semble le plus possible au symbole e´mis s(n). Il existe deux approches a` l’e´galisation a`
savoir l’e´galisation en mode supervise´ ou non aveugle et l’e´galisation en mode aveugle.
Pour ces deux approches, les coefficients de l’e´galiseur sont ge´ne´ralement calcule´s
comme l’optimum d’un certain crite`re nomme´ fonction de couˆt de l’e´galiseur. On peut
par exemple citer le crite`re du maximum de vraisemblance (MV) et le crite`re de l’er-
reur quadratique moyenne minimale (EQMM) entre le signal rec¸u et celui e´mis. Puis,
une fois le crite`re fixe´, la deuxie`me e´tape consiste a` choisir l’algorithme a` utiliser pour
l’optimisation du crite`re d’e´galisation. Le choix de l’algorithme est lie´ au choix du
crite`re. On imple´mente, par exemple, le crite`re MV par l’algorithme de Viterbi alors
qu’on peut imple´menter le crite`re de l’EQMM par un algorithme adaptatif de type
gradient stochastique. Enfin, dans la dernie`re e´tape, se fait le choix de l’architecture
de l’e´galiseur qui est lie´ au choix du crite`re et de l’algorithme d’optimisation. Nous
diffe´rentions entre une architecture line´aire base´e sur des filtres qui respectent un cer-
tain crite`re d’e´galisation et une architecture non line´aire qui associe a` ces filtres une
boucle de de´cision.
1.4 Architectures des e´galiseurs
Un e´galiseur est un filtre introduit au niveau du re´cepteur dans la chaine de trans-
mission, dont la fonction principale est d’ajuster, au maximum, le signal a` sa sortie
a` celui qui a e´te´ e´mis. Cela est possible par la mise en place d’un crite`re qui re´git la
relation entre l’entre´e et la sortie du filtre. Avant de pre´senter les deux architectures
line´aire et non line´aire des e´galiseurs, nous commenc¸ons par un petit rappel sur les
filtres nume´riques.
1.4.1 Filtres nume´riques
On parle d’un filtre a` re´ponse impulsionnelle finie (RIF) ou transverse lorsque sa
sortie ne de´pend que d’un nombre fini de symboles du signal d’entre´e. Si on note
{x(n)}n∈Z la se´quence d’entre´e de ce filtre, {y(n)}n∈Z la se´quence de sortie et wk les
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coefficients du filtre alors la sortie du filtre est lie´e a` son entre´e par l’e´quation suivante :
y(n) =
Lw−1∑
k=0
wkx(n− k). (1.8)
Tout filtre RIF est causal et stable. E´tant a` nombre limite´ de coefficients, causaux et
stables, les filtres RIF sont faciles a` re´aliser et tre`s souvent utilise´s dans les syste`mes
d’e´galisation.
On parle d’un filtre a` re´ponse impulsionnelle infinie (RII) ou re´cursif lorsque sa sortie
de´pend a` la fois des symboles du signal d’entre´e et des symboles pre´ce´dents du signal
de sortie. Il conserve donc une trace des e´chantillons qui lui ont e´te´ applique´s pendant
une dure´e infinie ce qui consomme une me´moire infinie de stockage des e´chantillons.
La fonction de transfert de tout filtre RII causal ou anticausal dont les poˆles sont a`
l’inte´rieur du cercle unite´ peut eˆtre de´veloppe´e en se´rie. Un filtre RII pourra ainsi eˆtre
the´oriquement re´alise´ sous forme d’un filtre transverse de longueur infinie. En pratique
un filtre RII ne pourra eˆtre approxime´ que par un filtre RIF et sa sortie y s’exprime
en fonction de son entre´e x par :
y(n) =
Lw−1∑
k=0
wkx(n− k)−
N∑
k=1
aky(n− k). (1.9)
Un moyen de re´alisation des filtres RII consiste a` utiliser des structures re´cursives par
une boucle de re´action de la sortie sur l’entre´e.
1.4.2 E´galiseurs line´aires
Un e´galiseur line´aire est un filtre RIF a` coefficients ajustables suivi d’un circuit de
de´cision a` seuils. La figure 1.3 illustre le principe de l’e´galiseur line´aire ou` ses coefficients
peuvent eˆtre optimise´s par l’un des crite`res d’e´galisation que nous allons pre´senter tout
au long de ce manuscrit. H(z) et W (z) repre´sentent les transforme´es en z du filtre
canal et du filtre e´galiseur respectivement.
Emetteur
s(n)
b(n)
s¯(n)y(n)x (n)
Canal Egaliseur
W(z)H(z)
Figure 1.3 — Sche´ma d’un e´galiseur line´aire
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1.4.3 E´galiseurs non line´aires
Un exemple d’e´galiseur non line´aire est l’e´galiseur a` retour de de´cision DFE. Il est
constitue´ d’un filtre transverse et d’un filtre re´cursif. L’entre´e de ce filtre repre´sente les
symboles de´cide´s ante´rieurement et qui servent a` e´liminer l’IIS de l’estimation courante.
Le sche´ma de principe de l’e´galiseur a` retour de de´cision est donne´ par la figure 1.4
suivante :
Filtre de retour
b(n)
s(n) x (n) y(n) s¯(n)
H(z)
Canal
W(z)
Q(z)
Filtre
Emetteur
Figure 1.4 — Sche´ma d’un e´galiseur a` retour de de´cision (DFE)
Dans cette structure, W (z) sert principalement a` minimiser l’IIS sur le symbole
courant cause´e par les symboles futurs, alors que la partie re´cursive Q(z) synthe´tise
l’IIS cause´e par les symboles passe´s et la soustrait du signal avant la de´cision. Il est a`
noter ici que la soustraction d’IIS par la partie re´cursive est base´e sur l’hypothe`se que
les de´cisions sont correctes. Cependant, a` faible rapport signal a` bruit (RSB), le nombre
d’erreurs de de´cision devient important et il en re´sulte un phe´nome`ne de propagation
d’erreurs dans la boucle de re´action. Ce phe´nome`ne de´grade alors les performances du
DFE et il est pre´fe´rable dans ce cas d’utiliser un e´galiseur line´aire.
Il est a` noter que dans nos travaux de the`se nous nous sommes inte´resse´s aux
e´galiseurs line´aires.
Dans la section suivante, nous allons e´tudier quelques crite`res d’e´galisation ren-
contre´s dans la litte´rature.
1.5 E´galisation supervise´e du canal
Elle consiste a` inclure dans le message e´mis une se´quence pseudo-ale´atoire connue
du re´cepteur. Pour ce type d’e´galisation, on peut citer la technique d’e´galisation par
pre´ambule ou` on inse`re une se´quence de donne´es connues par le re´cepteur au de´but de
chaque trame et la technique par pilotes re´partis ou` des symboles de re´fe´rence connus
du re´cepteur sont place´s dans certains endroits de la trame a` e´mettre. Ces re´fe´rences
permettent de retrouver la re´ponse du canal sur certaines composantes temps-fre´quence
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du signal. Cette dernie`re me´thode est surtout utilise´e dans le cas des modulations multi-
porteuses.
Dans la suite, nous pre´sentons les trois crite`res les plus connus dans le domaine de
l’e´galisation non aveugle.
1.5.1 E´galiseur par le crite`re du maximum de vraisemblance
(MV)
Ce crite`re consiste a` choisir a` partir de la se´quence rec¸ue, la se´quence e´mise la plus
vraisemblable. Le crite`re a` optimiser est donne´ par l’e´quation (1.10) [12] :
{sˆ1, sˆ2, ..., sˆN}MV = argmax
{a1,a2,...,aN}∈MN
Pr(sˆ1 = a1, ..., sˆN = aN |x1, ...xN ) (1.10)
tels que {ai}i=1..N sont des points d’un alphabet de tailleMN : pour une se´quence rec¸ue
de longeur N et un alphabet M-aire de symboles e´mis, on a MN se´quences possibles
d’information. Une recherche exhaustive, qui consiste a` calculer la distance entre la
se´quence rec¸ue et chacune desMN se´quences possibles, permet de retrouver la se´quence
la plus vraisemblable qui a e´te´ envoye´e. Cependant, quand N ouM deviennent grands,
la recherche exhaustive devient alors tre`s couˆteuse en terme de complexite´ calculatoire.
Afin de re´duire cette complexite´ calculatoire, l’algorithme de Viterbi a e´te´ employe´
pour optimiser le crite`re d’e´galisation. Toutefois, cet algorithme a une complexite´ qui
est line´aire vis-a`-vis du nombre d’e´chantillons N et qui augmente exponentiellement
avec le degre´ Lh du canal de transmission [13]. Aussi, cette me´thode est principalement
utilise´e pour les canaux de transmission a` re´ponse impulsionnelle suffisamment courte,
bien qu’elle constitue une approche optimale au sens de la minimisation de la probabi-
lite´ d’erreur symbole. Par conse´quent, il est pre´fe´rable ge´ne´ralement d’opter pour des
approches d’e´galisation sous optimales et moins complexes.
Dans la suite, nous de´crivons deux crite`res qui ont trouve´ une large popularite´. Ce
sont le crite`re du forc¸age a` ze´ro et le crite`re de l’erreur quadratique moyenne minimale.
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1.5.2 E´galiseur par le crite`re de forc¸age a` ze´ro (Zero Forcing
(ZF))
Notons c = {cn} la re´ponse impulsionnelle du syste`me comprenant le canal discret
et l’e´galiseur tel que :
cn =
∑
j
wjhn−j . (1.11)
On peut donc e´crire la sortie de l’e´galiseur y(k) sous la forme suivante :
y(k) = c0s(k) +
∑
j 6=0
cjs(k − j) + v(k). (1.12)
Dans cette expression, le premier terme repre´sente le signal utile qu’on cherche a` retrou-
ver, le deuxie`me terme repre´sente l’IIS qu’on souhaite e´liminer par le biais de l’e´galiseur
et le troisie`me terme repre´sente le bruit en sortie de l’e´galiseur. Une fac¸on de faire pour
retrouver le signal e´mis consiste a` ramener le coefficient c0 a` 1 et a` chercher les coeffi-
cients wj qui forcent le terme de l’IIS a` ze´ro. D’ou` le nom de l’e´galiseur par forc¸age a`
ze´ro. Il a e´te´ de´montre´ dans [11] que la transforme´e en z du filtre e´galiseur qui permet
d’annuler l’IIS, est obtenue en inversant directement la transforme´e en z de la re´ponse
impulsionnelle du canal :
W (z) =
1
H(z)
. (1.13)
En absence de bruit, (1.13) donne l’expression de l’e´galiseur ZF ide´al en terme de
probabilite´ d’erreur. Toutefois, en pre´sence de bruit l’e´galiseur de´crit par (1.13) n’est
plus optimal dans la mesure ou` il ne garantit pas une erreur de probabilite´ minimale en
sortie du bloc de de´tection apre`s l’e´galisation. En effet, si le bruit additif en sortie du
canal est suppose´ eˆtre blanc de variance σ2b , alors il peut eˆtre de´montre´ que la variance
du bruit σ2v en sortie de l’e´galiseur s’exprime par [11] :
σ2v =
σ2bT
2
2π
∫ pi
T
− pi
T
df∑∞
k=−∞ |H(f − 2πkT )|2
(1.14)
ou` T repre´sente la dure´e symbole. Cette expression montre que le bruit en sortie de
l’e´galiseur ZF peut eˆtre significativement amplifie´ si la re´ponse fre´quentielle du canal
H(f) est tre`s petite dans certaines bandes de fre´quences.
Certes, ce crite`re est moins complexe a` mettre en œuvre que le crite`re du MV.
Toutefois, il ne´cessite une bonne estimation du canal et il souffre de deux proble`mes
majeurs. D’abord, H(z) peut avoir des ze´ros de module supe´rieur a` 1, ce qui donne des
poˆles instables pour W (z). Ensuite, cet e´galiseur peut augmenter le niveau du bruit a`
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sa sortie ce qui entraˆıne une de´te´rioration des performances obtenues.
1.5.3 E´galiseur par le crite`re du minimum d’erreur quadra-
tique moyenne (MEQM) (Minimum mean square error
(MMSE))
A la diffe´rence du crite`re du ZF, cet e´galiseur inte`gre l’effet du bruit dans le crite`re
qu’il vise a` optimiser. Son but est de minimiser l’erreur quadratique moyenne (EQM)
entre le signal e´galise´ a` l’instant n, y(n), et le signal de´sire´ d(n) qui est le symbole e´mis
avec un retard δ tel que d(n) = s(n− δ). Le crite`re peut eˆtre donc exprime´ par JEQM
qui est une fonction quadratique des coefficients de l’e´galiseur :
JEQM = E{|e(n)|2} = E{|y(n)− d(n)|2}. (1.15)
Avec cet e´galiseur, on ne cherche pas a` e´liminer comple`tement l’IIS mais on cherche a`
trouver un compromis entre le niveau d’IIS et le niveau du bruit en sortie de l’e´galiseur.
C’est l’e´galiseur optimal au sens de l’EQM :
wMMSE = argmin
w
{JEQM}. (1.16)
La solution de (1.16) est le vecteur w tel que [14] :
wMMSE = R
−1
x Rdx∗
= σ2seδH˜
H[σ2sH˜H˜
H + σ2sILW ]
−1 (1.17)
ou` Rx = E{x∗x} > 0 repre´sente la matrice de covariance de x qui est de´finie positive
et Rdx∗ repre´sente le vecteur de corre´lation croise´e entre d et x
∗, la matrice H˜ est
donne´e par
H˜ =

h0 h1 · · · hLh−1 0 · · · 0
0 h0 h1 · · · hLh−1 0 · · · 0
0
. . . h0 h1 · · · hLh−1
...
0
... h0 h1 · · · hLh−1 0
0 · · · 0 h0 h1 · · · hLh−1

, (1.18)
eδ = (0, ..., 1, ..., 0)
T avec eδ(i) = δi,δ, la matrice ILW est la matrice identite´ de dimension
LW et (.)
H repre´sente l’ope´rateur transpose´ conjugue´. Cette solution repre´sente la
solution dite en bloc ou` pour chaque bloc de donne´es rec¸u, on calcule la nouvelle valeur
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de w. Pour le domaine en z, l’e´galiseur qui minimise l’EQM est donne´ par :
WMMSE(z) =
σ2sH
∗(z−1)
σ2sH(z)H
∗(z−1) + σ2b
. (1.19)
Du point de vue des performances, en pre´sence de bruit, l’e´galiseur minimisant l’EQM
est plus performant que celui qui se base sur le crite`re du ZF puisqu’il minimise l’effet
conjoint de l’IIS et du bruit additif. Cependant, en absence de bruit, on note a` partir
des e´quations (1.13) et (1.19) que les deux e´galiseurs sont identiques.
Dans certains cas ou` le canal de transmission varie au cours du temps, il peut
eˆtre inte´ressant de mettre a` jour l’e´galiseur a` chaque instant pour chaque symbole
rec¸u. Dans ce cas, les coefficients de l’e´galiseur peuvent eˆtre estime´s en minimisant
l’EQM sur une pe´riode de temps. C’est ce qu’on appelle un algorithme adaptatif qui
cherche a` ajuster ite´rativement l’e´galiseur en minimisant le crite`re de l’EQM. Une
classe particulie`re d’algorithmes qui permettent de re´soudre ce proble`me est base´e sur
la me´thode du gradient. Cette me´thode consiste a` adapter les coefficients de l’e´galiseur
en les faisant e´voluer ite´rativement dans la direction oppose´e a` celle du gradient du
crite`re. L’imple´mentation du crite`re EQM par cette me´thode donne un algorithme
de type gradient stochastique connu sous le nom de LMS pour Least Mean Square
Algorithm [14]. Il est obtenu en de´rivant le crite`re JEQM par rapport aux coefficients
de l’e´galiseur et en adaptant leurs valeurs dans la direction oppose´e du gradient. En
remplac¸ant Rx = E{x∗x} et Rdx∗ par leurs estimations instantane´es, les coefficients
de l’e´galiseur sont adapte´s par
wLMS(n) = w(n− 1) + µ(−∇wJEQM) = w(n− 1) + µ(d(n)− xT (n)w(n− 1))x∗(n)
(1.20)
Ou` µ est une constante positive, appele´e pas de l’algorithme. Pour que l’algorithme
converge, il a e´te´ de´montre´ dans [14] que µ doit satisfaire la condition suivante :
0 < µ <
1
λmax
(1.21)
ou` λmax est la valeur propre maximale de Rx.
L’approximation faite pour l’imple´mentation de l’algorithme LMS permet d’obtenir un
algorithme simple a` mettre en œuvre, robuste et re´actif vis a` vis de la variation du
syste`me. Cependant les performances de cet algorithme de´pendent de la valeur fixe´e
pour son pas µ. En effet, plus la valeur du pas est grande plus la vitesse de convergence
de l’algorithme est importante alors qu’il est ne´cessaire d’avoir une petite valeur de µ
pour obtenir une faible erreur quadratique en sortie de l’e´galiseur LMS. La difficulte´
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avec cet algorithme consiste ainsi au choix d’une valeur optimale du pas µ qui assure
un compromis entre la vitesse de convergence de l’e´galiseur et son erreur quadratique
moyenne. Une analyse de convergence et de performance plus comple`te est de´crite dans
[14].
Une imple´mentation adaptative du crite`re de l’EQM peut se faire e´galement par
l’algorithme de Newton. Ce qui donne l’algorithme des moindres carre´s re´cursif (recur-
sive least squares (RLS)). La technique utilise´e est le de´veloppement de taylor d’ordre
deux du crite`re d’e´galisation au voisinage d’un point donne´. La relation entre deux
e´tats conse´cutifs de l’e´galiseur s’exprime alors par [14] :
wRLS(n) = w(n− 1)−∇2(J)−1∇(J) (1.22)
ou` ∇2(J)−1 = [ǫI + Rx]−1 est la matrice Hessienne obtenue apre`s avoir rajoute´ un
terme de re´gularisation ǫI. Cette matrice, nomme´e P , est approxime´e re´cursivement.
Ce qui donne l’algorithme suivant pour chaque ite´ration :
Pn = λ
−1[Pn−1 − Pn−1x(n)
∗
x(n)Pn−1
λ+ x(n)Pn−1x(n)∗
] (1.23)
et
wRLS(n) = w(n− 1) + Pn(d(n)− x(n)T (n)w(n− 1))x(n)∗(n) (1.24)
ou` on initialise P par P0 = ǫ
−1I et λ est choisi tel que 0 ≪ λ ≤ 1. L’algorithme RLS
permet d’acce´le´rer la vitesse de convergence de l’algorithme LMS avec un couˆt de
calcul supple´mentaire.
Avec ces me´thodes d’e´galisation supervise´es, l’e´galiseur est construit par des envois
pe´riodiques de signaux connus du re´cepteur soit pour estimer le canal soit pour adapter
les coefficients de l’e´galiseur. Dans certains cas, on souhaite se passer de cette phase
d’apprentissage comme dans le cas des communications non coope´ratives ou` l’e´coute
est passive et le cas ou` on de´sire e´viter de consacrer des ressources a` la transmission
de symboles pilotes pour gagner ainsi en efficacite´ spectrale et en de´bit. L’e´galisation
aveugle constitue donc une solution qui permet de pallier les de´fauts du syste`me de
transmission, introduits par le canal, sans avoir a` e´mettre un signal connu du re´cepteur.
Dans la suite, nous nous inte´ressons a` ce type d’approche pour e´liminer l’IIS.
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1.6 E´galisation aveugle ou autodidacte
On parle d’une e´galisation aveugle quand le canal de transmission n’est pas connu
du cote´ du re´cepteur et quand on ne dispose d’aucune se´quence pilote pour l’estimer. Il
existe plusieurs me´thodes d’e´galisation aveugle dans la litte´rature. Ces me´thodes sont
base´es sur l’utilisation des caracte´ristiques statistiques du signal rec¸u. En effet, le signal
de communication pre´sente des caracte´ristiques statistiques connues et les symboles
e´mis appartiennent a` un alphabet fini qui de´finit la constellation de la modulation.
Dans la suite, nous illustrons les approches d’e´galisation aveugle les plus cite´es dans la
litte´rature.
1.6.1 Algorithme de Sato : premie`re technique d’e´galisation
aveugle
L’algorithme de Sato a e´te´ propose´ par Y. Sato [10] en 1975 et il a e´te´ conc¸u dans sa
forme originale pour les signaux re´els module´s en amplitude (PAM : Pulse-amplitude
modulation). Avec son algorithme, Y. Sato cherche a` minimiser la fonction de couˆt
suivante :
JSato(y(n)) = E{(y(n)−R sign[y(n)])2} (1.25)
ou` R = E{|s(n)|
2}
E{|s(n)|} et sign[.] repre´sente la fonction signe telle que
sign[y(n)] = 1 si y(n) > 0
sign[y(n)] = 0 si y(n) = 0
sign[y(n)] = −1 si y(n) < 0 (1.26)
Les coefficients de l’e´galiseur sont adapte´s par un algorithme de type gradient sto-
chastique comme suit :
w(n) = w(n− 1) + µ(−∇wJSato)
w(n) = w(n− 1) + µ (R sign(y(n− 1))− y(n− 1))x(n− 1). (1.27)
L’ide´e derrie`re cet algorithme est d’utiliser un dispositif de de´cision binaire a` la place
d’un dispositif de de´cision a` plusieurs niveaux comme avec l’algorithme de de´cision
dirige´e (Directed Decision algorithm) [15], ou` on cherche l’e´galiseur qui minimise le
crite`re suivant :
JDD(y(n)) = E{|dec(y(n))− y(n)|2} (1.28)
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avec dec(y(n)) est le symbole de l’alphabet le plus proche de y(n).
Dans [10], une forme plus ge´ne´rale de l’algorithme de Sato a e´te´ propose´e. Elle
constitue l’algorithme de Sato Ge´ne´ralise´ ( Generalized Sato Algorithm (GSA)) qui
obe´it au crite`re suivant [10] [16] :
JGSato(y(n)) = E{|y(n)−Rg csign(y(n))|2} (1.29)
ou` csign(.) repre´sente la fonction du signe d’un nombre complexe telle que csign(rR +
jrI) = sign(rR) + j sign(rI) et
Rg =
E{sr(n)2 + si(n)2}
E{|sr(n)|+ |si(n)|} =
E{sr(n)2}
E{|sr(n)|} (1.30)
ou` sr(n) = ℜ{s(n)} de´signe la partie re´elle de (s(n)) et si(n) = ℑ{s(n)} de´signe sa
partie imaginaire. L’e´galite´ a` droite de (1.30) vient du fait que les symboles sr(n) et
si(n) sont suppose´s avoir les meˆmes statistiques. Cette approche est plus adapte´e aux
modulations MAQ. Avec cette fonction de couˆt, la mise a` jour de l’e´galiseur se fait
aussi par un algorithme de type gradient stochastique qui minimise JGSato :
w(n) = w(n− 1) + µ(−∇w(JGSato))
w(n) = w(n− 1) + µ(Rg csign(y(n− 1))− y(n− 1))x∗(n− 1). (1.31)
Une classe d’algorithmes encore mieux adapte´e aux signaux complexes de type MAQ
a e´te´ propose´e en 1980 par D. Godard [17] qui a introduit une famille de fonctions
de couˆt non convexes afin d’e´galiser de fac¸on aveugle les canaux de transmission
inde´pendamment de la phase de la porteuse. Dans la suite nous de´taillons cette fa-
mille de crite`res d’e´galisation.
1.6.2 Algorithmes de Godard
Le crite`re qui a e´te´ minimise´ par ces algorithmes est le suivant [17] :
J
p
Godard = E{(|y(n)|p −Rp)2} (1.32)
ou` p ≥ 1 et Rp = E{|sk|2p}E{|sk|p} repre´sente un rayon moyen de la constellation e´mise. L’ide´e
derrie`re ce crite`re consiste a` pe´naliser la de´viation des symboles, en sortie de l’e´galiseur,
par rapport a` Rp. Il est clair qu’avec ces algorithmes, on impose aux symboles e´galise´s
d’avoir le meˆme module, ce qui rend leur utilisation plus e´vidente avec les modulations
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a` module constant comme la PAM, la MAQ-4 ou encore les M-MDP. Toutefois, ils
donnent de bonnes performances meˆme dans un contexte de modulations dont les
symboles ont diffe´rents modules. La mise a` jour de l’e´galiseur avec ce type d’approche
se fait aussi au moyen d’un algorithme de type gradient stochastique :
w(n) = w(n− 1) + µp (−∇wJpGodard)
w(n) = w(n− 1) + µp |y(n− 1)|p−2(Rp − |y(n)|p)y(n− 1)x∗(n− 1). (1.33)
Godard a montre´ dans ses travaux [17] que la plage dynamique de l’erreur |y(n −
1)|p−2(Rp−|y(n)|p)y(n−1) est une fonction croissante en p. Ainsi, la difficulte´ de choisir
un pas µp qui assure la convergence avec des petites fluctuations de gain augmente
avec p. En plus, la pre´cision de la mise a` jour des coefficients de l’e´galiseur selon (1.33)
diminue quand p augmente. Pour ces raisons Godard a de´cide´ de se limiter dans son
analyse de (1.32) aux cas p = 1 et p = 2. Il a montre´ apre`s que l’algorithme converge
plus vite dans le cas ou` p = 2 avec une simple imple´mentation et s’est concentre´
finalement sur ce cas pour donner l’algorithme CMA (Constant modulus Algorithm)
qui est tre`s populaire en e´galisation aveugle :
JCMA = J
2
Godard = E{(|y(n)|2 − R2)2}. (1.34)
L’analyse de convergence et de performance des algorithmes de Godard est de´taille´e
dans [17]. L’analyse du CMA est pre´sente´e dans [18].
Les algorithmes pre´ce´demment cite´s arrivent a` e´galiser de manie`re aveugle le ca-
nal de transmission. Cependant, ils ne´cessitent une longue se´quence de donne´es pour
converger vers une erreur re´siduelle assez e´leve´e. Pour de´passer ces limites, plusieurs
approches ont e´te´ propose´es dans la litte´rature comme celles qui vont eˆtre pre´sente´es
dans la suite.
1.6.3 Algorithme CMA normalise´ (”Normalized-CMA”
(NCMA))
La valeur du pas µ dans l’algorithme CMA influe sur sa vitesse de convergence et son
erreur re´siduelle. Son optimisation a` chaque ite´ration donne l’algorithme NCMA dont
la vitesse de convergence est plus importante que celle du CMA [19]. Avec l’algorithme
NCMA, les coefficients de l’e´galiseur sont adapte´s par la relation suivante :
w(n) = w(n− 1)− 4µ(n− 1)(|y(n− 1)|2 −R2)y(n− 1)x∗(n− 1) (1.35)
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ou` µ(n− 1) = α |y(n−1)|2−
√
R2|y(n−1)|
4|y(n−1)|2(|y(n−1)|2−R2)||x(n−1)||2+σ , avec 0 < α < 1 et σ une variable re´elle
positive. µ(n−1) est choisi a` chaque instant tel qu’on obtienne un e´galiseur qui, applique´
au signal d’entre´e x(n−1), permet d’obtenir un signal e´galise´ avec le module R2 de´sire´.
Cela veut dire qu’on choisit µ(n− 1) qui permet de garantir |wT (n)x(n− 1)|2 = R2. Il
a e´te´ montre´ dans [19] que l’algorithme NCMA pre´sente de meilleure performance en
terme de vitesse de convergence.
1.6.4 Algorithme Multi-Modulus (”Multi-Modulus Algo-
rithm” (MMA))
Il est connu que le crite`re CMA est invariant par rotation (il e´galise a` une phase pre`s)
ce qui peut conduire a` une erreur de phase dans le signal e´galise´ a` la convergence [18].
Pour e´viter cet inconve´nient, l’algorithme MMA a e´te´ propose´ dans [20]. Il permet
d’e´galiser le canal de transmission de fac¸on aveugle tout en corrigeant un e´ventuel
de´calage de phase introduit par le canal. L’ide´e derrie`re cet algorithme consiste a`
se´parer la sortie de l’e´galiseur en une composante en phase yr et une composante
en quadrature yi et de pe´naliser la dispersion de chacune autour d’un rayon moyen. Ce
qui donne la fonction de couˆt suivante :
JMMA(w) = E{
(|y2r(n)− Rm|2 + |y2i (n)− Rm|2)} (1.36)
ou` yr(n) = ℜ{y(n)}, yi(n) = ℑ{y(n)} et Rm = E{|skr |4}E{|skr |2} =
E{|ski|4}
E{|ski|2} avec {sk =
skr + jski}k=1,...,M les symboles de l’alphabet de la constellation e´mise de taille M . Les
coefficients de l’e´galiseur sont mis a` jour par un algorithme de gradient stochastique :
w(n) = w(n− 1) + µ(−∇wJMMA)
= w(n− 1)− µ[(y2r(n− 1)− Rm)yr(n− 1) + j(y2i (n− 1)− Rm)yi(n− 1)]x∗(n− 1).
(1.37)
En vu d’ame´liorer davantage les performances des e´galiseurs aveugles, plusieurs
crite`res hybrides d’e´galisation autodidacte ont e´te´ propose´s. Dans la suite nous
de´taillons quelques uns.
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1.6.5 Algorithmes hybrides d’e´galisation aveugle
Les approches hybrides consistent a` combiner les fonctions de couˆt existantes pour
ame´liorer les performances de l’e´galiseur en augmentant sa vitesse de convergence,
en diminuant l’erreur re´siduelle ou encore en garantissant une meilleure stabilite´. Ils
pre´sentent certainement une complexite´ calculatoire plus importante et ils ont par
conse´quent un couˆt d’imple´mentation plus e´leve´. Dans la suite nous pre´sentons quelques
exemples de ce type d’approches.
Algorithme de Benveniste-Goursat (BG)
Dans la conception de leur algorithme, Benveniste et al [21] ont raisonne´ sur l’erreur
ǫ(n) de mise a` jour de l’e´galiseur dans l’e´quation (1.38) :
w(n) = w(n− 1) + µx∗(n)ǫ(n) (1.38)
Ils ont propose´ de conside´rer une erreur qui combine celle de l’algorithme de la de´cision
dirige´e (1.28) et celle de Sato Ge´ne´ralise´ (1.29) telle que
ǫ(n) = k1eDD(n) + k2|eDD(n)|eGSato(n) (1.39)
Ainsi, les coefficients de l’e´galiseur sont de´termine´s par (1.40) :
w(n) = w(n− 1) + µ(k1eDD(n− 1) + k2|eDD(n− 1)|eGSato(n− 1))x∗(n) (1.40)
ou`
eDD(n− 1) = (sˆr(n− 1)− yr(n− 1)) + j(sˆi(n− 1)− yi(n− 1)) (1.41)
et
eGSA = (R sign(yr(n− 1))− yr(n− 1)) + j(R sign(yi(n− 1))− yi(n− 1)). (1.42)
k1 et k2 sont des constantes positives qui sont choisies d’une manie`re ad hoc. Quand
l’e´galiseur est loin de la phase de convergence, la valeur de E{eDD(n−1)} est grande ce
qui permet une adaptation de w domine´e par le crite`re de Sato ge´ne´ralise´. Par contre,
quand l’e´galiseur atteint la convergence, E{eDD(n − 1)} tend vers ze´ro ce qui permet
d’adapter w principalement par le crite`re de la de´cision dirige´e. Cela permet de re´duire
au mieux l’erreur re´siduelle obtenue par rapport au cas ou` on applique le crite`re de
Sato ge´ne´ralise´ uniquement. Cette approche permet d’obtenir un compromis entre la
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vitesse de convergence de l’algorithme et la valeur de l’erreur quadratique moyenne a`
l’e´tat stationnaire. Ce compromis est controˆle´ par le choix des valeurs de k1 et k2.
Algorithme CMA-MMA
Cet algorithme utilise les fonctions de couˆt du CMA et du MMA conjointement
pour la partie re´elle et la partie imaginaire du signal e´galise´ respectivement [22]. Le
crite`re selon la partie en phase de y(n) et sa partie en quadrature est donne´ par les
e´quations (1.43) et (1.44) respectivement :
JCMA−MMAI = E{(|y(n)|2 − R2CMA)2} (1.43)
JCMA−MMAQ = E{(yi(n)2 − R2MMA)2} (1.44)
L’adaptation de l’e´galiseur par cette approche se fait sur ses composantes en phase et
en quadrature telle que
wI(n) = wI(n− 1) + µCMA yr(n)(R2CMA − |y(n)|2)x∗(n) (1.45)
wQ(n) = wQ(n− 1) + µMMA yi(n)(R2MMA − yi(n)2)x∗(n). (1.46)
De´fini de cette fac¸on, l’algorithme CMA-MMA profite a` la fois des avantages de l’algo-
rithme CMA et de l’algorithme MMA. En effet, le crite`re CMA augmente la fiabilite´
sur la convergence alors que le crite`re MMA re`gle le proble`me de de´phasage de la
constellation a` l’e´tat stationnaire [22].
Algorithme minℓ1-MMA
C’est un algorithme qui combine le crite`re du MMA avec un terme de pe´nalisation
qui a pour but de faire correspondre le signal e´galise´ a` l’alphabet e´mis et qui est connu
en anglais par le crite`re de ”Alphabet-Matching (AM)”. Ce crite`re d’AM doit eˆtre
construit de fac¸on a` ce qu’il soit pe´riodique et syme´trique autour des points de la
constellation [23]. Il doit s’annuler e´galement en ces points. La fonction d’AM qui a e´te´
propose´e dans [24] et [25], est donne´e par :
fminℓ1(y(n)) = min
sk
(|yr(n)− skr|+ |yi(n)− ski|). (1.47)
Par conse´quent, la fonction de couˆt qui a e´te´ associe´e a` fminℓ1 est :
Jminℓ1 = E{|yr(n)− skr(n)|+ |yi(n)− ski(n)|} (1.48)
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ou` sk(n) = argmin
sk
(|yr(n) − skr| + |yi(n) − ski|). Une combinaison de ce crite`re avec
le crite`re du MMA conduit a` un nouveau crite`re de l’e´galisation hybride connu sous le
nom de minℓ1-MMA [24]
Jminℓ1−MMA(w) = JMMA(w) + β Jminℓ1(w). (1.49)
L’e´galiseur est mis a` jour par un algorithme de type gradient stochastique comme suit :
w(n) = w(n− 1) + µ(−∇wJMMA − β∇wJminℓ1) (1.50)
ou` ∇wJMMA peut eˆtre de´duit a` partir de (1.37) et ∇wJminℓ1 s’exprime par :
∇wJminℓ1 = {sign(yr(n−1)−skr(n−1))−j sign(yi(n−1)−ski(n−1))}x∗(n−1). (1.51)
Le parame`tre β est choisi de sorte a` limiter l’influence de la pe´nalite´ rajoute´e au
MMA pour ne pas diminuer la vitesse de convergence de l’algorithme dans la phase
d’apprentissage. Ainsi, β est fixe´ de fac¸on a` fournir une valeur maximale de βJminℓ1(w)
plus petite ou proche du maximum de JMMA(w) a` l’e´tat stationnaire. D’apre`s [24], β
peut eˆtre fixe´ par la valeur suivante :
β ≈ 1
2
max
sk
|(s2kr − RMMA)skr − j(s2ki − RMMA)ski|. (1.52)
Nous montrons dans la section suivante, par des simulations, que cet algorithme est
plus performant que le MMA en termes de vitesse de convergence et d’erreur re´siduelle.
Algorithme MGauss-MMA
Cet algorithme suit le meˆme principe que l’algorithme minℓ1-MMA avec une fonc-
tion d’AM diffe´rente. En effet pour cet algorithme la fonction d’AM est la suivante
[24]
fMGaussy(n) = (1−
M∑
k=1
e−
(yr(n)−skr )
2
2σ2 ) + (1−
M∑
k=1
e−
(yi(n)−ski )
2
2σ2 ). (1.53)
Le crite`re de l’e´galisation est alors donne´ par :
JMGauss−MMA(w) = JMMA(w) + βJMGauss(w) (1.54)
ou` JMGauss(w) = E{fMGauss(y(n))}, σ est une constante qui controˆle la largeur des
ze´ros dans l’argument de l’exponentiel et β est un parame`tre de pe´nalisation qui
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controˆle la ponde´ration entre les deux crite`res. L’e´galiseur est donc mis a` jour par
un algorithme adaptatif de type gradient stochastique comme suit :
w(n) = w(n− 1) + µ(−∇wJMMA − β∇wJMGauss). (1.55)
Cet algorithme est plus performant que le MMA en termes de vitesse de convergence
et d’erreur re´siduelle alors qu’il pre´sente des performances tre`s proches de l’algorithme
minℓ1-MMA .
1.7 Simulations
Dans cette partie, nous pre´sentons les mode`les de canaux de transmission que
nous avons utilise´s dans nos travaux de the`se. Nous discutons e´galement les perfor-
mances de quelques e´galiseurs re´fe´rence´s dans la litte´rature et que nous avons de´taille´s
pre´ce´demment.
1.7.1 Mode`les de canaux de transmission
Canal de Proakis A
C’est un canal a` 11 coefficients ayant dix ze´ros dont cinq a` l’inte´rieur du cercle unite´
et cinq a` l’exte´rieur. Sa re´ponse impulsionnelle pre´sente un e´vanouissement moyen et
elle est donne´e par :
HProa = [0.04,−0.05, 0.07,−0.21,−0.5, 0.72, 0.36, 0.21, 0.03, 0.07]T. (1.56)
Dans les figures suivantes, on trace la re´ponse du canal en fre´quences normalise´es ainsi
que les positions de ses ze´ros par rapport au cercle unite´.
Canal re´el a` profil de´croissant exponentiellement
Pour illustrer les re´sultats de nos travaux, nous avons aussi utilise´ un canal se´lectif
en fre´quence dont le profil de la re´ponse impulsionnelle de´croit exponentiellement.
Ses coefficients hExp(l) sont choisis ale´atoirement tels que hExp(l) ∼ N (0, Ge−ρl) ou`
l = 0, ..., Lh−1 et G est choisi tel que
∑Lh−1
l=0 E[|h2(l)|2] = 1. Pour les simulations, nous
avons choisi Lh = 10 et ρ = 0.7. Ce canal a servi pour tester la fiabilite´ des e´galiseurs
propose´s vis a` vis d’un canal ale´atoire. Dans la figure ci dessous, on repre´sente la re´ponse
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Figure 1.5 — Canal de Proakis A
en fre´quences normalise´es d’une re´alisation du canal utilise´ ainsi que les positions de
ses ze´ros. La figure 1.6 montre des e´vanouissement a` l’extre´mite´ de la bande.
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Figure 1.6 — canal dont le profil de´croit en exponentiel
Canal complexe [9]
Pour e´tudier le comportement de nos algorithmes avec un canal complexe, nous
avons utilise´ un canal complexe dont la re´ponse impulsionnelle est donne´e par :
HComp(z) = 10
−2[(4.1 + 1.09i) + (4.95 + 1.23i)z−1 + (6.72 + 1.7i)z−2 + (9.19 + 2.35i)z−3
+ (79.2 + 12.81i)z−4 + (39.6 + 8.71i)z−5 + (27.15 + 4.98i)z−6
+ (22.91 + 4.14i)z−7 + (12.87 + 1.54i)z−8 + (10.32 + 1.19i)z−9]. (1.57)
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Ce canal est conside´re´ comme un canal radio typique selon [26]. Il a e´te´ utilise´ pour tes-
ter la fiabilite´ de l’e´galiseur propose´ dans [9] a` qui nous allons apporter une ame´lioration
de performance en terme d’IIS. La re´ponse en fre´quences normalise´es de ce canal est
donne´e par la figure 1.7 ainsi que les positions de ses ze´ros par rapport au cercle unite´.
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Figure 1.7 — Canal complexe
Canal re´el [3]
Enfin nous avons utilise´ le canal re´el qui a e´te´ utilise´ dans [3], pour comparer les
performances de nos algorithmes avec celles de l’algorithme propose´ dans [3]. Sa re´ponse
impulsionnelle est donne´e par :
Hr = [0.2258, 0.5161, 0.6452,−0.5161]T . (1.58)
Sur la figure 1.8, nous trac¸ons la re´ponse en fre´quences normalise´es de ce canal et nous
montrons les positions de ses ze´ros par rapport au cercle unite´.
1.7.2 Re´sultats de simulations
Re´sultats obtenus avec des e´galiseurs non aveugles
Dans cette partie nous comparons les performances des e´galiseurs pre´sente´s
pre´ce´demment. Dans un premier temps, nous conside´rons les e´galiseurs aveugles, en
particulier l’e´galiseur par forc¸age a` ze´ro, l’e´galiseur MMSE a` travers la solution line´aire,
l’e´galiseur MMSE avec une imple´mentation adaptative via l’algorithme du gradient
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Figure 1.8 — Canal re´fe´rence´ dans [3]
stochastique LMS et l’e´galisuer MMSE avec une imple´mentation adaptative via l’algo-
rithme de Newton RLS.
Dans les figures 1.9 et 1.10, nous trac¸ons les courbes du taux d’erreur symbole (TES)
obtenues avec les e´galiseurs ZF et MMSE dans le cas d’une modulation MAQ-16 trans-
mise a` travers le canal re´el Hr et le canal de Proakis A respectivement.
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Figure 1.9 — TES obtenu avec les e´galiseurs LMS et RLS avec le canal Hr et une
modulation MAQ-16.
La figure 1.9 montre que les deux e´galiseurs ont la meˆme performance en termes
de TES alors que la figure 1.10 montre que l’e´galiseur MMSE est le´ge`rement plus
performant que celui du ZF. Cela peut eˆtre explique´ par l’e´vanouissement du canal de
Proakis A qui fait du MMSE un e´galiseur plus adapte´ a` ce genre de canal que le ZF.
Une imple´mentation adaptative du crite`re MMSE donne les deux algorithmes LMS
est RLS discute´s auparavant. Les figures 1.11, 1.12, 1.13 et 1.14 repre´sentent le niveau
d’IIS obtenu en fonction des ite´rations, la constellation a` l’entre´e des e´galiseurs et les
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Figure 1.10 — TES obtenu avec les e´galiseurs LMS et RLS avec le canal de Proakis
A et une modulation MAQ-16.
constellations obtenues apre`s convergence a` leurs sorties. L’IIS est de´finie par l’e´quation
1.59 [3] :
IIS(n) =
∑
n |h ∗w(n)|2 −max|h ∗w(n)|2
max|h ∗w(n)|2 (1.59)
ou` h ∗w(n) repre´sente la re´ponse impulsionnelle du syste`me canal+e´galiseur.
La modulation utilise´e est une MAQ-16. Les simulations ont e´te´ faites avec le canal de
Proakis A et le canal HComp pour deux valeurs de RSB : RSB= 15dB et RSB= 25dB.
Ces figures confirment que l’algorithme RLS converge plus rapidement que l’algorithme
LMS.
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Figure 1.11 — Egaliseur MMSE, re´sultats obtenus pour une modulation MAQ-16
dans le cas d’un canal de Proakis A et RSB= 15 dB.
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(b) Constellation apre`s e´galisation par le LMS
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(c) Constellation apre`s e´galisation par le RLS
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Figure 1.12 — Egaliseur MMSE, re´sultats obtenus pour une modulation MAQ-16
dans le cas d’un canal de Proakis A et RSB= 25 dB.
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(c) Constellation apre`s e´galisation par le RLS
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Figure 1.13 — Egaliseur MMSE, re´sultats obtenus pour une modulation MAQ-16
dans le cas d’un canal complexe [9] et RSB= 15 dB.
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(c) Constellation apre`s e´galisation par le RLS
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Figure 1.14 — Egaliseur MMSE, re´sultats obtenus pour une modulation MAQ-16
dans le cas d’un canal complexe [9] et RSB= 25 dB.
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Re´sultats obtenus avec des e´galiseurs aveugles
Dans cette partie, nous illustrons les re´sultats que nous avons obtenus avec les
e´galiseurs du CMA, MMA, minℓ1-MMA et MGauss-MMA. La modulation MAQ-16 a
e´te´ transmise une fois a` travers un canal de Proakis A et une fois avec le canal Hr. Nous
repre´sentons sur les figures suivantes le niveau de l’IIS obtenu en sortie de ces e´galiseurs
en fonction des ite´rations, la constellation a` l’entre´e de ces e´galiseurs, la constellation
en sortie de l’e´galiseur CMA et la constellation en sortie de l’e´galiseur minℓ1-MMA.
Nous pouvons noter que les algorithmes minℓ1-MMA et MGauss-MMA arrivent mieux
a` e´galiser le signal rec¸u que les algorithmes CMA et MMA en permettant d’atteindre un
niveau d’IIS plus bas. La figure 1.16 (b) montre que la constellation obtenue en sortie
de l’e´galiseur CMA est tourne´e ce qui montre que le CMA ne permet pas de corriger
un de´phasage introduit par le canal sur le signal transmis. Cependant la constellation
en sortie de l’e´galiseur minℓ1-MMA repre´sente´e par la figure 1.16 (c) montre bien que
le minℓ1-MMA arrive a` corriger un e´ventuel de´calage de phase pre´sent dans le signal
rec¸u.
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(c) Constellation en sortie du minℓ1-MMA
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Figure 1.15 — Egaliseurs CMA, MMA, minℓ1-MMA et MGauss-MMA, re´sultats
obtenus pour une modulation MAQ-16 dans le cas du canal de Proakis A et RSB= 20
dB.
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(c) Constellation en sortie du minℓ1-MMA
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Figure 1.16 — Egaliseurs CMA, MMA, minℓ1-MMA et MGauss-MMA, re´sultats
obtenus pour une modulation MAQ-16 dans le cas du canal Hr et RSB= 20 dB.
Pour comparer les vitesses de convergence de ces diffe´rents algorithmes, nous les
avons fait converger vers le meˆme niveau d’IIS. Nous avons obtenus les re´sultats de la
figure 1.17 dans le cas ou` une MAQ-16 est transmise a` travers les canaux de Proakis
A et Hr pour RSB= 20dB. Ces courbes montrent que les algorithmes minℓ1-MMA et
MGauss-MMA convergent plus vite que les algorithmes CMA et MMA.
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(a) IIS pour le canal de Proakis A
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Figure 1.17 — Comparaison des vitesses de convergence des algorithmes CMA,
MMA, minℓ1-MMA et MGauss-MMA dans le cas d’une modulation MAQ-16 pour
RSB= 20 dB.
36
CHAPITRE 1. APERC¸U SUR L’E´GALISATION
1.8 Conclusion
Dans ce chapitre, nous avons introduit la proble´matique de l’e´galisation et donne´
un spectre des diffe´rentes approches rencontre´es dans la litte´rature pour la re´soudre.
Afin de comple´ter la discussion the´orique sur les e´galiseurs existants, nous avons e´tudie´
et compare´ leurs performances par des simulations sur des canaux tests que nous avons
conside´re´s dans nos travaux de the`se. Dans le chapitre suivant, nous illustrons d’autres
approches lie´es a` l’e´galisation aveugle qui n’exploitent plus des caracte´ristiques statis-
tiques du signal rec¸u mais plutoˆt sa fonction de densite´ de probabilite´. Nous pre´sentons
e´galement nos contributions dans cet axe de recherche.
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CHAPITRE
2 E´galisation aveugle
base´e sur l’ajustement
de densite´ de
probabilite´
2.1 Introduction
Nous avons vu dans le chapitre pre´ce´dent que les approches d’e´galisation aveugle
se basaient essentiellement sur les statistiques du signal e´mis et sur la connaissance a`
priori de l’alphabet fini auquel appartiennent les symboles transmis.
Au cours de la dernie`re de´cennie, de nouvelles techniques d’e´galisation aveugle,
fonde´es sur des crite`res de la the´orie de l’information et sur l’estimation de densite´s de
probabilite´ (DDP) associe´es aux donne´es e´galise´es ont e´te´ propose´es. Ces crite`res sont
souvent optimise´s au moyen d’algorithmes de type gradient stochastique.
Dans ce chapitre, nous de´taillons, dans la section 2.2, les principes de l’utilisation de
DDPs dans l’e´galisation aveugle des canaux de transmission. Par la suite, nous e´tudions
dans la section 2.3 quelques e´galiseurs base´s sur l’ajustement de DDPs que l’on trouve
dans la litte´rature. Dans la section 2.5, nous pre´sentons nos contributions dans le
domaine de l’e´galisation aveugle par l’ajustement de DDPs. Enfin dans la section 4.6,
nous discutons des re´sultats de simulations obtenus.
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2.2 E´galisation aveugle base´e sur les fonctions de
densite´ de probabilite´
2.2.1 Utilisation de densite´ de probabilite´ en e´galisation
aveugle des canaux de transmission
La plupart des me´thodes d’e´galisation aveugle exploitent des informations statis-
tiques sur les symboles e´mis. L’objectif est de trouver une fonction de couˆt qui per-
mette d’adapter l’e´galiseur de fac¸on a` ce qu’il produise un signal qui a les meˆmes pro-
prie´te´s statistiques que le signal e´mis. Afin d’extraire plus d’information statistique ou
ide´alement toute l’information statistique sur le signal d’inte´reˆt, l’e´galiseur doit utiliser
des statistiques d’ordre e´leve´ (higher-order statistics (HOS)). Cependant, une bonne
estimation des HOS n’est pas garantie a` partir d’un ensemble limite´ de donne´es. Ce
proble`me est particulie`rement sensible dans un contexte non stationnaire. Pour cette
raison, un ordre, infe´rieur ou e´gal a` quatre, des statistiques est souvent conside´re´ dans
les crite`res d’e´galisation. Pour une se´quence de donne´es IID l’ensemble des statistiques
d’un signal est fourni par la connaissance de la loi de probabilite´. Comme par ailleurs,
les donne´es transmises sont IID les e´galiseurs cherchent en ge´ne´ral a` ajuster des pa-
rame`tres de la loi instantane´e en sortie d’e´galiseur meˆme si ces parame`tres instantane´s
sont calcule´s a` partir d’observations successives. On peut donc espe´rer exploiter de fac¸on
assez comple`te l’information statistique en conside´rant des crite`res d’e´galisation base´s
sur l’ade´quation de la densite´ de probabilite´ en sortie d’e´galiseur avec la re´partition
des points de la constellation e´mise. L’ide´e derrie`re l’e´galisation aveugle de canaux de
transmission base´e sur les DDPs est simple : en connaissant la DDP cible des donne´es
e´mises (DDP de la constellation e´mise suppose´e connue par le re´cepteur) dans le cas
ide´al ou` le signal e´mis est corrompu uniquement par un BBGA, l’e´galiseur est construit
de sorte a` ce qu’il produise en sortie un signal qui a la meˆme DDP que la constellation
e´mise bruite´e. Dans le cas d’un canal BBGA ou` les symboles e´mis sont inde´pendants et
identiquement distribue´s, la DDP cible est suppose´e eˆtre un me´lange de modes gaus-
siens e´quiprobables, concentre´s sur les points de la constellation e´mise. La figure 2.1
suivante re´sume le principe de l’e´galisation aveugle base´e sur l’ajustement de DDPs.
Les symboles e´mis ont une distribution discre`te. Cependant, puisqu’ils sont affecte´s
par un bruit additif gaussien, au niveau du re´cepteur, on peut supposer, qu’apre`s la
re´duction de l’IIS par l’e´galiseur, on obtient sensiblement un me´lange de gaussiennes en
sa sortie de moyennes les points de la constellation et de variance e´gale a` celle du bruit.
40
CHAPITRE 2. E´GALISATION AVEUGLE BASE´E SUR L’AJUSTEMENT DE DENSITE´ DE
PROBABILITE´
Figure 2.1 — L’ide´e derrie`re l’e´galisation aveugle base´e sur l’ajustement de DDPs
Ainsi, une distribution cible de cette forme peut eˆtre envisage´e pour forcer l’e´galiseur
a` la reproduire en sa sortie.
Dans la section suivante, nous e´voquons certaines me´thodes d’e´galisation aveugle
base´es sur l’ajustement de fonctions de DDP qui ont e´te´ propose´es dans la litte´rature.
Mais, on va d’abord rappeler la construction des estimateurs a` noyau de densite´ qui a
e´te´ utilise´e pour estimer les DDPs.
2.2.2 Estimateur a` noyau de densite´s de probabilite´ (DDP)
Dans cette partie, nous donnons un aperc¸u sur l’estimateur a` noyau de densite´s de
probabilite´ ou encore connu par l’estimateur de Parzen.
Conside´rons une variable ale´atoire qui posse`de une DDP note´e f . Lorsque nous n’avons
pas d’ide´e a priori sur l’allure de la densite´ f , construire un estimateur de f ne se re´sume
pas a` l’estimation de moments, comme c’est le cas pour des lois gaussiennes. Il s’agit de
reconstruire une fonction et le proble`me est alors dit non-parame´trique. L’estimateur
a` noyau constitue une approche qui permet de reconstruire f a` partir des observations
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x1, ..., xN ge´ne´re´es suivant la densite´ f comme suit [27] :
fˆ(x) =
1
Nh
N∑
i=1
K(
x− xi
h
)
=
1
N
N∑
i=1
Kh(x− xi) (2.1)
ou`, Kh(t) = h
−1K(h−1t), K est le noyau conside´re´ et h un parame`tre nomme´ feneˆtre,
qui re´git le degre´ de lissage de l’estimation. Le noyau controˆle l’allure des bosses alors
que le parame`tre h controˆle leurs largeurs.
Noyau de l’estimateur
De´finition 1. Soit K : R → R une fonction telle que ∫ K(u)du = 1. K est appele´
noyau. Pour tout n ∈ N∗, on appelle h > 0 la feneˆtre et fˆ l’estimateur a` noyau de f ,
de´fini pour tout x ∈ R par
fˆ(x) =
1
Nh
N∑
i=1
K(
x− xi
h
) (2.2)
Un noyau est dit positif si K ≥ 0 : l’estimateur a` noyau est alors une densite´ quelles
que soient les valeurs des observations x1, ..., xN . Un noyau est dit syme´trique si, pour
tout u dans son ensemble de de´finition, on a K(u) = K(−u).
On peut choisir diffe´rentes fonctions noyaux pour estimer f . Cela de´pend de l’a
priori qu’on a sur cette densite´. Parmi les noyaux qui peuvent eˆtre utilise´s, on peut
citer :
le noyau rectangulaire : K(u) = 1
2
1|u|≤1, il donne un poids plus grand aux points
proches qu’aux points e´loigne´s des pics.
le noyau gaussien : K(u) = 1√
2π
exp(−u2
2
), il prend en compte tous les poins de l’aire
d’e´tude et il est souvent utilise´.
Feneˆtre du noyau
Le proble`me du choix de la feneˆtre du noyau est capital dans l’estimation de la DDP.
En effet, une grande valeur de h peut conduire a` une DDP lisse plus que ne´cessaire
ce qui peut masquer la structure des donne´es. Alors qu’une petite valeur de h peut
conduire a` une densite´ chahute´e qui est difficile a` interpre´ter. L’objectif est de trouver
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la valeur de h qui minimise l’inte´grale de l’erreur quadratique moyenne entre la DDP
estime´e et la vraie densite´ :
hˆ = argmin
h
E{
∫
( ˆf(x)− f(x))2dx} (2.3)
Si on suppose que la vraie distribution f est une gaussienne d’e´cart type σ et qu’on
utilise un noyau gaussien pour l’estimer, il peut eˆtre de´montre´ que la valeur optimale
de h est la suivante [27] :
hˆ = (
4
3
)
1
5 σ N
−1
5 = 1.06 σ N
−1
5 . (2.4)
Dans ce manuscrit, les DDPs sont estime´es par l’estimateur de Parzen [28] [27] a`
noyau gaussien qui est le plus couramment utilise´.
2.3 Techniques d’e´galisation aveugle base´es sur
l’ajustement de DDP
2.3.1 E´galisation aveugle avec l’entropie de Renyi [1]
Dans cette approche et contrairement a` la technique du CMA qui cherche a` mini-
miser la de´viation des symboles rec¸us par rapport a` un rayon moyen de la constellation
e´mise (1.28), les auteurs de [1] ont propose´ de minimiser l’entropie de cette de´viation.
L’entropie de la de´viation fait intervenir sa DDP. Ainsi en minimisant l’entropie, on
ne minimise pas que les moments d’ordre 4 comme avec le CMA, mais on minimise la
totalite´ des moments d’ordre supe´rieur. La de´finition la plus connue de l’entropie est
celle de Shannon qui, pour une variable ale´atoire continue x de DDP f(x), est de´finie
par :
HS(x) = −
∫
f(x) log(f(x))dx (2.5)
Cependant, il y a d’autres de´finitions de l’entropie qui sont plus faciles a` manipuler
[29] appele´es entropies de Renyi d’ordre α et elles s’expriment par :
Hα(x) =
1
1− α log
∫ +∞
−∞
f(x)αdx (2.6)
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Dans [1], une famille de fonctions de couˆt base´es sur l’entropie de Renyi d’ordre α a
e´te´ propose´e comme suit :
Jpα(w) = Hα(y(n)
p − Rp) p = 1, 2, .... (2.7)
Comme l’entropie est clairement invariante par translation, les crite`res suivants ont e´te´
utilise´s d’une manie`re e´quivalente :
Jpα(w) = Hα(y(n)
p) p = 1, 2, .... (2.8)
Les auteurs de [1] se sont concentre´s sur le cas particulier ou` p = 2. Il a e´te´ de´montre´
dans [1] que la minimisation de J2α(w), pour α > 1 est e´quivalente a` la maximisation de
ce que les auteurs de [1] ont appele´ l’information potentielle, Vα(w) = E{f(|y(n)|2)α−1}.
En utilisant une feneˆtre de L symboles qui inclut le symbole courant et les L − 1
symboles pre´ce´dents en sortie d’e´galiseur, l’information potentielle peut eˆtre estime´e
par la substitution de l’espe´rance par une simple moyenne :
Vα(w) ≈ 1
L
k∑
j=k+1−L
(
f(|y(j)|2)
)α−1
. (2.9)
Si la DDP de |y(j)|2 est estime´e par l’estimateur de Parzen a` noyau gaussien , on obtient
l’expression de la fonction objective Vα(w) a` maximiser par rapport aux coefficients de
l’e´galiseur et qui est donne´e par :
Vα(w) ≈ 1
Lα
k∑
j=k+1−L
k∑
i=k+1−L
(
Kσ(|y(j)|2 − |y(i)|2)
)α−1
. (2.10)
Ainsi, les coefficients de l’e´galiseur sont mis a` jour par
w(n+ 1) = w(n) + µ
∂Vα(w)
∂w
(2.11)
ou` µ est le pas de l’algorithme. Les auteurs de [1] ont montre´ que l’utilisation d’une
entropie quadratique (α = 2) et une petite feneˆtre de taille L = 2 est recommande´e
puisqu’on obtient dans ce cas un algorithme de meˆme complexite´ que le CMA, mais
qui converge beaucoup plus vite. Cependant, pour certains canaux de transmission et
surtout avec l’utilisation des modulations MAQ, il a e´te´ note´ que l’e´galiseur a tendance
a` se pie´ger dans les minima locaux dont le nombre augmente avec les modulations a`
niveaux multiples. Cela rend cette approche plus adapte´e et utilise´e pour l’e´galisation
de modulations a` module constant. Pour palier cet inconve´nient, un crite`re alternatif a
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e´te´ propose´. Il consiste a` forcer l’e´galiseur a` produire un signal dont la DDP s’approche
au mieux de la DDP de la constellation e´mise, suppose´e connue au niveau re´cepteur
[30]. Cet e´galiseur utilise la divergence de Kullback-Leibler entre les DDPs, comme
fonction de couˆt.
2.3.2 E´galisation aveugle base´e sur le crite`re de la divergence
de Kullback-Leibler (DKL) [2]
Cette approche est base´e sur la minimisation de la divergence de KL entre la DDP
des observations et la DDP cible. Si l’e´galiseur est optimal et line´aire, alors le symbole
yopt(n) a` sa sortie peut s’e´crire sous la forme suivante :
yopt(n) = w
T
ideal(Hs(n) + b(n))
= cTideals(n) + bw(n)
= s(n− δ) + bw(n) (2.12)
ou`, cideal est la re´ponse ide´ale du syste`me repre´sente´ par le canal et l’e´galiseur, δ est le
retard introduit par le syste`me, s(n− δ) est le symbole e´mis a` l’instant n− δ et b(n)
est un BBGA. A partir de la dernie`re e´quation (2.12), il est clair que la DDP ide´ale
du signal en sortie de l’e´galiseur optimal est un me´lange de distributions gaussiennes
de meˆmes poids centre´es sur les s(n − δ) avec la meˆme variance que celle du bruit
σ2b = E{|bw(n)|2}. Ainsi, la DDP cible est de´finie par un me´lange de gaussiennes
e´quiprobables.
pY,ideal(y) =
1
Ns
√
2πσ2b
Ns∑
i=1
e
−|yopt(n)−si|2
2σ2
b (2.13)
ou`,Ns est le nombre de symboles complexes dans la constellation e´mise. Ainsi, le crite`re
d’e´galisation est construit de sorte a` forcer le filtre adaptatif a` reproduire un signal qui
pre´sente la meˆme DDP donne´e par (2.13). Afin d’utiliser le crite`re de la DKL, les
auteurs de [2] ont propose´ un mode`le parame´trique constitue´ d’un me´lange gaussien,
comme exprime´ par l’e´quation (2.13). Ainsi, la DDP observe´e est estime´e par le mode`le
parame´trique suivant, comme explique´ dans [2] :
φ(y, σ2r) =
1
Ns
√
2πσ2r
Ns∑
i=1
e
− |y(n)−si|
2
2σ2r (2.14)
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ou`, σ2r est la variance de chaque gaussienne dans le mode`le jouant un roˆle important
dans la convergence de l’algorithme [2]. Ainsi, on a l’expression suivante de la DKL :
DpY,ideal(y)||φ(y,σ2r ) =
∫ +∞
−∞
pY,ideal(y) ln
(pY,ideal(y)
φ(y, σ2r)
)
dy.
=
∫ +∞
−∞
pY,ideal(y) ln pY,ideal(y)dy −
∫ +∞
−∞
pY,ideal(y) lnφ(y, σ
2
r)dy
(2.15)
ou` la de´pendance de DpY,ideal(y)||φ(y,σ2r ) aux coefficients de l’e´galiseur w est implicite dans
y(n). Le premier terme de (2.15) repre´sente l’oppose´ de l’entropie de Shannon. Pour
simplifier, les auteurs de [2] ont minimise´, de fac¸on e´quivalente, l’espe´rance du terme
lie´ a` φ(y, σ2r) uniquement puisque c’est le seul terme qui de´pend de w. Ils ont alors
conside´re´ la fonction de couˆt suivante :
JFP (w) = −E
{
ln[φ(y, σ2r)]
}
= −E
{
ln
[ 1
Ns
√
2πσ2r
Ns∑
i=1
e
− |y(n)−ai|
2
2σ2r
]}
(2.16)
et l’e´galiseur est mis a` jour par un algorithme adaptatif de type gradient stochastique :
w(n+ 1) = w(n)− µ∇wJFP (w) (2.17)
2.3.3 Ajustement de la DDP par l’algorithme Stochastique de
la Distance Quadratique (SQD) [3]
Comme il a e´te´ mentionne´ dans la section pre´ce´dente, un mauvais choix des pa-
rame`tres de l’algorithme et notamment la variance σ2r menace la convergence de
l’e´galiseur base´ sur le crite`re de DKL. Ainsi, les auteurs de [3] ont remplace´ le crite`re
de la DKL par le crite`re de la distance quadratique entre la DDP des observations et
celle de la constellation e´mise bruite´e. La fonction de couˆt qui est minimise´e est alors
donne´e par [3] :
JSQD(w) =
∫ +∞
−∞
(
fY p(z)− fSP (z)
)2
dz (2.18)
ou`, Y p = {|y(n)|p}, Sp = {|s(n)|p} et fX(z) de´signe la DDP de X en z. Pour estimer
la DDP des donne´es courantes, une feneˆtre de Parzen a` noyau gaussien a e´te´ utilise´e.
En utilisant cet estimateur non parame´trique de DDP avec les L symboles pre´ce´dents,
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les estime´es des DDPs a` l’instant n sont donne´es par :
fˆY p(z) =
1
L
L−1∑
j=0
Kσ0(z − |y(n− j)|p)
fˆSp(z) =
1
Ns
Ns∑
k=1
Kσ0(z − |s(k)|p) (2.19)
ou`, Ns est le nombre de symboles complexes dans la constellation et Kσ0 est un noyau
gaussien de variance σ0. σ0 est connu aussi comme la largeur du noyau.
Kσ0(x) =
1√
2πσ0
e
− x2
2σ20 . (2.20)
Selon [3], pour p = 2 et L = 1, l’expression de la fonction de couˆt est donne´e par
JSQD(w) =
1
N2s
Ns∑
k=1
Ns∑
l=1
Kσ(|s(l)|2−|s(k)|2)− 2
Ns
Ns∑
k=1
Kσ(|y(n)|2−|s(k)|2)+Cst (2.21)
ou`, σ =
√
2σ0. Ainsi, le gradient de JSQD(w) par rapport aux coefficients de l’e´galiseur
est donne´ par
∇wJSQD(w) = − 1
Ns
Ns∑
k=1
K
′
σ(|y(n)|2 − |s(k)|2) y(n)x∗(n) (2.22)
ou`K
′
σ(x) = − x√2πσ3 exp(−x
2
2σ2
) est la de´rive´e deKσ(x). Ainsi, les coefficients de l’e´galiseur
sont mis a` jour, a` chaque temps symbole, par un algorithme adaptatif de type gradient
stochastique :
w(n) = w(n− 1) + µ(−∇wJSQD(w)) (2.23)
2.3.4 Ajustement de DDP par l’algorithme LCSQD (Low
Complexity SQD)
En vu de re´duire la complexite´ de l’algorithme SQD, les auteurs de [9] ont propose´
l’algorithme LCSQD. En effet, avec l’algorithme LCSQD [9], au lieu d’utiliser tous les
symboles de la constellation, pour calculer le crite`re (2.21), comme avec l’algorithme
SQD, seuls les symboles situe´s dans un voisinage, de rayon fixe R, du symbole e´galise´
sont conside´re´s pour mettre a` jour les coefficients de l’e´galiseur. Ces symboles sont
choisis comme le montre la figure 2.2. Plus pre´cise´ment :
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– Si max(|yr(n)|, |yi(n)|) < Amax + R, ou` R > 0 est une constante fixe´e, Amax
de´signe l’amplitude maximale de la constellation, yr(n) = ℜ{y(n)} et yi(n) =
ℑ{y(n)}, alors les symboles de la constellation pris en compte dans le crite`re de
l’e´galisation sont ceux de l’ensemble
S = {sk : ‖y(n)− sk‖ < R} (2.24)
– Si min(|yr(n)|, |yi(n)|) ≥ Amax + R, alors les symboles choisis sont ceux qui
ve´rifient le syste`me suivant :
S =
{
sk,r = sign(yr(n))(Amax − ld)
sk,i = sign(yi(n))(Amax − ld)
}
l = 0, 1
k = 1, .., 4
(2.25)
ou`, d est la distance minimale entre deux symboles de la constellation. En ge´ne´ral,
quatre symboles de la constellation situe´s dans le coin le plus proche de y(n) sont
se´lectionne´s par le syste`me pre´ce´dent [9].
– Si max(|yr(n)|, |yi(n)|) ≥ Amax +R :
– Si |yr(n)| < Amax + R, alors les symboles se´lectionne´s appartiennent au
syste`me suivant :
S =
{
sk,r : ‖sign(yr(n))sk,r − [yr(n)]‖ < R
sk,i : sign(yi(n))(Amax + ld)
}
l=−1,0
(2.26)
– Si |yi(n)| < Amax +R, alors :
S =
{
sk,r : sign(yr(n))(Amax + ld)
sk,i : |sign(yi(n))sk,i − [yi(n)]| < R
}
l=−1,0
(2.27)
ou` [.] de´signe la partie entie`re.
L’algorithme LCSQD a e´te´ propose´ pour diminuer la complexite´ calculatoire de
l’algorithme SQD en diminuant le nombre de symboles pris en compte pour la mise
a` jour du gradient de la fonction de couˆt et ainsi de l’e´galiseur. A part le gain en
complexite´, cet algorithme permet d’ame´liorer aussi la performance de l’algorithme
SQD en termes de vitesse de convergence et d’erreur re´siduelle [9]. En effet, un nombre
plus petit de symboles permet de re´duire encore la valeur du gradient du crite`re ce qui
re´duit par conse´quence l’IIS et l’EQM re´siduelles.
Dans cette section, nous avons introduit plusieurs algorithmes d’e´galisation aveugle
base´s sur l’ajustement de DDPs. Dans la section suivante, nous allons introduire nos
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Figure 2.2 — Re´gions de de´cision locale pour une constellation MAQ-64 : les croix
repre´sentent les valeurs de y(n) alors que les cercles pleins repre´sentent ses voisins
se´lectionne´s.
contributions dans ce domaine de recherche. Plus pre´cise´ment, nous allons pre´senter
des e´galiseurs qui se basent sur les principes des algorithmes SQD et LCSQD et qui
permettent d’atteindre de meilleures performances en termes de vitesse de convergence
et d’erreur re´siduelle.
2.4 Nouvelle approche base´e sur l’algorithme SQD :
l’algorithme AR-LCSQD [4] [5]
2.4.1 Ame´lioration de l’algorithme LCSQD
Lors de la mise en œuvre de l’algorithme LCSQD, nous avons observe´ qu’avec des
grandes constellations comme la constellation MAQ-64 ou` encore a` faibles valeurs de
RSB, typiquement infe´rieures ou` e´gales a` 20 dB, nous pouvons rencontrer un proble`me
de convergence. Cela re´sulte d’un sce´nario qui a e´te´ omis lorsque le premier test
(max(|yr(n)|, |yi(n)|) < Amax +R) est positif. Ce sce´nario surgit quand nous obtenons
un symbole e´galise´ qui ve´rifie la premie`re condition et qui est tre`s proche des bornes
du carre´ dont les areˆtes sont limite´s par ±(Amax + R). Dans ce cas, il n y a aucun
symbole de la constellation conside´re´e qui ve´rifie l’ine´galite´ ‖y(n)− sk‖ < R. En effet,
quand y(n) se trouve dans la zone ombre´e de la figure 2.3, la distance entre le symbole
e´galise´ et le symbole de la constellation le plus proche est toujours supe´rieure a` R. Ces
cas, omis par l’algorithme LCSQD, peuvent entrainer un proble`me de convergence.
Pour re´soudre ce proble`me, une valeur plus grande du rayon peut eˆtre utilise´e lorsque
S = {sk : ||y(n) − sk|| < R} est vide. Nous proposons ainsi de rajouter un sous test
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Figure 2.3 — Re´gions omises avec l’algorithme LCSQD.
dans le premier test de l’algorithme LCSQD :
– Si max(|yr(n)|, |yi(n)|) < Amax +R, alors les points se´lectionne´s de la constella-
tion sont les points qui ve´rifient :
S = {sk : ‖y(n)− sk‖ < R}. (2.28)
– Si S est vide, alors l’ensemble de points se´lectionne´s est :
S = {sk : ‖y(n)− sk‖ <
√
2R}. (2.29)
Nous pouvons aussi utiliser la valeur
√
2R pour les deux cas. Cependant, cela peut
entraˆıner une de´croissance des performances de l’algorithme en termes d’IIS re´siduelle
puisque quand le symbole e´galise´ se trouve a` l’inte´rieur de la constellation, le nombre
de symboles se´lectionne´s pour la mise a` jour de l’e´galiseur est alors plus grand que
ne´cessaire.
2.4.2 L’algorithme AR-LCSQD (Adaptive Radius-LCSQD)
Le point faible de l’algorithme LCSQD est de travailler a` rayon R fixe. Ainsi, lors des
premie`res ite´rations, quand l’e´galiseur est loin de sa valeur optimale, le nombre de sym-
boles de la constellation se´lectionne´s pour mettre a` jour l’e´galiseur peut eˆtre insuffisant
pour calculer la fonction de couˆt. Cela diminue par la suite la vitesse de convergence de
l’algorithme. De plus, a` la convergence, quand on atteint l’e´galiseur optimal, le nombre
de symboles choisis est inutilement grand. Pour e´viter ces inconve´nients, nous propo-
sons l’algorithme AR-LCSQD qui permet d’employer un rayon adaptatif au cours des
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ite´rations avec une valeur assez grande dans la phase d’apprentissage. Ce qui conduit a`
une acce´le´ration de la vitesse de convergence de l’algorithme. Puis, nous faisons dimi-
nuer R au cours des ite´rations pour re´duire le nombre de symboles de la constellation
pris en compte dans le calcul de la fonction de couˆt pour mettre a` jour l’e´galiseur. A
la convergence, la valeur de R obtenue permet l’interaction du symbole e´galise´ avec
seulement le symbole de la constellation le plus proche pour re´duire alors au mieux l’IIS
re´siduelle. Ainsi, avec l’algorithme AR-LCSQD, nous se´lectionnons a` chaque instant n
un ensemble de points de la constellation de la forme :
S(n) = {sk : ‖y(n)− sk‖ ≤ R(n)}. (2.30)
La strate´gie d’adaptation de R que nous proposons est base´e sur la fonction de disper-
sion suivante :
fd = | E{|y(n)|2} − R2 | (2.31)
ou`, R2 =
E{|sn|4}
E{|sn|2} . Il a e´te´ de´montre´ dans [31] que la minimisation de R2 × fd, sous la
contrainte E{|y(n)|4} = R2 E{|y(n)|2}, est e´quivalente, a` la minimisation de la fonction
de couˆt de l’algorithme du CMA donne´e par :
JCMA = E{(|y(n)|2 −R2)2}. (2.32)
fd se comporte comme un crite`re d’e´galisation, elle prend de grandes valeurs dans la
phase d’apprentissage et de´croit au cours des ite´rations jusqu’a` atteindre une valeur
minimale a` l’e´tat stationnaire. Ainsi, elle offre un bon crite`re pour adapter le rayon de
l’algorithme AR-LCSQD. Ce choix du crite`re est valide´ par les re´sultats des simulations
pre´sente´s a` la fin de ce chapitre. Puisque fd varie dans le temps, nous proposons de
l’adapter ite´rativement comme suit :
f sd(n) = λf
s
d (n− 1) + (1− λ)fd(n) (2.33)
ou` f sd est la valeur lisse´e de fd et 0 < λ < 1 est un facteur d’oubli. A l’instant n, nous
de´finissons la relation entre la valeur instantane´e de R(n) et la valeur de f sd(n) par :
R(n) = α f sd (n) + β = λR(n− 1) + (1− λ)(α fd(n) + β) (2.34)
ou` α et β sont fixe´s empiriquement et invariants par rapport au canal de transmission
choisi. Ainsi, nous utilisons cette valeur de R(n) pour de´terminer l’ensemble S(n) des
symboles a` conside´rer dans la mise a` jour de l’e´galiseur selon (2.30).
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2.5 Les algorithmes MSQD [6] [7]
2.5.1 La famille des algorithmes MSQD-ℓp
Il est bien connu que les approches de type MMA [32], qui de´composent le crite`re
d’e´galisation en une composante en phase et une composante en quadrature, sont plus
efficaces que les crite`res de type CMA [18], qui traitent les termes en phase et en
quadrature ensemble, vis a` vis d’un de´calage de phase introduit par le canal de trans-
mission. Ainsi, nous proposons dans le meˆme esprit de de´composer le crite`re SQD en
deux termes un pour la partie en phase et un second quadrature. Cela conduira a` des
crite`res que nous nommons, Multimodulus-SQD-ℓp (MSQD-ℓp). Plus particulie`rement,
pour p = 1 et p = 2, nous obtenons les e´galiseurs MSQD-ℓ1 et MSQD-ℓ2 respective-
ment. Un autre avantage qui peut eˆtre tire´ du de´couplage du crite`re en partie en phase
et une en quadrature re´side dans le fait que les distributions qui sont ainsi obtenues ont
moins de modes, ce qui conduit a` re´duire la complexite´ calculatoire tout en re´cupe´rant
le de´calage de phase introduit par le canal. En outre, nous be´ne´ficions du fait que les
DDPs de dimension 1 peuvent eˆtre estime´es de manie`re pre´cise avec moins de donne´es
que les DDPs de dimension 2 comme le montrent les figures 2.4 et 2.5. En effet, avec
l’algorithme SQD, il y a M modes implique´s dans l’estimation de la DDP cible alors
qu’il y a 2
√
M modes seulement avec les algorithmes MSQD-ℓp, dans le cas d’une mo-
dulation MAQ. Si nous supposons estimer la DDP d’une trame a` N symboles e´galise´s,
nous avons N
M
et N
2
√
M
symboles implique´s dans l’estimation de la DDP des donne´es avec
les algorithmes SQD et MSQD-ℓp respectivement, ce qui conduit a` plus de pre´cision
sur l’estimation de la DDP des donne´es en utilisant l’algorithme MSQD-ℓp.
Figure 2.4 — DDPs sur deux dimensions : M = 16 modes pour l’algorithme SQD
Dans [3], le module des symboles au carre´, qui repre´sente le cas p = 2 a e´te´ conside´re´
pour calculer JSQD(w). Cependant, quand on e´le`ve au carre´ le module des symboles,
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Figure 2.5 — DDPs sur les axes re´el et imaginaire : 2
√
M = 8 modes pour les
algorithmes MSQD-ℓp
on ne pre´serve plus la gaussianite´ des distributions autour des points de la constellation
bruite´e. Par conse´quent, l’hypothe`se d’un me´lange de gaussiennes centre´es sur les points
de la constellation pour la distribution des observations en sortie d’e´galiseur n’est plus
vraiment justifie´e. Sur la figure 2.6, nous pre´sentons a` gauche une constellation MAQ-16
bruite´e par un BBGA. Nous pre´sentons en haut a` droite la constellation obtenue quand
on applique la norme ℓ2 aux parties re´elles et imaginaires de la constellation MAQ-16
alors qu’en bas a` droite, nous pre´sentons la constellation obtenue en appliquant la
norme ℓ1. Nous illustrons donc bien sur cette figure, le fait qu’avec la norme ℓ2 la
distribution gaussienne de la constellation bruite´e autour des points de la constellation
n’est pas conserve´e alors qu’elle est bien maintenue avec la norme ℓ1.
Figure 2.6 — Constellations transforme´es pour les normes ℓ1, (p = 1), en bas a`
droite et ℓ2 (p = 2), en haut a` droite des parties re´elle et imaginaire des donne´es
e´mises pour une modulation MAQ-16
Ainsi, nous nous sommes essentiellement attache´s a` e´tudier le crite`re MSQD-ℓ1. En
effet, quand nous prenons p = 1 et pour des valeurs de RSB suffisants qui assurent
que les composantes du me´lange ne sont pas replie´es par la transformation y → |y|,
la distribution de |yr,i(n)| est tre`s proche d’un me´lange gaussien dont les modes sont
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situe´s sur les points de la constellation du quadrant positif du plan complexe. Cela est
vrai tant que la valeur du RSB reste dans la plage des valeurs qui assurent la bonne
re´ception des modulations MAQ. Sur les figures 2.7, 2.8 et 2.9 nous repre´sentons la
constellation d’une modulation MAQ-16 et la DDP de sa partie re´elle positive pour
des valeurs de RSB e´gales a` 30dB, 20dB et 10 dB respectivement. Nous pouvons noter
d’apre`s ces figures que la distribution de |yr,i(n)| devient plus proche d’un me´lange
gaussien, de moyennes les parties re´elles des points de la constellation, quand la valeur
du RSB augmente.
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Figure 2.7 — MAQ-16 a` RSB= 30dB.
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(a) Constellation d’une MAQ-16.
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(b) DDP de la partie re´elle positive.
Figure 2.8 — MAQ-16 a` RSB= 20dB.
Dans ce qui suit, nous pre´sentons la fonction de couˆt du MSQD-ℓp. Ce crite`re est
de´fini par (2.35) :
JMℓp(w) =
∫ +∞
−∞
(fˆ|yr |p(z)− fˆ|sr|p(z))2dz +
∫ +∞
−∞
(fˆ|yi|p(z)− fˆ|si|p(z))2dz (2.35)
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Figure 2.9 — MAQ-16 a` RSB= 10dB.
ou` les DDPs estime´es sont donne´es par l’e´quation suivante :
fˆx(z) =
1
Nx
Nx∑
k=1
Kσ0(z − xk). (2.36)
x est e´gal a` |sr|p, |si|p, |yr|p ou |yi|p. Nx = Ns pour x = |sr,i|p et Nx = L pour x = |yr,i|p.
En de´veloppant l’e´quation (2.35), nous obtenons
JMℓp(w) =
∫ +∞
−∞
fˆ|yr|p(z)
2 dz − 2
∫ +∞
−∞
fˆ|yr|p(z) fˆ|sr|p(z) dz +
∫ +∞
−∞
fˆ|sr|p(z)
2 dz
+
∫ +∞
−∞
fˆ|yi|p(z)
2dz − 2
∫ +∞
−∞
fˆ|yi|p(z)fˆ|si|p(z) dz +
∫ +∞
−∞
fˆ|si|p(z)
2 dz. (2.37)
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Ainsi, selon (2.36), nous obtenons l’expression suivante de JMℓp(w) :
JMℓp(w) =
1
L2
L−1∑
k=0
L−1∑
l=0
∫ +∞
−∞
Kσ0(z − |yr(n− k)|p)Kσ0(z − |yr(n− l)|p) dz
− 2
NsL
Ns∑
k=1
L−1∑
l=0
∫ +∞
−∞
Kσ0(z − |yr(n− l)|p)Kσ0(z − |sr(k)|p) dz
+
1
N2s
Ns∑
k=1
Ns∑
l=1
∫ +∞
−∞
Kσ0(z − |sr(k)|p)Kσ0(z − |sr(l)|p) dz
+
1
L2
L−1∑
k=0
L−1∑
l=0
∫ +∞
−∞
Kσ0(z − |yi(n− k)|p)Kσ0(z − |yi(n− l)|p) dz
− 2
NsL
Ns∑
k=1
L−1∑
l=0
∫ +∞
−∞
Kσ0(z − |yi(n− l)|p)Kσ0(z − |si(k)|p) dz
+
1
N2s
Ns∑
k=1
Ns∑
l=1
∫ +∞
−∞
Kσ0(z − |si(k)|p)Kσ0(z − |si(l)|p) dz. (2.38)
Dans une approche d’optimisation de type gradient stochastique, les statistiques mises
en oeuvre dans le crite`re sont en ge´ne´ral estime´es sur la base des seules valeurs instan-
tanne´es des observations. Ainsi, nous conside´rons une feneˆtre de taille L = 1 comme
dans [3]. Par la suite, nous utilisons la proprie´te´ suivante des noyaux gaussiens :∫ ∞
−∞
Kσ0(y − C1)Kσ0(y − C2)dy =
1
2
Kσ0
√
2(C1 − C2) (2.39)
Par conse´quent, JMℓp(w) peut s’e´crire comme suit :
JMℓp(w) = − 1
Ns
Ns∑
k=1
Kσ(|yr(n)|p−|sr(k)|p)− 1
Ns
Ns∑
k=1
Kσ(|yi(n)|p−|si(k)|p)+Cst (2.40)
En outre, y(n) = w(n)Tx(n) peut s’e´crire sous la forme
y(n) = [wTr xr(n)−wTi xi(n)] + j[wTr xi(n) +wTi xr(n)] (2.41)
ce qui nous donne ∂y(n)
∂wr
= x(n) et ∂y(n)
∂wi
= j x(n).
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Ainsi, la de´rive´ de JMℓp(w) par rapport aux coefficients de l’e´galiseur est
∇wJMℓp(w) = ∂J(w)
∂wr
+ j
∂J(w)
∂wi
=
1
2
[
∂J(w)
∂yr(n)
∂yr(n)
∂wr
+
∂J(w)
∂yi(n)
∂yi(n)
∂wr
+ j
(
∂J(w)
∂yr(n)
∂yr(n)
∂wi
+
∂J(w)
∂yi(n)
∂yi(n)
∂wi
)]
=
1
2
[
∂J
∂yr(n)
xr(n) +
∂J
∂yi(n)
xi(n) + j
( −∂J
∂yr(n)
xi(n) +
∂J(w)
∂yi(n)
xr(n)
)]
=
1
2
[(
∂J
∂yr(n)
+ j
∂J
∂yi(n)
)
x∗(n)
]
=
p
2
√
2πNsσ3
Ns∑
k=1
(
sign (yr(n)) |yr(n)|p−1 (|yr(n)|p − |sr(k)|p) e−
(|yr(n)|p−|sr(k)|p)2
2σ2
+ j sign (yi(n)) |yi(n)|p−1 (|yi(n)|p − |si(k)|p) e−
(|yi(n)|p−|si(k)|p)2
2σ2
)
x∗(n).
(2.42)
Dans la suite, nous nous concentrons sur les cas p = 2 et p = 1.
2.5.2 Les algorithmes MSQD-ℓ2 et MSQD-ℓ1
Pour p = 2, nous obtenons a` partir de l’e´quation (2.42)
∇wJMℓ2(w) = 1√
2πNsσ3
Ns∑
k=1
(
yr(n)(|yr(n)|2 − |sr(k)|2) e−
(|yr(n)|2−|sr(k)|2)2
2σ2
+ j yi(n)(|yi(n)|2 − |si(k)|2) e−
(|yi(n)|2−|si(k)|2)2
2σ2
)
x∗(n). (2.43)
Pour p = 1, nous obtenons le gradient du crite`re du MSQD-ℓ1 suivant :
∇wJMℓ1(w) =
[ 1
2
√
2πNsσ3
Ns∑
k=1
(
sign(yr(n)) (|yr(n)| − |sr(k)|) e−
(|yr(n)|−|sr(k)|)2
2σ2
+ j sign(yi(n)) (|yi(n)| − |si(k)|) e−
(|yi(n)|−|si(k)|)2
2σ2
)]
x∗(n)
= φ(y(n))x∗(n) (2.44)
Dans la section suivante, nous allons pre´senter des re´sultats de simulations obtenus
avec les e´galiseurs propose´s a` savoir AR-LCSQD, MSQD-ℓ2 et MSQD-ℓ1.
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2.6 Re´sultats de simulations
2.6.1 Simulations avec l’e´galiseur AR-LCSQD
Dans cette section, nous souhaitons e´valuer les performances de l’e´galiseur AR-
LCSQD base´ sur le crite`re SQD. Pour ce faire, nous avons conside´re´ le canal de radio
communication qui a e´te´ utilise´ dans [9] a` savoir :
HComp(z) = 10
−2[(4.1 + 1.09i) + (4.95 + 1.23i)z−1 + (6.72 + 1.7i)z−2 + (9.19 + 2.35i)z−3
+ (79.2 + 12.81i)z−4 + (39.6 + 8.71i)z−5 + (27.15 + 4.98i)z−6
+ (22.91 + 4.14i)z−7 + (12.87 + 1.54i)z−8 + (10.32 + 1.19i)z−9]. (2.45)
Nous avons aussi conside´re´ un e´galiseur de taille Lw = 31 initialise´ a` 0 avec seulement
la composante centrale a` 1. Comme indice de performance, nous avons choisi la mesure
d’IIS [3] de´finie par :
IIS(n) =
∑
n |h ∗w(n)|2 −max|h ∗w(n)|2
max|h ∗w(n)|2 (2.46)
ou` h ∗w(n) repre´sente la re´ponse impulsionnelle du syste`me canal+e´galiseur. Le pa-
rame`tre σ du noyau Kσ(x) est mis a` jour comme de´crit dans [3]. Les performances de
l’algorithme AR-LCSQD ont e´te´ compare´es a` celles des algorithmes SQD et LCSQD
pour une valeur de RSB= 30dB et pour les modulations MAQ-16 et MAQ-64. Les
parame`tres utilise´s dans les simulations sont re´sume´s dans le tableau 2.1. Les courbes
Tableau 2.1 — Valeurs des parame`tres conside´re´s dans les simulations
MAQ-16
SQD LCSQD AR-LCSQD
µ 3× 10−4 1.7× 10−4 3× 10−4
(1− λ) 5× 10−3
α 0.5
β −1.5
R 2
√
2
MAQ-64
µ 8.5× 10−6 2× 10−5 8× 10−6
(1− λ) 5× 10−2
α 0.1
β −1
R 2
√
2
d’IIS obtenues pour les trois algorithmes sont repre´sente´es sur les figures 2.10 et 2.11.
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Nous pouvons noter d’apre`s ces figures que l’algorithme AR-LCSQD propose´ est plus
performant que les algorithmes SQD et LCSQD en termes de vitesse de convergence
et d’IIS re´siduelle.
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Figure 2.10 — IIS (dB) pour la MAQ-16, RSB = 30 dB et canal HComp.
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Figure 2.11 — IIS (dB) pour la MAQ-64, RSB = 30 dB et canal HComp.
Nous avons aussi compare´ les performances de ces algorithmes en utilisant un autre
type de canal se´lectif en fre´quence HExp, qui a e´te´ pre´sente´ dans le chapitre pre´ce´dent.
Les figures 2.12 et 2.13 montrent aussi que l’algorithme AR-LCSQD est plus performant
que les algorithmes SQD et LCSQD en termes d’IIS.
Pour e´tudier les performances de l’e´galiseur AR-LCSQD en termes d’erreur quadra-
tique moyenne, nous avons trace´ sur les figures 2.14 et 2.15, les courbes d’EQM obtenues
avec les algorithmes SQD, LCSQD et AR-LCSQD pour une valeur de RSB = 30 dB
et pour les modulations MAQ-16 et MAQ-64 transmises a` travers le canal HComp. Ces
figures montrent qu’a` la meˆme vitesse de convergence, l’e´galiseur AR-LCSQD permet
d’atteindre une valeur d’EQM plus faible que celles obtenues avec les e´galiseurs SQD
et LCSQD.
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Figure 2.12 — IIS (dB) pour la MAQ-16, RSB = 30 dB et canal HExp.
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Figure 2.13 — IIS (dB) pour la MAQ-64, RSB = 30 dB et canal HExp.
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Figure 2.14 — EQM (dB) pour la MAQ-16, RSB = 30 dB et canal HComp.
Afin d’e´valuer les performances de l’algorithme AR-LCSQD en fonction du RSB,
nous avons trace´ sur la figure 2.16 le TES pour les algorithmes SQD, LCSQD, AR-
LCSQD et pour le canal BBGA entre RSB = 0 dB et RSB = 20 dB dans le cas de
la MAQ-16 transmise a` travers le canal HComp. Afin de tracer ces courbes, nous avons
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Figure 2.15 — EQM (dB) pour la MAQ-64, RSB = 30 dB et canal HComp.
conside´re´ l’e´galiseur optimal obtenu pour chaque algorithme avec la meˆme vitesse de
convergence. Il est clair a` partir de la figure 2.16 que l’algorithme AR-LCSQD est plus
performant que les autres algorithmes en termes de TES.
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Figure 2.16 — TES pour les algorithmes SQD, LCSQD et AR-LCSQD dans le cas
d’une MAQ-16 transmise a` travers HComp.
La complexite´ de ces algorithmes de´pend du nombre de symboles utilise´s dans le
calcul du crite`re pour la mise a` jour de l’e´galiseur. Pour l’algorithme AR-LCSQD, ce
nombre de´croit d’une ite´ration a` une autre dans la phase de convergence jusqu’a` ne
conserver qu’un seul symbole a` l’e´tat stationnaire. Ce symbole est le symbole de la
constellation le plus proche du symbole e´galise´. Pour calculer la complexite´ des algo-
rithmes, nous avons moyenne´ le nombre de symboles utilise´s sur le nombre d’ite´rations
dans la phase d’apprentissage. Le tableau 2.2 montre le gain de complexite´ apporte´ par
l’algorithme AR-LCSQD.
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Tableau 2.2 — Complexite´ des algorithmes SQD, LCSQD et AR-LCSQD. Ns = 16
pour une modulation MAQ-16 et Ns = 64 pour une modulation MAQ-64.
Multiplications Exponentielles Multiplications complexes
SQD 2(Ns + 1) Ns 2Ns + Lw
LCSQD 2(K + 1) Ks ≈ 6 2K + Lw
AR-LCSQD 2(C + 1) Cs ≈ 2 2C + Lw
2.6.2 Simulations avec les e´galiseurs MSQD-ℓ2 et MSQD-ℓ1
Avant de pre´senter les re´sultats obtenus avec les e´galiseurs MSQD-ℓ2 et MSQD-ℓ1,
nous commenc¸ons par de´tailler la fac¸on avec laquelle nous ajustons la taille du noyau
gaussien. Ce noyau est utilise´ dans l’estimation de la DDP des observations et de celle
de la constellation cible.
Ajustement adaptatif de la taille du noyau
La taille du noyau σ de la feneˆtre de Parzen influe sur la vitesse de convergence
de l’algorithme et son erreur re´siduelle. Dans la phase d’apprentissage, il est ne´cessaire
de choisir une taille assez large du noyau pour assurer un bon recouvrement entre la
DDP estime´e et la DDP cible. En revanche, a` l’e´tat stationnaire, quand on s’approche
de l’e´galiseur optimal, un noyau de petite taille devrait eˆtre conside´re´ pour ne mener
l’interaction du symbole e´galise´ qu’avec le symbole le plus proche, de la constellation
e´mise. Comme dans [3], la taille du noyau est controˆle´e d’une manie`re adaptative en
adoptant une relation line´aire entre σ et l’erreur de de´cision sur le symbole e´galise´ :
σ(n) = a G(n) + b (2.47)
ou`, G(n) = αG(n− 1) + (1− α) min︸︷︷︸
k=1,...,Ns
(
(|y(n)|2 − |s(k)|2)2), α est un facteur d’oubli
et (a, b) sont des constantes fixe´es empiriquement.
Comme il a e´te´ mentionne´ dans [3], le minimum de la fonction de couˆt est une
version de´cale´e de la constellation de´sire´e. Ainsi, les symboles originaux |s(k)|2 dans
(2.21) sont substitue´s par |s(k)c|2 comme suit :
|s(k)c|2 = Q(σ)|s(k)|2 (2.48)
ou` Q(σ) est un facteur de compensation qui de´pend de la taille du noyau. Il est calcule´
en supposant que la valeur minimale de E [J(w)] est obtenue quand on n’a plus d’IIS
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(y(n) = s(kn)) :
E{∇wJ(w)} = 1
Ns
Ns∑
k=1
E
[
K
′
σ(|s(kn)|2 −Q(σ)|s(k)|2)s(kn)x∗(n)
]
= 0. (2.49)
Pour MSQD-ℓ2 et MSQD-ℓ1, nous adoptons la meˆme approche afin de de´terminer les
valeurs ade´quates de Q(σ) pour chaque algorithme :
E{∇wJMSQD-ℓ2(w)} = 0→ QMSQD-ℓ2(σ)
E{∇wJMSQD-ℓ1(w)} = 0→ QMSQD-ℓ1(σ).
La fonction Q(σ) est calcule´e nume´riquement pour chaque modulation. La figure 2.17
repre´sente le facteur de compensation QMSQD-ℓ1(σ) obtenu avec les modulations MAQ-
16, MAQ-64 et MAQ-256 pour l’algorithme MSQD-ℓ1.
Ainsi, nous remplac¸ons |sr(k)|2 et |si(k)|2 par QMSQD−ℓ2(σ)|sr(k)|2 et
QMSQD−ℓ2(σ)|si(k)|2 respectivement dans (2.43) et nous remplac¸ons |sr(k)| et |si(k)|
par QMSQD−ℓ1(σ)|sr(k)| et QMSQD−ℓ1(σ)|si(k)| respectivement dans (3.16)
Les e´tapes de l’algorithme MSQD-ℓp sont re´sume´es dans le tableau suivant :
Algorithm 1 Algorithme MSQD-ℓp
Initialiser µ, G(0), α et w(0)
pour k = 1 : N faire
1) E´valuer σ(k) par (4.6)
2) Calculer la valeur QMSQD−ℓp(σ(k))
3) Calculer |sr(k)c|p = QMSQD−ℓp(σ(k))|sr(k)|p et |si(k)c|p =
QMSQD−ℓp(σ(k))|si(k)|p
4) Mettre a` jour le gradient du crite`re ∇wJMSQD−ℓp(w) par (2.43) en utilisant
|sr(k)c|p et |si(k)c|p
5) Mettre a` jour l’e´galiseur w(k + 1)
6) Calculer G(k + 1)
fin de la boucle
Re´sultats nume´riques
Pour comparer les approches d’e´galisation aveugle que nous avons propose´es dans
ce chapitre aux autres me´thodes de la litte´rature, nous avons d’abord choisi le meˆme
canal que celui utilise´ dans [3] :
Hr = [0.2258, 0.5161, 0.6452,−0.5161]T . (2.50)
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Figure 2.17 — E´volution du facteur de compensation Q(σ) pour l’algorithme
MSQD-ℓ1.
Les performances des algorithmes MSQD-ℓ2 et MSQD-ℓ1 propose´s sont compare´es a`
celles du CMA, MMA et SQD. Pour les simulations, nous avons utilise´ un e´galiseur
de taille Lw = 21 initialise´ a` ze´ro avec le coefficient central a` 1. Le tableau 2.3 re´sume
les parame`tres qui ont e´te´ utilise´s pour tracer les courbes des figures 2.18, 2.19 et
2.20. Ces parame`tres sont fixe´s empiriquement ce qui a ne´cessite´ plusieurs expe´riences
pour optimiser les performances des e´galiseurs. La valeur optimale du pas µ de chaque
algorithme d’e´galisation varie en fonction du canal et de la modulation transmise.
L’initialisation de G(0) varie aussi avec le canal utilise´. En effet, une valeur de G(0)
plus grande permet pour certains canaux d’augmenter la vitesse de convergence. Dans
nos simulations, nous avons fixe´ les parame`tres optimaux pour le canal Hr puis nous
avons fait varier le pas µ uniquement pour les autres canaux.
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Figure 2.18 — EQM (dB) pour la MAQ-16, RSB = 30 dB et canal Hr.
Pour comparer les performances des algorithmes propose´s en termes d’erreur
re´siduelle, nous avons fixe´ la valeur du pas µ de chaque algorithme de manie`re a` ce
qu’ils convergent avec la meˆme vitesse. Ainsi, a` partir des figures 2.18, 2.19 et 2.20,
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Tableau 2.3 — Valeurs des parame`tres conside´re´s dans les simulations
16 QAM CMA SQD MSQD-ℓ2 MSQD-ℓ1
µ 3.5× 10−5 10−4 1.3× 10−4 7.7× 10−4
a - 3.5 3.5 1.5
b - −9.5 −9.5 −1
1− α - 5× 10−3 5× 10−3 5× 10−3
G(0) - 7 7 5
64 QAM
µ 3.3× 10−7 1.2× 10−6 9× 10−7 4.7× 10−5
a - 3.5 3 2
b - −2 −18 −10
1− α - 10−3 10−2 10−3
G(0) - 5 7 6.5
256 QAM
µ 4× 10−8 1.5× 10−7 1.5× 10−7 7× 10−5
a - 3.5 2.5 4
b - −4.5 −15 −1
1− α - 5× 10−5 10−4 2× 10−4
G(0) - 7 20 7
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Figure 2.19 — EQM (dB) pour la MAQ-64, RSB = 30 dB et canal Hr.
nous pouvons clairement noter que les algorithmes MSQD-ℓ2 et MSQD-ℓ1 sont plus
performants que les algorithmes SQD, MMA et CMA en termes d’erreur re´siduelle
pour les modulations MAQ-16, MAQ-64 et MAQ-256. D’un autre coˆte´, quand nous
fixons les valeurs de µ des algorithmes de fac¸on a` ce qu’ils convergent vers la meˆme
valeur d’EQM et que nous trac¸ons leurs performances sur les figures 2.21 et 2.22, nous
notons que MSQD-ℓ2 et MSQD-ℓ1 convergent plus rapidement.
Pour e´tudier les performances de l’algorithme MSQD-ℓ1 en fonction du RSB, nous
avons trace´ sur la figure 2.23 le TES pour les algorithmes MMA, SQD, MSQD-ℓ1 et
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Figure 2.20 — EQM (dB) pour la MAQ-256, RSB = 30 dB et canal Hr.
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Figure 2.21 — EQM (dB) pour la MAQ-16, RSB = 30 dB et canal Hr.
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Figure 2.22 — EQM (dB) pour la MAQ-64 , RSB = 30 dB et canal Hr.
pour le canal BBGA entre RSB = 0 dB et RSB = 20 dB dans le cas de la MAQ-
16 transmise a` travers le canal Hr. Afin de tracer ces courbes, nous avons conside´re´
l’e´galiseur optimal obtenu pour chaque algorithme avec la meˆme vitesse de convergence.
Il est clair a` partir de cette figure que l’algorithme MSQD-ℓ1 est plus performant que
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les autres algorithmes en termes de taux d’erreur symbole (TES). Nous pouvons aussi
noter que pour une valeur de TES e´gale a` 10−2, le MSQD-ℓ1 a un gain de 1.2 dB
compare´ au SQD. En plus, sa performance est tre`s proche de celle obtenue avec un
canal BBGA quelque soit la valeur du RSB.
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Figure 2.23 — TES pour les algorithmes SQD, MMA et MSQD-ℓ1 dans le cas d’une
MAQ-16 transmise a` travers Hr.
Les me´thodes propose´es ont aussi e´te´ teste´es avec deux autres canaux de trans-
mission. Les figures 2.24 et 2.25 sont obtenues quand nous utilisons le canal complexe
Hcomp qui a e´te´ pre´sente´ dans le premier chapitre. D’apre`s ces deux figures, il est clair
que l’e´galiseur MSQD-ℓ1 est plus performant que les autres e´galiseurs.
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Figure 2.24 — EQM (dB) pour la MAQ-16, RSB = 30 dB et canal HComp.
Dans les figures 2.26 et 2.27, nous montrons les performances des me´thodes pro-
pose´es dans le cas ou` nous utilisons le canal Hexp.Nous pouvons ve´rifier qu’avec ce
canal aussi, l’algorithme MSQD-ℓ1 est plus performant que les autres algorithmes en
termes d’erreur re´siduelle.
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Figure 2.25 — EQM (dB) pour la MAQ-64, RSB = 30 dB et canal HComp.
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Figure 2.26 — EQM (dB) pour la MAQ-16, RSB = 30 dB et canal Hexp.
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Figure 2.27 — EQM (dB) pour la MAQ-64, RSB = 30 dB et canal Hexp.
Toutes les figures qui ont e´te´ pre´sente´es pre´ce´demment montrent que l’algorithme
MSQD-ℓ1 converge en moins de 10000 ite´rations environ. Ce nombre d’ite´rations, que
ne´cessite l’e´galiseur pour converger, est raisonable en pratique. En effet, dans plusieurs
applications, la transmission ne peut eˆtre e´tablie qu’apre`s des milliers de symboles
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envoye´s. Quelques millisecondes ou plus sont ne´cessaires pour la synchronisation et la
convergence de l’e´galiseur du coˆte´ re´cepteur. En outre, dans les applications re´elles,
l’algorithme du CMA est souvent utilise´ comme e´galiseur aveugle et les figures 2.21
et 2.22 montrent que les algorithmes propose´s ont besoin de moins d’ite´rations que le
CMA pour converger. Ainsi, nous pensons que l’algorithme MSQD-ℓ1 est utile dans les
applications du monde re´el. En plus, si nous souhaitons re´cupe´rer les symboles perdus
dans la phase d’apprentissage, nous pouvons utiliser des techniques, qui peuvent eˆtre
retrouve´es dans la litte´rature, et qui permettent de reconstruire le de´but de la trame de
donne´es e´mise. Parmi ces techniques, l’approche qui consiste a` utiliser l’e´galiseur obtenu
a` la convergence pour re´-e´galiser le de´but de la trame de donne´es e´mise, constitue une
solution efficace.
Analyse de la complexite´ calculatoire
Pour une modulation M-MAQ carre´e, la complexite´ calculatoire est re´sume´e dans
le tableau 2.4 ou` Nr =
√
M
2
!
2!(
√
(M)
2
−2)!
+
√
M
2
et N
′
r =
√
M
2
dans le cas ou` M > 4 et Nr = N
′
r
dans le cas ou` M = 4 (voir annexe C). D’apre`s ce tableau, nous pouvons conclure que
Tableau 2.4 — Complexite´ calculatoire des algorithmes CMA, SQD et MSQD-ℓ1
pour une ite´ration
Multiplications Exponentielles
CMA 8Lw + 4 0
SQD 4Nr + 8Lw + 4 Nr
MSQDℓ1 6N
′
r + 8Lw + 2 2N
′
r
l’e´galiseur MSQD-ℓ1 est moins complexe que l’e´galiseur SQD et un peu plus complexe
que l’e´galiseur CMA. Cependant, il ne´cessite beaucoup moins d’ite´rations pour conver-
ger vers la meˆme valeur d’EQM ou meˆme vers une valeur plus petite. Dans les figures
2.21 et 2.22, nous pouvons noter que le MSQD-ℓ1 converge environ 10 fois plus rapi-
dement que le CMA. Ce qui rend l’algorithme MSQDℓ1, en moyenne, moins complexe
que le CMA.
La figure 2.28 montre le nombre de multiplications ne´cessaires pour chaque al-
gorithme au cours d’une ite´ration et la figure 2.29 montre le couˆt calculatoire global
ne´cessaire pour converger selon les figures 2.21 et 2.22. Nous pouvons noter que la com-
plexite´ calculatoire globale du MSQD-ℓ1 est infe´rieure a` celles du SQD et du CMA.
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Figure 2.28 — Nombre de multiplications par ite´ration pour les modulations MAQ-
{16, 64, 256}.
Figure 2.29 — Nombre de multiplications ne´cessaires pour la convergence des
e´galiseurs pour les modulations MAQ-{16, 64}.
2.7 Conclusion
Dans ce chapitre, nous avons propose´ de nouveaux crite`res d’e´galisation aveugle
base´s sur une minimisation de l’e´cart entre la densite´ de probabilite´ en sortie d’e´galiseur,
estime´e par une me´thode a` noyau, et une distribution cible donne´e par celle de la
constellation e´mise bruite´e. Avec l’algorithme AR-LCSQD, nous avons introduit une
imple´mentation a` constellation re´duite de l’e´galiseur adaptatif LCSQD propose´ dans la
litte´rature en limitant le nombre de symboles conside´re´s pour le calcul du crite`re. Nous
avons montre´ que cela permet d’apporter un gain de complexite´, d’ame´liorer la vitesse
de convergence et de re´duire l’IIS re´siduelle par rapport aux travaux existants. Nous
avons e´galement introduit une nouvelle famille d’algorithmes : les algorithmes MSQD-
ℓp qui forcent les DDPs des parties re´elle et imaginaire du signal en sortie de l’e´galiseur
a` s’approcher au mieux de celles de la vraie constellation e´mise bruite´e. L’estimation
des DDPs des donne´es observe´es et de la constellation e´mise bruite´e est obtenue par
l’estimateur de Parzen a` noyau gaussien. Les performances des e´galiseurs MSQD-ℓ2 et
MSQD-ℓ1 ont e´te´ compare´es avec celles du CMA, MMA et SQD. Nous avons montre´
qu’ils convergent plus rapidement avec une erreur re´siduelle plus faible.
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Ces approches d’e´galisation aveugle par me´thodes a` noyau sont tre`s inte´ressantes
d’autant plus que nous allons montrer dans le chapitre suivant que l’algorithme aveugle
MSQD-ℓ1, que nous avons propose´, converge vers l’e´galiseur MMSE non aveugle a` une
erreur re´siduelle pre`s lie´e au pas µ de l’adaptation stochastique de l’algorithme.
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CHAPITRE
3 Analyse de
performances de
l’algorithme MSQD-ℓ1
3.1 Introduction
En vue de comple´ter notre travail, nous nous inte´ressons dans ce chapitre a` l’ana-
lyse de performance de l’e´galiseur MSQD-ℓ1 que nous avons propose´ et pre´sente´
dans le chapitre pre´ce´dent. Cette analyse sera base´e sur la me´thode de l’e´quation
diffe´rentielle moyenne (ODE : pour Ordinary Differential Equation). Nous commenc¸ons
tout d’abord dans la section 3.2, par pre´senter plus en de´tail l’imple´mentation adapta-
tive de l’e´galiseur. Ensuite, dans la section 3.3 nous donnons un aperc¸u sur la me´thode
de l’ODE. Enfin, dans la section 3.4, nous appliquons cette me´thode pour analyser les
performances de l’algorithme MSQD-ℓ1 par la de´termination de ses points stationnaires
et le calcul de son erreur quadratique moyenne asymptotique.
3.2 Algorithmes adaptatifs pour l’e´galisation de ca-
naux de transmission
3.2.1 Algorithmes adaptatifs en e´galisation
En e´galisation, les algorithmes adaptatifs servent a` de´terminer les coefficients d’un
e´galiseur par l’optimisation ite´rative d’une fonction de couˆt J(x, ζ), ou` x repre´sente
le signal observe´ et ζ l’ensemble des connaissances partage´es entre l’e´metteur et le
re´cepteur. Plus pre´cisemment, il s’agit d’adapter l’e´galiseur a` chaque nouvelle donne´e
rec¸ue en partant d’un e´tat initial. Un tel algorithme fournit un ensemble de valeurs
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{w(n)}n∈Z qui permettent a` la fonction J de converger vers un minimum local ou
ide´alement globale.
La mise a` jour de l’e´galiseur se fait par l’e´quation suivante :
w(n) = w(n− 1) + J(w(n− 1),x(n), ζ, P )︸ ︷︷ ︸
terme correctif
(3.1)
Le terme correcteur de´pend de l’ancien e´tat du syste`me w(n − 1), d’une nouvelle
donne´e x(n), de l’ensemble des connaissances ζ et d’un jeu de parame`tres P comme
le pas d’adaptation µ. Il inclut ge´ne´ralement la de´rive´e de la fonction de couˆt par
rapport a` w(n− 1), ∇Jw, dans le but de se de´placer dans le sens qui minimise l’erreur
repre´sente´e par le crite`re de l’e´galisation J .
Il existe plusieurs types d’algorithmes adaptatifs parmi lesquels, on cite les algo-
rithmes du gradient stochastique et les algorithmes de Newton.
3.2.2 Algorithme du gradient stochastique
Dans le cadre de la proble´matique de l’e´galisation, nous cherchons l’e´galiseur qui
minimise une fonction de couˆt de la forme E{Jn(w,x)}. Souvent, les statistiques mises
en jeu dans un tel crite`re varient au cours du temps. De plus, on souhaite souvent
eˆtre capable d’estimer w avant que toutes les donne´es transmises ne soient disponibles
au niveau du re´cepteur. Dans ces situations, nous n’avons, dans la plupart du temps,
ni une connaissance exacte de la moyenne du crite`re ni des estimateurs fiables de
cette moyenne. Nous sommes alors amene´s a` remplacer la moyenne du crite`re par sa
valeur instantane´e. Ce point de vue conduit a` l’algorithme du gradient stochastique
qui permet de suivre l’e´volution du minimum de Jn(w,x) par la construction ite´rative
d’une se´quence d’estimateurs de w(n) :
w(n) = w(n− 1)− µn∇Jn(w(n− 1),x(n)) (3.2)
Le pas de l’algorithme µ peut varier dans le temps, de fac¸on a` de´croitre au cours des
ite´rations vers 0 dans le cas ou` les statistiques des observations sont stationnaires, ou
peut eˆtre constant en vue de suivre l’effet de leurs variations dans le cas de canaux non
stationnaires. Dans le cas ou` µ est constant, la convergence de l’algorithme n’est pas
e´vidente vu la nature stochastique du terme ∇Jn(w(n− 1),x(n)). De plus, lorsqu’elle
peut eˆtre e´tablie par un algorithme, il faut pre´ciser la plage de valeurs de µ pour
lesquelles elle peut eˆtre assure´e.
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3.2.3 Algorithme de Newton
L’algorithme de Newton est base´ sur la minimisation de l’approximation au second
ordre du crite`re d’e´galisation J(w(n)) au voisinage de w(n− 1), donne´ par l’e´quation
suivante :
J(w(n)) = J(w(n− 1)) +∇J(w(n− 1))T (w(n)−w(n− 1))
+
1
2
(w(n)−w(n− 1))T∇2J(w(n− 1))(w(n)−w(n− 1)) + ∂w(n− 1)(3.3)
ou` ∇Jw et ∇2Jw repre´sentent le gradient et le Hessien du crite`re J . Pour minimiser ce
crite`re, on cherche l’e´tat qui annule le gradient de (3.3) qui s’exprime par :
∇J(w(n− 1))T + (w(n)−w(n− 1))T∇2J(w(n− 1)) = 0. (3.4)
Ainsi, la relation, entre les e´tats w(n) et w(n − 1), de l’e´galiseur qui est donne´e par
l’algorithme de Newton s’exprime par :
w(n) = w(n− 1)− (∇2Jw(w(n− 1)))−1∇Jw(w(n− 1)). (3.5)
Notons que dans l’e´quation (3.5), la direction et le pas d’adaptation sont fixe´s. Une pro-
prie´te´ inte´ressante de la me´thode est qu’elle converge en une seule ite´ration quand elle
est applique´e a` une fonction quadratique strictement convexe. Cependant, lorsqu’elle
est utilise´e sur une fonction quelconque, la me´thode peut ne pas converger, si le point
de de´part est tre`s loin de la solution cherche´e, vu qu’elle ne posse`de pas la proprie´te´
de la convergence optimal [33]. Comme solution a` ce proble`me, un pas de de´placement
peut eˆtre introduit dans l’e´quation de mise a` jour de w(n) (3.5). Nous obtenons par la
suite cette forme modifie´e d’adaptation de w(n) par la me´thode de Newton :
w(n) = w(n− 1)− λk(∇2Jw(w(n− 1)))−1∇Jw(w(n− 1)). (3.6)
La fac¸on avec laquelle λk peut eˆtre choisi est de´crite dans [33].
Un autre proble`me peut apparaitre avec cette me´thode lorsque le Hessien
∇2Jw(w(n − 1))−1 n’est pas de´fini positif. Dans ce cas, la convergence globale de la
me´thode n’est pas assure´e vu que la direction de de´placement peut ne pas eˆtre une di-
rection de descente. Comme solution a` ce proble`me, une perturbation le´ge`re du Hessien
peut eˆtre introduite de fac¸on a` obtenir une matrice Mn−1 de´finie positive. L’e´quation
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de mise a` jour de w(n) devient alors :
w(n) = w(n− 1)− λkM−1n−1∇Jw(w(n− 1)). (3.7)
Mn−1 peut eˆtre construite a` partir de ∇2Jw(w(n− 1)) selon (3.8)
Mn−1 = aI +∇2Jw(w(n− 1)) (3.8)
ou` a > 0 est la plus petite valeur positive qui permet d’avoir toutes les valeurs propres
de Mn−1 soient supe´rieures ou e´gales a` une constante δ > 0. Il est a` noter que l’ac-
tualisation du vecteur w ne´cessite le calcul de l’inverse du Hessien de J a` chaque
instant, ce qui rend l’algorithme de Newton tre`s complexe a` imple´menter. Pour re´duire
la complexite´ de cet algorithme Mn−1 peut eˆtre approxime´ re´cursivement par :
Mn−1 = λ
−1[Mn−2 −Mn−2x
∗(n− 1)x(n− 1)Mn−2
λ+ x(n− 1)Mn−2x∗(n− 1) ] (3.9)
ou` M0 peut eˆtre initialise´e par aI et 0 << λ ≤ 1.
Dans la section suivante, nous introduisons la me´thode de l’ODE qui constitue
une approche permettant d’analyser les performances des algorithmes de type gradient
stochastique.
3.3 Me´thode de l’ODE
Une partie de l’analyse des performances de l’algorithme MSQD-ℓ1 est base´e sur la
me´thode de l’ODE dont nous rappelons le principe dans ce qui suit. Par la me´thode de
l’ODE, nous souhaitons examiner le comportement des algorithmes de type gradient
stochastique qui prennent la forme suivante :
θ(n) = θ(n− 1) + µnH(θ(n− 1),x(n)) (3.10)
ou`, θ(n) est la se´quence des parame`tres que nous cherchons a` estimer adaptativement
en fonction des observations {x(n)}n∈N, de la fonction de couˆt H(θ(n− 1),x(n)) et de
la se´rie des petits gains scalaires {µn}n∈N∗ .
Nous e´tudions la convergence de cet algorithme dans le cas ou` le processus observe´
{x(n)} est stationnaire. Nous allons rappeler comment nous pouvons caracte´riser les
points vers lesquels l’algorithme est susceptible de converger. Nous allons e´galement
rappeler les formules a` utiliser pour e´valuer la variance asymptotique de la se´quence
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d’estimateurs du parame`tre θ fournie par l’algorithme. Mais commenc¸ons tout d’abord
par une pre´sentation des hypothe`ses qui fixent les conditions d’utilisation de la me´thode
de l’ODE.
3.3.1 Hypothe`ses requises
Nous supposons que le processus {x(n)} est un processus Markovien qui admet la
repre´sentation suivante :
P (ξn ∈ A|ξn−1, ξn−2, ...; θn−1, θn−2, ...) = P (ξn ∈ A|ξn−1, θn−1)
=
∫
A
πθn−1(ξn−1, dx)
x(n) = g(ξn) (3.11)
ou` g(ξn) repre´sente une variable ale´atoire dont la distribution est parame´tre´e par θ et
πθ repre´sente la probabilite´ de transition dans la chaine de Markov ξn qui est controˆle´e
par θ. θ est estime´ de fac¸on adaptative via l’e´quation (3.10) ou nous supposons de plus
qu’il existe une fonction h(θ) telle que
h(θ) = lim
n→+∞
E{H(θ,x(n)) |θ} (3.12)
Nous de´finissons alors l’e´quation diffe´rentielle associe´e a` l’algorithme (3.10), nomme´e
ODE (Ordinary Differential Equation) par
dθ
dt
= θ˙ = h(θ). (3.13)
3.3.2 Convergence des algorithmes stochastiques
Dans ce qui suit, θ(t) repre´sentera la solution de l’ODE a` partir de l’e´tat initial
θ(0) = θ0. Dans le but d’e´tudier le comportement asymptotique de la trajectoire de
l’ODE, nous commenc¸ons par rappeler la de´finition suivante :
De´finition 2 : Un point θ∗ est un point stationnaire de l’ODE si h(θ∗) = 0. θ∗ est
dit :
– stable si ∀ǫ > 0, ∃ν > 0, |θ0 − θ∗| < ν ⇒ ∀t ∈ R+, |θ(t)− θ∗| < ǫ ;
– asymptotiquement stable si ∃ν > 0, |θ0 − θ∗| < ν ⇒ limn→+∞ θ(t) = θ∗ ;
– globalement asymptotiquement stable si D(θ∗) = {θ0; limn→+∞ θ(t) = θ∗}
co¨ıncide avec l’ensemble de toutes les valeurs possibles de θ0. D(θ∗) est dit le
domaine d’attraction de θ∗.
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En outre, nous dirons qu’un ensemble E de points stationnaires est globalement asymp-
totiquement stable si toutes les trajectoires de l’ODE convergent vers E.
Algorithmes a` pas constant : dans l’imple´mentation de l’algorithme MSQD-ℓ1,
nous n’avons conside´re´ que le cas d’un pas µn = µ constant. Pour ce cas particulier,
il peut eˆtre de´montre´ que si l’ODE a un unique point θ∗ qui est globalement asymp-
totiquement stable, alors sous quelques hypothe`ses, notamment que H(θ,xn) − h(θ)
a au plus une croissance polynomiale en xn [34], nous obtenons le the´ore`me central
limite suivant : si nous de´signons par θµn les valeurs de θn associe´es a` l’algorithme a`
pas constant µ et θ˜µn =
θ
µ
n−θ∗√
µ
, alors quand µ tend vers 0 et n tend vert l’infini, θ˜µn tend
vers une variable ale´atoire centre´e de distribution gaussienne.
3.3.3 Variance asymptotique
D’apre`s [34], la matrice de covariance asymptotique de l’erreur re´siduelle θn − θ∗
de´finie par Σ∞ = E{(θn − θ∗)(θn − θ∗)T} peut eˆtre approxime´e par la solution de
l’e´quation matricielle suivante, connue sous le nom de l’e´quation de Lyapunov :
GΣ∞ + Σ∞G
T + µR = 0 (3.14)
ou` G = dh(θ∗)
dθ
et R =
∑
n∈Z E{[H(θ,xn) − h(θ)][H(θ,x0) − h(θ)]T |θ = θ∗} avec
[dh(θ)
dθ
]ij =
∂[h(θ)]i
∂θj
.
3.3.4 Points stationnaires stables de l’ODE
Pour caracte´riser les points stationnaires stables de l’ODE, nous nous basons sur
le the´ore`me suivant :
The´ore`me 1. Si h(θ) = −∇J(θ), ou` J(θ) est une fonction scalaire positive alors
toutes les trajectoires de l’ODE convergent vers l’ensemble des points stationnaires
stables de l’ODE.
Ainsi, quand h(θ) = −∇J(θ), et J(θ) ≥ 0, il apparait que si l’ensemble de points
stationnaires stables de l’ODE est discret, alors chaque trajectoire de l’ODE converge
vers un tel point. Si cela n’est pas le cas, la convergence de chaque trajectoire vers un
point pre´cis de cet ensemble n’est pas garantie.
La stabilite´ du point stationnaire θ∗ est e´tudie´e en fonction des valeurs propres de
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dh(θ∗)
dθ
. En effet, d’apre`s le the´ore`me suivant [35] :
The´ore`me 2. Soit θ∗ un point stationnaire de l’ODE, et λ1, λ2, ...λLp les valeurs
propres de
dh(θ∗)
dθ
.
– Si ∀i ∈ {1, .., p},ℜ(λi) < 0 alors θ∗ est asymptotiquement stable ;
– Si ∃i ∈ {1, .., p},ℜ(λi) > 0 alors θ∗ est instable ;
– Si ∀i ∈ {1, .., p},ℜ(λi) ≤ 0 et ℜ(λi0) = 0 pour i0 ∈ {1, .., p} alors nous ne pouvons
pas conclure.
Apre`s avoir donne´ un aperc¸u sur la me´thode de l’ODE, nous allons maintenant
appliquer cette approche pour analyser les performances de l’algorithme MSQD-ℓ1 en
cherchant ses points stationnaires stables et en calculant son erreur re´siduelle asymp-
totique.
3.4 Analyse de performance de l’algorithme
MSQD-ℓ1 [7]
3.4.1 Points stationnaires stables de l’ODE
Points stationnaires
Conside´rons l’algorithme adaptatif MSQD-ℓ1 base´ sur la me´thode du gradient sto-
chastique :
w(n) = w(n− 1)− µ∇wJMSQD−ℓ1
(
w(n− 1),x(n)). (3.15)
ou`
∇wJMSQD−ℓ1
(
w(n− 1),x(n)) = [ 1
2
√
2πNsσ3
Ns∑
k=1
(
sign(yr(n)) (|yr(n)| − |sr(k)|) e−
(|yr(n)|−|sr(k)|)2
2σ2
+ j sign(yi(n)) (|yi(n)| − |si(k)|) e−
(|yi(n)|−|si(k)|)2
2σ2
)]
x∗(n)
= φ(y(n))x∗(n) (3.16)
Par identification de l’e´quation (3.15) a` l’e´quation (3.10), nous obtenons
H
(
θ(n− 1),x(n)) = −∇wJ(w(n− 1),x(n))
= −∇wJ
(
w, yr,i(n)
)
= −φ(yr,i(n))x∗(n). (3.17)
79
CHAPITRE 3. ANALYSE DE PERFORMANCES DE L’ALGORITHME MSQD-ℓ1
Ainsi, d’apre`s (3.12) et (3.13), l’ODE est de´finie par
dw
dt
= h(w) = lim
n→+∞
E
[
H(w,x(n))|w]
= lim
n→+∞
−E[∇wJ(w, yr,i(n))|w]
(3.18)
Les points stationnaires w∗ de l’ODE sont les solutions de h(w∗) = 0. Ainsi, nous
commenc¸ons par calculer h(w).
h(w) = lim
n→+∞
−E[∇wJ(w, yr,i(n))|w]
= −
∫
R+
∇wJ(w, yr,i)p|Yr,i|(yr,i) dyr,i (3.19)
ou`, yr,i repre´sente la sortie re´elle ou imaginaire de l’e´galiseur et p|Yr,i|(yr,i) est la DDP
de |yr,i|. Pour calculer h(w), nous calculons pre´alablement F|Yr,i| |sr,i(k)(yr,i) la fonction
de re´partition de |Yr,i| sachant sr,i(k). On a alors pour une valeur sr,i(k) du symbole
transmis, on notera sr,i(k) + ε la valeur correspondante de yr,i ou` ε repre´sente l’e´cart
entre yr,i et sr,i(k).
F(|Yr,i| |sr,i(k))(yr,i) = P
(
|Yr,i| ≤ yr,i |sr,i(k)
)
= P
(
− yr,i ≤ Yr,i ≤ yr,i |sr,i(k)
)
= P
(−yr,i − sr,i(k)
σε
≤ Yr,i − sr,i(k)
σε
≤ yr,i − sr,i(k)
σε
|sr,i(k)
)
= FYr,i
(yr,i − sr,i(k)
σε
)
− FYr,i
(−yr,i − sr,i(k)
σε
)
(3.20)
ou` F repre´sente la fonction caracte´ristique de la distribution N (0, 1). En effet, selon
[31] l’IIS en sortie de l’e´galiseur peut eˆtre mode´lise´e par une distribution gaussienne.
Ainsi, Yr,i|sr,i(k) ∼ N (sr,i(k), σ2ε) ou` σ2ε est la variance de ε. Ainsi, a` partir de l’e´quation
(3.20) et pour yr,i ≥ 0, nous obtenons
p(|Yr,i| |sr,i(k))(yr,i) =
1
2σε
[
N
(yr,i − sr,i(k)
σε
; 0, 1
)
+N
(yr,i + sr,i(k)
σε
; 0, 1
)]
=
1
2
[
N
(
yr,i − sr,i(k); 0, σ2ε
)
+N
(
yr,i + sr,i(k); 0, σ
2
ε
)]
. (3.21)
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ou` N (yr,i;m, σ2) = 1√2πσe
−(yr,i−m)2
2σ2 . En sommant sur tous les symboles possibles sr,i(k),
nous trouvons l’expression suivante de p|Yr,i|(yr,i) :
p|Yr,i|(yr,i) =
1
2Ns
Ns−1∑
k=0
[N (yr,i − sr,i(k); 0, σ2ε) +N (yr,i + sr,i(k); 0, σ2ε)]. (3.22)
Ainsi, nous obtenons l’expression de h(w) apre`s avoir remplace´ J(w, yr,i) par son ex-
pression et en prenant en compte les proprie´te´s syme´triques de JMSQD−ℓ1(w, yr,i) et
p|Yr,i|(yr,i),
h(w) =
1
2πN2s σσε
[∇w ∫
R+
Ns∑
k=1
e−
(yr−|sr(k)|)2
2σ2
Ns∑
l=1
(
e
− (yr−|sr(l)|)2
2σ2ε + e
− (yr+|sr(l)|)2
2σ2ε )
]
dyr.
(3.23)
Par la suite, apre`s avoir calcule´ l’inte´gral donne´e par l’e´quation (3.23), nous obtenons
la valeur suivante de h(w)
h(w) =
1
2N2s
√
2π(σ2 + σ2ε )[
∇w
Ns∑
k=1
Ns∑
l=1
e
− (|sr(k)|−|sr(l)|)2
2(σ2+σ2ε)
(
1− erfc(−|sr(k)|σ
2
ε − |sr(l)|σ2
σσε
√
σ2ε + σ
2
√
2
)
)
+ e
− (|sr(k)|+|sr(l)|)2
2(σ2+σ2ε)
(
1− erfc(−|sr(k)|σ
2
ε + |sr(l)|σ2
σσε
√
σ2ε + σ
2
√
2
)
)]
= ∇wA(σ2ε)
=
dA(σ2ε)
dσ2ε
∇wσ2ε . (3.24)
Calculons maintenant σ2ε afin de pouvoir e´valuer ∇wσ2ε .
Le symbole e´galise´ y(n) peut s’exprimer par
y(n) = wTH˜s(n) +wTb(n) (3.25)
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ou`,
H˜ =

h0 h1 · · · hL−1 0 · · · 0
0 h0 h1 · · · hL−1 0 · · · 0
0
. . . h0 h1 · · · hL−1 ...
0
... h0 h1 · · · hL−1 0
0 · · · 0 h0 h1 · · · hL−1

(3.26)
et s(n) =
[
s(D − 1), ..., s(kn), ..., s(D − L − Lw + 1)
]T
avec D le retard introduit par
l’e´galiseur. Ainsi, la variance de l’erreur entre y(n) et le symbole s(kn) qui est rec¸u a`
l’instant n est calcule´e comme suit :
σ2ε = E
[(
y(n)− s(kn)
)(
y(n)− s(kn)
)H]
= E
[(
(wTH˜ − eD)s(n) +wTb(n)
)(
(wTH˜ − eD)s(n) +wTb(n)
)H]
(3.27)
ou`, eD = (0, ..., 1, ..., 0)
T et eD(i) = δi,D. Ainsi,
σ2ε = σ
2
sw
TH˜H˜Hw∗ − σ2swTH˜eD − σ2seDTH˜Hw∗ + σ2s + σ2b||w||2. (3.28)
D’ou`,
h(w) = 2
dA(σ2ε)
dσ2ε
[
wT [σ2sH˜H˜
H + σ2bILw ]− σ2seDTH˜H
]T
(3.29)
Puisqu’en pratique |sr(kn)| >> σ2+σ2ε , du fait qu’a` la convergence la taille du noyau σ2
et la variance de l’erreur σ2ε devraient eˆtre tre`s petites, seuls les termes dont l’argument
de l’exponentiel vaut 0 vont eˆtre non ne´gligeable, ce qui donne
A(σ2ε) ≈
1
2N2s
√
2π(σ2 + σ2ε )
Ns∑
k=1
(
1 + erfc(
|sr(kn)|√
2
√
1
σ2
+
1
σ2ε
)
)
(3.30)
Comme a` la convergence, 1
σ2
>> 1 et 1
σ2ε
>> 1, il est facile de ve´rifier que dA(σ
2
ε )
dσ2ε
< 0.
En effet,
dA(σ2ε)
dσ2ε
= − 3
2(σ2 + σ2ε )
− 1√
2πNs
√
σ2 + σ2ε
Ns∑
k=1
|sr(kn)|( 1σ4ε )
2
√
2
√
1
σ2
+ 1
σ2ε
e
−|sr(kn)|2( 1
σ2
+ 1
σ2ε
)
2 (3.31)
Ainsi, nous e´tablissons le the´ore`me suivant
82
CHAPITRE 3. ANALYSE DE PERFORMANCES DE L’ALGORITHME MSQD-ℓ1
The´ore`me 3. L’e´galiseur MMSE est le seul point stationnaire de l’e´galiseur MSQD-ℓ1
wT∗ = σ
2
seD
TH˜H
[
σ2sH˜H˜
H + σ2bILw
]−1
(3.32)
Ce qui est tre`s inte´ressant ici, c’est que w∗ correspond au filtre obtenu par le crite`re
MMSE. Ainsi, nous avons prouve´ que l’algorithme MSQD-ℓ1 posse`de un seul point
stationnaire, et que ce point est le filtre MMSE. Cela est dans le cas ou` les valeurs de
σ2 et σ2ε sont beaucoup plus petites que les amplitudes des points de la constellation
e´mise.
Analyse de la stabilite´ des points stationnaires
Rappelons que si w∗ est un point stationnaire de l’ODE et λ1, λ2, ...λLw sont les
valeurs propres de dh(w)
dw
|w=w∗, la stabilite´ de w∗ peut eˆtre e´tablie si les valeurs propres
de dh(w)
dw
|w=w∗ ont des parties re´elles strictement ne´gatives. Pour cela, nous commenc¸ons
par calculer dh(w)
dw
|w=w∗.
dh(w)
dw
=
d
dw
[
d
dσ2ε
A(σ2ε)∇wσ2ε
]
=
d2A(σ2ε)
d(σ2ε )
2
(∇wσ2ε)(∇wσ2ε)T +
dA(σ2ε)
dσ2ε
d
(∇wσ2ε)
dw
. (3.33)
Ici, nous nous inte´ressons a` la stabilite´ du point stationnaire w∗ = σ2s
[
σ2sH˜
∗H˜T +
σ2bILw
]−1
H˜∗eD. Ainsi,
dh(w)
dw
|w=w∗ =
dA(σ2ε )
dσ2ε
[
σ2sH˜H˜
H + σ2bILw
]T
< 0 (3.34)
puisque (σ2sH˜H˜
H + σ2bI) est une matrice de´finie positive et
dA(σ2ε )
dσ2ε
< 0 (3.31). Ainsi, nous
e´nonc¸ons le the´ore`me suivant :
The´ore`me 4. L’e´galiseur MMSE est le seul point stationnaire stable de l’algorithme MSQD-
ℓ1.
3.4.2 Analyse de l’EQM asymptotique
Convergence en moyenne
L’analyse par la me´thode de l’ODE est valable pour des petites valeurs du pas µ. Dans
cette section, nous e´tudions comment il devrait eˆtre se´lectionne´ pour garantir la convergence
de l’algorithme MSQD-ℓ1. En pratique, µ devrait eˆtre choisi suffisamment petit. La plage
83
CHAPITRE 3. ANALYSE DE PERFORMANCES DE L’ALGORITHME MSQD-ℓ1
maximale de valeurs possibles de µ de´pend du canal conside´re´ et son calcul est de´taille´ dans
l’annexe (A). Il peut eˆtre re´sume´ comme suit :
The´ore`me 5. Pour les pas 0 < µ < 2
λmax
ou` λmax est la valeur propre maximale de la
matrice
H˜∗ E
[
s(n)∗φ′(w∗x(n))s(n)T
]
H˜T + σ2b E
[
φ′(w∗x(n))
]
ILw,
l’algorithme MSQD-ℓ1 converge vers la solution MMSE, inde´pendamment de l’initialisation
de l’e´galiseur.
Analyse de l’EQM de l’e´galiseur
Nous notons la matrice de covariance asymptotique de l’erreur re´siduelle ǫ(n) = (wn−w∗)
parΣw(∞)(n) = E[ǫ(n)ǫ(n)H ]. Pour de petites valeurs du pas µ, nous avons y¯(n+D) ≈ s(kn)
et selon [34] (p.102 p.103), la valeur asymptotique deΣw peut eˆtre approxime´e par la solution
de l’e´quation matricielle suivante, nomme´e e´quation de Lyapunov :
RfΣw(∞) +Σw(∞)RHf = µRg (3.35)
ou`, Rf =
dh(w)
dw
|w=w∗ et
Rg = −E
[
H(w∗,x(n))H(w∗,x(n))H
]
= −E [|φ(y¯(n+D))|2x∗(n)xT (n)] . (3.36)
D’apre`s l’e´quation (3.34), nous avons
Rf =
(dA(σ2ε)
dσ2ε
)
[σ2sH˜H˜
H + σ2bILw]
T . (3.37)
Soit
Rx = E[x(n)x(n)
H ]
= σ2sH˜H˜
H + σ2bILw
= U ΛxU
H
la de´composition en valeurs propres de E[x(n)x(n)H ], ou` Λx = diag(λ1, λ2, ...., λLw ), U est
une matrice unitaire etUH est la matrice transpose´e conjugue´e deU . nous pouvons facilement
ve´rifier que
Rf = U
∗Λf UT (3.38)
ou`
Λf (i, i)i=1..Lw ≃
−λi
2Ns
√
2π(σ2 + σ2ε)
3
2
(3.39)
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Nous en de´duisons qu’on peut aussi e´crire
Rg ≃ U∗Λg UT (3.40)
et nous de´taillons le calcul des e´le´ments diagonaux de Λg dans l’annexe (B). Ainsi,
l’e´quation (3.35) devient :
Λf (U
TΣw(∞)U∗) + (UTΣw(∞)U∗)Λf = µΛg (3.41)
ce qui montre que UTΣw(∞)U∗ est aussi diagonale.
The´ore`me 6. La matrice de covariance, Σw(∞), de l’erreur re´siduelle sur l’e´galiseur
MSQD-ℓ1 est diagonale et elle s’e´crit sous la forme Σw(∞) = U∗ΛwUT avec Λw =
diag{λw1 , λw2 , ...., λwLw } et
λwi ≃ µ
Λg(i, i)
Λf (i, i)
≃ 2µNs
√
2π(σ2 + σ2ε)
3
2E
[|φ(s(kn))|2] . (3.42)
EQM
A ce stade, nous pouvons calculer la valeur de l’EQM en sortie de l’e´galiseur. En
conside´rant l’hypothe`se classique sur les coefficients de l’e´galiseur w(n) qui sont suppose´s
inde´pendants de son entre´e x(n) [36] et en supposant que les symboles s(n) sont inde´pendants
du bruit de transmission b(n), l’EQM peut eˆtre de´veloppe´e comme suit :
σ2ε(∞) = lim
n→∞E
[|y(n)− s(kn)|2]
= lim
n→∞E
[|wT (n)x(n)− s(kn)|2]
= E
[|ǫ(∞)Tx(∞) +w∗Tx(∞)− s(k∞)|2]
= E
[
ǫ(∞)Tx(∞)x(∞)Hǫ(∞)∗]+w∗TE [x(∞)x(∞)H]w∗∗
+ σ2s + 2ℜ
[
E
[
ǫ(∞)T ]E [x(∞)x(∞)H]w∗∗ − σ2s (E [ǫ(∞)] +w∗)T H˜eD]
(3.43)
Comme E[ǫ(∞)] = 0 et en utilisant encore l’inde´pendance entre w∗ et x(∞), on e´tablit le
the´ore`me suivant :
The´ore`me 7. L’erreur quadratique moyenne de l’e´galiseur MSQD-ℓ1 est donne´e par
l’e´quation (3.44) suivante
σ2ε(∞) = Tr (ΛxΛw) +w∗TRxw∗∗ + σ2s − 2σ2sℜ[wT∗ H˜eD] (3.44)
ou` σ21 = Tr (ΛxΛw) repre´sente l’erreur re´siduelle de l’e´galiseur qui de´pend bien du pas de
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l’algorithme µ et σ22 = w∗
TRxw∗∗+σ2s −2σ2sℜ[wT∗ H˜eD] repre´sente le terme d’erreur MMSE
[14].
3.5 Simulations : validation de l’e´tude the´orique
Pour valider l’e´tude the´orique que nous avons mene´e. Nous trac¸ons sur la figure 3.1, la
courbe de l’EQM de l’e´galiseur MSQD-ℓ1 obtenue avec le canal complexe HComp a` travers
lequel une modulation MAQ-16 est transmise a` RSB = 30dB. Nous trac¸ons sur la meˆme
figure, la valeur de σ21 qui repre´sente l’erreur due a` la fluctuation du MSD-ℓ1 autour de sa
valeur optimale et la valeur de σ21+σ
2
2 qui repre´sentent l’EQM the´orique calcule´e selon (3.43).
Nous notons d’apre`s la figure 3.1 que l’erreur re´siduelle de l’e´galiseur est tre`s ne´gligeable
devant l’erreur MMS vers laquelle le MSQD-ℓ1 converge.
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Figure 3.1 — EQM du MSQD-ℓ1, EQM de l’erreur re´siduelle de l’e´galiseur et EQM
du MSQD-ℓ1 the´orique dans le cas de MAQ-16 a` RSB=30dB, canal HComp.
Dans le cas d’une modulation MAQ-64 transmise a` travers le canal HExp a` RSB= 30dB,
nous obtenons la figure 3.2 et dans le cas d’une modulation MAQ-256 transmise a` travers le
canal Hr a` RSB= 30dB nous obtenons la figure 3.3. Ces figures montrent aussi que l’EQM
du MSQD-ℓ1 converge vers l’EQM du MMSE.
3.6 Conclusion
Dans ce chapitre, nous avons de´montre´ la convergence de l’e´galiseur aveugle MSQD-ℓ1,
que nous avons propose´, vers l’e´galiseur non aveugle MMSE. Ce re´sultat inte´ressant a e´te´
fonde´ en rapportant le mouvement des erreurs d’estimation des parame`tres du MSQD-ℓ1 a`
une equation diffe´rentielle de´terministe (ODE), et a e´te´ valide´e par des simulations. Il prouve
encore l’inte´reˆt des me´thodes d’ajustement de DDP dans l’e´galisation aveugle de canaux de
transmission.
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Figure 3.2 — EQM du MSQD-ℓ1, EQM de l’erreur re´siduelle de l’e´galiseur et EQM
du MSQD-ℓ1 the´orique dans le cas de MAQ-64 a` RSB=30dB, canal HExp.
0 2 4 6 8 10
x 104
−30
−20
−10
0
10
20
30
Itérations
EQ
M
 
 
MSQD−l1
σ1
2+σ2
2
σ1
2
Figure 3.3 — EQM du MSQD-ℓ1, EQM de l’erreur re´siduelle de l’e´galiseur et EQM
du MSQD-ℓ1 the´orique dans le cas de MAQ-256 a` RSB=30dB, canal Hr.
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CHAPITRE
4 E´galiseur aveugle
ge´ne´rique et
classification
automatique de
modulations
4.1 Introduction
Nous avons pre´sente´ dans le chapitre 2 la famille des e´galiseurs MSQD-ℓp qui exploite
la connaissance a` priori de la constellation e´mise. En effet, leurs crite`res d’e´galisation s’ex-
priment en fonction de l’alphabet de la constellation envoye´e. Dans ce chapitre, nous nous
inte´ressons a` la classification des modulations et proposons pour cela l’emploi d’une nouvelle
famille d’e´galiseurs aveugles ge´ne´riques, que nous appelons MSQD-ℓpgen et dont le crite`re
ne de´pend pas de la constellation transmise. Il peut eˆtre utilise´ meˆme dans le cas ou` le
re´cepteur n’a pas de connaissance a` priori sur l’alphabet auquel appartiennent les symboles
e´mis. Si la connaissance de la constellation transmise par l’utilisateur n’est pas ne´cessaire
pour l’e´galisation du signal rec¸u, elle est en revanche indispensable pour effectuer la prise
de de´cision et re´cupe´rer les donne´es e´mises. Ainsi, une fois le signal e´galise´, un traitement
supple´mentaire est effectue´ afin de de´tecter automatiquement la modulation e´mise. Pour cela,
nous envisageons dans ce chapitre d’une part le proble`me de la construction d’un e´galiseur
ge´ne´rique et d’autre part celui de la classification automatique de modulations (CAM).
Nous introduisons tout d’abord dans la section 4.2 l’e´galiseur aveugle ge´ne´rique que nous
proposons. Ensuite, nous donnons dans la section 4.3 un aperc¸u sur les me´thodes de CAM qui
existent dans la litte´rature. Puis nous de´taillons, dans la section 4.4.4, les nouvelles me´thodes
que nous proposons pour re´aliser la CAM. Enfin, nous pre´sentons dans la section 4.6 les
re´sultats des simulations et nous terminerons par une conclusion dans la section 4.7.
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4.2 E´galiseur aveugle ge´ne´rique [8]
4.2.1 Crite`re d’e´galisation
Le mode`le de base d’un syste`me de transmission avec un e´galiseur aveugle adaptatif qui est
conside´re´ dans ce chapitre est le meˆme que celui de´crit au chapitre 1 (figure 1.2). Rappelons
que la fonction de couˆt des e´galiseurs MSQD-ℓp (chapitre 2, eq.(2.35)) de´pend des symboles
de la constellation e´mise qui est suppose´e connue par le re´cepteur. Pour e´viter l’utilisation de
cette information a priori sur la constellation envoye´e et permettre malgre´ tout a` l’e´galiseur de
re´duire l’IIS, nous avons propose´ un nouveau crite`re d’e´galisation aveugle, proche des crite`res
MSQD-ℓp mais qui est ge´ne´rique pour tout type de constellation. Cela e´vite de devoir mettre
en œuvre en paralle`le une batterie d’e´galiseurs adapte´s aux diverses modulations que doit
pouvoir traiter le re´cepteur comme dans [37]. A nos connaissances, il y a peu de travaux dans
la litte´rature qui traitent le proble`me de l’e´galiseur ge´ne´rique. Dans [38], Qinghua a propose´
un e´galiseur ge´ne´rique qui s’appuie sur le crite`re CMA (e´quation (1.34 au chapitre 1) avec
un rayon e´gal a` 1.
Comme avec les e´galiseurs MSQD-ℓp, notre but est de retrouver une constellation e´mise
dont la distribution en sortie de l’e´galiseur est un me´lange de gaussiennes mais sans connais-
sance a priori de la position des modes. Nous rappelons qu’en sortie de l’e´galiseur, ces modes
sont sensiblement centre´s sur les points de la constellation. Notre objectif consiste principa-
lement a` re´cupe´rer la forme de la modulation envoye´e qui est lie´e en particulier au nombre
de ses modes.
Ici, nous proposons d’utiliser les crite`res MSQD-ℓp adapte´ au cas d’une modulation MAQ-
4, quelque soit la constellation envoye´e. Dans ce cas, la distance calcule´e en sortie de l’e´galiseur
est syste´matiquement obtenue en comparant la constellation estime´e a` ce que devrait eˆtre
celle de la MAQ-4. Un avantage lie´ a` l’utilisation de la modulation MAQ-4 est qu’on peut
la voir comme une modulation MAQ ou une modulation MDP. Cela justifie intuitivement
l’utilisation du crite`re pour ces deux types de modulation.
Le crite`re que nous proposons est donc obtenu en de´veloppant le MSQD-ℓp (2.40) dans
le cas ou` |sr|2 = 1, |si|2 = 1, Ns = 1 et L = 1 :
JMSQD−ℓpgen(w) = −Kσ(|yr(n)|p − 1)−Kσ(|yi(n)|p − 1) + Cst. (4.1)
Par la suite, les coefficients de l’e´galiseur sont adapte´s par l’algorithme de type gradient
stochastique suivant
w(n+ 1) = w(n)− µ∇wJMSQD−ℓpgen(w) (4.2)
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ou` µ est le pas de l’algorithme, suppose´ fixe, et
∇wJMSQD−ℓpgen(w) =
p
2
√
2πσ3
(
sign (yr(n)) |yr(n)|p−1 (|yr(n)|p − 1) e−
(|yr(n)|p−1)2
2σ2
+ j sign (yi(n)) |yi(n)|p−1 (|yi(n)|p − 1) e−
(|yi(n)|p−1)2
2σ2
)
x∗(n). (4.3)
Nous allons montrer dans la suite que l’e´galiseur ge´ne´rique propose´ permet de re´duire l’IIS
et d’avoir une constellation concentre´e au voisinage de 1 du fait de l’utilisation d’un seul
symbole dans le crite`re (4.1). Nous allons montrer e´galement que cet e´galiseur fonctionne
bien dans le cas d’un canal BBGA ou d’un canal multi-trajets.
4.2.2 Constellations obtenues en sortie de l’e´galiseur
ge´ne´rique
Dans cette partie, nous illustrons les performances de l’e´galiseur ge´ne´rique en termes
d’IIS et nous pre´sentons les constellations obtenues a` sa sortie. Pour ve´rifier la fiabilite´ de
l’e´galiseur, nous l’avons teste´ avec diffe´rents canaux de transmission se´lectifs en fre´quence.
La figure 4.1(a) montre les re´sultats obtenus en terme d’IIS avec une modulation MAQ-16
transmise a` travers le canal re´el Hr (Hr = [0.2258, 0.5161, 0.6452,−0.5161]T ) a` RSB = 20dB.
La taille de l’e´galiseur est fixe´e a` 21, il est initialise´ a` 0 avec la composante centrale a` 1. Les
pas des algorithmes adaptatifs de mise a` jour des e´galiseurs sont de´finis par
µ2 =
µcst2
Px
(4.4)
µ1 =
µcst1
Px
(4.5)
pour p = 2 et p = 1 respectivement ou` µcst2 = 4 × 10−3 et µcst1 = 6 × 10−3 et Px repre´sente
la puissance de l’entre´e x de l’e´galiseur. Les valeurs de µcst2 et µ
cst
1 ont e´te´ fixe´es apre`s avoir
teste´ les deux e´galiseurs avec la modulation MAQ-16 et diffe´rents canaux de transmission.
L’utilisation de Px permet d’adapter les e´galiseurs ge´ne´riques de fac¸on aveugle aux diffe´rents
types de modulations e´mises. La mise a` jour de la taille du noyau gaussien, σ(n), pour
l’estimation des DDPs est ne´cessaire avec cet e´galiseur pour les meˆmes raisons que celles
discute´es dans le chapitre 2. Puisque, nous n’avons aucun a` priori sur la constellation e´mise,
nous proposons de mettre a` jour la taille du noyau au moyen des e´quations suivantes :
σ(n) = aG(n) + b (4.6)
G(n) = αG(n − 1) + (1− α) min
k=1,...,N
(
(|y(n)|2 − |sk|2)2
)
, (4.7)
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ou` 0 < α < 1 est un facteur d’oubli et (a, b) sont des constantes fixe´es empiriquement. N
repre´sente ici le nombre de points de la plus grande constellation suppose´e observable par le
re´cepteur. Dans notre cas, nous avons pris N = 256 du fait que nous n’avons conside´re´ que
des constellations d’ordre au plus e´gal a` 256. On a ve´rifie´ que ce choix reste valable meˆme
pour les modulations MDP. Ainsi, nous utilisons la meˆme mise a` jour de la taille du noyau
pour cette famille de modulation.
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Figure 4.1 — Re´sultats obtenus avec la modulation MAQ-16 et le canal Hr a`
RSB = 20dB
D’apre`s la figure 4.1(a), nous pouvons noter que l’e´galiseur ge´ne´rique applique´ au signal
rec¸u dans le cas ou` p = 2 donne des performances meilleures que celles obtenues dans le
cas ou` p = 1. Les figures 4.1(b) et 4.1(c) montrent les constellations de donne´es en entre´e
de l’e´galiseur ge´ne´rique dans le cas ou` p = 2 et a` sa sortie. Nous pouvons noter a` partir de
ces figures, que l’IIS est re´duite par l’e´galiseur et que les modes de la constellation sont bien
se´pare´s.
Cependant, l’amplitude de la constellation obtenue est sensiblement contenue dans un carre´
[−1, 1]×[−1, 1] du fait de l’utilisation d’un crite`re d’e´galisation adapte´ a` la constellation MAQ-
4, ce qui rame`ne les modes de la modulation e´mise (MAQ-16) a` son voisinage. Nous allons
expliquer dans la suite comment calculer le facteur d’e´chelle afin de ramener les points de la
constellation aux positions standards, c’est a` dire autour des points (2k + 1, 2l + 1), k, l ∈ Z.
Sur la figure 4.2, nous pre´sentons les re´sultats obtenus avec une constellation MAQ-32,
dans les meˆmes conditions de transmission que celles de´taille´es pre´ce´demment et en appli-
quant les meˆmes e´galiseurs.
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Figure 4.2 — Re´sultats obtenus avec la modulation MAQ-32 et le canal Hr a`
RSB = 20dB
Les re´sultats obtenus pour une modulation MAQ-128, sont repre´sente´s sur la figure 4.3.
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Figure 4.3 — Re´sultats obtenus avec la modulation MAQ-128 et le canal Hr a`
RSB = 35dB
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Nous obtenons les re´sultats sur les figures 4.4 et 4.5 avec le canal complexe HComp (2.45)
dans le cas des modulations MAQ-16 et MAQ-128 et pour des valeurs de RSB = 20dB
et RSB = 35dB respectivement en utilisant les meˆmes e´galiseurs que pour le canal Hr. Ces
figures montrent que meˆme avec le canal HComp, les e´galiseurs propose´s parviennent a` re´duire
l’IIS et que les performances sont meilleures lorsque p = 2.
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(c) Sortie de l’e´galiseur MSQD-ℓ2gen
Figure 4.4 — Re´sultats obtenus avec la modulation MAQ-16 et le canal HComp a`
RSB = 20dB
Les figures 4.6 et 4.7 montrent les re´sultats obtenus avec le canal re´el Hr a` RSB = 20dB
pour les modulations MDP-8 et MDP-16 respectivement. Avec le canal complexe HComp,
nous obtenons les re´sultats sur les figures 4.8 et 4.9 pour les modulations MDP-8 et MDP-16
respectivement. D’apre`s ces figures, nous notons la` encore que l’e´galiseur MSQD-ℓ2gen est plus
performant que l’e´galiseur MSQD-ℓ1gen en terme d’IIS, comme pour les modulations MAQ.
Nous pouvons noter aussi un de´calage de phase introduit dans la constellation e´galise´e. Ce
de´calage peut eˆtre de´termine´e en cherchant la valeur de φ ∈ [0, 2π
Mj
] pour chaque modulation
MDP-Mj qui permet d’e´liminer le biais de phase qui n’est pas pris en charge par l’e´galiseur
ge´ne´rique pour les modulations MDP. Notons que pour les modulations MAQ, la phase de
la constellation est re´cupe´re´e par l’e´galiseur ge´ne´rique a` kπ2 pre`s, ce qui ne constitue pas un
proble`me de`s lors qu’on utilise un codage diffe´rentiel.
On a ve´rifie´ que l’e´galiseur ge´ne´rique propose´ n’introduit pas une perturbation dans le
cas d’une transmission a` travers un canal BBGA. Ce qui le rend utilisable meˆme dans ce
cas particulier de syste`me de communication. Les figures 4.10, 4.11 illustrent cet aspect de
l’e´galiseur MSQD-ℓpgen.
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Figure 4.5 — Re´sultats obtenus avec la modulation MAQ-128 et le canal HComp a`
RSB = 35dB
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(a) IIS en sortie de MSQD-ℓpgen dans les cas p = 2 et p = 1
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(c) Sortie de l’e´galiseur MSQD-ℓ2gen
Figure 4.6 — Re´sultats obtenus avec la modulation MDP-8 et le canal Hr a` RSB =
20dB
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Figure 4.7 — Re´sultats obtenus avec la modulation MDP-8 et le canal Hr a` RSB =
20dB
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(c) Sortie de l’e´galiseur MSQD-ℓ2gen
Figure 4.8 — Re´sultats obtenus avec la modulation MDP-8 et le canal HComp a`
RSB = 20dB
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Figure 4.9 — Re´sultats obtenus avec la modulation MDP-16 et le canal HComp a`
RSB = 20dB
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−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
Qu
ad
ra
tu
re
In−Phase
Scatter plot
(b) Entre´e de l’e´galiseur MSQD-ℓ2gen
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
Qu
ad
ra
tu
re
In−Phase
Scatter plot
(c) Sortie de l’e´galiseur MSQD-ℓ2gen
Figure 4.10 — Re´sultats obtenus avec la modulation MDP-8 et le canal BBGA a`
RSB = 15dB
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Figure 4.11 — Re´sultats obtenus avec la modulation MAQ-16 et le canal BBGA a`
RSB = 15dB
On peut se demander pourquoi le choix P = 2 pour l’e´galiseur MSQD-ℓpgen s’ave`re plus
performant que le choix P = 1, alors qu’on a vu au chapitre 2 que pour l’e´galisation a`
modulation connue le choix P = 1 e´tait pre´fe´rable. On peut expliquer ce phe´nome`ne par le
fait que pour P = 1 les petits e´carts de |yr(n)| et |yi(n)| au voisinage de 1 sont plus pe´nalisants
que pour P = 2. La normalisation de puissance re´alise´e par le crite`re conduit pre´cise´ment a`
des valeurs ||yr(n)| − 1| < 1 et ||yi(n)| − 1| < 1. Dans ce cadre, le choix P = 1 est un peu
trop pe´nalisant lorsqu’on applique le crite`re pour une modulation MAQ-M lorsque M6= 4.
Rappelons que les crite`res JMSQD−ℓpgen(w) sont en fait au de´part des crite`res d’e´galisation
pour les modulations MAQ-4.
Apre`s la re´duction de l’IIS par l’e´galiseur, il est ne´cessaire de connaˆıtre le type de modula-
tion e´mise afin de de´cider quels symboles ont e´te´ envoye´s et re´cupe´rer l’information transmise.
Cela peut se faire par l’emploi d’une me´thode de classification automatique de modulations
(CAM).
Dans la suite, nous donnons un aperc¸u sur les approches de CAM trouve´es dans la
litte´rature et nous pre´sentons les nouvelles me´thodes que nous avons propose´es.
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4.3 Techniques de CAM dans la litte´rature
Les syste`mes de communication, que se soit dans le domaine civil ou le domaine militaire,
sont de plus en plus intelligents. Ils tentent de re´duire au maximum l’envoi d’information
inutile voire meˆme essayent de rendre les re´cepteurs suffisamment ”intelligents” pour deviner
les strate´gies mises en œuvre a` l’e´mission, comme le choix du type de la modulation e´mise ou
celui de la porteuse. Pour extraire ces informations, les re´cepteurs doivent inte´grer des blocs
de traitement supple´mentaires. Nous nous inte´ressons ici au bloc de traitement qui re´alise la
CAM apre`s l’e´galisation du signal rec¸u par l’e´galiseur ge´ne´rique.
La CAM est d’une grande importance dans les communications radio cognitive ou` le
re´cepteur ne dispose ni de la connaissance du canal de transmission ni de celle de la modula-
tion e´mise. Elle est tre`s utile aussi dans le contexte de modulations adaptatives, ou` l’e´metteur
doit adapter la modulation envoye´e aux conditions de transmission. La re´fe´rence [39] donne
un aperc¸u sur les techniques de´veloppe´es dans le domaine de la CAM. On peut distinguer
deux familles de me´thodes pour re´aliser cette ope´ration. La premie`re s’appuie sur des ca-
racte´ristiques statistiques particulie`res du signal rec¸u et la seconde exploite la densite´ de
probabilite´ et les fonctions de vraisemblance.
4.3.1 Approches de CAM base´es sur des statistiques du signal
rec¸u
Les techniques de CAM base´es sur les caracte´ristiques statistiques du signal rec¸u utilisent
ces dernie`res pour la repre´sentation des donne´es et la prise de de´cision sur le type de
modulation envoye´e. Parmi ces caracte´ristiques, nous citons la variance de l’amplitude de la
transforme´e en ondelettes de Haar (TOH) du signal rec¸u qui a e´te´ conside´re´e comme crite`re
de CAM dans [40] [41] [42]. L’utilite´ de la TOH est de localiser le changement de fre´quences,
modules et phases instantane´s du signal rec¸u. Le comportement diffe´rent de l’amplitude de la
TOH selon la famille a` laquelle appartient la modulation transmise permet d’identifier cette
famille. En particulier, l’amplitude de la TOH d’une modulation MDP est une constante sauf
en un certain nombre de points ou` elle pre´sente des pics qui correspondent aux instants des
sauts de la phase alors que pour les modulations MAQ et MDF, c’est une fonction en escalier
qui pre´sente e´galement des pics (pour les sauts de la phase). Cependant, quand un signal
MAQ est normalise´ (E{|y|2} = 1), l’amplitude de sa TOH n’est plus variable mais pre´sente
plutoˆt une allure semblable a` celle de la MDP. La normalisation des signaux MDP et MDF
n’a pas d’effet sur l’amplitude de leur TOH. Il a e´te´ de´montre´ dans [40] [41] [42] que la
distinction entre les signaux MAQ, MDP et MDF peut eˆtre base´e sur les variances des ampli-
tudes des TOH des signaux rec¸us avant et apre`s leur normalisation. Notons que l’utilisation
de la variance de la TOH permet de distinguer uniquement entre les diffe´rentes familles de
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modulation mais elle ne permet pas de de´terminer l’ordre de la modulation au sein d’une
meˆme famille. De plus, en sortie de l’e´galiseur ge´ne´rique, les signaux obtenus tendent a` eˆtre
normalise´s ce qui risque de limiter la capacite´ de discrimination de cette approche par la TOH.
D’autres statistiques qui ont e´te´ largement utilise´es sont les cumulants du signal rec¸u.
Les cumulants d’ordre 4 (C42,y = E{|y|4} − |E{y2}|2 − 2E2{|y|2}), par exemple, ont e´te´
conside´re´s pour discriminer les ordres des modulations MDA, MDP et MAQ [43]. Dans [44]
[45], une combinaison entre les amplitudes des cumulants cycliques d’ordre 4 et d’ordre 2
a e´te´ propose´e comme nouvelle technique pour classer les signaux MAQ4 et MDP4. Par la
suite, Spooner [46] a employe´ les cumulants cycliques jusqu’au sixie`me ordre pour classer
les signaux MAQ et MDP et a conside´re´ un ordre maximal de modulation MAQ e´gal a` 64
(M = 64). Dans [47], les cumulants cycliques jusqu’au huitie`me ordre ont e´te´ utilise´s pour
classer des constellations MAQ d’ordre e´leve´ atteignant 256.
L’utilisation des cumulants comme crite`re de CAM est avantageux puisque ceux-ci sont
invariants par rotation de la constellation et ont une complexite´ calculatoire faible. Cepen-
dant, ces me´thodes ne´cessitent une estimation pre´cise de la variance du bruit de transmission
pour re´duire au mieux la probabilite´ de fausse classification des modulations. Aussi, dans
[48], Thomas et al. ont utilise´ la phase de la fonction caracte´ristique (FC) du signal rec¸u
comme me´trique alternative pour la CAM. L’inte´reˆt de cette approche est que la phase de
la FC contient plus d’information sur la constellation e´mise que les cumulants. Cela permet
d’obtenir une classification plus pre´cise des constellations d’ordre supe´rieur comme cela a
e´te´ montre´ dans [48]. L’ide´e est base´e sur le calcul de la FC de la constellation MAQ rec¸ue,
d’ordre inconnu au niveau du re´cepteur, et sa comparaison aux valeurs ide´ales des FC des
e´ventuelles constellations MAQ qui peuvent eˆtre e´mises. Cette comparaison est re´alise´e en un
ensemble de points fixe´s. La distance quadratique moyenne minimale entre la me´trique es-
time´e et l’ensemble de valeurs the´oriques permet de prendre une de´cision sur la constellation
qui a e´te´ e´mise. Le proble`me avec cette me´thode est qu’elle est sensible au choix des points
de calcul de la phase de la FC et a` l’intervalle sur lequel ces points sont choisis.
Dans la section suivante, nous pre´sentons des approches, de la litte´rature, base´es sur le
maximum de vraisemblance pour re´aliser la CAM.
4.3.2 Approches base´es sur la fonction de vraisemblance du
signal rec¸u
Ces approches sont plus anciennes que celles e´voque´es pre´ce´demment. Avec elles, la CAM
est un proble`me de test d’hypothe`ses multiples sur toutes les modulations possibles. La mo-
dulation se´lectionne´e j est celle qui maximise la vraisemblance du signal rec¸u, obtenue sous
l’hypothe`se Hj [49] [50]. Dans la litte´rature, il existe principalement, trois approches base´es
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sur la vraisemblance : test du rapport de vraisemblance moyen [51] [52], test du rapport de
vraisemblance ge´ne´ralise´ [53] [54] et test du rapport de vraisemblance hybride [55]. Dans [51]
[52], les quantite´s inconnues, qui repre´sentent principalement l’alphabet de la constellation
e´mise, sont traite´es comme des variables inconnues ale´atoires posse´dant une certaine DDP
dans le cadre d’un test du rapport de vraisemblance moyen. tandis que dans [53] [54], les
parame`tres inconnus sont traite´s comme des grandeurs de´terministes exploite´es dans le cadre
d’un test GLR (Generalized Likelihood Ratio). Finalement le test du rapport de vraisem-
blance hybride [55] repre´sente une combinaison des deux approches pre´ce´dentes.
Maximum de la vraisemblance sur la DDP de la phase du signal rec¸u bruite´
Dans [56], Qinghua et al. ont conside´re´ la DDP de la phase du signal rec¸u. La constellation
de´cide´e est celle qui maximise la vraisemblance de la phase. Afin de re´duire la complexite´
calculatoire de la CAM, la DDP de la phase a e´te´ approxime´e en utilisant les formules de
quadrature de Gauss-Hermite ou de Gauss-Legendre pour donner respectivement p˜H et p˜L.
Elles sont donne´es par les e´quations suivantes [56] :
p˜H(ϕn|ρn, θn) ≈ e
−γn
2π
+
√
γn
π
cos(ϕn − θn)e−γnsin2(ϕn−θn) 1
2
[
1− sign(|ϕn − θn| − 1
2
)
]
− e
−γn
π
√
γn|cos(ϕn − θn)|
Lh∑
l=1
whle
−2xhlγn|cos2(ϕn−θn)|,
| ϕn − θn| < π ;n = 1, 2, 3, ... (4.8)
p˜L(ϕn|ρn, θn) ≈ e
−γn
2π
+
√
γn
π
cos(ϕn − θn)e−γnsin2(ϕn−θn) ×
1
2
[
1 +
√
γn
π
cos(ϕn − θn)
Ll∑
l=1
wlle
− 1
4
(xll+1)
2γncos2(ϕn − θn)
]
,
| ϕn − θn| < π;n = 1, 2, 3, ... (4.9)
ou` ϕn est la phase du signal rec¸u, sn = ρne
θn est un point d’une constellation donne´e et
γn = γρ
2
n avec γ le RSB du signal rec¸u. Ll est le nombre de points utilise´s pour la quadrature
de Gauss-Legendre, {wll}Lll=1 et {xll}Lll=1 sont les poids et les abscisses associe´s. Lh est le
nombre de points utilise´s pour la quadrature de Gauss-Hermite et {whl}Lhl=1 et {xhl}Lhl=1 sont
les poids et les abscisses associe´s.
Une fois la DDP de la phase du signal rec¸u ainsi approche´e par quadrature de Gauss-
Legendre ou de Gauss-Hermite, la fonction de vraisemblance est calcule´e sous chaque hy-
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pothe`se par :
f(ϕn|Hj) = 1
Mj
∑
ρnejθn∈Cj
p˜L,H(ϕn|ρn, θn), n = 1, 2, 3, ...; 1 ≤ j ≤ K (4.10)
ou` Cj repre´sente la constellation j et K repre´sente le nombre total de constellations que
l’e´metteur peut communiquer (nombre d’hypothe`ses). Ainsi, le logarithme de la fonction de
vraisemblance d’une se´quence de N symboles prend la forme :
τj =
1
N
N∑
n=1
ln f(ϕn|Hj) = 1
N
N∑
n=1
τj,n. (4.11)
ou` τj,n = ln f(ϕn|Hj).
Par la suite, une de´cision sur la modulation e´mise est prise au sens du MV comme suit :
jˆ = arg max
1≤j≤K
τj. (4.12)
Bien que cette me´thode ne se base que sur la phase du signal rec¸u pour faire la CAM, il a e´te´
de´montre´ dans [56] qu’elle pouvait eˆtre utilise´e pour classer les modulations de phase ainsi
que les modulations en amplitude, par opposition aux me´thodes qui se basent uniquement
sur l’amplitude du signal rec¸u et qui ne re´ussissent pas a` distinguer les constellations MDP-M
entre elles.
Maximum de vraisemblance sur la DDP du signal rec¸u bruite´ : MV
Dans [50], Wein a applique´ la me´thode du maximum de vraisemblance sur la DDP des
donne´es rec¸ues pour classer les modulations MAQ. Avec cette approche, la classification est
plus robuste que celle propose´e dans [56] et qui est base´e sur la DDP de la phase. Ce re´sultat
s’explique par une prise en compte plus comple`te de la loi des donne´es. Selon la the´orie de
de´cision de Bayes, si tous les types de modulation sont identiquement vraisemblables, ce qui
est ge´ne´ralement le cas, alors le classifieur optimal au sens du maximum de vraisemblance
est celui qui maximise p(rn|Hj) ou` rn est le signal rec¸u a` travers un canal gaussien, Hj est
l’hypothe`se de recevoir le type de modulation j = 1, 2, ...,K et K est le nombre d’hypothe`ses
prises en compte. La DDP de rn est suppose´e eˆtre un me´lange gaussien dont les moyennes
sont situe´es aux points de la constellation et la variance de chaque composante est prise e´gale
a` celle du bruit de transmission :
p(rn|Hj) = 1
Mj
Mj∑
l=1
1√
2πσb
e
− |rn−sl|
2
2σ2
b . (4.13)
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Ainsi, la de´cision est prise au sens du MV comme suit :
jˆ = arg max
1≤j≤K
N∑
n=1
ln p(rn|Hj). (4.14)
Dans la plupart des travaux cite´s pre´ce´demment, il est suppose´ que la transmission est
e´tablie a` travers un canal BBGA [39] [56] [50]. Cependant, dans le monde re´el, les signaux se
propagent a` travers un canal multi-trajets ce qui introduit de l’IIS et rend la CAM difficile
a` re´aliser. Ainsi, avant de proce´der a` la CAM, il faut d’abord e´tudier comment traiter l’effet
du canal. Dans ce cadre, une me´thode a e´te´ propose´e dans [57] ou` le canal de transmission
est estime´ de fac¸on aveugle par des statistiques d’ordre supe´rieur. Une fois le canal estime´,
les cumulants du signal transmis sont calcule´s en fonction de ceux du signal rec¸u afin de les
comparer avec les cumulants the´oriques et pouvoir ainsi effectuer la CAM.
Au lieu d’estimer le canal, Qinghua Shi a propose´ dans [38], de l’e´galiser de fac¸on aveugle.
Il a utilise´ le CMA comme e´galiseur ge´ne´rique (1.34), avec un rayon de dispersion identique
R2 = 1 pour toute constellation MAQ e´mise (puisqu’on suppose que le re´cepteur n’a pas
une information a` priori sur la modulation e´mise). Puis, il a utilise´ le module de la fonction
caracte´ristique du signal e´galise´ pour effectuer la CAM :
|Φy(f1, f2)| ∆= |E{ef1Re[y(n)]+f2Im[y(n)]}|. (4.15)
La de´cision est prise en minimisant la distance de Bhattacharyya entre le module de la FC
de la constellation bruite´e et de celle du signal e´galise´ :
jˆ = arg min
1≤j≤K
Dj (4.16)
ou`
Dj = −ln
( fmax∑
f1=0
fmax∑
f2=1
√
|Φy(f1, f2)| × |Φsjb (f1, f2)|
)
(4.17)
et Φskb (f1, f2) repre´sente la FC de la constellation j, bruite´e qui est suppose´e e´mise.
Bien que cette approche permette de re´aliser la CAM tout en e´galisant le canal de trans-
mission, elle souffre des limites de l’e´galiseur CMA discute´es dans le chapitre 1 et du fait
que la qualite´ de la mesure d’e´cart Dj est sensible au choix des fre´quences prises en compte
dans le calcul des variables de de´cision Dj . La figure 4.12 montre les performances du CMA
ge´ne´rique et celle du MSQD-ℓ2gen. Le pas du CMA est e´gal a` µCMA =
µcst
Px
ou` Px est la
puissance a` l’entre´e de l’e´galiseur et µcst = 10−3, fixe´ de fac¸on a` faire converger le CMA vers
l’IIS re´siduelle du MSQD-ℓ2gen pour une modulation MAQ-16 transmise a` travers le canal
Hr a` RSB= 15dB. La figure 4.12 montre que le MSQD-ℓ2gen converge plus rapidement que
le CMA ge´ne´rique.
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Figure 4.12 — IIS du CMA ge´ne´rique et du MSQD-ℓ2gen pour une modulation
MAQ-16 et Hr a` RSB= 15dB.
Si on change le canal de transmission en gardant les meˆmes parame`tres des e´galiseurs,
nous obtenons la figure 4.13 pour une modulation MAQ-16, le canal HComp a` RSB= 20dB.
Elle montre e´galement que le MSQD-ℓ2gen ne´cessite moins de symboles pour converger vers
un niveau de IIS le´ge`rement plus bas que celui du CMA.
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Figure 4.13 — IIS du CMA ge´ne´rique et du MSQD-ℓ2gen pour une modulation
MAQ-16 et HComp a` RSB= 20dB.
Si, on change la modulation, nous obtenons la figure 4.14 pour une modulation MAQ-32 et
le canal Hr a` RSB= 25dB. Cette figure montre aussi que le MSQD-ℓ2gen est plus performant
que le CMA en termes de vitesse de convergence.
Pour une modulation MDP-8 transmise a` travers le canal HComp a` RSB= 15dB, nous
obtenons la figure 4.15. Elle montre que le CMA est plus performant que le MSQD-ℓ2gen en
terme d’IIS mais converge moins rapidement. Cela est pre´visible puisque le CMA est plus
adapte´ aux modulations a` amplitude constante.
Dans ce chapitre, nous proposons d’utiliser le nouvel e´galiseur ge´ne´rique, MSQD-ℓ2gen, qui
a e´te´ introduit dans 4.2 et nous nous concentrons sur le cas p = 2 puisque dans ce cas, l’IIS est
mieux re´duite. Une fois le signal e´galise´, nous pouvons appliquer n’importe quelle me´thode de
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Figure 4.14 — IIS du CMA ge´ne´rique et du MSQD-ℓ2gen pour une modulation
MAQ-32 et Hr a` RSB= 25dB.
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Figure 4.15 — IIS du CMA ge´ne´rique et du MSQD-ℓ2gen pour une modulation
MDP-8 et HComp a` RSB= 15dB.
CAM, cite´e pre´ce´demment, pour de´terminer la modulation du signal e´mis. Dans nos travaux,
nous nous sommes inte´resse´s particulie`rement a` l’approche du MV pour la classification des
modulations MAQ [50] (voir 4.3.2) dont les performances vont eˆtre compare´es a` celles des
me´thodes que nous avons propose´es et que nous allons pre´senter dans la section suivante.
Par contre, nous nous somme re´fe´re´s a` la me´thode propose´e dans [56] (voir 4.3.2) pour la
classification des modulations MDP.
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4.4 Nouvelles Techniques de CAM pour les modu-
lations MAQ [8]
4.4.1 Maximum de vraisemblance sur la DDP des parties
re´elle et imaginaire du signal e´galise´ : MVReIm
Nous conside´rons un groupe G de K modulations possibles a` identifier :
G = {C1, C2, ..., CK} ou` Cj = {sj1, sj2, ..., sjMj}j=1,2,...K
Mj est la taille de la constellation Cj .
La classification des modulations au sens du maximum de vraisemblance est un proble`me de
test d’hypothe`ses comme le montre la figure 4.16.
τ1
τ2
τK
Hαˆ
Max
{γn}N1
Hα
∑N
n=1 ln f (γn|HK )f (γn|HK )
f (γn|H2 )
f (γn|H1 )
∑N
n=1 ln f (γn|H1 )
∑N
n=1 ln f (γn|H2 )
Figure 4.16 — Architecture d’un classifieur au sens du maximum de vraisemblance.
Avec cette approche, nous conside´rons le vecteur γ tel que
γ = [ℜ{y1}, ...,ℜ{yN},ℑ{y1}, ...,ℑ{yN}]. (4.18)
Sous l’hypothe`se Hj, nous supposons que la DDP de y est un me´lange de gaussiennes de
dimension 1 de moyennes centre´es sur les points, αjsRjk , de la constellation re´duite obtenue
en sortie de l’e´galiseur MSQD-ℓpgen. αj repre´sente le facteur de contraction de la constellation
introduit par l’e´galisation ge´ne´rique. La DDP des donne´es de γ est donc un me´lange de lois
gaussiennes de dimension 1 que nous notons f(γn|Hj) (1 ≤ n ≤ 2N) telle que :
f(γn|Hj) =
Ij∑
i=1
pi
1
σj
√
2π
e
−
(γn−αjsRji )
2
2σ2
j (4.19)
ou` Ij est le nombre des diffe´rentes parties re´elles des symboles de la constellation Cj , les
sRji sont leurs valeurs et les pi sont leurs probabilite´s :
∑Ij
i=1 pi = 1. Notons que pour les
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modulations non carre´es comme la MAQ-32, les poids pi ne sont pas uniformes. Dans la somme
de l’expression (4.19), il est suffisant de se limiter aux parties re´elles des modes gaussiens, les
γn repre´sentant les parties imaginaires ℑ{yn} e´tant distribue´s de fac¸on identique du fait de
la syme´trie des constellations MAQ. L’e´cart type σj mesure la dispersion autour les points
de la constellation sous chaque hypothe`se et il est estime´ selon (4.20) :
σˆ2j =
1
2N
2N∑
n=1
|γn − dj(n)|2 (4.20)
ou` dj(n) est la valeur de la partie re´elle, du symbole de Cj , la plus proche de γn. Notons que
l’on travaille ici dans les zones de RSB cohe´rentes avec le fonctionnement des modulations
envisage´es. En d’autres termes, l’erreur introduite dans (4.20) par les erreurs de de´cisions
reste relativement modeste.
Le facteur αj est estime´ en fonction de la moyenne absolue estime´e, mest = E{|γ|} et de
l’abscisse absolue moyenne de la constellation Cj :
αˆj =
(2N)−1
∑2N
n=1 |γn|∑Mj
k=1 pk| ℜ{sjk}|
(4.21)
ou` pk est le poids du mode sjk. Nous sommes alors en mesure de calculer le logarithme de la
fonction de vraisemblance pour une se´quence de N symboles conse´cutifs :
τj = ln
2N∏
n=1
f(γn|Hj)
=
2N∑
n=1
ln f(γn|Hj). (4.22)
L’hypothe`se qui est retenue est celle qui maximise τj :
jˆ = argmax
1≤j≤K
τj. (4.23)
Afin d’augmenter le nombre de donne´es par mode, nous proposons dans ce qui suit une
autre approche qui traite le MV sur la DDP des valeurs absolues des parties re´elles et imagi-
naires du signal e´galise´, ce qui permet de prendre en compte la syme´trie des la constellation
par rapport a` l’origine pour la partie re´elle et la partie imaginaire.
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4.4.2 Maximum de vraisemblance sur la DDP des valeurs ab-
solues des parties re´elle et imaginaire du signal e´galise´ :
MVAbsReIm
Dans cette section, nous utilisons la DDP des valeurs absolues des parties re´elle et ima-
ginaire du signal en sortie de l’e´galiseur :
χ = |γ| = [| ℜ{y1}|, ..., | ℜ{yN}|, | ℑ{y1}|, ..., | ℑ{yN}|] (4.24)
Sous l’hypothe`se Hj, la DDP de γ est sensiblement un me´lange de gaussiennes donne´ par
l’e´quation (4.19). La DDP de χ est donc un me´lange de lois normales replie´es que nous notons
f(χn|Hj), (1 ≤ n ≤ 2N) :
f(χn|Hj) =
Ij∑
i=1
pi
( 1
σj
√
2π
e
−
(χn+αj |sRji |)
2
2σ2
j +
1
σj
√
2π
e
−
(χn−αj |sRji |)
2
2σ2
j
)
, 1{χn≥0} (4.25)
L’e´cart type σj est ici calcule´ par :
σˆ2j =
1
2N
2N∑
n=1
|χn − dj(n)|2 (4.26)
ou` dj(n) est la valeur absolue de la partie re´elle du symbole de Cj la plus proche de χn.
Le facteur d’e´chelle αj est calcule´ par (4.21) comme pre´ce´demment. Enfin le logarithme de
la fonction de vraisemblance pour une se´quence de N symboles conse´cutifs est donne´ par
(4.27) :
τj = ln
2N∏
n=1
f(χn|Hj) =
2N∑
n=1
ln f(χn|Hj). (4.27)
L’hypothe`se qui est retenue est celle qui maximise τj :
jˆ = argmax
1≤j≤K
τj. (4.28)
4.4.3 Utilisation de la distance de Bhattacharyya ou la dis-
tance quadratique entre DDPs : DB, DQ
Avec cette me´thode, nous raisonnons sur le meˆme vecteur γ que dans la section 4.4.1
(4.18). Le facteur d’e´chelle αj et l’e´cart type σj sont estime´s, sous chaque hypothe`se Hj,
par (4.21) et (4.20) respectivement. La DDP de γ est estime´e par un estimateur a` noyau
gaussien :
fˆγ(x|Hj) = 1
2Nhj
2N∑
k=1
K(
x− γ(k)
hj
) (4.29)
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ou` hj est la feneˆtre du noyau choisie telle que hj = 1.06σ(2N)
−1
5 [27]. La DDP the´orique
est calcule´e en supposant qu’ide´alement, quand nous re´duisons l’IIS par l’e´galiseur ge´ne´rique,
nous obtenons la distribution d’un me´lange gaussien de la constellation e´mise bruite´e. La
DDP the´orique est alors donne´e par :
fγ(x|Hj) =
Mj∑
k=1
1
Mj
Kσˆj (x− αj ℜ{sjk}) (4.30)
La de´cision sur la modulation e´mise est prise en se basant sur la distance de Bhattacharyya
ou la DQ entre fˆγ(x|Hj) et fγ(x|Hj) tel que
jˆDB = argmin
1≤j≤K
DB
(
fˆγ(x|Hj), fγ(x|Hj)
)
(4.31)
jˆDQ = argmin
1≤j≤K
DQ
(
fˆγ(x|Hj), fγ(x|Hj)
)
(4.32)
ou`
DB(p, q) = −ln(
∑
x∈X
√
p(x)q(x)) (4.33)
et
DQ(p, q) =
∑
x∈X
(p(x)− q(x))2. (4.34)
La figure 4.17 illustre cette approche de fac¸on sche´matique. Il est a` noter que nous avons choisi
la distance de Bhattacharyya comme me´trique de CAM parce qu’elle est largement utilise´e
pour mesurer la similarite´ entre DDPs [58]. On verra plus loin que la distance quadratique
permet d’avoir des performances de classification meilleures que la distance de Bhattacharyya.
Modulation
detectee
Estimateur 
par noyau
Gaussien
Distance de
minimales
Bhattacharyya ou
distance quadratique
type
Estimation des ecarts
γ
fˆγ(x |H1 )
fˆγ(x |HK )
fγ(x |H1 ) fγ(x |HK )
fγ(x |H2 )
σj
αj
fˆγ(x |H2 )
Figure 4.17 — Approche de CAM base´e sur les distances de Bhattacharyya ou
quadratique entre DDP.
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4.4.4 Utilisation d’un dictionnaire de DDPs : SP
Avec cette approche, nous de´finissons un dictionnaire A de DDP the´oriques de toutes
les constellations potentiellement e´mises : fγ(x|Hj). Ces DDP sont calcule´es selon (4.30).
Le dictionnaire A est une matrice telle que chaque colonne j contient la DDP fγ(x|Hj)
e´chantillonne´e. L’ide´e de cette approche consiste a` minimiser le crite`re pe´nalise´ suivant :
vˆ = argmin
v
(||fˆγ(x)−Av||22 + λ||v||1) (4.35)
ou` fˆγ(x) repre´sente la DDP des donne´es estime´e par un estimateur a` noyau gaussien. Avec
cette me´thode, la feneˆtre du noyau est calcule´e en fonction de la variance du bruit qui est
suppose´e connue (hj = 1.06σb(2N)
−1
5 ). Le minimum vˆ dans (4.35) devrait eˆtre parcimonieux
en raison du terme de pe´nalite´ ℓ1. Ide´alement, nous obtenons un vecteur vˆ qui posse`de un
seul e´le´ment a` 1 et tous les autres a` 0. L’indice j auquel se trouve la valeur 1 dans vˆ indique
l’hypothe`se Hj qu’il faudrait retenir pour la modulation e´mise.
4.4.5 Utilisation d’un mode`le de me´lange gaussien
Puisque la constellation e´mise est caracte´rise´e par ses modes Mj , nous avons cherche´ a`
identifier directement un mode`le de me´lange gaussien pour la constellation des donne´es en
sortie d’e´galiseur.
Nous supposons, comme nous l’avons e´voque´ pre´ce´demment, que le signal e´galise´ est un
me´lange comportant un nombre fini de gaussiennes centre´es sur les points de la constellation
et de variances identiques. Dans cette approche, nous nous limitons au quadrant supe´rieur
droit d’une constellation MAQ qui repre´sentent les valeurs absolues des parties re´elles et
imaginaires en sortie d’e´galiseur. Nous raisonnons ainsi sur le vecteur de donne´es suivant :
V = {(| ℜ{y(i)}|, | ℑ{y(i)}|)} (4.36)
Sous l’hypothe`se Hj, la DDP des donne´es e´galise´es est un me´lange de Gj gaussiennes bi-
dimensionnelles ou` Gj est le nombre de modes dont les parties re´elles et imaginaires sont
positives dans la constellation MAQ-Mj et qui est e´gal a`
Mj
4 (Gj =
Mj
4 ). Ainsi, la DDP de V
est donne´e par :
fV (x|Φj) =
Gj∑
k=1
pkfk(x; θk) (4.37)
ou` Φj = (p1, ..., pGj , θ1, ...θGj ), {0 < pk < 1}1<k<K repre´sentent les poids des gaussiennes dans
le me´lange, avec
∑Gj
k=1 pk = 1 et θk = (µk,Σk)1<k<K sont les parame`tres des gaussiennes fk,
avec µk la moyenne de fk et Σk sa matrice de covariance. Il est a` noter ici que nous avons choisi
de travailler uniquement avec les symboles du quadrant supe´rieur droit des constellations
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MAQ-M pour re´duire le nombre de modes dans les mode`les de me´langes gaussiens et re´duire
par la suite la complexite´ de l’imple´mentation de l’algorithme, en notant qu’une constellation
MAQ-M peut eˆtre classe´e par le nombre de ses symboles dont les parties re´elles et imaginaires
sont positives.
L’objectif avec cette approche est de de´terminer le nombre Gj de gaussiennes dans V afin
d’en de´duire la modulation qui a e´te´ transmise. Mais avant tout, il faut estimer les parame`tres
du me´lange sous chaque hypothe`se Hj. Nous utilisons pour ce faire, l’algorithme Expectation
Maximization (EM) [59] qui permet d’estimer les poids, les moyennes et les matrices de
covariance au sens du maximum de vraisemblance. L’algorithme EM [59] consiste a` ite´rer
deux e´tapes, a` partir de valeurs initiales des parame`tres a` estimer, jusqu’a` la convergence qui
est atteinte lorsque la vraisemblance des donne´es sous le mode`le conside´re´ est maximale. Dans
notre cas, nous initialisons les moyennes par celles de la constellation MAQ-Mj , normalise´e,
sous chaque hypothe`se Hj et nous conside´rons leurs poids dans la modulation. La matrice de
covariance Σk quand a` elle est suppose´e eˆtre diagonale, vu que les symboles sont suppose´s
affecte´s par un bruit gaussien circulaire en sortie d’e´galiseur. Nous supposons aussi que Σk
est identique pour toutes les gaussiennes du me´lange.
On note tik la variable qui vaut 1 si l’e´le´ment V (i) appartient a` la composante Gk du
me´lange et 0 sinon. On de´finit γ(tik) par
γ(tik) = E{tik|V ,ΦCj } (4.38)
ou` ΦCj de´signe les parame`tres courants du me´lange. Les e´tapes de l’algorithme EM sont
rappele´s ci-dessous [59] :
Etape E Expectation : estimation des γ(tik) en utilisant les parame`tres courants Φ
C
j :
γ(tik) =
pCk fk(V (i); θ
C
k )∑Gj
j=1 p
C
k fj(V (i); θ
C
j )
(4.39)
Etape M Maximization : Re´-estimation des parame`tres en utilisant les γ(tik)
µk =
∑LV
i=1 γ(tik)V (i)∑LV
i=1 γ(tik)
(4.40)
Σk =
∑LV
i=1 γ(tik)(V (i)− µk)(V (i)− µk)T∑LV
i=1 γ(tik)
(4.41)
pk =
∑LV
i=1 γ(tik)
LV
(4.42)
Une fois les parame`tres du me´lange estime´s sous chaque hypothe`seHj, le proble`me devient
un proble`me de se´lection d’un mode`le parmi K mode`les possibles par la minimisation d’un
certain crite`re pe´nalise´. En effet, le maximum de la vraisemblance augmentant avec la taille
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du mode`le, on doit corriger cet effet par une pe´nalisation approprie´e de celle-ci. Les premiers
crite`res apparaissant dans la litte´rature sont l’Akaike Information Criterion (AIC) [60], le
Bayesian Information Criterion (BIC) [61] et le Minimum Description Length (MDL) [62].
Parmi ces crite`res, nous nous inte´ressons particulie`rement aux crite`res AIC et BIC qui ont
e´te´ largement utilise´s et e´tudie´s dans la litte´rature [63] [64] [65] [66].
Crite`re AIC [60]
Si nous notons fV (x) la DDP cherche´e et que nous souhaitons retrouver en appliquant le
crite`re AIC, l’objectif de ce dernier est de choisir le mode`le G correspondant au nombre de
modes de l’hypothe`se vraie et qui minimise le crite`re GAIC suivant :
GAIC = argmin
Gj
− 2log(fV (x|Hj)) + 2Pj (4.43)
ou` Pj repre´sente le nombre de parame`tres libres du mode`le a` Gj composantes.
Le crite`re AIC a e´te´ conc¸u de telle sorte qu’asymptotiquement le mode`le se´lectionne´
pre´sente la divergence de Kullback-Leibler (KL) la plus petite pour le vrai mode`le [67]. Une
bre`ve e´tude des proprie´te´s de ce crite`re [66] montre que le AIC n’est pas consistant dans le
sens ou` il peut sur-estimer le nombre de modes dans le me´lange. Toutefois, il est efficace dans
le sens ou` il permet de se´lectionner le mode`le qui offre le meilleur compromis biais-variance
[66]. Le biais mesure la distance de fV (x) au mode`le Gj et la variance mesure la difficulte´ a`
estimer fV (x|Hj).
variance = E{
∫
Ω
log(
gMj (x, θ¯j)
gMj (x, θˆj)
)f(x)dx} (4.44)
biais = dKL(fV , gMj ) (4.45)
ou` gMj est la DDP du mode`le Gj et
θ¯j = argmin
θj
dKL(fV , gMj ) (4.46)
θˆj = argmax
θj
1
LV
gMj (4.47)
Crite`re BIC [61]
Avec le crite`re BIC, nous cherchons a` trouver le mode`le Gj le plus vraisemblable au vu
des donne´es, en maximisant la probabilite´ a` poste´riori p(Gj |V ) :
GBIC = argmax
Gj
p(Gj |V ) (4.48)
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Dans [66], apre`s avoir approxime´ p(Gj |V ), les auteurs ont montre´ que GBIC est obtenu en
minimisant BICj tel que
GBIC = argmin
Gj
BICj
= argmin
Gj
(− 2log(fV (x|Hj)) + Pj log(LV )) (4.49)
ou` Pj repre´sente le nombre de parame`tres dans le me´lange a` Gj composantes et LV est la
taille du vecteur de donne´es V . Il a e´te´ de´montre´ dans [66] que le crite`re BIC est consistant
dans le sens ou` il converge toujours vers le vrai mode`le lorsque LV tend vers l’infini. Cette
consistance re´sulte de l’inte´gration du parame`tre LV dans le crite`re BIC.
Remarque
Dans les simulations, ces approches n’ont pas donne´ de bons re´sultats. En effet, la pro-
babilite´ de classification correcte ne de´passe pas 50% pour des valeurs de RSB ou` les autres
approches atteignent pratiquement 100% de de´cisions correctes. Le crite`re BIC a tendance a`
sous estimer le nombre de modes dans le mode`le gaussien alors que le crite`re AIC a tendance
a` les sur estimer. La se´lection du vrai mode`le pour ces deux crite`res de´pend a` la fois de la
taille des donne´es et de sa complexite´ [66]. L’e´tude d’autres crite`res de se´lection de mode`les
est envisageable pour ce type d’approche comme par exemple des crite`re qui repre´sentent des
extensions du crite`re AIC [67].
4.5 Nouvelles Techniques de CAM pour les modu-
lations MDP
Pour les modulations MDP, notre approche est base´e sur la DDP de la phase θyn du signal
yn e´galise´ par le MSQD-ℓ2gen. Nous supposons qu’apre`s la re´duction de l’IIS par l’e´galiseur
ge´ne´rique, la DDP de θyn est un me´lange de gaussiennes centre´es sur les phases des points
d’une constellation MDP-Mj sous l’hypothe`se Hj.
4.5.1 Approche base´e sur le MV de la DDP de la phase du
signal e´galise´ : MV-Ph
Pour respecter l’hypothe`se d’une distribution d’un me´lange gaussien des phases du signal
e´galise´, on a fixe´ la constellation sur les points π
M
+ 2kπ
M
. Il suffit pour cela d’ajuster la phase
de la constellation en sortie de l’e´galiseur. Nous conside´rons par la suite le vecteur de phases
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θy du signal e´galise´ y tel que :
θy = {arg(yr + i|yi|)} (4.50)
La restriction au demi plan supe´rieur permet d’exploiter la syme´trie des modulations MDP.
En raisonnant sur le demi cercle supe´rieur de la constellation, on augmente le nombre de
points par mode dans le me´lange gaussien. Cela permet d’ame´liorer l’estimation de la DDP
de θy.
La DDP de θyn sous chaque hypothe`se Hj est donne´e par l’e´quation (4.51) :
f(θyn |Hj)1≤n≤N =
Mj
2∑
k=1
2
Mj
1
σj
√
2π
e
(θyn−arg(αjsjk))2
2σ2
j ; 0 ≤ θyn ≤ π (4.51)
ou` sjk est un symbole appartenant au demi cercle supe´rieur de la constellation MDP-Mj ,
de´cale´e de π
M
. αj est un facteur d’e´chelle introduit pour tenir compte de l’effet de l’e´galiseur
ge´ne´rique qui augmente la taille des modulations MDP. Il est calcule´ en fonction de la puis-
sance du signal e´galise´ y comme suit :
αˆj =
1
1
N
∑N
n=1 |y(n)|2
(4.52)
L’e´cart type σj mesure la dispersion autour des phases dans le demi cercle supe´rieur de la
modulation MDP-Mj . Il est estime´ selon (4.53) :
σˆ2j =
1
N
N∑
n=1
|θyn − dj(n)|2 (4.53)
ou` dj(n) est l’argument du symbole de la modulation MDP-Mj qui a la valeur la plus proche
de θyn . Nous calculons ensuite le logarithme de la fonction de vraisemblance d’une trame de
phases de N symboles conse´cutifs :
τj = ln
N∏
n=1
f(θyn |Hj)
=
N∑
n=1
ln f(θyn |Hj) (4.54)
L’hypothe`se retenue est celle qui maximise τj :
jˆ = argmax
1≤j≤K
τj (4.55)
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4.5.2 Approche base´e sur la distance de Bhattacharyya ou la
distance quadratique entre DDPs : DB-Ph, DQ-Ph
Pour cette approche, nous conside´rons toujours le vecteur θy donne´ par (4.50). E´tant
sensiblement un me´lange de gaussiennes, la DDP de θy est estime´e par un estimateur a`
noyau gaussien :
fˆθy(θ|Hj) =
2
Nhj
N∑
k=1
Kσˆ(
θ − θy(k)
hj
) (4.56)
ou` hj est la feneˆtre du noyau telle que hj = 1.06σN
−1
5 . L’e´cart type σj et le facteur d’e´chelle
αj sont estime´s par (4.53) et (4.52) respectivement.
La DDP the´orique est calcule´e en supposant qu’ide´alement, apre`s l’e´limination de l’effet
du canal, nous obtenons une distribution d’un me´lange gaussien de la constellation e´mise
bruite´e. Elle est calcule´e par (4.57) :
fθy(θ|Hj) =
Mj
2∑
k=1
2
Mj
Kσˆj (θ − arg(αjsjk)) (4.57)
ou` sjk est un symbole qui appartient au demi cercle supe´rieur de la constellation MDP-Mj ,
de´cale´e de π
M
.
La de´cision sur la modulation e´mise est prise en se basant sur la distance de Bhattacharyya
ou la distance quadratique entre fˆθy(θ|Hj) et fθy(θ|Hj) telle que :
jˆDB = argmin
1≤j≤K
DB
(
fˆθy(θ|Hj), fθy (θ|Hj)
)
(4.58)
jˆDQ = argmin
1≤j≤K
DQ
(
fˆθy(θ|Hj), fθy (θ|Hj)
)
(4.59)
ou` DB(p, q) et DB(p, q) sont de´finies par (4.33) et (4.34) respectivement.
4.6 Re´sultats de simulations
Classification des modulations MAQ
Nous pre´sentons dans cette partie les re´sultats que nous avons obtenus pour la classifi-
cation des signaux MAQ en pre´sence d’un canal BBGA. Nous comparons les performances
des approches propose´es, MVReIm, MVAbsReIm, DB, DQ et SP a` celles de la me´thode
MV en terme de probabilite´ de classification correcte (Pcc). Les figures 4.18, 4.19 et 4.20
montrent les Pcc obtenues avec chaque me´thode de CAM pour une modulation MAQ-16
transmise a` travers un canal BBGA et pour un nombre de symboles e´gal a` 10000, 5000 et
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1000 respectivement. Le signal est classifie´ apre`s la re´ception de 10
4
4 symboles ne´cessaires
pour la convergence de l’e´galiseur. Le nombre d’hypothe`ses K est e´gal a` 5 et correspondent
aux modulation MAQ-{4, 16, 32, 64, 128}, et le nombre d’expe´riences est e´gal a` 500. D’apre`s
ces figures, nous pouvons noter que la me´thode base´e sur la DQ entre DDPs est la plus per-
formante en terme de Pcc pour N = 10000 et N = 5000 alors que les me´thodes base´es sur
le MV sont plus performantes pour N = 1000. Cela s’explique par l’emploi de l’estimateur a`
noyau, pour les me´thodes DB et DQ qui s’appuient sur les mesures de distance entre DDP. En
effet, les me´thodes a` noyau ont besoin d’un nombre de symboles assez e´leve´ pour donner de
bonnes estimations des DDPs. La me´thode, DL, base´e sur l’apprentissage par un dictionnaire
de DDPs, quant a` elle permet d’avoir de bonne performance (proche de celle base´e sur la
DQ) pour N = 10000 et N = 5000. Mais, comme avec la me´thode base´e sur la DQ et pour
la meˆme raison, elle est moins performante que les me´thodes du MV pour N = 1000. Ces
figures montrent aussi que l’augmentation du nombre de symboles par mode obtenue avec les
approches MVReIm et MVAbsReIm, tout en diminuant le nombre de modes dans le me´lange
gaussien, n’a pas un effet notable sur les performances comparativement a` la me´thode MV
classique. En effet, elles pre´sentent pratiquement la meˆme Pcc pour les diffe´rentes valeurs de
N . Cependant, les deux me´thodes que nous avons propose´es ont une complexite´ calculatoire
plus faible que la me´thode MV propose´e dans [50] (section 4.3.2) puisque tout d’abord nous
traitons des DDPs 1D au lieu de DDPs 2D et nous restreignons le calcul de la DDP a` l’axe
re´el (4.4.1) ou a` l’axe re´el positif (4.4.2), ce qui permet pour un nombre de symboles observe´
fixe´ d’obtenir plus de points par mode sur les DDPs conside´re´es.
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Figure 4.18 — Pcc pour une modulation MAQ-16 et le canal BBGA avec N =
10000.
Les re´sultats obtenus avec une modulation MAQ-32 sont repre´sente´s sur les figures 4.21,
4.22 et 4.23. Avec cette modulation, nous remarquons que les me´thodes base´es sur le MV sont
plus performantes que celles base´es sur les distances entre DDPs ou sur l’apprentissage par un
dictionnaire de DDPs et que le traitement conjoint a` partir des parties re´elles et imaginaires
du signal e´galise´ (DDP (4.13)) permet d’ame´liorer la performance de classification de cette
modulation par rapport aux traitements base´s sur la DDP des parties re´elles et imaginaires
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Figure 4.19 — Pcc pour une modulation MAQ-16 et le canal BBGA avecN = 5000.
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Figure 4.20 — Pcc pour une modulation MAQ-16 et le canal BBGA avecN = 1000.
(4.19) ou de celle de leurs valeurs absolues (4.25). Cela peut eˆtre explique´ par une meilleure
prise en compte de la ge´ome´trie particulie`re de la constellation MAQ-32 en 2D. L’e´cart
de performance entre ces deux types de me´thode augmente lorsque le nombre de symboles
conside´re´s diminue. Nous notons aussi que la me´thode base´e sur la distance de Bhattacharyya
devient plus performante que celle base´e sur la DQ quand N diminue.
Pour la modulation MAQ-64, nous obtenons les courbes repre´sente´es sur les figures 4.24,
4.25 et 4.26. Ces figures montrent que pour N = 10000, les performances des me´thodes
base´es sur le MV collent presque a` celles de la me´thode base´e sur la DQ. Les me´thodes
base´es sur la distance de Bhattacharyya et sur l’apprentissage par un dictionnaire sont les
moins performantes en terme de Pcc. QuandN diminue les performances des me´thodes base´es
sur les distances entre DDPs se de´gradent conside´rablement. Cela peut eˆtre explique´ par le
fait que le nombre de symboles tend a` devenir insuffisant, quand l’ordre de la modulation
augmente, pour une estimation pre´cise des DDPs.
Pour la modulation MAQ-128, nous obtenons les figures 4.27, 4.28 et 4.29. Ces re´sultats
montrent que comme avec la modulation MAQ-32, les me´thodes base´es sur le MV sont plus
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Figure 4.21 — Pcc pour une modulation MAQ-32 et le canal BBGA avec N =
10000.
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Figure 4.22 — Pcc pour une modulation MAQ-32 et le canal BBGA avec N = 5000.
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Figure 4.23 — Pcc pour une modulation MAQ-32 et le canal BBGA avec N = 1000.
performantes. Cependant, avec la modulation 128-MAQ, nous notons que les me´thodes du
MV propose´es dans (4.4.1) et (4.4.2) sont plus performantes que celle de la litte´rature (4.3.2).
Pour tester les algorithmes de CAM en pre´sence de canaux de propagation multi-trajets,
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Figure 4.24 — Pcc pour une modulation MAQ-64 et le canal BBGA avec N =
10000.
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Figure 4.25 — Pcc pour une modulation MAQ-64 et le canal BBGA avecN = 5000.
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Figure 4.26 — Pcc pour une modulation MAQ-64 et le canal BBGA avecN = 1000.
on conside`re le canal complexe HComp. Nous obtenons les re´sultats repre´sente´s sur les figures
4.30, 4.31 pour une modulation MAQ-16 et pour des valeurs de N = 10000 et N = 5000
respectivement. Nous rappelons que l’e´galiseur a dans ce cas besoin de 104 symboles pour
converger. D’apre`s les figures 4.30 et 4.31, nous pouvons noter que la me´thode base´e sur la
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Figure 4.27 — Pcc pour une modulation MAQ-128 et le canal BBGA avec N =
10000.
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Figure 4.28 — Pcc pour une modulation MAQ-128 et le canal BBGA avec N =
5000.
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Figure 4.29 — Pcc pour une modulation MAQ-128 et le canal BBGA avec N =
1000.
DQ entre DDPs et celle base´e sur l’apprentissage par un dictionnaire de DDPs sont plus
performantes que les me´thodes base´es sur le MV et sur la distance de Bhattacharyya entre
DDPs. La me´thode base´e sur l’apprentissage par un dictionnaire est ici le´ge`rement plus
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performante que celle base´e sur la DQ pour N = 5000.
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Figure 4.30 — Pcc pour une modulation MAQ-16 et le canal HComp avec N =
10000.
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Figure 4.31 — Pcc pour une modulation MAQ-16 et le canalHComp avecN = 5000.
Pour la modulation MAQ-32, nous obtenons les courbes sur les figures 4.32 et 4.33. Elles
montrent, tout comme avec le canal BBGA, que la me´thode de la litte´rature base´e sur le MV
est la plus performante pour cette modulation et que les performances de la me´thode base´e
sur l’apprentissage par un dictionnaire leurs sont proches. L’e´cart entre les performances des
diffe´rentes me´thodes augmente quand N diminue.
Pour la modulation MAQ-64, nous obtenons les re´sultats sur les figure 4.34 et 4.35 qui
montrent que la me´thode base´e sur la distance de Bhattacharyya a de performances meilleures
que les autres me´thodes en terme de Pcc a` faibles valeurs de RSB mais qui croissent lentement
en fonction du RSB. Les autres me´thodes offrent un bon compromis entre performance de
classification et pente de de´tection. Nous notons aussi que les me´thodes base´es sur le MV
sont plus performantes lorsque N diminue.
121
CHAPITRE 4. E´GALISEUR AVEUGLE GE´NE´RIQUE ET CLASSIFICATION AUTOMATIQUE
DE MODULATIONS
12 13 14 15 16 17 18 19 20
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
RSB
Pc
c
 
 
MV
MVAbsReIm
MVReIm
DB
DQ
SP
Figure 4.32 — Pcc pour une modulation MAQ-32 et le canal HComp avec N =
10000.
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Figure 4.33 — Pcc pour une modulation MAQ-32 et le canalHComp avecN = 5000.
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Figure 4.34 — Pcc pour une modulation MAQ-64 et le canal HComp avec N =
10000.
Classification des modulations MDP
Pour cette famille de modulation, nous avons conside´re´ trois hypothe`ses qui repre´sentent
les modulation MDP-4, MDP-8 et MDP-16. Nous montrons les re´sultats obtenus en terme de
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Figure 4.35 — Pcc pour une modulation MAQ-64 et le canalHComp avecN = 5000.
Pcc dans le cas ou` on utilise le canal HComp et l’e´galiseur MSQD-ℓ2gen. Nous comparons les
performances des me´thodes que nous avons propose´es, MV-Ph, DB-Ph et DQ-Ph avec celle
de la litte´rature [56]. Les figures 4.36, 4.37 et 4.38 montrent les re´sultats obtenus pour les
modulations MDP-4, MDP-8 et MDP-16 respectivement avec N = 5000.
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Figure 4.36 — Pcc pour une modulation MDP-4 et le canal HComp avec N = 5000.
D’apre`s ces figures, nous pouvons noter que toutes les me´thodes de´tectent a` 100% la mo-
dulation MDP-4. Nous notons aussi que la me´thode base´e sur le maximum de vraisemblance
de la DDP de la phase estime´e par Gauss Legendre de´tecte a` 100% la modulation MDP-8
alors que la me´thode MV-Ph que nous avons propose´e dans 4.5.1 de´tecte a` 100% la modu-
lation MDP-16. Ces figures montrent e´galement que les me´thodes DB-Ph DQ-Ph base´es sur
les distances entre DDP ont tendance a` sous estimer l’ordre de la modulation. En effet, leurs
performances se de´gradent en augmentant l’ordre.
Avec N = 10000, nous obtenons les re´sultats repre´sente´s sur les figures 4.39, 4.40 et 4.41
pour les modulations MDP-4, MDP-8 et MDP-16 respectivement.
Ces figures montrent qu’une augmentation de la taille des donne´es permet d’ame´liorer la
de´tection de la modulation e´mise des me´thodes base´es sur la distance de Bhattacharyya et
123
CHAPITRE 4. E´GALISEUR AVEUGLE GE´NE´RIQUE ET CLASSIFICATION AUTOMATIQUE
DE MODULATIONS
10 12 14 16 18 20
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
RSB
Pc
c
 
 
DB−Ph
DQ−Ph
MV−Ph
MV−Ph−exist
Figure 4.37 — Pcc pour une modulation MDP-8 et le canal HComp avec N = 5000.
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Figure 4.38 — Pcc pour une modulation MDP-16 et le canalHComp avec N = 5000.
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Figure 4.39 — Pcc pour une modulation MDP-4 et le canalHComp avecN = 10000.
la DQ. En effet, ces me´thodes reposent sur l’estimation a` noyau de la DDP du signal e´galise´
dont la fiabilite´ augmente avec le nombre de donne´es prises en compte. En augmentant le
nombre de donne´es, les performances de la me´thode DQ-Ph en terme de Pcc sont nettement
ame´liore´es et de´passent celles de la me´thode base´e sur la DDP de la phase estime´e par Gauss
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Figure 4.40 — Pcc pour une modulation MDP-8 et le canalHComp avecN = 10000.
15 16 17 18 19 20 21 22
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
RSB
Pc
c
 
 
DB−Ph
DQ−Ph
MV−Ph
MV−Ph−exist
Figure 4.41 — Pcc pour une modulation MDP-16 et le canal HComp avec N =
10000.
Legendre pour la modulation MDP-16 (Fig.4.41).
4.7 Conclusion
Dans ce chapitre, nous avons propose´ un e´galiseur aveugle ge´ne´rique dont le crite`re
n’inte`gre pas l’information a` priori sur la modulation e´mise. Nous avons montre´ que cet
e´galiseur pre´sente de bonnes performances pour diffe´rents types de canaux de transmission
et diffe´rentes modulations. Pour un canal e´galise´, nous avons propose´ des me´thodes pour
de´tecter la modulation du signal e´mis. Nous nous sommes limite´s dans cette the`se a` la classi-
fication des modulations MAQ et MDP et nous avons montre´ que les approches base´es sur le
MV n’ont pas toujours les meilleurs performances en termes de probabilite´ de classification
correcte. En effet, les performances en terme de Pcc des me´thodes base´es sur la DQ entre
DDPs et sur l’apprentissage par un dictionnaire de DDPs peuvent parfois de´passer celles des
me´thodes base´es sur le MV. Cependant ces dernie`res deviennent plus efficaces lorsque l’ordre
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de la modulation augmente et que le nombre de symboles implique´s dans la CAM diminue.
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Conclusion et
perspectives
Cette the`se est consacre´e aux proble`mes d’e´galisation aveugle de canaux de transmission
se´lectifs en fre´quence. Dans la premie`re partie, elle propose un nouvel algorithme appele´ AR-
LCSQD et une famille d’algorithmes que l’on a nomme´ MSQD-ℓp. Le crite`re d’e´galisation,
pour ces deux types d’algorithme, vise a` ajuster la densite´ de probabilite´ du signal e´galise´ a`
celle d’une constellation cible qui repre´sente la constellation e´mise bruite´e. Nous avons montre´
par des simulations que les algorithmes propose´s permettent d’atteindre des performances
meilleures que celles des algorithmes trouve´s dans la litte´rature en termes d’erreur re´siduelle.
Nous avons montre´ dans cette the`se, par la me´thode de l’e´quation diffe´rentielle moyenne
(ODE), que l’e´galiseur MSQD-ℓ1 que nous avons propose´ posse`de un seul point stationnaire
stable qui est l’e´galiseur MMSE. Nous avons de´termine´ e´galement l’intervalle de valeurs du
pas µ de l’algorithme MSQD-ℓ1 pour lequel l’e´galiseur converge quelque soit son initialisa-
tion. Finalement, nous avons fourni les expressions the´oriques de la matrice de covariance de
l’erreur re´siduelle du MSQD-ℓ1 et de l’erreur quadratique moyenne (EQM) a` sa sortie. Afin
de valider notre analyse de performance du MSQD-ℓ1, nous avons pre´sente´ des re´sultats de si-
mulations qui montrent que l’EQM en sortie du MSQD-ℓ1 converge sensiblement vers l’EQM
en sortie de l’e´galiseur MMSE, l’e´cart e´tant lie´ a` la variance re´siduelle sur les coefficients de
l’e´galiseur.
Dans la deuxie`me partie de cette the`se, nous nous sommes inte´resse´s au proble`me de la
classification automatique de modulations (CAM) et de l’e´galisation aveugle ge´ne´rique. Nous
avons propose´ dans ce contexte, un nouvel algorithme appele´ MSQD-ℓpgen dont le crite`re
est base´ sur celui du MSQD-ℓp mais qui ne dispose pas de la connaissance a` priori de la
constellation e´mise. Nous avons montre´ ses bonnes performances pour diffe´rents canaux de
transmission et diffe´rentes modulations.
Nous avons propose´ de nouvelles approches de CAM qui exploitent la densite´ de proba-
bilite´ (DDP) du signal e´galise´ ou` la DDP de sa phase pour les modulations MAQ et MDP
respectivement. Pour certaines des me´thodes de´veloppe´es, la CAM met en œuvre le crite`re du
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maximum de vraisemblance (MV), tandis que pour d’autres, on a choisi un crite`re de distance
entre DDP estime´e et DDP the´orique. Les re´sultats que nous avons obtenus montrent que le
crite`re MV ne conduit pas toujours aux meilleures performances en terme de probabilite´ de
classification correcte. Cela de´pend principalement de l’ordre de la modulation et du nombre
de symboles implique´s dans l’estimation de la DDP.
En perspectives, nous proposons en premier lieu d’automatiser la de´termination des pa-
rame`tres ne´cessaires pour les algorithmes AR-LCSQD, MSQD-ℓ2 et MSQD-ℓ1 qui de´pendent
du canal de transmission et qui on e´te´ fixe´s empiriquement dans cette the`se. Ces parame`tres
sont re´sume´s dans les tableaux 2.1 et 2.3 du chapitre 2. Ils servent a` mettre a` jour la taille
du noyau gaussien utilise´ pour estimer la DDP du signal e´galise´ et de la constellation cible
et ils influent sur la vitesse de convergence et sur l’erreur re´siduelle des algorithmes.
Si dans cette the`se, nous nous sommes limite´s aux e´galiseurs line´aires, il est cependant
envisageable d’e´tudier les crite`res propose´s, en particulier ceux de la famille MSQD-ℓp, dans
le cas non line´aire. Plus particulie`rement, on pourra chercher a` adapter le crite`re d’e´galisation
dans le cadre d’une structure de type DFE (Decision Feedback Equalizer). Les performances
de l’e´galiseur DFE sont conditionne´es par le niveau du rapport signal a` bruit qui doit eˆtre
assez e´leve´ pour garantir des de´cisions correctes en entre´e du filtre de retour. Le DFE permet
alors d’obtenir des gains de performance tre`s significatifs.
Dans l’approche de se´lection de mode`les de me´langes gaussiens, les crite`re AIC et BIC
n’ont pas donne´ de bonnes performances de classifications des modulations MAQ. L’e´tude
d’autres crite`res de se´lection de mode`les comme le MDL (Minimum description length) ou
des extensions du crite`re AIC sont envisageables [67]. Nous pensons que ce type d’approches
pourrait eˆtre tre`s utile pour la classification de constellations quelconques inconnues qui
n’appartiennent pas a` des classes usuelles. Dans un tel contexte, le nombre de modes dans le
mode`le, leurs moyennes et leurs matrices de covariance sont tous a` estimer.
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ANNEXE
A Calcul de la plage
maximale des valeurs
possibles pour µ pour
l’algorithme MSQDℓ1
On note y¯(n) = w∗x(n). A la convergence, y(n) − y¯(n) est une valeur petite et nous
pouvons appliquer le de´veloppement de Taylor a` la fonction φ(y(n)) (voir l’e´quation (3.17))
en y¯(n). Ainsi,
φ(yn) = φ(y¯(n)) + φ
′(y¯(n))(y(n)− y¯(n)) + ◦(y(n)− y¯(n))
= φ(y¯(n)) + φ′(y¯(n))(H˜s(n) + b(n))T ǫ(n) + ◦(y(n)− y¯(n)) (A.1)
ou` ǫ(n) = w(n)−w∗ et H˜s(n) + b(n) = x(n). De plus, nous avons
w(n+ 1) = w(n)− µφ(y(n))x(n)∗. (A.2)
Ainsi, en soustrayant w∗ des deux coˆte´s de l’e´quation (A.2) et en utilisant l’e´quation (A.1),
nous trouvons que
ǫ(n+1) = ǫ(n)−µ
(
φ(y¯(n))x(n)∗+φ′(y¯(n))(H˜s(n)+b(n))T ǫ(n)(H˜∗s∗(n)+b∗(n))
)
(A.3)
Prenons l’espe´rance des deux termes de l’e´quation (A.3) et utilisons l’inde´pendance entre
y¯(n) et ǫ(n), qui est une hypothe`se simplificatrice ge´ne´ralement admise dans la litte´rature
[36]. Nous obtenons
E [ǫ(n+ 1)] = E{ǫ(n)} − µ
(
E{φ(y¯(n))x∗(n)}
+ E{(H˜∗s∗(n) + b∗(n))φ′(y¯(n))(H˜s(n) + b(n))T }E{ǫn}
)
(A.4)
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Dans [68], les auteurs ont prouve´ que E{φ(y¯(n))x∗(n)} = 0 pour les algorithmes de la forme
(A.2) quand la fonction de couˆt se rapproche de l’un de ses minima. Ainsi, l’e´quation (A.4)
peut eˆtre simplifie´e comme suit :
E [ǫ(n+ 1)] =
(
ILw − µ(σ2sH˜∗F˜ H˜T + σ2bE
[
φ′(y¯n)
]
ILw)
)
E [ǫ(n)] (A.5)
ou`
F˜ =
1
σ2s
E
[
s∗(n)φ′(y¯(n))s(n)T
]
. (A.6)
Par conse´quent,
E [ǫ(n+ 1)] =
(
ILw − µ(σ2sH˜∗F˜ H˜T + σ2bE{φ′(y˜(n))}ILw)
)n
E [ǫ(0)] (A.7)
Ce qui conduit a` la condition suivante sur le pas de l’algorithme afin d’assurer la convergence
de l’erreur moyenne :
0 < µ <
2
λmax
(A.8)
ou` λmax est la plus grande valeur de σ
2
sH˜
∗F˜ H˜T + σ2bE [φ
′(y¯(n))] ILw.
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ANNEXE
B Diagonalisation de Rg
dans la base U∗
Rg = −E
[
H(w∗,x(n))H(w∗,x(n))H
]
= −E [φ(s(nk))x∗(n)xT (n)φ(s(nk))∗]
= −H∗E [|φ(s(nk))|2s(n)sT (n)]HT − E [|φ(s(nk))|2b∗(n)bT (n)]
= −H∗DHT − σ2bE
[|φ(s(nk))|2] (B.1)
ou`, D = diag(d1, ..., d1, d2, d1, ..., d1) avec
d1 = σ
2
sE
[|φ(s(nk))|2] (B.2)
et
d2 = E
[|s(nk)|2|φ(s(nk))|2] (B.3)
Dans nos simulations, pour les diffe´rents canaux cite´s dans le chapitre 2, nous avons calcule´ les
valeurs de d1 et d2 et nous avons ve´rifie´ nume´riquement que |d2−d1d1 |2 est tre`s petite (environ
10−4). Ainsi, nous pouvons conside´rer que D ≃ d1IL+Lw−1 et nous obtenons l’approximation
suivante de Rg :
Rg ≃ −d1H∗IL+Lw−1HT − σ2bE
[|φ(s(nk))|2]
≃ −E [|φ(s(nk))|2] (σ2sH∗HT + σ2bILw)
≃ −E [|φ(s(nk))|2] (U∗ΛxUT )
≃ (U∗ΛgUT ) (B.4)
ou` Λg(i, i) ≃ −E
[|φ(s(nk))|2]λi.
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ANNEXE
C Complexite´ de
l’algorithme MSQD-ℓ1
Le nombre d’exponentielles implique´es dans le calcule du gradient du crite`re de l’e´galiseur
MSQD pour une modulation de type MAQ est e´gal au nombre de rayons diffe´rents dans la
constellation. Sachant que les constellations MAQ-M, ou` M repre´sente le nombre de symboles
dans la constellation, sont syme´triques, il suffit de raisonner sur le quadrant correspondant
aux symboles de parties re´elle et imaginaire positives. Pour une modulation MAQ-M, nous
avons
√
M
2 parties re´elles positives et
√
M
2 parties imaginaires positives. Le nombre de rayons
distincts pour une modulation MAQ-M est alors e´gal a` :
Ns = C
2√
M
2
+
√
M
2
=
√
M
2 !
2!(
√
(M)
2 − 2)!
+
√
M
2
. (C.1)
ou` C est l’ope´rateur de combinaison.
Pour l’e´galiseur MSQD-ℓ1, seules les parties re´elles et imaginaires positives des symboles
d’une constellation MAQ-M sont implique´s dans le calcul du gradient du crite`re. Le nombre
d’exponentielles est dans ce cas e´gal a` N
′
s =
√
M
2 .
Il est clair que lorsque M = 4, nous avons Ns = N
′
s.
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