Abstract. Immense amounts of raw instrument data (i.e., images of fluorescence) are currently being generated using ultra high-throughput sequencing platforms. An important computational challenge associated with this rapid advancement is to develop efficient algorithms that can extract accurate sequence information from raw data. To address this challenge, we recently introduced a novel model-based base-calling algorithm that is fully parametric and has several advantages over previously proposed methods. Our original algorithm, called BayesCall, significantly reduced the error rate, particularly in the later cycles of a sequencing run, and also produced useful base-specific quality scores with a high discrimination ability. Unfortunately, however, BayesCall is too computationally expensive to be of broad practical use. In this paper, we build on our previous model-based approach to devise an efficient base-calling algorithm that is orders of magnitude faster than BayesCall, while still maintaining a comparably high level of accuracy. Our new algorithm is called naiveBayesCall, and it utilizes approximation and optimization methods to achieve scalability. We describe the performance of naiveBayesCall and demonstrate how improved base-calling accuracy may facilitate de novo assembly when the coverage is low to moderate.
Introduction
Recent advances in sequencing technology is enabling fast and cost-effective generation of sequence data, and complete whole-genome sequencing will soon become a routine part of biomedical research. The key feature of the nextgeneration sequencing technology is parallelization and the main mechanism underlying several platforms is sequencing-by-synthesis (SBS); we refer the reader to [1, 15] for a more comprehensive introduction to SBS and whole-genome resequencing. Briefly, tens to hundreds of millions of random DNA fragments get sequenced simultaneously by sequentially building up complementary bases of single-stranded DNA templates and by capturing the synthesis information in a series of raw images of fluorescence. Extracting the actual sequence information (i.e., strings in {A, C, G, T}) from image data involves two computational problems, namely image analysis and base-calling. The primary function of image analysis is to translate image data into fluorescence intensity data for each DNA fragment, while the goal of base-calling is to infer sequence information from the obtained intensity data. Although algorithms developed by the manufacturers of the next-generation sequencing platforms work reasonably well, it is widely recognized that independent researchers must develop improved algorithms for optimizing data acquisition, to reduce the error rate and to reduce the cost of sequencing by increasing the throughput per run.
At present, Illumina's Genome Analyzer (GA) is the most widely-used system among the competing next-generation sequencing platforms. In GA, SBS is carried out on a glass surface called the flow cell, which consists of 8 lanes, each with 100 tiles. In a typical sequencing run, each tile holds about a hundred thousand clusters, with each cluster containing about 1000 identical DNA templates. The overall objective is to infer the sequence information for each cluster. The base-calling software supplied with GA is called Bustard, which adopts a very efficient algorithm based on matrix inversion. Although the algorithm works very well for the early cycles of a sequencing run, it is well-known that the error rate of Bustard becomes substantial in later cycles. Reducing the error rate of base-calls and improving the accuracy of base-specific quality score will have important practical implications for assembly [3, 4, 11, 12, 14, 17, 21] , polymorphism detection (especially rare ones) [2, 12] , and downstream population genomics analysis of next-generation sequencing data [7, 8] .
Recently, several improved base-calling algorithms [5, 9, 16, 19] have been developed for the Illumina platform. In particular, a large improvement in accuracy was achieved by our own method called BayesCall [9] . The key feature that distinguishes BayesCall from the other methods is the explicit modeling of the sequencing process. In particular, BayesCall explicitly takes residual effects into account and is the only existing base-calling algorithm that can incorporate time-dependent parameters. Importantly, parameter estimation is done unsupervised and BayesCall produces very good results even when using a very small training set consisting of only a few hundred randomly chosen clusters. This feature enables the estimation of local parameters to account for the potential differences between different tiles and lanes. Furthermore, being a fully parametric model, our approach provides information on the relative importance of various factors that contribute to the observed intensities, and such information may become useful for designing an improved sequencing technology.
Supervised machine learning is an alternative approach that other researchers have considered in the past for base-calling. For example, Alta-Cyclic [5] is a method based on the support vector machine that requires a large amount of labeled training data. To create a rich training library, in every sequencing run it requires using a control lane containing a sample with a known reference genome. Note that using such a control incurs cost and takes up space on the flow cell that could otherwise be used to sequence a sample of interest to the biologist. Furthermore, this approach cannot handle variability across lanes.
In [9] , we showed that our method significantly improves the accuracy of basecalls, particularly in the later cycles of a sequencing run. In addition, we showed that BayesCall produces quality scores with a high discrimination ability [6] that consistently outperforms both Bustard's and Alta-Cyclic's. Unfortunately, however, this improvement in accuracy came at the price of substantial increase in running time. BayesCall is based on a generative model and performs base-calls by maximizing the posterior distribution of sequences given observed data (i.e., fluorescence intensities). This step involves using the Metropolis-Hastings algorithm with simulated annealing, which is computationally expensive; it would take several days to base-call a single lane using a desktop computer. This slow running time seriously restricts the practicality of BayesCall.
The goal of this paper is to build on the ideas behind BayesCall to devise an efficient base-calling algorithm that is orders of magnitude faster than BayesCall, while still maintaining a comparably high level of accuracy. There are two computational parts to BayesCall: parameter estimation and base-calling. Since estimation of the time-dependent parameters in BayesCall can be performed progressively as the sequencing machine runs, we believe that the bottleneck is in the base-calling part. Our new algorithm is called naiveBayesCall. It is based on the same generative model as in BayesCall and employs the same parameter estimation method as before (see [9] for details). However, in contrast to BayesCall, our new algorithm avoids doing Markov chain Monte Carlo sampling in the base-calling part of the algorithm. Instead, naiveBayesCall utilizes approximation and optimization methods to achieve scalability. To test the performance of our method, we use a standard resequencing data of PhiX174 virus, obtained from a 76-cycle run on Illumina's GA II platform. Then, we demonstrate how improved base-calling accuracy may facilitate de novo assembly.
Our software implementation can be run either on an ordinary PC or on a computing cluster, and is fully compatible with the file formats used by Illumina's GA pipeline. Our software is available at http://bayescall.sourceforge.net/.
A review of the model underlying the original BayesCall algorithm
Our main goal in developing BayesCall was to model the sequencing process in GA to the best of our knowledge, by taking stochasticity into account and by explicitly modeling how errors may arise. In each cycle, ideally the synthesis process is supposed to add exactly one complementary base to each template, but, unfortunately, this process is not perfect and some templates may jump ahead (called prephasing) or lag behind (called phasing) in building up complementary strands. This is a major source of complication for base-calling. Environment factors such as temperature fluctuation also contribute to stochasticity. Below, we briefly review the main ideas underlying BayesCall [9] . Throughout, we adopt the same notational convention as in [9] : Multi-dimensional variables are written in boldface, while scalar variables are written in normal face. The transpose of a matrix M is denoted by M . The index t is used to refer to a particular cycle, while the index k is used to refer to a particular cluster of identical DNA templates. The total number of cycles in a run is denoted by L.
The graphical model for BayesCall. The observed random variables are the intensities I t,k . Base-calling is done by finding the maximum a posteriori estimates of S t,k . In this illustration, the window within which we consider phasing and prephasing effects has size 5. In our implementation, we use a window of size 11.
Let e i denote a 4-component column unit vector with a 1 in the ith entry and 0s elsewhere. We use the basis with A, C, G, T corresponding to indices 1, 2, 3, 4, respectively. BayesCall is founded on a graphical model, illustrated in Figure 1 . It involves the following random variables:
. . , S L,k ), with S t,k ∈ {e A , e C , e G , e T }, to denote the 4-by-L binary sequence matrix corresponding to the complementary sequence of the DNA templates in cluster k. The main goal of base-calling is to infer S k for each cluster k. We assume a uniform prior on sequences:
If the genome-wide nucleotide distribution of the sample is known, then that distribution may be used here instead, which should improve the accuracy of base-calls.
Active template density (Λ t,k ): In BayesCall, fluctuation in fluorescence intensity over time is explicitly modeled using a random variable Λ t,k that corresponds to the per-cluster density of templates that are "active" (i.e., able to synthesize further) at cycle t in cluster k. Given Λ t−1,k from the previous cycle, Λ t,k is distributed as a 1-dimensional normal distribution with mean
(1)
to denote the fluorescence intensities of A, C, G, T channels at cycle t in cluster k, after subtracting out the background signals. These are the observed random variables in our graphical model.
As mentioned above, the DNA synthesis process is not perfect and may go out of "phase." In Bustard and BayesCall, the synthesis process in a cycle is modeled by a Markov model in which the position of the terminating complementary nucleotide of a given template changes from i to j according to the transition matrix P = (P ij ) given by
Here, p denotes the probability of phasing (i.e., no new base is synthesized during the cycle), while q denotes the probability of prephasing (i.e., two bases are synthesized). Normal synthesis of a single complementary nucleotide occurs with probability 1 − p − q. At cycle 0, we assume that all templates start at position 0; i.e., no nucleotide has been synthesized. Note that the (i, j) entry of the matrix P t corresponds to the probability that a terminator at position i moves to position j after t cycles.
Define Q jt as the probability that a template terminates at position j after t cycles. It is easy to see that Q jt = [P t ] 0,j , the (0, j) entry of the matrix P t . We use Q t to denote column t of the L-by-L matrix Q = (Q jt ). In practice, Q t will have only a few dominant components, with the rest being very small. More precisely, the dominant components will be concentrated about the tth entry. Therefore, at cycle t, we simplify the computation by considering phasing and prephasing effects only within a small window w about position t. Let Q w t denote the L-dimensional column vector obtained from Q t by setting the entries outside the window to zero. Hence, the concentration of active templates in cluster k with A, C, G, T terminating complementary nucleotide can be approximated by the following 4-dimensional vector:
The four fluorophores used to distinguish different terminating nucleotides have overlapping spectra [20] , and this effect can be modeled as X t Z w t,k , where X t ∈ R 4×4 is a matrix called the crosstalk matrix, with (X t ) ij denoting the response in channel i due to fluorescence of a unit concentration of base j. (We refer the reader to [13] for discussion on estimating X t .)
In addition to phasing and prephasing effects, we observed other residual effects that propagate from one cycle to the next. We found that modeling such extra residual effects improves the base-call accuracy. In BayesCall, we introduced parameters α t and assumed that the observed intensity I t,k at cycle t contains the residual contribution α t (1 − d t )I t−1,k from the previous cycle. In summary, the mean fluorescence intensity for cluster k at cycle t is given by
with I 0,k defined as the zero vector 0. Finally, with the assumption that the background noise at cycle t is distributed as Gaussian white noise with zero mean and covariance matrix Z w t,k 2 Σ t , where · denotes the 2-norm, the observed fluorescence intensity in BayesCall is distributed as the following 4-dimensional normal distribution:
where the mean is shown in (3).
In BayesCall, global parameters p, q, and cycle-dependent parameters d t , α t , σ t , X t , Σ t are estimated using the expectation-maximization (EM) algorithm, combined with Monte-Carlo integration via the Metropolis-Hastings algorithm.
naiveBayesCall: a new algorithm
We now describe our new algorithm naiveBayesCall. As mentioned in Introduction, it is based on the same graphical model as in BayesCall, and we employ the method detailed in [9] to estimate the parameters in the model. The main novelty of naiveBayesCall is in the base-calling part of the method. We divide the presentation of our new base-calling algorithm into two parts. First, we propose a hybrid algorithm that combines the model described in Section 2 with the matrix inversion approach employed in Bustard. Then, we use the hybrid algorithm to initialize an optimization procedure that both improves the base-call accuracy and produces useful per-base quality scores.
A hybrid base-calling algorithm
We present a new inference algorithm for the model described in Section 2. The main strategy is to avoid direct inference of the continuous random variables Λ t,k . First, for each cycle t, we estimate the average concentration c t of templates within each tile. In [9] , we showed that the magnitude of the fluctuation rate d t (c.f., (1)) is typically very small (less than 0.03) for all 1 ≤ t ≤ L. Hence, assuming that d t is close to zero for all t, we estimate the tile-wide average concentration c t using
where K denotes the total number of clusters in the tile and [y] b denotes the bth component of vector y. The above c t serves as our estimate of Λ t,k for all clusters k within the same tile. Using this estimate, we definẽ
where (y) + denotes the vector obtained from y by replacing all negative components with zeros. Note that subtracting α t ct ct−1 I t−1,k from I t,k accounts for the
Algorithm 1 Hybrid Algorithm
Compute residual-corrected intensitiesĨ k using (6).
Compute concentration matrix Z k according to (7) . Correct for phasing and prephasing effect using (8) .
L,k using (9) and output the associated sequence. end for end for residual effect modeled in (3). The ratio ct ct−1 rescales I t−1,k so that its norm is similar to that of I t,k .
After determiningĨ t,k , the rest of the hybrid base-calling algorithm resembles Bustard. (For a detailed description of Bustard, see [9] .) First, for each cycle t, we estimate the cluster-specific normalized concentration of four different bases using
where X t is the 4-by-4 crosstalk matrix at cycle t (see previous section). Normalizing by the tile-wide average c t is to make the total concentration stay roughly the same across all cycles. Note that Z t,k is an estimate of the concentration vector shown in (2) . Now, we let Z k = (Z 1,k , . . . , Z L,k ) and use the following formula to correct for phasing and prephasing effects:
where
is the L-by-L phasing-prephasing matrix defined in Section 2. Finally, for t = 1, . . . , L, the row index of the largest value in column t of (8) is called as the tth base of the DNA templates in cluster k:
Algorithm 1 summarizes the hybrid base-calling algorithm just described. The performance of the hybrid algorithm will be discussed in Section 4. We will see that, with the parameters estimated in BayesCall, our simple hybrid algorithm already outperforms Bustard.
Estimating Λ k via optimization and computing quality scores
In this section, we devise a method to improve the hybrid algorithm described above and to compute base-specific quality score. The Viterbi algorithm [18] has been widely adopted as a dynamic programming algorithm to find the most probable path of states in a hidden Markov Model. There are two source of difficulty in applying the Viterbi algorithm to our problem:
is defined as in (10). Compute base-specific quality score Q(b) using (14) and (15) . end for
. end for Call s 1,k , . . . , s L,k as the inferred sequence and output base-specific quality scores. end for 1. Our model is a high order Markov model, so path tracing can be computationally expensive. This complexity arises from modeling phasing and prephasing effects. Recall that the observation probability at a given cycle t depends on all hidden random variables S i,k with i within a window w about t. In [9] , we used 11 for the window size. 2. In addition to the discrete random variables S k = (S 1,k , . . . , S L,k ) for the DNA sequence, our model contains continuous hidden random variables
. . , Λ L,k ), but the Viterbi algorithm cannot handle continuous variables. One might try to address this problem by marginalizing out Λ k , but it turns out that the maximum a posteriori (MAP) estimate of Λ k is useful for computing quality scores.
To address the first problem, we obtain a good initial guess of hidden variables S k and use it to break the high order dependency. To cope with the second problem, we adopt a sequential approach. Algorithm 2 summarizes our naiveBayesCall algorithm and a detailed description is provided below. Our algorithm iteratively estimates Λ t,k and updates S t,k , starting with t = 1 and ending at t = L. Let S (i) k denote the sequence matrix after the ith iteration. We initialize S
is obtained using the hybrid algorithm described in Section 3.1. Let s t,k denote the base (i.e., A, C, G, or T) called by naiveBayesCall for position t of the DNA sequence in cluster k. At iteration t, the first t − 1 bases s 1,k , . . . , s t−1,k have been called and the vectors S 1,k , . . . , S t−1,k have been updated accordingly. The following procedures are performed at iteration t:
Optimization: Our inference of Λ t,k depends on the base at position t, which has not been called yet. We use λ b t,k to denote the inferred value of Λ t,k , given that the base at position t is b. For a given base b ∈ {A, C, G, T }, we define the log-likelihood function
where R t,b (S (t−1) k ) denotes the sequence matrix obtained by replacing column t of S (t−1) k with the unit column vector e b , the probability P[λ|λ (2)- (4), More exactly, is the probability density function of a multivariate normal distribution with mean vector µ and covariance matrix Σ. For each b ∈ {A, C, G, T }, we estimate λ b t,k using the following optimization:
Our implementation of naiveBayesCall uses the golden section search method [10] to solve the 1-dimension optimization problem in (12) .
Base-calling:
The nucleotide at position t is called as
and the sequence matrix is updated accordingly:
Quality score: For position t, the probability of observing b is estimated by
and the quality score for base b is given by
Results
In this section, we compare the performance of our new algorithm naiveBayesCall with that of Bustard, Alta-Cyclic [5] , and our original algorithm BayesCall [9] .
Data and test setup
In our empirical study, we used a standard resequencing data of PhiX174 virus, provided to us by the DPGP Sequencing Lab at UC Davis. The data were obtained from a 76-cycle run on the Genome Analyzer II platform, with the viral sample in a single lane of the flow cell. The lane consisted of 100 tiles, containing a total of 14,820,478 clusters. Illumina's base-calling pipeline, called
Integrated Primary Analysis and Reporting, was applied to the image data to generate intensity files. The entire intensity data were used to train Alta-Cyclic and BayesCall. Further, since Alta-Cyclic requires a labeled training set, the reads base-called by Bustard and the PhiX174 reference genome were also provided to Alta-Cyclic. To estimate parameters in BayesCall and naiveBayesCall, the intensity data for only 250 randomly chosen clusters were used.
To create a classification data set for testing the accuracy of the four basecalling algorithms, the sequences base-called by Bustard were aligned against the PhiX174 reference genome, and those reads containing more than 22 mismatches (i.e., with more than 30% of difference) were discarded. This filtering step reduced the total number of clusters to 6,855,280, and the true sequence associated with each cluster was assumed to be the 76-bp string in the reference genome onto which the alignment algorithm mapped the sequence base-called by Bustard. The same set of clusters was used to test the accuracy of all four methods.
Note that since the classification data set was created by dropping those clusters for which Bustard produced many errors, the above experiment setup slightly favored Bustard. Also, it should be pointed out that since Alta-Cyclic was trained on the entire lane, it actually had access to the entire testing data set during the training phase.
Improvement in running time
The experiments were done on a Mac Pro with two quad-core 3.0GHz Intel Xeon processors, utilizing all eight cores. Table 1(a) shows the training time and the prediction time of Alta-Cyclic, BayesCall, and naiveBayesCall. The times reported in Table 1 (a) are for the full-lane of data. The training time of naiveBayesCall is the same as that of BayesCall, since naiveBayesCall currently uses the same parameter estimation method as in BayesCall. Although the training time of BayesCall is longer than that of Alta-Cyclic, we point out that, in principle, the cycle-dependent parameters in BayesCall can be estimated progressively as the sequencing machine runs (a run currently takes about 10 days). This advantage comes from the fact that BayesCall can be trained without labeled training data. As Table 1 (a) illustrates, naiveBayesCall dramatically improves the base-calling time over BayesCall, delivering about 60X speedup. This improvement makes our model-based base-calling approach practical.
Summary of base-call accuracy
Table 1(b) shows the overall base-call accuracy of the four different methods. The columns under the label "4 Tiles" show the results for only 4 out of the 100 tiles in the lane. Since it would take more than 15 days for BayesCall to call bases for the entire lane, it was not used in the full-lane study. Both Bustard and Alta-Cyclic were trained on the full-lane data. To train BayesCall for the 4-tile data, we randomly chose 250 clusters from each tile to estimate tile-specific parameters, Table 1 . Comparison of overall performance results (a) Running times (in hours). (b) Base-call error rates. BayesCall's testing time was estimated from that for 4 tiles of data. The "by-base" error rate refers to the ratio of the number of miscalled bases to the total number of base-calls made, while the "by-read" error rate refers to the ratio of the number of reads each with at least one miscalled base to the total number of reads considered. From Table 1 (b), we see that the performance of naiveBayesCall is comparable to that of BayesCall. Figure 2 shows the tile-specific average error rate for each tile of the full-lane data. Note that naiveBayesCall clearly outperforms both Bustard and Alta-Cyclic for tiles 21 to 100, but has comparable error rates for tiles 1 to 20. It is possible to improve naiveBayesCall's accuracy for the first 20 tiles by using tile-specific parameter estimates (see Discussion). Figure 3 (a) illustrates the cycle-specific average error rate. Note that naiveBayesCall's average accuracy dominates Alta-Cyclic's for all cycles. Furthermore, the improvement of naiveBayesCall over Bustard increases with cycles, as illustrated in Figure 3(b) . This suggests that it is possible to run the sequencing machine for longer cycles and still obtain useful sequence information for longer reads by using an improved base-calling algorithm such as ours. Furthermore, we believe that fewer errors in later cycles may facilitate de novo assembly. We return to this point in Section 4.5.
Discrimination ability of quality scores
To compare the utility of quality scores, we follow the idea in [6] and define the discrimination ability D( ) at error tolerance as follows. up to this point is defined as D( ). Hence, D( ) corresponds to the number of bases that can be correctly called at error tolerance , if we use quality scores to discriminate bases with lower error probabilities from those with higher error probabilities. For any given , a good quality score should have a high D( ). Shown in Figure 4 is a plot of D( ) for naiveBayesCall, Alta-Cyclic, and Bustard. As the figure shows, naiveBayesCall's quality score consistently outperforms Alta-Cyclic's. For < 0.0017 and > 0.0032, naiveBayesCall's quality score has a higher discrimination ability than Bustard's, while the opposite is true for the intermediate values 0.0017 < < 0.0032. 
Effect of base-calling accuracy on the performance of de novo assembly
Here, we demonstrate how improved base-calling accuracy may facilitate de novo assembly. Because of the short read length and high sequencing error rate, de novo assembly of the next-generation sequencing data is a challenging task. Recently, several promising algorithms [3, 4, 14, 17, 21] have been proposed to tackle this problem. In our study, we used the program Velvet [21] to perform de novo assembly of the reads called by different base-calling algorithms. First, we randomly chose a set of clusters from the 4-tile data without doing any filtering. Then, we base-called those clusters using each of Bustard, Alta-Cyclic, BayesCall, and naive-BayesCall, producing four different sets of base-calls on the same data set. For each set of base-called reads, Velvet was run with the k-mer length set to 55. For a given choice of coverage, we repeated this experiment 100 times. The results are summarized in Table 2 , which shows the N50 length, the maximum contig length, and the total number of contigs produced; these numbers were averaged over the 100 experiments. On average naiveBayesCall led to better de novo assemblies than did Bustard or Alta-Cyclic: For 5X and 10X coverages, the performance of naiveBayesCall was similar to that of Bustard's in terms of the N50 and maximum contig lengths, but naiveBayesCall produced significantly more contigs than did Bustard. For 15X and 20X, naiveBayesCall clearly outperformed Bustard in all measures, producing longer and more contigs. The results for BayesCall and naiveBayesCall were comparable.
Discussion
Reducing the base-call error rate has important consequences for several subsequent computational problems, including assembly, SNP calling, disease association mapping, and population genomics analysis. In this paper, we have developed new algorithms to make our model-based base-calling approach scalable. Being a fully-parametric model, our approach is transparent and provides Table 2 . Average contig lengths resulting from de novo assembly of the 76-cycle PhiX174 data, when different base-calling algorithms are used to produce the input short-reads. The length of the PhiX174 genome is 5386 bp, and Velvet [21] was used to perform the assembly. N50 is a statistic commonly used to assess the quality of de novo assembly. It is computed by sorting all contigs by their size in decreasing order and adding the length of these contigs until the sum is greater than 50% of the total length of all contigs. The length of the last added contig is reported as N50. A larger N50 indicates a better assembly. Also shown are the maximum contig length (denoted "Max") and the total number of contigs (denoted "#Ctgs"). quantitative insight into the underlying sequencing process. The improvement in base-call accuracy delivered by our algorithm implies that it is possible to obtain longer reads for a given error tolerance. In our method, it is feasible to estimate parameters using a training set consisting of only a few hundred randomly chosen clusters. We believe that naiveBayesCall's ability to estimate local parameters using a small number of clusters should allow one to take into account the important differences between different tiles and lanes (recall the results discussed in Section 4.3). One possible approach to take in the future is to partition the lane into several regions and estimate region-specific parameters. Further, adopting the following strategy may work well: Estimate lane-wide parameters using a small number of clusters randomly chosen from the entire lane. Then, obtain tile-specific or region-specific parameter estimates by initializing with the lane-wide estimates and by performing a few iterations of the expectation-maximization algorithm (as described in [9] ) using a small number of clusters from the tile or region. We believe that the accuracy of naiveBayesCall can be improved significantly by using tile-specific or region-specific parameter estimates.
