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Joseph Basquin
Abstract. We consider a sequence {f(p)}p prime of independent random
variables taking values ±1 with probability 1/2, and extend f to a multi-
plicative arithmetic function defined on the squarefree integers. We investi-
gate upper bounds for Ψf (x, y), the summatory function of f on y-friable
integers 6 x.
We obtain estimations of the type Ψf (x, y)≪ Ψ(x, y)1/2+ε, more precise
formulas being given in suitable regions for x, y.
In the special case y = x, this leads to the estimate Mf (x) =∑
n6x f(n)≪
√
x (log log x)2+ε, which improves on previous bounds.
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1. Introduction et description des re´sultats
1·1. Fonctions multiplicatives ale´atoires
L’e´tude des sommes de fonctions multiplicatives est un domaine central de la
the´orie analytique des nombres. Ces fonctions posse`dent, dans la plupart des cas
inte´ressants, un comportement statistique complexe.
D’ou` l’ide´e, mise en pratique par plusieurs auteurs, de conside´rer des fonctions
multiplicatives ale´atoires, dont les variations, que l’on peut appre´hender par les
outils de la the´orie des probabilite´s, fournissent un mode`le pertinent de la situation
arithme´tique. Selon les hypothe`ses effectue´es sur les variables ale´atoires en cause,
de tels mode`les peuvent eˆtre adapte´s aux diverses situations concre`tes rencontre´es
en the´orie des nombres.
La voie privile´gie´e par Wintner dans [14] consiste a` conside´rer, pour chaque
nombre premier p, une variable ale´atoire de Bernoulli f(p), prenant les valeurs
1 et −1 avec probabilite´ 1/2, et a` e´tendre par multiplicativite´ cette fonction f a`
l’ensemble des entiers sans facteur carre´. Ceci donne lieu a` la de´finition suivante.
De´finition 1.1. Notant P l’ensemble des nombres premiers, soient {f(p)}p∈P une
suite de variables ale´atoires de Bernoulli inde´pendantes prenant les valeurs +1 et
−1 avec probabilite´ 1/2, et f la fonction multiplicative de´finie pour n ∈ N∗ par
f(n) := µ(n)2
∏
p|n
f(p).
Sous ces hypothe`ses, nous dirons que f est une fonction multiplicative ale´atoire au
sens de Wintner.
Posons
Mf(x) :=
∑
n6x
f(n) (x > 1).
Une mesure de l’inde´pendance statistique des facteurs premiers des entiers est
obtenue en comparant la fonction sommatoire de telles fonctions multiplicatives
ale´atoires a` celle d’un mode`le probabiliste, comme par exemple celui d’une somme
de variables ale´atoires centre´es inde´pendantes relevant du the´ore`me central limite.
Citons un premier re´sultat de Wintner [14] allant dans cette direction. Nous
utilisons dore´navant la mention ps pour qualifier une assertion ale´atoire valide
presque suˆrement.
The´ore`me A. Soit f une fonction multiplicative ale´atoire au sens de Wintner.
Pour tout ε > 0, nous avons
Mf(x)≪ x1/2+ε (x > 1) ps.
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L’enjeu essentiel du proble`me est de comparer le cas e´tudie´ ici au cas sans
contrainte arithme´tique, c’est-a`-dire f(n) = ±1 avec probabilite´ 1/2, pour lequel
la loi du logarithme ite´re´ fournit l’estimation(1)
Mf (x)≪
√
x log2 x,
et ainsi d’e´lucider l’influence de la condition arithme´tique de multiplicativite´.
Dans un travail non publie´, Erdo˝s obtient l’existence d’une constante c1 > 0 pour
laquelle on a la majoration
Mf(x)≪
√
x (log x)c1 ps.
Hala´sz [5] pre´cise cette majoration et e´tablit le re´sultat suivant.
The´ore`me B. Soit f une fonction multiplicative ale´atoire au sens de Wintner. Il
existe une constante c2 > 0 telle que l’on ait
Mf(x)≪
√
x ec2
√
(log2 x) log3 x (x > 16) ps.
Dans une version pre´liminaire [9] (ame´liore´e depuis) d’un re´cent travail, Lau,
Tenenbaum et Wu pre´cisent encore cette majoration et obtiennent, pour une
fonction multiplicative ale´atoire au sens de Wintner f ,
(1·1) Mf (x)≪
√
x (log2 x)
5/2+ε ps.
1·2. Entiers friables
Nous utilisons la notation P+(n) (resp. P−(n)) pour le plus grand (resp. petit)
facteur premier d’un entier n avec la convention P+(1) := 1 (resp. P−(1) := ∞).
Un entier dont le plus grand facteur premier ne de´passe pas y est dit y-friable.
Nous de´signons par S(x, y) l’ensemble des entiers y-friables infe´rieurs ou e´gaux a` x
et par Ψ(x, y) son cardinal. Pour une fonction arithme´tique f , nous posons de plus
Ψf (x, y) :=
∑
n∈S(x,y)
f(n).
Nous notons
Ψ∗(x, y) := Ψµ2(x, y)
pour le nombre des entiers y-friables, sans facteur carre´ et n’exce´dant pas x.
L’e´tude de la friabilite´ et de son interaction avec les crite`res usuels de description
utilise´s en the´orie probabiliste des nombres constitue une branche essentielle de
1. Ici et dans la suite, nous de´signons par logk la k-ie`me ite´re´e de la fonction logarithme.
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l’arithme´tique. Ce sujet fait l’objet d’une importante litte´rature depuis les anne´es
1950, en particulier ces vingt dernie`res anne´es.
1·3. Re´sultats
Nous nous proposons ici d’e´tudier les sommes friables Ψf (x, y) d’une fonction
multiplicative ale´atoire au sens de Wintner f .
Un raisonnement statistique laissant augurer que les termes de la somme
se comportent comme des variables ale´atoires inde´pendantes, il est raisonnable
d’espe´rer que la somme se comporte comme la racine carre´e du nombre de termes,
e´ventuellement multiplie´e par un facteur a` faible croissance en x et y.
Posons ϑ(y) :=
∑
p6y log p. Nous pouvons a` pre´sent e´noncer notre re´sultat
principal.
The´ore`me 1.2. Soit f une fonction multiplicative ale´atoire au sens de Wintner.
Pour tout ε > 0, il existe des constantes positives c3, c4, c5, c6, telles que nous ayons
presque suˆrement,
Ψf (x, y)


≪ √x (log2 x)2+ε si xc3 (log3 x)/ log2 x 6 y 6 x
et x > 16,
≪
√
Ψ∗(x, y) ec4u(log x)c5 si c6 log x 6 y < xc3 (log3 x)/ log2 x,
et x > 16.
Remarques. (i) Dans le cas particulier y = x, il est a` noter que le the´ore`me pre´ce´dent
fournit une ame´lioration du re´sultat (1·1) :
Mf(x)≪
√
x (log2 x)
2+ε ps.
(ii) Lorsque ϑ(y) 6 log x et x > 2, nous avons
Ψf (x, y) =
{
0 avec probabilite´ 1− 2−π(y),
2π(y) avec probabilite´ 2−π(y).
En effet, dans ce domaine, on a
Ψf (x, y) =
∑
P+(n)6y
f(n) =
∏
p6y
(
1 + f(p)
)
= 0
si et seulement s’il existe p 6 y tel que f(p) = −1, ce qui intervient avec probabilite´
1− 2−π(y).
Le The´ore`me 1.2 implique le re´sultat suivant.
Corollaire 1.3. Soient f une fonction multiplicative au sens de Wintner et ε > 0.
Il existe une constante une constante positive Cε telle que, pour x, y > 2 et
y > Cε log x, nous ayons
Ψf (x, y)≪ Ψ∗(x, y)1/2+ε.
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2. Lemmes
2·1. E´valuation d’une somme de fonction multiplicative
Nous de´signons par
∑y,z
n une sommation dont l’indice entier n est soumis a` la
condition p |n⇒ y < p 6 z.
Pour y > 2, nous posons de plus L(y) := exp{(log y)3/5/(log2 y)1/5}.
La majoration suivante, obtenue par Lau, Tenenbaum et Wu ([9]) pour certaines
sommes de fonctions multiplicatives, prolonge le lemme 3 de [5].
Lemme 2.1. Soient γ, δ > 0, y > 2, κ > 1 et a, b ∈ N∗ tels que b > a. Il existe des
constantes c7, c8, c9 > 0 telles que nous ayons, uniforme´ment pour γ > c8/L(y)
c9
et y > {b/(b− a)}1+δ,
y,y1+γ∑
a<r6b
µ(r)2κω(r) 6 c7
b− a
log y
κ e2γ κ.
De´monstration. En suivant la me´thode employe´e par Hala´sz dans [5] (lemme 3 (ii)),
il vient
A :=
y,y1+γ∑
a<r6b
µ(r)2κω(r) 6
1
log a
y,y1+γ∑
m6b/y
µ(m)2κω(m)+1
∑
a/m<p6b/m
log p.
Notons que l’on peut supposer b > y, car dans le cas contraire, la somme a` estimer
est nulle. Observons e´galement que les hypothe`ses y > {b/(b− a)}1+δ et m 6 b/y
impliquent
(2·1) b− a
m
>
b
my1/(1+δ)
>
( b
m
)1−1/(1+δ)
> 1.
Le the´ore`me de Brun-Titchmarsh (voir [10], the´ore`me I.4.16) nous permet alors,
pour m 6 b/y, de majorer la somme en p de la fac¸on suivante
∑
a/m<p6b/m
log p 6 log(b/m)
∑
a/m<p6b/m
1 6 c10
(b− a) log(b/m)
m log((b − a)/m) ·
La relation (2·1) implique par ailleurs que
A 6 c10
(b− a)κ log(b/m)
(log a) log((b − a)/m)
y,y1+γ∑
m6b/y
µ(m)2κω(m)
m
6 c10
(b− a)κ
log a
∏
y<p6y1+γ
(
1 +
κ
p
)
.
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On conclut en faisant usage de l’estimation suivante, de´coulant par exemple du
lemme 3.6 de [3],
∑
y<p6y1+γ
1
p
= log(1 + γ) +O
( 1
L(y)c9
)
6 2γ,
de`s lors que γ > c8/L(y)
c9. ⊓⊔
2·2. Espe´rance de fonctions multiplicatives ale´atoires
Le lemme suivant est duˆ Bonami [1]. Hala´sz ([5], lemme 2) en a donne´ une
nouvelle de´monstration. La formulation donne´e ici est adapte´e au cas des fonctions
multiplicatives ale´atoires.
Lemme 2.2. Soient f une fonction multiplicative ale´atoire au sens de Wintner,
ℓ > 2 un entier pair, et {an}n>1 une suite de nombres complexes. Nous avons
∣∣∣E{(∑
n>1
anf(n)
)ℓ}∣∣∣ 6 (∑
n>1
µ(n)2|an|2(ℓ− 1)Ω(n)
)ℓ/2
.
Cette majoration s’ave`re cruciale pour e´valuer les moments d’ordre pair de
fonctions multiplicatives ale´atoires.
Remarque. Pour ℓ = 2 et {an}n>1 e´gale a` la fonction indicatrice des entiers y-
friables infe´rieurs a` x, la majoration fournie par le lemme pre´ce´dent est en fait une
e´galite´. Nous avons en effet
(2·2) E (Ψf (x, y)2) = Ψ∗(x, y) (x, y > 2).
Cela re´sulte du de´veloppement du carre´ sous la forme
E (Ψf (x, y)
2) = E
{ ∑
m,n∈S(x,y)
f(m)f(n)
}
=
∑
m,n∈S(x,y)
E f(m)f(n).
Il suffit ensuite d’observer que, si m et n sont sans facteur carre´ et m 6= n, il existe
un nombre premier p tel que p ‖ mn.(2) Il en de´coule
E (f(m)f(n)) = E (f(p))E (f(mn/p)) = 0.
2·3. Entiers friables sans facteur carre´
Le re´sultat suivant, obtenu par La Brete`che et Tenenbaum [2], fournit une
description de la re´partition des entiers friables sans facteur carre´ dans les petits
intervalles.
2. Ici pν ‖ a signifie : pν |a et pν+1 ∤ a.
Sommes friables de fonctions multiplicatives ale´atoires 7
Lemme 2.3. Soit κ > 1. Nous avons, uniforme´ment sous les conditions x > y > 2
et max(1, xy−κ) 6 z 6 x,
Ψ∗(x + z, y)−Ψ∗(x, y)≪ z
x
Ψ∗(x, y).
Posons a` pre´sent ϕ(s, y) :=
∑
p6y log(1 + 1/p
s) (s > 0) et de´signons par
α = α(x, y) l’unique solution positive de l’e´quation
(2·3) −ϕ′(α, y) =
∑
p6y
log p
1 + pα
= log x.
Par ailleurs, nous de´signons par β := β(x, y) l’unique solution positive de l’e´quation
∑
p6y
log p
pβ − 1 = log x.
Pour t > 0, t 6= 1, nous de´finissons ξ(t) comme l’unique solution re´elle non nulle
de l’e´quation
eξ = 1 + tξ,
et posons ξ(1) = 0.
Rappelons que pour ε > 0, x > x0(ε) et (log x)
1+ε < y 6 x, nous avons les
estimations (voir (7.8) de [7] et (2.17) de [2])
(2·4) α(x, y)
β(x, y)
}
= 1− ξ(u)
log y
+O
( 1
Lε(y)
+
1
u(log y)2
)
,
ou` nous avons pose´
Lε(y) := exp
{
(log y)3/5−ε
}
.
Le re´sultat suivant est un analogue du the´ore`me 2.4 de [3], e´nonce´ ici dans le cas
des entiers friables sans facteur carre´.
Lemme 2.4. Il existe des constantes absolues positives b1, b2, et une fonction
b = b(x, y; d) ∈ [b1, b2] telles que, sous les conditions
x > y > 2, ϑ(y) > 2 logx, 1 6 d 6 x,
nous ayons uniforme´ment
(2·5) Ψ∗
(x
d
, y
)
=
Ψ∗(x, y)
dα
e−bt
2/u
{
1 +O
( t√
u
+
1
uy
)}
,
ou` t := (log d)/ log y, uy := u + (log y)/ log(u + 2), et α = α(x, y) est de´fini par
(2·3).
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De´monstration. Notons que nous pouvons supposer x et y assez grands. En effet,
lorsque x est borne´, le re´sultat est acquis sous re´serve que les constantes implicites
des termes d’erreurs soient choisies suffisamment grandes. Si y est borne´, la relation
ϑ(y) > 2 logx implique que x est borne´ a` son tour, d’ou` le re´sultat. Nous supposons
donc dans toute la suite que x et y sont suffisamment grands.
Plac¸ons-nous tout d’abord dans le domaine
(2·6) y > (log x)3, x > x0.
Nous pouvons faire appel aux re´sultats de [3] concernant le comportement local
de Ψ(x, y). Au vu de l’estimation (2·4), nous avons β > 3/5, de`s que y est assez
grand. Les quantite´s ζ(2β, y) et
∏
p6y(1 + p
−2β) e´tant borne´es, le corollaire 2.6 de
[3] nous permet alors d’e´crire
Ψ∗(x, y) =
Ψ(x, y)
ζ(2β, y)
{
1 +O
( 1
uy
)}
,
ou` nous avons pose´, pour y > 2,
ζ(s, y) :=
∑
P+(n)6y
1
ns
=
∏
p6y
(
1− 1
ps
)−1
·
Nous avons d’une part
ζ(2β, y) = ζ(2β) +O(1/uy),
et d’autre part,
∑
p6y
(β − α)(log p)2
pβ − 1 ≪
∑
p6y
(pβ − pα) log p
(pα + 1)(pβ − 1) =
∑
p6y
2 log p
(pα + 1)(pβ − 1) ≪ 1,
ce qui implique encore
β − α≪ 1/u(log y)2.
Le the´ore`me 2.4 de [3] implique alors
Ψ∗
(x
d
, y
)
=
Ψ∗(x, y)
dα
exp
{−b t2
u
+ (α− β) log d
}{
1 +O
( t
u
+
1
uy
)}
,
sous la condition (2·6), ce qui fournit bien la formule (2·5) dans ce domaine. De
plus, on peut y remplacer t/
√
u par t/u dans le terme d’erreur.
Il reste a` examiner le cas
x > x0, 2 logx < ϑ(y) 6 (log x)
3,
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Nous pouvons nous limiter a` prouver le re´sultat lorsque t 6 u− 1, i.e. d 6 x/y. En
effet, si nous supposons le re´sultat e´tabli dans ce sous-domaine, nous avons, lorsque
x/y < d 6 x,
Ψ∗
(x
d
, y
)
≍ x
d
=
x
d y
y ≪ x
d y
Ψ∗(x, y)
(x/y)α
√
u e−b (u−1)
2/u
≪ Ψ
∗(x, y)
dα
e−bu/2 ≪ Ψ
∗(x, y)
dα
e−bt
2/2u,
car α < 1 d’apre`s le lemme 2.8 de [2] sous la forme
α =
{
1 +O
( 1
log y
)} log(1 + z)
log y
,
ou` z := z(x, y) > 0 est implicitement de´fini par la relation ϑ(y) = (2 + z) log y.
Notons que dans le domaine conside´re´, nous avons u≫ uy et le the´ore`me 2.1 de
[2] fournit, pour 1 6 d 6 x/y,
Ψ∗
(x
d
, y
)
= eh(u−t)
{
1 +O
( t+ 1
u
)}
,
ou` nous avons pose´
h(v) := αvv log y + ϕ(α, y) + g(α
√
σ2), αv := α(y
v, y) (v > 1),
g(z) := log
{ez2/2√
2π
∫ ∞
z
e−t
2/2 dt
}
, σ2 :=
d2ϕ
ds2
(α, y).
Il est e´tabli en (2.35) de [2] que l’on a,
(2·7) h′(v) = αv log y +O
( 1√
v + v log(1 + z)
+
1
v
)
(v > 1).
Il vient alors, pour t 6 u− 1,
h(u− t) = h(u)− αu t log y − I +R,
avec R≪ ∫ u
u−t dv/
√
v ≪ t/√u et
I := (log y)
∫ u
u−t
{αv − αu} dv ≍
∫ u
u−t
∫ u
v
dw dv
w
= −(u− t) log
( u
u− t
)
+ t,
graˆce a` l’esimation α′v ≍ −1/(v log y) (v > 1) obtenue dans [2]. Il vient ainsi
I ≍ t2/u,
ce qui fournit le re´sultat car −I +R ≍ −t2/u+O(1) lorsque t > √u.
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Notons cependant que l’on peut estimer R plus pre´cise´ment lorsque t≫ √u log u :
R≪
∫ u
1
log(2u/v) dv√
v + v log(2u/v − 1) ≍
∫ 2u−1
1
u log(w + 1) dw
w
√
wu + uw logw
≪
∫ 1+1/√u
1
√
u+
∫ 2u−1
1+1/
√
u
log(w + 1) dw
w logw
≪ log u.
⊓⊔
Remarque. La de´monstration pre´ce´dente montre e´galement que l’on peut remplacer
t/
√
u par t/u dans le terme d’erreur de (2·5), dans tout domaine du type
x > y > 2, ϑ(y) > (2 + ε) log x,
puisque dans ce cas, (2·7) fournit R ≪ ∫ u
u−t dv/v ≪ log(u/(u − t)) ≪ t/u pour
t 6 u/2.
Le lemme suivant s’ave`re utile pour e´valuer certaines sommes portant sur les
nombres premiers.
Lemme 2.5. Nous avons, uniforme´ment pour x > y > 2 et 2 log x < ϑ(y),
(2·8)
∑
p6y
1
pα
= log2 y +
uw
w − 1
(
1 +O
( 1
log y
+
1
log 2u
))
,
ou` w := ϑ(y)/ logx et α = α(x, y) est de´fini par (2·3).
De´monstration. Le lemme 3.6 de [3] fournit, pour y > 2,∑
p6y
1
pα
= log2 y +
{
1 +O
( 1− α
L(y)c11
)}∫ vα
1
tξ′(t) dt+O(1),
ou` nous avons pose´
vα :=
y1−α − 1
(1 − α) log y ·
Il de´coule du lemme 2.7 de [2] que
log x =
y1−α − 1
(1 + y−α)(1 − α)
{
1 +O
( 1
log y
)}
+O(1)
et des formules (2.17) et (2.18) de [2] que
1 + y−α =
w
w − 1
{
1 +O
( 1
log y
)} (
x > y > 2, 2 log x < ϑ(y)
)
.
Nous obtenons alors l’estimation
vα =
uw
w − 1
{
1 +O
( 1
log y
)}
et la relation
ξ′(t) =
1
t
{
1 +O
( 1
log 2t
)}
(t > 1)
permet de conclure. ⊓⊔
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3. Comportement local de Ψf(x, y)
3·1. Martingale y 7→ Ψf (x, y) et ine´galite´ maximale
Soient (Ω,A,P) un espace probabilise´, {Xn}n>0 une suite de variables ale´atoires
et F = {Fn}n>0 une filtration, i.e. une famille croissante de sous-tribus de A.
Nous rappelons que {Xn}n>0 est dite une F -martingale (resp. une F -sous-
martingale) si, pour tout entier n > 0, Xn est Fn-mesurable, E (|Xn|) < ∞ et
pour tout entier n > 1,
E (Xn|Fn−1) = Xn−1 ps (resp. > Xn−1).
Rappelons l’ine´galite´ de Doob pour les sous-martingales positives (voir par
exemple [13], §14.6, Theorem).
Lemme 3.1. Soit {Xn}n>0 une F -sous-martingale positive. Pour tous t > 0 et
n > 0, nous avons
P
(
max
k6n
Xk > t
)
6
E (Xn)
t
·
Rappelons e´galement l’assertion suivante (voir [13], §14.6, Lemma (b)).
Lemme 3.2. Si {Xn}n>0 est une F -martingale, ℓ est un nombre entier > 1, et
E |Xℓn| <∞ (n > 0), alors {Xℓn}n>0 est une F -sous-martingale.
Conside´rant une fonction ale´atoire au sens de Wintner f , nous de´signons a` pre´sent
par Fy := σ{f(p) : p 6 y} la tribu engendre´e par les variables ale´atoires {f(p)}p6y,
et par F la filtration {Fy}y>2.
Proposition 3.3. Soit f une fonction multiplicative ale´atoire au sens de Wintner.
Pour tout x > 1, la suite de variables ale´atoires {Ψf(x, y)}y>2 est une F -martingale.
De´monstration. Notons d’emble´e que Ψf(x, y) est Fy-mesurable, pour y > 2. Par
ailleurs, nous avons pour tout y > 2 premier,
E
(
Ψf(x, y) | Fy−1
)
= E
(
Ψf (x, y − 1) | Fy−1
)
+ E (f(y)Ψf (x/y, y − 1) | Fy−1)
= Ψf(x, y − 1) + Ψf (x/y, y − 1)E (f(y))
= Ψf(x, y − 1),
car E (f(y)) = 0.
Pour y non premier, la relation pre´ce´dente est bien encore ve´rifie´e car Ψf (x, y) =
Ψf (x, y − 1).
Nous avons montre´ que {Ψf(x, y)}y>2 est une F -martingale. ⊓⊔
Le re´sultat suivant est un cas particulier du the´ore`me 2.1 de [12].
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Lemme 3.4. Soient {un}n>0 une suite de re´els positifs, et {Xn}n>0 une suite de
variables ale´atoires. Supposons qu’il existe une constante c12 > 0 telle que pour
tout n > 0 et t > 0, nous ayons
P
(
sup
k6n
|Xk| > t
)
6
c12
t
∑
k6n
uk.
Alors il existe une constante c13 > 0, telle que pour toute suite croissante de re´els
positifs {vn}n>0, nous ayons, pour tout n > 0 et t > 0,
P
(
sup
k6n
|Xk|
vk
> t
)
6
c13
t
∑
k6n
uk
vk
·
Nous pouvons en de´duire l’estimation suivante.
Lemme 3.5. Soit
(3·1) Nj :=
∫ X
1
Ψf (v, zj)
2
v2
dv.
Nous avons, pour tout t > 0,
P
(
sup
j6J
Nj
log zj
> t
)
≪ log h
t
,
avec X > 2, z0 > 2, h := logX/ log z0, γ > 0, zj := z0
(1+γ)j (j > 1),
J := min{j > 1 : zj > X}.
De´monstration. La relation (2·2) et l’estimation du the´ore`me III.5.1 de [10]
(3·2) Ψ(x, y)≪ x e−u/2 (x > y > 2)
impliquent pour v > 2,
E
(
Ψf (v, zj)
2
)
= Ψ∗(v, zj) 6 Ψ(v, zj)≪ v e−(log v)/(2 log zj).
Par conse´quent, pour tout j 6 J , nous obtenons
E Nj =
∫ X
1
E Ψf(v, zj)
2
v2
dv ≪
∫ X
1
e−(log v)/(2 log zj)
v
dv ≪ log zj .
Le Proposition 3.3 nous assure que {Ψf(v, zj)}j6J est une {Fzj}j6J -martingale
et donc que la suite {Nj/ log z0}j6J est une {Fzj}j6J -sous-martingale. Nous avons
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ainsi, par l’ine´galite´ de Doob pour les sous-martingales positives, pour tout t > 0
et tout j 6 J ,
P
(
sup
k6j
Nk
log z0
> t
)
6
ENj
t log z0
6 c14
(1 + γ)j
t
6 c14
∑
k6j uk
t
,
ou` nous avons pose´ u0 := 1 et uk := γ(1 + γ)
k (k > 1). En effet, nous avons∑
k6j uk = (1 + γ)
j+1 − γ > (1 + γ)j pour tout j 6 J .
Appliquons le Lemme 3.4 avec la suite croissante vk := (1 + γ)
k (k > 0), et il
vient
P
(
sup
j6J
Nj
log zj
> t
)
= P
(
sup
j6J
Nj
vj(log z0)
> t
)
6 c15
∑
j6J uj/vj
t
≪ 1 + γJ
t
,
d’ou` le re´sultat, puisque nous avons J ≍ (log h)/γ. ⊓⊔
Remarque. La majoration triviale donnant
P
(
sup
j6J
Nj
log zj
> t
)
6
∑
j6J
P
( Nj
log zj
> t
)
≪ J
t
≍ log h
γ t
,
le pre´ce´dent lemme permet donc de gagner un facteur 1/γ.
3·2. E´tude des variations de Ψf (x, y)
Nous ferons usage des notations additionnelles suivantes. E´tant donne´ une suite
strictement croissante d’entiers {xk}k>1, nous posons, pour tout j, k > 1,
yk,j := xk
1/j ,
et de´signons l’ensemble de tous les intervalles dyadiques inclus dans ]xk−1, xk] par
(3·3) Dk :=
{
xk−1 +
]
(s− 1)2m, s2m] : s > 1, m > 0, s2m 6 xk − xk−1
}
.
En vue d’obtenir une majoration des quantite´s |Ψf(x, y) − Ψf(xk, y)|, pour
xk−1 < x 6 xk et y 6 xk, nous e´tablissons le lemme suivant, analogue du lemme 1
de [5]. La diffe´rence re´side ici dans la prise en compte d’un parame`tre de friabilite´.
Nous faisons ici pleinement usage de la martingale y 7→ Ψf (x, y), afin d’obtenir des
majorations uniformes sur de larges plages du parame`tre y.
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Lemme 3.6. Soient f une fonction multiplicative ale´atoire au sens de Wintner. Il
existe des constantes c16 ∈]0, 1[ et c17 > 0 telles que, posant(3)
xk := [exp{kc16}], Jk := max
{
j > 1 : 2 logxk < ϑ(yk,j)
}
(k > 1),
nous ayons
max
]a,b]∈Dk
y6yk,j
∣∣Ψf(b, y)−Ψf(a, y)∣∣≪
√
Ψ∗(xk, yk,j) ec17 j
log xk
(k > 1, j 6 Jk) ps.
De´monstration. Utilisant le Lemme 2.2, nous avons pour tous entiers b > a > 2 et
y > 2,
E
{(
Ψf(b, y)−Ψf(a, y)
)4}
6
{ ∑
a<n6b
P+(n)6y
µ(n)23ω(n)
}2
=: Eya,b.
E´tant donne´s k > 1, 1 6 j 6 Jk et Rk,j > 1, un parame`tre qui sera fixe´
ulte´rieurement, nous conside´rons l’e´ve´nement
Ak,j :=
{
max
]a,b]∈Dk
y6yk,j
∣∣Ψf (b, y)−Ψf (a, y)∣∣ > Rk,j
}
.
Une application de l’ine´galite´ de Doob a` la sous-martingale positive (cf. Propo-
sition 3.3 et Lemme 3.2) {(Ψf(b, y)−Ψf (a, y))4}y>2 fournit
P
(
max
y6yk,j
∣∣Ψf (b, y)−Ψf (a, y)∣∣ > Rk,j
)
6
1
R4k,j
E
yk,j
a,b .
Il vient alors, par sommation,
P(Ak,j) 6
1
R4k,j
∑
]a,b]∈Dk
E
yk,j
a,b .
Utilisons a` pre´sent le fait que Eya,b +E
y
b,c 6 E
y
a,c pour tous entiers c > b > a > 2
et y > 2, pour obtenir la majoration
∑
]a,b]∈Dk
E
yk,j
a,b =
∑
2m6xk−xk−1
∑
s6(xk−xk−1)/2m
E
yk,j
xk−1+(s−1)2m,xk−1+s2m
6
∑
2m6xk−xk−1
E
yk,j
xk−1,xk ≪ (log xk)Eyk,jxk−1,xk .
3. Nous de´signons par [x] la partie entie`re d’un nombre re´el x.
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Ainsi
(3·4) P(Ak,j)≪ log xk
R4k,j
E
yk,j
xk−1,xk .
Nous avons, par l’ine´galite´ de Ho¨lder,
E
yk,j
xk−1,xk =
{ ∑
xk−1<n6xk
P+(n)6yk,j
µ(n)23ω(n)
}2
6
{
Ψ∗(xk, yk,j)−Ψ∗(xk−1, yk,j)
}4/3{ ∑
n∈S(xk,yk,j)
µ(n)233ω(n)
}2/3
.
Nous avons, pour x, y > 2 et ϑ(y) > 2 logx,
∑
n∈S(x,y)
µ(n)233ω(n) 6
∑
d∈S(x,y)
µ(d)226ω(d)Ψ∗
(x
d
, y
)
6 Ψ∗(x, y)
∑
P+(d)6y
µ(d)226ω(d)
dα
6 Ψ∗(x, y)
∏
p6y
(
1 +
26
pα
)
6 Ψ∗(x, y)(log y)26 exp{c17u},
ou` nous avons fait appel a` (2·5) et (2·8). En appliquant de plus le Lemme 2.3,
valable sous re´serve de l’existence d’une constante positive K telle que
(3·5) xk − xk−1
xk−1
>
1
x
K/j
k
,
nous obtenons enfin, pour tout j 6 Jk,
E
yk,j
xk−1,xk ≪
(xk − xk−1
xk−1
)4/3
Ψ∗(xk, yk,j)2(log xk)52/3ec17j ,
Conside´rons l’e´ve´nement
Ak :=
⋃
j6Jk
Ak,j
et posons
Rk,j :=
√
Ψ∗(xk, yk,j) ec17 j
log xk
(k > 1, 1 6 j 6 Jk).
Nous avons, compte tenu de (3·4),
P(Ak) 6
∑
j6Jk
P(Ak,j)≪
(xk − xk−1
xk−1
)4/3
(log xk)
67/3
∑
j6Jk
e−3c17j
≪
(xk − xk−1
xk−1
)4/3
(log xk)
67/3.
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Soit 0 < c16 < 1. Posons xk = [exp{kc16}]. L’estimation
(3·6) xk − xk−1
xk−1
∼ c16
k1−c16
assure tout d’abord que la condition (3·5) est bien ve´rifie´e. En effet, le fait
que 2 log xk 6 ϑ(yk,j) implique qu’il existe une constante c18 > 0 telle que
x
c18/j
k > log xk. D’autre part, la relation (3·6) fournit
P(Ak)≪ 1
k5/4
,
en choisissant par exemple c16 = 1/356.
Le lemme de Borel-Cantelli permet alors d’obtenir
P
(
lim sup
k>1
Ak
)
= 0
puisque
∑
k>1 P(Ak) < ∞. Ainsi, presque suˆrement, il existe un entier k0 tel que,
pour tout k > k0, et pour tout j 6 Jk,
max
]a,b]∈Dk
y6yk,j
∣∣Ψf(b, y)−Ψf (a, y)∣∣ 6 Rk,j .
⊓⊔
Corollaire 3.7. Sous les meˆmes hypothe`ses, nous avons pour k > 1 et j 6 Jk,
max
xk−16x6xk
y6yk,j
∣∣Ψf (x, y)−Ψf (xk, y)∣∣≪
√
Ψ∗(xk, yk,j) ec17 j ps.
De´monstration. Soit K > 0. Tout entier positif n 6 2K+1 − 1 peut s’e´crire
(3·7) n =
∑
j6K
aj(n)2
j
(
aj(n) ∈ {0, 1}, ∀j ∈ [0,K]
)
.
Pour tout k > 2, le choix K = log(xk − xk−1 + 1)/(log 2) − 1 est donc suffisant
pour pouvoir e´crire tout entier n 6 xk − xk−1 sous la forme (3·7). Cela implique,
pour xk−1 < x 6 xk, que tout intervalle ]xk−1, x] peut s’e´crire comme la re´union
disjointe d’au plus O(log xk) intervalles dyadiques de Dk, ou` Dk a e´te´ de´fini en
(3·3).
De´signons alors par D(]xk−1, x]) l’ensemble des intervalles dyadiques apparais-
sant dans la de´composition de ]xk−1, x] dont le nombre de termes est minimal.
Nous avons alors, pour tout xk−1 < x 6 xk,∣∣Ψf(x, y)−Ψf (xk−1, y)∣∣ 6 ∑
]a,b]∈D(]xk−1,x])
∣∣Ψf(b, y)−Ψf(a, y)∣∣
≪ (log xk) max
]a,b]∈Dk
y6yk,j
∣∣Ψf (b, y)−Ψf (a, y)∣∣.
On conclut par le lemme pre´ce´dent. ⊓⊔
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3·3. Moyenne de Ψf (x, y) autour de points-tests
Nous pouvons a` pre´sent de´montrer le re´sultat suivant.
Lemme 3.8. Soit f une fonction multiplicative ale´atoire au sens de Wintner.
Soit {xk}k>1 de´finie comme au Lemme 3.6. Pour tout ε > 0, il existe une constante
c19 > 0, telle que, uniforme´ment pour
exp
{
c19
log xk
log2 xk
}
6 y 6 xk, k > k0,
nous ayons
1
xk − xk−1
∫ xk
xk−1
Ψf(x, y) dx≪ √xk (log2 xk)2+ε ps.
De´monstration. Il est ne´cessaire d’introduire tout d’abord un certain nombre de
parame`tres qui seront fixe´s ulte´rieurement. Soient donc γ > 0, X > 2 et z0 > 2.
Posons de plus
(3·8) kX :=
{
k > 1 :
√
X < xk 6 X
}
, h :=
logX
log z0
,
en notant d’emble´e que |kX | 6 (logX)1/c16 . Enfin, soit {zj}j>0 une suite de
nombres re´els positifs de´finie de telle sorte que zj := z
1+γ
j−1 = z0
(1+γ)j (j > 1).
Nous pouvons, lorsque 2 6 x 6 X et y > z0, de´composer la somme Ψf (x, y)
selon la taille de P+(n) de la fac¸on suivante
Ψf (x, y) = Ψf (x, z0) +
∑
j6J0(y)−1
∑
n6x
P+(n)∈]zj ,zj+1]
f(n) +
∑
n6x
P+(n)∈]zJ0 ,y]
f(n),
ou` l’on a pose´ J0 = J0(y) := max{j : zj 6 y} en observant que J0(y) 6 J :=
min{j : zj > X}. Cela implique
Ψf (x, y) = Ψf (x, z0) +
∑
j6J0(y)−1
zj ,zj+1∑
1<r6x
f(r)Ψf
(x
r
, zj
)
+
zJ0 ,y∑
1<r6x
f(r)Ψf
(x
r
, zJ0
)
.
Nous pouvons a` pre´sent e´crire, pour la suite {xk}k>1 de´finie au Lemme 3.6,
(3·9) 1
xk − xk−1
∣∣∣
∫ xk
xk−1
Ψf(x, y)
∣∣∣ dx 6 Vk +∑
j6J
W ∗k,j ,
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avec
Vk :=
1
xk − xk−1
∣∣∣
∫ xk
xk−1
Ψf (x, z0) dx
∣∣∣,
Wk,j(z) :=
1
xk − xk−1
zj ,z∑
1<r6xk
f(r)
∫ xk
xk−1
Ψf
(x
r
, zj
)
dx,
et
W ∗k,j := max
zj<z6zj+1
|Wk,j(z)|, Zk,j :=Wk,j(zj+1).
Soit R un parame`tre re´el positif qui sera fixe´ ulte´rieurement (voir (3·17)), et
conside´rons les e´ve´nements
A :=
⋃
k∈kX
{ 1
xk − xk−1 maxz0<y6xk
∣∣∣
∫ xk
xk−1
Ψf(x, y) dx
∣∣∣ > 3√xkR
}
,
B :=
⋃
k∈kX
{
Vk >
√
xkR
}
,
Cj :=
⋃
k∈kX
{
W ∗k,j >
√
xkR/J
}
, C :=
⋃
j6J
Cj .
La relation (3·9) implique directement
(3·10) A ⊂ B ∪C.
Voyons comment majorer P(B). Il vient, par l’ine´galite´ de Cauchy-Schwarz,
E (Vk
2) 6
1
xk − xk−1
∫ xk
xk−1
EΨf(x, z0)
2 dx 6 Ψ(xk, z0).
car, d’apre`s la relation (2·2),
EΨf (x, z0)
2 = Ψ∗(xk, z0) 6 Ψ(xk, z0).
L’ine´galite´ de Markov et la majoration (3·2) pour Ψ(x, y) impliquent
P
(
Vk >
√
xkR
)
6
Ψ∗(xk, z0)
xkR2
≪ e
− log xk/(2 log z0)
R2
,
et
(3·11) P(B)≪ (logX)1/c16 e
−h/4
R2
·
Il nous reste donc a` majorer P(C). Donnons-nous un entier pair ℓ > 2 et
introduisons la quantite´
Dk,j :=
1
xk
zj,zj+1∑
1<r6xk
µ(r)2(ℓ− 1)Ω(r)
{ 1
xk − xk−1
∫ xk
xk−1
Ψf
(x
r
, zj
)
dx
}2
.
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Nous avons, par l’ine´galite´ de Cauchy-Schwarz, pour tout k ∈ kX ,
Dk,j 6
1
xk
zj,zj+1∑
1<r6xk
µ(r)2(ℓ− 1)Ω(r)
{ 1
xk − xk−1
∫ xk
xk−1
Ψf
(x
r
, zj
)2
dx
}
6
zj,zj+1∑
1<r6xk
µ(r)2(ℓ− 1)Ω(r)
{ r/xk
xk − xk−1
∫ xk/r
xk−1/r
Ψf (v, zj)
2 dv
}
6
∫ xk/zj
1
Ψf(v, zj)
2
v
{ 1
xk − xk−1
zj ,zj+1∑
xk−1/v<r6xk/v
µ(r)2(ℓ − 1)Ω(r)
}
dv
6
c20ℓe
2γℓ
log zj
∫ xk/zj
1
Ψf(v, zj)
2
v2
dv 6
c20ℓe
2γℓ
log zj
Nj.
ou` l’on utilise la notation Nj de´finie en (3·1), et ou` la dernie`re somme en r a e´te´
estime´e par le Lemme 2.1, pourvu que l’on ait, pour δ > 0 convenablement fixe´,
(3·12) z0 >
( xk
xk − xk−1
)1+δ
et
(3·13) γ > c21
L(z0)c9
·
Notons que la condition (3·12) est implique´e par l’ine´galite´
(3·14) h 6 c22 logX
log2X
,
ou` h a e´te´ de´fini en (3·8). Les assertions (3·14) et (3·13) seront respectivement
ve´rifie´es en (3·16) et (3·18) lors du choix des parame`tres h et γ.
Soit a` pre´sent R′ un parame`tre re´el positif fixe´ ulte´rieurement. Posons
Fj := {Nj 6 R′ · log zj}.
Nous sommes maintenant en mesure d’e´valuer P(C). Nous avons
Cj =
(
Cj ∩ Fj
) ∪ (Cj ∩ Fj)
d’ou`
(3·15)
C =
⋃
j6J
Cj =
⋃
j6J
(
Cj ∩ Fj
) ∪ ⋃
j6J
(
Cj ∩ Fj
)
⊂
⋃
j6J
(
Cj ∩ Fj
) ∪ ⋃
j6J
Fj
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Graˆce a` l’ine´galite´ de Doob applique´e a` la sous-martingale {Wk,j(z)ℓ}z>zj nous
pouvons e´crire, puisque Fj ∈ Fzj ,
P(Cj ∩ Fj) 6
∑
k∈kX
P
({
W ∗k,j >
√
xkR/J
} ∩ Fj
)
6
∑
k∈kX
E
(
1FjZk,j
ℓ
)
xkℓ/2(R/J)ℓ
6
∑
k∈kX
E
(
1FjE
(
Zk,j
ℓ | Fzj
))
xkℓ/2(R/J)ℓ
·
Une simple application du Lemme 2.2 fournit l’e´valuation de l’espe´rance condi-
tionnelle pre´ce´dente sous la forme
E
(
Zk,j
ℓ | Fzj
)
6 (xk ·Dk,j)ℓ/2.
Il en re´sulte alors
P(Cj ∩ Fj) 6
∑
k∈kX
E
(
1Fj ·
Dk,j
ℓ/2
(R/J)ℓ
)
6 (logX)1/c16eγℓ
2
(c20 · ℓ · R′ · J2
R2
)ℓ/2
·
D’autre part, le Lemme 3.5 fournit
P
( ⋃
j6J
Fj
)
= P
(
max
j6J
Nj
log zj
> R′
)
≪ log h
R′
·
Il de´coule de (3·10), (3·11), (3·15) et du fait que J ≍ log h/γ, que
P(A) 6 P(B) + P(C)
≪ (logX)1/c16
{
Jℓ+1
(c20 · ℓ · R′
R2
)ℓ/2
eγℓ
2
+
e−h/4
R2
}
+
log h
R′
6 (logX)1/c16
{ (log h)ℓ+1
γℓ+1
(c20 · ℓ · R′
R2
)ℓ/2
eγℓ
2
+
e−h/4
R2
}
+
log h
R′
·
Prenons γ := 1/ℓ. Il vient
P(A) 6 (logX)c23
{(√R′ log h
R
)ℓ
(c24ℓ)
3ℓ/2+1 +
e−h/4
R2
}
+
log h
R′
·
Le choix
ℓ = 2
[
1
2
( R
(
√
R′ log h)
)2/3]
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conduit a` l’estimation
P(A)≪ (logX)c23
{
exp
{
− c25R
2/3
R′1/3(log h)2/3
}
+
e−h/4
R2
}
+
log h
R′
·
Remarquons qu’en fixant
(3·16) h = c26 log2X,
nous avons
P(A)≪ (logX)c23 exp
{
− c25R
2/3
(R′1/3(log3X)2/3)
}
+
1
R2
+
log3X
R′
,
et que la condition (3·14) est bien remplie, comme annonce´ pre´ce´demment. Le choix
R′ = c27(log2X)
1+ε fournit enfin
P(A)≪ (logX)c23 exp
{
− c25R
2/3
(log2X)
1/3+ε
}
+
1
R2
+
1
(log2X)
1+ε/2
·
Nous pouvons ainsi fixer
(3·17) R = (log2X)2+ε,
en notant que dans ce cas, la condition (3·13) est bien ve´rifie´e puisque
(3·18) γ ≫
(√R′ log h
R
)2/3
≫ 1√
logX
≫ 1
L(z0)c9
·
Posant X = Xs := exp{2s}, nous avons clairement
P(AXs) 6
1
s1+ε
.
Le lemme de Borel-Cantelli permet alors d’e´tablir, puisque la se´rie
∑
s>1 P(AXs)
est convergente, que
P
(
lim sup
s>1
AXs
)
= 0.
Il existe ainsi, presque suˆrement, un entier k1 tel que pour k > k1,
max
z0<y6xk
1
xk − xk−1
∫ xk
xk−1
Ψf(x, y) dx 6 3
√
xkR.
⊓⊔
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4. Preuve du The´ore`me 1.2
Pour x fixe´, nous de´finissons k1 comme l’unique entier tel que
(4·1) xk1−1 < x 6 xk1 ,
Nous scindons la de´monstration du The´ore`me 1.2 en plusieurs cas, selon la taille
relative de y par rapport a` x.
Premier cas.
Supposons x > y > exp{c19 log x/log2 x}. Nous avons, dans ce domaine,
|Ψf(x, y)| 6 min
xk1−1<x
′6xk1
|Ψf (x′, y)|+ max
xk1−1<x
′6xk1
|Ψf (xk1 , y)−Ψf (x′, y)|
6
1
xk1 − xk1−1
∫ xk1
xk1−1
Ψf(x
′, y) dx′
+ max
xk1−1<x
′6xk1
|Ψf (xk1 , y)−Ψf(x′, y)|.
Il vient alors
(4·2) Ψf (x, y)≪ √xk1 (log2 xk1)2+ε + xk ≪
√
x (log2 x)
2+ε,
en appliquant respectivement le Corollaire 3.7 et le Lemme 3.8.
Deuxie`me cas.
Nous supposons ici que l’on a ϑ(y) > 2 logx. Posons a` pre´sent
jk := max
{
1,
[ log xk
log y
]}
, yk := x
1/jk
k (k 6 k1).
Le Corollaire 3.7, fournit directement
|Ψf (xk, y)−Ψf(xk−1, y)| 6
√
Ψ∗(xk, yk) ec17 jk (k 6 k1)
et
|Ψf (xk1 , y)−Ψf (x, y)| 6
√
Ψ∗(xk1 , yk1) e
c17 jk1 .
Notons que, pour tout k 6 k1, nous avons
jk 6 max
{
1,
log xk
log y
}
6
log xk1
log y
6
log xk1−1
log y
+
log(xk1/xk1−1)
log y
6 u+O
( 1
log y
)
,
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en vertu de la relation (4·1). Supposant provisoirement l’estimation
(4·3) M1 := sup
k6k1
Ψ∗(xk, yk)
Ψ∗(x, y)
= exp
{
O
( u
Lε(y)
+ log(u + 1)
)}
acquise, nous pouvons en de´duire la majoration
(4·4)
|Ψf (x, y)| 6
∑
k6k1
|Ψf (xk, y)−Ψf(xk−1, y)|+ |Ψf (x, y)−Ψf (xk1 , y)|
≪ k1
√
M1
√
Ψ∗(x, y)ec17u ≪
√
Ψ∗(x, y) ec28u (log x)c29 ,
ou` l’on a utilise´ le fait que k1 ≪ (log x)1/c16 .
E´tablissons a` pre´sent la relation (4·3). Lorsque x est suffisamment grand et
(log x)3 < y 6 x, nous avons β(x, y) > 3/5. En appliquant le corollaire 2.6 de
[3] et le the´ore`me III.5.21 de [10], il vient
M1 ≍ sup
k6k1
Ψ(xk, yk)
Ψ(x, y)
6 sup
k6k1
xk
x
̺(log xk/ log y − 1)
̺(u)
exp
{
O
( log(u+ 1)
log y
+
u
Lε(y)
+
1
u
)}
.
Faisant usage de la croissance de la fonction x 7→ x ̺(log x/ log y − 1) pour x
suffisamment grand et y 6 x 6 exp{y1/3}, nous obtenons
M1 6
xk1
x
̺(log xk1/ log y − 1)
̺(u)
exp
{
O
( log(u + 1)
log y
+
u
Lε(y)
+
1
u
)}
= exp
{
O
( u
Lε(y)
+ log(u+ 1)
)}
.
Plac¸ons-nous a` pre´sent dans le domaine
2 log x < ϑ(y) 6 (log x)3.
Puisque jk > log xk/log y− 1, nous avons y 6 yk 6 y+ y3/4 si l’on suppose de plus
que
(4·5) xk > exp{y1/4(log y)2}.
En remarquant que nous avons trivialement
Ψ∗(xk, yk) 6 xk 6 exp
{
O
( u
Lε(y)
)}
,
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pour tous les entiers k ne ve´rifiant pas (4·5), et que xk 6 ex (k 6 k1), il vient
M1 ≪ Ψ
∗(x, y + y3/4)
Ψ∗(x, y)
= 1 +
∑
d>1
P−(d)>y,P+(d)6y+y3/4
µ(d)2
Ψ∗(x/d, y)
Ψ∗(x, y)
≪ 1 +
∑
d>1
P−(d)>y,P+(d)6y+y3/4
µ(d)2
dα
≪ exp
{ ∑
y<p6y+y3/4
1
pα
}
,
ou` α a e´te´ de´fini en (2·3). Posant
w(t) = w(t;x, y) :=
t1−α − 1
(1− α) log t (t > 2),
le lemme 3.6 de [3] fournit, pour y > 2,
∑
y<p6y+y3/4
1
pα
= log
( log(y + y3/4)
log y
)
+
∫ w(y+y3/4)
w(y)
tξ′(t) dt+O
( y1−α
L(y)c30
)
≪ w(y + y3/4)− w(y) + y
1−α
L(y)c30
≪ y
3/4
yα log y
+
y1−α
L(y)c30
≪ u
Lε(y)
,
car on a y1−α ≍ log x dans le domaine conside´re´. Cela ache`ve la de´monstration de
l’estimation (4·3) et donc de (4·4).
Un calcul simple permet enfin d’observer que l’estimation (4·4) est meilleure que
celle re´sultant de (4·2) si
x > 16, y 6 exp
{
c31
log x log3 x
log2 x
}
.
ou` c31 est une constante positive convenable.
Troisie`me cas.
Il s’agit a` pre´sent d’e´valuer le domaine dans lequel la majoration triviale
(4·6) |Ψf (x, y)| 6 Ψ∗(x, y)
est meilleure que l’estimation (4·4). Nous supposons ici que ϑ(y) > 2 logx.
D’une part, pour tout ε > 0, il existe δ > 0 tel que l’on ait
(4·7) v := log(ϑ(y)/ log x− 1) 6 ε log y,
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lorsque y 6 (log x)1+δ. Aussi, sous cette dernie`re hypothe`se, le corollaire 2.3 de [2]
fournit la minoration
(4·8) Ψ∗(x, y) > exp{(1− ε)π(y)v/(ev + 1)} > exp{(1− ε′)vu},
d’ou`
Ψ∗(x, y)≫
√
Ψ∗(x, y) ec4u(log x)c5
lorsque v est suffisamment grand.
D’autre part, lorsque y > (log x)1+δ, il de´coule de l’estimation de Ψ(x, y) par
Hildebrand et Tenenbaum (the´ore`me III.5.21 de [10]) que
√
Ψ∗(x, y) ≍
√
Ψ(x, y)≫ ec4u(log x)c5
et donc que l’estimation (4·4) est toujours de qualite´ supe´rieure a` la majoration
triviale (4·6) lorsque y > (log x)1+δ et x est suffisamment grand.
Au vu des observations pre´ce´dentes, la majoration fournie par (4·4) est meilleure
que la majoration triviale (4·6) lorsque ϑ(y) > c32 log x, ou` c32 est une constante
positive.
⊓⊔
5. Preuve du Corollaire 1.3
De´terminons dans quel domaine les majorations apporte´es par le The´ore`me 1.2
fournissent une estimation du type Ψf (x, y)≪ε Ψ∗(x, y)1/2+ε pour tout ε > 0. Tout
d’abord, il apparaˆıt clairement (en utilisant par exemple la formule asymptotique
issue du corollaire III.5.19 de [10]) que l’on a
√
x (log2 x)
2+ε′ ≪ Ψ(x, y)1/2+ε ≍ Ψ∗(x, y)1/2+ε
lorsque x > y > xc3 (log3 x)/ log2 x et x suffisamment grand.
Par ailleurs, pour (log x)1+δ 6 y 6 xc3 (log3 x)/ log2 x et x suffisamment grand, le
the´ore`me III.5.21 de [10] nous assure que
Ψ∗(x, y) ec4u(log x)c5 ≪ Ψ∗(x, y)1/2+ε
puisque l’on a alors
Ψ∗(x, y)ε ≍ Ψ(x, y)ε ≫ ec4u(log x)c5 .
Enfin, la minoration (4·8), valable dans le domaine y 6 (log x)1+δ, ϑ(y) > 2 log x
nous assure que
Ψ∗(x, y)ε ≫ ec4u(log x)c5
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lorsque ε v est suffisamment grand (rappelons que v est de´fini en (4·7)), c’est-a`-dire
lorsque y > Cε log x. Ceci implique directement la majoration
Ψ∗(x, y) ec4u(log x)c5 ≪ Ψ∗(x, y)1/2+ε.
⊓⊔
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