Abstract-This paper proposes a formal model for a network of robotic agents that move and communicate. Building on concepts from distributed computation, robotics, and control theory, we define notions of robotic network, control and communication law, coordination task, and time and communication complexity. We illustrate our model and compute the proposed complexity measures in the example of a network of locally connected agents on a circle that agree upon a direction of motion and pursue their immediate neighbors.
agents moving in space and endowed with communication capabilities. The agents' positions obey a differential equation and the communication topology is a function of the agents' relative positions. Each agent repeatedly performs communication, computation, and physical motion in the following way. At predetermined time instants, the agents exchange information according to the communication graph and update their internal state. Between successive communication instants, the agents move according to a motion control law, computed as a function of the agent location and of the internal state. In short, a control and communication law for a robotic network consists of a message-generation function (what do the agents communicate?), a state-transition function (how do the agents update their internal state with the received information?), and a motion control law (how do the agents move between communication rounds?). The time complexity of a control and communication law (aimed at solving a given coordination task) is the minimum number of communication rounds required by the agents to achieve the task. We also provide similar definitions for mean and total communication complexity. We show that our notions of complexity satisfy a basic well-posedness property that we refer to as "invariance under reschedulings." To the best of our knowledge, the proposal of studying the complexity of coordination algorithms for synchronous robotic networks under a comprehensive modeling framework presented here is a novel contribution on its own.
Next, we illustrate the proposed framework with the example of a network of agents moving on the unit circle under the action of a novel agree-and-pursue control and communication law. Despite the apparent simplicity, this example is remarkable in that it combines a leader election task (in the internal states) with a uniform deployment task (in the agents positions), i.e., it combines two of the most basic tasks in distributed algorithms and cooperative control, respectively. We prove that the agree-and-pursue law achieves consensus on the agents' direction of motion and equidistance between the agents' positions. Furthermore, we provide upper and lower bounds on the time and total communication complexity of the proposed law. These complexity estimates build on known and novel results on the convergence rates of discrete-time dynamical systems defined by tridiagonal Toeplitz and circulant matrices presented in the Appendix. The companion paper [17] builds on this framework to establish complexity estimates for motion coordination algorithms that achieve rendezvous and deployment.
D. Organization
Section II presents a general approach to the modeling of robotic networks by formally introducing notions such as communication graph, control and communication law, and network evolution. Section III defines the notions of task and of time and communication complexity. We also study the invariance properties of the complexity notions under rescheduling. Section IV provides bounds on the time and communication complexity of the agree-and-pursue law. We gather our conclusions in Section V. The Appendix contains the results on discrete-time dynamical systems defined by tridiagonal Toeplitz and circulant matrices.
E. Notation
We let . We let denote the Cartesian product of sets . We let and denote the strictly positive and nonnegative real numbers, respectively. We let and denote the natural numbers and the nonnegative integers, respectively. For , we let and denote the Euclidean and the -norm of , respectively (we also recall ). We define the vectors and in . For , we say that (respectively, ) if there exist and such that for all (respectively, for all ). If and , then we use the notation .
II. A FORMAL MODEL FOR SYNCHRONOUS ROBOTIC NETWORKS
Here, we introduce a notion of robotic network as a group of robotic agents with the ability to move and communicate according to a specified communication topology. Our model is inspired by the synchronous network model in [5] and has connections with the hybrid systems models in [13] and [14] .
A. Physical Components of a Robotic Network
Here, we introduce our basic definition of physical quantities such as the agents and the ability of agents to communicate. We begin by providing a basic model for how each robotic agent moves in space. 
B. Control and Communication Laws for Robotic Networks
Here, we present a discrete-time communication, continuoustime motion model for the evolution of a robotic network. In our model, the robotic agents evolve in the physical domain in continuous time and have the ability to exchange information (position and other variables) at discrete-time instants.
Definition II. 4 only if all other neighbors of are silent, i.e., the transmission medium is shared among the agents. As the density of agents increases, so does wireless communication congestion. For uniformly randomly placed nodes in a compact environment, the maximum-throughput communication range of each node decreases [19] with the number of nodes; in a -dimensional environment, the appropriate scaling law is . This is referred to as the connectivity regime in percolation theory and statistical mechanics. Second, agents can collide: As the number of agents increases, so should the area available for their motion or, vice-versa, their size should shrink. In the approach proposed by [20] , robots' safety zones decrease with decreasing robots' speed. In other words, in a -dimensional environment, individual nodes of a large ensemble have to move at a speed decreasing with , and in particular, at a speed proportional to . In summary, one way to incorporate congestion effects into the robotic network model is to assume that the parameters of the physical components of the network depend upon the number of robots.
C. Agree-and-Pursue Control and Communication Law
Here, we present an example of a dynamic control and communication law with the aim of illustrating the proposed framework. The following coordination law is related to leader election algorithms as studied in the distributed algorithms literature, e.g., see [5] (more will be said about this analogy in Remark IV.3), and to cyclic pursuit algorithms as studied in the control literature, e.g., see [21] and [16] . Despite the apparent simplicity, this example is remarkable in that it combines a leader election task (in the logic variables) with a uniform agent deployment task (in the state variables), arguably two of the most basic tasks in distributed algorithms and cooperative control, respectively. Another advantage of the agreeand-pursue law is that its correctness and performance can be characterized as we will show in Section IV.
We consider the uniform network of locally connected first-order agents in introduced in Example II.3. We now define the agree-and-pursue law, denoted by -, as the uniform, time-independent, and data-sampled law loosely described as follows: if . An implementation of this control and communication law is shown in Fig. 1 . As we will show later, along the evolution, all agents agree upon a common direction of motion and, after suitable time, they reach a uniform distribution.
III. COORDINATION TASKS AND COMPLEXITY MEASURES
In this section, we introduce concepts and tools useful to analyze a control and communication law. We address the following questions: What is a coordination task for a robotic network? When does a control and communication law achieve a task? And with what time and communication complexity?
A. Coordination Tasks
Our first analysis step is to characterize the correctness properties of a control and communication law. We do so by defining the notion of task and of task achievement by a robotic network.
Definition III.1 (Coordination Task): Let be a robotic network and let be a set. 1) A coordination task for is a map . 2) If is a singleton, then the coordination task is said to be static and can be described by a map . Additionally, let be a control and communication law for . 1) The law is compatible with the task if its logic variables take values in , that is, if , for all . 2) The law achieves the task if it is compatible with and if, for all initial conditions and , the corresponding network evolution has the property that there exists such that for all . Remark III.2 (Temporal Logic): Loosely speaking, achieving a task means obtaining and maintaining a specified pattern in the agents' positions or in their logic variables. In other words, the task is achieved if at some time and for all subsequent times the predicate evaluates to true along system trajectories. It is possible to consider more general tasks through more expressive predicates on trajectories. Such predicates can be defined through various forms of temporal and propositional logic, e.g., see [22] .
Example III. In other words, -is true when, for every agent, the distances to the closest clockwise neighbor and to the closest counterclockwise neighbor are approximately equal.
B. Complexity Notions for Control and Communication Laws and for Coordination Tasks
We are finally ready to define the key notions of time and communication complexity. These notions describe the cost that a certain control and communication law incurs while completing a certain coordination task.
Definition III.4 (Time Complexity):
Let be a robotic network and let be a coordination task for . Let be a control and communication law for compatible with .
1) The (worst-case) time complexity to achieve with from is for all where is the evolution of from the initial condition .
2) The (worst-case) time complexity to achieve with is
The time complexity of a task can be also defined by taking the infimum among all compatible laws that achieve it.
Next, we define the notions of mean and total communication complexities for an algorithm. We begin by discussing the cost of realizing one communication round. At each communication round, each agent generates a certain number of messages, destined to neighboring agents as defined by the communication edge map. We indicate the set of all non-null messages generated during one communication round with To compute the cost of delivering all such messages to the intended recipients, we introduce the following function.
Definition III. is proportional to the number of turns employed to complete a communication round without interference between the agents (this choice is related to the well-studied media access control problem in wireless communications). This number is trivially upper bounded by . Therefore, we have MCC .
C. Law Rescheduling for Driftless Agents
In this section, we discuss the invariance properties of the notions of time and communication complexity under the rescheduling of a control and communication law. The idea behind rescheduling is to "spread" the execution of the law over time without affecting the trajectories described by the robotic agents. Our objective is to formalize this idea and to examine the effect on the notions of complexity introduced earlier. For simplicity, we consider the setting of static laws; similar results can be obtained for the general setting.
Let be a robotic network where each physical agent is a driftless control system. Let ctl be a static control and communication law. Next, we define a new control and communication law by modifying ; to do so, we introduce some notation. Let , with , and let be an -partition of , that is, are disjoint and nonempty and . For , define the message-generation functions by
if and , and otherwise. According to this message-generation function, only the agents with unique identifier in will send messages at time , with . Equivalently, this can be stated as follows: According to (1), the messages originally sent at the time instant are now rescheduled to be sent at the time instants , where is defined by . Fig. 2 does not achievein general. Proof: In the following four steps, we prove the two upper bounds and the two lower bounds.
Step 1) We start by proving the upper bound in statement 1). We claim that -, and we reason by contradiction, i.e., we assume that there exists an initial condition which gives rise to an execution with time complexity strictly larger than . Without loss of generality, assume . For , define
In other words, agent is the agent moving counterclockwise that has smallest counterclockwise distance from the initial position of agent . Note that is well defined since, by hypothesis of contradiction, is for . According to the state-transition function of -(cf. Section II-C), messages with can only travel counterclockwise, while messages with can only travel clockwise. Therefore, the position of agent at time can only belong to the counterclockwise interval from the position of agent at time 0 to the position of agent at time 0. Let us examine how fast the message from agent travels clockwise. To this end, for , define
In other words, agent has equal to , is moving clockwise, and is the agent furthest from the initial position of agent in the clockwise direction with these two properties. Initially,
. Additionally, for , we claim that This happens because either 1) there is no agent clockwiseahead of within clockwise distance and, therefore, the claim is obvious, or 2) there are such agents. In case 2), let denote the agent whose clockwise distance to agent is maximal within the set of agents with clockwise distance from . Then where the first inequality follows from the fact that at time there can be no agent whose clockwise distance to agent is less than . Therefore, after communication rounds, the message with has traveled the whole circle in the clockwise direction, and must, therefore, have reached agent . This is a contradiction.
Step 2) We now prove the lower bound in statement 1). If for all , then , and the upper bound reads -. Obviously, the time complexity of any evolution with an initial configuration where for and -is the complete graph, is lower bounded by 1. Therefore, -. If for all , then we conclude -. Assume now that for sufficiently large . Consider an initial configuration where for , and the agents are placed as depicted in Fig. 3 . Note that, after each communication round, agent 1 has moved in the counterclockwise direction, while agent has moved in the clockwise direction. These two agents keep moving at full speed towards each other until they become neighbors at a time lower bounded by We conclude
-
Step 3) We now prove the upper bound in 2). We begin by noting that the lower bound on implies . Therefore, -belongs to and is negligible as compared with the claimed upper bound estimates for --. In what follows, we therefore assume that has been achieved and that, without loss of generality, all agents are moving clockwise. We now prove a fact regarding connectivity. At time , let be the union of all the empty "circular segments" of length at least , that is, let
In other words, does not contain any point between two agents separated by a distance less than , and each connected component of has length at least . Let be the number of connected components of ; if is empty, then we take the convention that . Clearly, . We claim that, if , then is nonincreasing. Let be the distance between any two consecutive agents at time . Because both agents move in the same direction, a simple calculation shows that This means that the two agents remain within distance , and therefore connected, at the following time instant. Because the number of connected components of does not increase, it follows that the number of connected components of cannot increase. Next, we claim that, if , then there exists such that . By contradiction, assume for all . Without loss of generality, let be a set of agents with the properties that , for , that and belong to the boundary of , and that there is no other set with the same properties and more agents. (Note that this implies that the agents are in counterclockwise order.) One can show that, for for . If we define , then the previous equations can be rewritten as where the linear map is defined in the Appendix. This is a discrete-time affine time-invariant dynamical system with unique equilibrium point . By case 2) in Theorem A.3 in the Appendix, for , the solution to this system reaches a ball of radius centered at the equilibrium point in time
. (Here, we used the fact that the initial condition of this system is bounded.) In turn, this implies that is larger than in time . We are now ready to find the contradiction and show that cannot remain equal to for all time . After time , we have Here, are the number of agents in each isolated group, and each connected component of has length at least . Now, take and the contradiction follows from In summary, this shows that the number of connected components of decreases by one in time . Note that being lower bounded implies and, therefore,
. Iterating this argument times, in time , the set will become empty. At that time, the resulting network will obey the discrete-time linear time-invariant dynamical system (4) where the linear map is defined in the Appendix. Here, , with the convention . By case 3) in Theorem A.3 in the Appendix, in time , the error two-norm satisfies the contraction inequality , for . We convert this inequality on two-norms into an appropriate inequality on -norms as follows. Note that . For and for of order This means that the desired configuration is achieved for , that is, in time . In summary, the equidistance task is achieved in time .
Step 4) Finally, we prove the lower bound in 2). As before, -is negligible as compared with the claimed lower bound estimate for --and, therefore, we assume that has been achieved. We consider an initial configuration with the following properties: 1) agents are counterclockwise-ordered according to their unique identifier, 2) the set is empty, and 3) the interagent distances are given by where and where is the eigenvector of corresponding to the eigenvalue (see (A.7) in the Appendix). One can verify that and that . In turn, this implies that and that . Take . The argument described in the proof of case 3) in Theorem A.3 leads to the following statement: the two-norm of the difference between and the desired configuration decreases by a factor in time of order . Given an initial error of order and a final desired error of order , we set and obtain the desired result that it takes time of order to reduce the two-norm error, and therefore, the -norm error to size . This concludes the proof.
To conclude this section, we study the total communication complexity of the agree-and-pursue control and communication law. We consider the case of a unidirectional communication 
Proof:
The upper bounds in 1) and 2) follow immediately from the inequality TCC MCC and from the fact that the number of edges inis in . To prove the lower bounds, we follow the steps and notation in the proof of Theorem IV.1. Regarding the lower bounds in 1), we examine the evolution of the initial configuration depicted in Fig. 3. From Step 2) in the proof of Theorem IV.1, recall that the time it takes agent 1 to receive the message with is lower bounded by . Our proof strategy is to lower bound the number of edges in the graph until this event happens. Note that, at initial time, there are edges in the communication graph of the network, and therefore, messages get transmitted. At the next communication round, agent 1 has moved counterclockwise and, therefore, the number of edges is lower bounded by . Iterating this reasoning, we see that after communication rounds, the number of edges is lower bounded by . Now, if , then , and therefore, the total communication complexity is lower bounded by On the other hand, if , then , and after time steps, we lower bound the number of edges in the communication graph by the number of edges in a chain of length , that is, . Therefore, the total communication complexity is lower bounded by
The two lower bounds match when . Regarding the lower bound in 2), we consider first the case when . In this case, the network obeys the discretetime linear time-invariant dynamical system (4) . Consider the initial condition that we adopted for Step 4). We know it takes time of order for the appropriate contraction property to hold. At , the maximal interagent distance is and it decreases during the evolution. [5, Ch. 3.3] ). The leader election task consists of electing a unique agent among all agents in the network; it is, therefore, different from, but closely related to, the coordination task . The LCR algorithm operates on a static network with the ring communication topology, and achieves leader election with time and total communication complexity, respectively, and . The agree-and-pursue law operates on a robotic network with the -disk communication topology, and achieves with time and total communication complexity, respectively, and . If wireless communication congestion is modeled by of order as in Remark II.9, then the two algorithms have identical time complexity and the LCR algorithm has better communication complexity. Note that computations on a possibly disconnected, dynamic network are more complex than on a static ring topology.
V. CONCLUSION
We have introduced a formal model for the design and analysis of coordination algorithms executed by networks of robotic agents. In this framework, motion coordination algorithms are formalized as feedback control and communication laws. Drawing analogies with the discipline of distributed algorithms, we have defined two measures of complexity for control and communication laws: the time and the communication complexity to achieve a specific task. We have defined the notion of rescheduling of a control and communication law and analyzed the invariance of the proposed complexity measures under this operation. These concepts and results are illustrated in a network of locally connected agents on the circle executing a novel "agree-and-pursue" coordination algorithm that combines elements of the leader election and cyclic pursuit problems.
The proposed notions allow us to compare the scalability properties of different coordination algorithms with regards to performance and communication costs. Numerous avenues for future research appear open. An incomplete list include the following: 1) modeling of asynchronous networks (see, however, [23] , [24] , and [9] ), 2) robustness analysis with respect to failures in the agents (arrivals/departures) and in the communication links (see, however, [18] , [25] - [27] ), 3) probabilistic versions of the complexity measures that capture, for instance, the expected performance and cost of coordination algorithms (see, however, [11] ); 4) quantization and delays in the communication channels (see, however, [28] and the literature on quantized control), and 5) parallel, sequential, and hierarchical composition of control and communication laws. On the algorithmic side, the companion paper [17] provides time-complexity estimates for coordination algorithms that achieve rendezvous and deployment, and discusses other open questions.
APPENDIX TRIDIAGONAL TOEPLITZ AND CIRCULANT DYNAMICAL SYSTEMS
This Appendix presents some key facts about convergence rates of discrete-time dynamical systems defined by certain classes of Toeplitz matrices; see [29] . To the best of our knowledge, the results presented in Theorem A.3 on tridiagonal Toeplitz matrices and in Theorem A.4 are novel contributions. The results on stochastic circulant matrices in Theorem A.3 are related to the literature on Markov chains [30] ; see also the recent developments in [31] and [32] . These facts are sufficient to duplicate, step by step, the proof of fact 1) in Theorem A.3. Therefore, fact 1) follows.
We conclude this Appendix with some useful bounds whose proof is straightforward.
Lemma A.5: Assume and jointly satisfy Then, and .
