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Motivated by recent experimental findings, we investigate the evolution of the superconducting
gap anisotropy in 122 iron pnictides as a function of hole doping. Employing both a functional and
a weak coupling renormalization group approach (FRG and WRG), we analyse the Fermi surface
instabilities of an effective 122 model band structure at different hole dopings x, and derive the
gap anisotropy from the leading superconducting instability. In the transition regime from collinear
magnetism to s±-wave, where strong correlations are present, we employ FRG to identify a non-
monotonous change of the gap anisotropy in qualitative agreement with new experimental findings.
From the WRG, which is asymptotically exact in the weak coupling limit, we find an s±-wave to
d-wave transition as a function of hole doping, complementing previous findings from FRG [Thomale
et al., Phys. Rev. Lett. 107, 117001 (2011)]. The gap anisotropy of the s±-wave monotonously
increases towards the transition to d-wave as a function of x.
PACS numbers: 74.20.Mn, 74.20.Rp, 74.25.Jb
Introduction. The iron pnictides have established a
new arena of high-temperature superconductors with a
remarkable variety of structural and chemical material
compositions [1–5]. Among them, the BaFe2As2 (Ba-
122) parent compound has received particular attention
due to its crystal quality and amenability to chemical
substitution. A Tc up to 38 K at optimal doping x ∼ 0.4
has been accomplished in Ba-122 [6] by replacing Ba2+
with K+ of similar atomic radius to give KxBa1−xFe2As2
(KBa-122). As for moderately doped KBa-122 and most
other pnictide families, experimental evidence combined
with theoretical modelling tends to be consistent with
an extended s-wave (s±-wave) superconducting state [7]
driven by electronic correlations. Here, the supercon-
ducting gap function takes opposite signs on hole pockets
located at Γ and M versus electron pockets at X and X ′
in the unfolded Brillouin zone with one Fe atom per unit
cell. (The existence of an M hole Fermi pocket is one
of the few both significant and non-universal features of
iron pnictide materials. If present as for KBa-122, it is
vital to understanding the fundamental character of the
superconducting state [8].) While the s± state still re-
sides in the A1g lattice representation and as such cannot
be distinguished from a trivial s-wave in this respect, the
sign change between electron and hole pockets allows to
take advantage of collinear (pi, 0)/(0, pi) spin fluctuations
as a central driver for superconductivity [9–11].
In the strong hole doping limit of KBa-122, there is
conflicting experimental evidence suggesting a d-wave
superconducting order parameter. While penetration
depth [12] and nuclear quadrupole resonance [13] mea-
surements only hint at a nodal superconducting state
which could also imply a nodal s± state, evidence in fa-
vor of d-wave has been deduced from thermal conductiv-
ity [14, 15]. The enhanced experimental interest was pre-
ceded by the theoretical proposal of an extended d-wave
(d±-wave) state [16] for strongly hole doped pnictides and
a concise material prediction of a d±-wave state for KBa-
122 [17]. Specific heat measurements in K-122 [18, 19]
and heat transport in RbFe2As2 [20] show signatures
of a nodal gap that, upon pressure, undergoes a phase
transition into a nodeless gap [21]. Contrasting the ther-
mal conductivity profile against K-122, optimally doped
KBa-122 as a candidate for hosting a nodeless s±-wave
state and the 1111 pnictide LaFePO as a candidate for an
accidentally nodal s± state [22, 23] show strikingly differ-
ent transport behaviour [24]. This supports the unique,
possibly d-wave character of superconductivity in K-122,
while a recent thermal transport study is challenging pre-
vious interpretations in favor of protected gap nodes in
K-122 [25]. Additionally, recent penetration depth ex-
periments are interpreted in favor of an s±-wave state
for arbitrary hole doping [26], while a d-wave state could
in principle hardly be distinguished from a nodal s±-wave
state for large hole doping. Moreover, heat capacity and
thermal expansion experiments appear to suggest the ab-
sence of nodes in the superconducting state even for large
hole doping [27]. As another possible objection against
d-wave in strongly hole doped KBa-122, findings from
laser ARPES seem to rule out nodes on the hole pock-
ets [28, 29]. (A particular type of nodal s-wave solution
preferred by interactions of small momentum scattering
would be consistent with this observation [30], while the
fragility of the SC phase against disorder speaks against
an s-wave state [15].) Furthermore, a vortex lattice anal-
ysis questions the existence of any vertical line nodes,
which would be a shared feature of both nodal s±-wave
and d-wave order [31].
Together with the question of s±-wave vs. d-wave for
strong hole doping, recent heat transport revived the in-
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2terest in the momentum dependence of the superconduct-
ing gap in the underdoped regime [32]. The ratio of
residual thermal resistivity in the superconducting and
the normal state allows to resolve the change of density
in the low-energy thermal transport regime which, by as-
suming an only slowly changing gap amplitude, correlates
with the degree of gap anisotropy. From an experimental
perspective, ARPES sometimes allows to resolve some k-
dependence of the superconducting gap along the Fermi
surface, while the decreased accuracy for large k as well
as disorder is mostly preventing a detailed resolution of
e.g. the electron pocket gaps in the pnictides. In prin-
ciple, STM is an ideal method to resolve the momentum
dependence of the gap. For pnictides such as LiFeAs
which cleave at an electrically neutral surface, this pro-
vided a detailed resolution of the gap function [33], show-
ing LiFeAs to be of moderately anisotropic s-wave type.
(Astonishingly, in part due to the absence of magnetic
order, LiFeAs was one the most difficult pnictides to be
analysed in theory, and only at a comparatively late stage
was found to host an s± state [34].) Since 122 pnictides
do not cleave at a neutral plane and early ARPES data
did not observe detailed gap modulation in KBa-122 [35],
one had to resort to integrated measures of the gap func-
tion such as by thermal Hall [8] or thermal conductiv-
ity [36], from the beginning.
In this article, we analyse the evolution of supercon-
ducting gap anisotropy in hole-doped KBa-122. Employ-
ing both a functional and a weak coupling renormaliza-
tion group study (FRG [37, 38] and WRG [39, 40]), we
compute the momentum dependence of the gap func-
tion, starting from the coexistence phase with collinear
magnetism around half filling up to K-122 at maximum
hole doping. Around half filling, where the degree of
correlations is relatively high, FRG appears as a better
choice than e.g. the random phase approximation (RPA)
to resolve the interdependencies of the particle-hole and
particle-particle parquet channels. In line with recent
experiments [32], we find a non-monotonous evolution of
the gap anisotropy which, as a function of hole doping,
reaches a minimum in the superconducting phase from
which on the gap keeps increasing (Fig. 1). In the strong
hole doping regime, we employ WRG which provides an-
alytically exact results in the limit of infinitesimal in-
teractions. In qualitative agreement with previous FRG
studies [17], we find a transition from s±-wave to d±-
wave [16], which allows us to study the s± gap anisotropy
evolution as we approach the transition point (Fig. 2).
Superconducting gap function. In order to investigate
the competing orders of Ba1−xKxFe2As2, we start out
from a five iron d-orbital description obtained by Graser
et al. [41] for the undoped parent compound. (Note that
the FRG was previously extended to additionally include
the As p-bands [42], and found an, in principle, similar
result to the effective 5-band description.) The corre-
sponding tight-binding model is given by
H0 =
∑
k,s
∑
a,b
c†kasKab(k)ckbs, (1)
with k, (a, b), s denoting momentum, orbital, and spin
degrees of freedom and Kab standing for the orbital ma-
trix element . Except for certain minor details, the full
ab-initio band structure for BaFe2As2 at low energies is
accurately reproduced by this five orbital description [41].
The different doping levels, however, are only modeled
by a rigid band shift plus mass renormalization, which
for x = 0.5 potassium replacement amounts to 0.1eV ,
roughly 2.5% of the bandwidth. The filling is thereby
given by n = 6.0 − x/2 electrons per iron atom. In
order to provide a quantitatively accurate doping evo-
lution in such a band structure, it would be necessary
to go beyond such a rigid band approximation. Instead,
we take on a qualitative view in the following, and con-
centrate on the two important transition regimes as a
function of hole doping, i.e. from collinear magnetism
to s±-wave for the underdoped case and from s±-wave
to d±-wave, which might be experimentally observed for
the overdoped case [43].
For the interaction part Hint, we use a complete set of
onsite intra- and inter-orbital Coulomb repulsion as well
as Hund’s rule and pair-hopping terms
Hint =
∑
i
Uintra∑
a
nia↑nia↓ + Uinter
∑
a<b,ss′
niasnibs
−JH
∑
a<b
~Sia~Sib + Jpair
∑
a<b
c†ia↑c
†
ia↓cib↓cib↑
]
(2)
with Uintra = 4.0eV , Uinter = 2.0eV , and JH = Jpair =
0.7eV [44, 45]. Both the functional RG and the weak-
coupling RG provide an effective low-energy theory HΛ
which reveals a hierarchy of favoured Fermi surface insta-
bilities in all channels. (Note that only the relative and
not the absolute strengths of the interaction terms mat-
ter for WRG, in which the absolute scale is taken to the
infinitesimal limit.) Referring to the literature for more
details on the methodology (for a review on multi-orbital
FRG see [38], for the WRG see [40, 46]), for the subse-
quent discussion of the superconducting gap anisotropy,
it is only relevant to appreciate that FRG and WRG
adopt an appropriate band basis γ†k, γk that diagonal-
izes the quadratic part of the Hamiltonian. (The label
k comprises momentum, band, and spin degrees of free-
dom.) The renormalized interaction in this basis yields
HΛint =
∑
k1,...,k4
V Λ(k1, k2, k3, k4)γ
†
k1
γ†k2γk3γk4 . (3)
Let us particularize to the superconducting channel. The
irreducible lattice representations along with relative an-
gular momentum of the superconducting condensate al-
low to distinguish the different superconducting orders.
3FIG. 1. (Color online) Evolution of s±-wave gap anisotropy computed from FRG in the vicinity of the magnetic phase. xr
parametrizes the relative hole doping with respect to the center of the (pi, 0)/(0, pi) collinear magnetic domain. Starting from
xr < 0.05 where s±-wave is still a subleading instability, the gap anisotropy P which by Eq. 6 is the integrated square of the
gap anisotropy κ defined in Eq. 5 first decreases as a function of xr, and then increases again deeper in the superconducting
phase. This feature can be reconciled by a changing orbital-sensitive balance of competing scattering channels Γ ↔ X and
M ↔ X vs. X ↔ X ′ as a function of xr.
We decompose the pairing channel into eigenmodes∑
i
∮
FSi
dqˆ
(2pi)vF (q)
V Λ(q,−q, k,−k)gl(q) = λlgl(k). (4)
Here,
∑
i
∮
FSi
dqˆ denotes the integration along all Fermi-
surface sheets, vF (q) the Fermi velocity, and l the running
index over the different eigenmodes and their correspond-
ing eigenvectors gl(k). Eq. (4) is form invariant to the
linearized BCS gap equation. Negative eigenvalues λl
signal a superconducting instability. In weak coupling,
the λl convert into a T
l
c ∼ exp(−1/(NF|λl|)), where NF
denotes the density of states at the Fermi level, i.e. the
most negative λl∗ ≡ λ1 is the dominant superconducting
instability.
It is the gap form factor g1(k) that hosts the infor-
mation about the momentum dependence of the super-
conducting gap. To create a local measure κi(k) for the
gap anisotropy, we consider the deviation of g1(k) with
respect to its mean on the respective Fermi-surface sheet
κi(k) = g1(k)−
∮
FSi
dqˆ
2pi
g1(q), (5)
where i denotes a running index over individual pockets.
Note that κ is defined as the gap eigenvector g1(k) sub-
tracted by its pocket average, and as such takes positive
and negative values even for an s-wave eigenvector. The
integrated square of κi(k)
P =
∑
i
∮
FSi
dqˆ
2pi
κi(q)
2, (6)
then gives a reasonable measure for the total gap
anisotropy.
Gap anisotropy in the underdoped regime. Within
FRG, one finds a second-order phase transition from a
collinear Q = (pi, 0)/(0, pi) spin density wave instability
to an s± superconducting instability in the underdoped
regime. The SDW form factor is nodal [47], mainly re-
flecting the change of dxz and dyz orbital weight on elec-
tron and hole pockets.
What is experimentally perceived as the coexistence
regime of magnetism and superconductivity is reconciled
in FRG by the domain where the leading eigenvalue in
the pairing channel λSC is smaller, but in close proximity
to the leading eigenvalue in the magnetic (i.e. crossed
particle-hole) channel λSDW. As opposed to RPA ap-
proaches, where a systematic discussion of sub-leading
instabilities in different parquet channels is impossible
due to the lack of vertex corrections between different
channels, the FRG allows us to analyze the dominant
subleading superconducting state at the onset of SDW
order.
Fig. 1 defines a relative doping level xr where xr = 0 is the
center of the SDW regime. Plotting P (xr) reveals a re-
duction of gap anisotropy setting in already in the SDW-
dominated regime and continuing to the s±-wave regime.
The main change of gap anisotropy κ is observed for the
electron pockets. Starting from xr = 0, the background
of SDW order naturally explains an enhanced tendency
for gap anisotropy and its reduction as we are leaving the
SDW regime for xr > 0. This trend matches the experi-
mental observation [32].
In related theoretical works, it was shown that gap nodes
in the superconductor can be imposed due to antifer-
romagnetism [48, 49]. Intuitively, this is found by as-
suming a mean field description of the background SDW
order and by considering the onset of superconductiv-
ity for the reconstructed Fermi surface [46]. Assuming
a scenario dominated by intra-orbital interactions, the
gap anisotropy evolution as a function of hole doping can
be understood by analyzing the orbital-sensitive scatter-
ing channels between hole and electron pockets accord-
ing to Γ ↔ X/X ′ and M ↔ X/X ′ vs. the electron-
4electron pocket scattering along X ↔ X ′. In general,
the X ↔ X ′ scattering enhances the electron anisotropy
in order to minimize the energy penalty from repulsive
interactions. By contrast, the Γ↔ X/X ′ scattering also
induces anisotropy inherited from the change of dxz/dyz
orbital content along the Fermi surface, but tends to drive
a homogenous gap on X/X ′ for connected Fermi surface
pieces of equal orbital content [23, 50]. This competi-
tion is not particularly modified for a small change of
xr. The crucial effect derives from the change of dxy
orbital content of the electron pockets as a function of
hole doping, and, as such, the relevance of M ↔ X/X ′
scattering from the M hole pockets which is of solely
dxy orbital content. As the electron pockets shrink due
to hole doping, their range of dxy orbital content is re-
duced and concentrates on a small Fermi surface slice
centered around the Γ−X/X ′ front tips of the electron
pockets [23]. This evolution eventually even yields an in-
version of the electron pocket anisotropy which can be
observed in Fig. 1 for xr = 0.32. The general trend for
the overall gap anisotropy P, however, stays monotonous
in this regime of xr.
Gap anisotropy at the s-wave to d-wave transition.
Guided by recent experimental evidence [43], a transi-
tion from s-wave to d-wave in KBa-122 may occur in the
strong hole doping regime. Note that while self-energy
effects seem to be less important for strong hole dop-
ing, mass renormalization appears to become even more
significant, and that spin fluctuations, even though in-
commensurate, might persist further in hole-doped than
electron-doped 122 compounds [51]. This is consistent
with the finding from correlation-induced mass enhance-
ments [52], a claimed improvement of experimental evi-
dence and theoretical modelling through a DMFT+DFT
analysis [53, 54], and a detailed ARPES analysis at opti-
mal doping [55]. (Recently, the enlarged density of states
close but not at the Fermi level has also been suggested
to explain the enhancement of correlations in K-122 [56]).
From NMR, strong spin and charge fluctuations in K-122
are found close to criticality [57].) Early ARPES data
for K-122 found only hole pockets present [58], as con-
firmed by de Haas van Alphen measurements [59]. More
recent ARPES data for x = 0.9 [60] identified an accord-
ing Lifshitz transition to occur around x = 0.7 − 0.9,
which from density functional theory has been located
at x ∼ 0.9 [61]. The dominant hole pocket at M (in
the unfolded zone) motivated previous FRG studies to
predict d-wave in K-122 at an early stage [17]. As a gen-
eral tendency, which was also confirmed by later RPA
studies [62], the propensity of forming d-wave should be-
come increasingly competitive to s-wave as a function of
hole doping, a notion which recently is also confirmed by
Raman spectroscopy [63, 64].
In order to adopt an approach for this question of d-
wave in KBa-122, which is analytically exact in the weak
coupling limit, we have expanded the original WRG to a
multi-band / multi-pocket scenario with orbital-sensitive
interactions according to Eq. (2). We indeed find a phase
transition from s±-wave to d±-wave superconductivity.
The precise doping where the transition occurs, however,
sensitively depends on the details of the interactions and
Fermiology, and occurs at lower hole doping than the
experimentally promising region. This is not surprising.
First, the limit of infinitesimal interactions oversimpli-
fies the degree to which the spin fluctuations are able to
affect the superconducting pairing by only considering
diagrams quadratic in the Hubbard scale U . Second, dis-
order present in the measured samples could significantly
modify the competition of s vs d-wave where, for exam-
ple, an accidentally nodal s±-wave state can be rendered
gapped [65].
Nevertheless, we wish to investigate on analytically
controlled footing how the s±-wave gap anisotropy
evolves in proximity to the s/d-wave phase transition.
For the given relative interaction strengths described be-
low Eq. (2), we employ xr as a relative hole doping pa-
rameter where xr = 0 defines the s/d-wave phase tran-
sition. The evolution graph of λs± vs. λd± is depicted
in Fig. 2, along with the monotonously increasing gap
anisotropy P (xr) which is particularly steeply increasing
in immediate vicinity of xr = 0. The strongest change
in κ is observed for the electron pockets while the hole
pocket anisotropy (shaded grey) is hardly changed. The
electron pocket gap anisotropy in the gapped s±-wave
phase (the s±-wave nodal lines marked by straight thin
lines do not intersect the Fermi pockets) increases un-
til the transition occurs into the d±-wave state. As
predicted in [16], this state features dx2−y2-wave type
sign changes on individual pockets along with an addi-
tional sign change from hole to electron pockets, render-
ing the leading harmonic contribution to be ∆d±(k) ∼
cos(2kx)− cos(2ky).
Similar to s-wave vs s±-wave, the irreducible lattice rep-
resentation for both dx2−y2-wave and d±-wave is always
B1g. While dx2−y2 -wave and d±-wave would in principle
be viable candidates for unconventional superconducting
instabilities at weak coupling, we have never observed
a leading dx2−y2 -wave in our investigations of KBa-122.
Note, that in comparison to the FRG result, where the
driving mechanism for d-wave was the intra-pocket scat-
tering around M , the X ↔ X ′ alone seems to be strong
enough for infinitesimal coupling to make d±-wave be-
come favorable over s±-wave.
The universal enhancement of the s± gap anisotropy at
the transition to d± is a relevant observation in terms
of the possible stabilization of an s + id-wave supercon-
ducting state in the iron pnictides. The s+ id-wave state
has been analyzed from Ginzburg-Landau theory [66] and
was microscopically predicted to emerge in iron pnic-
tides [67, 68]. The central driver for such a non-chiral
superconducting state, which still breaks time-reversal
symmetry and D4 lattice symmetry, is the maximisation
5FIG. 2. (Color online) Evolution of the superconducting gap anisotropy computed from WRG in the vicinity of the s±-wave
to d-wave phase transition. xr parametrizes the relative hole doping with respect to the transition point. The attractive SC
eigenvalue λd (green straight line) eventually moves below λs± (green dashed line) as a function of hole doping. Approaching
the transition from the s± side (xr < 0), the Fermi surface-resolved gap anisotropy κ predominantly changes on the electron
pockets (coloured) while the gap anisotropy on the hole pockets (grey) stays unchanged. The total s±-wave gap anisotropy
P increases monotonously, and particularly steeply close to the d-wave transition. We find an extended d-wave state with no
sign change between Γ and M hole pockets, in line with previous calculations from FRG [16, 17]. Beyond the transition, the
extended d-wave state trivially maximizes the gap anisotropy for a given gap amplitude.
of condensation energy. Now, having a close-to-nodal s±-
wave gap and a symmetry-protected nodal d-wave gap at
the s/d-wave transition in the pnictides, yields a strong
condensation energy gain both by removing the d-wave
nodes and by reducing the s± gap anisotropy. This would
make s+id-wave particularly favorable energetically. An-
other s-wave state with unequal hole pocket signs was
proposed to induce a time-reversal symmetry breaking
s + is state [69]. From WRG, we have not found an
indication for this formation so far.
Conclusion. We have analysed the evolution of the
superconducting gap for the hole-doped KBa-122 iron
pnictides. In the underdoped regime, our FRG analy-
sis qualitatively reproduces the experimental finding of
an enhanced gap anisotropy in the proximity to collinear
magnetism. This anisotropy first decreases and then
monotonously increases as a function of deeper hole dop-
ing into the s±-wave phase. For the analytically con-
trolled limit of infinitesimal interactions, our weak cou-
pling RG analysis gives an s±-wave to d±-wave transi-
tion, which might relate to the experimental regime of
strong hole-doping regime around K-122. The s±-wave
universally increases monotonously towards the transi-
tion, and as such provides support for the possible for-
mation of an s+ id-wave state in the transition regime.
From a broader perspective, it would be interesting to
apply our approach to electron-doped pnictides as well.
In addition, isovalent P-doping, implying an energy shift
of the hole pocket at the M point [23], might crucially
change the scenario from one studied here. Experimen-
tally, the degree of anisotropy for the P-doped 122 family
was found to be enhanced [70, 71], which, in absence of
the M hole pocket, is consistent with our analysis of the
s±-wave gap anisotropy.
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