The topological partitioning of electronic properties approach at Hartree-Fock level is used to investigate charge transfer response in a water dimer. Distributed polarizability components are employed to calculate the change in electron density under external fields. Field-induced charge flow between the water monomers is most significant along the direction of the hydrogen bond. The molecular polarizability of the molecules in the dimer is reduced owing to formation of the hydrogen bond.
I. INTRODUCTION
The polarizability of a molecular system describes the response of the system to electric fields. It is important for understanding various phenomena, including intermolecular forces and optical and dielectric properties. One aspect of the polarizability that has attracted increasing attention in recent years has been its distribution over the molecule. This has two aspects. One is the practical aspect that the phenomena where polarizability is important, for example intermolecular forces between adjacent molecules, involve electric fields that vary significantly over molecular length scales and hence cannot be characterized by a simple average polarizability. The other, conceptual, aspect is that the polarizability distribution contains information of chemical significance about how the constituent atoms contribute to the overall response.
A general theory of distributed polarizability based on distributed multipole analysis was developed by Stone. 1 Subsequently Á ngyán et al., 2 using Bader's theory of Atoms in Molecules ͑AIM͒ 3, 4 and the coupled perturbed Hartree-Fock ͑CPHF͒ approximation 2,5-11 presented a robust scheme to calculate distributed polarizabilities. This scheme had the significant advantage of being stable for different choices of basis set. In later publications the approach was referred to as topologically partitioned electric properties ͑TPEP͒. It has been applied to calculate intermolecular interaction energies of homomolecular dimers H 2 O, CO, cyanogen, and urea; 12, 13 to investigate transferability of properties in n-alkanes; 14 and to determine distributed electric multipoles in molecules. 15 Frequency-dependent distributed polarizabilities were calculated for CO, H 2 O, cyanogen, urea, and benzene molecules. 16 The approach was also used to devise a polarizable potential model used in liquid CCl 4 simulations. 17 In this paper we calculate distributed polarizabilities to obtain chemical and physical information about electrostatic properties of the water dimer. Water clusters are of considerable practical significance, and experimental, and theoretical understanding of their behavior has developed greatly in recent years. [18] [19] [20] [21] [22] We seek to enhance that understanding, while also showing the power of distributed polarizabilities to probe aspects of molecular response.
The general theory is described in Sec. II. This is followed in Sec. III by the procedure used to calculate distributed polarizabilities. Results for the water molecule and for the water dimer are given in Sec. IV, and our conclusions are presented in Sec. V. A detailed derivation of the distributed polarizability equation is given in the Appendix.
II. THEORY
The general distributed polarizabilities 2 relate the change in the regular spherical harmonic component lm of the electron density in atomic region A to the regular spherical harmonic component lЈmЈ of the electric potential in region B. The distributed multipole polarizabilities ␣ lm,l Ј m Ј AB have been defined in the CPHF approximation in Ref. 2 , whose expression is derived in the Appendix, starting from tensor trace formalism. 8 The distributed multipole polarizability is given by
where Q lm is a multipole moment operator defined in regular spherical harmonics, i and j denote occupied molecular orbitals ͑MO͒ and and are virtual molecular orbitals obtained through closed-shell Hartree-Fock calculations. The quantities ͗i͉Q lm ͉͘ A are transition multipole moment maa͒ trix elements in an atomic basis, as defined in the AIM context, with r A as origin. The matrix G is defined in terms of two-electron integrals G i, j ϭ4͑i͉ j ͒Ϫ͑ j͉i ͒Ϫ͑ ͉i j͒ϩ␦ i j ␦ ͑ ⑀ Ϫ⑀ i ͒, ͑2͒
where ⑀ and ⑀ i are orbital energies. Here the two-electron part in the G matrix refers to integrals evaluated after the self-consistent field equations are transformed such that the unperturbed self-consistent field operator is diagonal. 9 The G matrix in Eq. ͑2͒ differs from that given in standard textbooks. 23 The transition multipole moments are calculated using the vector r A in an axis system with the center of mass as origin. All multipole moments are invariant under translation of the molecule, but not under rotation ͑except for the charge, being a scalar͒, and hence depend on the choice of axes. This becomes particularly important if one wants to compare properties of a molecule in the dimer with those of the single isolated molecule. The distributed polarizability terms in principle give any arbitrary multipole response of the system to any arbitrary distribution of external potential. As such, they can convey a large amount of information that needs to be processed in order to compare it with experiment or appreciate it properly. In practice, we have restricted ourselves here to charge and dipole response to an external electrostatic potential and field.
A. Polarizability
Atomic polarizabilities are obtained as 2 
␣ ␣␤
and then the total molecular dipole polarizability in a uniform electric field ͑which is the quantity usually reported as the molecular polarizability͒ can be calculated according to
Here the regular spherical harmonic notation has been replaced by one in which subscript q in the first position denotes a charge and in the second position denotes a potential ͑through which the charge affects the energy͒. Greek subscripts ␣ and ␤ in the first position denote Cartesian components of the dipole moment and in the second position denote Cartesian components of the electric field ͑through which the dipole moment affects the energy͒. Then to construct the total molecular dipole polarizability the atomic charge and atomic dipole terms ␣AB , ␣ q␤ AB , ␣ ␣q AB , ␣ ␣␤ AB are required. It is not just the atomic dipole moments that contribute to the molecular dipole moment, but also the atomic charges. Each can be affected by a uniform electric field, which corresponds to a linear variation of potential and hence implies different potentials at different atoms. In this context, the charge-potential terms ␣AB can be regarded as mutual capacitances for A B and self-capacitances for AϭB.
It should be noted that the atomic polarizabilities defined in Eq. ͑3͒ lack some expected properties of polarizabilities, since they are not symmetric under interchange of Cartesian components ␣ and ␤, and they depend on the choice of origin within the molecule ͑though not on the choice of origin within each atomic basin͒. The lack of symmetry arises because the atomic polarizability cannot be obtained as the second derivative of an energy with respect to electric field, basically because response to electric field and potential are treated independently. The origin dependence arises because the dipole moment of a charged species depends on the choice of origin, and the atoms acquire charges from the flows between atomic basins. However, these problems disappear when the total polarizability of the whole neutral system is constructed from the atomic polarizabilities through Eq. ͑4͒. Hence the atomic polarizabilities should be regarded as auxiliary quantities.
Similar considerations apply when one divides the total polarizability of the water dimer into molecular polarizabilities. Because there is a net transfer of charge between the molecules, they each acquire a charge, and hence their polarizabilities each depend on the choice of origin. Such molecular polarizabilities can be defined from Eq. ͑4͒ by dividing the sum over atoms A into two sums, one over atoms A Molecule 1 and the other over atoms A Molecule 2. These evidently sum to the total polarizability of the dimer, but only if the same origin is used for each molecule, whereas it would be natural for comparison with calculations on the separate molecules to take a different origin in each molecule ͑e.g., the center of mass͒. Starting from Eq. ͑4͒ one can also analyze each molecular polarizability into two parts, one local to a particular molecule, i.e., where atoms A and B both belong to the same molecule, and the other nonlocal between the two molecules, i.e., where atoms A and B belong to different molecules. In this case, the local part is symmetric and the nonlocal part is not, but the nonlocal parts for the two molecules are transposes of one another as required to make the total dimer polarizability symmetric. Again, for these parts to sum to the total dimer polarizability, they must be referred to the same origin.
B. External electric field
The electric field is obtained as minus the gradient of the potential V(r). Thus a uniform electric field of magnitude VЈ along the y axis is described by the potential
VϭϪVЈy, ͑5͒
where the potential at the origin is taken as zero.
C. Charge flow
Net charge flow into a region A is calculated from the expression
suitably converted from regular spherical harmonics to Cartesian components. Thus X 00 B ϭV(r B ) is the electrostatic potential in the origin of atomic basin B and X 1x
B ϭE x (r B ) is the x component of the electric field at the origin of atomic basin B. In this paper, ''charge'' always refers to positive charge, so that charge flow is opposite in direction to electron flow.
D. Dipole moment
The dipole moment is calculated using the electrostatic moments as defined in AIM
where R A are the nuclear positions of the atoms, q(A) the atomic charges and M(A) the atomic dipoles. The molecular dipole moment is the sum of the charge transfer term CT and the intra-atomic dipole term atom .
III. CALCULATION DETAILS
The information in Ref. 2 on how to perform these calculations is very concise. Here we describe the procedure by which we obtain the polarizabilities. In order to calculate the distributed polarizability using Eq. ͑1͒, the matrix elements of the transition multipole moments in each atomic basin ͗i͉Q lm ͉͘ A and the elements of the inverse of the twoelectron matrix G i, j are required.
The starting point is optimization of the geometry of the configuration using an ab initio package such as GAUSSIAN 94. 24 Using the optimized geometry a wave function is generated. However, as already explained, the two-electron part of the G matrix requires integrals evaluated after the selfconsistent field equations are transformed such that the unperturbed self-consistent field operator is diagonal ͑see Sec. II͒. To achieve this, GAUSSIAN 94 has to be adapted to give a wave function that includes the virtual one-electron molecular orbitals with the same number of coefficients as the occupied orbitals. This nonstandard route ͑through additional overlays͒ ensures that the transformed two-electron integrals and orbital energies can be obtained.
The wave function is analyzed using MORPHY01 to identify the atomic basins and to perform the necessary integrations with a high precision. This program 25 includes a suitable partitioning method based on Atoms in Molecules theory. 26, 27 It, too, is adapted in order to generate the transition multipole moments. Finally, previous techniques 28 are used to process the information from GAUSSIAN 94 24 into a form suitable for use in MORPHY01. 25 The 6-311ϩ ϩG(2d,2p) and Sadlej 29 basis sets were used in the calculations.
We have used the Atoms in Molecules 3,4 partitioning scheme since it has been shown that it yields nearly basis set independent distributed polarizabilities.
2 Hilbert-space partitioning schemes such as Mulliken, distributed multipole analysis ͑DMA͒, and smoothed Gauss-Hermite partitioning lead to unphysically large distributed polarizabilities. 2, 30 Other partitioning schemes such as Stewart Atoms 31 may have technical advantages but have not hitherto been employed to calculate distributed polarizabilities. A comparison between calculated multipoles in water clusters using AIM and Voronoi partitioning schemes found different molecular dipole moments for the water monomers. 18 In this paper polarizabilities are quoted in atomic units ͑a.u.͒. The atomic unit of the distributed dipole-dipole polarizability is equal to 4⑀ 0 a 0 3 , with a 0 the Bohr radius, i.e., 0.164 877 8ϫ10 Ϫ40 J Ϫ1 C 2 m 2 . In electrostatic units 4⑀ 0 is simply unity and 1 a.u. of dipole-dipole polarizability is equal to 0.148 184 7 Å 3 .
IV. RESULTS
Atomic and molecular properties have been calculated for a single water molecule and for the water dimer using the structural parameters given in Table I and the global minimum geometry for the dimer illustrated in Fig. 1 . Calculations have been performed for the whole interacting dimer system, and also for what we call the ''noninteracting FIG. 1. Water dimer in the global minimum ͑linear structure͒ energy geometry ͑Ref. 32͒. Numbers in brackets indicate atom numbers; ␣ is the angle between the principal axis of Molecule 1 and the negative y axis; and ␤ is the angle between the O-H bond ͑atoms 4 and 5͒ and the positive y axis. Note that xy is a plane of symmetry for Molecule 1, so that H͑2͒ and H͑3͒ have the same x and y coordinates but equal and opposite z coordinates ͑cf. Table I͒. TABLE I. Cartesian atomic coordinates of a single water molecule ͑equi-librium structure͒ and of water molecules 1 and 2 in the dimer ͑global minimum, linear structure͒. The numbers in brackets refer to the numbering of the atoms in Fig. 1 dimer.'' The noninteracting dimer calculations are performed on two separate single water molecules but using the geometry of the two molecules in the interacting dimer and the same system of axes. This allows us to isolate those features that arise directly from the interaction in the dimer ͑and hence by implication are mediated by the hydrogen bond͒ from those that arise from the concomitant change in geometry from the single molecule. Table I shows the optimized water dimer coordinates using a Sadlej basis set 29 starting from the global minimum geometry ͑linear structure͒. 32 Table II compares various theoretical calculated values and the experimental results for the oxygen-oxygen distance R OO and angles ␣ and ␤ ͑see Fig. 1͒ . The optimized geometry using 6-311ϩϩG(2d,2p) and Sadlej 29 basis sets underestimates R OO and ␣, and overestimates ␤ compared with Millot and Stone, 32 but is in reasonable agreement with experiment.
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A. Water monomer
The full set of TPEP distributed polarizabilities obtained for the water monomer with a Sadlej basis set 29 are displayed in Table III . Hererefers to ␣AB , the charge-charge term ͑which is independent of the choice of origin͒; qx, qy, and qz refer to the vector components ␣ q␤ AB ͑which are equivalent to the components ␣ ␤q BA ͒; and xx, xy,..., zz refer to the components of the tensor ␣ ␣␤ AB ͑which are equivalent to ␣ ␤␣ BA ͒. Our values are within 1.5% of those calculated in Ref. 2 at the same basis set level. Differences arise from differences in the precision of the integration of the transition multipole moments. Our integration errors are smaller than 1.7 ϫ10 Ϫ4 a.u. For comparison, the total polarizability components for the water monomer in the equilibrium geometry calculated from the TPEP distributed polarizabilities are shown in Table IV , together with the experimental result. Self-consistent field ͑SCF͒ calculations at Hartree-Fock level lie within 15% of experiment, whereas more sophisticated methods such as second-order Møller-Plesset Becke3-Lee-Yang-Parr and ͑B3LYP͒ ͑MP2͒ reproduce experiment within 3%.
The atomic and molecular polarizabilities constructed from the distributed components using Eqs. ͑3͒ and ͑4͒ are shown in Table V , which should be read in conjunction with the structural information in Table I . The molecular polarizability is just the sum of the atomic terms, cf. Eq. ͑4͒. The table shows clearly that the oxygen atom is more polarizable than the hydrogen atoms. The polarizability components naturally also reflect the geometry, with the OH bond lying in the yz plane. The reconstructed total polarizability ͑the TPEP value in Table IV͒ is in very good agreement with the CPHF result from the GAUSSIAN 94 program. The reason why the agreement is not perfect can be traced to the following technical point.
As a result of conservation of charge, the atomic overlap integral matrix elements ͑AOMs͒ ͗i͉͘ A should satisfy ͚ A ͗i͉͘ A ϭ0, where the summation runs over all N atomic basins. This relation is also a trivial consequence of the orthogonality of the molecular orbitals. Unfortunately, for the numerically integrated transition densities the relation is violated to an extent that depends on the truncation errors in the numerical integration. One treatment to restore the orbital orthogonality is to calculate the total error ⑀ for each set of AOMs as ͚ A ͗i͉͘ A ϭ⑀ and then correct each AOM by dividing the error uniformly between them all, so that ͗i͉͘ A →͗i͉͘ A Ϫ⑀/N. As an example, for the water monomer calculation with a Sadlej basis set using a standard MORPHY integration procedure, the largest error for the AOMs is found to be 2ϫ10 Ϫ2 . Applying the correction scheme reduces this error to 9ϫ10 Ϫ8 , which increases the TPEP mean polarizability from ␣ ϭ8.44 a.u. before correction to ␣ ϭ8.46 a.u. after correction, so improving the agreement be- An application of the distributed polarizability components is to investigate charge flow in a molecule under the effect of arbitrary external fields. Using Eq. ͑6͒ with a simple uniform external field in the x direction normal to the molecular plane shows no charge flow between any of the atoms. An external field in the y direction causes charge to flow from hydrogen atom 2 to atom 1, as reported in Table  VI , while an external field in the positive z direction shifts charge from the hydrogen atoms to the oxygen. By symmetry, an external field causes charge to flow in the yz plane of the molecule, though the total change in charge is of course zero. Note that the changes in electric charge depend on the molecular orientation with respect to the field. Therefore, in order to compare charge flow in similar molecules in different orientations, as in the dimer considered below, the distributed polarizability components need to be transformed into some standard orientation.
B. Water dimer
The independent distributed polarizability components for the water dimer were calculated following the same computational procedure as for a single water monomer. Our results for the interacting dimer have been compared not only with the single water molecule but also with a dimer composed of noninteracting water molecules. A selected set of results ͑10 components͒ is shown in Table VII for the noninteracting dimer and in Table VIII for the interacting dimer. As can be seen, the calculations generate a wealth of data, which is manageable for a simple molecule like water, but for larger systems such as the water dimer starts to become overwhelming: 16 charge and dipole components for each of 1 2 N(Nϩ1) distinct pairs for N atoms. Therefore it is important to find a suitable way of analyzing the data. Our finding that charge flow occurs mainly along the O-H bonds assists this analysis here. The charge-charge flow terms also reveal whether two molecules possess the same molecular geometry, since these terms are invariant under rotation.
The analysis of the distributed polarizability components was conducted in the same manner as for the water monomer. Table IX shows how the atomic charge-charge polarizabilities change from a single water molecule to the molecules in noninteracting and interacting water dimers. This allows the changes due to the geometry change to be separated from those explicitly due to the hydrogen bond interaction. Part ͑a͒ of the table shows that the increase in the OHO angle in the noninteracting dimer molecules generally lowers the distributed polarizability components compared with the single isolated molecule, with broadly the same effect on each molecule. Allowing the molecules in the dimer to interact generally causes a further reduction in polarizability, with significantly different effects on the two molecules. In particular, Molecule 2 exhibits much larger changes due to the interaction than those due to the geometry change, primarily affecting the O4 and H5 atoms involved in the hydrogen bond. The largest additional component due to the interaction is that linking the two oxygen atoms, consistent with their connection via the hydrogen bond.
For the higher polarizabilities, such detailed analysis becomes very complex. Table X shows charge-field polarizabilities between selected pairs of atoms in a single water molecule and in noninteracting and interacting water dimers, in each case transformed to the standard molecular axes. Once again, the geometry change leaves the two noninteracting molecules with very similar responses, whereas the interaction differentiates much more between the two molecules.
The atomic and molecular polarizabilities were calcu- Using distributed polarizabilities to calculate individual molecular polarizabilities in a set of molecules is then clearly a useful tool, since it allows one to investigate the change in polarizability when the interaction between molecules is turned on. In addition to this, the atomic polarizabilities provide a powerful tool for investigating which section of a large molecule is more susceptible to electron movements under the influence of an external field.
Note that although the molecular geometries of the monomers in the noninteracting dimer are the same, the molecular polarizability components are not equal in the dimer axis system, since the monomers are differently aligned in space. Using a suitable transformation confirms that the molecular polarizabilities of the monomers are equal. In contrast, the molecular polarizabilities in the interacting dimer are never equal since the molecules form an unsymmetrical hydrogen bond. The effect of interaction can be seen from the average molecular polarizability ͑one-third of the trace of the polarizability tensor͒. For the noninteracting dimer the average is the same for each molecule, namely 8.3 a.u., whereas for the interacting dimer the average is 7.5 a.u. for Molecule 1 and 7.8 a.u. for Molecule 2.
Owing to the formation of the hydrogen bond, both molecules become less polarizable. However, Molecule 1 is affected more than Molecule 2. Comparison of the relative changes shows that the polarizability reduces most signifi-TABLE VIII. Selected components of the distributed polarizability in a.u. of the interacting water dimer. Atom labels refer to coordinates in Table I . Because the molecules are interacting, nonzero components relate atoms in different molecules, i.e., 1, 2, and 3 to 4, 5, and 6. cantly ͑16%-18%͒ along the direction of the hydrogen bond ͑y direction͒. In the x and z directions Molecule 1 becomes 5% less polarizable, while Molecule 2 shows a slight increase in polarizability. Hydrogen bond formation reduces the overall polarizability as a result of reorganisation of charge density along the direction of the hydrogen bond. In the dimer Molecule 1 is less polarizable than Molecule 2 and this will obviously manifest itself when the dimer is placed in an external field.
On the other hand, it is well-known that the dipole moment is enhanced in the interacting dimer. 18, 34, 35 Dipole moments were calculated using Eq. ͑7͒. In the noninteracting dimer, each molecule has a dipole moment of 1.95 D, with a net dipole moment for the dimer of 2.51 D. In the interacting dimer, we find that Molecule 1 has a dipole moment of 2.09 D and Molecule 2 a dipole moment of 2.16 D. Because the molecules acquire net charges, these values depend on the choice of origin, which we take as the center of mass of the dimer. The charge transfer between the molecules is 0.01 a.u., which contributes to these dipole moments and thence to the enhancement of the net dipole moment for the dimer, which is 2.97 D. Because the moments of the two molecules add vectorially, the net moment in the interacting dimer actually increases by more than the algebraic sum of the increases in the individual molecules. This is consistent with the ''co-operative effect'' in ␣-helices, whereby it becomes easier to form second and subsequent hydrogen bonds because the molecular dipole moments are enhanced in the process. 36, 37 However, our main finding here is that while the molecules acquire larger dipole moments owing to the formation of the hydrogen bond, they become less polarizable.
Table VI compares the atomic charge flows in both dimers in a uniform field in the y direction. The totals for the noninteracting dimer are not rigorously zero, but only because of finite integration errors. The atomic charge flow reflects the molecular orientation in space. The hydrogens in Molecule 1 differ only in the sign of their z coordinate, and hence respond to an external field in similar fashion, so that charge flows from the hydrogen atoms H2 and H3 to the oxygen atom O1. In Molecule 2 the hydrogens behave differently, so that charge flows from the first hydrogen atom H5 to O4 and to the second hydrogen atom H6. In the case of the interacting dimer the total molecular charge flow is nonzero. Charge flows from Molecule 1 to Molecule 2, in the direction of the field. Reversing the direction of the field would have the opposite effect. The atomic charge flow still reflects the molecular orientation.
In the noninteracting dimer oxygen O1 in Molecule 1 acquires charge from the hydrogen atoms H2 and H3. However, in the interacting dimer the charge on O1 remains essentially unchanged. The oxygen atom gains charge from H2 and H3, but immediately loses it to the directly hydrogen bonded atom H5 in Molecule 2, which in turn loses charge to O4 and H6. Thus under the influence of an external uniform field in the positive y direction, the hydrogen bond permits charge flow from Molecule 1 to Molecule 2. To demonstrate the connection between charge flow and the hydrogen bond direction, Table XII shows atomic charge flows for uniform fields in the x, y, and z directions. Charge flow between the interacting molecules is significant only when the external field is along the direction of the hydrogen bond.
It should be noted that for an accurate calculation of the charge flow using Eq. ͑6͒, distributed polarizability components of all combinations of atoms are needed. Contributions of distributed polarizability between atoms as far apart as H2, H3, and H6 might seem insignificant ͑see Table VIII͒ , but omitting them results in nonzero total charge flow ͑be-yond that attributable to the finite integration errors already mentioned͒. This can be rationalized because their modest intrinsic response is amplified by the large potential difference that arises from their large separation.
The difference in the behavior of the monomers in the interacting dimer under an external field can also be seen from observing the distributed polarizability components in Table VII and Table VIII . Figure 2 shows the electric field at the atoms for the first and second fields. Charge-charge terms for O1O1 and O4O4 are similar for the noninteracting dimer, whereas they differ for the interacting dimer. A similar observation can be made between the O1H2, O1H3, and O4H5, O4H6 terms. Note that this sort of preliminary analysis is conducted most readily for the charge-charge terms since they are invariant to the molecular orientation in space.
Hitherto we have compared the polarizability of the interacting dimer with that of the noninteracting dimer consisting of two molecules that have the same geometry as in the dimer but are treated entirely separately. It is also possible to compare it with that of the pair of molecules assigned the same noninteracting polarizabilities but allowed to interact purely electrostatically. This allows us to identify changes in the dimer response that are not attributable to electrostatic interactions. The essence of the electrostatic treatment was presented long ago for atoms, 38 and was updated later for anisotropic molecules. 39 Let the molecules have polarizabilities ␣ 1 and ␣ 2 and acquire induced dipole moments p 1 and p 2 in a uniform external field E. The dipole moments are given by ␣ 1 •F 1 and ␣ 2 •F 2 , where F 1 and F 2 are the local electric fields at the two molecules, given by the external field plus the field produced at the molecule in question by the induced dipole on the other molecule
Here T is the symmetric dipole tensor with Cartesian components given by
where R is the vector between the two molecules. Solution for the induced dipole moments yields
so that the total induced dipole moment of the pair p 1 ϩp 2 can be written as ␣
es
•E, where the ''electrostatic'' dimer polarizability ␣ es is given by the sum of the four submatrices of the inverse matrix in Eq. ͑10͒. The components of this polarizability with respect to the dimer axis system have been evaluated with the components of the dipole tensor calculated between all pairs of atoms on the two molecules and then averaged over all nine values. Relative to the noninteracting dimer, the electrostatic interaction decreases the xx and zz components ͑in the axis system of Fig. 1 and Table I͒ by 5% and increases the yy component by 13%. These changes are more extreme than those produced by the full interaction in the interacting dimer, namely decreases of 3% in the xx and zz components and an increase of 8% in the yy component, although each approach yields a change of only ϩ1% in the trace of the polarizability.
Similarly, one can calculate the dipole moments induced in the dimer of molecules interacting purely electrostatically.
If the permanent moments of the noninteracting molecules are 1 0 and 2 0 , which become 1 and 2 in the dimer without any external field, we have
Here F 1 p and F 2 p are the permanent fields in the dimer due to the dipole moments, given by T• 2 and T• 1 , respectively. Substituting in Eq. ͑11͒ and solving yields
where 1 and 0 are the 3ϫ3 unit and null matrices, respectively; the second expression shows that the inverse already required for the induced dipoles can be used for the permanent dipoles too. This expression can also be manipulated to yield directly the dipole moment changes ␦ 1 and ␦ 2 in the dimer as
͑13͒
This shows the changes as the self-consistent electrostatic response of the dimer to the field of the permanent dipole moments. The dipole moments are dominated by the y component, which increases in magnitude by 13% with the purely electrostatic interaction, but by 19% with the full interaction in the interacting dimer, where the transfer of charge between molecules enhances the effect. The TPEP calculations we have reported take no account of correlation, which our present techniques cannot handle. Correlation affects the polarizabilities directly and also indirectly through the calculated equilibrium geometry. For the interacting dimer held at the old equilibrium geometry, taking account of correlation at MP2 level increases the diagonal components of the total polarizability by about 15% each. In the equilibrium geometry calculated taking account of correlation at the MP2 level ͑where the major change is a shortening in the O-O distance along the y axis͒, the xx and zz components of the total dimer polarizability increase by 18% and the yy component by 21%. In each case, the polarizabilities for the interacting dimer change relative to those for the noninteracting dimer by only about two-thirds as much as the electrostatic model predicts ͑using the MP2 corrected polarizabilities for the molecules in the noninteracting dimer͒, which is essentially the same proportion as in the absence of correlation.
V. DISCUSSION AND CONCLUSIONS
We have presented extensive results from calculations of the static distributed polarizability in the calculated equilibrium structure of the water dimer, and, for comparison, in the isolated water molecule and in a dimer of noninteracting water molecules. The results satisfy two tests, among others. First, the molecular polarizability reconstructed from the distributed components is in excellent agreement with the result from CPHF calculations, and secondly, the total charge re- mains unchanged after redistribution within the dimer. Although our distributed polarizability calculations do not take account of correlation, our MP2 calculations indicate that the main effect of correlation is to increase the total polarizability in magnitude fairly uniformly in the dimer xz plane, with a slight enhancement along the y axis, which is the hydrogen bond direction where the geometry changes most. This suggests that our TPEP calculations ignoring correlation should give a good qualitative picture of the distributed polarizability.
We find that hydrogen bonding has the effect of decreasing the overall polarizability, owing to reorganization of charge density along the hydrogen bond. The effect is most significant along the direction of the bonding, and is larger for the water molecule in which the oxygen atom is involved in the hydrogen bonding ͑Molecule 1͒. This decrease in polarizability occurs at the same time as the well-known increase in dipole moment. Placing the dimer in a uniform external field shows that charge flows predominantly along the hydrogen bond in the direction of the field, thereby inducing a difference in net charge between molecules. Comparing results for the interacting dimer with those for the noninteracting dimer supplemented by purely electrostatic interactions shows that the additional interactions oppose the effects of the electrostatic interactions in the polarizability but enhance them in the dipole moment. This suggests that the permanent charge-transfer between molecules in the dimer, which certainly enhances the dipole moment, may have the opposite effect on the polarizability.
These results should be understood in the context of the method we use. When an electric field is applied to a molecule, two things happen to the atomic properties, in the AIM picture. One is that properties within the basin such as charge and dipole moment change, and the other is that the atomic basin itself changes. These give rise to what have been called basin and surface contributions to the atom polarizabilities 3 whereas what we calculate corresponds to the basin contributions alone. 2 Calculations indicate that surface contributions are often small, but not negligible, especially if the atoms have very different electronegativities, 40 and more recent work has derived and implemented a method valuable for calculating surface terms accurately using analytical rather than numerical differentiation. 41, 42 However, the molecular properties obtained from the basin contributions alone are the same as those obtained from basin and surface contributions together, essentially because the net contribution over the surface shared by two atoms is zero. This means that basin contributions by themselves do afford a legitimate method of partitioning the molecular response among what might be termed ''frozen atoms,'' and it is in that context that we have discussed them.
As noted in the Introduction, calculation of distributed polarizability is desirable for practical applications. For example, Karlström has calculated distributed polarizabilities using the uncoupled Hartree-Fock method 43 and used them to devise the polarizable water potential non-emperical molecular orbital ͑NEMO͒. 44 Calculation of distributed polarizability is also desirable for conceptual understanding of how the electron distribution responds to the external influence of electric fields, affording insights that go beyond those available from analysis of the ground-state electron distribution. The calculation of the atomic and molecular polarizability of the dimer ͑and by implication of other sets of molecules͒ also proves to be a powerful tool for providing insight into the effect of interaction on the electron density and its response to electric fields. In particular, the separate molecular polarizabilities in the dimer can be calculated from the distributed components of the molecular polarizability of the dimer, which is not possible using standard ab initio packages.
Various extensions of the present work can be envisaged. We have already calculated nonlinear response in the form of distributed hyperpolarizabilities for urea, which prove to have a significant effect on the calculated nonlinear response of the crystal. 45 In this respect there is a need to extend the method to frequency-dependent response. It is also desirable to make the method more efficient, perhaps by using direct methods to compute integrals as required, so that high-level calculations on larger molecules and clusters become less demanding of computer resources.
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APPENDIX: DERIVATION OF POLARIZABILITY IN MOLECULAR ORBITAL "MO… DESCRIPTION
Suppose a molecule is perturbed by a static electric field. The energy of the molecule can then be expanded according to is the unperturbed energy, F ␣ is the component of the field in the ␣ direction, ␣ (0) is the component of the permanent dipole moment of the molecule in the ␣ direction, and ␣ ␣␤ and ␤ ␣␤␥ are static polarizability and first hyperpolarizability tensor components. The polarizability is related to the second-order energy by
and can be calculated exactly using the sum over states ͑SOS͒ expression. 19 The SOS expression for the secondorder energy can be found using standard RayleighSchrödinger perturbation theory as
This is not practical if one wishes to calculate reliable polarizabilities, although a promising approximate SOS approach in organic molecules was presented recently. 46 The SOS expression can be converted into a CPHF expression, as shown by Silvi and Fourati. 7 The SOS expression is defined in exact wave functions, whereas the CPHF expression is defined in terms of molecular orbitals ͑MOs͒.
This gives a practical manner of calculation since the MOs are easily obtained from a standard ab initio package. With increasing the level of sophistication of the basis set the result will become more exact.
Alternatively, the polarizability can be obtained through partial derivatives of the energy expansion Eq. ͑A1͒
where E ␣␤ , D ␤ , and h ␣ are derivatives of the energy, density matrix and Hamiltonian, respectively. The summation is over the basis functions st. Equation ͑A4͒ defines the polarizability in tensor trace formalism. 8 The density matrix is given by which can be inverted to yield
The Hamiltonian is Hermitian, and we, therefore, obtain 
Here we have used the same convention for summation over all molecular orbitals. Note that in the derivation of higherorder properties such as the first hyperpolarizability it becomes more convenient to use the summation convention of Eq. ͑A15͒. Equation ͑A16͒ has also been derived by Thomsen and Swanstrøm. 10 Converting to Stone's multipole moments description used to calculate distributed properties is then a straightforward operation by replacing the Hamiltonian operator by a multipole moment operator in an atomic basin.
