ABSTRACT Precision medicine incorporates patient-level covariates to tailor treatment decisions, seeking to improve outcomes. In longitudinal studies with time-varying covariates and sequential treatment decisions, precision medicine can be formalized with dynamic treatment regimes (DTRs): sequences of covariate-dependent treatment rules. To date, the precision medicine literature has not addressed a ubiquitous concern in health research -measurement error -where observed data deviate from the truth. We discuss the consequences of ignoring measurement error in the context of DTRs, focusing on challenges unique to precision medicine. We show -through simulation and theoretical resultsthat relatively simple measurement error correction techniques can lead to substantial improvements over uncorrected analyses, and apply these findings to the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) study.
Introduction
Precision medicine is a framework in which medical treatment decisions are based on patient-level data. At its core, precision medicine aims to 'treat patients, not diseases', reflecting the principle that the best treatment decision is informed by all relevant, available data on the patient, not solely their diagnosis. This can manifest in the simple case of a single treatment decision (the one-stage setting), but can be readily generalized to longitudinal treatment regimes where all available patient-level data (both present and past) can inform treatment. One way of codifying such a process in the precision medicine framework is through the use of Dynamic Treatment Regimes (DTRs): sequences of decision rules tailored to patient-level covariates. Precision medicine in general, and DTRs in particular, have received a great deal of research attention, especially in recent years [1, 2, 3, 4] .
A key focus of the DTR framework is estimating the optimal sequence of treatment decisions that maximize an expected outcome, conditional on available patient-level data at each decision point. This may be a simple rule based on a single covariate (such as "prescribe treatment if the patient consumes less than 1300 calories a day"), or may be a highly complex set of treatment decisions which depend on many factors. Finding optimal treatment rules can be especially challenging in the observational data setting, wherein observed treatments may themselves be informed by patient-level information. Estimation of such rules has received considerable attention in the biostatistical literature, with the development of numerous estimation procedures [4, 5] .
Measurement error refers to any process through which observable data do not equal the true underlying values of interest [6] . Common examples include blood pressure (typically elevated in clinical settings) [7] or self-reported caloric intake [8] . While measurement error may arise through a variety of mathematical mechanisms, the underlying concern is that analyses which do not account for such error may produce unpredictable and unreliable conclusions. These so-called naive analyses, along with many relevant correction methods, have been widely studied in linear [9] and non-linear [10] models, with some work spanning both [11] .
As the first substantive work on the interface between DTRs and measurement error, we will limit our focus to methodologies that afford straightforward implementation. DTR estimation will be carried out via dynamic weighted ordinary least squares [19] , whose regression-based implementation is complemented by the measurement error correction method of regression calibration [22, 23] (a popular technique that has even been described as "the default approach for the linear model." [31] ).
To establish notation, and the modeling framework upon which our methodology relies, in this section we will introduce the specifics of a one-stage, error-free DTR, and discuss the optimal estimation procedure using dWOLS. We will then extend to the multi-stage case. Finally, we shall discuss regression calibration as it is used in a traditional linear modeling context.
DTRs and dWOLS
In a one-stage DTR we make a single binary treatment decision (A) per patient. We take A = a ∈ {0, 1} to denote standard treatment (a = 0) or an intervention (a = 1), or some other binary treatment option. We are concerned with an outcome variable Y , chosen such that larger values are preferred. Patient information available immediately prior to the decision being made is denoted X. The optimal DTR will then take x as input and produce a opt , such that Y is maximized in expectation for the patient when A = a opt , given X = x. Formally, a opt = arg max a E[Y |A = a, X = x; β, ψ], where the mean is modeled as E[Y |A = a, X = x; β, ψ] = f (x β ; β) + γ(x ψ , a; ψ)
with x β and x ψ representing two (possibly identical) subsets of the covariates x and β, ψ are model parameters
This mean decomposition includes a component f (x β ; β) which does not depend on the treatment, and a component γ(x ψ , a; ψ) which captures the effect of treatment. These are the so-called treatment-free and blip components, respectively. The treatment decision impacts the outcome only through the blip, and as such estimation of the optimal DTR is equivalent to finding the decision rule which maximizes γ(x ψ , a; ψ). We therefore need only estimate the ψ terms correctly to determine the optimal DTR.
A PREPRINT Often, we take γ(x ψ , a; ψ) = a(ψ x ψ ) to be a linear function of the covariates multiplied by the treatment indicator, meaning a opt = 1 if ψ x ψ > 0 and a opt = 0 otherwise. If we correctly specify the full outcome model then standard regression procedures may be applied. However, as our treatment decision does not depend on the treatment-free component directly, we may wish to seek methodology that does not depend on its correct specification in full. For example, even with the treatment-free model misspecified, we could nevertheless proceed with correct specification of the blip if a and x were independent, but this is seldom a reasonable assumption in our observational setting (where treatment decisions may be made based on patient-level data).
dWOLS, along with some other methods such as the aforementioned G-estimation [17] and augmented inverse probability of treatment weighting [18] , account for this by requiring the specification of a treatment model, modeling the probability of receiving the intervention given the individual's covariates. In implementing dWOLS, this allows the calculation of patient-level weights, which we denote v(a, x) for a patient with covariates x receiving treatment a. These weights are designed to 'balance' the covariates. Any weights which satisfy
where π(x) = P (A = 1|X = x), will suffice for balance, with the use of v(a, x) = |a − π(x)| being recommended [19] .
In the one-stage setting, dWOLS is simply a weighted ordinary least squares regression with weights satisfying Equation (2) and an outcome model structure as indicated by Equation (1). The resulting estimators for ψ are then doubly robust: as long as the blip model is correctly specified, and at least one of the treatment or treatment-free models is correctly specified, the estimators for ψ will be consistent.
These methods easily extend to multi-stage processes. A K-stage DTR will have K total treatment decisions made, where we wish to estimate the optimal decision at each stage j, given all information available immediately prior to the decision. We now subscript the covariate vector and the treatment decision, x j and a j , to denote the measurements taken and the observed decision at stage j, respectively. We use over-and under-line notation to refer to the past and future respectively, so that (for example) x j = (x 1 , . . . , x j ) and a j+1 = (a j+1 , . . . , a K ). Finally, for notational convenience, we define a variable to represent the patient's history prior to the stage j treatment decision: h j = (x j , a j−1 ). We now expand Equation (1), given the above notation, to
where h (0) represents the subset of covariates which have an impact on the outcome not influenced by treatment, and (γ 1 , . . . , γ K ) represent the K blip functions, each of which takes some subset of the available history h j .
The stage j blip function in this multi-stage setting is defined as the marginal impact of a patient receiving treatment a j , compared to a patient who received standard treatment at stage j (a j = 0), with an identical history and who goes on to receive optimal, though not necessarily identical, treatment in the future. That is, γ j (h j , a j ;
, where Y α refers to the outcome Y , under a treatment regime specified by α. (There is an alternate formulation of the outcome model, based on the concept of regrets [32] . None of the presented work relies on the choice of the outcome model formulation.)
There is a recursive nature to the multi-stage DTR formulation as the treatment decision at stage j impacts all future decisions. In dWOLS we begin by analyzing the final stage of treatment, then work backwards, at each stage generating a pseudo-outcome which removes the effects of future treatment from the outcome. Lettingỹ K = Y , we define the j-th pseudo-outcome asỹ j =ỹ j+1 − γ j (h j , a j ). Estimation using dWOLS in the multi-stage setting then follows a three step procedure. First, define weights for each stage v j , which satisfy Equation (2) . Second, starting at stage K, and working iteratively backwards, solve the weighted regression ofỹ j on the patient history h j . Third, defineỹ j−1 , and repeat. If at least one of the treatment or treatment-free models are correctly specified at each stage j, and each blip is correctly specified, this process will lead to consistent estimators for all ψ j .
Measurement Error and Regression Calibration
We shall consider one of the most widely-used measurement error models: classical, additive, normally distributed zero-mean measurement error. We observe W = X + U , where X is the true underlying value, and U ∼ N (0, σ 2 u ), independent of X. Covariates which are error-free are denoted Z. Additionally, we assume that the error is nondifferential: our outcome of interest Y is conditionally independent of W , given the true covariates X and Z. Errors may be differential if, for instance, measurements are taken subsequent to the outcome being observed (such as a cancer diagnosis affecting how a patient responds to questions about their historical smoking habits). This is seldom the case in our framework.
Error correction techniques (such as our choice of regression calibration) typically require additional data beyond what is used in standard inferential procedures to learn about the size (and structure) of the error. These may come in the form of validation, instrumental, or replicate data. Validation data provide a subsample of the observations where both the true and error-prone observations are observed. Instrumental data refer to additional covariates which are observed that are correlated with the true values, but where this correlation is weaker than that between the observed surrogates and the truth. While validation data are typically considered ideal, they are often unavailable in practice. Instead, we shall focus on the use of replicate data, which consist of repeated measurements of the error-prone covariates for some subset of individuals, and are usually more readily obtainable.
The premise of regression calibration is to replace the unobserved X in our models with an estimated W r = E[X|Z, W ]. We then proceed with standard analysis on the predicted values, adjusting the standard errors as needed. The core component of regression calibration is the procedure through which we estimate W r . Taking the error model outlined above, assuming that each individual has κ i measurements of W i , i = 1, . . . , n, then a standard method of estimating E[X|Z, W ] is the so-called "best linear approximation", the details of which are presented in the Appendix. The computed estimates from Equation (4) can replace X i in the analysis that we would otherwise conduct [22, 23] .
Measurement Error in Dynamic Treatment Regimes
With little work to date concerning measurement error in DTRs and precision medicine, we shall limit attention to the case of errors in patient-level covariates, assuming treatments and outcomes are measured correctly. In this section we will illustrate that, in addition to concerns arising from measurement error that are common to traditional modeling settings, there are considerations which are unique to the structure of DTRs. We discuss these considerations alongside various theoretical observations. First, we motivate the construction of valid estimators in the one-stage setting, providing a theoretical guarantee of sample covariate balance in the presence of measurement error. Next, we illustrate how these estimators can be extended to the multi-stage setting, providing theoretical results regarding the construction of valid pseudo-outcomes. Finally, we focus on the process of determining optimal treatments in the future, reframing the estimation as a prediction problem, and discuss the merits of error correction in this context.
Blip Parameter Estimation
To estimate a DTR with dWOLS, we require the specification of the outcome (blip and treatment-free), and treatment models. In the error-prone setting, DTRs are unusual in that the outcome model depends on the unobservable covariates, while the treatment model depends on the observable values. We assume that a biological process (or similar) relates the true covariate values X to the outcome Y , whereas treatment decisions can only be made based on the potentially error-prone observed values W . For our purposes, we will assume in particular that treatment decisions are based on the first observed value on each patient, namely W 1 . This structure is shown graphically in Figure 1 .
Recall that dWOLS produces doubly robust estimators through the principle of covariate balance. If our treatment-free model is misspecified, then correct specification of the treatment model will induce covariate balance in X (E[X|A = 1] = E[X|A = 0] in the weighted data set), leading to consistent estimation of the blip parameters [19] . In the A PREPRINT error-prone setting, if we employ regression calibration using W r in our outcome models, we wish to induce covariate balance not between X and A, but between W r and A. Following the proof by Wallace and Moodie which justifies the choice of weights [19] , we might intuitively speculate that any weights which satisfy π(W r )v(1, W r ) = (1 − π(W r ))v(0, W r ) will induce covariate balance in W r . Given that in the error-free setting weights of the form v(a, x) = |a − E[A|X = x]| are recommended, this would in turn suggest that weights of the form v(a, w r ) = |a − E[A|W r = w r ]| may prove suitable. We observe the following Result. Result 1. Let W be observed as a replicated error-prone measurement of X, and denote the regression calibration estimates of X, based on W , by W r . Take P (A = 1|L) = H(α L), where L is any tailoring covariate (vector), which may (but does not necessarily) contain X. Using the weights v(A, W r ) = |A −P (A = 1|W r )|, whereP (A = 1|W r ) is estimated through a simple logistic regression, the weighted sample means, conditional on A, will be equivalent. Given the above setup,
Proof of Result 1: See Appendix.
Result 1 states that the estimation procedure alone ensures that, within the sample, the weighted means are equivalent between observations with A = 1 and with A = 0, regardless of the true underlying treatment model. The idea of using sample balance as a small-sample proxy for true balance has been explored in a traditional balancing score setting [33] . We will show through simulations that, in many situations, this sample balance suffices to maintain the double robustness of dWOLS. However, due to the interplay between regression calibration and logistic regression, these weights are not a perfect analog to the error-free setting. In particular, using logistic regression with corrected covariates only provides approximate estimates of the true parameters [10] . This approximation, though often close to the truth, means that in general P (A = 1|W r = w) = π(W r ), and so it is not guaranteed that weights based on this method follow Equation (2) . These concerns appear to only minimally impact the procedure in practice.
Multi-stage DTRs with Error
Having established an approach for blip parameter estimation in the single-stage problem, we now consider the multistage case. The multi-stage setting further requires that the pseudo-outcomes (denotedỹ i ), which are generated by removing the effects of future treatments, must be independent of all future information for consistency of the blip parameter estimators. For illustration, if we consider a two-stage DTR, thenỹ 1 = Y −γ 2 (x ψ2 , a;ψ 2 ), whereγ 2 refers to the blip function at stage two as was estimated through dWOLS. The estimates forψ 1 are then computed with a weighted regression onỹ 1 , and the estimators are consistent ifỹ 1 ⊥ A 2 (in addition to the necessary correct model specifications for dWOLS). Intuitively, we might approach this problem by subtracting out a function of W j1 (the first stage j error-prone observation). For instance, one such method would be to follow the general procedure of replacing X with the regression calibration estimates across our entire analysis, computing the pseudo-outcomes by subtracting the estimated blip evaluated at the regression calibration estimates. We now demonstrate, however, that independence is not generally established for simple multi-stage DTRs, in the presence of measurement error, using three separate estimating techniques based on this idea. Result 2. Consider a K stage DTR, with the j-th blip function taking the form A j (ψ j0 + ψ j1 X j ), where treatment follows a logistic model based on W j1 . Further, suppose that the pseudo-outcomeỹ j−1 has been formed by taking the true outcome and subtracting the correct blip function evaluated at either (1) the observed covariate W j1 , (2) the mean of replicated covariates W j , or (3) regression calibration corrected covariates W rj . Under these conditions, the pseudo-outcome is not generally independent of the future treatment information, specifically A j .
Proof of Result 2: See Appendix.
The core issue with using any such procedure is that W j1 ⊥ A j , and as such the measurement error term in W j1 is also dependent on A j . One manner of circumventing this issue is to use an error-prone measurement of the covariate, which has an error term that is independent of the treatment. In our setup, we assume that the treatment is based on only one of the available replicate measures. In the case of two replicates per patient, for example, this leaves the second, W j2 , with an error term that is independent of A j . The assumption that treatment depends on only one replicate observation, though strong, can be seen to hold on occasion (see the analysis in Section 5, for example), and facilitates a novel estimation procedure: Result 3. Consider a K-stage DTR, with the j-th blip function taking the form A j (ψ j0 + ψ j1 X j ), where treatment follows a logistic model based on W j1 , and where replicates are available for all patients. Further, suppose that the pseudo-outcomeỹ j =ỹ j+1 −ψ j+1 W j+1,2 has been formed by taking the true outcome and subtracting the correct blip function evaluated at the replicated error-prone covariate. Then E[ỹ j |A j+1 = 1] = E[ỹ j |A j+1 = 0]. Moreover, this applies to blips which are based on multivariate covariates (of the form A j (ψ j X j )).
Proof of Result 3: See Appendix.
While this does not guarantee independence between the pseudo-outcome and the treatment, it does ensure mean independence, a reasonable approximation in the context of linear modeling. As such, the proposed methodology for generating pseudo-outcomes will be to subtract off the estimated blip term, evaluated at W j2 , and then perform a weighted regression on this pseudo-outcome. This result requires the assumption that all individuals have at least one replicate measurement, independent of the treatment decision, for all error-prone covariates in the blip models; when these data are not available, this result will not apply. We note that the variance of the pseudo-outcome under this approach does depend on the value of A j and as such the regression exhibits heteroskedasticity in the error term. However, sensitivity analyses (see Appendix) suggest this additional concern should not usually materially impact estimation.
Future Treatments
While we have focused on the identification of the optimal DTR, an important extension is to consider the implications that measurement error has on future treatment decisions. One consideration is to frame future treatment decisions as a prediction (or classification) problem. As previously discussed, it can sometimes be argued that measurement error correction is unnecessary when prediction is the goal of the analysis, though this is not universally applicable [12] . The complex interactions in DTRs indicate that it is worth considering the utility of error correction for predictions, and studying the effects of error being ignored.
In order to implement error correction when considering the assignment of future treatments we must consider what information is available when making those decisions. If we have sufficient measurements available for the entire population we wish to treat prior to making any treatment decision, we can apply regression calibration normally. This setting is distinct from the situation where we are making treatment decisions one at a time, and consequently cannot pool the patients' information in order to apply regression calibration directly. In this setting we instead propose a pseudo-correction, where in the fitting stage the parameters required to adjust the covariates are made available for use in the prediction stage. In particular, we can use the initial estimates for the covariate and error variances, in addition to the grand mean, and use these values in Equation (4) to correct individual, error-prone measurements. It is also conceivable that, while during the study we have error-prone covariates, future decisions may be informed by the true covariates. In the event of having the true covariates, the prediction problem becomes one of predicting across domains.
Simulation Studies
We now demonstrate, via simulation, the potential impact of measurement error in the context of DTRs. In particular, we emphasize the issues that are present when conducting a naive analysis, and show the feasibility of regression calibration to largely correct for the errors in the analysis, as per our preceding results.
Parameter Estimation
We begin by demonstrating the bias present in blip parameter estimates resulting from a naive analysis, and the robustness of our proposed estimation procedures. First, we will consider a simple one-stage setup. We take X ∼ N (0, 1) to be the covariate vector, and assume that we observe two replicates of (independently) errorprone observations, given by W 1 , W 2 ∼ X + N (0, 0.25). We assume that the treatment model is given by P (A = 1|W 1 = w) = H(1 − 0.5w + 1.5 exp(w − 1)), (where H(·) is the expit (inverse-logit) function) and the outcome model is specified as Y = X + exp(X) − X 3 + A * (1 + X) + where ∼ N (0, 1), and is independent of all other variables. We are therefore interested in estimating blip parameters ψ 0 = 1 and ψ 1 = 1.
In this setting, we consider four analyses, repeated with and without regression calibration, altering what components of our models are correctly specified. We consider fitting models with (1) neither the treatment nor treatment-free correctly specified, (2) only the treatment model correctly specified (where the treatment-free is taken to be linear), (3) only the treatment-free model correctly specified (where the treatment model is taken to be linear in the logistic scale), and (4) where both are correctly specified. In all scenarios we simulated 10, 000 datasets of size n = 1000. The results are summarized in Figure 2 . In this setting, when at least one model is correctly specified (analyses (2)-(4)), the naive estimators of ψ 0 perform well. In all four scenarios the naive results are biased for ψ 1 . Regression calibration results in a clear improvement in the results for ψ 1 across analyses (2)- (4), where the bias exhibited by the naive estimators is Figure 2 : Blip parameter estimates (true values ψ 0 = ψ 1 = 1 indicated by dashed lines) for 10,000 simulated datasets (n = 1000), comparing a regression calibration corrected analysis to a naive analysis, when neither (Analysis 1), one of (Analyses 2 and 3), or both (Analysis 4) of the treatment and treatment-free models are correctly specified. largely removed. We do note that there is a clear, though dramatically reduced, bias in analysis 2, where the estimator relies on the correct specification of the treatment model alone. This is consistent with the comments made in Section 3, regarding the limitations of regression calibration and logistic regression.
We also considered a more complex set of multi-stage simulations (see Appendix). These results looked at the impact of varying the treatment effect size, the optimal treatment threshold, and the degree of misspecification for the treatment-free model. All of these factors were found to reduce the performance of the naive estimators. However, performing the regression calibration correction, and making the previously mentioned adjustments for the pseudooutcomes (Section 3.2) improved the results of our estimators, suggesting that this process generalizes to a wide variety of multi-stage settings.
Future Treatment Predictions
To investigate future treatment assignment, we consider a two-stage DTR where X 1 ∼ N (0, 1) and X 2 ∼ N (A 1 , 1) are the true covariates, with replicate observations W 11 , W 12 ∼ X 1 + N (0, 1) and W 21 , W 22 ∼ X 2 + N (0, 0.25), and outcome Y = X 1 + A 1 (1 − X 1 ) + A 2 (3 − 2X 2 ) + (with ∼ N (0, 2) independent of all other parameters). The treatment models take the form P (A i = 1|W i1 = w) = H(1 − w).
We partition these analyses into three settings based on the information available at the time treatment decisions (or predictions) are made. Namely, where we have access to (1) only a single error-prone observation for prediction, (2) replicated error-prone observations for prediction, and (3) the true values for prediction. For these scenarios we consider the performance of the naive model compared to the corrected model. For the first setting, direct regression A PREPRINT Figure 3 : Proportion of optimally treated individuals for 10,000 simulated datasets (n = 1000), comparing the predictive power of naive versus corrected analysis when we have (1) a single error-prone measurement, (2) replicated error-prone measurements, or (3) the true measurements available to inform the treatment decision.
calibration is not possible as the new observations do not have replicate information. Instead, we conduct a 'pseudocorrection', as described in Section 3.3, to produce a corrected estimate. In the second setting, we do not fit the naive model (as it is equivalent to scenario (1)).
Each analysis above is run with n = 1000 individuals during the fitting stage, and the treatment assignment is run for 5000 individuals. We repeat the set of simulations 10, 000 times. The complete results are provided in Figure  3 , where, on average, the corrected methods perform better than the naive methods in terms of accuracy, and the pseudo-corrected method performs roughly equivalent, with lower variance in this setting. The results suggest that, in the worst case scenario, framed as a problem of prediction, the naive and corrected methods perform comparably. However, there are dramatic gains in terms of optimality of treatment in the event that additional information can be attained when assigning future treatment decisions.
STAR*D study
We now illustrate the proposed correction methods through application to data from the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) study. The STAR*D study was a multi-stage randomized controlled trial, comparing different treatment regimes for patients with major depressive disorder [34, 35] . The study was split into four phases (with phase two further subdivided into two sub-phases), where, at each phase, different treatment options were available to patients based on preference and progression through the study. The severity of depression was measured through the Quick Inventory of Depressive Symptomatology (QIDS) score, where assessment was conducted during each phase both by the patient (denoted QIDS-S) and by a clinician (denoted QIDS-C). At the end of each study phase, patients who had a clinician assessed QIDS score less than or equal to 5 were considered to have entered remission, and were subsequently removed from the study.
Previous analyses [36] specified QIDS-C as an outcome, and dichotomized treatments differentiating those which contain a selective serotonin reuptake inhibitor (SSRI) and those which do not. These analyses model QIDS-C as a continuous covariate and consider three tailoring variables: QIDS-C measured at the start of each level (given by Q j for stage j), the change in QIDS-C divided by the elapsed time over the previous level (referred to as QIDS slope, denoted S j for stage j), and patient preference (denoted P j for stage j), a binary indicator specifying whether the patient desired to switch treatment regimes (P j = 1) or not (P j = 0). The first and fourth phases of the trial are typically ignored in DTR analysis of these data, and we focus on phases two (merging both sub-phases) and three, which we refer to as stage one and stage two, respectively. Our analysis considers 1051 patients who entered stage one, and 283 patients who, having not entered remission, entered stage 2.
Previous analyses of these data make the implicit assumption that clinician scores are error-free measurements. However, the inclusion of self-assessed measures (QIDS-S), if viewed as replicate measures, offers a feasible mechanism for exploring measurement error in this study. In particular, if we postulate that there exists a "true" underlying symptom score for every patient (denoted X i,j for patient i at stage j), then we might propose that both the self-assessed and the clinician scores are surrogate measures for this truth, and assume that W i,j,C = X i,j + j, C and W i,j,S = X i,j + j,S where j,C ∼ N (µ j,C , σ 2 j,C ) and j,S ∼ N (µ j,S , σ 2 j,S ), with ·,· assumed to be independent of everything else. If this modeling assumption is accepted, and if the distributions of j,C and j,S are similar, then we may view the two QIDS scores as replicated, error-prone measurements. Under these assumptions regression calibration is made possible. We note that our analysis continues to use QIDS-C as the outcome variable, to remain comparable with previous literature. Moreover, if our goal is defined to optimize the clinician-rated score, then this outcome error should not affect that objective. We consider only a complete-case analysis, where patients are required to have both the QIDS-C and QIDS-S measurements, in order to correspond to the assumptions we have previously made.
Error Structure Analysis
We first test the distributional similarity of QIDS-C and QIDS-S, at each stage of consideration, for the subset of individuals considered in the study. The assumption that µ j,C = µ j,S is non-restrictive in that we can consider the centered scores (W i,j,C = W i,j,C −W ·,j,C ), which corresponds to advice for regression calibration where replicate means differ [10] . As such, we assess the variance structure between the centered clinician and self-assessed scores.
There are four sets of QIDS score measurements which are of interest, namely at the start and end of stage one and at the start and end of stage two. Testing for equality of variance at the beginning and end of each of stages one and two, it was found that clinician scores tended to be less variable (p < 10 −5 for a test of equal variance), with this discrepancy demonstrated through a lack of extreme ratings given by clinicians. Individuals are more likely to rate themselves as low (no or mild depression, QIDS ≤ 10) or high (very severe depression QIDS ≥ 21), relative to the clinician scores. Clinician ratings were higher on average than self-rated scores.
While we therefore have cause to question our measurement error model assumptions, further investigation (see Appendix) suggests our analysis should be robust to these violations to the extent that they are observed in the data. We therefore proceed with our analysis, albeit cautiously. We note that the results of the variance decomposition suggest that, on average, the variance of the QIDS scores is roughly 13.42, whereas the error variance is on average 5.45, giving relatively strong support to conducting error corrections in this setting.
Model Fitting and Comparison
We compare a corrected and non-corrected analysis, based on a similar approach to previous analyses (such as in Chakraborty, et al. [36] ). For stage one, we consider Q 1 , S 1 and P 1 as variables in the blip and treatment-free models, while the treatment model runs a simple logistic regression on P 1 alone. At the second stage, we include Q 2 and S 2 in the blip model, and Q 2 , S 2 , P 2 , and A 1 are all included in the treatment-free model. The treatment model again is a simple logistic regression on P 2 . The outcome is given by the negative QIDS-C score at the end of phase 1, if the patient left at that point, and is the average of the negative QIDS-C scores at the end of phase 1 and phase 2 otherwise. Confidence intervals are derived using 5000 bootstrap replicates, at a 95% confidence level. It is worth noting that standard bootstrap intervals may produce overly conservative estimates, and so null results ought to be interpreted carefully [36] .
For the corrected analyses, we first center and impute a corrected QIDS score at the relevant time steps. These corrected values are then used for the Q 1 and Q 2 variables directly and we compute S 1 and S 2 from the corrected values. As previously stated, the outcome is based on the error-prone QIDS-C scores. We assume that preference and treatment are measured without error. There was little evidence of any effects of tailoring covariates in our blip model at stage 2 (with all confidence intervals comfortably covering 0). This is consistent with the results of previous analyses of the data. At stage 1, meanwhile, whereas previous authors found evidence of an interaction between treatment and patient preference, this was weakened -with a considerable change in point estimate -when correcting for measurement error. However, as can be seen in the results in Table 3 , this correction introduces additional uncertainty in our estimates, as is common in measurement error correction analyses.
Discussion
Dynamic treatment regimes provide a powerful framework for characterizing treatment pathways. The theory surrounding optimal DTR estimation is well-developed, with numerous methods available. Measurement error is a pervasive issue in many scenarios and has consequently received extensive research attention. However, there has been no substantive work which investigates DTRs in an error-prone setting. The errors arising due to measurement error in the DTR framework are somewhat unique, as the treatment-free, treatment, and blip models are all affected by measurement error separately. The treatment model no longer depends on the true covariate values, as these are unobserved, adding extra complexity to the modeling procedure. Additionally, fitting a DTR often requires patient weights designed to induce covariate balance between a patient's treatment and their covariates. This balance is not guaranteed in the presence of measurement error.
Despite these additional considerations, since DTRs can be effectively estimated through regression methods, and since measurement error has been well-studied in regression frameworks, extant error correction methods offer a feasible solution. Indeed, using regression calibration as a tool for correcting errors in a DTR yields impressive results. In simple cases, applying regression calibration to correct the covariates, and dWOLS to estimate the blip parameters, we find similar properties to the error-free estimators. Specifically, we observe a large bias reduction and improved robustness, when compared to the corresponding naive estimators, albeit with the expected increase in uncertainty common to all measurement error problems. The improved robustness is less pronounced when relying on the correct specification of the treatment model alone, owing to the fact that regression calibration and logistic regression provide only an approximately correct estimation of the truth. This provides an area for further research, finding weights which do not rely on approximations, and thus completely restore the robustness.
In the multi-stage setting we have shown that the pseudo-outcomes, if formed using the regression calibration corrected covariates, will not be independent of future treatment information, undermining methods such as dWOLS. However, if we are willing to assume that full replication is available, and that treatment decisions in the data were made based on only one replicate, then we can ensure that our pseudo-outcomes are mean-independent of future treatment information. This result is shown to be sufficient, across many simulated datasets, to maintain approximate double robustness of the dWOLS estimators. Further, this assumption can be seen as a possible design decision for those looking to conduct these analyses in the future. It seems unlikely that, without this or a similar assumption, usable pseudo-outcomes can be constructed in this setting.
While it may seem plausible to view the process of estimating a DTR to form a treatment rule for future patients as a question of prediction, removing the need for error correction methods, we have demonstrated that the naive estimates are more highly variable and tend to provide lower rates of optimal treatment as compared to a corrected analysis. Further, when there is the possibility of observing error-free future treatment information, the gain from using regression calibration in the study is substantial, in terms of the proportion of optimally treated individuals.
Finally, our analysis of the STAR*D data shows that, though the study was not designed with the intention of having replicated measurements, pseudo-replicates may be used in practice. We argue, and show through sensitivity analysis, that our methods are broadly applicable and somewhat resilient to suspected violations of underlying assumptions. Our analysis of the data shows that a naive analysis as is usually applied to the dataset provides different treatment rules as A PREPRINT compared to the corrected analysis, although this may be largely attributable to the greater uncertainty measurement errors introduce. This at least suggests that the true optimal decision rules likely require further investigation to be reached.
The resolution of measurement error for DTRs is a non-trivial problem. In particular, the approaches proposed in this work rely on a number of assumptions that may not hold in practice, such as the availability of replicate data, or the assumed dependence structure between observed treatments and covariates. Nevertheless, we have demonstrated both the potential impact of measurement error on so-called naive analyses, and the ease with which considerable gains can be made through the application of comparatively straightforward analytical techniques. More complex methods (both from the DTR and measurement error literatures) may elicit further improvements, and we anticipate pursuing these in future work. Beyond this, errors in the treatment and outcome variables must also be considered, both of which may be pursued as natural extensions to the results presented here.
Measurement error and precision medicine.
A PREPRINT
A Regression Calibration: Details
The best linear approximation for regression calibration is defined ( [10] ) as
Here, W i· refers to the average of the κ i replicates for observation i. In addition, we define the following quantities:
Further, we consider the following estimates for the covariance matrices:
B Proofs of Results

B.1 Result 1
Proof of Result 1. Assume, without loss of generality that the covariate X is a single random variable to suppress vector notation. Computing a maximum likelihood estimate for P (A = 1|W r ) results in solving
equal to 0. Solving these simultaneously results in
A PREPRINT Then, noting that P (A|W r = w) is estimated as H(w), the above expressions simplify to:
Then, if the weights are defined to be |A − H(W r )|, we can see that the ratio of the above two expressions gives us the required form for sample covariate balance.
B.2 Result 2
Proof of Result 2. We will assume without loss of generality that K = 2, and we consider the true outcome to be Y = f (x; β) + γ 1 (x ψ1 ; ψ 1 ) + A 2 (ψ 20 + ψ 21 X 2 ) + , where is a noise process. Take
, and suppose that we observe W 21 = X 2 + U 21 and W 22 = X 2 + U 22 . For notational convenience, in our proof we will substitute U 2 for either U 21 or U 22 where we only need to refer to the distribution, and the distinction is immaterial. We make the standard assumption that P (A 2 = 1|W 21 = w) = H(α 0 + α 1 w), where H(·) is the expit function. Further, consider having generated regression calibration corrections for X 2 , given by W r2 . Assume that ψ 20 and ψ 21 have been correctly estimated, and so we are considering the first pseudo-outcomeỹ Naive Case:
Clearly the first two terms are independent of A 2 , and so we turn consideration to E[A 2 U 2 |A 2 ]. We can see that E[A 2 U 2 |A 2 = 0] = 0, and so we now show that
This integral has no known closed form solution, however, we can show that except in the trivial cases, this expression integrates to some > 0. Indeed, consider for arbitrary fixed x:
We know that for u ∈ [0, ∞), and fixed x, H(α 0 + α 1 (u + x)) ≥ H(α 0 + α 1 x) > 0 and further that 0 < H(α 0 + α 1 (x − u)) ≤ H(α 0 + α 1 x), with equalities holding only for u = 0. If x = 0, then we have that this difference is zero for all u, and so c(x) = 0. For any x = 0, take δ > 0 such that
Clearly for all u > δ this difference is ≥ , and for all u ∈ [0, δ) this difference is non-negative. Thus, given that the entire integrand is strictly positive for all x = 0, c(x) > given x = 0.
Then, to finish bounding the expectation we consider that:
, and as such in the naive caseỹ 1 ⊥ A 2 .
Mean Case:
Thus, using the means to generate the pseudo-outcome produces the same expected result as does the naive analysis, and therefore the means produce dependent pseudo-outcomes as well.
Regression Calibration Case:
To demonstrate that the regression calibration case lacks independence, we take a slightly different approach, and show by contradiction. First, we assume
, is independent of A 2 , where λ refers to the reliability ratio from regression calibration. If this is the case then we must have that
for all y. Put differently, the random variable Z =ỹ 1 |(A 2 = 1) and the random variable Q =ỹ 1 |(A 2 = 0) must be equivalent, since they share a CDF. Note that, while there are no U 2 terms in Q, there may be X 2 terms as the treatment-free model (f (x; β)) may be influenced by X 2 .
Then,
If we select q > y, then I q<y = 0 and so P (Z < y|Q = q, Z 2 = x) = 0.
However, looking at Z
for notational convenience. We can see that with some probability greater than 0, Z < y, even with Q > y. This of course contradicts the independence assumption, and so we can conclude that y 1 ⊥ A 2 .
B.3 Result 3
Proof of Result 3. Assume, without loss of generality, that K = 2. Then we wish to show that E[ỹ 1 |A 2 = 1] = E[ỹ 2 |A 2 = 0]. We have thatỹ and so we note that if 
C Multi-stage Simulation Results
We consider a two stage setup. We take X 1 ∼ N (0, 1), X 2 ∼ N (A 1 , 1) to be the true covariates and observe N (0, 1) . We draw attention to the fact that the covariate at stage 2 depends on the treatment received at stage 1, a feature often present in real data. Our blip models are A j (ψ j0 +ψ j1 X j ) for j = 1, 2, while the treatment free model is one of (i) X 1 , denoted the linear model; (ii) X 1 + X For all three of the scenarios, we correctly specify the treatment model, and always use the specification of the linear treatment-free model. Each scenario is run with n = 1000, and the simulations are replicated 10, 000 times. The full results are contained in Figure 4 , where we note that the estimators appear roughly consistent, and seem to be robust to partial misspecification.
D Sensitivity Analysis: Heteroskedasticity in Subject Weights
One concern with the use of the advocated weights based on the second replicate observation is that, while the expectation of the error term does not depend on observed future treatments (see Appendix), the variance for observations where A = 1 will be higher than the variance for observations with A = 0. Typically this heteroskedasticity could be addressed through weighting the regression analysis, but given that dWOLS requires weights in the regression in order to achieve balance, it is not clear that the weights can be easily modified to accomplish both goals.
However, we perform sensitivity analysis which demonstrates that this heteroskedasticity does not appear to materially impact estimates. In particular, we consider estimating the blip parameters while fixing the overall variance in the pseudo-outcome, and altering the breakdown of variance between those observations with A = 1 and with A = 0. In particular, we generate X ∼ N (0, 1), and then W 1 , W 2 = X +N (0, 1) to be the true and observed covariates for stage 1. We take both A 1 and A 2 to be random assignment (treatment assigned to 0.5), and construct our pseudo-outcome
are independent of everything else. This pseudo-outcome is exactly what would be computed if ψ 2 were correctly estimated, and we generated the pseudo-outcome by assessing the estimated blip at W 22 , where W 22 has error term U . We then alter the values of σ We used n = 1000 observations and generated 10, 000 datasets. The results of these analyses are contained in Figure 5 .
It is obvious from these results that, at least for the degree of heteroskedasticity tested, there is no material impact on the bias of the estimators by ignoring the heteroskedasticity error terms.
E Sensitivity Analysis: Non-unit Variance Ratios in Replicates
In the STAR*D data we found that there was higher variance within the self-rated scores, as compared to the clinicians ratings. This violates the standard set-up of regression calibration based on replicates. However, using sensitivity analysis we can demonstrate that (so long as the ratio of variances is not exceedingly large), a ratio of variances which is not one will not meaningfully impact the estimation. In particular, we X ∼ N (0, 1) and W 1 = X + U 1 where U 1 ∼ N (0, 0.5). We then take W 2 = X + U 2 where U 2 ∼ N (0, σ 2 u ) where σ 2 u is taken such that the ratio 0.5/σ 2 u is a fixed value, varied between 0.5 and 2. We set P (A = 1|W 1 = w) = expit(w), and take Y = 1 + X + A(1 + X) + where ∼ N (0, 1) independently of all other factors. The blip parameter estimates are then provided (where n = 1000, based on 10, 000 datasets) in Figure 6 .
In these results we can see that, as expected, as the ratio tends to be more extreme we get less precision in the estimators. For the ratio that is observed in that STAR*D data (approximately 1.1) this does not appear to be of material concern. Further, if the same trials are run where the variance for the model's error term ( ) is increased, holding everything else constant (results not shown), the observed bias in the estimators disappears. This leads us to conclude that when the ratio is near 1, or when the error variance is dominated by the error-term as opposed to the measurement error, replicate observations with unequal variance do not impact the estimators to the point of concern.
F STAR*D Error-structure Analysis
We noted in the article that clinicians had higher QIDS ratings, on average (with less variance) than self-report, due to the right-skewed nature of the distribution. While interesting in its own regard, this presents a slight concern for viewing the measurements as independent and independently distributed replicates. There is literature which investigates heteroskedasticity errors and the use of regression calibration [37] , however, there is no material work which looks at differences in error variance across replicates. Nevertheless, we consider a sensitivity analysis (see Appendix) based on replicate measures with a variance ratio not equal to 1. The results suggest that so long as the variance within the true covariates dominates the larger of the error variances, regression calibration serves as a suitable replacement. This assumption seems reasonable in practice for validated instruments as, if more variability Figure 5 : Blip parameter estimates for 10,000 simulated datasets (n = 1000), comparing 12 scenarios based on varying the degree of heteroskedasticity observed in the pseudo-outcomes.
were added through the measurement process than within the population, the utility of the instrument ought to be questioned. Specifically, if the instrument is well-validated, in that it accurately measures what it purports to, then it seems reasonable to assume that there is more variance in the measurements of this instrument between members of the population than there is variance in the errors that this instrument makes. If we assume that QIDS is a well-validated instrument, then it would seem that treating these measurements as replicates is justified.
The previous analysis assumes normality of the covariates and the errors, both as a stated assumption of the F-test and in the sensitivity analysis that was run. This may be too strong of an assumption, as the observations are discrete and range-restricted. Exploratory analysis would indicate that, if restricted to considering continuous distributions a t-distribution with 5 or 6 degrees of freedom, may be more suitable than a normal distribution. Moreover, fits of common and theoretically defensible discrete distributions, for instance a binomial or Poisson, appear further from the truth than using a normal or t approximation. It is known that regression calibration is robust to normality violations [38] . We run further sensitivity analyses based on an underlying t-distribution, the results of which indicate that regression calibration remains a reliable mechanism for correcting the observed errors.
Taken together, this would suggest that while there is some deviation from the underlying theoretical framework, none of the violations of assumptions appear to be dire enough to impact the benefit of the correction. Moreover, this brief analysis of the error structures may be of clinical interest for the assessment of major depressive disorder. It shows that self-assessed QIDS scores differ systematically from scores assessed by a clinician. While the measurements appear to be proxies for one another, they are not directly interchangeable. 
