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CAN QUANTUM EFFECTS DUE TO A MASSLESS CONFORMALLY
COUPLED FIELD AVOID GRAVITATIONAL SINGULARITIES?
J. Haro∗
Using quantum corrections from massless ﬁelds conformally coupled to gravity, we study the possibility of
avoiding singularities that appear in the ﬂat Friedmann–Robertson–Walker model. We assume that the
universe contains a barotropic perfect ﬂuid with the state equation p = ωρ, where p is the pressure and
ρ is the energy density. We study the dynamics of the model for all values of the parameter ω and also
for all values of the conformal anomaly coeﬃcients α and β. We show that singularities can be avoided
only in the case where α > 0 and β < 0. To obtain an expanding Friedmann universe at late times
with ω > −1 (only a one-parameter family of solutions, but no a general solution, has this behavior at
late times), the initial conditions of the nonsingular solutions at early times must be chosen very exactly.
These nonsingular solutions consist of a general solution (a two-parameter family) exiting the contracting
de Sitter phase and a one-parameter family exiting the contracting Friedmann phase. On the other hand,
for ω < −1 (a phantom ﬁeld), the problem of avoiding singularities is more involved because if we consider
an expanding Friedmann phase at early times, then in addition to ﬁne-tuning the initial conditions, we
must also ﬁne-tune the parameters α and β to obtain a behavior without future singularities: only a one-
parameter family of solutions follows a contracting Friedmann phase at late times, and only a particular
solution behaves like a contracting de Sitter universe. The other solutions have future singularities.
Keywords: cosmological singularity avoidance, semiclassical approximation, conformal anomaly
1. Introduction
The classical solutions of general relativity for the Friedmann–Robertson–Walker (FRW) model in the
general case contain singularities (Big Bang, Big Rip, future sudden singularities). This means that the
space-time curvature is arbitrarily large near these singularities. Quantum eﬀects must then be taken into
account for curvatures on the order of the Planck length. These quantum eﬀects can violate the so-called
energy conditions [1] and can consequently drastically modify the classical solutions. The quantum eﬀects
might therefore avoid the classical singularities [2].
Here, we consider the quantum eﬀects produced by massless ﬁelds conformally coupled to gravity.
This is a special case where the quantum vacuum stress tensor, which depends on the conformal anomaly
coeﬃcients, denoted by α and β here, can be calculated explicitly for a ﬂat FRW universe. Using the trace
anomaly and the conservation equation, we can then easily calculate the vacuum energy density contributing
to the semiclassical Friedmann equation. This equation cannot be analytically integrated, but it can be
studied qualitatively in the phase space, which is our main objective in this paper.
This paper is organized as follows. In Sec. 2, we review the classical solutions for a ﬂat FRW uni-
verse containing a barotropic perfect ﬂuid. We introduce the quantum eﬀects and write the semiclassical
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Friedmann equation that depends on the parameters α and β, which we assume can take all possible values.
In Sec. 3, we study the simplest case α = 0. In this case, the semiclassical Friedmann equation
becomes a ﬁrst-order diﬀerential equation and can be integrated. As a result, we conclude that singularities
are unavoidable.
In Sec. 4, we study another simple case, corresponding to an empty universe (it does not contain any
barotropic ﬂuid, and only quantum eﬀects are taken into account). The special case α < 0 and β < 0 is
the Starobinsky model [3]. We show that all solutions contain singularities in this model except in the case
where an unstable de Sitter solution appears, and also an unstable solution that connects the de Sitter
solution with the point H = H˙ = 0 (where H is the Hubble parameter).
Finally, in Sec. 5, we study the general case, i.e., a universe ﬁlled with a barotropic perfect ﬂuid with
the state equation p = ωρ. The only case where nonsingular solutions may appear is where α > 0 and β < 0.
From the same standpoint as in [4], [5], we show that for ω > −1, the nonsingular early-time behaviors
that can lead to the Friedmann expanding phase at late times are a contracting de Sitter phase and a
contracting Friedmann phase. But their initial conditions must be very ﬁne-tuned in order to match with
the expanding Friedmann phase. On the other hand, for ω < −1, the late-time behavior of nonsingular
solutions that come from the expanding Friedmann phase at early time are the contracting Friedmann
phase and the contracting de Sitter phase. In this case, in addition to ﬁne-tuning the initial conditions, we
must also ﬁne-tune the parameters α and β in order to obtain nonsingular solutions. But in both the cases
ω < −1 and ω > −1, the nonsingular solutions are unstable in the sense that a small perturbation leads
them into a singular regime.
In Sec. 6, we compare our results with previous results in the literature.
We use the system of units with c =  = 1.
2. Review of classical and quantum cosmology
2.1. Classical cosmology. We use the following notation: κ2 = 16πG, G is Newton’s constant, ρ is
the energy density, p is the pressure, ω is a dimensionless parameter, H = a˙/a is the Hubble parameter,
and a is the scale factor. We can then write the Friedmann equation and the conservation equation for a
ﬂat FRW cosmology as
H2 =
κ2
6
ρ, ρ˙ = −3H(ρ + p), (1)
and the equation of state for the barotropic perfect ﬂuid that we consider has the form p = ωρ. From the
derivative of the Friedmann equation and from the other two equations, we easily obtain the “acceleration”
equation
H˙ = −κ
2
4
(1 + ω)ρ. (2)
Combining (1) and (2), we can eliminate ρ and obtain
H˙ = −3
2
(1 + ω)H2,
which we integrate, resulting in
H(t) =
2
3(1 + ω)
1
t− ts , ts ≡ t0 −
2
3H0(1 + ω)
, (3)
where H0 = H(t0) is the initial condition.
Using the deﬁnition of the Hubble parameter, we obtain the behavior for the scale factor
a(t) = a0
(
t− ts
t0 − ts
)2/3(1+ω)
, (4)
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and from the Friedmann equation, we have
ρ(t) =
8
3κ2(1 + ω)2
1
(t− ts)2 . (5)
With the description of the dynamics of the universe given by Eqs. (3)–(5), we say that the universe
is in the expanding or contracting Friedmann phase when respectively H0 > 0 or H0 < 0.
Remark 1. Assuming H0 > 0, we have ts < t0 for ω > −1, i.e., the expanding Friedmann phase is
singular at early times (the Big Bang singularity). On the other hand, we have ts > t0 for ω < −1, i.e.,
the expanding Friedmann phase is singular at late times (the Big Rip singularity) [6]. In the case H0 < 0
and ω > −1, we have ts > t0, i.e., the contracting Friedmann phase is singular at late times. On the other
hand, we have ts < t0 for ω < −1, i.e., the contracting Friedmann phase is singular at early times.
2.2. Quantum eﬀects. The anomalous trace for a massless conformally coupled ﬁeld is given by [7]
Tvac = αR− β2G,
where R is the scalar curvature and G = −2(RμνRμν −R2/3) is the Gauss–Bonnet curvature invariant (to
obtain this expression for G, we use the fact that the Weyl tensor vanishes in a FRW geometry). In terms
of the Hubble parameter, this trace can be written as [2]
Tvac = 6α(
...
H + 12H2H˙ + 7HH¨ + 4H˙2)− 12β(H4 + H2H˙),
where (see, e.g., [8], [9])
α =
1
2880π2
(N0 + 6N1/2 + 12N1), β = −
1
2880π2
(
N0 +
11
2
N1/2 + 62N1
)
. (6)
In (6), N0 is the number of scalar ﬁelds, N1/2 is the number of four-component neutrinos, and N1 is the
number of electromagnetic ﬁelds.
Remark 2. As noted in [8]–[11], the value of α is arbitrary and is inﬂuenced by the regularization
method and by the ﬁelds present in our universe. For example, dimensional regularization gives formula (6),
and point-splitting gives α = (1/2880π2)(N0+3N1/2−18N1) (see [2]). On the other hand, β is independent
of the renormalization scheme. In this paper, we can therefore consider all values of both parameters,
although β must be negative.
To obtain the vacuum energy density, we can use the trace anomaly Tvac = ρvac − 3pvac and the
conservation equation. The result is
ρvac = 6α
(
3H2H˙ + HH¨ − 1
2
H˙2
)
− 3βH4 + Ca−4, (7)
where C is the integration constant, which is zero in our case of the ﬂat FRW space–time. This constant
can be directly calculated using regularization or can be obtained as follows. For a static space–time
a = a0 = const, Eq. (7) reduces to ρvac = Ca−40 , and the ﬂat FRW space–time reduces to the Minkowski
space–time, for which ρvac = 0. Therefore, C = 0 in the ﬂat case. On the other hand, for a closed
space–time, we have C = 6(α− β) (see [2] for details), and the last term in (7) in that case is the Casimir
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energy contribution. Taking this vacuum energy density into account, we write the semiclassical Friedmann
equation in the form
H2 =
κ2
6
(ρ + ρvac).
Using its derivative, the conservation equation, and the trace anomaly, we obtain the semiclassical acceler-
ation equation
H˙ = −κ
2
4
(
(1 + ω)ρ + ρvac +
1
3
(ρvac − Tvac)
)
.
Eliminating ρ from these equations, we obtain the third-order diﬀerential equation
− 4
κ2
H˙ − ρvac − 13(ρvac − Tvac) = (1 + ω)
6
κ2
H2 − (1 + ω)ρvac,
which we write in terms of the Hubble parameter as
− 4
κ2
H˙ − (1 + ω) 6
κ2
H2 − 3β(ω + 1)H4 + (18α(ω + 1)− 4β)H2H˙ +
+ 6α(ω + 2)HH¨ + 3α(ω + 3)H˙2 + 2α
...
H = 0. (8)
3. The case α = 0
In this section, we consider the simplest case α = 0 and show that quantum eﬀects do not avoid the
singularities. Equation (8) reduces to the ﬁrst-order diﬀerential equation
H˙ = −1 + ω
4
(
6H2/κ2 + 3βH4
1/κ2 + βH2
)
. (9)
3.1. The case α = 0 and β > 0. Integrating Eq. (9), we obtain
− 1
H(t)
+
√
βκ2
2
arctan
(√
βκ2
2
H(t)
)
= −3
2
(1 + ω)(t− ts) +
√
βκ2
2
arctan
(√
βκ2
2
H0
)
.
If ω < −1, then we have H → 0 as t → −∞, i.e., quantum eﬀects are small at early times. On the other
hand, as t→ t¯s, where
t¯s ≡ ts − 23(1 + ω)
√
βκ2
2
(
π − arctan
(√
βκ2
2
H0
))
, (10)
we have H →∞, i.e., the quantum eﬀects do not avoid the Big Rip singularity that appears at t = t¯s.
If ω > −1, then we have H → 0 as t →∞, i.e., quantum eﬀects are small at late times. On the other
hand, as t → t¯s, we have H → ∞, i.e., the quantum eﬀects do not avoid the Big Bang singularity, which
appears at t = t¯s.
3.2. The case α = 0 and β < 0. The solution of Eq. (9) is given by
− 1
H(t)
+
1
2H+
log
∣∣∣∣H(t)−H+H0 −H+
H0 + H+
H(t) + H+
∣∣∣∣ = −32(1 + ω)(t− ts), H+ ≡
√
− 2
βκ2
.
Let ω < −1. For H0 ∈ (0, H+/
√
2), we then have H → 0 as t → −∞; as H → H+/
√
2, we have
H˙(t¯s) = +∞, where
t¯s ≡ ts + 23(1 + ω)
(√
2
H+
− 1
2H+
log
∣∣∣∣H+/
√
2−H+
H0 −H+
H0 + H+
H+/
√
2 + H+
∣∣∣∣
)
, (11)
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i.e., these solutions are singular (the scalar curvature R ≡ 6(2H2 + H˙) diverges). For H0 ∈ (H+/
√
2, H+),
we have H → H+ as t → −∞, but H˙ diverges at t = t¯s. Finally, for H0 ∈ (H+,∞), there is a singularity
at a ﬁnite time. Eﬀectively, we have H → H+ as t→ −∞ and H →∞ as t→ ts.
We now consider the opposite case ω > −1. If H0 ∈ (0, H+/
√
2), then H → 0 as t → ∞. Moreover,
if H → H+/
√
2, then H˙(t¯s) = +∞, where t¯s is given by (11), i.e., these solutions are singular. If H0 ∈
(H+/
√
2, H+), then H → H+ as t → ∞, but H˙ diverges at t = t¯s. Finally, for H0 ∈ (H+,∞), there is a
singularity at a ﬁnite time. Eﬀectively, we have H → H+ as t→∞ and H →∞ as t→ ts.
4. Empty universe
One more simple case is the restriction to the invariant manifold ρ ≡ 0. Here, the invariance of the
manifold means that if a trajectory is in the manifold initially, then it remains in the manifold for all time.
From the conservation equation, we can deduce that if ρ is initially zero, then it remains zero for all time.
In this case, we only need the semiclassical Friedmann equation, i.e., the second-order diﬀerential equation
H2 = κ2α
(
3H2H˙ + HH¨ − 1
2
H˙2
)
− κ
2β
2
H4. (12)
Remark 3. The solutions with H > 0 and those with H < 0 decouple. To see this, we change the
variable Z ≡ H˙/H , making the system nonsingular at H = 0. At H = 0, the system then becomes
Z˙ = −Z2/2 + 1/κ2α, and this means that the solutions cannot cross the axis H = 0.
Because Eq. (12) is an autonomous second-order diﬀerential equation (it does not depend explicitly on
the time), its solutions are invariant under a time shift. The general solution is therefore a one-parameter
family of solutions. Taking this into account, we prove that there is a one-parameter family of singular
solutions. We ﬁrst seek a particular singular solution with the behavior H(t) = C/(t − ts) near the
singularity. Substituting this expression in (12) and retaining only the leading singular terms, we obtain
C± =
3α
β
(
−1±
√
1 +
β
3α
)
.
It is clear that we must impose the condition β/3α ≥ −1 here. In terms of scale factor (4), we have
a(t) = a0
(
t− ts
t0 − ts
)C±
.
For β/3α > 0, the solutions with C+ and with C− then have singularities of the respective types a(ts) = 0
and a(ts) =∞. But for −1 ≤ β/3α < 0, the solution satisﬁes a(ts) = 0 for both values of C.
We can now prove that there is a one-parameter family of singular solutions whose leading term is
H(t) = C±/(t − ts) near the singularity. For this, we ﬁrst transform diﬀerential equation (12) into a
ﬁrst-order equation making the change u(H) = H˙(t). The equation then becomes
H2 = κ2α
(
3H2u + Huu′ − 1
2
u2
)
− κ
2β
2
H4,
where u′(H) ≡ du/dH . In the new variables, H(t) = C±/(t − ts) near the singularity has the form
u = −H2/C±. If the equation is then linearized about this point, then we obtain the general solution as
H → ±∞
ulinearized =
⎧⎪⎪⎨
⎪⎪⎩
− 1
C±
H2v + K|H |1−3C± − C±
κ2α(3C± − 1) , C± 	=
1
3
,
− 1
C±
H2 + K − 1
3κ2
log |H |, C± = 13 ,
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where K is an arbitrary constant.
It is clear that we must impose C± > −1/3. Then we have C± > −1/3 for −1 < β/3α < 0 or
β/3α > 15, and for both values, we have a one-parameter family of solutions. When 0 < β/3α < 15, we
have a one-parameter family for C+ but must choose K = 0 for C−, i.e., only a particular solution exists.
We can now perform the qualitative analysis. We ﬁrst note that for β < 0, there exist two de Sitter
solutions H± = ±
√−2/κ2β.Changing the variable p ≡ √|H | (see [4], [5]), we obtain
d
dt
(
p˙2
2
+ V (p)
)
= −3p2p˙2, (13)
where
 = sgn(H), V (p) = − p
2
4κ2α
(
1 +
κ2β
6
p4
)
.
In the phase-space, we have the system of equations
p˙ = y, y˙ = −3p2y − V ′(p). (14)
We consider only the domain H > 0 because solutions with H > 0 and H < 0 decouple. The point
p+ ≡
√
H+ is an extremum of the potential V . Linearizing system (14), we then ﬁnd that the critical point
(p+, 0) is a saddle point for α < 0 (the linearized system around this point has eigenvalues with diﬀerent
signs, and the system is therefore unstable around this point) and is asymptotically stable for α > 0 (the
linearized system has two eigenvalues with a negative real part, and (p+, 0) is therefore an attractor). From
the form of the potential, taking into account that the system is dissipative in H > 0, we obtain the
following results in the phase-space (p, y) with H > 0.
1. In the case α > 0 and β > 0, we have V < 0 in (0,∞) and V (0) = 0. The point (0, 0) is an unstable
critical point. The solutions are singular at early and late times (as p → ∞). Only a solution with a
trajectory that arrives at p = 0 with zero energy (it arrives at the point (0, 0)) is nonsingular at late times,
and only one that starts from p = 0 with zero energy (it starts at (0, 0)) is nonsingular at early times.
2. In the case α < 0 and β > 0, we have V > 0 in (0,∞) and V (0) = 0. The point (0, 0) is an
asymptotically stable critical point, and solutions are therefore singular only at early times. At late times,
they approach the stable critical point.
3. In the case α > 0 and β < 0, the system has two critical points. The point (0, 0) is an unstable
critical point, and (p+, 0) is asymptotically stable. Solutions are singular only at early times. At late times,
they oscillate and shrink to the stable point, i.e., (p+, 0) is a global attractor. Moreover, there exists a
solution that ends at (0, 0), and a nonsingular solution that starts at (0, 0) (starts with zero energy) and
ends at (p+, 0).
4. In the case α < 0 and β < 0, we have the Starobinsky model. The system has two critical points:
(0, 0) is an asymptotically stable critical point, and (p+, 0) is a saddle point. There are solutions that do
not cross the axis p = p+; these solutions are singular at early and late times and correspond to trajectories
that cannot pass the top of the potential. There are other solutions that cross the axis p = p+ twice, and
they are also singular at early and late times. These trajectories pass the top of the potential, have a jump
at p = 0, and once again pass the top of the potential. There are solutions that cross the axis p = p+.
These solutions are singular at early times, but at late times, the solutions spiral and shrink to the origin.
These solutions pass the top of the potential once and then bounce several times in p = 0, shrinking to
p = 0. These last solutions have the asymptotic behavior as t→∞
H ∼= 2
3t
(
1− sin
√−2t/ακ2√−2t/ακ2
)
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(see, e.g., [12]). Finally, there are only two unstable nonsingular solutions: one goes from (p+, 0) to (0, 0),
and the other is the de Sitter solution (p+, 0).
Remark 4. We note that Eq. (12) remains the same with the change H(t) to −H(−t). This means
that solutions with H < 0 are the time reversal of those studied above.
Remark 5. For β/3α < −1, the values of C± are complexes because the system cannot go to (or come
from) p = ∞ monotonically: the antidissipation eﬀect is insuﬃciently large compared with the potential
force [4].
The case ω = −1 (the manifolds ρ = const are invariant) is equivalent to the case of an empty universe
with a cosmological constant. Changing the variable p ≡√|H |, we obtain (13), where now
V (p) = − p
2
4κ2α
(
1 +
κ2β
6
p4 +
ρκ2
6p4
)
.
There are six diﬀerent cases depending on the values of the parameters α and β and the parameter
Λ ≡ 1 + ρκ4β/3 related with the critical points of the potential V . The solutions with α > 0 are particular
cases of the more general case studied in the next section. Because the solutions with H > 0 and H < 0
decouple, the other three cases can be understood as follows in the region H > 0.
1. In the case α < 0, β < 0, and Λ < 0, the potential V is a decreasing function satisfying V (0) = +∞
and V (∞) = −∞ (this potential is shown in Fig. 1c in [4]). The behavior is very simple: the solutions
are singular at early and late times. They start from p = +∞, reach some minimum value, and return to
p = +∞.
2. In the case α < 0, β < 0, and Λ ≥ 0, the potential V satisﬁes V (0) = +∞ and V (∞) = −∞ and
has a minimum and a maximum at
pmin =
(
−1−
√
Λ
βκ2
)1/4
, pmax =
(
−1 +
√
Λ
βκ2
)1/4
(15)
(this potential is shown in Fig. 1d in [4]). The solutions starting from p = +∞ overcome the maximum of
the potential and return to p = +∞. Other solutions starting from p = +∞ return to p = +∞ without
overcoming the maximum of the potential. And other solutions that start from p = +∞ overcome the
maximum of the potential and are trapped in the hollow (the minimum of the potential): these solutions
are singular at early times and approach the de Sitter phase with H = (−(1/βκ2)(1−√Λ))1/2 at late times.
Finally, there are an unstable de Sitter solution (the maximum of the potential) and two solutions that
either start or end at this unstable de Sitter solution.
3. In the case α > 0 and β > 0, the potential V satisﬁes V (0) = V (∞) = ∞ and has a minimum
at p = pmin, where pmin is given by (15) (this potential is shown in Fig. 1e in [4]). All the solutions are
singular at early times and approach the de Sitter phase with H =
(− (1/βκ2)(1−√Λ))1/2 at late times.
5. The general case
The best way to study the general case is to consider the system
H˙ = Y,
Y˙ =
1
2αH
(
2H2
κ2
− ρ
3
− 6αH2Y + αY 2 + βH4
)
,
ρ˙ = −3Hρ(1 + ω).
(16)
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For β < 0, the system has two critical points (H±, 0, 0) with H± = ±
√−2/βκ2. The half-planes ρ =
0, H > 0 and ρ = 0, H < 0) are respectively an attractor and a “repeller” for ω > −1, and the roles are
interchanged for ω < −1.
It is important is to stress that in the case α < 0, there are no bouncing solutions, because at the
bounce time, namely, at tb, we have −ρ(tb)/3 + αY 2(tb) = 0, which means ρ(tb) = 0, but as seen in
preceding section, ρ = 0 is an invariant manifold where trajectories with H > 0 and those with H < 0
decouple. There are therefore no stable nonsingular trajectories in the case α < 0, and the only unstable
nonsingular solutions are the ones that appear in the Starobinsky model. We can therefore conclude that
the interesting case for obtaining nonsingular solutions is α > 0.
In fact, the interesting case is α > 0 and β < 0. In this case, we can use the dimensionless variables
t¯ = H+t, H¯ = H/H+, Y¯ = Y/H2+, and ρ¯ = κ
2ρ/6H2+, and system (16) then becomes
H¯ ′ = Y¯ ,
Y¯ ′ =
1
2αH¯
(−βH¯2 + βρ¯− 6αH¯2Y¯ + αY¯ 2 + βH¯4),
ρ¯′ = −3H¯ρ¯(1 + ω),
(17)
where the prime denotes the derivative with respect the time t¯. In these variables, the critical points are
(±1, 0, 0). The linearized system at (1, 0, 0) has the eigenvalues
λ± = −32
(
1±
√
1 +
4β
9α
)
, λ3 = −3(1 + ω).
Because Reλ± < 0 and ρ¯ ≡ 0 is an invariant manifold, all solutions in this half-plane with H¯ > 0 tend
asymptotically to this critical point. The eigenvector 
v3 = (1,−3(1 + ω), 18ω(1 + ω)α/β − 2) corresponds
to the eigenvalue λ3; there is then a solution for ω < −1 that escapes to the de Sitter expanding phase
following the direction of the vector 
v3. On the other hand, for ω > −1, the critical point is an attractor.
At the other critical point, the eigenvalues are
λ± =
3
2
(
1±
√
1 +
4β
9α
)
, λ3 = 3(1 + ω).
Because Reλ± > 0 and ρ¯ ≡ 0 is an invariant manifold, all solutions in this half-plane with H¯ < 0 escape
from this critical point. The eigenvector 
v3 = (1, 3(1+ω),−18ω(1+ω)α/β+2) corresponds to the eigenvalue
λ3; there is then a particular solution for ω < −1 that tends asymptotically to the de Sitter contracting
phase following the direction of the vector 
v3. On the other hand, for ω > −1, the critical point is a repeller.
We now seek singular solutions of the form H¯ = C/(t¯ − t¯s), t¯ → t¯s = H+ts. Substituting this value
of the Hubble parameter in the conservation equation, we obtain ρ¯(t) = ρ¯0|t¯ − t¯s|−3C(1+ω), where ρ¯0
must be a positive parameter. For ω < −1, substituting the Hubble parameter and the energy density
in the semiclassical Friedmann equation, we once again obtain the values of C obtained in Sec. 4, i.e.,
C± = (3α/β)(−1±
√
1 + β/3α ), because the energy in this case goes to zero as t¯→ t¯s. We then obtain the
same kind of results as in the case ρ¯ ≡ 0; the only diﬀerence is that we now have a two-parameter family of
singular solutions (ρ¯0 is a free parameter, and the general solution of system (17) is a two-parameter family
because of the invariance under a time shift).
The case ω > −1 is more involved. We summarize the results.
1. In the case −1 < β/3α < 0,
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if C− < 4/3(1+ω), then there are two two-parameter families with H¯ = C±/(t¯− t¯s) and ρ¯0 as a free
parameter;
if C− = 4/3(1 + ω), then there are a two-parameter family with H¯ = C+/(t¯ − t¯s) and ρ¯0 as a free
parameter and a one-parameter family with H¯ = C−/(t¯− t¯s) and ρ¯0 ≡ 0;
if C+ < 4/3(1 + ω) < C−, then there are a two-parameter family with H¯ = C+/(t¯ − t¯s) and ρ¯0 as
a free parameter, a one-parameter family with H¯ = C−/(t¯ − t¯s) and ρ¯0 ≡ 0, and a one-parameter
family with
H¯ =
4
3(1 + ω)(t¯− t¯s) , ρ¯0 = −
16
9(1 + ω)2
(
16
9(1 + ω)2
+
6α
β
4
3(1 + ω)
− 3α
β
)
;
if 4/3(1 + ω) ≤ C+, then there are two one-parameter families with H¯ = C±/(t¯− t¯s) and ρ¯0 = 0.
2. In the case β/3α = −1,
if 4/3(1+ω) > 1, then there is a two-parameter family with H¯ = 1/(t¯− t¯s) and ρ¯0 as a free parameter;
if 4/3(1 + ω) ≤ 1, then there is a one-parameter family with H¯ = 1/(t¯− t¯s) and ρ¯0 = 0.
3. In the case β/3α < −1, there are no singular solutions of the form H¯ = C/(t¯− t¯s).
Remark 6. This result can be equivalently obtained by substituting the function H = C/(t − ts)
in Eq. (8). Retaining the leading singular term, we then obtain the values C± and 4/3(1 + ω). Finally,
transforming the diﬀerential equation into a second-order equation in the same way as in Sec. 4 and
linearizing around the singular behaviors obtained above, we can see the form and the number of parameters
on which the diﬀerent families of singular solutions depend.
To understand this summary, we change the variable p¯ ≡
√
|H¯ |. The semiclassical Friedmann equation
then becomes [5]
d
dt¯
(
(p¯′)2
2
+ V˜ (p¯ )
)
= −3p2(p¯′)2 − 3β
8α
(1 + ω)ρ¯, (18)
where
 ≡ sgn(H), V˜ (p¯) = β
8α
(
p¯ 2
(
1− 1
3
p¯ 4
)
+
ρ¯
p¯ 2
)
.
The case ω < −1 is simple. Because ρ¯ → 0 as t¯ → t¯s, we essentially obtain the same results as in
Sec. 4. But for ω > −1, in the right-hand side of Eq. (18), one term is dissipative and the other term is
antidissipative. Moreover, both terms diverge at t¯ = t¯s in this case. If we then seek singular solutions of
the form H¯ = C/(t¯− t¯s), the ﬁrst term in the right-hand side of (18) must dominate. Because this term is
of the order 1/(t¯− t¯s)4 and the other term is of the order 1/|t¯− t¯s|3C(1+ω), they appear in all the situations
described above.
It is also interesting to understand the form of the potential V˜ (it is shown in Fig. 3 in [5]). In terms
of the dimensionless variables, it has a zero only at the point p¯0 = (3/2)1/4(1 +
√
1 + 4ρ¯/3)1/4 and two
critical points at p¯± = (1/2)1/4(1±
√
1− 4ρ¯)1/4 (p¯− < p¯+). Then for ρ¯ > 1/4, there are no critical points,
and the potential is strictly increasing from −∞ to ∞. For ρ¯ < 1/4, the potential satisﬁes V˜ (0) = −∞ and
V˜ (∞) =∞ and has a relative maximum at p = p¯− and a relative minimum at p = p¯+ (a hollow). For very
small values of ρ¯, we have H¯2 ∼= ρ¯ at p¯−, i.e., the system is near the Friedmann phase, and |H¯ | ∼= 1 at p¯+,
i.e., the system is near the de Sitter phase.
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The next step is to ﬁnd solutions that approximate the Friedmann solution as |t| → ∞ (see [13] for the
radiation case, i.e., ω = 1/3). For this, we consider Eq. (8) in the dimensionless variables introduced above,
and we reduce the order, changing the variable u(y) = H¯ ′(t¯), where y = H¯ . The obtained equation is
2βu + 3(1 + ω)β(y2 − y4) + (18α(1 + ω)− 4β)y2u + 6α(2 + ω)yu˙u +
+ 3α(3 + ω)u2 + 2α(u¨u2 + u˙2u) = 0, (19)
where now u˙ ≡ du/dy. Because the Friedmann solution in these variables is uF = −(3/2)(1 + ω)y2, the
linearized equation about this point (ulinearized = uF + h) is
h¨ + 2y−1
ω
1 + ω
h˙ +
(
4β
9α(1 + ω)2
y−4 + Ay−2
)
h + B = 0, (20)
where A and B are some constants depending on the parameters α, β, and ω.
The idea for solving this equation is to take into account that we can disregard the term Ay−2 for large
values of |t| (small values of y). The homogeneous equation is solved by the substitution h = |y|−ω/(1+ω)z,
and we then obtain
z¨ +
4β
9α(1 + ω)2
y−4z = 0,
which we solve using the WKB approximation (see [14]). Consequently, the homogeneous equation has the
two independent solutions
hhomogeneous,±(y) = y1/(1+ω) exp
(
± 2
3(1 + ω)
1
y
√
−β
α
)
.
A particular solution is obtained using power series. Its leading term is
hparticular(y) =
9α(1 + ω)2
4β
By4.
Then the general solution of the linearized equation is approximately
ulinearized = uF + Khhomogeneous,±(y) + hparticular(y) for ∓ y > 0,
where K is an arbitrary parameter, i.e., we have proved that there is a one-parameter family of solutions
that approximate the Friedmann solution at large values of |t|.
Based on the results obtained above, we can describe the nonsingular solutions qualitatively. We
start with the case ω < −1. As was shown, there is a one-parameter family of solutions that is in the
expanding Friedmann phase at early times, and we must ﬁnd nonsingular solutions that match that family
at late times. The only nonsingular solutions at late times are a one-parameter family that approaches
the contracting Friedmann phase asymptotically and a particular solution that tends asymptotically to the
contracting de Sitter phase following the direction (1, 3(1 + ω),−18ω(1 + ω)α/β + 2). From system (18),
it is easy to understand the dynamics. First, the system is at the point p¯− with H¯ > 0 at early times. It
then leaves this expanding Friedmann state and rolls down either to the right or to the left. In the former
case, the universe approaches an expanding de Sitter phase (the relative minimum p¯+). But because ρ¯ is a
function increasing with time, the critical points disappear, and the potential becomes a function increasing
with p¯, which means that the universe rolls down to p¯ = 0, i.e., it bounces and enters a decreasing phase
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H¯ < 0. It can then arrive asymptotically at the point p¯− or p¯+, (the nonsingular solutions at late times),
or it bounces many times in H¯ < 0 in order to have suﬃcient energy to arrive at p¯ =∞ (singular solution).
This last behavior can be easily understood, if we take into account, ﬁrst, that for H¯ > 0 or H¯ < 0, the
system is respectively dissipative or antidissipative and, second, that the energy of the system changes sign
when it bounces (see Eq. (12) in [4]).
Finally, analyzing the behavior of the nonsingular solutions at late times, we can deduce that we
must carefully ﬁne-tune the initial conditions and the parameters α and β in order to obtain nonsingular
solutions that match these late time nonsingular behaviors with the expanding Friedmann phase at early
times because these families of solutions are not general solutions (a two-parameter family). On the other
hand, for ω > −1, we also have a one-parameter family of solutions that are in the expanding Friedmann
phase at late times (in terms of the variable p¯, this corresponds to the point p¯− and H¯ > 0), and we must
seek nonsingular solutions that match that family at early times. The only nonsingular solutions at early
times are a one-parameter family that leaves the contracting Friedmann phase. In terms of the variable p¯,
this means that the system leaves the relative maximum p¯− with H¯ < 0 and rolls down to the right or to the
left, but in all cases, because the energy density is an increasing function of time in this region, the system
goes to p¯ = 0, i.e., it bounces and starts an expanding phase. The other nonsingular solution at early times
is a two-parameter solution (a general solution) that leaves the contracting de Sitter phase. In terms of the
variable p¯, this means that the system starts at p¯+ with H¯ < 0, and then because of the antidissipation (at
early times in H¯ < 0, the energy density is very small and the ﬁrst term in the right-hand side of Eq. (18)
dominates), the system is released from the hollow and rolls down towards the region H¯ > 0.
From these nonsingular early-time behaviors, we can conclude that to match these early-time nonsin-
gular solutions with the expanding Friedmann phase at late times, we must ﬁne-tune the initial conditions.
Depending on the values of the parameters α and β, we obtain diﬀerent kinds of connections. For example,
in [14], diﬀerent numerical calculations were performed in the radiation case, and they show the diﬀerent
connections in terms of both parameters.
6. Conclusions and comparison with other results
We have qualitatively showed that taking the quantum corrections due to a massless ﬁeld conformally
coupled to gravity into account “does not allow” avoiding the singularities that appear in the Friedmann
equation with the presence of a barotropic perfect ﬂuid with the state equation p = ωρ. This happens
because the only nonsingular solutions that are in the Friedmann phase at late or early times, when
respectively ω > −1 or ω < −1, are unstable solutions, i.e., a small perturbation leads them to singular
behavior. Our conclusions in the case ω < −1 are similar to the result obtained in [15], although they are
obtained absolutely diﬀerently. Eﬀectively in [15], the authors substituted Friedmann solution (3) in the
vacuum energy density and vacuum pressure (7) and obtained an eﬀective value of the parameter ω = ωeﬀ ,
which satisﬁes ωeﬀ < ω < −1. They then concluded that the eﬀect of the vacuum energy density is to
strengthen the accelerated expansion that leads to the Big Rip singularity. Clearly, their conclusions are
wrong because for large curvature values, the quantum eﬀects become important and the solutions diﬀer
drastically from the Friedmann solution (they bounce, etc.). The Friedmann solution can be substituted
in the quantum vacuum quantities only when they are treated as a perturbation, which happens when
they are small, i.e., when the curvature is small, when the universe is in the expanding Friedmann phase.
Then the results in [15] are applicable only when the universe leaves this phase, but never near the Big Rip
singularity.
In the case ω > −1, our conclusions agree completely with and generalize the results in [5], [14] because
the authors of those papers studied only the case ω = 1/3.
We have not here studied how the quantum eﬀects inﬂuence the sudden future singularities that appear
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in models with the state equation
p = −ρ− ABρ
a+b
Aρa + Bρb
,
where A, B, a, and b are some constants. In [7], this case was discussed, and it was concluded that quantum
eﬀects moderate or even avoid the Big Rip singularity. From our standpoint, those conclusions are a bit
heuristic and require a deeper analysis using the techniques described here, i.e., performing a qualitative
analysis in the phase space.
Finally, we emphasize that we have considered only the quantum eﬀects due to massless conformally
coupled ﬁelds. We have not taken geometric quantum eﬀects into account. Such eﬀects are considered in
loop quantum cosmology (the theory is based in the discrete nature of the geometry), and it can be easily
proved that the Big Bang and Big Rip singularities are avoided (see, e.g., [16], [17]). Another way to take
the quantization of the geometry into account is the “eﬀective formulation of gravity for FRW cosmologies,”
where the Big Bang and Big Rip singularities are also avoided [18], [19]. From this, it seems clear that if we
want to avoid the singularities that appear in the FRW models, in addition to considering the corrections
due to diﬀerent conformal ﬁelds, introducing the quantum nature of the geometry will always be necessary.
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