For a nonnegative irreducible matrix A with spectral radius ρ , this paper is concerned with the determination of the unique normalized Perron vector π π π which satisfies A π π π = ρ π π π , π π π > 0 ,
INTRODUCTION
For a nonnegative irreducible matrix A m×m with spectral radius ρ(A) = ρ , a fundamental problem concerns the determination of the unique normalized Perron vector π π π m×1 which satisfies
A π π π = ρ π π π , π π π > 0,
For relatively small values of m , this is not a difficult problem to solve using adaptations of standard techniques for solving systems of linear equations. However, there exist many applications for which m is too large to be comfortably handled by standard methods.
For large scale problems, it is only natural to attempt to somehow uncouple the original matrix A into two or more smaller matrices -say P 1 , P 2 , · · · , P k -of order r 1 , r 2 , · · · , r k , respectively, where k i=1 r i = m . Ideally, this sequence of smaller matrices should have the following properties.
• Each smaller matrix P i should also be nonnegative and irreducible so that each P i has a unique normalized Perron vector π π π (i) .
• Each smaller matrix P i should have the same spectral radius ρ as the original matrix A .
• It should be possible to determine the π π π (i) 's completely independent of each other. For modern parallel computer architectures it is desirable to be able to execute the computation of the π π π (i) 's in parallel.
• Finally, it must be possible to easily couple the smaller normalized Perron vectors π π π (i) back
PERRON COMPLEMENTATION
The purpose of this section is to introduce the concept of a Perron complement in a nonnegative irreducible matrix and to develop some of the basic properties of Perron complementation. The concept of Perron complementation will be the cornerstone for the entire development which follows.
Unless otherwise stated, A will denote an m × m nonnegative irreducible matrix with spectral radius ρ and A will be partitioned as 
The irreducibility assumption is not absolutely necessary for this definition to make sense. The i th Perron complement is well defined whenever ρ(A i ) < ρ(A) and many subsequent statements remain valid under these weaker conditions. Of course, irreducibility guarantees that this is the case for all i .
in which all diagonal blocks are square. For a given index i , let A i denote the principal block submatrix of A obtained by deleting the i th row and i th column of blocks from A and let A i * and A * i designate
and
That is, A i * is the i th row of blocks with A ii removed and A * i is the i th column of blocks with
A ii removed. The Perron complement of A ii in A is defined to be the matrix The following observation -stated as a technical lemma -is conceptually straightforward to prove.
LEMMA 2.1. Suppose that A ii has size r × r and let
where Q is the elementary permutation matrix which corresponds to an interchange of the 1 st and i th block positions. The matrixÃ can be re-partitioned into a 2 × 2 block matrix
so thatÃ 11 = A ii and the Perron complement of A ii in A is the same as the Perron complement ofÃ 11 inÃ . That is,
21 .
We are now in a position to develop some of the basic properties of Perron complementation.
The following theorem is the first in the sequence.
is a nonnegative irreducible matrix with spectral radius ρ , then each Perron complement
is also a nonnegative matrix whose spectral radius is again given by ρ . Moreover, if
is a conformably partitioned positive eigenvector for A associated with ρ , then
That is, π π π (i) > 0 is a positive eigenvector for P ii associated with the spectral radius ρ .
PROOF:
Assume that A has been permuted and re-partitioned as described in Lemma 2.1 so
and the Perron complement of A ii in A is the same as the Perron complement ofÃ 11 inÃ .
That is, P ii =P 11 . Since each principal submatrix of ρI − A (and ρI −Ã) of order m − 1 or less is a nonsingular M -matrix, it follows from (2.1) that (ρI −Ã 22 ) −1 ≥ 0 and hence
Remark: P ii need not be strictly positive -an example is given after this proof.
To prove that
whereπ π π (1) = π π π (i) . Use the facts that A π π π = ρ π π π and Q 2 = I to conclude that
and henceÃ
It now follows thatπ
and therefore
This proves that ρ is an eigenvalue for P ii with an associated positive eigenvector given by π π π (i) .
It follows from the classical Perron-Frobenius theory that for a nonnegative irreducible matrix, the only eigenvalue which can have a positive eigenvector is the Perron root. Thus, ρ must indeed be the spectral radius of P ii .
Remark: The method used in the previous proof is essentially that of applying block gaussian elimination. It is a common technique -e.g., see Johnson [1981, pg 127 ] -and it yields a similar conclusion for any eigenvalue.
To see that a Perron complement need not be strictly positive, consider a 4 × 4 nonnegative irreducible matrix whose partitions and zero pattern are shown below.
For this configuration,
Although Perron complements can have zero entries, the zeros are always in "just the right places" so as to guarantee that each P ii is an irreducible matrix.
THEOREM 2.2. If
is also a nonnegative irreducible matrix with spectral radius ρ .
Because they are each of independent interest, two different proofs are given.
Algebraic Proof: Suppose that A ii -and hence P ii -is r × r . If
is a conformably partitioned positive eigenvector for A associated with its spectral radius ρ , then Theorem 2.1 guarantees that π π π (i) > 0 is a positive eigenvector for P ii associated with its spectral
is a row stochastic matrix. For all row stochastic matrices, it is known that the unit eigenvalue has index 1 -i.e., the unit eigenvalue for S has only linear elementary divisors. See Gantmacher [1960, Vol. 2, pg 84] . Therefore, as an eigenvalue of P ii , Index(ρ) = 1 and hence the Jordan form for
where t is the algebraic multiplicity of ρ as an eigenvalue of P ii and where X is nonsingular.
Assume now that A has been permuted and re-partitioned as described in Lemma 2.1 so that
By observing
it follows that rank ρI −Ã = rank ρI −P 11 + rank ρI −Ã 22 .
SupposeÃ ,Ã 11 , andÃ 22 have dimensions m × m , r × r , and q × q , respectively, with r +q = m . It is well known thatÃ being nonnegative and irreducible implies that rank ρI −Ã = m − 1 and rank ρI −Ã 22 = q . Thus
This together with (2.3) produces the conclusion that ρ must in fact be a simple eigenvalue for
ii also has a positive eigenvector associated with its spectral radius ρ . It is known - Gantmacher [1960, Vol. 2, pg 79 ] -that if the spectral radius ρ of a nonnegative matrix is a simple eigenvalue and if the matrix as well as its transpose each possess a positive eigenvector associated with ρ , then the matrix must in fact be irreducible. Since this is precisely the situation for the Perron complement P ii , the conclusion is that P ii must be irreducible.
The above proof is purely algebraic in nature. However, irreducibility can be viewed strictly as a combinatorial concept because of the fact that a matrix M is irreducible if and only if its directed graph G(M) is strongly connected. It is therefore desirable to also argue the irreducibility of a Perron complement from a graph theoretic point of view. The author is indebted to C. R. Johnson for suggesting the following combinatorial proof.
Combinatorial Proof of Theorem 2.2:
For any particular Perron complement P ii of size r × r , it can be assumed -without loss of generality -that A has been permuted and repartitioned to the form
in which A 11 is r × r and P ii becomes identified with
To demonstrate that G(P 11 ) is strongly connected, let
and let E(•) denote the set of directed edges in the directed graph of a specified matrix.
Case 1: There is a path from node h to node k in G(A 11 ) . In this case, there must also be a path from node h to node k in G(P 11 ) because E(A 11 ) ⊆ E(P 11 ) .
Case 2: There is no path from node h to node k in G(A 11 ) . For this situation, there must be a path from node h to node k in G(A) but which necessarily passes through at least one node i ∈ {r + 1, r + 2, · · · , n}.
That is, G(A) contains a sequence of directed edges
leading from node h to node k such that
and where
In particular, the existence of directed edges
This, together with the fact that
so that (h p → k 1 ) ∈ E(P 11 ) . Combining this with (2.4) and (2.5) together with the fact that E(A 11 ) ⊆ E(P 11 ) leads to the desired conclusion that there is a path from node h to node k in G(P 11 ) .
UNCOUPLING AND COUPLING THE PERRON VECTOR
Adopt the following definition -which is consistent with the terminology used in Horn and Johnson [1985] . 
If
is a nonnegative irreducible matrix with spectral radius ρ , then the results of the previous section guarantee that each Perron complement
is also a nonnegative irreducible matrix which again has spectral radius ρ . Furthermore, if
is the conformably partitioned Perron vector for A , then Theorem 2.1 guarantees that the vector defined by
is the Perron vector for the associated Perron complement P ii . In what follows, the normalizing scalar
will be called the i th coupling factor. Observe that the Perron vector for the larger matrix A can be written in terms of the Perron vectors of the smaller Perron complements as
This illustrates that -at least in theory -it is possible to uncouple the Perron eigenvector problem by using Perron complementation. If matrix A is partitioned to k levels so as to yield k Perron complements -one P ii for each diagonal block -then the Perron vectors p i for the P ii 's can be determined independent of each other and then combined in order to construct the Perron vector π π π for the larger matrix A . However, the expressions for the coupling factors ξ i have the
At first glance, this might seem to place the issue in a hopeless circle because prior knowledge of π π π -in the form of the sums h π π π
h -is necessary in order to reconstruct π π π from the p i 's.
Fortunately, this is not the case. The following result shows that the coupling factors ξ i can very easily be determined without prior knowledge of the π π π (i) 's. This is a key feature in the uncouplingcoupling technique.
DEFINITION 3.2.
Let A be a nonnegative irreducible matrix with spectral radius ρ .
Suppose that A is partitioned as
with square diagonal blocks and let p i be the Perron vector for the Perron complement
The coupling matrix associated with A is defined to be the k × k matrix C = [c ij ] whose entries are given by
The reason for this definition willimmediately become apparent. The utility of the coupling matrix is realized in the following theorem which demonstrates how the Perron vectors of the individual Perron complements can be easily coupled together by means of the coupling matrix C in order to construct the Perron vector for A .
THEOREM 3.1. For a nonnegative irreducible matrix
with spectral radius ρ and conformably partitioned Perron vector
the associated k × k coupling matrix C is also a nonnegative irreducible matrix whose spectral radius is again given by ρ . Furthermore, the Perron vector for C is precisely the vector
whose components are the positive coupling factors defined earlier as
The vector ξ ξ ξ is hereafter referred to as the coupling vector associated with the partitioned matrix A .
PROOF:
It is clear from the definition of the coupling matrix that C ≥ 0 . To see that C is irreducible, note that because e T > 0, A ij ≥ 0, and
it must be the case that c ij = 0 if and only if A ij = 0.
Since A is irreducible, the preceding statement implies that C must also be irreducible -otherwise, if C could be permuted to a block triangular form, then so could A . To show that the coupling vector
is the Perron vector for C , use the fact
and compute the i th component of the product C ξ ξ ξ to be
Thus C ξ ξ ξ = ρ ξ ξ ξ so that ρ is a positive eigenvalue for C associated with a positive eigenvector ξ ξ ξ .
Since C is irreducible, ρ must therefore be the spectral radius of C . Because π π π is a normalized vector, it follows that ξ ξ ξ is indeed the normalized positive eigenvector -and hence the Perron vector -for C by observing
By combining the observation of (3.1) together with Theorem 3.1, we arrive at the major conclusion of this paper -which is summarized below as a formal statement.
THEOREM 3.2. (The Coupling Theorem) Let A be a nonnegative irreducible matrix with spectral radius ρ and suppose that A has a k -level partition
with square diagonal blocks. If p i is the Perron vector for the Perron complement
and if
is the Perron vector for the k × k coupling matrix C in which
is the Perron vector for A . Conversely, if the Perron vector for A is given in the form of a conformably partitioned vector
is the Perron vector for the Perron complement P ii .
Remark:
The use of the coupling matrix is similar to techniques used in the theory of aggregation -e.g., see Courtois [1977] or Simon and Ando [1961] and the references contained therein. The Coupling Theorem given above might be viewed as an exact aggregation technique.
The case of a 2 -level partition is of special interest. The following corollary shows that it is particularly easy to uncouple and couple the Perron eigenvector problem for these situations.
COROLLARY 3.1. Let A be a nonnegative irreducible matrix with spectral radius ρ . If
A is partitioned as
where A 11 and A 22 are square, then the Perron vector for A is given by
where p 1 and p 2 are the Perron vectors for the Perron complements
respectively, and where the coupling factors ξ 1 and ξ 2 are given by
and ξ 2 = 1 − ξ 1 .
PROOF:
Simply verify that the given values of ξ 1 and ξ 2 are the two components of the Perron vector for the coupling matrix
There is always a balancing act to be performed when uncoupling the Perron eigenvector problem using Perron complementation. As k increases and the partition of A becomes finer, the sizes of the Perron complements become smaller thus making it easier to determine each of the Perron vectors p i . At the same time however, the size of the coupling matrix C k×k becomes larger thus making it more difficult to determine the coupling factors ξ i . In the two extreme cases when either k = m or k = 1 , there is no uncoupling whatsoever because C = A when k = m and P 11 = A when k = 1 . Furthermore, as the size of a Perron complement becomes smaller, the order of the matrix inversion embedded in the Perron complement becomes larger. One must therefore choose the partition which best suits the needs of the underlying application. For example, if computation utilizing a particular parallel architecture is the goal, then the specific nature of the hardware and associated software may dictate the partitioning strategy.
Rather than performing a single uncoupling-coupling operation to a high level partition of A , an alternative is to execute a fork-join procedure using only 2 -level partitions at each stage. Starting with a nonnegative irreducible matrix A (with spectral radius ρ ) of size m × m , partition A roughly in half as
to produce two Perron complements, P 11 and P 22 , which are each nonnegative irreducible matrices (each having spectral radius ρ ) of order approximately m/2 . The Perron complements P 11 and P 22 may in turn be partitioned roughly in half to produce four Perron complements -say (P 11 ) 11 , (P 11 ) 22 , (P 22 ) 11 , and (P 22 Therefore, the Perron vector for A must be 
In addition to the fork-join process illustrated above, there are several other variations and hybrid techniques -e.g., iterative methods -which are possible. It is clear that the remarks of this section can serve as the basis for a fully parallel algorithm for computing the Perron vector for a nonnegative irreducible matrix. However, there are several substantial computational issues which must be addressed and therefore a more detailed discussion concerning parallel implementations will be considered in separate papers.
PRIMITIVITY ISSUES
Primitivity is, of course, an important issue. Accordingly, it is worthwhile to make some observations concerning the degree to which primitivity -or lack of primitivity -in a partitioned matrix A is inherited by the smaller Perron complements P ii .
The first observation to make is that A being a primitive matrix is not sufficient to guarantee that all Perron complements are primitive. For example, the matrix
is irreducible and primitive because A 5 > 0 . However, for the indicated partition, the Perron complement
Nevertheless, it is true that if a particular diagonal block in A is primitive, then the corresponding Perron complement must also be primitive.
THEOREM 4.1. Let A be a nonnegative irreducible matrix partitioned as
in which all diagonal blocks are square. If a particular diagonal block A ii is primitive, then the corresponding Perron complement P ii must also be primitive.
PROOF: Since A ii ≥ 0 and A i * (I − A i ) −1 A * i ≥ 0 , it follows that for each positive integer n,
The following theorem explains why all but a special class of Perron complements must be primitive.
THEOREM 4.2. If
A ii has at least one nonzero diagonal entry, then the corresponding Perron complement P ii must be primitive.
PROOF: If A ii has at least one nonzero diagonal entry, then so does P ii . Theorems 2.1 and 2.2 guarantee that each P ii is always nonnegative and irreducible. It is well known -see Berman and Plemmons [1979, pg. 34 ] -that an irreducible nonnegative matrix with a positive trace must be primitive. Therefore, P ii must be primitive. However, P 11 and P 22 are each primitive and therefore each P ii yields a Perron vector p i by means of the straightforward iterations
----------------------------------------------------------· --------------------------------------------------------0
is arbitrary.
Take note of the fact that the two iterations represented here are completely independent of each other and consequently they can be implemented simultaneously. By using the coupling factors described in Corollary 3.1, it is easy to couple p 1 with p 2 in order to produce the Perron vector for the larger imprimitive matrix A . 
SUMMARY

