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ABSTRACT
Background: Resolving issues is central to modern agile
software development where a software is developed and
evolved incrementally through series of issue resolutions. An
issue could represent a requirement for a new functionality,
a report of a software bug or a description of a project task.
Aims: Knowing how long an issue will be resolved is thus
important to di↵erent stakeholders including end-users, bug
reporters, bug triagers, developers and managers. This paper aims to propose a multi-objective search-based approach
to estimate the time required for resolving an issue.
Methods: Using genetic programming (a meta-heuristic
optimization method), we iteratively generate candidate estimate models and search for the optimal model in estimating issue resolution time. The search is guided simultaneously by two objectives: maximizing the accuracy of the
estimation model while minimizing its complexity.
Results: Our evaluation on 8,260 issues from five large
open source projects demonstrate that our approach significantly (p < 0.001) outperforms both the baselines and
state-of-the-art techniques.
Conclusions: Evolutionary search-based approaches o↵er
an e↵ective alternative to build estimation models for issue
resolution time. Using multiple objectives, one for measuring the accuracy and the other for the complexity, helps
produce accurate and simple estimation models.

1.

INTRODUCTION

In software projects, an issue represents description of a
bug or a security vulnerability (e.g. bug report issues), or
a description of a new functionality (e.g. feature request or
user story issues) or enhancements of an existing functionality, or a project task. Most of today’s software projects are
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issue-driven where a project consists of a number of past
issues (i.e. issues that have been closed), ongoing issues (i.e.
issues that the team are working on), and new issues (i.e.
issues that have just been created). Knowing when an issue will be resolved is important for many stakeholders. For
example, the end-users may want to know when the new
functionality they requested will be implemented. The bug
reporters may be interested in learning when a particular
bug will be fixed. The project managers may need to estimate the time it will take for completing a project task
since these estimates are critical to their plan for costing
and timing future releases.
Predicting when a particular issue will be resolved is however difficult. Existing practices in the industry often use
the average resolution time of past issues, combined with
a certain margin of error, as an estimate for the resolution
time of the new issues. However, software issues may be
significantly di↵erent from one another in their nature and
the complexity of resolving them. Hence, the quality of the
average resolution time as an estimator is often poor. Other
existing practices heavily rely on experts’ (e.g. project managers or experienced developers) subjective assessment to
arrive at an estimate for the time and e↵ort of resolving an
issue. Relying on expert knowledge is however sometimes
based on outdated experience and an underlying bias, thus
may lead to inaccuracy in estimation. A number of software analytics techniques have recently been proposed to
address this problem. These work (e.g. [16, 32]) mine the
historical data generated when issues were reported and resolved. They identify features which characterize an issue
and also influence on its resolution time. They then build
machine learning models, train them using historical issues
with known resolution time, and use them for future estimations.
Machine learners have also widely used for estimating the
e↵ort required for developing a complete software system
(e.g. [17]). Recent approaches (e.g. [10, 28]) have employed a evolutionary, search-based approach to this problem. Largely inspired by Sarro et. al.’s work [28] done
for e↵ort estimation for the whole project, we employ a
multi-objective search-based evolutionary approach to estimate the resolution time of each single issue in the project.
Specifically, we leverage a meta-heuristic technique, namely

genetic programming (GP) [18], to generate a large number
of candidate estimation models, and search for the ones that
are optimal with respect to a number of objectives. Di↵ering
from Sarro et. al. [28], we do not impose a fixed structure
and depth of candidate estimation models.
We explore two objectives guiding our search algorithms.
Similarly to Sarro et. al. [28], the first objective is to minimize the Sum of Absolute Errors, which measures the accuracy of an estimation model in terms of the di↵erences
between values (i.e. issue resolution time) estimated by the
model and the values actually observed. The pressure of
minimizing the estimation errors may however cause the solution model to adhere precisely to noisy data in the training
set, which potentially make the model be excessively large
and complex (hence, overfitting problems). While accuracy
is critical for an estimation model, the Occam’s Razor principle of parsimony also plays an important role here: the
model needs to be expressed in a simple way, easy for software practitioners to interpret [23]. Hence, our second objective is to minimize the complexity of an estimation model,
which can be measured in terms of the size of an expression tree representing the model. This is also another key
di↵erence from Sarro et. al.’s approach [28]. This second objective also leads to reduced computational costs since it encourages parsimonious (thus, computationally efficient) candidate solutions be generated. We name our approach MultiObjective Issue Resolution Time Estimator (MOIRTE).
Our search-based approach outperforms the three common baselines (random guessing, and mean and median)
and state-of-the-art techniques (linear regression, case-based
reasoning, and random forests) in predicting issue resolution
time. The evaluation was performed against a dataset of
8,260 issues which we collected from five di↵erent projects
including four Apache Hadoop projects (Common, HDFS,
MapReduce, Yarn) and one Apache Mesos project. Similarly to Sarro et. al.’s work [28], we use two standardized
measures, Mean Absolute Error and Standardized Accuracy,
to evaluate the performance of estimation models, and also
use a non-parametric Wilcoxon test [4] and Vargha and Delaney’s statistic [31] to demonstrate both the statistical significance and the e↵ect size of the results.
The remainder of this paper is organized as follows. Section 2 formulates the problem of estimating issue resolution
time. Section 3 describes our multi-objective approach to
solve this problem using evolutionary algorithms. Section
4 reports on the experimental evaluation of our approach.
Related work is discussed in Section 5 before we conclude
and outline future work in Section 6.

2.

ISSUE RESOLUTION TIME

In modern software development settings, software is developed through repeated cycles (iterative) and in smaller
parts at a time (incremental), allowing for adaptation to
changing requirements at any point during a project’s life.
A project has a number of iterations, in each of which, the
development team resolves a number of issues. An issue
could be requesting the implementation of a new functionality, fixing a bug or a security vulnerability, or refactoring
the code.
Figure 1 shows the report of issue HADOOP-13353 in the
Hadoop Common project. This issue report was recorded in
the widely-used JIRA project management system. As can
be seen from the report, this issue was created on 08 July

Figure 1: An example of a Hadoop Common issue recorded
in JIRA. Note that we highlighted the dates when the issue
were created and resolved.

2016 and resolved on 05 August 2016. This issue was a bug
and its resolution was set to “Fixed”, indicating that it was
in fact a valid bug and has been fixed.
We would like to estimate how long it will take to resolve
an issue using the following information provided with an
issue report. These are common information which must be
provided at the time an issue is created:
1. Type: each issue is assigned with a type (e.g. Bug,
Task, Improvement, New feature, etc.) which indicates the nature of the task associated with resolving
with the issue. For example, a “bug” issue reports a
defect while a “new feature” describes a request for
implementing a new functionality.
2. Priority: The issue’s priority presents the order in
which an issue should be attended with respect to
other issues. In the projects we studied, there are 5
common types of priority: Blocker, Critical, Major,
Minor, and Trivial. Issues with blocker priority should
be more concerned than issues with major or minor
priority since the former block other issues to be completed.
3. Reporter : We use reporter’s reputation, a common feature which has been studied in previous work in mining
bug reports. The intuition here is that poor issue reports may take longer time to resolve and reporters
who frequently write them will accumulate such a reputation. We use the widely-used Hooimeijer’s reporter
reputation [14] as follows:

reputation(D) =

|opened(D) \ f ixed(D)|
|opened(D)| + 1

The reputation of a reporter D is measured as the ratio
of the number of issues that D has opened and fixed
to the number of issues that D has opened plus one.
4. Title and description: The title and description of an
issue explains its nature and thus can be a good feature. We employ a common approach to translate an
issue’s title and description into the number of word

counts and use this as a feature. In addition, we also
use the readability of the issue description as another
feature. Readability is a quality indicator for issue reports [14]. We hypothesize that issues that are more
difficult to understand will be more difficult to deal
with and thus potentially take longer time to resolve.
We use the Gunning fog readability metric [22] to measure an issue description’s readability score. The lower
Gunning fog score is, the easier to understand an issue
description.
Note that other information associated with an issue report (e.g. assignee, fix versions, votes, watchers, etc.) can
be used. However, some of these information are not mandatory (e.g. fix versions), or do not have any value at the time
when an issue is created (e.g. assignee or the number of
votes or watchers), which is the time we would like to make
a prediction. Some of them are specific to an issue tracking
system, while the features that we use here are commonly
found in many issue-tracking systems.

3.

APPROACH

3.1

Overview

Our approach falls under the search-based software engineering umbrella and is largely inspired by Sarro et. al.’s
search-based approach [28] to estimate the e↵ort required
for completing a whole project. We however focus on the
issue-level, i.e. estimating the resolution time for each issue
in a project. Figure 2 gives an overview of our approach.
We build a training set by collecting completed issues from
a given project, and extracting their actual resolution time.
The resolution time is the elapsed time when an issue was
created and when it was resolved. We design a set of features
characterizing an issue (see Section 2) and extract the values of these features at the time when the issue was created.
We then iteratively generate candidate estimation models
(by using a set of mathematical operators to combine the
issue features) and search for the “best” estimation model
with respect to the training set. This search process employs
evolutionary algorithms which work based on the principle
that a population of candidate solutions (also referred to as
individuals) to an optimization problem is evolved toward
better solutions, following Darwin’s evolution theory. Each
candidate solution has a number of properties (i.e. chromosomes or genotype) which can be mutated and altered to
derive new candidate solutions. In our context of estimating
issue resolution time, a candidate solution is an estimation
model.
The estimation model found at the end of the search process is used for estimating the resolution time of new issues
in the same project (within-project estimation) or in a di↵erent project (cross-project estimation). We will now describe
the details of our approach.

3.2

Symbolic regression

Estimating issue resolution time can be considered as a
regression problem: we need to model the relationship between the time required for resolving an issue and a set of
features characterizing the issue. Here, we measure issue
resolution time as a continuous number of days, and rely on
five basic information associated with an issue: type, priority, reporter, title and description (see Section 2) to extract
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Figure 2: An overview of our approach

the features. Since the issue type and priority are categorical features, we need to perform additional steps to ensure
the results from a regression model be interpretable. Specifically, we use one hot encoding to transform the issue type in
a number of features (corresponding to the number of issue
types), each of which represents one type and has a value of
either 0 or 1. Since there are 7 issue types (i.e. bug, task,
improvement, test, sub-task, new feature, and wish), this
results in 7 features. For issue priority, we convert it into an
ordinal value from 1 to 5 where 1 represents the least priority and 5 represents the most priority. In total, we have
13 numerical features (7 derived from issue type, 1 from priority, 1 from reporter reputation, 2 from the title and 2 for
the description) characterizing an issue.
An estimation model can be viewed as a mathematical
expression which combines those features of an issue and a
set of mathematical operators to output a scalar value representing the time required for resolving an issue. We use a
training dataset of past issues (with known resolution time)
to search the space of those mathematical expressions to
find the estimation model that best fits the training dataset.
This model is then used to predict the time required for resolving new issues. This approach is commonly referred to
as symbolic regression and has been previously used by Sarro
et. al.’s [28] in estimating e↵ort for the whole project. We
adapted this approach from Sarro et. al., but also made several key di↵erences: (i) not imposing a fixed structure nor
depth on candidate models; (ii) using a di↵erent second objective function to explicitly control the model’s complexity;
and (iii) using a wider range of mathematical operators.
Since each candidate estimation model is a mathematical
expression, we represent it as an expression tree to facilitate the application of genetic operators (described in details
later) to derive new candidates. Issue features are encoded
as leafs of the tree and mathematical operators as its internal nodes. We thus use genetic programming [18], a metaheuristic algorithm in the family of evolutionary algorithms,
which specifically deals with tree representation. We employ
a wide range of thirteen mathematical operators (+, , ⇤, /,

-

+

sqrt

*

sin

f2

f1

*
log

f4

f5

f3

Figure 3: An example of expression tree representing a candidate estimation model. Note that fi represents a feature
of an issue.

exp, log, log10 , sin, cos, tan, power, square, squareroot), as
opposed to only three operators used in Sarro et. al.’s [28].
Figure 3 shows an example of an expression tree representing
a estimation model in which the resolution time
p of an issue
is calculated as (sin(f1 ) + (f2 ⇤ log(f3 )))
f 4 ⇤ f 5 where
f1 , f2 , f3 , f4 and f5 are some of the thirteen issue features.

3.3

Fitness functions

The search for the best estimation model is guided by a
number of fitness functions, which are used to compare if a
candidate model is “better” than another one. We employ
two fitness functions: one reflecting the accuracy of an estimation model in predicting issue resolution time and the
other representing the model’s complexity. The details of
these fitness functions are described as below.

3.3.1

Sum of Absolute Errors

We use a training set of past issues (with known resolution time) to evaluate the accuracy of a candidate estimation
model. A number of measures have been used to evaluate
the predictive performance of an estimation model and can
be classified in two groups: relative measures such as Mean
of Magnitude of Relative Error or Root Mean Square Error
(RMSE), or absolute measures like the Sum of Absolute Error (SAE). Previous work (e.g. [20, 28]) have suggested that
the predictive performance of estimation models found by
genetic algorithms is a↵ected by the use of those di↵erent
measures as a fitness function. Specifically, using relative
measures as a fitness function has a negative impact on the
model accuracy, while absolute measures appear to not have
damaging e↵ect [28]. Hence, similarly to [28], we chose to
use the Sum of Absolute Error (defined below) as our first
fitness function.
SAE =

N
X
i=1

|ActualT imei

EstimatedT imei |

(1)

where N is the number of issues in the training set, ActualT imei
is the actual resolution time for issue i in the training set,
and EstimatedT imei is the time estimated by a candidate
model.

3.3.2

Tree size

Using an accuracy measure as the sole fitness function may

result in excessively complex estimation models. The pressure of minimizing the estimation errors may lead to solution
models that “overfit” the training data, which thus negatively a↵ects the generalization performance of the models.
It also takes more computational resources to store and evaluate complex models during the evolution process. In addition, software practitioners usually find complex estimation
models difficult to understand and interpret [23].
The simplest method to control the complexity of estimation models is imposing a fixed limit on the depth or size
(i.e. the number of nodes) of expression trees representing
those models. Sarro et. al. [28] employed this approach
by ensuring all the trees in the population having a fixed
depth. This approach however su↵ers from a number of
limitations. Determining a good value for the limit is very
challenging. A small limit may prevent good solutions from
being generated, while a large limit may still result in overcomplex solutions. In addition, the process of eliminating
non-conformance individuals from the population may create bias and adverse a↵ect [11].
To control the balance between accuracy and complexity, we employ a second fitness function which measures the
complexity of a solution estimation model. Since we represent an estimation model as an expression tree, the size of
the tree can be used as a complexity indicator. Hence, the
second fitness function returns the size of a solution tree, i.e.
the number of nodes in the tree. For example, there are 12
nodes in the tree in Figure 3, hence its size is 12. The tree
size reflects to some extends both the depth and width of a
tree.

3.4

Evolutionary search

The search for an estimation model starts with an initial
population in which each individual in the population is a
candidate estimation model. The initial population is created by randomly generating a number of expression trees
(each represents an individual) using the thirteen mathematical operators and thirteen issue features. The fitness
values of each individual with respect to each of two fitness
functions (see Section 3.3) are computed. The population is
then undergone a selection process.
Selected individuals form parents to generate a new generation of individuals through the crossover and mutation
operators. These genetic operators act directly on the expression trees to form new valid trees. The mutation operator chooses a node in the expression tree and substitutes
the sub-tree at that node by a randomly generated sub-tree.
Figure 4 shows an example of how the tree in Figure 3 is mutated. The crossover operators involve two parent trees and
generate two o↵spring trees by exchanging selected branches
(see Figure 5). Generated trees which give negative or invalid (e.g. division by zero) estimated time are assigned
with a very large (infinite) sum of absolute errors. This
would prevent those trees from being selected in the evolution process. This evolution process continues until a fixed
number of generations has been reached.
We seek for estimation models that meet both objectives:
high accuracy and low complexity. These solutions would
belong to a Pareto front of estimation error and tree size
(see Figure 6). To find such a Pareto front, we employ
a widely-used multi-objective optimization algorithm, the
non-dominated sorting genetic algorithm (NSGA-II) [6]. The
NSGA-II algorithm works based on the principle of non-

Parent tree

Offspring tree

-

-

+

sqrt

*

sin

f1

f2

/

f4

log

sqrt

cos

*
f5

f7

front. For example, the crowding distance for estimation
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of the algorithm.
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dominated sorting (Pareto dominance). In multi-objective
optimization, an individual is said to dominate another individual if the former is better than the latter with respect
to at least one objective, and not worse in the remaining objectives. For example, in Figure 6 estimation model E1 does
not dominate E2 since the former is smaller than the latter
in tree size but has greater sum of absolute errors. On the
other hand, E1 dominates E4 since the E1 is smaller than
E4 in tree size and also has smaller sum of absolute errors.
At each generation, NSGA-II sorts the current population into a number of non-dominated fronts (e.g. fronts 1, 2
and 3 in Figure 6). Each non-dominated front contains individuals which do not dominate each other. Individuals in
the first non-dominated front dominate those in the second
front, which in turn dominate individuals in the third front,
and so on. Individuals in the same non-dominated front are
assigned the same rank, which is the index of its front. For
example, in Figure 6 estimation models E1 and E2 have the
same rank 1, while E4 has rank 2. The crowding distance
of each individual is then computed as the sum of the distance between itself and its nearest neighbours on the same

The partial order c is defined as follows: for two individuals Ei and Ej , Ei c Ej if and only if: (a) the rank of
Ei is less than that of Ej ; or (b) their ranks are the same
(i.e. they are on the same non-dominated front) and the
crowd distance of Ei is greater than that of Ej . The intuition here is that individuals with lesser domination rank
are favoured in case when they are on di↵erent fronts, and
individuals in a less dense region (i.e. higher crowding distance) are preferred in case when they are on the same front.
This necessitates the pressure for the population to move towards the Pareto Front and spread along it. NSGA-II uses
the crowded-comparison operator c to guide the selection
process for forming the o↵spring population. The next generation is selected from a combination of the parent and o↵spring operation. This is to minimize the possibility of losing
a high quality solution. In the final generation, NSGA-II returns a set of non-dominated solutions. Choosing which one
of these solutions to use is usually a user-specific decision. In
our case, we choose to use the solution which has the lowest
sum of absolute errors with respect to the training set. For
more details on NSGA-II, we refer to the reader to [6].
Following the common practice [15], we used the following parameters. The size of the initial population is set to
10 ⇤ V where V is the number of features (V = 13 in our
case, hence 130). The number of generations was set to
1, 000 ⇤ V , i.e. 13,000. Crossover probability was set to 0.9,
mutation probability was 0.1, and reproduction probability
was 0.2. We used tournament selection method. These are
common values used in previous studies [15, 28]. We used
an implementation of NSGA-II in the MOEA Framework1 .

4.

EVALUATION

In this section, we report an empirical evaluation of our
approach. We first describe the datasets we have built for
1

http://moeaframework.org/index.html

our evaluation. We then discuss the experimental settings
and performance measures. We then present the evaluation
results which answer a range of research questions.

4.1

Datasets

We chose five projects, namely Common, HDFS, MapReduce, Yarn and Mesos from the well-known Apache to build
a dataset of issues with known creation and resolved times.
Those issues were recorded in the widely-used JIRA tracking system. We used the Representational State Transfer (REST) API provided by JIRA for querying the issues.
After that we collected issue reports in JavaScript Object
Notation (JSON) format. In terms of Common, HDFS,
MapReduce and Yarn, the collected issues have the created date and resolved date up to September 9, 2016 and
for Mesos is up to March 24, 2017. From these projects,
we extracted a total of 16,858 issues. We excluded issues
with a status other than “Resolved” to avoid collecting uncompleted issues and a resolution other than “Fixed” (e.g.
“Duplicate” or “Not Fix”, or “Invalid”) in order to collect
only “real” issues. In the end, we included 8,260 issues into
our dataset. We have calculated the duration time for each
issue by subtracting its resolved time from its created time.
The resolution time is measured in days.
Table 1: Descriptive Statistics of our Dataset
Projects

# selected issues

Mean

Median

Mode

Std

Common

1,402

37.19

10

2

62.24

HDFS

2,334

28.66

7

2

55.49

MapReduce

635

45.68

14

2

72.62

Yarn

930

46.82

17

2

69.32

Mesos

2959

52.97

18

1

77.13

Total

8,260

Experimental settings and measures

For each project, we applied a cross validation process
which is a widely employed technique to validate an estimation or prediction model. Specifically, we divided our
dataset into 10 folds and applied cross-validation (i.e. used
nine folds for training and the remaining one fold for testing)
to reduce the estimation instability and bias. We ran each
algorithm 30 times and took the median result. Similarly
to previous work in e↵ort estimation (e.g. [8, 19, 28, 29]), we
employed two widely-used standardised measures, Mean Absolute Error (MAE) and the Standardized Accuracy (SA).
They are defined as below.
M AE =

N
1 X
|ActualT imei
N i=1

SA = (1

EstimatedT imei |

(2)

M AE
) ⇥ 100
M AErguess

(3)

where M AErguess is the M AE averaging a large number
of random guesses. Estimation models with larger SA are
more useful.
To compare the performance between di↵erent estimation
models, we followed [28] and tested the statistical significance of the absolute errors produced from those estimation
models using the Wilcoxon Signed Rank Test [4]. Wilcoxon
test does not require the data be normally distributed, which
is suitable to our data. We set the confidence limit at
0.05 (i.e. p < 0.05). We also applied the Vargha and Delaney’s Â12 non-parametric e↵ect size measure [31]. This
non-parametric e↵ect size measure is suitable for testing randomized algorithms in software engineering, especially in the
context of e↵ort estimation [1, 28]. The Â12 measures the
probability that, estimation model Ei achieves better accuracy (i.e. smaller absolute errors) than estimation model Ej
using the following formula [31]:
Â12 = (r1 /m

(m + 1)/2)/n

(4)

where r1 is the rank sum of (test) issues where Ei produces
smaller absolute error than Ej does, and m and n are the
number of issues tested for Ei and Ej respectively. Note
that Â12 = 0.5 when the two estimation models perform in
an equivalent way, while Â12 > 0.5 when Ei perform better
than Ej .

4.3

Table 1 summarizes the descriptive statistics of our dataset
in terms of mean, median, mode and standard deviation of
resolution time. The median resolution times range from
7 to 18 days in the five projects, while the mean resolution
times were from 28 to 52 days. Although the resolution times
varied quite substantially (standard deviation in all projects
were above 55), most of the issues were resolved within 2
days. We will make the data sets used in this study be publicly available for the research community once the paper
has been accepted.

4.2

where N is the total number of issues used in the test set.
Estimation models with lower MAE are better in terms of
accuracy.
Standardized Accuracy (SA) measures how good an estimation model is with respect to random guessing:

Results

In this section, we present the results of our experimental evaluation2 in terms of answering the following research
questions.
RQ1. Is the multi-objective search-based approach suitable for estimating issue resolution time?
To answer this question, we compared our multi-objective
search-based approach against three common baselines: Random Guessing, and Mean and Median, which are often used
in e↵ort estimation [28]. Random guessing is a naive technique for estimation [28, 29]. It performs random sampling
over a set of issues with a known resolving time, choosing
randomly one issue from the sample, and uses the resolving
time of that issue as the estimate of the target issue. Random guessing does not use any information associated with
the target issue. Thus, any useful estimation model should
outperform random guessing. Mean and Median estimations
are also commonly used as baseline benchmarks for e↵ort estimation. They use the mean or median resolving time of
the past issues to estimate the resolving time of the target
issue.
As can be seen from Table 2, our approach MOIRTE produced better estimations in terms of MAE and SA than
2
All the experiments were run on a Microsoft Windows 10
Home PC with an Intel(R) Core(TM) i7-6500U CPU @
2.50GHz and 8.00 GB RAM.

the Random, Mean and Median did. MOIRTE consistently
outperformed all the three baselines in all five projects. Averaging across all projects, MOIRTE achieved an accuracy
of 24.17 MAE and 58.45 SA, while the best of the baselines
(Median) achieved 38.65 MAE and 33.49 SA.

Table 4: Comparison between our approach MOIRTE and
the state-of-the-art techniques (LR, CBR Weiss et. al. and
RF) using Wilcoxon test and Â12 e↵ect size (in brackets.
This comparison is also done for the single-objective genetic
programming algorithm with unlimited depth (GP-SAE),
which is discussed in RQ3.

Table 2: Mean Absolute Error (MAE) and Standard Accuracy (SA) values achieved by our approach MOIRTE, the
baselines (Mean and Median Time), and state-of-the-art
techniques: Linear Regression (LR), Case-Based Reasoning (CBR) Weiss et. al., and Random Forests (RF). MAE
and SA results are also included for the the single objective
search with unlimited depth (GP-SAE) – discussed later in
RQ3.
Project

Measures

MOIRTE

GP-SAE

Mean

Median

LR

CBR

RF

Common

MAE

22.35

30.13

41.52

34.25

40.68

44.63

33.89

SA

57.14

42.23

20.38

33.80

21.99

14.42

35.02

HDFS

MAE

17.80

23.36

33.88

27.19

31.25

33.46

26.10

SA

58.02

44.91

20.09

35.88

26.29

21.07

38.44

Mapreduce

MAE

23.37

37.52

49.99

42.40

50.46

58.06

39.38

SA

63.26

41.02

21.41

33.34

20.67

8.72

38.10

MAE

23.97

36.05

49.89

41.53

44.84

49.39

39.18

SA

60.01

39.85

16.76

30.72

25.18

17.59

34.62

MAE

33.35

42.71

57.08

47.88

54.82

59.35

44.35

SA

53.82

40.86

20.95

33.69

24.08

17.81

38.58

Yarn

MESOS

LR:Linear Regression, CBR:Case-Based Reasoning, RF:Random Forest

Table 3: Comparison between our approach MOIRTE and
the three baseline techniques using Wilcoxon test and Â12
e↵ect size (in brackets). This comparison is also done for the
single-objective genetic programming algorithm with unlimited depth (GP-SAE), which is discussed in RQ3.
Project

Technique

Mean

Common

MOIRTE

<0.001 [0.76]

<0.001 [0.56]

<0.001 [0.75]

GP-SAE

<0.001 [0.72]

0.0167 [0.52]

<0.001 [0.72]

MOIRTE

<0.001 [0.79]

<0.001 [0.55]

<0.001 [0.78]

GP-SAE

<0.001 [0.76]

<0.001 [0.52]

<0.001 [0.75]

MOIRTE

<0.001 [0.80]

<0.001 [0.60]

<0.001 [0.72]

GP-SAE

<0.001 [0.73]

0.4423 [0.52]

<0.001 [0.68]

MOIRTE

<0.001 [0.78]

<0.001 [0.59]

<0.001 [0.79]

GP-SAE

<0.001 [0.75]

0.0033 [0.54]

<0.001 [0.76]

MOIRTE

<0.001 [0.76]

<0.001 [0.59]

<0.001 [0.78]

GP-SAE

<0.001 [0.72]

<0.001 [0.54]

<0.001 [0.73]

HDFS
MapReduce
Yarn
Mesos

Median

Random Guessing

Table 3 shows the results of the Wilcoxon test and the
corresponding Â12 e↵ect size to measure the statistical significance and e↵ect size (in brackets) of the improved accuracy achieved by MOIRTE over the three baselines. In all
cases, our approach MOIRTE significantly outperforms the
baselines with p < 0.001 and e↵ect sizes greater than 0.5.
We also compared the performance of the single-objective
genetic programming algorithm using the sum of absolute
error as the single objective function (GP-SAE), which will
be discussed later in RQ3. The results clearly suggest that
our approach outperforms the naive benchmarks. The next
step is thus assessing if it outperforms the existing techniques in predicting issue resolving time, which leads us to
the second research question.
RQ2. Does the search-based approach provide more accurate estimates than existing techniques used in predicting
issue resolution time?

Project

Technique

LR

CBR

RF

Common

MOIRTE

<0.001 [0.75]

<0.001 [0.67]

<0.001 [0.72]

GP-SAE

<0.001 [0.71]

<0.001 [0.62]

<0.001 [0.68]

MOIRTE

<0.001 [0.74]

<0.001 [0.64]

<0.001 [0.70]

GP-SAE

<0.001 [0.71]

<0.001 [0.61]

<0.001 [0.67]

MORITE

<0.001 [0.79]

<0.001 [0.72]

<0.001 [0.73]

GP-SAE

<0.001 [0.72]

<0.001 [0.66]

<0.001 [0.67]

MORTIE

<0.001 [0.75]

<0.001 [0.70]

<0.001 [0.72]

GP-SAE

<0.001 [0.70]

<0.001 [0.66]

<0.001 [0.68]

MOIRTE

<0.001 [0.74]

<0.001 [0.66]

<0.001 [0.68]

GP-SAE

<0.001 [0.69]

<0.001 [0.62]

<0.001 [0.62]

HDFS
Mapreduce

Yarn
Mesos

To answer this question, we compare our search-based approach against the three existing techniques that have been
widely used in e↵ort estimation: Linear Regression (LR),
Case-Based Reasoning (CBR) and Random Forests. For
case-based reasoning, we used k-nearest-neighbour(kNN) as
done in the seminal work of Weiss et. al. [32]). Random
Forests (RF) is chosen since it is currently the most e↵ective method for e↵ort estimation [17]. RF is an ensemble
method which combines the estimates from multiple estimators. RF achieves a significant improvement over the decision tree approach by generating many classification and
regression trees. Each tree is built on a random resampling
of the data, with a random subset of variables at each node
split. Then through averaging, tree predictions can be aggregated. Note that all these three prediction models use
the same set of features as in our approach.
We used the implementation of linear regression and kNN
provided with Weka [13]. Since it is tedious to find the
optimal hyperparameters for these classification or regression algorithms, we automated this process using Weka’s
MultiSearch, a meta-classifier for tuning hyperparameters
of a given base classifier or regressor. Specifically, for linear regression, we focused on tuning two hyperparameters:
ridge (ranging from 1e-7 to 10) and selection method (with
three methods: none, greedy and M5). For kNN, we used
the brute force search algorithm (i.e. LinearNNSearch), Euclidean distance for the distance function, and tuned k number ranging from 1 to 64. We experimented with two implementations of Random Forests: one provided in Weka
and the other written in Matlab3 , and found that the Matlab implementation produced better results with our data.
Thus we chose this implementation to compare against our
approach. We tuned Random Forests from 1 to 500 trees.
All tuning was done using training data.
The MAE and SE results (see Table 2) shows that Random Forests is the best performer amongst the three existing techniques. However, when comparing against our approach, Random Forests consistently produced higher MAE
and lower SA than MOIRTE in all five projects. The improvement brought by our approach over Random Forests
was from 24% to 40% in MAE, with an average improvement of 34% in the five projects we studied. The Wilcoxon
3

https://github.com/ami-GS/randomforest-matlab

test (see Table 4) also confirms this: the improvement of
MOIRTE over LR, CBR, and RF is significant (p < 0.001)
with the e↵ect size greater than 0.7 in most cases. These
results suggest that our multi-objective search-based approach o↵ers an alternative and e↵ective technique to issue
resolution time estimation. The improvement may be due
to its capability of capturing the nonlinear relationship between issue features and resolution time. Also, our approach
does not carry any human biases nor a↵ected by unknown
domain-specific knowledge by not imposing any prior model
structure and size.
RQ3. Does the multi-objective approach produce more
accurate estimates than the single-objective approach in predicting issue resolution time, and at the same time produce
solutions of lower complexity?
This question aims to investigate whether using the tree
size as the second objective o↵ers significant benefits in terms
of both accuracy and complexity. To do so, we also implemented the traditional single-objective genetic programming
algorithm using the sum of absolute error as the objective
function. We name this alternative approach as GP-SAE.
We experimented with two variants of this algorithm, one
with unlimited depth tree and the other with a limited depth
tree of 10. The former represents a method with no control
on the complexity of the solutions, while the latter represents a technique with a constant limit on the tree size.
Table 5: Comparison between our multi and single objective
(MOIRTE vs. GP-SAE) using Wilcoxon test and Â12 e↵ect
size (in brackets). The second row reports the average tree
size (i.e. the number of nodes) of a solution estimation model
– the first number produced by MOIRTE while the second
number produced by GP-SAE.
GP-SAE (unlimited depth)
Common

HDFS

Mapreduce

Yarn

Mesos

MOIRTE

<0.001 [0.55]

<0.001 [0.54]

<0.001 [0.61]

<0.001 [0.57]

<0.001 [0.58]

Tree size

13 vs. 415

14 vs. 498

18 vs. 328

17 vs. 306

24 vs. 386

GP-SAE (depth = 10)
Common

HDFS

Mapreduce

Yarn

Mesos

MOIRTE

<0.001 [0.52]

<0.001 [0.53]

<0.001 [0.59]

<0.001 [0.56]

<0.001 [0.56]

Tree size

13 vs. 38

14 vs. 46

18 vs. 42

17 vs. 30

24 vs. 81

Results from Tables 2, 3 and 4 show that the single objective approach with unlimited depth tree (GP-SAE) even
outperforms all the baselines and state-of-the-art techniques.
However, using tree size as the second objective has brought
significant improvement in estimation accuracy. Across the
five projects we studied, MOIRTE achieved from 22% –
37% improvement over GP-SAE in MAE (see Tables 2).
The Wilcoxon test also confirmed that the improvement
brought by using our multi-objective approach is significant
(p < 0.001) in all cases with e↵ect size from 0.54 to 0.61 (see
the first row in Table 5).
Our approach of using tree size as the second objective
is e↵ective not only in improving the accuracy of the estimation model but also in the reducing its complexity. As
can be seen in Table 5, the average tree sizes of the solution
estimation models produced by MOIRTE were significantly
less than those produced GP-SAE (e.g. 13 nodes versus 415
nodes for the Hadoop Common project). The approach of
setting a fixed depth limit (depth = 10) is also not as e↵ective as the multi-objective approach. Although using this

approach reduced the tree size of the solution estimation
models, it is still inferior to the multi-objective approach in
terms of accuracy (see the bottom part of Table 5). These
results clearly demonstrate the benefit of using our multiobjective approach in terms of producing both accurate and
simple estimation models.
RQ4. Is the proposed approach suitable for cross-project
estimation?
Estimating issue resolution time in new projects is often
difficult due to lack of training data. One common technique
to address this problem is training a model using data from a
(source) project and applying it to the new (target) project.
We employed this technique and performed 20 cross-project
estimation experiments.
Table 6 reports the MAE produced by our approach in
cross-project settings. For example, when we used the issues from Hadoop Common for training to obtain an estimation model and then applied this model for the issues
in Hadoop HDFS, our approach achieved 19.31 MAE. In
the within-project setting, i.e. the training was done using
Hadoop HDFS, our approach achieved 17.80 MAE (see Table 2). The decreased performance in this case was relatively
small (only 7%), which is also observed in the other cases.
These results suggest that our approach can be used for
cross-project estimation with a small sacrifice in accuracy.
We also observe that estimations done cross the four projects
in Hadoop were more accurate than those performed cross
one of the four projects in Hadoop and the Apache Mesos
project. This may be due to the fact that the four Hadoop
projects share many commonalities than those in a totally
di↵erent project like Mesos.
Table 6: MAE produced by our approach MOIRTE in crossproject settings, trained using a project in the row and tested
on a project in the column.
Project

Common

Common

HDFS

Mapreduce

Yarn

19.31

27.54

34.20

42.08

30.23

33.94

42.09

HDFS

28.30

Mapreduce

29.45

21.86

Yarn

27.21

22.90

27.56

Mesos

30.10

26.87

35.63

4.4

32.72

Mesos

40.47
39.90

35.15

Threats to validity

To mitigate threats to construct validity, we used real
world data from issues reported in large open source projects.
We collected the common issue features and the actual time
took to resolve issues. In terms of the conclusion validity,
we carefully selected unbiased error measures and applied
a number of statistical tests to verify our assumptions [2].
Our study was performed on five datasets of di↵erent sizes.
Furthermore, we carefully followed recent best practices in
evaluating e↵ort estimation models (e.g. [25]) to miminize
conclusion instability. Another threat is related to the random initialization of the first generation. Therefore, a single
run of an experimental study may deliver results that can be
a↵ected either by the favorable initial random selection or
the bad randomly selected point [5]. To avoid this problem,
we have conducted a multiple run (30 runs in this study)
and chose the median result.
To overcome the external validity threat, we have considered a large number of issues from five di↵erent projects.

The size and the complexity of these issues are also significantly diverse. By this way, di↵erent contexts can be
characterised by some specific projects and human factors
(e.g. team structure and communication, time and other
constraints, and so on). However, we cannot claim that our
datasets are representative of all kind of software projects,
and that our results can generalize to all software projects,
especially those in commercial settings.

5.

RELATED WORK

Predicting issue resolution time could be considered as a
form of software e↵ort estimation. Research in software effort estimation dates back several decades and they can generally be divided into model-based and expert-based methods [24]. Model-based approaches leverages data from old
projects to make predictions about new projects. Expertbased methods rely on human expertise to make such judgements. Most of the existing work (e.g. [10, 17, 28]) in effort estimation focus on waterfall-like software development.
These approaches estimate the e↵ort required for developing
a complete software system, relying on a set of features manually designed for characterizing a software project. This
contrasts with our work since we estimate a single issue in
the project at a time.
There is an emerging interest in predicting the fixing time
of a bug, which was initiated by the work of Weiss et. al.
[32]. These work (e.g.[7, 30, 33, 34] use machine learning
techniques (e.g. kNN in [32] or Random Forests in [3, 16, 21])
to build their prediction models. For example, the work in
[32] estimates the fixing time of a bug by finding the previous bugs that have similar description to the given bug
(using text similar techniques) and using the known time of
fixing those previous bugs. Using decision trees and other
machine learning techniques, the work in [27] predict the
lifetime of Eclipse bugs based on several primitive features
of a bug such as severity, component, and number of comments. The work in [21] explored a di↵erent set of issue
features including location, reporter and description. The
time when the prediction is made also a↵ect the predictive
performance as shown in the study in [12]. They tested
the predictive models with initial bug report data as well
as those with post-submission information and found that
inclusion of post-submission bug report data of up to one
month can further improve prediction models. Most of those
techniques used classifiers which do not deal with continuous response variables, they need to discretize the fix-time
into categories, e.g. within 1 month, 1 year and more than 1
year as in [21]. This is one of the key di↵erence to our work
since we are able to predict the exact resolution time. In
addition, our work o↵ers an alternative in which we propose
a search-based evolutionary approach to the problem.
Our work falls in the area of search-based software engineering where substantial work has been done and a range
of them focused on software e↵ort estimation. Most of the
recent work in the context of e↵ort prediction can be found
in the review paper of Ferrucci et. al. [10]. While most of
existing work in this space use single-objective search, a few
of them (e.g. [26, 28]) has recently proposed multi-objective
search approach to e↵ort estimation. For example, a recent
study done by Sarro et. al. [28] employed NSGA-II with
two objectives sum of absolute error and confidence interval. Our work is largely inspired by Sarro et. al.’s work in
the use of multi-objective search, sum of absolute error as an

objective function, and standardized performance measures
such as MAE, SA, Wilcoxon and e↵ect size tests. There are
however several key di↵erences from our work and Sarro et.
al.’s work. First, we built e↵ort (time) estimation models for
a single software issue rather than for the whole project (as
done by Sarro et. al.). This makes our work more relevant
and applicable to the modern agile software development
settings where the focus is at the issue level. Second, we
used the tree size as the second objective function to simultaneously manage the parsimonious and accuracy of generated estimation models. Hence, our approach does not impose any fixed structure or depth on the candidate models,
which is di↵erent from Sarro et. al.’s approach. In addition,
while Sarro et. al. used only three mathematical operators,
we used a wider range of thirteen mathematical operators
and thus accommodate a larger search space.

6.

CONCLUSIONS AND FUTURE WORK

We have proposed a multi-objective search-based approach
to estimate issue resolution time. Our approach leverages
evolutionary algorithms to find robust estimation models.
The search is guided simultaneously by two contrasting objectives: maximizing the accuracy of an estimation model
and minimizing the complexity of the estimation model.
A comprehensive evaluation done in five large open source
projects with 8,260 issues demonstrates that our approach
significantly (i.e. with p < 0.001) outperforms not only the
three common naive baselines but also three state-of-the-art
techniques. Our results also demonstrate the benefit of using the complexity measure as the second fitness function
since this approach produced more accurate but less complex estimation model than the single-objective approach
did. Results from our cross-project experiments also suggest that our approach is also applicable for cross-project
estimation.
Future work would involve validating these results with
some additional projects, especially those in the commercial settings. We also plan to investigate the use of other
objectives such as confidence interval (as used in previous
work [28]) and other complexity measures (e.g. order of
nonlinearity). To compare the Pareto front of solutions returned by those approaches against those by our approach,
we plan to use the evaluation measures recently proposed
by Ferrucci et al.[9] such as contributions, hypervolume, and
generational distance. We will also explore the use of other
multi-objective evolutionary algorithms as part of our future
work.

7.
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