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a b s t r a c t
A method which adopts the combination of least squares support vector machine (LS-SVM) and Monte
Carlo (MC) simulation is used to calculate the foundation settlement reliability. When using LS-SVM,
choosing the training dataset and the values for LS-SVM parameters is the key. In a representative sense,
the orthogonal experimental design with four factors and ﬁve levels is used to choose the inputs of the
training dataset, and the outputs are calculated by using fast Lagrangian analysis continua (FLAC). The
decimal ant colony algorithm (DACA) is also used to determine the parameters. Calculation results show
that the values of the two parameters,  and ı2 have great effect on the performance of LS-SVM. After theeast squares support vector machine
LS-SVM)
onte Carlo (MC) simulation
ecimal ant colony algorithm (DACA)
training of LS-SVM, the inputs are sampled according to the probabilistic distribution, and the outputs
are predicted with the trained LS-SVM, thus the reliability analysis can be performed by the MC method.
A program compiled by Matlab is employed to calculate its reliability. Results show that the method of
combiningLS-SVMandMCsimulation is applicable to the reliability analysis of soft foundation settlement.
© 2013 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
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s. Introduction
Settlement calculation of expressway on soft clay is one of
ot issues. Conventional approach is deterministic calculation,
owever, as soil has prominent spatial variability formed by a
ombination of various geological, environmental and physico-
hemical processes (Phoon and Kulhawy, 1999), it is better to
alculate the settlement associated with reliability analysis. One
hallenge arising from reliability analysis for soft clay foundation
ettlement is the implicit limit state function. For this problem,
tochastic ﬁnite element method (SFEM) is conventionally used
y some researchers, but its complexness is difﬁcult to be under-
tood by engineers. Thus, artiﬁcial neural network (ANN) is therein
ntroduced to solve this problem in structural reliability analy-
is (Hurtado and Alvarez, 2001; Papadrakakis and Lagaros, 2002;∗ Corresponding author. Tel.: +86 13995569302.
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omes and Awruch, 2004; Schueremans and Gemert, 2005). How-
ver, ANN adopts the empirical risk minimization (ERM) which is
ot suitable for small size trainingdataset, and it is difﬁcult to inter-
ret the overall structure of the network. Only when the structure
ts the training dataset, the result might be satisfactory, but the
hoiceof structureonly relies on theexperienceof theusers. Appar-
ntly, ANN has some inherent drawbacks, including over-ﬁtting
roblems, local minimum, and slow convergence speed (Kecman,
001).
The support vector machine (SVM) is a novel type of learning
lgorithm based on statistical theory (Cortes and Vapnik, 1995;
apnik, 1999). It adopts structural risk minimization (SRM) which
ims atminimizing a bound on the generalization error of amodel.
VMhas good generalization ability and can attain a global optimal
olution, thus the problemof over-training can be avoided. Besides,
t can solve nonlinear problem with small samples.
Because of the beneﬁts of SVM, Rocco and Moreno (2002)
ntroduced SVM to the reliability analysis. Hurtado and Alvarez
2003) adopted SVM in combination with SFEM to analyze struc-
ural reliability. Li et al. (2006)developed twoSVM-based reliability
nalysis methods, i.e. SVM-based ﬁrst order second moment and
VM-based Monte Carlo (MC) simulation. But the application
f SVM to geotechnical reliability analysis is rarely reported. In
his paper, least squares support vector machine (LS-SVM), an
mprovedSVMwitha radial basis function (RBF) kernel is employed
o build a model for soft clay foundation settlement analysis.
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The conventional response surface method is used to generate
pproximate polynomial functions between settlement and input
oil parameters in settlement reliability analysis. Therefore, the
elationship between input and output can be constructed with
S-SVM. One key to use LS-SVM model is to choose two extra
arameters, i.e.  and ı2. The parameter  is the regularization
arameter, which is employed to determine the trade-off between
he ﬁtting error minimization and smoothness. The parameter ı2
s regarded as the bandwidth of the RBF kernel. The decimal ant
olony algorithm (DACA) proposed by Chen (2004) is used to ﬁnd
he most appropriate value of the two parameters. The procedure
f analysis is determined as follows:
1) To conﬁrm the mean and variance of random variables with
experiment.
2) To obtain the training dataset and the testing dataset in appro-
priate way.
3) To train the LS-SVM with the training dataset.
4) To ﬁnd out the most appropriate value of parameters by DACA.
5) To obtain the relationship between input and output.
6) To generate the inputs of samples from the distributions of
basic random variables, and the output will be obtained by the
trained LS-SVM. Thus, the failure probability can be calculated
with the MC method.
. Reliability analysis
The reliability of expressway settlement is deﬁned that the
robability of the calculated settlement is less than that of the
llowable settlement. The performance function can be deﬁned as
= g(X) = u0 − u(X) (1)
here Z is the limit state equation, g is the performance function,
is the random variables, u0 is the allowable settlement, and u is
he calculated settlement.
There are two methods to evaluate settlement reliability, i.e.
irect probabilistic method and SFEM. Regarding the parameters
s random variables, the direct probabilistic method can calculate
he reliability directly based on the settlement calculation function,
o it is relatively simple to handle with. Ronold (1991) analyzed
he differential settlement of tripod platform with probabilistic
pproach. However, the SFEM is much more complex. Brzakala
nd Pula (1996) analyzed the foundation settlement with SFEM.
uo (2000) systematically discussed the probabilistic methods of
round settlement analysis and reliability assessment.
The accuracy of the MC method is relatively higher. Moreover,
e use conventional way to generate samples from the distribu-
ions of random variables, and then to calculate the settlement
ith the FEM. The failure probability can be estimated by using
he following equation:
(f ) = P(g(X) ≤ 0) ≈ Nf
N
(2)
here N is the total number of samples, and Nf is the number of
amples inwhich g(X) is less than zero. Based on this, the reliability
ndex could be calculated asˇ =−1(1−pf), where is the standard
ormal distribution function. However, N should be big enough,
nd the settlement would be calculated with FEM for thousands
pon thousands times, so the MC method is scarcely used due to
fﬁciency and time-limitation.. Modiﬁed Cam-Clay model in FLAC
The numerical analysis used in this paper is the commercial
nite difference code, named fast Lagrangian analysis continua
m
a
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FLAC) (Itasca, 2000). The modiﬁed Cam-Clay model, proposed by
oscoe and Burland (1968), has been successfully employed to
imulate the stress–strain characteristics for soft clay. The modi-
ed Cam-Clay model can be expressed in terms of three variables,
.e. the mean effective pressure p, the deviatoric stress q and the
peciﬁc volume v:
= −1 + 2 + 3
3
(3)
=
√
(1 − 2)2 + (2 − 3)2 + (3 − 1)2
2
(4)
= V
Vs
(5)
here1,2 and3 are themaximum, intermediate andminimum
rincipal stresses, respectively; Vs is the volume of solid particles,
hich is assumed incompressible and contained in a volume (V) of
oil. The yield function corresponding to a particular value Pc of the
re-consolidation pressure can be expressed as
= q2 + M2p(p − pc) (6)
here M is a material frictional constant. The pre-consolidation
ressure Pc is deﬁned as
c = p1exp
( v − v
 − 
)
(7)
 = v +  ln
(
p
p1
)
(8)
here v is the speciﬁc volume at the reference pressure p1, 
s the slope of normal consolidation line in v-lnp space, and  is
he slope of swelling line in v-lnp space. The potential function h
orresponding to an associated ﬂow rule can be written as
= q2 + M2p(p − pc) (9)
The input parameters are the maximum elastic bulk modulus
Kmax), mass density (), the slope of normal consolidation line
), the slope of swelling line (), frictional constant (M), refer-
nce pressure (p1), speciﬁc volume of reference pressure p1 on
ormal consolidation line (v), pre-consolidation pressure (pc), and
he Poisson’s radio (). Four parameters (, , , v) have great
mpacts on the settlement, which are subsequently chosen as ran-
om variables that are supposed to be normal distribution in this
aper.
. Least squares support vector machine
SVMs have been introduced within the context of statisti-
al learning theory and structural risk minimization. LS-SVMs
re reformulations to standard SVMs (Suykens and Vandewalle,
999; Suykens et al., 2002), which lead to solving linear KKT
Karush-Kuhn-Tucker) systems. LS-SVMs are closely related to
egularization networks and Gaussian processes, but addition-
lly emphasize and exploit primal-dual interpretations (Pelckmans
t al., 2003; He et al., 2006).
The training dataset should contain sufﬁcient representative
ata to train the LS-SVM model. If the samples are gener-
ted from the distributions of basic random variables, there
ould be few failure samples, especially for the problems
ith high reliability. Five points were chosen at the inter-
al [mi −3i, mi +3i] uniformly for each random variable, i.e.}
mi − 3i,mi − 1.5i,mi,mi + 1.5i,mi + 3i , where mi is the
ean value, and i is the standard deviation. The training datasets
re produced by the orthogonal experimental designwith four fac-
ors and ﬁve levels, and ﬁve additional samples around themean of
3 and Geotechnical Engineering 5 (2013) 312–317
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andom variables are included, thus there are 30 training samples
n total.
In order to assess the model’s performance, 39 other samples
btained based on MC simulation are chosen as testing dataset.
he range of basic random variables has a large distinction due to
he different physical properties and dimensions, which results in
he instability of the LS-SVM training (Li et al., 2006). In order to
educe calculating error of computers and to improve stability of
he LS-SVM training process and generalization ability, the data are
caled by
′
i =
xi − mi
i
(10)
here xi is the ith sample of basic random variable, and x′i is the ith
caled sample.
. Determination of parameters for least squares support
ector machine
In the RBF kernel function, there are two parameters,  and ı2,
emaining unknown. The two parameters are usually referred to
s hyper-parameters. The purpose of tuning the hyper-parameters
s to make the LS-SVM model achieve better generalization ability.
hen et al. (2008) used evolutional algorithm to solve this problem.
ang et al. (2008) used the genetic algorithm to implement the task
f optimal searching. In this paper, the ant colony optimization
ACO) is used to adjust the parameters.
Firstly, the range of the parameters should be determined. Pro-
ided that the parameters are chosen, the LS-SVM can then be
rained using the training dataset, thus the outputs of the testing
ataset can be forecasted with the model. The test error can be
alculated by
SE = 1
n
n∑
i=1
(yi − yˆi)2 (11)
here n is the number of testing dataset; yi is the supposed true
utput of the ith sample, which is calculated by FLAC; yˆi is the
utput forecasted by the LS-SVM model.
Supposing that the value of a parameter is chosen at the interval
a, b], it is easy to transform it to the interval [0, 1]. Choosing the
alues of parameters becomes the problem of optimization under
he conditions: ı′ ∈ [0, 1] and  ′ ∈ [0, 1].
In this context, ant colony is chosen as a suitable tool to ﬁnd
he appropriate values of the hyper-parameters. Theﬁrst algorithm
rom the ant colony was developed by Colorni et al. (1991) and
origo et al. (1991). The conventional ACO is used to solve the dis-
rete optimization problems. Chen (2004) developed the DACA for
ontinuous function optimization. The cooperative agents, called
ants”, are used to ﬁnd the answer. ACO is usually introduced for
olving the traveling salesmen problem (TSP). Readers who are
nterested in the details can refer to Dorigo et al. (1996).
Supposing that the value would be accurate to the dith decimal
lace, each parameter can be denoted with dith decimal number.
or a city group with 10di +1 cities, these cities can be divided into
+1 layers. So if there are n parameters to optimize, a city group
ith din+n city layers should be constructed. The ﬁrst layer and
he layers between two groups of the cities comprise one city, and
he other layers comprise ten cities which denote the ten decimal
umbers from zero to nine. Only cities between the neighboring
ayers have passage. In this paper, there are 2 parameters should
e optimized, and the value would be accurate to the 5th decimal
lace, as the city group of DACA shown in Fig. 1.
Assuming the total number of ants is n ants, the number of total
ity layers is n cities, and the number of cycle is nc. The laid trails
a
t
F
bFig. 1. The construction graph for DACA.
f pheromones between the ith city in the kth layer and the jth city
n the k+1 layer are ph table (i, j, k). The initial value of pheromone
s initialized with 	0. The probability of an ant at the ith city to
ransfer to the jth city is given by
k
ij =
ph table(i, j, k)∑10
j=1ph table(i, j, k)
(12)
If an ant is to choose among different paths, those which have
igh level of pheromone intensity aremore likely to be chosen. The
oute found by each ant for every cycle is saved in the route table
obu(n ant, n city, nc). After each cycle, the parameters found by
very ant will be used to train the LS-SVM, and the errors can be
alculated by Eq. (11). The best-so-far ant whose route achieves
east error can be found, and the pheromones will be strengthened
n this route. The pheromone updating rule is given by
h table(i, j, k) = (1 − )ph table(i, j, k) + 	m (13)
here 	m is the strengthening information amount. If the path
s in the best-so-far route, it is a positive value; otherwise the
trengthening information amount is zero. The above procedures
re repeatedly conducted until the certain accuracy or the cycle
umber is obtained.
. Monte Carlo simulations
MCmethods are a class of computational algorithms that rely on
epeated random sampling to compute their results. MC methods
re often used in computer simulations of physical andmathemat-
cal systems. These methods are most suitable for calculation by a
omputer and tend to be used when it is infeasible to compute an
xact result with a deterministic algorithm (Douglas, 2007).
MC methods are especially useful for simulating systems with
any coupled degrees of freedom, such as ﬂuids, disorderedmate-
ials, strongly coupled solids, and cellular structures. They are used
o model phenomena with signiﬁcant uncertainty in inputs. MC
ethods tend to follow a particular pattern (Kalos and Whitlock,
008):
1) Deﬁne a domain of possible inputs.
2) Generate inputs randomly from a probability distribution over
the domain.
3) Perform a deterministic computation on the inputs.
4) Aggregate the results.
The key toMC simulations is how to generate the random num-
ers of the basic variables whose distributions are known. There
re two steps to generate the random numbers. First of all, gener-
ting independent random numbers are uniformly distributed at
he interval [0,1], and then followed by some necessary operation.
inally, the random numbers obeying the given distributions can
e gained.
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Fig. 3. The proﬁle drawing of foundation.
Table 1
Characteristic values of random variables.
Variable Distribution mi  i
 Normal 0.12 0.012
 Normal 0.03 0.003
t
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
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the training dataset are obtained based on MCSs.
Fig. 4 shows the performance of LS-SVM for the training dataset,
and Fig. 5 shows the performance of LS-SVM for testing dataset.
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)Fig. 2. The framework of the program.
The inputs of samples are sent to the trained LS-SVM, and the
eliability can be calculated with Eq. (2). A program is compiled
ith Matlab. The framework of the program is shown in Fig. 2.
. Illustrative exampleAn example (Itasca, 2000) is employed to test the feasibility of
alculation technique for the settlement reliability introduced in
his paper, and Fig. 3 shows the proﬁle drawing of foundation. Normal 0.3 0.03
v Normal 2.8 0.28
The clay is slightly over-consolidated, and the initial value of
he cap pressure, pc, is equal to 210kPa in the example. The other
arameters are set as follows:  =1800kg/m3, M=10, =0.12,
= 0.03, =0.3, p1 =1kPa, v =2.8. The characteristic values of ran-
om variables (, , , v) are shown in Table 1. The standard
eviations are supposed to be 10% of the average value. However,
hesevalues shouldbeobtainedwithexperiments inpractical engi-
eering.
The inputs of the training dataset are obtained based on the
rthogonal experimental design to ensure its representativeness,
nd the outputs are obtained with FLAC. The training dataset are
hown in Table 2, and x′
i
is the ith scaled sample.
However, the parameters for LS-SVM should be chosen with
ACA. The values of the two parameters found by DACA are
=3102, ı2 =36.2. In order to evaluate the capabilities of LS-SVM
odel, the model is validated with the testing data. The inputs of0.08 0.13 0.18 0.23 0.28 0.33 0.38 0.43
Calculated settlement (m)
Fig. 4. Performance of LS-SVM model for training dataset.
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Table 2
The training dataset.
No. ′  ′  ′  v′ v Settlement
(cm)
1 −3.0 0.084 −3.0 0.0210 −3.0 0.210 −3.0 1.96 13.5
2 −3.0 0.084 −1.5 0.0255 −1.5 0.255 −1.5 2.38 13.7
3 −3.0 0.084 0.0 0.0300 0.0 0.300 0.0 2.80 14.4
4 −3.0 0.084 1.5 0.0345 1.5 0.345 1.5 3.22 15.8
5 −3.0 0.084 3.0 0.0390 3.0 0.390 3.0 3.64 18.5
6 −1.5 0.102 −3.0 0.0210 −1.5 0.255 0.0 2.80 9.7
7 −1.5 0.102 −1.5 0.0255 0.0 0.300 1.5 3.22 10.9
8 −1.5 0.102 0.0 0.0300 1.5 0.345 3.0 3.64 12.4
9 −1.5 0.102 1.5 0.0345 3.0 0.390 −3.0 1.96 36.4
10 −1.5 0.102 3.0 0.0390 −3.0 0.210 −1.5 2.38 20.3
11 0.0 0.120 −3.0 0.0210 0.0 0.300 3.0 3.64 8.0
12 0.0 0.120 −1.5 0.0255 1.5 0.345 −3.0 1.96 24.6
13 0.0 0.120 0.0 0.0300 3.0 0.390 −1.5 2.38 26.3
14 0.0 0.120 1.5 0.0345 −3.0 0.210 0.0 2.80 15.4
15 0.0 0.120 3.0 0.0390 −1.5 0.255 1.5 3.22 15.6
16 1.5 0.138 −3.0 0.0210 1.5 0.345 −1.5 2.38 16.4
17 1.5 0.138 −1.5 0.0255 3.0 0.390 0.0 2.80 19.0
18 1.5 0.138 0.0 0.0300 −3.0 0.210 1.5 3.22 11.7
19 1.5 0.138 1.5 0.0345 −1.5 0.255 3.0 3.64 12.3
20 1.5 0.138 3.0 0.0390 0.0 0.300 −3.0 1.96 35.1
21 3.0 0.156 −3.0 0.0210 3.0 0.390 1.5 3.22 13.7
22 3.0 0.156 −1.5 0.0255 −3.0 0.210 3.0 3.64 8.9
23 3.0 0.156 0.0 0.0300 −1.5 0.255 −3.0 1.96 27.2
24 3.0 0.156 1.5 0.0345 0.0 0.300 −1.5 2.38 25.1
25 3.0 0.156 3.0 0.0390 1.5 0.345 0.0 2.80 25.1
26 0.0 0.120 0.0 0.0300 0.0 0.300 0.0 2.80 15.8
27 0.8 0.130 −0.5 0.0285 0.6 0.318 −0.2 2.74 16.4
28 0.4 0.125 −0.8 0.0276 −0.3 0.291 0.6 2.73 18.6
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R29 −0.7 0.112 −0.5 0.0285 0.6 0.318 0.9 3.05 14.9
30 −0.2 0.118 −0.8 0.0276 −0.6 0.282 −0.5 2.66 14.9
he rhombic dots all disperse around the 45◦ line. The percentage
f error of the testing dataset is calculated as
r =
∑∣∣s1i − s2i∣∣∑
s1i
× 100% (14)
here Er is the percentage of error, s1i is the calculated settlements,
nd s2i is the outputs of LS-SVM settlements. The calculated error
s 1.6%, and it is clear that the performance of the LS-SVM is good,
o the training of LS-SVM is reasonable.
If one hundred thousand inputs of samples are obtained with
C simulations, and the inputs are trained by LS-SVM, the output
.
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Fig. 5. Performance of LS-SVM model for testing dataset.
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ill be obtained certainly. The number of settlement larger than
he allowable settlement will be counted with a program. The reli-
bility can be calculated by Eq. (2). If the allowable settlement is
0 cm, and there are 1142 samples larger than 20 cm, the reliability
an be 88.6%.
. Conclusions
The work presented in this paper demonstrates the application
f LS-SVM combined with MC simulation in the settlement reli-
bility calculation for soft clay foundation. First of all, the implicit
elationship between input and output responses of soil proper-
ies is established. The settlement reliability of the foundation is
ealizedwith the training dataset and LS-SVM. Then, the inputs are
ampled according to the probabilistic distribution, and the out-
uts with the trained LS-SVM are obtained. At last, the reliability
an be properly calculated with MC methods.
The feasibility of this calculating technique for settlement reli-
bility is testiﬁed. The standard deviations are supposed to 10% of
he average value. In practical engineering, these values should be
etermined with experiments.
The results show this method can calculate the reliability anal-
sis of soft foundations settlement with an acceptable degree of
ccuracy. The scale of sample, including the training dataset and
esting dataset, is rather small compared with theMC simulations;
herefore much time can be saved.
Although a powerful alternative method to calculate the settle-
ent reliability could be established for soft foundation, a further
tudy on the applicability of this method is needed.
cknowledgements
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ery useful in improving this paper.
eferences
rzakala W, Pula W. A probabilistic analysis of foundation settlements. Computers
and Geotechnics 1996;18(4):291–309.
hen S, Zhu JN, Pan J, Shi HB. Parameters optimization of LS-SVMand its application.
Journal of East China University of Science and Technology 2008;34(2):278–82
(in Chinese).
hen Y. Ant colony system for continuous function optimization. Journal of Sichuan
University 2004;36(6):117–20 (in Chinese).
olorni A, Dorigo M, Maniezzo V. Distributed optimization by ant colonies. In:
Proceedings of the 1st European conference on artiﬁcial life; 1991. p. 131–42.
ortes C, Vapnik VN. Support vector networks. Machine Learning
1995;20(3):273–97.
origo M, Maniezzo V, Colorni A. Positive feedback as a search strategy. Milan:
Technical Report 91-016; 1991.
origo M, Maniezzo V, Colorni A. The ant system: optimization by a colony of
cooperative agents. IEEE Transactions on Systems, Man, and Cybernetics (Part
B) 1996;26(1):1–13.
ouglas H. How to measure anything: ﬁnding the value of intangibles in business.
New York: John Wiley and Sons Inc; 2007.
omes HM, Awruch AM. Comparison of response surface and neural net-
work with other methods for structural reliability analysis. Structural Safety
2004;26(1):49–67.
uo ZC. The probabilistic methods of ground settlement analysis and reliability
assessment. Nanjing: Hohai University; 2000, MS Thesis (in Chinese).
e ST, Xue ST, Chen R, Stato T. Online weighted LS-SVM for hysteretic structural
system identiﬁcation. Engineering Structures 2006;28(12):1728–35.urtado JE, Alvarez DA. Classiﬁcation approach for reliability analysis with
stochastic ﬁnite element modelling. Journal of Structural Engineering
2003;129(8):1141–9.
urtado JE, Alvarez DA. Neural-network-based reliability analysis: a com-
parative study. Computer Methods in Applied Mechanics and Engineering
2001;191(1/2):113–32.
tasca. FLAC user’s manuals (ver. 4.0). Minneapolis: Itasca Consulting Group Inc;
2000.
and Ge
K
K
K
L
P
P
P
R
R
R
S
S
support vector machines. Singapore: World Scientiﬁc; 2002.Y. Wang et al. / Journal of Rock Mechanics
alosMH,Whitlock PA. Monte Carlomethods.Weinheim: JohnWiley and Sons Inc;
2008.
ang YW, Li J, Cao GY, Tu HY, Li J, Yang J. Dynamic temperature modeling of an
SOFC using least squares support vector machines. Journal of Power Sources
2008;179(2):683–92.
ecmanV. Learning and soft computing: support vectormachines, neural networks
and fuzzy logic models. Cambridge, Massachusetts, USA: MIT Press; 2001.
i HS, Lu ZZ, Yue ZF. Support vector machine for structural reliability analysis.
Applied Mathematics and Mechanics 2006;27(10):1295–303.
apadrakakisM, Lagaros ND. Reliability-based structural optimization using neural
networks andMonteCarlo simulation. ComputerMethods inAppliedMechanics
and Engineering 2002;191(32):3491–507.elckmans K, Suykens JAK, van Gestel T, de Brabanter J, Lukas L, Hamers B, et al. LS-
SVM lab toolbox user’s guide (ver. 1.5). Leuven-Heverlee, Belgium: Department
of Electrical Engineering; 2003.
hoon KK, Kulhawy FH. Characterization of geotechnical variability. Canadian
Geotechnical Journal 1999;36(4):612–24.
S
Votechnical Engineering 5 (2013) 312–317 317
occo CM, Moreno JA. Fast Monte Carlo reliability evaluation using support vector
machine. Reliability Engineering and System Safety 2002;76(3):237–43.
onold KO. Probabilistic approach to differential settlements of tripod
platform. Journal of Geotechnical and Geoenvironmental Engineering
1991;117(8):1245–59.
oscoe KH, Burland JB. On the generalised stress–strain behavior of wet clay. In:
Heyman J, Leckie FA, editors. Engineering plasticity. Cambridge: CambridgeUni-
versity Press; 1968. p. 535–609.
chueremans L, Gemert DV. Beneﬁt of spines and neural network in simulation
based structural reliability analysis. Structural Safety 2005;27(3):246–61.
uykens JAK, van Gestel T, de Brabanter J, de Moor B, Vandewalle J. Least squaresuykens JAK, Vandewalle J. Least squares support vectormachine classiﬁers. Neural
Processing Letters 1999;9(3):293–300.
apnik VN. An overview of statistical learning theory. IEEE Transaction on Neural
Network 1999;10(5):988–98.
