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Abstract. We proposed the European Laboratory for Gravitation and Atom-
interferometric Research (ELGAR), an array of atom gradiometers aimed at studying
space-time and gravitation with the primary goal of observing gravitational waves
(GWs) in the infrasound band with a peak strain sensitivity of 3.3×10−22/√Hz at 1.7
Hz. In this paper we detail the main technological bricks of this large scale detector
and emphasis the research pathways to be conducted for its realization. We discuss
the site options, atom optics, and source requirements needed to reach the target
sensitivity. We then discuss required seismic isolation techniques, Gravity Gradient
Noise reduction strategies, and the metrology of various noise couplings to the detector.
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Introduction
A new infrastructure based on a large scale Atom Interferometer (AI) network was
proposed, the European Laboratory for Gravitation and Atom-interferometric Research
(ELGAR) [1]. With projections based on the latest trends in atom interferometry
and atom optics, ELGAR stands as a terrestrial candidate for detecting GW in the
mid-frequency band, but could also enable new tests of fundamental physics and have
applications in the geosciences. In this paper, we give details of the main technological
bricks referenced in the ELGAR proposal [1]. In the laboratory environment, AIs
are extremely sensitive inertial sensing experiments performing accurate and precise
measurements of accelerations [2, 3], rotations [4, 5, 6], and fundamental physics
[7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Such techniques have been refined and
adapted to fulfill instrumentation roles in the applied sciences outside of the laboratory
[18, 19, 20, 21, 22, 23, 24], moving this technology toward mobile, compact, and rugged
experiments able to operate in varying and extreme environmental conditions. Based
on such advances, large-scale AI experiments are already under development to pursue
multiple scientific and technological developments; such as MIGA [25], VLBAI [26],
ZAIGA [27], MAGIS [28, 29], AEDGE [30] or AION [31]. Motivated by the latest
progress in sensitivity, reliability, and key advances in detection strategies with AI
arrays [32], ELGAR envisions a transition from laboratory and field experiments to an
decikilometric infrastructure to probe the mid-band (0.1 Hz to 10 Hz) GW spectrum.
In this paper, we detail the technologies of the main systems of this instrument and
identify the key developments needed. The realization a such large scale AI instrument
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will require new metrological studies: we also derive here the impact of various noise
couplings to the detector.
We organize the manuscript as follows: Sec. 1 briefly summarizes the measurement
concept of large-scale atom interferometry and the geometry of ELGAR. Sec. 2 discusses
three installation sites under consideration; these sites, located in Italy and France, are
evaluated in terms of ambient noise. Sec. 3 and Sec. 4 details the atom interrogation
process and the properties of the individual atom sources. Sec. 5 gives insights to the
suspension system required for the interrogation optics of the interferometer. Sec. 6
presents the sensitivity of ELGAR to different sources of Newtonian Noise and presents
a mitigation strategy. Sec. 7 gives a complete view of the required metrology of the
instrument, identifying and projecting the different noise sources in terms of equivalent
strain.
1. The ELGAR detector
Here we give a brief summary and schematic description of how the ELGAR detector is
sensitive to gravitational waves. A more complete description of ELGAR geometry and
signal extraction can be found in [1]. The basis of the detector is the atom gradiometer
configuration shown in Fig. 1: two free-falling atom interferometers placed at positions
Xi,j along the x-axis are interrogated by a common laser beam which is retro-reflected
by a mirror placed at position MX . The gradiometer signal is obtained by a differential
measurement between the two AIs. Sensitivity to GWs along the gradiometer baseline
L arise from the accumulated phase difference between the two counter-propagating
beams. Referring to [25, 1] the strain sensitivity Sh of the gradiometer is obtained by
Figure 1. Scheme of the atom gradiometer configuration, from [1].
the sum :
Sh =
4Sδν(ω)
ν2
+
4SNN1(ω)
L2
+
4ω2SδxMX (ω)
c2
+
8S(ω)
(2nkl)2L2|ωG(ω)|2 , (1)
where kl =
2piν
c
is the wave number of the interrogation laser, SNN1(ω) is the is the
Gravity Gradient Noise: PSD of the relative displacement of the atom test masses with
respect to the interrogation laser, SδxMX is the PSD of the seismic position noise of the
retro-reflecting mirror, Sδν(ω) is the PSD of the interrogation laser frequency noise; S
is the PSD of the detection noise, and G(ω) is the Fourier transform of AI sensitivity
function [33].
Based on this gradiometric configuration, the full ELGAR instrument geometry is
shown in Fig. 2. Each arm of the detector is composed of an array of N gradiometers
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regularly spaced by a length δ along a total baseline of LT . In this configuration, the GW
signal is extracted from the difference between the averaged signals of the gradiometers
of each arms, which enables to reduce the influence of Gravity Gradient Noise (see
Sec.6). Using this averaged signal the strain sensitivity of the detector is [1]:
Figure 2. Schematic diagram of the proposed ELGAR infrastructure, from [1]. Each
arm uses an array of N gradiometers of baseline L regularly spaced by a length δ along
a total baseline of LT . The retro-reflection mirrors and the beam splitter are placed
on suspension systems.
Sh(ω) =
4ω2
c2
SδxMX (ω) +
SNN(ω)
L2
+
4S(ω)
N(2nkl)2L2|ωG(ω)|2 , (2)
where SNN(ω) is the is the averaged Gravity Gradient Noise in each single arm.
2. Detector site
Following this, we discuss the properties of candidate sites in France and Italy which
could host ELGAR: In France, the Laboratoire Souterrain a` Bas Bruit (LSBB), an
underground low-noise laboratory located in Rustrel, east of Avignon, which hosts the
MIGA prototype antenna [25]; in Italy, two candidate sites on Sardinia contained within
former mining concessions.
2.1. Site requirements
Previous metrological studies carried out for both AI and GW detection have
shown that a candidate site for ELGAR should account for stringent environmental
requirements which otherwise could impact its functionality. This includes controlling
or monitoring signals that spoil GW detection and those that affect the individual atom
interferometers. Practical aspects are also important and must be examined, as well
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as feasibility of installation. The detector requires an analysis of environmental impact
and that it be far from present and future anthropogenic disturbances, environmental
pollution originating from human activity. The construction must consider preexisting
infrastructure, additions to infrastructure, impact on the environment and the local
community, as well as identify suitable infrastructure for users. Finally, a cost model
for each candidate site is required to compare the differing cost between suitable sites.
Regarding metrological aspects, seismic noise has proven to be a major concern for
both AI and GW detection. On an AI, vibrations during the launch and preparation
of an atomic sample translate into fluctuation of the atomic readout but the most
important impact is to imprint spurious atomic phase into the AI from movement of
the retroreflection mirror. A gradiometric configuration reduces the sensitivity of the
detector to vibrations, see section 1, but given ELGAR’s projected strain sensitivity,
vibrations and rotations must be carefully managed. It is necessary to counter the
noise in rotation and in displacement to measure GWs. Another metrological aspect
with impact on AI are time-varying stray magnetic fields and field gradients and the
difference in these fields between each AI. All atomic species, regardless of their nuclear
spin, have some dependency on magnetic fields in all AI techniques. Magnetic fields
and magnetic field gradients changing in time present a technical noise that can only be
met with magnetic shielding or active compensation. A candidate site requires mapping
of magnetic fields and field gradients to mitigate this technical noise concern. Related
to seismic noise, local gravity gradient noise is a important source of technical noise
for GW detection in the ELGAR observation band, see sections 6. This noise can
be separated into a seismic component and an atmospheric component, which places
importance on local geological features and the local climate of the candidate site.
Finally, we must consider the feasibility of installing the detector at a candidate site;
construction of such a detector requires significant anthropogenic disturbances, the need
to ensure future ecological protection, the availability or construction of a host facility,
and local infrastructure for staff and installation of the detector. It is crucial to examine
the impact of the construction and operation of the detector to the candidate site and
surrounding community.
A candidate detector site requires characterization and monitoring of the local
seismic activity. Correlation of this seismic noise across the detector site poses another
technical noise problem - this movement of mass around the detector, amplified or
attenuated by the local soil/rock composition, is seismic contribution to gravity gradient
noise along one arm. In these ways, a site that has low seismic noise properties year
round is advantageous; continuous monitoring by a network of seismic detectors is
required. The data provided by a network is required to model the seismic noise and
design seismic isolation units for the detector - the noise can be either up-converted
or down-converted in frequency to remove it from within the observation band, see
section 5. Further compounding the problem, broad contrasts in seismic impedance,
e.g. ore deposits or geological levels, at a site complicate seismic analysis via reflection,
conversion, or diffraction of surface waves - geological study of a site is required to
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mitigate such phenomena. In addition to concerns about seismic properties at the
candidate site, anthropogenic noise is endemic throughout the ELGAR observation band
- sites with nearby industrial and/or human activity must be ruled out due to vibrations.
As a starting point, we consider sites appropriate for an underground detector as it
provides a well controlled environment for large scale atom interferometry [25] in that
the magnitude of seismic noise and GGN is reduced throughout the ELGAR observation
band.
Seismic noise considerations are related to the geology and surrounding environment
of the candidate site. Soil and rock composition of the detector site is critical for both
seismic GGN contributions, but also for magnetic noise; mechanical properties like the
density, homogeneity, and other geological aspects have an impact on infrastructure
works, changing the feasibility and cost. Geological features such as nearby flowing
water are of interest to geophysicists and hydrologists, which enhances a candidate
site’s potential. For example, while water flow near to the detector could constitute
a large GGN background, it is a potential candidate for a major hydrogeological
studies [34, 35, 36] like ground water transfer in the critical zone and the layout of
underground water resources. The technical noise added from such a background can
be mitigated with a network of seismometers, tiltmeters, flowmeters, and gravimeters
and the models created through study of these hydrogeological phenomena.
The atmospheric contribution to gravity gradient noise places restrictions on the
detector location. Any atmospheric gravity gradient noise contribution is attenuated in
an underground detector; monitoring, modeling, and characterization are still required.
Atmospheric temperature, propagating infrasound fields [37, 38], barometric pressure
readings, and wind direction/magnitude all must be monitored to account for their
effect within the detector’s observation band. A candidate site should not be at the
confluence of multiple weather systems, to avoid large barometric pressure fluctuations.
In addition, we seek to mitigate the risk posed by storms, floods, and excessive humidity
to an underground detector by analyzing climate data.
Feasibility of construction and operation of a detector must be considered in
choosing a candidate site. Rock with strong impedance contrasts, like a high
heterogeneity with composite rock of varying mechanical resistances are more difficult
to bore through and could prove problematic for reasons of AI metrology and GW
detection. Rural regions where candidate sites are located may lack the infrastructure
required to host and support a detector; it could prove costly to transport the tunnel
boring equipment along safe roads. Removing the material from boring requires road
access that local infrastructure may not be well equipped for; this waste material must
be carefully managed and stored appropriately considering its possible environmental
impact. This strain on local communities in remote locations must be studied for
each candidate site. A study on the impact of construction at candidate site must
be performed to ensure minimum disruption to the ecosystem, safety of ground water,
the power grid, and the local population.
An output of candidate site surveys would be to approximate installation costs
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through a cost model at various locations for an ELGAR detector. These costs
include labor, power requirements, travel, geological studies, legal and environmental
administration, as well as maintenance for existing facilities and the construction of new
ones to help facilitate a large detector and it’s community - interactions with existing
initiatives could reduce costs significantly. Practical considerations necessitate that the
detector not be too far from local facilities for staff, like schools and residences, as well as
reasonable access to the facility via road, rail, and access to the detector via access shafts
or tunnels. In addition, there are water, power, and sewage requirements for a site, as
well as environmental restrictions and managing the risk of developing anthropogenic
noise in the future. The site would need to be located on protected land or land that
could be declared as such to mitigate the risk of nearby human development that could
impede or jeopardize the detector’s operation. All these requirements, in addition to
construction and maintenance, constitute a major disruption to any local community
and considerations must be made about how the ELGAR detector affects the detector
site. A full survey of candidate sites could be conducted, like what was accomplished
for the Einstein Telescope [39].
2.2. Candidate Sites in France and Italy
In this paper, we include two candidate sites that are presently under study. The
first site considered is the Laboratoire Souterrain a` Bas Bruit (LSBB), located in the
hamlet of Rustrel, in southern France; it is the location of the MIGA experiment. The
second set of sites are located on the Italian island of Sardinia and are all former mining
concessions considered for both GW detection and gravity gradiometry with AI.
2.2.1. The LSBB facility. The Laboratoire Souterrain a` Bas Bruit (LSBB), a Low
Background Noise Underground Research Laboratory located in Rustrel, near the city of
Apt in Vaucluse, France, and about 100 km from the international airport in Marseille, is
a European-scale interdisciplinary laboratory for science and technology created in 1997.
The laboratory was formed after the decommissioning of an underground launch control
facility for the French nuclear deterrence. The LSBB is now a ground and underground
based scientific infrastructure [43] characterized by an ultra-low noise environment, both
seismic and electromagnetic, as a result of the distance of the site from anthropogenic
disturbances and its location under a large massif. The LSBB fosters multidisciplinary
interactions and interdisciplinary approaches, pursuing both fundamental and applied
research and has broad scientific and industrial expertise. For these reasons, this site was
chosen for the location of the MIGA project [25], which aims to study gravity gradient
noise and test advanced detector geometries for its mitigation [32]. New galleries were
blasted specifically for the MIGA project, giving LSBB and the MIGA consortium
expertise in the administration of large infrastructure works. Further infrastructure
work at this facility would benefit from this acquired experience.
The LSBB facility is in the Fontaine-de-Vaucluse watershed, the fifth largest karst
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Figure 3. The LSBB facility. (A) The laboratory is underneath a carbonate massif
in southeastern France. (B) The underground facility is shown in thin red lines with
a schematic representation of the permanent 3D broadband seismic array [40, 41] -
installed at the surface and in the galleries. Inset; the LSBB overlooks the hamlet of
Rustrel, 60 km east from the high-speed train station in Avignon and 100 km north
of Marseille, within the Fontaine-de-Vaucluse watershed, part of the Regional Natural
Park of Luberon - this region is sparsely inhabited. Modified from [42], with permission.
aquifers on Earth, covering 1115 km2 in surface area. LSBB has 4.2 km long horizontal
drifts at depths below ground ranging from 0 m to 518 m; its orientation lies primarily
north to south and north-east to south-west. Carbonate rock surrounding the facility
result in a thermal blanketing effect - a passive temperature stability better than 0.1 °C
is observed. Internal air pressure and circulation are controlled via a series of air
locks (SAS) that protect underground areas against anthropogenic disturbances. The
whole facility is connected to power lines, high-speed telecommunications (RENATER),
and GPS time. The facility’s location in the karst system has generated interest from
hydrogeologists and geophysicists [44, 45, 46, 47, 48] studying such watershed systems;
this has resulted in a series of sensors installed at the facility to help measure the tilting
of rock mass [49, 50, 51] and the influence of gravity gradient variations - the local
environment around LSBB is completely monitored, from wind speed, temperature,
humidity, local gas composition (CO, O2, CO2, Rn) and microbarometric variations
to local seismic and hydrogeological activities, as well as gravimetric perturbations
measurements via superconducting magnetometers and gravimeters [52, 53, 54, 55].
A network of 17 broadband seismometers monitors the seismic ground motion at
the facility. A sample of seismic noise data recorded at the station RUSF.01 (the
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underground seismometer named RAS in Fig. 3) is depicted in Fig. 4. This figure
Figure 4. Probability density functions samples of ambient seismic noise (color scale)
of RUSF.01 broadband station for year 2011, including quiet days and days with
earthquakes (left column); 6 hours of ground motion which include the Tohoku-Oki
earthquake of March 11, 2011 (center column); a quiet day (June 26th, 2011) without
seismic events (right column). The seismic noise PSD for three components (top row,
Z; middle row, N-S; bottom row, E-W) is compared to the Petersons high and low
noise models (black lines).
shows the probability density function (PDF) compared to Peterson’s models for this
site. These data show three orthogonal components for three separate measurement
intervals: the first column includes, roughly, the whole year of 2011, including the Mw
9.1 Tohoku-Oki mega-thrust earthquake in Japan from March 11th of that year, the
second column is a six hour interval during the earthquake, and the third column is a
24 hour period with no seismic activity. These nine plots show low seismic noise, baring
large transient signals from earthquakes. The highest probability of noise occurrence,
over a long time interval, is close to Peterson’s low-noise model for all three components
over the entire frequency band considered. Below 200 mHz, the PDF at one year spreads
between the high and low noise models. This low frequency band includes worldwide
seismic activity and, more specifically, all surface waves that superficial earthquakes
produce; considering a quiet day, the PDF can dip significantly below the low noise
model with high probability. The seismic noise spectra recorded are close to worldwide
minima.
The low-noise seismic properties of LSBB have been confirmed using supercon-
ducting gravimeters (model iOSG from GWR Instruments Inc. [55]). This device was
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installed at the underground site in 2015 in order to define a gravimetric baseline ded-
icated and complementary to the MIGA experiment. These instruments installed at
LSBB have a demonstrated stability of 1.8 nm/s2/Hz1/2 at 1 mHz, a noise performance
among the best in a worldwide network of superconducting gravimeters [56, 55].
A measurement campaign near to the location of the MIGA project found that the
observed magnetic field in the frequency band 1 mHz to 400 Hz is much lower than the
expected background [25, 54]. Magnetic field fluctuations around 2 pT/
√
Hz at 1 Hz were
observed in the tunnels near to the MIGA installation - throughout the measurement
galleries in the facility, fluctuations ranged from 10 to 0.08 pT/
√
Hz, depending upon
the shielding in each measurement hall.
LSBB is protected against anthropogenic disturbances within the Regional Natural
Park of Luberon, which is lightly industrialized. The location of LSBB beneath a
massif nets a unique sheltering effect with respect to electromagnetic noise [57]. There
is a two-kilometer exclusion zone near the facility, reducing magnetic interference from
high-voltage power lines and railways. The facility is 500 m below carbonate rocks
loaded with water - this gives a high frequency cut-off around 200 Hz for incoming
electromagnetic waves.
The LSBB has established maintenance facilities, running water, power, sewage,
nearby villages and towns with residences, schools, restaurants and shops, as well as the
reputation of an established pan-European large scale research facility. The facility’s
low-noise characteristics as well as the suitability of the surrounding area has already
been extensively studied for the MIGA project, among other European projects.
2.2.2. Sardinia facility. The island of Sardinia in Italy offers several candidate sites
which could host a detector of the scale of ELGAR. It contains areas with low
anthropogenic disturbances, given a population density on the island that is among
the lowest in Europe. The geological structure of the island is ancient; due to this,
micro-seismic activity is among the lowest on Earth. The continential landmass, the
Sardinia-Corsica block, is isolated and partially removed from the Alps block. Addition,
this block is located on the European tectonic plate and far from any fault lines. From a
feasibility standpoint, the island offers several interesting locations - former mine shafts
have appealing characteristics. Two potential candidate sites are under study; the Sos
Enattos site near Lula, in the north-east, and the Seruci/Nuraxi Figus mining sites in
the southern area of Sulcis, see Fig. 5.
The center and eastern sections of the island are dominated by carbonate rock.
The first site consider is located there, the Sos Enattos mine, and is located 40 km
north by northwest from the city of Nuoro and 5 km from the village of Lula. The mine
is composed of sphalerite ([Ze,Fe]S) and galena (PbS) rock. The mine focused on the
excavation of lead and zinc deposits for 130 years - well maintained underground caverns
have left the site usable since 1864. This site is particularly favorable due to ancient
geology; a carbonate platform covers a base of Hercynian granites. The layers have
few fractures and are more likely to bend than create breaks. Despite these favorable
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Figure 5. The Sos Enattos site on Sardinia. Left: Geodynamical scheme of the Lula
area, around Sos Enattos on Sardinia. Right: distribution of population density in
Sardinia. The blue circle indicates the location of the Sos Enattos site and the green
circle indicates the location of the Seruci site.
mining conditions, the population density of the Albo mountain area is a factor seven
lower than the mean for the island of Sardina. The site is managed by the I.G.E.A.
S.p.A. company, which has entertained the Einstein Telescope collaboration’s interest
in this site for their detector. A series of seismic, acoustic, and magnetic measurement
campaigns are presently underway to fully characterize this facility [58]. Fig. 6 shows
the seismic power spectral density (PSD) at the Sos Enattos site. Seismic noise is close
to the Peterson’s New Low-Noise Model (NLNM). Underground measuring stations at
depths of 84 and 111 m show a large attenuation of anthropic noise above few Hertz,
and of slow thermal and pressure fluctuations below 80 mHz. Seismic noise below 1 Hz
is dominated by microseismic peaks from sea waves. Correlation of the seismic PSD
with wave height from Copernicus Marine Environment Monitoring Service (CMEMS)
in the western Mediterranean sea and in Biscay bay shows that that the dominant
contribution comes from the closer Mediterranean sea, in particular for a period of 4.5 s
[58]. Population density in this region is among the lowest in Europe, so the anthropic
noise background, which is usually dominant above 1 Hz, is low even at the Earth’s
surface, and is additionally attenuated underground as shown in Fig. 6.
On the southwestern portion of Sardinia, the carbonate rock gives way to coal
bearing substrate. Here, the Monte Sinni mining concession C233, extracts coal; it covers
an area of 59.4 km2, falling entirely within the municipalities of Gonnesa, Carbonia, and
Portoscuso in the province of Carbonia-Iglesia, South Western Sardinia. The company
Carbosulcis S.p.A., owner of the mining concession, resumed mining coal in 1976, which
had been interrupted by ENEL a few years prior. Until recently, mining and industrial
activities were concentrated at the two work sites of Seruci and Nuraxi Figus. After
ELGAR 14
Figure 6. Seismic noise at the Sos Enattos site. Figures courtesy of [58]. Top:
Power spectrum percentiles of seismic noise (vertical component), for the period April-
August 2019. Surface measurements (338 m above sea level) on the left, underground
measurement below 111 m of rock on the right. The continuous lines represents
Peterson’s models. Bottom left: Sea wave height from CMEMS and microseismic
amplitude at Sos Enattos. Bottom Right: Ratio between surface and underground
seismic noise.
the centralization of the services in Nuraxi Figus, the mining activities of Seruci were
halted.
The mining site includes an underground area for the primary phases of the coal
extraction cycle, comprising excavation and preparation of tunnels, cultivation of coal,
and transportation of crude coal to the surface. The coal mine extends underground
through a network of tunnels whose total length is about 30 km. At present, the
structure of the mine is developed to a depth between 350 and 500 m below the surface
(between 200 m and 400 m above sea level). The connection between the surface
and underground is maintained through four main shafts (two in Seruci and two in
Nuraxi Figus) and a winze with inclined ramps. The ventilation system is operated by
two aspiration fans. The connection between the shafts by structural galleries. The
dimensions of the main galleries allow for the transport and installation of mining and
excavation equipment. The shafts and the main galleries have lighting, electricity, water,
and compressed air.
Forced ventilation guaranteed everywhere in the mine for safety reasons; the air
speed through the gallery section, depending if it is a primary, secondary or service
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gallery, is between 0,8 and 1,6 m/s. The typical section of a primary gallery is up to 24
m2 (7.2 m wide and 4.9 m high), decreasing to 18 m2 for a secondary gallery. In working
areas, there can be special electrical devices or instruments. It is possible to smooth and
level the gallery pavement, or cover the ceiling by sputtering concrete. The roof supports
are made with bolts and iron arches, Transport of people and materials through the
mine is available dedicated underground vehicles. Special teams are trained and ready
for emergency and support. There is a system of continuous underground environmental
monitoring in place, which consists of analyzers in fixed locations near air inlets of the
reflux wells, in the secondary reflux, and in the active cultivation yards - all places
where harmful gases may develop. Presently, the control station is outfit to monitor
the following gases: CH4, CO, O2, CO2, NOX, and the following parameters: ambient
temperature, relative humidity, and, air velocity. We show data from continuous seismic
monitoring of the site to illustrate the location’s suitability. The data in Fig. 7, power
spectral densities, were obtained from the average of the Fourier transforms calculated
on 10 consecutive windows of length 30 s, with 50 % overlap. The estimates were then
repeated on successive intervals along 30 days of continuous recording, leading to a
total of over 16,000 independent spectral estimates (523 PSD / day x 30 days). The
results, represented by the probability densities (PDF) of the spectral power versus
frequency, are compared with Peterson’s Earth seismic models NLNM and NHNM of
Low- and High-Noise. Before PSDs computation, the time series were corrected for
the instrumental transfer function, regularizing the deconvolution by band-pass filtering
in the 0.1-50 Hz interval. Out of this interval the spectra powers must be taken with
caution. The data show that site displays quiet seismic properties.
The mine maintains significant infrastructure and is now transitioning into scientific
exploration. The Seruci 1 shaft is presently being adapted for a 350 m vertical cryogenic
column, required for the 40Ar distiller for the ARIA project [59]. This requires an
upgraded bearing framework that will be able to hold more than one column - for
this reason, it is under consideration as a potential distributed vertical arm of the
ELGAR detector at reduced cost. Other main shafts are also available and will be
compared for available column depth, environmental noise, and crossing with horizontal
galleries. Such studies have been performed for the proposed Einstein Telescope [39],
another entity considering Sardinia and the forming mining concessions as scientific
infrastructure.
3. Atom optics
Two atom interferometers in a gradiometric configuration separated by a baseline L,
and coherently manipulated by the same light fields with a wavenumber keff can be
utilized as a differential phasemeter [60, 25]. An incident gravitational wave with
amplitude h and frequency ω modulates the baseline, leading to a differential phase shift
between the two atom interferometers. Single-loop (3 pulses) [60, 25, 61], double-loop (4
pulses) [62], and triple-loop (5 pulses) [62] geometries in gradiometric configuration were
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Figure 7. Probability density function of the spectral powers for the three stations
near the Seruci site; figure courtesy of INGV. The distributions refer to 30 days of
continuous ground motion recording. From left to right, the graphs refer to the Z, N-S
and E-W components. From top to bottom, the plots refer to the A0, A4, and A2
stations respectively. The red line indicates the 95th-percentile of the spectral power.
The probability density is indicated in gray scale. The black lines indicate Peterson’s
upper and lower models of Earth’s seismic noise.
proposed for vertically [60] or horizontally [25] oriented gravitational wave detectors on
ground and in space. The beam splitters, mirrors, and recombiners therein forming the
interferometer typically consist of composite pulse and / or higher-order processes based
on Bragg- / Bloch transitions to enhance the wavenumber keff = 2nkl corresponding
to the relative momentum between the two trajectories in the atom interferometer, n
two-photon transitions, and a (single-photon) wavenumber kl of the driving light field.
Single photon processes were also proposed to relax requirements on laser frequency
noise [63]. All these geometries share similarities as free falling atoms, linear scaling
of the phase shift in the effective wavenumber, the distance between the two atom
interferometers, and a frequency response dependent on the pulse separation time T ,
leading to a general form of the phase shift ∆φ ∼ hkeffLf(ωT ). Differences are that
multiple loops change the response f(ωT ) at low frequencies (Fig. 8 (a)), lead to a
resonant enhancement [65] (Fig. 8 (b)), and can suppress spurious phase terms [62].
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Figure 8. Shot-noise limited strain sensitivities for different geometries. (a)
Comparison of single-, double-, and triple-loop interferometers. The graph assumes an
effective wavenumber keff = 1000 · 2pi/(780 nm), a pulse separation time T = 200 ms, a
baseline L = 16.3 km, a phase noise of 1µrad/
√
Hz, and 80 gradiometers per arm,
as well as sky and polarization averaging [64]. (b) Comparison of a double-loop
interferometer as in (a) to a double-loop configuration in broadband mode and in
resonant mode with a tripled number of loops. The broadband mode uses interleaved
interferometers with the three different pulse separation times 0.7T , 0.9T , and T .
Depending on the implementation, one laser link for a vertical [60] or more for a
horizontal setup [25] are required for the geometries.
3.1. Overview of beam splitters
Being the cornerstone of atom interferometry, the atom optics essentially does two
tasks: imprinting the phase of light field into atoms and manipulating the quantum
states of the atoms. Currently there are three popular choices of atom optics based
on stimulated Raman transition [66], Bragg diffraction [67], and Bloch oscillations [68].
Recently, there are new development using single-photon transitions in demonstration
experiments [69] including large momentum transfer [70]. The Raman atom optics
employs the stimulated Raman transition between the long-lived ground hyperfine
states. Two counter propagating light beams give the atoms a momentum transfer
keff ≈ 2kl. Both Bragg diffraction and Bloch oscillations utilize the ac Stark shift
induced by the optical lattice to interact the atoms. In the Bragg case, the atoms are
coherently scattered by the spatially periodic potential created by the ac Stark shift
and gain the momentum transfer from the lattice. In the Bloch case, the atoms are
put into a moving lattice by slightly detuning the frequencies of two light fields. Under
certain conditions, the atoms will be coherently accelerated by the moving lattice and
at the end of each oscillation period the atoms will receive the momentum transfer
2~kl. Comparing with Raman atom optics, which affect both the internal and external
quantum states, the Bragg and Bloch atom optics will only interact with the external
quantum states and therefore the systematic effects caused by the environment can
be greatly suppressed. However, the requirements of the optical power for consecutive
Bragg pulse and Bloch lattices are increased to suppress spontaneous emission by having
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the individual laser frequencies far-off resonant. The power requirement for higher
order Bragg diffraction is even more stringent [71, 72]. All these atom optics can be
combined with other techniques including a rapid adiabatic passage to improve the
efficiency and reduce the contrast loss [73, 74, 75]. One major research direction for atom
optics is the large-momentum-transfer optics (LMT) because the sensitivity of an atom
interferometer is typically proportional to the transferred momentum. Several LMT
schemes including consecutive pulses sequence [76, 77], higher-order atom optics [72],
Bloch oscillations [68], the combination of schemes [78, 79], and dual-lattice beam
splitters [80] have been demonstrated. So far the highest LMT separating the trajectories
in an atom interferometer utilises the combination of double Bragg diffraction [81] and a
twin lattice driving Bloch oscillations for symmetric beam splitting to reach an effective
wave number of keff = 408 kl [78], where kl = 2pi/(780 nm) is the wave number for a
single photon. By mitigating the technical limitations due to spontaneous emission and
intensity inhomogeneities across the atom-light interaction zone, effective wave numbers
keff ≡ 2nkl = 1000 kl (3)
appear to be feasible for ELGAR.
3.2. Suppression of spurious phase terms
In a single-loop geometry, rotations and gravity gradients give rise to phase terms
2 keff ·(v0×Ω)T 2 and kTeff ΓT 2(x0 +v0T ) with couplings to the initial central position x0
and central velocity v0 [82, 83]. Here Ω denotes the angular velocity and Γ is the gravity
gradient tensor, which corresponds to minus the Hessian of the gravitational potential
U(x) with components Γij = −∂2U/∂xi∂xj. Moreover, we have employed a convenient
vector-matrix notation where boldface characters correspond to vector quantities and
the superscript T denotes the matrix transpose. If the gravity gradient is known, the
corresponding phase term can be suppressed in a gradiometric configuration by adjusting
the wave number of the mirror pulse to keff + ∆keff with ∆keff = (ΓT
2/2) keff [84]. The
Sagnac term 2 keff · (v0×Ω)T 2, however, remains and implies stringent requirements on
the residual expansion rate which is connected to the mean velocity [85]. This challenge
is mitigated by multi-loop geometries. A double-loop geometry retains sensitivity to
DC rotations, but decouples the leading order term from the initial velocity [62, 86, 87].
Contributions from gravity gradients can again be suppressed by adjusting the wave
number of the two mirror pulses [84]. Further details are provided in sec. 7. To first
order, the triple-loop scheme suppresses both the coupling of rotations and gravity
gradients to the initial conditions and shows no sensitivity to DC accelerations and
rotations for adjusted wave numbers of the three mirror pulses [62], but requires an
additional atom-light interaction zone as compared to the other two geometries if no
techniques for suspension or relaunch are employed.
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3.3. Broadband and resonant detection modes
Intrinsically, the transfer function of an atom interferometer features peaks at
frequencies corresponding to multiples of the pulse separation time [33], as depicted in
Fig. 8 (a). For the detection of gravitational waves, this can be an undesired feature if the
frequency of the gravitational wave is not known, and the pulse separation time cannot
be adjusted accordingly. The solution is to drive m interleaved interferometers [6, 88]
with different pulse separation times, so that the peaks are slightly shifted between
subsequent cycles, effectively leading to a broadband detector with a flat response over
a chosen frequency range [61] at the cost of a factor of ∼ √m in the strain sensitivity
(Fig. 8 (b)). Provided, that the signal of a gravitational wave is identified, the pulse
separation time can be adjusted to its frequency to maximise the response. In addition,
the geometry can be extended by adding additional pulses before the final recombination
pulse, so that the total number of loops gets multiplied by an integer factor b (Fig. 8 (b)).
This leads to an amplification of the response by the multiplication factor b and
corresponds to a resonant detection mode [65]. Depending on the implementation,
e.g. the size of the vacuum vessel or the beam diameter in a horizontal detector, the
tuneability of the pulse separation time T will be limited. The resonant detection is
also affected by the total free-fall time that the vacuum vessel can support, may need
relaunching for a ground detector, requires highly efficient beam splitters due to the
added pulses, and has implications for the detection due to the extended time of flight.
For pulse separation times T = 200 ms and b = 3, the total time of flight would be 2.4 s,
constraining residual expansion rates to ∼ 100µm/s, which requires a well-collimated
atomic ensemble [89, 90, 91].
3.4. Vertical and horizontal arms
In a vertical arm [29, 60], the free fall of the atoms is aligned with with the axis of the
laser link for coherent manipulation. This implies a tuneability in the pulse separation
time T enabling the broadband detection mode, adjusting T to the frequency of interest,
and the possibility of resonant detection within the limit of the area in which the
atoms can efficiently be manipulated. An interleaved mode requires a labelling of the
concurrent interferometer, e.g. by different Doppler shifts [61, 62]. The accessibility of
deep boreholes may limit the maximum baseline L, in the case of Ref. [29] reported
to 1 km. If beam splitting techniques other than single-photon transitions [63] are
implemented, this implies the requirement of an additional horizontal arm to suppress
laser frequency noise. For horizontal arms, baselines of several kilometres as in LIGO [92]
or VIRGO [93] and possibly more [32] appear feasible. This relaxes the requirements
on the beam splitting order and the intrinsic phase noise of the interferometer. In the
horizontal configuration, the atoms travel orthogonal to the beam splitters, constraining
the minimum beam size for efficient manipulation, and defining the pulse separation
T if more than one atom-light interaction zone is required. Depending on the chosen
geometry, this may limit the possibilities of a broadband or resonant detection mode. An
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Figure 9. Sketch of the double-loop geometry. Two interferometers (gray dashed
/ green lines) are manipulated by the same beam splitters (red lines). Gray dashed
lines correspond to the central trajectories in absence of gravity gradients, and green
lines to the central trajectories with gravity gradients and the compensation technique.
(a) Time evolution of the trajectories in horizontal axis. (b) Trajectories in vertical
and horizontal axis. Herein, the input port and one output port overlap. For clarity,
the impact of the gravity gradient is exaggerated, and the baseline between the two
interferometers is shortened.
advantage of spatially separated atom-light interactions zones which can address atoms
only at specific times of flight is the easier accommodation of interleaved operation [6].
3.5. Double-loop geometry
The double-loop geometry [94] consists of an initial beamsplitting pulse, two mirror
pulses which invert the momenta, and finally a recombination pulse. Herein, the
pulse spacing is T – 2T – T , leading to a total interferometer time of 4T . A sketch
of the geometry is shown in Fig. 9. Neglecting other terms, the differential phase
between two double-loop interferometers induced by an impinging gravitational wave
is 8keffhL sin
2(ωT/2) sin(ωT ) [62]. As discussed previously, the double-loop geometry
suppresses spurious phase shifts, especially when adjusting the wavenumber of the two
central mirror pulses to cancel effects of gravity gradients [84]. To implement the double-
loop geometry [6, 62, 86, 87], the atoms are initially launched upwards and subsequently
interact with the two spatially separated beamsplitting zones as depicted in Fig. 9. At
the lower zone, the initial beam splitter and the final recombiner are applied, whereas the
two mirror pulses are flashed onto the atoms in the upper zone. The distance between
these two zones defines the free fall time T . Depending on the size of the interaction
zones, T may be tuneable within a limited range. The double-loop geometry is also
compatible with the implementation of a single-loop sequence. Fig. 8 compares the
strain sensitivities of these schemes and depicts the broadband and resonant detection
modes for the case of a double-loop interferometer.
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3.6. Folded triple-loop geometry
The folded triple-loop geometry is an alternative which features symmetric beam
splitters [78, 95, 81] in the horizontal direction and relaunches [96] at the intersections of
the trajectories so that only a single laser link is required [85]. This enables a scalability
in T , consequently a broadband detection mode [61], and a resonant detection mode [65]
by adding additional relaunches and beam splitting pulses. In addition, the triple-loop
geometry is robust against fluctuations of the mean position and velocity of the wave
packet entering the interferometer. The scheme requires a pointing stability of the
relaunch vectors at the level of ∼ prad, comparable to the requirement on the initial
launch vector in a single-loop geometry [85]. Omitting other terms, the differential phase
shift between two triple-loop interferometers in a gradiometric configuration caused by
a gravitational wave is 8keffhL sin
4(ωT/2) [(7 + 8 cos(ωT ))/2] [62]. A shot-noise limited
strain sensitivity curve is shown in Fig. 8 (a) (dash-dotted blue line). As an option, this
geometry can be implemented at a later stage for broadband and resonant detection
modes.
3.7. Beam-splitter performance estimation
Common to all configurations described here is the need for large momentum transfer
of around keff = 1000 kl while the atoms are moving perpendicular to the light beams
at velocities in the order of a few m/s. Supposing atom-light interaction in the order
of several µs per transferred photon recoil implies centimeter beam waists to cover
the motion of the atoms. In the following, we estimate the power and waist of the
beam required to realize 1000 kl momentum transfer for transverse atomic motion of
va = 4 m/s, with numerical models both for sequential first-order Bragg diffraction and
for accelerated optical lattices driving Bloch oscillations.
To this end, we first consider an effective two-level system in the deep Bragg regime,
which is the case when Rabi frequencies are small compared to the recoil frequency [97].
The efficiency Pi of a single Bragg pulse is determined by the atoms’ position at time
ti within the transverse intensity profile of the beam. Therefore, we evaluate the
integral [98]
Pi =
∫
dr
1√
2piσr
e
− (r−r0(ti))
2
2σ2r p(r) (4)
to weigh the spatially dependent excitation rate
p(r) = sin2
(
1
2
∫ ∞
0
Ω(t, r) dt
)
(5)
with the density distribution of an atomic cloud of width σr, which is centered around
r0(ti) = r0(0) + vati. Ω(t, r) is the Rabi frequency given by the transverse intensity
distribution of the light beam and the temporal shape of the light pulse [99]. Here, we
consider Gaussian distributions in time as well as in position. The total efficiency of a
1000 kl beam splitter is calculated by multiplying the individual single-pulse excitation
ELGAR 22
rates. Evidently, the pulses, for which the atomic density distribution is centered around
the wing of the beam, are less efficient than the ones where the cloud passes its center. As
a consequence, the beam waist needs to be sufficiently large to accommodate the atoms
at all times, with appropriately enhanced power. Fig. 10 (a) illustrates the required
parameters range. Typically, efficient Bragg pulses are realized with pulses of about
100 µs duration, such that the atoms are expected to travel about 20 cm perpendicular
to the beam. Indeed, in order to provide a sufficient light intensity over this distance,
the required beam waist is in the order of several 10 cm, which in turn implies a high
laser power.
Moreover, we similarly study the performance of a beam splitter based on Bloch
oscillations in a moving optical lattice with an adapted Landau-Zener model. To account
for the inhomogeneities given by the beam divergence and atomic motion, we decompose
the coherent lattice acceleration into single Bloch oscillations, of which the efficiency is
quantified by
ηLZ(r) = 1− exp
(
−piΩ
2
bg(r)
2α
)
. (6)
The band gap Ωbg(r) is numerically determined through the energy difference of the
lowest Bloch bands at the boundary of the Brillouin-zone [95], and is a function of
beam intensity. The lattice acceleration time τacc, which enters the lattice chirp rate
α = 1000 kl/τacc, is chosen such that 1000 kl are transferred with 99% probability at
the center of the beam. By replacing p(r) with ηLZ(r) in Eq. 4, we can convolute the
time-varying spatial distribution of the atoms with the inhomogeneous excitation rate.
Fig. 10 (b) displays the results of this study. Notably, accelerated Bloch lattices transfer
momentum in a shorter time than Bragg pulses, namely in the order of a few 10 µs per
photon recoil. As a consequence, the total momentum transfer can be achieved faster,
such that the transverse distance travelled by the atoms is around one order of magnitude
smaller as compared to Bragg. For similar intensities I ∼ P/w2, the required power is
hence relaxed by two orders of magnitude. Comparing the requirements in power and
waist of the two operation modes (a) and (b) of Fig. 10, one concludes that achieving
the needed beam splitting is more realistic when Bloch lattices are implemented.
3.8. Conclusion on geometry and beam-splitting type
Motivated by the available sites for ELGAR, the possibility to exploit baselines of
several kilometres, and the differential suppression of laser frequency noise between two
arms, the horizontal configuration is favoured. To date, the highest momentum transfer
between the two trajectories of an interferometer was realised by the combination of
Bragg transitions and Bloch oscillations, and an effective wave number of keff = 1000 kl
can be expected. A double-loop interferometer with a gravity gradient compensation
scheme offers robustness against spurious phase terms. Therefore, the baseline design
foresees a double-loop interferometer with a gravity gradient compensation scheme, an
effective wavenumber of keff = 1000 kl, a baseline L = 16.3 km, and a pulse separation
ELGAR 23
0.0 0.2 0.4 0.6 0.8 1.0
w in m
0
100
200
300
400
500
P
L
in
W
(a)
Outside
the
Bragg
regime
1
2
.4
µs
2
5
.0
µs
5
0
.0
µs
10
0.
0µ
s
50
%
80
%9
5%
98
%
0.00 0.02 0.04 0.06 0.08 0.10
w in m
0.0
2.5
5.0
7.5
10.0
12.5
15.0
P
L
in
W
(b)
Landau-
Zener
not
applicable
0
.6
m
s
5.
0m
s
10
.0
m
s
20
.0m
s
50
%
80
%
95
%
98
%
0.0
0.2
0.4
0.6
0.8
1.0
E
x
ci
ta
ti
on
ra
te
Figure 10. Estimated efficiency of a 1000 kl momentum transfer, assuming a
transverse atom velocity of 4 m/s, as a function of laser waist w and power PL. The
dashed blue lines denote parameters resulting in equal probabilities, which value is
written on the line. (a) 500 subsequent first-order Bragg pulses. The dashed lines
denote the pulse duration of a pi-pulse, which is determined by the peak Rabi frequency
Ω0 = Ω0(PL, w). The gray area excludes the parameters outside the deep Bragg
regime. (b) Accelerated Bloch lattice. The dashed lines denote the full duration of
the acceleration sequence. The gray area excludes parameters for which the Landau-
Zener model is not valid.
time T = 200 ms for an intrinsic phase noise of 10−6 rad/
√
Hz. This design keeps
the possibility open to implement other geometries such as the single-loop or folded
triple-loop interferometer. A vertical arm can be added in addition, with a trade-off
in sensitivity due to a shorter baseline. The latter is expected to prevent the full
exploitation of the rejection scheme [32] for Newtonian Noise.
4. Atom source
The design of the atomic source is essential for the successful operation of the
interferometer as it determines the sensor sensitivity as well as the susceptibility to
environmental effects. The intrinsic noise of a two-mode sensor with uncorrelated input
states is characterized by the standard quantum limit (SQL) δφSQL ∼ 1/
√
nmeas N ,
scaling with the number of atoms N and interferometric measurements nmeas. Therefore,
the generation of large ensembles of atoms at a fast rate is desirable to attain sufficient
stability level in a shortest possible integration time. Matching the target sensitivity of
1µrad/
√
Hz for a single atom interferometer operating at SQL, requires the flux of 1012
atoms per second.
In order to mitigate various systematic and statistical contributions to the
measurement uncertainty, it is necessary to engineer the external (spatial and
momentum distribution) as well as the internal (e.g. magnetic) states of the atoms.
The interferometry scheme under consideration requires the uncertainties in the center-
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of-mass position and velocity of the ensemble to be kept below 400 nm and 3 nm/s,
respectively, given by coupling of wave front imperfections, beam misalignment and
pointing jitter etc. to the phase-space properties of the atoms (see section 7). Therefore,
the careful design of the atomic source lies at heart of both experimental and theoretical
efforts as will be outlined in the following.
4.1. Species choice
Cold-atom experiments typically employ alkaline species (Li, Na, K, Rb, Cs) as they
offer multiple pathways to ultra-cold temperatures and quantum degeneracy. Being the
workhorse solution for atom interferometry for a wide range of applications, Rb is the
prime choice for the gravitational wave antenna under consideration and is the work
hypothesis for the entire paper. State-of-the-art atom optics techniques, as outlined in
the previous section, have been primarily explored with Rb, which provides comfortable
wavelengths in the optical range. Moreover, the lowest effective expansion energies in
the order of a few tens of pK, expressed in temperature unit, have been demonstrated
with Rb [90, 89]. Another promising candidate is Cs, as employed for example in
experiments for measurements of the hyperfine structure constant [100], where efficient
large momentum transfer was demonstrated.
Alkaline-earth and alkaline-earth-like atoms such as Yb, Sr and Ca are routinely
utilized in optical atomic clocks due to the very narrow linewidth of their
intercombination transition. Additionally, their immunity to quadratic Zeeman shifts
is a distinct asset and renders them auspicious for high-precision experiments. Indeed,
these species are well-suited [101] for space-borne gradiometers with large baselines
based on single-photon transitions, which mitigate laser phase noise to serve as
gravitational wave antennas [63, 61]. In these configurations, the baselines in the order
of 109 m alleviate the need for ambitious atom optics, requiring a few photon recoils per
beam splitter only. The distinct advantage of these schemes over two-photon excitation
mechanisms is the inherent mitigation of laser phase noise, which is common-mode in
a gradiometric setup. Schemes based on Raman- or Bragg-diffraction are, even in a
gradiometric setup, prone to laser phase noise due to the finite speed of light, which
prohibits simultaneous interaction of the two interferometers with the light over large
baselines [63]. Recently, large momentum transfer through consecutive application of
single-photon pi-pulses was realized [70] in 88Sr on the weakly-allowed 1S0–
3P1 transition.
However, the extension to higher momentum transfer is limited by the finite life time
of the excited state, such that working on the narrower 1S0–
3P0 line is required. In
bosons, this forbidden transition is enabled by application of a static magnetic field [102].
However, the need to reach reasonable Rabi frequencies and to mitigate the second-order
Zeeman shift put strict requirements on the magnitude and stability of the magnetic
field [103]. In the fermionic isotopes, the intercombination line is allowed due to the
nuclear spin and they seem to be a more promising solution in the long term despite
their low isotopic abundance. Overall, in terms of heritage, the prime candidates for for
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ambitious experiments based on alkaline-earth species are Sr and Yb, both of which are
being explored in large fountain interferometers [104, 70].
4.2. Atomic source preparation
Atomic sources for alkaline atoms are routinely operated in a double MOT configuration.
While a 2D+MOT can provide a high flux of atoms loaded from background vapor,
either fed by dispensers or ovens, the 3D MOT is separated via a differential pumping
stage. This has the advantage of maintaining good ultra-high vacuum in the main
experimental chamber. Current 2D+MOT setups achieve loading rates in the order of
1011 atoms per second [105]. In the case of alkaline-earth-like elements, the 2D+MOT
may be exchanged with a Zeeman slower, while the source has the same functionality
and can achieve a comparable flux. In the 3D MOT, atoms are first cooled down to
the Doppler temperature, followed by sub-Doppler cooling in a molasses configuration
almost reaching the recoil temperature. Cooling protocols based on gray molasses are
inherently faster, and maintain a higher atomic density [106, 107]. Alkaline-earth-
like atoms can be directly cooled on a narrow line achieving much lower Doppler
temperatures. The laser-cooled sample is then loaded either in a magnetic or optical
trapping potential, where the sample is evaporated to quantum degeneracy. The fastest
evaporation rates are so far achieved either using atom chips [105] or painted optical
potentials [108, 109] reaching condensation in '1 s or less. There are also recent
examples of experiments which reach quantum degeneracy with direct laser-cooling, for
example, by Raman sideband cooling in an optical lattice [110], these do not, however,
reach performances comparable to conventional methods so far. After reaching quantum
degeneracy the samples expansion rate can be further reduced by delta-kick collimation.
Residual expansion rates in the pK regime have been previously achieved [89, 90, 91]. If
the chosen isotope provides a magnetic sub-structure, the atoms may be transferred into
the non-magnetic sub-state by pulsed or chirped RF fields prior to further manipulation.
From the region where the atomic sample has been prepared, it has to be
transported to the interferometry region. Atomic transport via shifting or kicking in
trapping potentials suffers of several limitations due to required adiabaticity and delicate
experimental implementation. Therefore, the atomic transport to reach large enough
distances away from the atom chip via an optical lattice is the preferred option, although
requiring additional optical access. Bloch oscillations in an optical lattice [74] can be
driven with very high efficiency and thanks to the discrete momentum transfer, the
transport can be controlled very accurately.
4.3. Atomic Flux
The high degree of control over the atomic ensemble required to mitigate stochastic and
systematic effects ultimately suggests the use of quantum degenerate sources. However,
the flux of condensed atoms is arguably one of the most challenging aspects of the
present proposal. In order to reach target performance of 1µrad/
√
Hz phase sensitivity,
ELGAR 26
a flux of 1012 atoms per second is required in shot-noise limited operation. This exceeds
state-of-the-art flux [89] by six orders of magnitude; however, there are several promising
pathways for improvement, and their combination is expedient to reach that goal. The
natural effort is a higher atom number per experimental shot. Multiple techniques aim
at increasing significantly the atom number before evaporation, such as improved mode-
matching through time-averaged potentials. At the same time, in the present scheme,
the preparation and interrogation zones in the interferometer are spatially separated,
allowing for the concurrent operation of multiple interferometers [6]. This might be
accompanied by multiple source chambers and a system, which transfers the atomic
sources to the interferometric region, for example based on moving optical lattices [111].
Instead of a mere increase of the atom number, the phase sensitivity can be also increased
by employing entangled atomic ensembles (section 4.4). Eventually, the realisation of
an atom source needs a careful trade-off between sensor performance requirements and
technical possibilities in terms of flux. Ultra-cold sources close to degeneracy might
suffice to comply with the requirements and naturally offer a higher atom number and
shorter preparation time as investigated in [101].
4.4. Atomic sources for entanglement-enhanced interferometry
The requirements on the atomic flux can be reduced by employing atomic sources
that can surpass the SQL. Sensitivities beyond the SQL can only be reached with
nonclassical input states. Such entangled atomic source can, to date, be generated
by two main methods: Atom-light interaction (quantum non-demolition measurements
or cavity feedback) or atomic collisions [112]. The best results so far were obtained with
cavity feedback [113, 114] and allowed for a demonstrated enhancement of 18.5 dB,
which is equivalent to a 70-fold increase of the atom number. These techniques were
so far only demonstrated with thermal ensembles, the best results with Bose-Einstein
condensates were obtained with atomic collisions [115] with a metrological gain of 8.3
dB. A technologically interesting concept, that is also followed in laser interferometry, is
the application of squeezed vacuum [116], where only the formerly empty input port is
squeezed. The development of a reliable, high-flux, quantum degenerate atomic source
with a metrological gain of 20 dB for a 100-fold reduction of the required atom number
presents an active research goal.
4.5. Source engineering and transport
The operation of the atom interferometer requires the transport of the atoms from the
cooling and evaporation chamber to a science or interferometry chamber where several
interleaved interferometers are occurring. In order not to affect the cycling time, and
hence the performance of the interferometer, this transport has to be time efficient. To
this end shortcut-to-adiabaticity protocols, as proposed in [117] and implemented in [89],
will be engineered. These fast transports induce very low residual dipole oscillations in
the final traps, with a typical amplitude of the order of 1µm. If a quantum control
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is needed i.e. to ensure the gases are in the ground state of the target traps, optimal
control solutions are available and proved to be equally fast [118] for relevant degenerate
atomic systems.
Moreover, the atomic ensembles need to be slowly expanding with expansion
energies down to 10–100 pK. This is realized by implementing the so-called delta-kick
collimation technique. The atomic gases are freely expanding for a few tens of ms before
being subject to an optical or magnetic trap flashed for a few ms that collimates the
ensemble [119, 120]. This drastically reduced the expansion rate of the cloud to the
desired level in recent experiments [91, 90, 89].
Moving the atomic ensembles into the interferometry region might require the
displacement over rather long distances (few tens of cm) in a short time. This is possible
using an accelerated optical lattice driving Bloch oscillations. In a few ms, velocities
corresponding to 200 recoils [68, 78] could be imparted. Thanks to the atomic cloud
collimation step, it would be possible to restrict the Bloch beam waists to 1–2 mm
keeping the power usage at a reasonable level. In combination with the Bloch beams,
symmetric schemes, that reduce the impact of spatially dependent systematics, will be
sought for. They would rely on double-Raman- [121] or double-Bragg- [81] diffraction
beams.
5. Seismic Isolation
GW detectors, either using laser interferometry or matter-wave interferometry, share the
same basic principle: the distance between two free-fall inertial test masses is precisely
measured with a highly stable laser in order to detect tiny modulations that can be
attributed to a GW. Noise due to seismic vibrations or to fluctuating gravitational
forces can induce motions of the test masses, which limit the sensitivity of ground
based detectors. For laser interferometry, the free-fall inertial test masses are mirrors
suspended from high performance vibration isolation systems presently allowing for the
detection at frequencies 10 Hz and above.
In the ELGAR concept a matter-wave interferometer relies on atoms that are
naturally in free fall and represent ideal test masses that are naturally isolated from
seismic vibrations. Using as test masses free falling atom sources instead of suspended
mirrors enables overcoming most of the technical limitations presented by optical GW
detectors at low frequency. See Eq. 2 for the strain sensitivity of the ELGAR detector.
An examination of Eq. 2 displays an important difference between the AI GW detector
sensitivity and that of laser interferometric GW detectors. The GW strain noise, S
1/2
h (ω)
is related to the mirror and beam-splitter displacement noise, S
1/2
δxMX
by a factor of
4pifGW/c. For laser interferometric GW detectors the displacement noise is divided
by the arm length (3 km for Virgo and 4 km for LIGO) to produce the noise on the
strain signal, so a factor of about 3 × 10−4 m−1. For the AI GW detectors the factor
of 4pifGW/c, and a frequency of fGW = 1 Hz, provides a numerical factor of ∼ 2× 10−8
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m−1. This is a definite advantage in terms of seismic isolation. Still, it will be important
to have adequate vibration isolation for the components of ELGAR. Indeed, the retro-
reflection mirror acts as an inertial reference for the atom interferometers in the detector.
Although the differential signal between two atom interferometers, which contains the
signal of the GW, already implies a rejection of mirror movement, a spurious coupling
due to imperfections will remain. Therefore, a sophisticated suspension system will need
to be realized.
5.1. Status of Seismic Isolation Presently for Gravitational-Wave Detectors and Test
Systems
The requirements for the isolation of the Advanced LIGO [122] test masses (consisting of
the input and end mirrors of the Fabry-Perot cavities in each arm of the interferometer)
are such that the longitudinal noise must not exceed 1 × 10−19 m Hz−1/2 at 10 Hz.
The Advanced LIGO test masses are suspended from a quadruple pendulum suspension
with three stages of cantilevered blade springs [123]. This configuration isolates the test
mass in six degrees-of-freedom for frequencies of 1 Hz and above. In addition, there
is an active damping system for suspension rigid body modes below 9 Hz, as acted up
from the top stage of the suspension system. This is accomplished with a magnetic
actuation system for the upper three levels of the suspension system. At the lowest
level, an electrostatic actuation system is used. Much noise can be generated from the
friction at the clamping points of the suspension [124, 125]. The use of silica wires
has been determined to be the optimal way to minimize these sources of noise; these
wires are attached to the mirror by welding or the use of silica bonding. This will
replicate the contact between materials at the molecular level [126, 127, 128]. This is
called a monolithic suspension [129]. The Advanced LIGO test masses are suspended
via such a monolithic fused silica assembly. The suspension system is mounted upon
seismically isolated optics tables. For the Advanced LIGO beamsplitter, it is a triple
pendulum isolation. The requirement for the isolation of the beamsplitter is such that
the longitudinal noise must not exceed 6× 10−18 m Hz−1/2 at 10 Hz. A comprehensive
description of the Advanced LIGO seismic isolation system can be found in [122].
Advanced Virgo has similar seismic isolation goals to that of Advanced LIGO [129].
The test masses (mirrors) are suspended in a monolithic suspension configuration. The
mirrors are suspended via four wires from the marionette. The marionette is suspended
by a single steel the so called super attenuator. The super attenuator is a combination
(both active and passive) seismic isolation system. The super attenuator for Advanced
Virgo reduces the seismic noise by more than 10 orders of magnitude in six degrees of
freedom above a few Hz. The super attenuator for Virgo consists of three principal
systems: an inverted pendulum, a chain of seismic filters, and the mirror suspension.
The inverted pendulum [130] is made up of three 6-m long aluminum monolithic legs,
each of which is connected to ground via flexible joints and supports an inter-connecting
structure on the very top [129]. The chain of seismic filters consists of an 8 m long set of
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five cylindrical passive filters (each of which will reduce the seismic noise by 40 dB in both
the horizontal and vertical degrees of freedom from a few Hz). Magnetic actuators are
used to adjust the final alignment of the test masses [129]. A comprehensive summary
of the Virgo super attenuator and its performance characteristics are presented in [131].
Research is already underway to extend the GW detection technology past that
of Advanced LIGO and Advanced Virgo. For example, the Einstein Telescope (ET)
is proposed to be a third generation ground-based gravitational wave detector with a
sensitivity 10 times better than that of Advanced LIGO and Advanced Virgo [132, 133,
39]. The current plan for ET is to have an equilateral triangle configuration, with
arms lengths of 10 km. There will be 3 low-frequency interferometers, and three high
frequency interferometers [132, 133, 39]. The observational band for ET will start at a
few Hz. The design of ET is such that seismic, gravity gradient, and suspension thermal
noise will be the limitation at the very low frequencies of 1 - 10 Hz [132]. The upper
part of the ET suspension for the mirrors will the super attenuator, similar to that of
Advanced Virgo. This will provide the needed seismic and acoustic isolation. In order
to obtain a sufficiently low cut-off frequency the height of the individual pendulum
stages of the super attenuator will be 2 m per stage. The proposed modified super
attenuator will consist of of six pendulum stages, each stage providing horizontal and
vertical isolation). The total height of the super attenuator will be 17 m [133]. The last
suspension stage, or payload, will be crucial for setting the thermal noise performance
and the mirror control. The payload is the system that couples the test mass to the
super attenuator; it compensates the residual seismic noise and steers the mirror through
internal forces exerted from the last super attenuator element. The payload is similar to
that of Advanced Virgo, namely a marionette, a recoil mass, and the test mass (mirror).
The marionette is the first stage used to control the mirror position by means of coil-
magnet actuators acting between the last stage upper part of the suspension and the
marionette arms, while the recoil mass is used to protect and to steer the mirror. On the
mechanical structure electro-magnetic actuators (coils) act on the mirror [39]. The goal
of the ET seismic isolation system will be to have a strain noise sensitivity of 5× 10−21
Hz−1/2 at 1 Hz, and 1× 10−24 Hz−1/2 at 6 Hz [133].
Another important method for observing low-frequency GWs is the Torsion-Bar
Antenna (TOBA), which will attempt to observe GWs in the 1 mHz to 10 Hz
band [134, 135]. The target GW strain sensitivity for TOBA is 10−19 Hz−1/2 at
0.1 Hz. Because a mechanical oscillator behaves as a freely falling mass above its
resonant frequency, the low resonant frequency of the torsion pendulum could provide
for the observation of GWs, and in the case of TOBA, this would correspond to
observational frequencies of a few tens of mHz. The TOBA design is to have two
orthogonal bars suspended horizontally by wires. The tidal force from a GW would
produce differential rotations on the bars, thereby providing the means to observe GWs
through the measurement of the rotation of the bars and observed via interferometric
sensors [135]. Because of the low-frequency attempt to measure GWs, a sophisticated
seismic isolation system would be needed. The current suspension and isolation system
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for TOBA consists of the torsion pendulum suspended from an intermediate mass, and
then the whole system is connected to an active vibration isolation table. The goal is to
produce a near-term demonstration of a sensitivity of 10−15 Hz−1/2 at 0.1 Hz. See [135]
for more explicit details on the seismic isolation goals for TOBA.
5.2. Seismic Isolation for Atomic Interferometer Systems
Vibration isolation systems are extremely important for experiments involving atom
gravimeters [136] and atom interferometers [137]. A recent study displayed the results
of a three-dimensional active vibration isolator (essentially an isolated table) applicable
for atom gravimeters. The results were the suppression of vertical vibration noise
by a factor of 50, and a factor of 5 for horizontal noise in the 0.1 Hz and 2 Hz
band [136]. Experiments like these use a both passive isolation and vibration correction
methods [138]. Another study demonstrated a programmable broadband low frequency
active vibration isolation system for atom interferometry [137]. They started with a
passive isolation platform where the vertical resonance frequency was to 0.8 Hz. A digital
control system was then activated to provide feedback, and in doing so, the intrinsic
resonance frequency of the system was reduced to 0.015 Hz. It was then demonstrated
that the use of this active isolation improved the vertical vibration in the 0.01 to 10 Hz
band by up to a factor of 500 over the passive isolation. In the end this experiment had
a vibrational noise spectrum density as low as 6−10g Hz−1/2in the 0.01-10 Hz band.
There is already a very active research program for seismic isolation for atom
interferometric GW detectors. As part of the research for the matter-wave laser
interferometer gravitation antenna (MIGA) there has been the design and construction
of an isolation system for the MIGA mirrors and beamsplitter [139]. The prototype
is a similar to Virgo’s super attenuator isolation system [131]. The MIGA prototype
isolation system has two 20 cm pendula that provide isolation for horizontal noise, and
pre-constrained blades for vertical isolation. A drawing of this system can be seen in
Fig. 11. The characteristics of this system are presently being measured and its actual
performance will be published in the near future.
5.3. Requirements for the suspension of ELGAR’s optics
The motion of the retroreflecting mirrors and the beamsplitter will contribute to the
noise of the detector, and could be a limitation on its sensitivity. As can be seen
from Eq. 2, the spectral density of the optics motion, SδxMX , will be the limity on the
sensitivity if
Sh =
4ω2
c2
SδxMX (ω). (7)
Consider a target sensitivity of 3.3× 10−22 Hz−1/2 at 1 Hz. The requirement for on the
noise for the motion of the retroreflecting mirror is be to less than 8 × 10−15m Hz−1/2
at 1 Hz. Similarly, for a target of a strain sensitivity of 2 × 10−19 Hz−1/2 at 0.1 Hz,
the limit on the retroreflecting mirror noise would be 5 × 10−11m Hz−1/2. To reach
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Figure 11. A drawing of the MIGA seismic isolation system for its beamsplitter
and mirrors. This system has been constructed and its performance is presently
being measured. The system consists of two 20 cm pendula that provide isolation
for horizontal noise, and pre-constrained blades for vertical isolation.
such performances, the ELGAR detector will need to take advantage of innovative and
effective seismic isolation techniques. Possible scenarios are discussed below.
5.4. Possible Suspension Designs
The requirements for the development of adequate vibration isolation system will be
challenging, but not impossible. This will be an active and important research area
for the types of AI GW detectors discussed in this paper. One could naively imagine,
for example, a double suspension [140] with a resonance frequency at 10 mHz. Such a
system would have a transfer function for seismic noise of 10−4 at 0.1 Hz, 10−8 at 1 Hz,
and 2 × 10−12 at 10 Hz. However a simple pendulum with a resonant frequency of 10
mHz would require a length of 25 m, which becomes both impractical and expensive.
Other solutions must clearly be found.
As an example of the isolation requirements derived by considering the desired
sensitivity and the seismic noise of a quiet location, see Fig. 12. The seismic noise was
measured in the galleries of the Laboratoire Souterrain a` Bas Bruit, Rustrel, France.
Also presented is the target sensitivity of ELGAR. The isolation transfer function
required is approximately 1.4 × 10−3 at 0.1 Hz, 4 × 10−5 at 1 Hz, and 3 × 10−4 at
10 Hz.
One promising strategy is to adapt the design developed for the Australian
International Gravitational Observatory (AIGO) [141, 142]. The AIGO Compact
vibration isolation and suspension system demonstrated two stages of horizontal pre-
isolation and a single stage of vertical pre-isolation with resonant frequencies around
100 mHz. The demonstrated system contained multiple pre-isolation stages, self-
ELGAR 32
Figure 12. An example of input seismic noise (as measure in the galleries of the
Laboratoire Souterrain a` Bas Bruit, Rustrel, France) is displayed in colors. The black
curve shows the estimated atom shot noise.
damping pendulums, Euler springs [143], and niobium ribbons suspension. There were
three pre-isolation stages consisting of an inverse pendulum for horizontal pre-isolation, a
LaCoste linkage for vertical pre-isolation [144], a second stage of horizontal pre-isolation
based on a Roberts linkage [145]. At the end of the suspension system there was a
a control mass which interacted with the test mass via niobium flexures [141, 142].
This demonstration from AIGO was not quite at the lower frequencies needed by
ELGAR, but the methods presented there could possibly be further extended toward
lower frequencies. For example, an Euler-LaCoste linkage has been demonstrated for
vertical isolation with a resonance frequency of 0.15 Hz [144]; the same group has also
constructed a coil spring based LaCoste stage for vertical isolation with a resonant
frequency of 0.05 Hz, and indications that it could be further improved [142]. The
same group also reports a resonant frequency of 0.0006 Hz for a Scott-Russell horizontal
linkage [142, 146]. The pursuit of such low frequency isolation will always face difficulties
due to losses and anelasticity [142, 147].
The lowering of the resonance frequency of the seismic isolation system cannot
just be an upgrade of the super attenuators used in optical GW detectors [148]; a
new design is required. This is why this vibration isolation project for ELGAR should
be dedicated to creating an innovative suspension design for integration into a GW
detector. The Roberts linkage (converting a rotational motion to approximate straight-
line motion) for horizontal isolation and the Euler-Lacoste linkage (using pre-compressed
springs) for vertical isolation were previously proposed and their performance (as noted
above) has been subsequently demonstrated [145, 144]. A possible strategy could be
the optimization of these designs to make them robust by reducing the number of
degrees of freedom. For ELGAR the goal is to produce an upgraded innovative design
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to push the vibration isolation system to an even lower resonance frequency. Whereas
the Roberts linkage can have, by its design, as low frequency a mechanical adjustment
as can be accurate, the Euler-Lacoste linkage is based on a low resonance frequency
mechanical spring. A new design can then be proposed and its feasibility fully studied.
It is through this effort that the vibration isolation around 1 Hz can be such that
the sensitivity of the GW detector can be achieved. A vertical antenna configuration,
where the laser propagates between vertically displaced atomic probes, would require a
different geometry for the retro-reflecting mirror suspension.
In addition, a trade-off between active / passive systems, post-correction techniques,
and their combinations must be studied. Lessons can be learned form the Advanced
LIGO seismic isolation system [149]. The optics for Advanced LIGO hang from
suspension systems which are mounted on a pair of tables that are actively isolated.
Attached to the ground is a hydraulic platform, or a Hydraulic External Pre-Isolators
(HEPI). On top of the HEPI is an Internal Seismic Isolation within what is called
the Basic Symmetric Chamber (BSC-ISC). Finally, a quadruple pendulum suspension
supporting the test mass is attached to the BSC-ISC. The HEPI platform is used to align
and position the entire system, while the BSC-ISC uses active isolation down to 0.05
Hz [149]. This combination system of active isolation and passive suspension provides
an example of what ELGAR might be able to use, although research and development
work will be necessary to decrease the operating frequency band.
5.5. Control Strategy
The control strategy for maintaining the position and operation of the optical
components, and providing seismic isolation, will be necessary and inherently
complicated. For the mirrors and beamsplitter it will ultimately be necessary to use
sensing and feedback systems to control all degrees of freedom. It is likely that actuation
forces will be necessary at all stages of the isolation system, from pre-isolation tables to
the final suspension stages holding the mirror or beamsplitter. It will be necessary to
maintain a locked laser and optical system while maintaining the alignment of the various
components, accounting for drifts, and damping excitations. Pushing these requirements
to the low frequency band for ELGAR will require research and development work.
The control system must slow-down and align the optical components, putting their
operational dynamics within the gain range of the servo systems and the error signals
generated by wavefront sensing for angles, and locking for longitudinal position. This
should be done in such a way that only internal forces are used.
There are different options available for applying actuation forces within the
suspension system. For gravitational wave detectors there is typically the use of
magnetic or electrostatic actuation. Magnetic actuation is typically done with coil and
permanent magnetic combinations; for example, note how they are used in Advanced
Virgo [93]. A small adjustment, done quickly, of the position of the optical component
can be made; one must account for the mechanical transfer function of the system.
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When forces are applied to the suspension system the energy associated with the
actuation will be primarily absorbed at mechanical resonant frequencies; this creates
potential difficulties. To apply actuation on a mirror will require the use of a reaction
mass. Similar issues were considered for the proposed seismic isolation system of the
Einstein Telescope [132]. There is a down-side to magnetic actuation, namely the
susceptibility to noise coupling from magnetic fields [150]. This can be especially
problematic with respect to the globally coherent Schumann resonances, which can
be a source of coherent noise between gravitational wave detectors at different locations
around the world [151, 152].
Electrostatic actuation is another possibility for use in the control of the mirrors
and beamsplitter for ELGAR. This is what is used for actuation of the Advanced LIGO
test masses [122, 153]. There are benefits to using electrostatic actuation. No magnets
need to be attached to the mirrors, and in that way, this reduces thermal noise by not
deleteriously affecting the quality factor of the mirror. There is also no susceptibility
to magnetic fields with the electrostatic actuators. A down side would be when the
mirror acquires stray charge, which is known to happen [154], then additional noise
can be induced, although modulating the sign of driving actuation field has been show
potentially alleviate this problem [155].
A control scheme for the suspension system must mitigate mechanical resonances if
the system is to be brought into lock. The attenuation of resonances by the control
system will be necessary, but these techniques have already been demonstrated in
other systems [142]. However, when this is done the energy must be extracted from
the system. Techniques to do this have used magnetic induction and dissipation
(resistivity) [156, 141, 142]. It is known that these suspension control systems can
add noise to GW detectors. Advanced LIGO and Advanced Virgo measure this control
noise, and subtract it when producing their calibrated strain data [157, 158, 159].
In summary, ELGAR will require a sophisticated control systems to align and lock
its retro-reflecting mirrors and the beamsplitter. Only in this way can the detector be
properly operated and achieve its desired sensitivity. One can imagine a system of pre-
isolation tables, similar to what is used by Advanced LIGO [149]. The suspension system
will reside on a pre-isolation table, and the optical component (mirror or beamsplitter)
will be suspended and have seismic noise filtered to an appropriate level (as discussed
above). Finally, the optical component will be controlled via magnetic or electrostatic
actuation. Such actuation and control is necessary to keep the detector locked. Clearly
the ultimate seismic isolation system for ELGAR will be complex, and to arrive at its
construction and installation will take much research. Such a low-frequency isolation
system would likely have additional applications outside of GW detection [160].
6. Newtonian-noise reduction
Local gravity perturbations can create a spurious atom phase variation on the signal
of an atom gradiometer, also known as Newtonian noise (NN), which can limit the
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sensitivity of a GW detector [161]. Indeed, in the gradiometric configuration considered
in Sec. 1, the freely falling atoms play the role of reference masses corresponding to the
suspended cavity mirrors in an optical GW detector: the equivalence principle implies
that atom gradiometers will be equally sensitive to NN as an optical GW detector.
Newtonian noise has long been identified as important issue for optical GW
detectors and has been thoroughly studied since their first generation [162, 163, 164, 160].
Up to now, Newtonian noise has not been revealed as a limiting effect, given the
sensitivity and the bandwidth of state-of-the-art detectors, which currently operate
above 10 Hz [165]. However, for instruments planned to operate below this frequency,
studies have shown that NN will start to be limiting [166, 167]. The operating window
of the ELGAR project (0.1 Hz – 10 Hz) makes NN a very important topic to address.
We present here a preliminary study based on existing work applied to the ELGAR
configuration.
6.1. Sources of Newtonian noise
Two main categories of sources can been defined: moving masses close to the test
masses and density variations of the surrounding medium of the detector [160]. In
the first category fall all perturbations linked to human activity such as movement of
vehicles or vibration from close-by apparatus, but also different geophysical processes
such as for example hydrological effects accounting for water transfers. Human activity
can be constrained, and defining a no disturbance perimeter for the antenna will be
a necessity [168] to limit its impact on the antenna. For what concerns geophysical
effects, their impact for a given potential candidate site must be carefully evaluated: in
particular, hydrological effects can be characterized using superconductive gravimeters,
which enables the development of precise models of the induced gravity variations [55].
In the second category stands the variation of density of the medium surrounding
the antenna which could arise from local seismic activity and perturbations of the
atmospheric pressure, contributions that were previously identified as the dominant
effects for GW detectors. In the following, we briefly introduce the models used to
calculate the gravity perturbation and the strain limitation that both effects will induce
on the antenna.
The ground is in continuous motion, driven by the deformation of the Earth criss-
crossed by seismic waves propagating within the upper mantle. Beside inducing a
direct displacement noise felt by objects mechanically linked to the ground, which may
directly impact the sensitivity of an antenna (see discussion in Sec. 5), seismic activity
also creates a density variation of the surrounding medium that modifies the local
gravitational field leading to a spurious displacement of the detector test masses. In the
frequency window of interest of ELGAR (0.1 Hz – 10 Hz) lies the oceanic microseismic
peak, which can show strong seasonal and regional variations. Supposing that within
this window, the vertical motion of the ground can be modelled as an incoherent sum of
Rayleigh waves [162, 163], one can derive the expression of the seismic NN introduced
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Figure 13. Comparison of NN from seismic and atmospheric sources. Dot-dash line
(blue) represents seismic NN using Peterson’s low-noise model (NLNM) [169] for the
vertical displacement noise, dash line (orange) represents atmospheric NN using mid-
Bowman model [170] for the pressure noise.
into a single gradiometer of the detector. The PSD of the difference of the local gravity
field induced between the points Xi and Xj near the surface where the gradiometer test
masses are located can be written [38]:
SR∆ax(L, ω) = κ
2
R(kR)Sξz(ω)(1− J0(kRL) + J2(kRL)) , (8)
where κR(kR) is a function of the mechanical properties of the ground and the frequency
of the seismic wave, Jn the n
th Bessel function of the first kind, Sξz(ω) the power spectral
density of the vertical displacement of the ground.
From the same mechanism, fluctuations of atmospheric pressure can create density
variations within the atmosphere that may also impact ELGAR’s measurements.
Considering that pressure variation inside the atmosphere are adiabatic and described
by an isotropic superposition of acoustic plane waves, the PSD of the difference of the
local gravity field induced on the test masses of a single gradiometer can be written [38]:
SI∆ax(L, ω) = κ
2
I(kI)Sδp(ω)
〈
2(1− cos(kIL sin θ cosφ))e−2hkI sin θ sin2 θ cos2 φ
〉
θ,φ
, (9)
where: κI(kI) =
4piGρ0
γp0kI
, Sδp(ω) is the power spectral density of the pressure noise
considered constant around the whole detector and 〈.〉θ,φ defines an averaging over all
the propagating directions (θ, φ) of the sound waves.
Fig. 13 shows the strain limitation induced by seismic and acoustic NN on a single
gradiometer of baseline L = 16.3 km. The strain projections are derived from Eq. (1),
using the NN acceleration PSDs of Eq. (8) and Eq. (9), and the relation:
SNN1(ω) =
SR,I∆ax(ω)
ω4
, (10)
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We observe that both contributions induce a strong limitation for the detection of GWs
in the band 0.1 – 1 Hz where it stands well above the level of 10−21/
√
Hz. In the
following section, we show how the geometry of the ELGAR detector can help reducing
the NN impact by averaging over an array of single gradiometers.
As a final note, it should be expected that other ambient fields produce significant
NN including seismic body waves [171] and advected, atmospheric temperature fields
[167]. While seismic body waves are typically weaker than Rayleigh waves and therefore
produce a minor contribution to NN, they can interfere significantly with any of the
mitigation methods discussed in the following. Atmospheric temperature fields can be
considered stationary perturbations, but they convert into fluctuations at a fixed point
when this field is transported by wind, which leads to NN.
6.2. Mitigation of Newtonian noise using an atom-interferometer array
As shown in Sec. 1, we propose for ELGAR a geometry using a 2D array of atom
interferometers where each arm of the detector is composed by N gradiometers regularly
spaced over the total baseline. We now explain how the average signal of the different
gradiometers enables to reduce the influence of Newtonian noise. For sake of clarity, we
will limit this discussion to the averaging of a single arm of the detector, shown in see
Fig. 14; the two-arm case being mostly similar. In the following, we assume that the
Figure 14. Arm geometry of the ELGAR detector. Each arm composed by N
gradiometers regularly spaced over the total detector baseline.
fields are stationary, homogeneous, and leading to Gaussian fluctuations. This means
that we can describe the relevant properties of the field and its impact on the GW
detector in terms of two-point correlations. Stationarity and homogeneity of the field
ζ(~x, t) generating NN imply
C (τ) = 〈ζ (t) ζ (t+ τ)〉 and Γ
(
~ξ
)
=
〈
ζ
(
~X
)
ζ
(
~X + ~ξ
)〉
(11)
Averaging the signals from different gradiometers suppresses the contribution of NN at
the same time maintaining the GW signal, because GWs and NN have different spatial
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signatures: the GW is a plane wave and its effect on a gradiometer is uniform on the
earth scale whereas NN has characteristic scale of the order of the wavelength λ of the
considered source (seismic waves of different types, infrasound).
The network configuration of N aligned AIs, shown in Fig. 14, offers the possibility
to repeat the GW measurement with different NN contributions without adding any
significant noise in the considered frequency range. We consider the average signal:
HXN (t) =
1
N
N∑
i=1
ψ(Xi, XN+i, t) , (12)
where ψ(Xi, XN+i, t) is the differential signal of the AIs placed at positions Xi and XN+i.
We have:
HXN (t) = 2nkl
∫ ∞
−∞
(
Lh(τ)
2
+NNX(τ)
)
g′(τ − t)dτ , (13)
where g′ is the time derivative of the AI sensitivity function [33], and:
NNX(τ) =
1
N
N∑
i=1
[
δxat(Xj, τ)− δxat(Xi, τ)
]
. (14)
In this last equation, δxat is the displacement of the atom test mass with respect to the
interrogation laser.
The average signal HXN represents an approximation of the GW signal Lh/2. The
residual NN on this measurement procedure is given by:√
SHXN (ω) = 2nkl|ωG(ω)|
√
SNNX (ω) (15)
According to Monte-Carlo theory [172], we have:√
SNNX (ω) =
K (ω)
N1/2
√
SNN1 (ω) (16)
where K (ω) is the Monte-Carlo variance reduction factor that drives the NN reduction
gain K (ω) /N1/2 of the network with respect to the one of a single gradiometer. This
factor, depending on the Fourier frequency through the residual correlation of NN
between the considered AIs locations, ranges from 0 to N1/2 :
• when successive AIs are uncorrelated: K = 1, the NN is reduced by a gain 1/N1/2
• when successive AIs are correlated: K > 1, the gain diminishes till the minimal
value of 1, reached when correlations are maximum: K = N1/2.
• when successive AIs are anti-correlated, K < 1, the NN is reduced by more than
1/N1/2, which is the best configuration.
The Newtonian force is a short range interaction. Hence, the spatial correlation of
gravitational acceleration in a given direction simply reproduces spatial correlation of
its source. NN is related to the fluctuations of mass density surrounding the AIs and
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if the field of density fluctuations is homogeneous, and isotropic, correlation between
two points only depends on the separating distance d. In homogeneous media, this
correlation roughly evolves as follows [173] : (i) Γ (d < λ/2) > 0, (ii) Γ (λ/2 < d < λ) < 0
and (iii) Γ (d > λ) ' 0 and so does NN. Since λ depends on ω, one needs to optimize
the distribution of AI along the laser optical axis in order to reduce the K factor on the
frequency band of interest. While highest anti-correlations observed in natural seismic
fields impose a limit K(ω) & 0.5, interesting mitigation factors of NN can be reached
using adequate configuration by noise averaging as shown in Ref. [32].
The case of an inhomogeneous medium is much more difficult, because the spatial
correlation function depends on the considered points [174]. Hence, NN correlation
between AIs is a priori unknown and can only be accurately determined once the
detector is settled and running. As for Wiener filters applied for NN mitigation [160],
estimation of correlation functions requires a wide distribution of sensors which is
difficult to conduct for an underground detector at sub-Hz frequency. Therefore, the
distribution of AIs does not offer any degree of freedom to compensate the inhomogeneity
of the spatial correlation function. For example, positive correlation between AIs might
dominate and the factor K remains above 1 for the whole frequency band of interest.
Intuitively, one can think of applying weights when combining gradiometer signals,
HXN (t) =
N∑
i=1
αiψ(Xi, XN+i, t) with
N∑
i=1
αi = 1, (17)
in order to promote the effect of anti-correlations. The factors αi are determined using
Wiener filters except that the corresponding optimization procedure requires Lagrange
multiplier in order to fulfill the condition
∑
αi = 1. Further simulations are required to
prove the efficiency of this procedure and determine its limitation.
6.3. Coherent cancellation of Newtonian noise
It was proposed that NN can be suppressed by coherent cancellation using environmental
sensors like seismometers and microphones [175]. One possibility is to calculate a Wiener
filter based on correlations between environmental sensors and ELGAR data [176].
The Wiener filter is a linear filter that takes data from all environmental sensors as
input, and it outputs an estimate of the ELGAR instrument noise that is correlated
with the environmental data. This output is subtracted from ELGAR data ideally
providing a time series without significant NN. However, there are practical limitations
of the cancellation performance including numerical and statistical limits, incomplete
information content in environmental data, and limited sensitivity of the environmental
sensors [177]. It might be possible to overcome some of these limitations with more
sophisticated filtering techniques, e.g., based on Kalman filters or machine-learning
algorithms, which can deal in a straight-forward way with non-stationary data or
reducing statistical errors.
Newtonian-noise cancellation may already help with geophysical observations [178,
179], and a few orders of magnitude NN reduction is required to sufficiently reduce NN
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for GW observations [180, 181]. This challenge can only be partially ameliorated when
combined with other mitigation approaches. Newtonian-noise cancellation is therefore
an essential technology for the realization of ELGAR as GW detector.
The cancellation of NN below 10 Hz from seismic fields was recently investigated
for the Einstein Telescope (ET) [177], which is the European concept of a large-scale
underground laser-interferometric GW detector, and for a sub-Hertz GW detector
concept [182]. One important aspect of these studies is that they focus on different
types of seismic waves. The most relevant types of waves are the body waves
(shear and compressional), which can propagate along all directions inside Earth,
and Rayleigh waves, which are evanescent surface waves [183]. While Rayleigh waves
typically dominate surface displacement since they are produced efficiently by surface
sources including human activities and weather phenomena, body waves can still make
important contributions to the seismic displacement at underground sites [184] and even
to surface displacement [171]. A NN cancellation system needs to address contributions
from all relevant wave types.
One of the major challenges of NN cancellation in ELGAR is the configuration of
the environmental monitoring system. This comprises the choice of sensors and the
array configuration. Seismic sensors can be simple broadband seismometers common
in earthquake monitoring, but it can also be advantageous to consider other types of
sensors such as tiltmeters [185]. The optimal choice of sensors is still an open problem
for ELGAR, but it seems possible in principle to provide sufficient reduction of seismic
NN albeit at substantial cost for the installation of (likely) hundreds of sensors at the
surface and inside deep boreholes (compare with [177]).
Far more challenging is the monitoring of atmospheric temperature, humidity, and
pressure fields, which all give rise to NN [186, 187]. Microphones can in principle be
used to monitor the pressure fluctuations, but data quality is severely degraded by
wind noise, i.e., local pressure fluctuations from wind-driven turbulence around the
microphones [188]. Microphones have the additional disadvantage that they cannot be
easily deployed at greater heights to form 3D arrays. It seems that the only reliable
future option of atmospheric monitoring is through LIDAR; a laser-based observation
of atmospheric disturbances. Current systems have enough sensitivity to monitor in a
scanning fashion temperature fields [189], humidity fields [190], and velocity fields [191].
However, the smallest perturbations of atmospheric density associated with pressure
fluctuations, e.g., sound waves, cannot be resolved with LIDAR yet. It is expected
though that acoustic NN needs to be substantially reduced by NN cancellation for
ELGAR [181]. This means that technological developments of LIDAR are still required,
or other options for atmospheric sound monitoring are being developed that do not
suffer from significant wind noise.
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6.4. Compatibility of mitigation methods
Mitigation of NN on a single reference mass using an array of sensors can be very
effective: each sensor measures its surrounding density fluctuation whose contribution
to the mass gravitational motion is estimated using a Wiener filter [176]. The efficiency
grows rapidly with the number of sensors Ns and is above all limited by the sensor noise,
ability of an array configuration to extract information about the field, and statistical
estimation errors of the Wiener filter [160]. The diameter and density of the array
determine the frequency band where noise suppression is effective.
Having an underground detector offers the advantages to significantly reduce
atmospheric NN. However, NN from seismic body waves remains important at any
depth, and also Rayleigh-wave NN is only suppressed to some extent underground.
In this case, a three dimensional distribution of the sensors is required [177], which is
technically difficult to achieve at low frequency (< 1 Hz) with a necessary array diameter
of about 0.3λ, i.e., more than a kilometer.
Nevertheless, a Wiener filter based on sensor arrays can be combined with the AIs
averaging procedure. This process is shown in Fig. 14 and requires the following steps:
• distribution of the sensors along the optical axis.
• estimation of NN gravitational effect for each AI using a Wiener filter based on
surrounding sensors.
• use of an averaging procedure on the Wiener filter residuals.
In the general case, the detector output is inferred from Eq. (17):
HXN =
N∑
i=1
αi
(
ψ(Xi, XN+i)−
Ns∑
j=1
3∑
k=1
βi,j,k [ηj+Ns,k − ηj,k]
)
with
N∑
i=1
αi = 1 (18)
where ηj,k designates the jth sensor output in the direction k. βi,j,k are Wiener filter
coefficients optimized to reduce the NN residual.
The last equation can be approached in a simple case : (i) N = Ns and to each
AI corresponds a single sensor; (ii) all AIs are uncorrelated and so are the sensors:
then αi = 1/N ; (iii) the media is homogeneous and all sensors are placed at the same
position with respect to the AIs; (iv) only one sensor output is relevant, for example
k = 1. Hence, all AIs are equivalent and so are the sensors, i.e. and βi,j,k = δi,jδk,1β.
Eq. (18) becomes:
HXN =
1
N
N∑
i=1
(ψ(Xi, XN+i)− β [ηi+N,1 − ηi,1]) (19)
In this case, the optimization procedure to reduce the NN contribution, i.e. SXNN (ω) at
a given frequency is straightforward and gives :
β (ω) = 2nkl|ωG(ω)|〈δxat(Xi)× ηi,1〉ω
Sη (ω)
(20)
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for which
SXNN (ω) =
SNN1 (ω)
N
(
1− 〈δxat(Xi)× ηi,1〉
2
ω
Sη (ω)Sδxat(Xi) (ω)
)
(21)
Hence, Eq. (19) represents an observable, which combines the average procedure and the
Wiener filter at the same time with a combined mitigation efficiency. For a correlation
coefficient 〈δxat(Xi)× ηi,1〉ω /
√
Sη (ω)Sδxat(Xi) (ω) ' 0.5, the NN is only reduced by
13%. This factor should be improved when several sensors are correlated with a single
AI, also their distribution geometry is not optimal. The general case described by
Eq. (18) gives a mitigation of the form:√
SXNN (ω) = K (ω)
√
R (ω)
√
SNN1 (ω)
N1/2
(22)
where R (ω) represents the residual of the Wiener filter and K (ω) represents the Monte-
Carlo variance reduction factor. Sensor positions, their number Ns, α and β factors
are to be optimized in order to reduce the product K (ω)
√
R (ω). A complete set of
simulations are required to confirm this combination of NN mitigation methods and
gives a realistic order of magnitude for its efficiency.
6.5. Site evaluation criteria with respect to NN
Based on the analysis described above, its appears that the following properties of the
site are crucial to ensure the efficiency of NN mitigation :
• Reducing the correlation length λ offers the possibility to increase the number N
of AIs for a given antenna length. For an underground detector for which air
contribution to the NN is naturally reduced, this concerns a low sound propagation
velocity. In practice, this is the case for media of low density which in this same
time has high seismic noise. Seismic NN being given by the product of the density
by the seismic noise, it clearly appears that site choice must balance between the
sound velocity and the seismic noise.
• Inhomogeneities within the site medium increases the probability to have pure
positive correlations between AIs and K < 1 might not be reached for any frequency
f . Therefore, homogeneity must also be considered as a crucial factor for the
detector site choice.
7. Noise couplings
Eq. (2) in Sec. 1 gives the link between the strain sensitivity of the whole detector and
the phase noise level of a single atom interferometer forming the array as:√
Sh(ω) =
1√
N
× 1
2nklL|ωG(ω)| × 2
√
S(ω), (23)
The target floor sensitivity level of 3.3 × 10−22/√Hz for the array of 2N uncorrelated
gradiometers corresponds to the strain sensitivity for a single gradiometer of 4.1 ×
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10−21/
√
Hz which is reached at the peak frequency of 1.7 Hz. This, in turn, sets
the differential atom phase sensitivity limit of
√
2Slim =
√
2 × 10−6 rad/√Hz, with√
Slim being the atom shot noise limited phase sensitivity of a single interferometer.
In the following, we will restrict the analysis to the case of a single interferometer and
assume uncorrelated phase noise between the interferometers forming the array. We
set a conservative requirement for each of the spurious phase noise contributions to not
exceed the level of 0.1 µrad/
√
Hz at 1.7 Hz for a single atom interferometer.
7.1. Couplings of rotations, gravity gradients, beam misalignment and beam pointing
jitter to the initial position and velocity and to the gravitational acceleration.
The phase-shift contributions due to rotations and gravity gradients in light-pulse atom
interferometry have been calculated in Refs. [192, 193, 194, 82, 83, 195, 196, 197]. Here
we will make use of the convenient theoretical tools developed in Refs. [195, 198] to
derive the relevant terms for the interferometry scheme introduced in Sec. 3.5. We will
first focus on those contributions that depend on initial central position and velocity
of the atomic cloud and then consider the couplings to the gravitational acceleration g.
Cross-couplings between the different contributions considered here are typically further
suppressed and will not be explicitly discussed.
7.1.1. Rotations. The proposed atom-interferometer geometry can successfully
suppress phase-shift contributions of order
(
ΩT
)
that depend on the initial velocity
of the atomic cloud. However, some dependence on the initial conditions remains at
higher orders in
(
ΩT
)
. The corresponding contributions to atomic phase shift are given
by
∆φΩ = − 6 k⊥eff · v0 T
(
ΩT
)2
+ 4
((
ΩT
)× keff) · v0 T (ΩT)2
+ 2
((
ΩT
)× keff) · x0 (ΩT)2 + O((ΩT)4), (24)
where k⊥eff = − Ωˆ×
(
Ωˆ×keff
)
is the component of keff perpendicular to the direction of
Earth’s angular velocity, characterized by the unit vector Ωˆ. The dominant contribution
comes from the first term, which gives the maximum allowed amount of initial-velocity
jitter. For the interferometer configuration under consideration, and given Earth’s
angular velocity Ω ≈ 73µrad/s, an initial-velocity stability of √Sv0 . 0.05µm/s/√Hz
is required for each velocity component in order to reach the targeted sensitivity.
7.1.2. Relative beam misalignment. A small misalignment between the two
interferometer beams also leads to the following velocity-dependent phase-shift
contribution [6, 199]:
∆φθ = 4 keff ∆nˆ · v0 T = 4 keff
(
sin δθ vy
′
0 T + (cos δθ − 1) vx0 T
)
≈ 4 keff
(
δθy v
y
0 + δθz v
z
0
)
T, (25)
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where vy
′
0 in the second equality is the initial velocity component along the ∆nˆ direction
projected onto the y−z plane and in the last equality we have kept just the lowest-order
terms corresponding to ∆nˆ ≈ (0, δθy, δθz). Assuming the stability requirement for the
initial velocity obtained in the previous paragraph, the maximum allowed relative beam
misalignment is δθ . 0.32 nrad.
7.1.3. Beam pointing jitter. Small fluctuations in the direction nˆj of each laser pulse
(with j = 1, . . . , 4) can be characterized by δnˆj ≈
(
0, ξ⊥j
)
=
(
0, ξyj , ξ
z
j
)
, where ξ⊥j are
stochastic processes. For low-frequency pointing jitter with ω T  1 the directions of the
two pulses associated with each beam are correlated, so that ξ⊥1 = ξ
⊥
4 and ξ
⊥
2 = ξ
⊥
3 . This
reduces then to shot-to-shot fluctuations of the relative beam misalignment considered
in Sec. 7.1.2, but with ∆nˆ ≈ ξ⊥2 − ξ⊥1 , and leads to the following coupling between ξ⊥j
and the mean initial velocity 〈v0〉 that would result from averaging over many shots:
∆φξ ≈ 4 keff
(
ξ⊥2 − ξ⊥1
) · 〈v0〉T. (26)
On the other hand, for higher-frequency pointing jitter with ω T & 1 the above
correlations no longer hold and one gets the following coupling with the mean initial
position and velocity:
∆φξ ≈
4∑
j=1
εj keff ξ
⊥
j ·
(
〈x0〉+ 〈v0〉 tj
)
, (27)
where tj is the time at which the j-th pulse is applied and we have introduced
ε1 = −ε4 = 1 and −ε2 = ε3 = 2. From Eq. (27) one can derive bounds on the amplitude
of the power spectral density for beam pointing jitter depending on the values of the
mean initial position and velocity. However, since it is important to take into account
that beam pointing jitter also couples to the local gravitational acceleration and to
consider their combined effect, we defer this discussion to Sec. 7.1.5, where the stability
requirements for a differential measurement compatible with the targeted sensitivity will
be obtained.
7.1.4. Gravity gradients. The phase-shift for the double-loop interferometer geometry
proposed in Sec. 3.5 is free from any coupling of the gravity gradient to the initial
position, but not to the initial velocity, which contributes as follows:
∆φΓ = −2 kTeff
(
ΓT 2
)
v0T + O
((
ΓT 2
)2)
, (28)
where the transposed vector kTeff is introduced to underline the vector-matrix notation
conventionally employed in the literature. Given Earth’s gravity gradient in the
horizontal direction, Γxx = Γyy ≈ 1.5× 10−6 s−2, this would lead to more stringent (by
several orders of magnitude) requirements on the initial velocity, than those obtained
above as a consequence of Earth’s rotation.
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Fortunately, in order to substantially relax these requirements, one can make use
of the compensation technique proposed in Ref. [84] and involving in this case a single-
photon frequency change ∆ν ∼ 12 MHz for the two intermediate pulses. Indeed, taking
the stability requirement for the initial-velocity jitter that follows from the effect of
rotation, one finds that the gravity gradient needs to be compensated at 1% level.
Compensation at this level has already been demonstrated experimentally in both
gradiometry measurements [200] and tests of the universality of free fall [14].
It is, however, important that the gravity gradient is the same (within that level
of accuracy) for every atom interferometer on the baseline so that the sensitivity to
their independent initial velocities can be simultaneously minimized [201]. If necessary,
this can be achieved by making small adjustments in the local mass distribution.
Furthermore, in the whole process (including the determination of the appropriate value
of ∆ν) the compensation technique itself can be employed for self-calibration [14].
7.1.5. Couplings to the local gravitational acceleration g. Time variations of the local
gravitational acceleration g at the positions of each interferometer also couple to
rotation, gravity gradient, relative beam misalignment and beam pointing jitter. The
corresponding phase-shift contributions are given by
∆φg = 2
((
ΩT
)× keff) · g T 2 + 8 keff ∆nˆ · g T 2 + 1
2
4∑
j=1
εj keff ξ
⊥
j · g t2j
− 4 kTeff
(
ΓT 2
)
g T 2 + O
((
ΩT
)2)
+ O
((
ΓT 2
)2)
. (29)
Here we have neglected any time dependence of g within a single shot for simplicity.
This can be taken into account, but merely gives rise to lengthier expressions without
substantially altering the main conclusions. Below we discuss the stability requirements
implied by each term.
(i) Shot-to-shot variations of g with characteristic frequencies comparable to the
GW frequencies of interest can give rise to spurious signals. However, such variations are
directly related to the Newtonian noise discussed in Sec. 6. Thus, any methods employed
to mitigate the effects of Newtonian noise would also help in this case. Moreover,
assuming that Earth’s angular velocity is sufficiently stable, the first term is suppressed
by a factor
(
ΩT
) ∼ 10−5 compared to standard Newtonian noise.
(ii) On the other hand, shot-to-shot variations of the relative beam misalignment
also couple to the static part of g. Taking into account that a similar coupling to the
mean initial velocity 〈v0〉 appears in Eq. (26), both contributions can be combined to
give 4 keff ∆nˆ ·
(
2 g T + 〈v0〉
)
T with ∆nˆ ≈ ξ⊥2 − ξ⊥1 . Therefore, since it is dominated
by the directions orthogonal to the interferometer beam, the net contribution can be
minimized by choosing 〈v⊥0 〉 = −2 g⊥T for those directions. In practice this optimal
value of the initial velocity can be determined by varying ∆nˆ on purpose by a substantial
amount and finding the value of 〈v⊥0 〉 that minimizes the dependence on ∆nˆ [6, 199]. If
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one could achieve this at the p.p.m. level, so that
∣∣2 g⊥T + 〈v⊥0 〉∣∣ . 10−6g T , a beam-
alignment stability of
√
Sδθ . 4 prad/
√
Hz would be required in order to reach the target
sensitivity.
(iii) In contrast, for higher-frequency beam pointing jitter (with ω T & 1) the
cancellation between the contributions from Eqs. (26) and (29) no longer holds because
the coefficients will be different in general and one needs to consider both contributions
separately. As far as the contribution involving the static part of g is concerned, the
relevant quantity for the differential measurement of two interferometers A and B is
proportional to keff ξ
⊥
j ·
(
gA − gB
)
T 2. Hence, assuming
∣∣g⊥A − g⊥B∣∣ . 10−5g, which is
compatible with a 30-km total baseline‡, one concludes that a beam-alignment stability
of
√
Sξ⊥j . 0.3 prad/
√
Hz is required at those frequencies. This conservative estimate
is obtained by considering the dominant contribution to the third term on the right-
hand side of Eq. (29), which corresponds to that from the third pulse (j = 3). Similar
conclusions are reached for the contribution involving the mean initial velocity if one
assumes
∣∣〈v⊥0 〉A − 〈v⊥0 〉B∣∣ . 10−5g T . This could be accomplished by linking 〈v⊥0 〉 with
g⊥T independently for each interferometer as described in the previous paragraph.
In addition, there is a third contribution involving the mean initial position
transverse to the interferometry beam. If one wants to have comparable requirements
on the beam pointing stability, the condition
∣∣〈x⊥0 〉A − 〈x⊥0 〉B∣∣ . 10−5g T 2 needs to be
fulfilled. In this case, however, one will need to vary the relative alignment of the two
laser baselines for different laser pulses within a single shot in order to calibrate that.
(iv) Finally, for the static part of the gravity gradient similar considerations
to those made above for Earth’s angular velocity apply. In this case there is an
additional suppression factor
(
ΓT 2
) ∼ 6 × 10−8 with respect to standard Newtonian
noise. Furthermore, although time variations of Γ can couple to the static gravitational
acceleration g, preliminary estimates suggest that this contribution is smaller than the
regular Newtonian noise and one expects that it can be tackled through the same means
as the latter.
7.2. Magnetic fields, electric fields, blackbody radiation
In this section we estimate the limiting noise levels on various background fields
(magnetic field, black body radiation and electric field) that produce a local acceleration
noise ax along the direction of the Bragg beams at the position of the atoms in each AI
forming the array of the antenna. An acceleration noise of PSD Sax(ω) translates into
an interferometer phase noise given by:√
Sφ(ω) = 2nkl
|ωG(ω)|
ω2
√
Sax(ω) (30)
We assume uncorrelated acceleration noise between the atom interferometers forming
the antenna. In this section, we estimate a requirement on the acceleration noise level at
‡ The difference due to Earth’s curvature and projected onto the transverse plane will typically be of
this order for baselines of 30 km.
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the peak frequency of 1.7 Hz in order to ensure an associated phase noise contribution
below 0.1 µrad/
√
Hz. When going to lower frequencies, the contribution to phase noise
of a white acceleration noise reduces due to the factor Ha(ω) =
|ωG(ω)|
ω2
that diminishes
when going to lower frequencies.
7.2.1. Second order Zeeman force. We consider rubidium atoms prepared in the first
order Zeeman-insensitive ground state (F = 1, mF = 0). In the presence of a fluctuating,
non-homogeneous linearized magnetic field B(x, t) = B0(t) + βx, the second order
Zeeman shift induces an acceleration ax(t) =
2αB0(t)β
mat
which results in a sensitivity
to magnetic field fluctuations :
Sax(ω) '
(
2αβ
mat
)2
SB0(ω) , (31)
where α ' h
2
· 575 Hz/G2 is half the second order Zeeman shift on the rubidium clock
transition and mat is the atomic mass. For a magnetic field gradient of β = 1 µG/cm,
the magnetic field stability requirement is then
√
SB(ω) ≤ 1 µG/
√
Hz at 1.7 Hz.
7.2.2. Blackbody radiation force. Blackbody radiation emitted from the walls of the
vacuum chamber induces an AC Stark shift on the atomic levels. If we consider a
thin horizontal cylindrical chamber surrounding the interferometers, a temperature
gradient along the horizontal axis will induce a gradient of potential energy and thus
an acceleration for the atoms of [202]:
ax =
∂
∂x
2αatσT
4(x, t)
matc0
, (32)
where αat = h × 0.0794 Hz/(V/cm)2 is the atom’s static polarizability in the ground
state, σ is the Stefan-Boltzmann constant, T is the temperature of the walls and 0 is
the vacuum permittivity. If we consider a small linear temperature gradient τ and small
temperature fluctuations δT so that T (x, t) = T0 + δT (t) + τx, we can write at first
order:
Sax(ω) '
(
24αatσT
2
0 τ
matc0
)2
SδT (ω) . (33)
Using Eq. 30 we can then deduce that for rubidium atoms in a vacuum chamber at
T0 = 300 K with a gradient of τ = 0.1 K/m the temperature stability requirement at
1.7 Hz is
√
SδT ≤ 2× 10−3 K/
√
Hz.
7.2.3. DC Stark force. A non homogeneous linearized electric field E(t) = E0(t) + x
induces an acceleration on atoms in the ground state ax(t) =
αatE0(t)
2mat
which results in a
sensitivity to electric field fluctuations :
Sax(ω) =
(
αat
2mat
)2
SE0(ω) . (34)
For an electric field gradient of  = 0.1 V/m2, the electric field stability requirement is
then
√
SE(ω) ≤ 0.2 (V/m)/
√
Hz at 1.7 Hz.
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7.3. Differential wavefront distortions
Wavefront distortions in light-pulse atom interferometry have been theoretically and
experimentally studied in the context of inertial sensors [203, 204, 205, 206, 207]. The
sensitivity to wavefront distortions stems from the coupling of the atomic sample’s time-
varying spatial extend due to its finite initial size and temperature with the laser beam’s
non-uniform phase front. This effect has usually been considered as static and is the
dominant systematic effect for state-of-the-art atomic gravimeters. In these cases, the
baseline of the atom interferometer is on the order or below 1 m so changes of the
wavefront distortion along the direction of propagation of the laser beams is usually
not considered. The effect of wavefront propagation has been studied theoretically in
the context of dual-species atom interferometer of longer baselines for testing the weak
equivalence principle [208, 209]. Wavefront aberrations have furthermore been discussed
in the context of satellite-based atomic gravitational wave detectors [60, 210, 211, 62].
We give here an estimate of the impact of wavefront distortions in a simple yet
representative case, in order to derive requirements on the initial position and velocity
jitter of the atom source.
7.3.1. Effect of curvature. We consider two atom interferometers separated in x-
direction by a baseline L, one near the beamsplitter and one near the retro-reflecting
mirror. Assuming a waist of the incident beam of w0=50 mm at the position of the
beamsplitter, corresponding Rayleigh length 1s xR ' 10 km, the radius of curvature
at position x along the baseline is given as R(x) = x
√
1 + (xR/x)2. The wavefront
of the beam in the direction transverse to the propagation axis (z) is given by
φ(r, x) = klr
2/[2R(x)]. The atom interferometer at the position z is driven by
two counter-propagating beams of different curvatures, corresponding to a relative
wavefront ∆ϕlas(r, x) = ϕlas(r, x) − ϕlas(r, 2LT − x) = klr2/(2Reff) with R−1eff =
R(x)−1 − R(2LT − x)−1. We will consider the largest possible contribution of this
effect to the gradiometer phase shift, which corresponds to the relative phase between
the most distant interferometers located at x ' 0 (close to the input telescope where
Reff ' R(2LT )) and x ' LT (close to the retro-mirror where ∆ϕlas(r, LT ) ' 0). To
simplify notations, we drop out the x dependence below. The phase shift of the 4-pulse
interferometer in the limit of infinitely short interrogation pulses (see Eq. 1) is given by
∆φ = ∆ϕlas(r(0))− 2∆ϕlas(r(T )) + 2∆ϕlas(r(3T ))−∆ϕlas(r(4T )) , (35)
with 4T=800 ms the total interrogation time and r(t) = r0 + v0t the transverse position
of the atom in the laser beam at the time t of the light pulse. In the case where the
curvature of the two (lower and upper) beams is the same and where the light pulses
occur well at the center (r = 0), the contribution to the interferometer phase shift
vanishes. A phase shift can appear in two cases: (i) if the center of the beams are
not well aligned with the atom trajectory, i.e. if the atom interacts with the beams
away from the center of curvature (we denote these offsets as 1,2) ; (ii) in the case of a
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different curvature between the two beams (Reff,1 = Reff,2 + ∆R), due, for example, to
different waists w0,1 = w0,2 + ∆w. Here, the subscript 1 (2) refers to the bottom (top)
beam where the pi/2 (pi) transitions are driven at t = 0 and t = 4T (t = T and t = 3T ).
Finally, the atomic phase shift associated to the wavefront curvature becomes:
∆φwf = 2nkl ×
(
− 1
Reff,1
[4v0T (1 + r0) + 8v
2
0T
2] +
1
Reff,2
[4v0T (2 + r0) + 8v
2
0T
2]
)
. (36)
As expected from the quadratic dependence of the wavefront, all the terms represent
second-order corrections scaling as the product of either of two small parameters: 1,2
(offsets from the center), r0 (jitter in initial position) and v0 (jitter in initial velocity).
For a numerical estimate with 2n = 1000, we calculate the effect of the coupling
between centering error and velocity jitter (term ∼ 1,2v0T ). In that case, constraining
the differential phase noise at a level below 0.1 µrad/
√
Hz in the target frequency band
then requires a control of atomic velocity jitter at the level of v0 < 0.8 (nm/s)/
√
Hz for
a centering error ∆ = |1 − 2| = 0.5 mm and w0,1 = w0,2 = 50 mm. The fine-tuning of
a difference of waists ∆w might further reduce the total value of the phase shift ∆φwf
and thus relax the requirement on atomic velocity jitter.
7.3.2. Higher order effects. Higher order (than curvature) effects will occur as the
laser beam reflects off a mirror of imperfect flatness, which causes a differential phase
shift between the two distant atom interferometers as the phase field evolves upon
propagation. Estimation of this effect highly depends on the phase map of the field after
its reflection on the mirror [207], which is outside of the scope of this manuscript. We can
nevertheless point towards a possible procedure to study this effect: (i) characterization
of the surface of the retro-mirror; (ii) simulation of the propagation of the field with the
phase map from the mirror imperfect planarity (e.g. with the angular spectrum method),
to obtain the relative phase map at various locations along the detector baseline; (iii)
Monte-Carlo simulation of the sampling of this phase map by an atomic cloud, taking
into account position and velocity initial jitters. The result of such a simulation would
yield requirements on the initial position and velocity jitters as well as on the planarity
of the retro-mirror.
7.4. Scattered light and diffraction phase shifts
Large momentum transfer atom interferometers are impacted by diffraction phases
which originate from the non-resonant couplings between momentum states during
Bragg diffraction [212, 213]. These diffraction phases depend on the local effective
Rabi frequency and therefore on the local laser intensity. Inhomogeneities in intensity
arise from the Gaussian profile of the laser beam, which can be mitigated by the use of
a top-hat laser beam [214]. Still, intensity inhomogeneities remain because of scattered
light in the process of beam shaping or upon propagation along the baseline [215, 216].
The effect of light scattered off the walls of the vacuum tube or off the optics depends
on the vibrations of these elements, which renders the evaluation of its impact on a
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particular detector a challenging task. Dedicated working groups tackle this challenge
in the case of ground-based laser interferometers [217, 218] or for the LISA mission
[219]. Estimating the contribution of scattered light in the ELGAR detector scheme is
therefore outside the scope of this paper.
Still, to provide an estimate of diffraction phase shifts in a simple configuration
and hence derive a requirement for the intensity homogeneity of the laser beam, we
numerically investigated diffraction phases for a Mach-Zehnder geometry and compared
two different realizations of large momentum transfer beam splitter, implemented with
either sequential Bragg transitions or combined Bragg transitions and Bloch oscillations.
The numerical simulations were carried out in a position space approach solving
Schro¨dinger’s equation with the help of the split operator method [220]. The atom-
light interaction describing Bragg diffraction as well as Bloch oscillations was modeled
as described in Ref. [221].
We analyzed the influence of a change of the Rabi frequencies of the first pi pulse and
the first Bloch sequence by 2% and calculated the resulting phase shift by numerically
performing a phase scan. For the sequential Bragg interferometer we found a phase shift
of ∆φ=9.3 mrad and for the Bragg+Bloch geometry a shift of ∆φ=1.3 rad. The larger
Bragg+Bloch phase shift can be partly explained by the fact that in this geometry the
atoms are trapped in the optical lattice for 1.5 ms. This directly leads to an energy shift
for the upper arm of the atoms, but not the lower one and therefore to an extra relative
phase shift. This shows that when considering the effects of the diffraction phase the
usage of sequential Bragg pulses is the preferable way to imprint momentum on the
atoms.
Scaling up the momentum splitting to the desired 1000 ~k (i.e. 500 sequential 2 ~k
pulses), a coarse extrapolation leads to a phase bias ∆φ=4.6 rad (for a 2% change of
laser intensity). We emphasize that this number is very specific to the geometry studied.
This estimate is anticipated to be reduced (at least factor 10) by the integration over
the atomic ensemble which averages the local laser intensity profile. When considering
the differential phase between two distant AIs, the relative phase bias will result from
the difference in intensities of the common interrogation laser beam at the two positions
along the baseline. Assuming a difference of 2% in local laser intensities then yields a
relative phase bias of the order of 460 mrad. The phase noise can then be estimated by
studying the mechanism underlying relative laser intensity fluctuations (e.g. vibration
noise on the walls of the vacuum chamber that affect the locally scattered light).
Although we gave here a coarse estimate, our simple calculation highlights the challenge
in controlling diffraction phases at the µrad
√
Hz level and conceiving mitigation schemes.
7.5. Effect of inter-atomic interactions (87Rb atoms)
Following [222], we estimate the phase noise resulting from interactions between the
atoms and the fact that the beamsplitters in the proposed scheme are only characterized
up to the shot noise level. This phase noise contribution is directly given by the
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mean-field energy term of the Gross-Pitaevskii equation averaged over atomic spatial
distribution
∆φMF =
1
~
∫ 4T
0
dt 〈∆EMF〉 = 4T~
√
NU
Vatoms
, (37)
where U = 4pi~
2as
mat
, as is the s-wave scattering length, and Vatoms =
4
3
pi(( 7
10
)1/3RTF)
3
is effective atomic volume with RTF being the Thomas-Fermi radius of the BEC.
Considering 4T = 0.8 s, N = 1012, as = 95 a0 for a case of
87Rb (a0 is Bohr radius)
and RTF = 1 mm we obtain an estimation of ∆φMF = 0.013 rad. A reduced phase
noise can be reached by using bigger atomic clouds with smaller atom number, which
would compromise the shot noise limited sensitivity. Alternatively, with 10 interleaved
interferometers [6] and a squeezed atomic source by 20 dB [113], an atomic source
with N = 109 atoms would allow for equivalent sensitivity but significantly reduced
phase noise. An interaction-induced phase noise of ∆φMF = 0.1 µrad/
√
Hz would then
correspond to a Thomas-Fermi radius of about RTF = 16 mm. This requirement on the
cloud size, while being challenging for BEC, seems feasible for a sufficiently cold thermal
atomic ensemble with an expansion frozen by delta-kicked cooling technique.
Conclusions
We have discussed the main technological bricks that constitute a preliminary design for
the large scale atom interferometer ELGAR, that envisions to observe of gravitational
waves in the deciHertz band. Based on the latest results in atom optics, we detailed the
technologies of the main systems of ELGAR and pointed out the main developments
needed in cold atom technology, suspension systems and Gravity Gradient Noise
reduction techniques. We also realized new metrological studies to evaluate the impact
of the main noise couplings to this detector.
The work presented here could be the base of a design study that will refine
the requirements of the different systems of ELGAR, thanks to the development of
a complete model of the antenna, from its metrology to its observable astrophysical
sources. This work should also include a trade-off in terms of cost and performances
for the realization of ELGAR on different candidate sites, such as the LSBB in France
or the Sos Enattos and Seruci/Nuraxi sites in Italy. Together with a design study that
would form a road map of ELGAR and identify the key experimental developments
required, the realization of the antenna could be sustained from a growing number of
national initiatives in Europe for the study of large scale atom interferometry, such as
MIGA [25] in France, VLBAI [26] in Germany, or AION [31] in United Kingdom.
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