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Introduction to the Issue on Emerging Technologies
for Video Compression I. INTRODUCTION T HE topic "Emerging Technologies for Video Compression" was chosen for this special issue simply because it is currently a very exciting and challenging time for this area of research. First, we have ongoing standards activity in HEVC. HEVC has driven the video community to challenge existing methods, with the aim of delivering drammatic quality improvements. While much of the research that will underpin HEVC has already been reported, some is presented here for the first time. As with previous standards, it will no doubt create opportunities for new research to provide further improvements and differentiation of offerings.
Second, the predicted growth in demand for bandwidth, driven largely by video applications, is probably greater now than it has ever been. There are four primary drivers for this: 1) Recently introduced formats such as 3-D and multiview, coupled with pressures for increased dynamic range, spatial resolution and framerate, all require increased bit-rate to deliver improved levels of immersion or interactivity. 2) Video-based web traffic continues to grow and dominate the internet through social networking and catch up TV. In recent years, Youtube has accounted for 27% of all video traffic and, by 2015, it is predicted that there will be 700 billion minutes of video downloaded. 1 That represents a full-length movie for every person on the planet. 3) User expectations continue to drive flexibility and quality, with a move from linear to nonlinear delivery. Users are demanding My-Time rather than Prime-Time viewing. 4) Finally new services, in particular mobile delivery through 4G/LTE to smart phones. Some mobile network operators are predicting the demand for bandwidth to double every year for the next 10 years! While these demands can to some extent be addressed through efficiency improvements in network and physical layer technology, because video is the prime driver, the role of video compression is also enormously important.
II. STATE OF THE ART
All major video coding standards since H.261 (created in the late 1980s) have been based on incremental improvements to the hybrid motion-compensated block transform coding model. While this approach has produced impressive rate-distortion improvements over the past two decades, the question arises whether more disruptive techniques can provide substantial gains. Digital Object Identifier 10.1109 /JSTSP.2011 The current H.264/AVC compression standard is based on the picture-wise processing and waveform-based coding of video signals. The technology now being considered for the new standardization project on high-efficiency video coding (HEVC) is a generalization of this approach which promises significant gains through innovations such as improved intra-prediction, larger block sizes, more flexible ways of decomposing blocks for inter-and intra-coding and better exploitation of long-term correlations and picture dependencies. It will support a wide range of encoder modes, which are typically optimized using mean-squared-error-based or related distortion measures.
New and alternative frameworks for video compression are also beginning to emerge, where prediction and signal representation are based on a parametric or data-driven model of scene content. These often invoke a combination of waveform coding and texture replacement, where computer graphic models are employed to replace target textures at the decoder. Such approaches can also be combined with higher order motion models for texture warping and mosaicing. Work to date has demonstrated the potential for dramatic rate-quality improvements with such methods.
III. THE FUTURE FOR VIDEO COMPRESSION
HEVC clearly represents the immediate future for compression and will undoubtedly produce impressive rate distortion gains. In the longer term, alternative approaches such as those described above have the potential to create a new content-driven rate-quality optimization framework for video compression. However, it is equally clear that a huge amount of research work needs to be done in order to fully exploit their potential and to yield stable and efficient solutions. For example, in such cases, mean square error is no longer a valid objective function or measure of quality and emphasis must shift from rate distortion to rate-quality optimization, demanding new embedded perceptually driven quality metrics. The choice of texture analysis and synthesis models, alongside meaningful quality metrics and the exploitation of long-term picture dependencies will be key if an effective and reliable system is to result.
Key research topics include: quality assessment and artifact detection methods for perceptual video coding; rate quality optimization frameworks; static and dynamic texture models for analysis, classification, and synthesis; advanced motion models; methods for exploiting long-term picture and non-local picture dependencies; new sampling methods; and finally exploitation of increased spatio-temporal resolutions and higher dynamic range. Many of these topics are addressed by the contributions in this special issue.
IV. SCANNING THE SPECIAL ISSUE
This special issue has contributions related to four key research areas: 1) the emerging HEVC standardization process; 2)
1932-4553/$26.00 © 2011 IEEE advances in 3-D coding; 3) quality assessment for next generation codecs; and 4) new compression methods exploiting spatiotemporal content analysis and synthesis.
We have four papers addressing aspects of with potential relevance to HEVC. First, Mrak et al. address the important area of advanced intra coding. The paper presents a novel approach referred to as Combined Intra Prediction (CIP), based on spatial closed-and open-loop predictions. This exploits redundancy between neighboring blocks and also within a coding block to enable excellent rate-distortion performance with low-complexity. The approach is flexible in the context of different coding settings and gains of up to 4.5% YUV BD-rate for HEVC test sequences. Asai et al. address the topic of compressing high-resolution video content, something central to HEVC. With the aims of enhancing compression performance and lowering complexity, the approach exploits larger and hierarchically decomposable blocks for motion compensation and transformation. The paper demonstrates significant savings, achieving approximately 26% bit-rate saving compared to H.264/AVC high profile. It also discusses the important tradeoffs between complexity and performance. Lan et al. present a new approach to exploitation of spatial and temporal correlations. They prove that strong correlations exist in non-local spatial regions. To exploit these they propose a signal dependent transform (SDT), which is derived from decoded non-local blocks that are selected by neighborhood matching. The proposed transform has been implemented into the Key Technology Area (KTA) software to exploit both spatial and temporal non-local correlations. Results presented indicate coding gains up to 1.4 dB for intra-, and up to 1.0 dB for inter-frame coding, compared to KTA. Finally, Krutz et al. revisit the concept of object-based video coding that was originally introduced in MPEG-4 Visual. Background Sprites with automatic segmentation and background subtraction are shown to outperform H.264/AVC in cases where there is significant global motion. The authors introduce a rate-distortion optimization approach for this type of coder. They focus on joint optimization of quantization parameters for foreground and background regions and show superior performance to H.264/AVC for appropriate source material.
As stated above, quality assessment will be key to the success of future video codecs as we move away from PSNR-like metrics, particularly in the case of new compression strategies. In this context, Lee et al. introduce an interesting and alternative way of providing coding enhancements using audio visual focus of attention. The authors identify this as a basis for foveated coding, applying varying quality levels according to the distance from an identified sound source. The method has been evaluated through extensive subjective experiments and demonstrates the potential for considerable coding gain without significant quality degradation. Several issues are raised by the authors including the impact of uneven distributions of coding artifacts, content dependence, memory effects and the difference in quality perception for different frame sizes. The next paper by Bosc et al. examines the important area of quality assessment in the context of 3-D and multiview coding, in particular considering the question of synthesized view evaluation. They discuss the issue of the geometric distortion artifacts introduced through depth image-based rendering (DIBR) where the impact on quality is related to context. The authors compare a range of objective and subjective assessment methods alongside seven different view synthesis algorithms. Their results highlight the shortcomings of conventional metrics showing that they do not relate well to human judgment. The study proposes a new objective measure which addresses some of these issues. Oh et al. introduce a new rendering view distortion function to provide efficient depth map coding for 3-D applications. Rather than use just depth map coding error, they also invoke co-located color information to estimate rendered view quality. The proposed area-based scheme mimics the view-rendering process accurately. Coding performance is further improved by using the color coding information to inform the block SKIP mode. The authors present simulation results that show bit rate savings of 30% for depth data, and 10% overall for multi-view data.
The final group of papers look at new approaches to video compression based on content analysis and synthesis. By identifying contextual textures and by using varying combinations of segmentation, region warping and texture synthesis, in conjunction with more conventional coding, they demonstrate the potential for this approach as a basis for moving beyond the block based coding framework. Balle et al. propose a hybrid approach where static and dynamic texture models are integrated alongside conventional transform coding. Gaussian Markov random field (GMRF) methods are used for analysis/synthesis of static textures where optimal methods for classification, analysis, quantization, and synthesis are presented. In the case of dynamic textures, a linear dynamic model is derived from frames encoded in a conventional fashion. Benefits are obtained if frames are synthesized after camera motion compensation. Interestingly, the authors integrate synthesized frames into long term memory so that they are available for future prediction. This yields significant bitrate savings while preserving PSNR. Bosch et al. show using an integrated system, based on H.264/AVC, that coding efficiency can be improved using texture and motion models of the content in a scene. Based on these models they force block skipping in the host coder. Transmitted side information is then used to reconstruct the missing regions at the decoder. The authors propose and evaluate a number of spatial-texture models, segmentation strategies, and texture features with which textured regions can be detected. A further extension is proposed where an HVS inspired motion classification model is used to separate moving foreground objects from the background. The results presented show potential for significant improvements in coding efficiency compared to spatial texture-based methods. Importantly, the authors present results from perceptual experiments and show gains up to 25% compared to H.264/AVC for a given perceptual quality. Finally, the paper by Zhang and Bull presents an efficient parametric region based framework to identify, characterize and code both static and dynamic texture regions. It exploits properties of the dual tree complex wavelet transform to perform segmentation and classification, with warping provided by a hierarchical perspective model and dynamic synthesis based on Doretto's approach with the addition of frame pre-warping. The paper introduces a new video metric (AVM) which is used in-loop as part of the rate-quality optimization process. This metric was validated on VQEG and, importantly, is the first to performEdward J. Delp (S'70-M'79-SM'86-F'97) was born in Cincinnati, OH. He received the B.S.E.E.
