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Abstract
The authors provide a primer on meta-analysis. Topics are covered at an introductory level and
references are provided for readers wanting further information. Topics covered include literature search
procedures, coding manuals and extracting information from studies, calculating effect sizes, combining
effect sizes, fixed and random effects analysis, influence analysis, moderator analysis, multivariate metaanalysis, and publication bias. All analyses are illustrated using k = 18 behavioral marital therapy versus
control studies. The authors conclude by considering criticisms of meta-analysis, introducing reporting
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includes the data and annotated Stata code for replicating the results presented.
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Introduction
Science is cumulative—new evidence is synthesized with old evidence to provide a more complete
picture of the phenomena under study. The trick is synthesizing data in a way that is systematic,
rigorous, and replicable. Meta-analysis is one such way. Meta-analysis is the quantitative synthesis of
data from multiple studies. The data in meta-analysis are summary statistics (e.g., means, correlations,
odds-ratios) extracted from each study, which is useful because summary statistics are often reported in
study reports or can be calculated from material reported. The summary statistics, known as effect sizes,
are combined across studies to produce an aggregate effect size. Researchers can also extract
substantive and methodological information from studies (e.g., sample size, self versus other-report) and
determine whether these variables predict variability in effect sizes. In this paper, we provide a primer on
conducting a meta-analysis. We discuss the steps involved in a meta-analysis and emphasize methods
for analyzing meta-analytic data. We also use meta-analytic data to illustrate the analyses and provide
the data and annotated Stata code (StataCorp, 2009; Sterne, 2009) for our analyses.

History
Karl Pearson performed one of the earliest documented meta-analyses. Pearson was asked to
synthesize evidence from five studies regarding the effectiveness of a typhoid vaccine. He concluded
that the vaccine was not sufficiently effective to recommend its broad use (Shadish & Haddock, 2009).
Meta-analysis did not become prominent until the 1970’s with the publication of one of the most famous
meta-analyses—Smith and Glass’s (1977) meta-analysis on the effects of psychotherapy. Following
Smith and Glass there was a steady increase in the use of meta-analysis in psychology and related
disciplines. Additionally, the methods and statistical theory underlying meta-analysis were outlined in a
number of influential papers and books published during the 1980s (e.g., Hedges & Olkin, 1985).
In recent years the use of meta-analysis has exploded and has become central to evaluations of
interventions in the social sciences, education, and medicine. The Campbell Collaboration
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(www.campbellcollaboration.org) and the Cochrane Collaboration (www.cochrane.org) both use metaanalysis as a primary tool for synthesizing evidence about social and medical interventions so that all
stakeholders have the best information available about the effects of a particular intervention. Although
meta-analysis is most often used when evaluating the effects of intervention, it is flexible and can be
used in any literature where a standardized effect size can be used. To provide a feel for how often
meta-analysis is used we counted the number of clinical psychology papers published in 2008 that used
meta-analysis from the Journal of Consulting and Clinical Psychology, Clinical Psychology Review, and
Psychological Bulletin. Thirty studies across these journals used meta-analysis, which constitutes 13% of
all articles. Papers covered a range of topics, such as treatment outcome, depression among Latinos,
maternal employment and childhood achievement, and social functioning in children at risk for
schizophrenia.

The Process of Meta-analysis
In this paper we illustrate the procedures of meta-analysis using a meta-analytic dataset aimed at
answering the question: how effective is behavioral marital therapy (BMT) as compared to control
(Shadish & Baldwin, 2005)? The original publication identified 30 randomized BMT versus control
studies. We randomly selected 18 of those studies to use in this paper. The appendix provides the
relevant datasets for replicating the analyses described in this paper.

Identifying Studies
Studies are typically located via four methods. First, researchers perform an electronic literature search
using databases relevant to the literature being synthesized. Databases relevant to clinical psychology
include PsychINFO, Medline/PubMed, and Dissertation Abstracts International. Second, researchers
perform issue-by-issue searches of journals that regularly publish papers related to the research
question. In our BMT meta-analysis we searched Journal of Consulting and Clinical Psychology, Journal
of Marital and Family Therapy, Behaviour Research and Therapy, and Behavior Therapy. Third,
researchers review the reference lists of existing meta-analyses and published studies related to the
research question. Fourth, researchers contact experts in the research area to identify any studies that
have been missed or to identify unpublished studies. After potential studies have been identified, studies
are reviewed to ensure that they meet the inclusion and exclusion criteria. For example, in the BMT
study we excluded studies that did not include a control group, that did not randomize participants to
conditions, or that used a preventative intervention. See Reed (2009), Rothstein and Hopewell (2009),
and White (2009) for further details about identifying studies.

Coding Information about Studies
Extracting information from studies begins by creating a coding manual. Coding manuals consist of
multiple items that raters respond to as they read the study reports. Assigned codes can be at the studylevel (e.g., is the study published or unpublished?), comparison-level (e.g., did therapists in the treatment
condition use a treatment manual?), measure-level (e.g., was the measure self-report, therapist-report,
or observer-report?), or effect-size level (e.g., is this effect size pre-treatment, post-treatment, or followup?). The data from the coding manual is used to describe the studies in the sample and in moderator
analyses (see below). An example coding manual can be found in the Appendix of Lipsey and Wilson
(2001) or can be obtained from the first author. An inter-rater reliability study should be conducted before
the coding manual is finalized. Several independent raters code a subset of the studies and inter-rater
agreement is established with Kappa for categorical items and an intraclass correlation for continuous
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items (Orwin & Vevea, 2009). See Shadish and Baldwin (2005) for a description of the inter-rater
reliability study for the full BMT meta-analysis.

Computing Effect Sizes
Once studies have been identified and study characteristics have been coded, the next step is to
compute effect sizes. One difficulty with synthesizing literatures is that most studies do not use the same
measure or set of measures. To overcome this problem meta-analysis uses an effect-size, which is a
statistic that describes the direction and magnitude of an effect. There are multiple types of effect sizes
and which type is used depends upon the substantive area. Meta-analyses exploring the relationship
between two continuous variables (e.g., therapeutic alliance and outcome) use a correlation coefficient.
Meta-analyses exploring whether a continuous or dichotomous variable is related to a dichotomous
outcome (e.g., risk factors for interpersonal violence) use an odds-ratio. Meta-analysis exploring the
relationship between a dichotomous variable and a continuous outcome (e.g., BMT versus control and
treatment outcome) use a standardized mean difference. In this paper we focus on the standardized
mean difference, although most material presented in the “Aggregating Effect Sizes” section and
afterward is relevant regardless of effect size. See Shadish and Haddock (2009) for a discussion of
combining correlation coefficients and odds ratios.
A common form of the standardized mean difference is Hedge’s g, calculated as:

g=

X1 − X 2
, (1)
sp

where X1 and X 2 are the means for groups 1 and 2, respectively, and s p is the pooled standard
deviation (Hedges & Olkin, 1985, Equation 3, p. 78). The pooled standard deviation is calculated as
follows (Hedges & Olkin, 1985, p. 79):

sp =

( n1 − 1) s12 + ( n2 − 1) s22
n1 + n2 − 2

, (2)

where n1 and n2 are the sample sizes and s12 and s22 are the variances for groups 1 and 2,
respectively.
Sometimes the means and standard deviations are not reported and g will need to be calculated via
other methods, some of which will agree exactly with the means and standard deviations approach and
others that will be approximations. For example, g can be computed exactly from a between-groups ttest but can only be approximated with a t-test comparing one group to the aggregate of two or more
other groups (Shadish, Robinson, & Lu, 1999). Shadish et al. (1999) describe 44 methods for calculating
g and discuss whether each method is equivalent to the means and standard deviations method and, if it
is not, what the direction of the bias will likely be. Regardless of the method used to calculate g, it will be
biased in small samples and the following correction factor should be applied to remove the bias
(Hedges & Olkin, 1985, Equation 10, p. 81):

3 

d ≅ 1 −
g.
 4N − 9 

(3)

The corrected effect size d rather than g is used in the analyses.
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The variance of d indicates how much the effect size will vary from sample to sample and is computed
as (Hedges & Olkin, 1985, Equation 14, p. 86):

vi =

di2
n1 + n2
,
+
2 ( n1 + n2 )
n1n2

(4)

where di is the effect size for the ith study. The standard error ( sei ) of di is equal to

vi . We can use

the standard error to construct confidence intervals for each study’s effect size. The lower ( d Li ) and
upper ( dUi ) limits of the confidence interval are (Hedges & Olkin, 1985, Equation 16, p. 86):

d Li= di − z(1−α /2) sei , dUi= di + z(1−α /2) sei ,

(5)

where z(1− α /2 ) is the critical z-value for a given α level (e.g., 1.96 for α = .05 ).
A given study will often have multiple effect sizes. In our sample, the mean number of measures in a
study was 8.5 (sd = 7.3) and ranged from 2 to 32. One way to deal with multiple effect sizes is to include
all effect sizes from a study in the analysis. This is a problem because this approach assumes that the
effect sizes within a study are independent. Violations of the independence assumption will result in
inflated Type I errors and confidence intervals that are too narrow for the aggregate effect size. A second
approach that avoids this problem is to combine effect sizes within a study so that each study only
contributes a single effect size to the overall, aggregate effect size. Two approaches can be used to
combine effect sizes within studies. First, we can take the average of all effect sizes within a study. This
procedure ignores the intercorrelations among effect sizes within a study. Second, we can use
procedures that explicitly account for the intercorrelations among measures (Hedges & Olkin, 1985). The
difficulty with the second approach is that the intercorrelations among outcome measures are rarely
reported and, consequently, must be gathered from external sources or estimated (Wampold et al.,
1997). Furthermore, in our experience taking the simple average has produced similar results to
computing an average that accounts for the correlation among measures. Nevertheless, more research
is needed to better understand the consequences of ignoring correlations among outcome measures.
Except in our multivariate analyses, we have elected to take the simple average of all effect sizes within
a study.
Sometimes it does not make sense to combine measures within a study (e.g., primary and secondary
outcome measures in a treatment study could be kept separate). In those cases, each study should still
only contribute a single effect size to any one analysis (e.g., separate analyses for primary and
secondary outcomes) or, even better, should be included in a multivariate meta-analysis where
independence is not assumed (see below).

Aggregating Effect Sizes
Once we have study-level effect sizes, we can aggregate the effect sizes across studies. When
aggregating effect sizes, researchers choose between fixed effects and random effects analyses. The
choice between fixed and random effects analyses depends on two questions. First, do all the studies in
the sample estimate a single common effect size? Second, do we want to generalize the results beyond
the studies included in the meta-analysis (e.g., generalize to a future study)? If our answers to questions
one and two are yes and no, then a fixed effects analysis is most appropriate. If our answers are no and
yes, then a random effects analysis is most appropriate (Hedges & Vevea, 1998; Higgins, Thompson, &
Spiegelhalter, 2009).
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We tend to favor random effects analyses in clinical psychology for two reasons. First, in our experience,
studies in meta-analyses are rarely sufficiently homogenous to assume a single, common effect size. As
Higgins et al. (2009) note:
Occasionally it may be reasonable to assume that a common effect exists (e.g., for unflawed studies
estimating the same physical constant). However, such an assumption of homogeneity can seldom
be made for studies in the biomedical and social sciences. These studies are likely to have
numerous differences, including populations that are addressed, the exposures or interventions
under investigation and the outcomes that are examined. Unless there is a genuine lack of effect
underlying every study, to assume the existence of a common parameter would seem untenable. (p.
137)
Second, researchers typically want to extend their generalizations beyond the studies included in the
meta-analysis and random effects analyses provide a method for making such generalizations, as we
discuss below (Hedges & Vevea, 1998). Consequently, we focus on random effects analyses throughout
our example.
Regardless of the analysis approach, meta-analysis combines studies via a weighted average where the
weights allow large studies to influence the average effect size more than small studies because large
studies produce more precise effect size estimates. A key difference between the fixed and random
effects analysis is the form of the weights. In both cases, the weights represent the precision of the study
and are calculated as the inverse of the study variance. However, the fixed and random effects
approaches make different assumptions regarding the study variances. The fixed effects analysis
assumes that studies vary because of sampling error alone (i.e., studies are homogeneous) and thus the
weights are equal to wi = 1 / vi (Shadish & Haddock, 2009, Equation 14.2, p. 261). The random effects
analysis assumes that studies vary because of sampling error and between study differences. Thus,

(

weights are equal to wi = 1 / vi + τ

2

), where τ

2

is equal to the between-studies variance (Shadish &

Haddock, 2009). The most common methods for estimating τ 2 are method-of-moments and restricted
maximum likelihood (Viechtbauer, 2005).
Once the weights are calculated, the weighted average is computed as (Shadish & Haddock, 2009,
Equation 14.1, p. 261):
k

d =

∑wd
i =1
k

i

i

∑w
i =1

, (6)

i

d , v , v + τ 2 , w , and wd for the 18 BMT studies
as well as the random effects weighted average effect size as calculated by Equation (6). τ 2 was

Where k is the number of studies. Table 1 presents the

estimated via the method-of-moments estimator in the Stata routine metan (Harris et al., 2008).
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Table 1: Calculation of the Random Effects Mean Effect Size (𝑑̅ ) the Behavioral Marital Therapy Versus Control
Data.

d

v

v +τ2

w

wd

Baucom 1982

0.69

0.12

0.31

3.27

2.26

Baucom et al. 1990

0.43

0.18

0.37

2.71

1.16

Bogner & Zielenbach-Coenen 1984

4.55

1.21

1.39

0.72

3.27

Carlton 1978

0.64

0.14

0.33

3.05

1.94

Cassidy 1973

1.35

0.31

0.50

2.02

2.72

Everaerd 1977

0.24

0.23

0.41

2.43

0.57

Girdo et al. 1990

0.08

0.34

0.52

1.91

0.16

Gorin 2000

0.18

0.07

0.25

3.98

0.73

Jacobson 1977

2.74

0.88

1.07

0.94

2.57

Jacobson 1978

2.07

0.47

0.65

1.53

3.17

Jacobson 1984

0.38

0.16

0.34

2.90

1.11

Liswood 1993

0.07

0.12

0.30

3.30

0.22

Mehlman et al. 1983

0.74

0.38

0.57

1.76

1.31

Montag & Wilson 1992

0.34

0.21

0.39

2.55

0.86

Montag 1993

0.83

0.27

0.45

2.21

1.84

Price & Haynes 1980

0.23

0.13

0.32

3.16

0.74

Snyder & Wills 1989

0.36

0.06

0.24

4.10

1.48

Wilson et al. 1988

1.21

0.24

0.43

2.33

2.82

∑ w = 44.86

∑ wd = 28.93
∑ wd = 0.65
d=
∑w

Study

Note: d = standardized mean difference, v = within-study variance, τ = between-study variance , w = study weight; τ = .186
and was calculated via the method-of-moments estimator; Calculations are equal within rounding to Stata’s metan command.
2

2

Interpreting the Overall Analysis
Forest plots are an essential tool for interpreting meta-analytic results. Figure 1 is a forest plot for the
BMT studies. Forest plots include both study and aggregate information. In Figure 1, study-level effect
sizes and confidence intervals are listed in the right hand column and drawn in the center. The x-axis
provides the scale of the effect size and indicates what values favor treatment or control. The study-level
effect sizes are represented by solid diamonds and the confidence intervals are drawn around the
diamonds. Arrowheads at the end of confidence intervals indicate that the limit of the confidence interval
extends beyond the limits of the x-axis. The study-level effect sizes are surrounded by squares, the size
of which indicate the weight that a particular study carries in the analysis.
Forest plots also present aggregate information. The average effect size and confidence intervals are
listed near the bottom of the right hand column. Graphically, the average effect size is represented by a
vertical, dashed line and an open diamond. The left and right hand points of the diamond represent the
lower and upper limits of the confidence interval. Additionally, a prediction interval for the aggregate
effect size can be drawn around the diamond. We discuss prediction intervals in detail below.
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Figure 1: Forest plot of effect sizes (ES) and 95% confidence intervals for behavioral marital therapy versus control
studies.

The random effects weighted average effect size for BMT versus control was d = .64 (95% CI [.35-.94]).
This indicates that patients in the BMT condition differed from the control patients by .64 of a standard
deviation. A commonly used rule of thumb for interpreting the magnitude of d is that d’s of .2, .5., and .8
are small, medium, and large, respectively (Cohen, 1988), although the specific interpretation will
depend upon the research area.
In addition to interpreting the average effect, it is important to interpret the variability in effect sizes. In
fact, if there is substantial heterogeneity among effect sizes, it does not make sense to interpret the
average effect size as the overall effect because there is not a single effect but rather a distribution of
effects (Higgins et al., 2009). The distribution of effects has a mean of d and a variance of τ 2 . In the
BMT data, τ 2 = .19 and Figure 1 also indicates that the 18 effect sizes vary.
We can test whether the variability exceeds the variability we would expect because of sampling error
alone with a test of homogeneity, also known as a Q-test (Hedges & Olkin, 1985, Equation 25, p. 123):
k

(d − d )

i =1

vi

Q=∑

i

2

.

(7)
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Q follows a chi-square distribution with k-1 degrees of freedom. The null hypothesis of the Q-test is that
studies vary only because of sampling error. In the BMT data Q = 35.07(17), p = .006, indicating
significant between study variability. The Q-test can be problematic because it often has low power,
which could lead researchers to conclude no heterogeneity exists when in fact it does (i.e., Type II
errors; Shadish & Haddock, 2009).
A useful supplement to Q is I 2 , which is interpreted as the proportion of variability that is due to
between-study heterogeneity rather than sampling variability (Higgins & Thompson, 2002). I 2 is
computed as follows (Shadish & Haddock, 2009, p. 263):

 Q − ( k − 1) 
I 2 = 100% × 
.
Q



(8)

A rule of thumb for interpreting I 2 is that I 2 = 25%, 50%, and 75% is equal to small, medium, and large
amounts of heterogeneity, respectively (Higgins & Thompson, 2002). I 2 in the BMT data was 51.5%
and both I 2 and the p-value for the Q-test were included on Figure 1.
Researchers may want to predict the effect size of a new study ( d new ), such as the next BMT versus
control study (Higgins et al., 2009). Although such predictions are not often reported in clinical
psychology meta-analyses, they are important inferences—we typically want to know the effects of a
treatment for future patients. Prediction intervals, rather than confidence intervals, are useful in this
process. Confidence intervals tell us about the location of a true effect. However, in the random effects
model, there is not a single true effect but a distribution of effects—the true effect varies between studies
(Harris et al., 2008; Higgins et al., 2009). Consequently, prediction intervals must include not only the
standard error of the aggregate effect (i.e., sampling variability) but also τ 2 (i.e., between study
variability). The prediction interval is computed as (Harris et al., 2008, p. 45):

pred lower = d − t1−α /2 se 2 + τ 2 , pred upper = d + t1−α /2 se 2 + τ 2 ,

(9)

where se is the standard error of d and t1−α /2 is the critical value for a given α (e.g., .05) with k – 2
degrees of freedom. The t-distribution is used to account for the uncertainty in estimation of τ 2 . The
prediction interval will always be bigger than the confidence interval, even when τ 2 = 0 , because the
prediction interval uses a t-distribution rather than a z-distribution. In the BMT example, the prediction
interval for d new is -0.32-1.61, indicating that we expect the effect size for the next BMT study to fall
somewhere between -0.32-1.61. This is considerably larger than the confidence interval because we
have incorporated information about the between-study variability.

Influence Analysis
As can be seen in Figure 1, some studies have very large effects and are distinct from the other studies.
It may be that these studies have a strong influence on the overall effect size and heterogeneity. We can
use an influence or “leave-one-out” analysis to assess the impact of any given study (Viechtbauer,
2010). In an influence analysis the meta-analysis is repeated k times. At each iteration one of the studies
is left out of the computation. We can then check to see how the overall effect size and heterogeneity
statistics are affected. Results can be presented in tabular and graphical format. Table 2 presents the
results of the influence analysis for the BMT data for the overall effect size, heterogeneity statistics, and
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prediction interval. Figure 2 and Figure 3 are dropline graphs that depict how much the d and I 2
change when each study is removed.
Table 2: Influence Analysis.
Confidence
Interval

Prediction Interval

Study

d

se

Lower
Limit

Upper
Limit

τ2

I2

Lower
Limit

Upper
Limit

Baucom 1982

0.65

0.16

0.34

0.97

0.21

0.54

-0.39

1.69

Baucom et al. 1990

0.67

0.16

0.36

0.98

0.21

0.54

-0.36

1.70

Bogner & Zielenbach-Coenen 1984

0.53

0.12

0.30

0.76

0.06

0.25

-0.04

1.10

Carlton 1978

0.66

0.16

0.34

0.97

0.21

0.54

-0.38

1.69

Cassidy 1973

0.61

0.15

0.31

0.91

0.18

0.51

-0.35

1.57

Everaerd 1977

0.68

0.16

0.37

0.98

0.20

0.54

-0.34

1.69

Girdo et al. 1990

0.67

0.15

0.37

0.98

0.20

0.54

-0.33

1.68

Gorin 2000

0.70

0.16

0.38

1.01

0.21

0.52

-0.33

1.72

Jacobson 1977

0.58

0.14

0.31

0.86

0.14

0.46

-0.27

1.43

Jacobson 1978

0.58

0.14

0.30

0.86

0.15

0.46

-0.29

1.45

Jacobson 1984

0.67

0.16

0.36

0.98

0.21

0.54

-0.36

1.70

Liswood 1993

0.69

0.16

0.39

1.00

0.19

0.52

-0.30

1.69

Mehlman et al. 1983

0.65

0.16

0.34

0.95

0.20

0.54

-0.36

1.66

Montag & Wilson 1992

0.67

0.16

0.36

0.98

0.21

0.54

-0.35

1.69

Montag 1993

0.64

0.16

0.33

0.95

0.20

0.54

-0.37

1.65

Price & Haynes 1980

0.68

0.16

0.37

1.00

0.21

0.53

-0.34

1.71

Snyder & Wills 1989

0.69

0.17

0.37

1.01

0.23

0.54

-0.39

1.77

Wilson et al. 1988

0.61

0.15

0.31

0.91

0.18

0.52

-0.36

1.58

Note: d = standardized mean difference; se = standard error of the aggregate effect size;
proportion of variance that is between studies

τ 2 = between-study variance; I 2

=

Nearly all studies had some impact on d but the most influential studies were Bogner and ZielenbachConen (1984), Jacobson (1977), and Jacobson (1978), all of which reduced d when removed—18%,
11%, and 11% reduction, respectively. This is to be expected as these three studies represent the three
largest effect sizes in the analysis. Bogner and Zielenbach-Conen also had a major impact on betweenstudy heterogeneity— I 2 went down to 25%, a 51% reduction. Consequently, when Bogner and
Zielenbach-Conen was removed, the confidence intervals and prediction intervals were substantially
smaller. We have examined this study in detail and have not been able to identify anything that makes it
unusual besides its large effect size. We have previously contacted the authors to determine if there
were any errors and they stated that there were no errors (Shadish et al., 1993). Influential studies
should be handled in a similar manner to outliers in a primary data analysis. That is, the outlier should be
studied to identify ways in which the study differed from other studies (e.g., adherence to the treatment
protocol, inclusion criteria) and a decision must be made regarding whether the study should be
excluded. Unless there are obvious reasons why the study should be excluded, we favor an approach
where the study is identified as influential and analyses are presented with and without the influential
study.
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Figure 2: An influence plot from a “leave-one-out” analysis. The vertical line represents the aggregate effect size (d)
when all studies were included in the meta-analysis. The dots represent the aggregate effect size when the study
listed next to the dot was removed from the analysis.

Moderator Analysis
Some between-study heterogeneity may be associated with a covariate. For example, manualized
treatments may have larger effect sizes than non-manualized treatments or length of treatment may vary
across studies and may be related to effect size. Hypotheses such as these are known as moderator
hypotheses because they propose that one variable influences the relationship between two other
variables—treatment condition (e.g., BMT versus control) and outcome.
Meta-regression models can be used to explore moderator hypotheses. Meta-regression is a type of
weighted-regression that has been adapted to unique characteristics of meta-analytic data (Harbord &
Higgins, 2008). Further, meta-regression is a special-case of a multilevel model (Raudenbush & Bryk,
2002) where the residual variance (i.e., Level-1) is assumed known; the residual variance is allowed to
vary across studies and is set equal to v for each study. Like other regression methods, meta-regression
can accommodate both continuous and categorical variables.
To illustrate we explored the relationship between specificity of measures and outcomes. Specificity of
measures refers to how closely tied the measure is to the activities of therapy. For example, a
communication outcome would be considered specific because BMT focuses on communication skills
whereas a martial distress measure would be non-specific. Specificity varies within studies; however, as
with the overall analysis, studies should only contribute a single observation to the analysis. Thus, we
aggregated specificity within studies so that each study only had a single specificity score. The specificity
scores should be interpreted as the proportion of measures within the study that were specific, with one
meaning all measures were specific and zero meaning no measures were specific.
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Figure 3: An influence plot from a “leave-one-out” analysis. The vertical line represents 𝐼 2 when all studies were
included in the meta-analysis. The dots represent 𝐼 2 when the study listed next to the dot was removed from the
analysis.

The results indicate that specificity was positively related to effect size, b = 2.02, p =.03, 95% CI = 0.173.87. A problem with the preceding analysis is that the standard error for the coefficients was calculated
using a method that can underestimate the standard error, which leads to inflated Type I error rates and
confidence intervals that are too narrow (Higgins & Thompson, 2004; Knapp & Hartung, 2003). Knapp
and Hartung (2003) proposed an alternative method for calculating the standard error that has performed
well in simulation studies. In addition to adjusting the standard error, the Knapp and Hartung method
uses a t-distribution rather than a z-distribution as the standard method does. The results with the Knapp
and Hartung adjustment were b = 2.02, p =.09, 95% CI = -0.32-4.36. The p-value is higher and the
confidence interval is wider. When the number of studies is small, the Knapp and Hartung method can
be too conservative and permutation methods for computing p-values may be more appropriate (Harbord
& Higgins, 2008).
When interpreting the slope recall that specificity ranges between 0 and 1, so the slope value quantifies
the change in the effect size associated with a change from no specific measures to all specific
measures. Consequently, it is useful to use the full meta-regression equation to obtain predicted effect
sizes ( d̂ ) for various values of specificity. The prediction equation is dˆ =
−.64 + 2.02 × specificity .
Substituting .25, .5, and .75, into the prediction equation we see that d̂ = -.14, .37, and .87, respectively.
Figure 4 depicts the predicted effect size across the range of specificity values observed in the study.
Additionally, Figure 4 shows the confidence interval for the predictions as well as a prediction interval for
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a new study with a given specificity level (cf. Harbord & Higgins, 2008). As we saw previously, the
prediction interval is wider than the confidence interval because there was between-study heterogeneity.

Figure 4: Plot showing the predicted values of the effect size (d) at levels of measure specificity observed in the
behavioral marital therapy meta-analysis. Confidence and prediction intervals for those predicted values are also
included.

Multivariate Analysis
Specificity varied within a study. We dealt with that issue in the moderator analysis by aggregating
specificity within the study and creating a variable representing the proportion of specific measures.
However, this may not be the variable we are interested in. Instead we may be interested in directly
comparing specific and non-specific variables. To compare specific and non-specific outcomes we could
create a variable that identifies whether an outcome is specific and use that in a meta-regression
analysis. This approach is problematic because studies will contribute multiple observations to a single
analysis, which violates the assumption of independence. An alternative would be to create two separate
databases, one for each outcome type, and do separate univariate analyses. This approach is
problematic because it assumes that there is no relationship between effects on specific measures and
effects on non-specific measures. Further, it does not allow us to test whether the difference between the
outcome types is statistically significant.
A third alternative is to use a multivariate meta-analysis (Kalaian & Raudenbush, 1996; Nam,
Mengersen, & Garthwaite, 2003; Raudenbush, Becker, & Kalaian, 1988; Riley, Abrams, Lambert, Sutton,
& Thompson, 2007; I. R. White, 2009). Multivariate meta-analyses allow studies to contribute two or
more observations and thus provide appropriate standard errors, p-values, and confidence intervals
(Raudenbush et al., 1988). Multivariate meta-analyses do not require that all studies contribution
observations on all measures (I. R. White, 2009). Additionally, multivariate models estimate the
relationship between the outcome types between studies (I. R. White, 2009). A significant barrier to
using multivariate meta-analysis is that it requires estimates of the correlation between outcomes within
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a study, which are rarely reported. In place of estimates from the studies researchers can use external
estimates or can use multiple values of the correlation in the analysis to see how sensitive the results are
to the within-study correlation value.
We used the sensitivity approach to compare specific and non-specific outcomes in the BMT data. We
set the within-study correlation between specific and non-specific outcomes to .25, .5, or .75. Table 3
presents the results of the multivariate analysis. The omnibus test tests the null hypothesis that neither
effect size is statistically significant. The omnibus test was significant across values of the within-study
correlation. Likewise, specific measures had larger effects than non-specific measures across values of
the within-study correlation. However, in no case was the difference statistically significant. Both d and

τ 2 decreased as the within-study correlation increased. Given the variability in results, it is difficult to
know which outcome is most likely. External estimates may help direct us toward which estimate is the
best.
Table 3: Results of Multivariate Meta-analyses Comparing Specific and Non-Specific Outcomes.

ρW = .5

ρW = .25

ρB

Outcome

d

τ2

Specific

.77*

.33

Non-specific

.64*

.24

Omnibus Test

=
χ 2 ( 2,=
k 18
) 18.27, p < .01

d

1

Note: * p < .01; d = standardized mean difference;

ρW = .75

τ2

.70*

.17

.57*

.12

ρB
1

χ 2 ( 2,=
=
k 18
) 18.3, p < .01

d

τ2

.61*

.08

.48*

.02

ρB
.87

χ 2 ( 2,=
k 18
=
) 16.59, p < .01

τ 2 = between-study variance; ρW = within study correlation; ρ B = between-

study correlation; k = number of studies

Finally, the between-study correlation was estimated as one, when the within-study correlation was .25
or .5. This should not be interpreted as evidence that there is a perfect correlation between change on
specific measures and change on non-specific measures across studies. Rather the perfect correlation is
likely a consequence of the estimation procedure. The estimation procedure will force estimates of the
between-study correlation to one to prevent the estimate from exceeding ±1 , the theoretical boundaries
of a correlation (Riley, Abrams, Sutton, Lambert, & Thompson, 2007). Riley et al. (2007) note regarding
correlations equal to ±1 : “Practitioners should not, though, be overly concerned about this. We have
shown it does not cause any systematic bias in the pooled estimates from BRMA [i.e., multivariate
models], and it leads to conservative standard errors and mean-square errors” (Between-study
covariance parameters, para. 1).

Publication Bias
Publication bias refers to the fact that studies with statistically significant effects are more likely to be
published than studies with null effects (Greenwald, 1975; Rosenthal, 1979). Consequently, the
published literature will be skewed toward positive effects, which will bias meta-analyses. The best
strategy for preventing publication bias in meta-analysis is to locate and included unpublished studies.
Additionally, researchers can use several statistical techniques for detecting publication bias. These
include funnel plots (Peters, Sutton, Jones, Abrams, & Ruston, 2008; Sterne & Harbord, 2004), Begg’s
rank correlation test (Begg & Mazumdar, 1994), Egger’s regression test (Egger, Smith, Schnieder, &
Minder, 1997), and trim-and-fill analyses (Duval & Tweedie, 2000a, 2000b).
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Funnel plots are scatter plots that plot effect size on the x-axis and the standard error of the effect size
on the y-axis (sometimes sample size is used on the y-axis). Typically the y-axis is organized so the
smallest standard errors are at the top. If there is no publication bias, then the funnel plot will look like an
inverted funnel, narrow at the top and wide at the bottom. Studies with small standard errors will have
less variability in the effect size than studies with larger standard errors. Thus, the plot will be narrow at
the top, where standard errors are small, and wide at the bottom, where standard errors are large. If
publication bias is present then small or negative effects will not be present and the left hand side of the
funnel plot will be missing. Thus, funnel plot asymmetry can indicate publication bias.
To help identify asymmetry, funnel plots often include pseudo-95% confidence intervals around the
mean effect size. 95% of studies will fall within these confidence intervals if there is no publication bias
(Sterne & Harbord, 2004). Additionally, contour-enhanced funnel plots add regions of statistical
significance to the funnel plot. The regions of significance surround a horizontal line at zero, as the null
hypothesis is that the mean effect size is zero. If studies are missing only in regions of non-significance,
then this may indicate publication bias (Peters et al., 2008).

Figure 5: Funnel plot and contour enhanced funnel plot for the behavioral marital therapy versus control metaanalysis.

Figure 5 presents a standard and contour enhanced funnel plot. There appears to be some asymmetry—
studies are on the right-hand but not left-hand side of the plot, especially for small studies. The contour-
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enhanced plot shows that there are no studies in the negative but non-significant direction. This may
indicate publication bias; however, asymmetry can occur for other reasons, such as heterogeneity due to
sample size, data irregularities (e.g., small studies may have poor or even superior methodology),
artifacts, and chance (Sterne & Harbord, 2004). Contour enhanced plots help to determine whether
missing studies are associated with statistical significance but they cannot rule out the other possibilities.
Consequently, funnel plots should be supplemented with other publication bias methods. Begg’s rank
correlation test and Egger’s regression test can be considered statistical tests of funnel plot asymmetry.
Both tests examine the relationship between effect size and standard errors and significant values for
these tests may indicate publication bias. Both the rank correlation test (z = 3.26, p < .001) and the
regression test (bias = 3.07, p < .001) were significant in the BMT data and were consistent with the
funnel plot.
An additional publication bias method is the trim-and-fill method. One advantage of the trim-and-fill
method is that it provides an estimate of the mean effect size if there was no publication bias. Duval and
Tweedie (1998) describe this method as follows:
Trim off the “asymmetric” right-hand side of the funnel after estimating how many studies are in this
outlying part; use the symmetric remainder to estimate the true “centre” of the funnel; and then
replace the trimmed studies and their missing “counterparts” around the centre. The final estimate of
the true overall effect, and also its variance, are then based on the “filled” funnel plot. (p. 15)
The trim-and-fill method did not identify any studies that needed to be filled in the BMT data and thus no
correction to the average effect size was performed. Thus, the evidence for publication bias is
inconsistent but in our estimation is sufficient to mention as a potential issue with the results.
However, one problem with all the publication bias methods we have described is that they assume that
the effect sizes are homogenous. If effect sizes are heterogeneous, these methods may be significant
simply because of the heterogeneity. Selection models (Vevea & Hedges, 1995; Vevea & Woods, 2005)
overcome this problem by allowing covariates that account for the heterogeneity in the publication bias
analysis. Like the trim-and-fill model, selection bias methods provide an overall effect size adjusted for
publication bias. One disadvantage of selection bias methods is that they require large sample sizes in
order to perform well (Vevea & Woods, 2005). Vevea and Woods (2005) propose a selection bias model
that can be used when there is a small number of studies. These models can be estimated in R (R
Development Core Team, 2009) but the code is not yet in a user-friendly format.

Additional Considerations
We have provided an overview of the meta-analysis process. Both creators and consumers of metaanalytic results need to know about many topics: literature search techniques, coding manual
development, inter-rater reliability, effect sizes, fixed and random effects, confidence and prediction
intervals, influence analysis, moderator analysis, multivariate analysis, publication bias, and so on.
Researchers wanting to know more about these topics as well as others can consult the excellent
textbooks in the area (e.g., Cooper, Hedges, & Valentine, 2009; Lipsey & Wilson, 2001). We now
discuss four issues we believe are important for professionals new to meta-analysis: (a) power of metaanalytic statistics, (b) concern that meta-analysis combines “apples and oranges”, (c) reporting
standards, and (d) software options for conducting meta-analysis.
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Statistical Power
Because meta-analysis pools results from multiple studies it provides a level of statistical power for the
test of the treatment effect that exceeds the power in any one study. For example, in Figure 1, 12 studies
(66%) did not have statistically significant effect sizes. However, by pooling across all 18 studies, the
aggregate effect was statistically significant. As an introduction to power in meta-analysis, we used
formulae described in Hedges and Pigott (2004) to compute power for the aggregate effect. We varied
the population effect size ( δ ), the number of studies (k), and degree of heterogeneity among the effect
size and we assumed a constant within-study variance (v = 0.08). Figure 6 shows that power increases
as δ and k increase and as the degree of heterogeneity among effect sizes decrease. Power is high
even for a small effect size ( δ = .2 ) with only 15 total studies.

Figure 6: Power to detect the aggregate effect size as a function of the number of studies (k), effect size (𝛿), and
degree of heterogeneity among effect sizes.

Although power is typically high for the test of the aggregate effect, power is not necessarily high for the
test of homogeneity and in meta-regression. To illustrate we computed power for the test of homogeneity
varying k and degree of heterogeneity and assumed a common within-study variance (v = 0.08). We also
computed power for meta-regression coefficients for a dichotomous predictor (e.g., specific versus nonspecific measures), although the formulae can be extended to continuous predictors (Hedges & Pigott,
2004). For power in meta-regression we varied k, the size of the regression coefficient ( β ), and the
degree of heterogeneity and assumed a common within-study variance (v = 0.08). Figure 7 and Figure 8
present the results for the test of homogeneity and regression coefficients, respectively. Power is quite
low for the test of homogeneity, unless there is more the 20-30 studies. In fact, if the degree of
heterogeneity is small, power is only 40% even with 50 studies. This suggests that even with a large
number of studies, we should not rely on the statistical test of homogeneity to determine whether there is
between-study variance (cf. Higgins & Thompson, 2002). The power for regression coefficients is most
affected by the size of the coefficient and k. Power is only consistently high when there are more than 30
studies and β is .5 or greater. When β = .25 , power only approaches 80% when there are 50 studies.
In our experience, most dichotomous predictors of effect-size will typically be less than .5 and most often
less than .25. This suggests that most meta-regression analyses will be underpowered.
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Figure 7: Power for the test of homogeneity of effect size as a function of the number of studies (k) and degree of
heterogeneity among effect sizes.

Figure 8: Power to detect regression coefficients as a function of the number of studies (k), the size of the
regression coefficient (𝛽), and the degree of heterogeneity among effect sizes.

The power calculations suggest that although meta-analysis improves power for aggregate effects, other
important analyses will often be underpowered. Researchers should focus on describing between-study
heterogeneity with statistics such as I 2 rather than testing for the significance of the heterogeneity
(Higgins & Thompson, 2002). Additionally, moderator analyses should be carefully planned at the coding
stage because a meta-regression is unlikely to have sufficient power unless the moderator is associated
with fairly large differences in effect size.
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Combining Apples and Oranges
Meta-analysis has been the subject of critique since it began to play a large role in psychology (Eysenck,
1978). Critique is important. It identifies problems and can lead to refinement and improvement, as
evidenced by the improvement of meta-analysis methodology in the last 30 years. However, it is
important to note that many of the criticisms leveled at meta-analysis are not unique to meta-analysis but
are relevant to any review of the literature and to primary research studies (Shadish, 2007).
Perhaps the most common criticism of meta-analysis is the idea that meta-analysis combines disparate
constructs—apples and oranges. For example, meta-analysis may combine relatively distinct
interventions under the heading psychotherapy (or behavioral martial therapy in our example). Likewise,
meta-analysis may combine distinct measures or groups of people. These are issues of construct validity
(Shadish, Cook, & Campbell, 2002). That is, what constructs are we attempting to learn about? If we
want to learn about psychotherapy and both cognitive-behavioral therapy and interpersonal therapy can
be considered levels of psychotherapy, then combining them makes sense. If our construct of
generalization is narrow, more restrictive inclusion criteria may be needed. Similar decisions must be
made in primary research. Suppose we are studying an intervention for depression. If our construct of
interest is major depression as defined by the DSM, we have many types of participants each of whom
would represent a level of DSM major depression. Some may report mood disturbance, guilt, and
suicidal ideation whereas others may report anhedonia and psychomotor symptoms.
Attending to construct validity in meta-analysis is similar to dealing with it in primary studies. We identify
potential threats to construct validity and evaluate their plausibility (Shadish et al., 2002). The “apples
and oranges” debate is an issue of construct confounding—two or more constructs are involved and
ignoring this fact may lead to incorrect conclusions. One way to deal with this issue is to identify the
confounded constructs and determine whether the results change if the constructs are kept separate.
For example, including therapy type as a predictor in meta-regression. Whatever method is chosen for
dealing with threats, we must deal with construct validity in meta-analysis so that we can understand
how our results generalize. As Shadish (2010) noted: “In my opinion, nearly all of the really important
debates in science are about construct validity. But that is not specific to meta-analysis” (p. 106).

Reporting Standards
Considerable attention has been given to reporting standards in meta-analysis to improve the
transparency of meta-analytic studies (APA, 2008; Liberati et al., 2009). Reporting standards provide a
checklist of information that should be presented in reports of meta-analyses. The current
recommendation is known as the PRISMA statement, where PRISMA stands for “preferred reporting
items for systematic reviews and meta-analysis” (Liberati et al., 2009). The PRISMA statement’s
checklist includes 27 items such as: (a) including the word meta-analysis in the title, (b) explicit
statement of the research aims, (c) listing inclusion and exclusion criteria, (d) presenting full search
criteria, (e) methods of analysis, and (f) discussion of limitations. Because many of the checklist items
pertain to the identification of studies, researchers should be aware of these standards before beginning
a meta-analysis. Furthermore, we suspect that more journals will begin to require authors to follow the
PRISMA standards when reporting meta-analyses.

Software Options
Meta-analysis software has matured and more choices are available than ever. We discuss three of the
most prominent choices—Stata, R, and Comprehensive Meta-analysis. We discuss what we see as the
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benefits and drawbacks of each package. In the end, the best package for a given user will be the one
that gets the job done.
Our software of choice is Stata (StataCorp, 2009) and we have used Stata for all the analyses and
figures in this paper. Stata’s meta-analysis routines are user-written programs, most of which have been
documented and peer-reviewed in the Stata Journal (Sterne, 2009). The Stata meta-analysis routines
can all be downloaded within Stata. Stata routines that we have not used in this paper include routines
for cumulative meta-analysis, meta-analysis for p-values, meta-analysis for diagnostic accuracy, metaanalysis of dose-response data, and meta-analysis with missing data. Stata has the advantage of being
a multi-platform, general-purpose statistical package, so users get the benefits of the data-management
and graphical capabilities of Stata. Further, Stata’s syntax is relatively accessible and the syntax across
meta-analysis programs is reasonably consistent. The downside of Stata is that licenses can be
expensive, especially if the user is not affiliated with an educational institution, although the license does
provide access to all of Stata’s commands and Stata is relatively inexpensive compared to other
commercial packages.
R is open-source software (R Development Core Team, 2009) and is free. Like Stata, R is a multiplatform, general-purpose statistical package. R has excellent data management and graphical
capabilities. R’s meta-analysis routines are user-written programs and can be downloaded within R. The
two most prominent meta-analysis routines in R are meta (Schwarzer, 2010) and metafor (Viechtbauer,
2010). Both packages can estimate nearly all of the models described in this paper, although we are not
aware of an R routine that can estimate multivariate meta-analysis models. R’s biggest advantage is that
it is free. Additionally, R has an active development community and new user-written programs are
regularly released, including in the meta-analysis area. The downside of R is that the learning curve can
be steep because the syntax can be difficult to master. Furthermore, the built-in help materials can be
difficult to follow. That being said there are many internet forums and email listserves where users can
get help with R.
Comprehensive Meta-Analysis (Comprehensive Meta-Analysis, version 2) is a stand-alone, Windowsbased meta-analysis program. An advantage of Comprehensive Meta-Analysis is that it was developed
to do meta-analysis and as a consequence the learning curve is not particularly steep. Comprehensive
Meta-Analysis does not provide quite the range of analysis options as Stata or R, but what it does
provide it does very well. Furthermore, it will perform most of the analyses reported in this paper besides
the multivariate meta-analysis. One area where Comprehensive Meta-Analysis shines is the calculation
of effect sizes. It can compute effect sizes directly within the program from many different types of
information. Comprehensive Meta-Analysis does not provide the variety of data-management features or
variety of graphical features available in the other packages, although the meta-analysis graphs that
Comprehensive Meta-Analysis provides are excellent.

Conclusions
Science progresses by bringing together evidence, identifying what we know, what we do not know, and
what the problems are with the evidence. Meta-analysis can play a role in this process. We regularly tell
our students that there is no better way to learn a literature—including a literature’s problems—than by
performing a meta-analysis. Digging into the details of studies, dealing with contradictions, and accepting
ambiguities help bring a perspective on the scientific literature that is both humbling and exciting. Yes
there are problems—including problems with meta-analysis. But there is work to do and questions to
answer and that is what makes science fun.
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