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SUMMARY
Guaranteed-cost consensus for high-order nonlinear multi-agent networks with switching topologies is
investigated. By constructing a time-varying nonsingular matrix with a specific structure, the whole
dynamics of multi-agent networks is decomposed into the consensus and disagreement parts with nonlinear
terms, which is the key challenge to be dealt with. An explicit expression of the consensus dynamics,
which contains the nonlinear term, is given and its initial state is determined. Furthermore, by the structure
property of the time-varying nonsingular transformation matrix and the Lipschitz condition, the impacts of
the nonlinear term on the disagreement dynamics are linearized and the gain matrix of the consensus protocol
is determined on the basis of the Riccati equation. Moreover, an approach to minimize the guaranteed cost
is given in terms of linear matrix inequalities. Finally, the numerical simulation is shown to demonstrate the
effectiveness of theoretical results. Copyright c© 0000 John Wiley & Sons, Ltd.
Received . . .
KEYWORDS: Multi-agent network, Lipschitz nonlinearity, guaranteed-cost consensus, switching
topology, Riccati equation.
1. INTRODUCTION
Consensus is a typical collection behavior of multi-agent networks consisting of a number
of autonomous dynamic agents and has been extensively investigated recently due to its
wide applications in different fields such as formation and containment control for unmanned
aerial vehicles [1]-[4], synchronization control for sensor networks [5]-[6] and reconfiguration
for spacecraft clusters [7]-[8], et al. For leadless multi-agent networks, the whole dynamics
contains two parts: the consensus dynamics and the disagreement dynamics, which describe the
macroscopical and microcosmic behaviors of multi-agent networks, respectively. The consensus
dynamics is often described by the consensus function and the disagreement dynamics is used to
determine the consensus and consensualization criteria.
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2According to the dynamics of each agent, multi-agent networks can be classified three types:
first-order ones, second-order ones and high-order ones. The dynamics of each agent in first-
order and second-order multi-agent networks is usually described as the first-order and second-
order integrators, respectively, whose consensus analysis and design problems can be simplified
by these structure features (see [9]-[14] and references therein). Each agent in high-order multi-
agent networks is often modeled by a general high-order linear system, whose consensus and
consensualization criteria are more difficult to be determined since each agent does not have specific
structure features compared with first-order and second-order integrators. Some important and
interesting works about high-order linear multi-agent networks were finished in [15]-[22], where
the optimization performance was not considered.
In practical applications of multi-agent networks, each agent may have limited energy supply to
perform certain tasks, such as sensing, communication and movement, et al. Meanwhile, consensus
regulation is required to satisfy some performance indexes. For examples, when a multiple mobile
autonomous vehicle network performs a specific patrol task, the distance performance is very
important due to utility maximization. Thus, it is a crucial challenge to realize the tradeoff design
between consensus regulation performance and energy consumption, which can usually be modeled
as optimal or suboptimal consensus problems. For first-order multi-agent networks, the optimal
consensus criterion was proposed in [23], where it is essentially required that the interaction
topology is a completed graph, which means that all nonzero eigenvalues of the associated
Laplacian matrix are identical. For second-order multi-agent networks, Guan et al. [24] considered
consensus regulation performance, but energy consumption was not dealt with, and Wang et al. [25]
constructed a linear quadratic optimization index and proposed suboptimal consensus criteria.
For high-order multi-agent networks, optimal consensus is difficult to be achieved due to complex
structures and guaranteed-cost consensus is proposed to realize suboptimal control. Linear matrix
inequality (LMI) criteria for guaranteed-cost consensualization were proposed in [26] and [27],
where the dimensions of all the variables are associated with the number of agents, so the
computation complexity greatly increases as the number of agents increases. This shortcoming
was overcome in [28], where the dimensions of all the variables in LMI guaranteed-cost consensus
criteria are equal to the one of the dynamics of each agent. To the best of our knowledge, guaranteed-
cost consensus of multi-agent networks with nonlinear dynamics and switching topologies is not
comprehensively investigated and the following three challenging problems are still open: (i) How to
determine the consensus function when the nonlinear dynamics is involved; (ii) How to linearize the
impacts of nonlinearity on disagreement dynamics and to determine the gain matrix of the consensus
protocol with switching topologies; (iii) How to obtain the minimum guaranteed cost.
The current paper focuses on guaranteed-cost consensus control for high-order multi-agent
networks with Lipschitz nonlinear dynamics and switching topologies. By constructing a time-
varying orthonormal matrix with a specific structure, the whole dynamics of multi-agent networks
is decomposed into two subsystems with nonlinear dynamics, which are used to determine the
consensus function and the consensualization criterion, respectively. Then, it is shown that the
consensus dynamics is intrinsically coincided with the own dynamics of each agent, but the initial
states are different. Furthermore, it is revealed that the product of the time-varying part of the
transformation matrix and its transpose is equivalent to the Laplacian matrix of a complete graph.
Based on this property and the Lipschitz condition, a sufficient condition for guaranteed-cost
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3consensualization is presented in terms of the Riccati equation, the dimension of whose variable
is independent of the number of agents, and an upper bound of the guaranteed cost is determined.
Moreover, an approach is proposed to minimize the guaranteed cost.
Compared with the existing works about guaranteed-cost consensus of high-order multi-agent
networks, the current paper has the following four novel features. Firstly, the current paper studies
the impacts of nonlinear dynamics on guaranteed-cost consensus, but the literatures [26]-[28] did
not. Secondly, the current paper determines an explicit expression of the consensus dynamics and
its initial states. No approach was given to determine the consensus function in [26] and [27], and
the method in [28] cannot be used to investigate nonlinear cases. Thirdly, the current paper proposes
an approach to linearize the nonlinear factor on disagreement dynamics, while the methods in [26]-
[28] are no longer valid to deal with nonlinear dynamics. Fourthly, the current paper determines the
minimum guaranteed cost under mild assumptions, but the guaranteed costs given in [26]-[28] may
not be minimum.
The current paper is organized as follows. In Section 2, based on graph theory, the problem
description is given. Section 3 presents an approach to give the explicit expression of the consensus
dynamics and to determine its initial states. In Section 4, sufficient conditions for guaranteed-
cost consensualization are proposed, and the approaches to determine the guaranteed cost and the
minimumguaranteed cost are presented, respectively. A numerical example is shown to demonstrate
theoretical results in Section 5. Finally, concluding remarks are given in Section 6 and basic concepts
and conclusions on graph theory are given in Section 7 .
Notations: Rd is the d-dimensional real column vector space and Rd×p is the set of d× p
dimensional real matrices, where d and p are positive integers. IN and 1N represent the N -
dimensional real identity matrix and the column vector with all components 1, respectively. 0 is
used to represent the zero number and the zero vector with a compatible dimension. The notation
⊗ denotes the Kronecker product. The symbol * in the matrix stands for the symmetric term.
PT = P > 0 and PT = P < 0 mean that the symmetric matrix P is positive definite and negative
definite, respectively. trace {P} denotes the trace of the matrix P .
2. PROBLEM DESCRIPTION
Consider multi-agent networks with N identical nonlinear agents, where the ith agent is modeled
by
x˙i(t) = Axi(t) + f(xi(t)) +Bui(t) (i ∈ {1, 2, · · · , N}) , (1)
where A ∈ Rd×d, B ∈ Rd×p, xi(t) and ui(t) are the state and the control input, respectively and
the nonlinear function f : Rd × [0,+∞)→ Rd is continuous and differentiable, which satisfies the
following Lipschitz condition with a Lipschitz constant γ > 0:
‖f(y)− f(z)‖ ≤ γ ‖y − z‖ ,
where y and z are any vectors with compatible dimensions. Multi-agent networks with the above
Lipschitz nonlinear dynamics extensively exist in practical applications. For instants, the sinusoidal
term in multiple manipulator systems is globally Lipschitz as shown in [29] and [30]. Actually, the
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4Lipschitz constant γ > 0 is a low bound of the distance to unobservability of (AT , BT ) and (A,B)
should be controllable to guarantee that the distance to unobservability of (AT , BT ) is positive. As
shown in [31], it is sufficient for linear multi-agent networks to achieve consensus that (A,B) is
controllable, but this conclusion does not hold when the Lipschitz nonlinear dynamics exists.
Let η ⊂ N be an index of the set κ of some undirected graphs, where N is the natural number
set. The time function σ(t) : [0,+∞) → η denotes the switching signal. The interaction topologies
among the agents of multi-agent network (1) are randomly switching among undirected graphs
belonging to the set κ and can be described by Gσ(t)=
(
V
(
Gσ(0)
)
, E
(
Gσ(t)
))
, where V
(
Gσ(0)
)
is a nonempty finite time-invariant set of nodes and E
(
Gσ(t)
) ⊆ V (Gσ(t))× V (Gσ(t)) is a set
of edges. The node vi ∈ Gσ(0) presents agent i and the edge (vj , vi) ∈ E
(
Gσ(t)
)
denotes that
there exists an interaction channel from agent j to agent i. Gσ(t) is said to be connected if there
at least exists one node having an undirected path to every other nodes at any time t. Moreover,
it is assumed that switching times {ti : i = 0, 1, 2, · · · } of the switching signal σ(t) satisfy that
tk − tk−1 ≥ Td (∀k ≥ 1) for a positive constant Td.
The following consensus protocol is applied for agent i to collect the state information of its
neighboring agents
ui(t) = K
∑
j∈Nσ(t),i
wσ(t),ij (xj(t)− xi(t)), (2)
where K ∈ Rp×d is the gain matrix, wσ(t),ij is the weight of the interaction channel (vj , vi)
with wσ(t),ii = 0, wσ(t),ji = wσ(t),ij ≥ 0 and wσ(t),ij > 0 if (vj , vi) ∈ E
(
Gσ(t)
)
, and Nσ(t),i(t) ={
j : (vj , vi) ∈ E
(
Gσ(t)
)}
represents the index of the neighbor set of vertex vi. Furthermore, for
given symmetric and positive matrices Q and R, consider the following linear quadratic cost
function
JC =
∫ +∞
0
(JCu(t) + JCx(t)) dt, (3)
where
JCu(t) =
N∑
i=1
uTi (t)Rui(t),
JCx =
N∑
i=1
∑
j∈Nσ(t),i
wσ(t),ij(xj(t)− xi(t))TQ (xj(t)− xi(t)),
which are called the energy consumption term and the consensus regulation term, respectively.
Let Wσ(t) =
[
wσ(t),ij
] ∈ RN×N and Dσ(t) = diag{∑Nj=1 wσ(t),ij , i = 1, 2, · · · , N} be the
adjacency matrix and in-degree matrix of the interaction topology, respectively, then the matrix
Lσ(t) = Dσ(t) −Wσ(t) denotes the Laplacian matrix of Gσ(t), which satisfies that Lσ(t)1N = 0. It
should be pointed out that Lσ(t) is piecewise continuous since interaction topologies of multi-agent
network (1) are switching with Td > 0. Let
x(t) =
[
xT1 (t), x
T
2 (t), · · · , xTN (t)
]T
,
F (x(t)) =
[
f(x1(t))
T
, f(x2(t))
T
, · · · , f(xN (t))T
]T
,
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
Prepared using rncauth.cls DOI: 10.1002/rnc
5then the dynamics of multi-agent network (1) with protocol (2) can be written as
x˙(t) =
(
IN ⊗A− Lσ(t) ⊗BK
)
x(t) + F (x(t)). (4)
In the following, the definitions of the guaranteed-cost consensus and consensualization of multi-
agent networks are given, respectively, which are used to realize the suboptimal tradeoff design
between consensus regulation performance and energy consumption.
Definition 1
Multi-agent network (4) is said to achieve guaranteed-cost consensus if there exist a positive
constant β and a vector-valued function c(t) such that limt→+∞ (x(t)− 1N ⊗ c(t)) = 0 and JC ≤ β
for any bounded initial state x(0), where β and c(t) are said to be the guaranteed cost and the
consensus function, respectively.
Definition 2
Multi-agent network (1) is said to be guaranteed-cost consensualizable by protocol (2) if there exists
a gain matrix K such that it achieves guaranteed-cost consensus.
The current paper mainly focuses on the following three guaranteed-cost consensus problems
for nonlinear multi-agent networks with switching connected topologies: (i) How to determine the
impacts of nonlinear dynamics on the consensus function; (ii) How to design the gain matrix K
such that multi-agent network (4) achieves guaranteed-cost consensus; (iii) How to determine and
minimize the guaranteed cost.
3. CONSENSUS FUNCTIONS
In this section, an explicit expression of the consensus dynamics and its initial states are given,
which can be used to determine the consensus function, and the impacts of the nonlinear dynamics
and switching topologies on the consensus function are shown.
Because it is assumed that the communication topology Gσ(t) is undirected and connected,
the Laplacian matrix Lσ(t) is symmetric and zero is its simple eigenvalue. Hence, there exists an
orthonormal matrix Uσ(t) =
[
u1, uσ(t),2, · · · , uσ(t),N
]
with u1 = 1N
/√
N such that
UTσ(t)Lσ(t)Uσ(t) = Λσ(t) = diag
{
λσ(t),1, λσ(t),2, · · · , λσ(t),N
}
, (5)
where 0 = λσ(t),1 < λσ(t),2 ≤ · · · ≤ λσ(t),N are the eigenvalues of Lσ(t). Let x˜(t) =(
UT
σ(t) ⊗ Id
)
x(t) =
[
x˜T1 (t), x˜
T
2 (t), · · · , x˜TN (t)
]T
. Since Uσ(t) is piecewise continuous and is
constant at the switching interval, multi-agent network (4) can be transformed into
˙˜x(t) =
(
IN ⊗A− Λσ(t) ⊗BK
)
x˜(t) +
(
UTσ(t) ⊗ Id
)
F (x(t)). (6)
Let ei (i ∈ {1, 2, · · · , N}) be an N -dimensional column vector with the ith element 1 and 0
elsewhere and U¯σ(t) =
[
uσ(t),2, uσ(t),3, · · · , uσ(t),N
]
, then one has
(
eT1 ⊗ Id
) (
UTσ(t) ⊗ Id
)
= uT1 ⊗ Id, (7)
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6[
0, I(N−1)d
] (
UTσ(t) ⊗ Id
)
= U¯Tσ(t) ⊗ Id. (8)
Let ς(t) =
[
x˜T2 (t), x˜
T
3 (t), · · · , x˜TN (t)
]T
and Λ˜σ(t) = diag
{
λσ(t),2, λσ(t),3, · · · , λσ(t),N
}
, then it can
be derived from (6) to (8) that
˙˜x1(t) = Ax˜1(t) +
1√
N
N∑
i=1
f(xi(t)), (9)
ς˙(t) =
(
IN−1 ⊗A− Λ˜σ(t) ⊗BK
)
ς(t) +
(
U¯Tσ(t) ⊗ Id
)
F (x(t)). (10)
Actually, subsystems (9) and (10) describe the consensus and disagreement dynamics of multi-
agent network (4). It can be found that both (9) and (10) contain the nonlinear terms f(xi(t))(i =
1, 2, · · · , N) , which means that the nonsingular transformation does not completely decompose the
whole dynamics of multi-agent network (4) into the consensus and disagreement dynamics due to
the influence of the nonlinear dynamics of each agent. The following theorem presents an approach
to determine the consensus dynamics and its initial state.
Theorem 1
If multi-agent network (4) achieves consensus, then the consensus function c(t) satisfies that
c˙(t) = Ac(t) + f (c(t)) ,
where
c(0) =
1
N
N∑
i=1
xi(0).
Proof
Due to
e1 ⊗ x˜1(t) =
[
x˜T1 (t), 0, · · · , 0
]T
,
one can set that
xc(t)
∆
=
(
Uσ(t) ⊗ Id
) [
x˜T1 (t), 0, · · · , 0
]T
=
1√
N
1N ⊗ x˜1(t). (11)
Since
N∑
i=2
ei ⊗ x˜i(t) =
[
0, x˜T2 (t), · · · , x˜TN (t)
]T
,
it can be obtained that
xc¯(t)
∆
=
(
Uσ(t) ⊗ Id
) [
0, x˜T2 (t), · · · , x˜TN (t)
]T
=
N∑
i=2
uσ(t),i ⊗ x˜i(t). (12)
Because uσ(t),i (i = 1, 2, · · · , N) are linearly independent, xc(t) and xc¯(t) are linearly independent
by (11) and (12). Due to
(
UTσ(t) ⊗ Id
)
x(t) =
[
x˜T1 (t), x˜
T
2 (t), · · · , x˜TN (t)
]T
,
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7one can show that
x(t) = xc(t) + xc¯(t).
According to the structure of xc(t) given in (11), multi-agent network (4) achieves consensus if and
only if limt→+∞
[
x˜T2 (t), x˜
T
3 (t), · · · , x˜TN (t)
]T
= 0; that is, limt→+∞ς(t) = 0. In this case, x˜1(t)
/√
N
is a valid candidate of the consensus function.
If multi-agent network (4) achieves consensus, then one can show that
lim
t→+∞
(x(t)− xc(t)) = lim
t→+∞
(
x(t) − 1√
N
1N ⊗ x˜1(t)
)
= 0.
Hence, one can obtain that
lim
t→+∞
(
c(t)− 1√
N
x˜1(t)
)
= 0.
Since multi-agent network (4) achieves consensus, one has limt→+∞ (xi(t)− c(t)) = 0 (i =
1, 2, · · · , N), which means that
lim
t→+∞
(
f(xi(t))− f
(
1√
N
x˜1(t)
))
= 0 (i = 1, 2, · · · , N).
Let
υ(t) =
1√
N
x˜1(t).
Then, one can derive by (9) that
υ˙(t) = Aυ(t) + f (υ(t)) .
Due to x˜(t) =
(
UT
σ(t) ⊗ Id
)
x(t) and x˜1(t) =
(
eT1 ⊗ Id
)
x˜(t), one can obtain that
x˜1(t) =
(
eT1 U
T
σ(t) ⊗ Id
)
x(t).
Since eT1 U
T
σ(t) = 1
T
/√
N , one has
x˜1(0) =
1√
N
N∑
i=1
xi(0),
which means that
υ(0) =
1
N
N∑
i=1
xi(0).
For simplicity of expression, one can choose that c(t) = υ(t). Thus, the conclusion of Theorem 1
can be obtained.
Remark 1
For leaderless multi-agent networks, an interesting and challenging problem is to determine the
consensus dynamics, which is usually described by the consensus function. Xiao and Wang first
introduced the concept of the consensus function in [15], where it was assumed that the consensus
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8function is time-invariant. In [31], an initial state projection method was proposed to determine
the time-varying consensus function. In [15] and [31], interaction topologies are fixed and the
dynamics of each agent is linear, so the whole dynamics of multi-agent networks can be completely
decomposed by the nonsingular transformation. However, their methods are no longer valid when
each agent contains nonlinear dynamics and interaction topologies are switching. Theorem 1 shows
that the consensus dynamics of nonlinear multi-agent networks also contains the nonlinear term and
switching topologies do not impact the consensus function.
4. GUARANTEED-COST CONSENSUALIZATION CRITERIA
In this section, the impacts of the nonlinear term
(
U¯T
σ(t) ⊗ Id
)
F (x(t)) in (10) are linearized
by using the structure property of the transformation matrix Uσ(t) and the Lipschitz condition
and guaranteed-cost consensualization criteria are presented to determine the gain matrix K .
Furthermore, an approach to obtain the minimum guaranteed cost is proposed.
Let λmin = min {λi,2 (i = 1, 2, · · · , η)} and λmax = max {λi,N (i = 1, 2, · · · , η)}, then the
following theorem establishes a sufficient condition for guaranteed-cost consensualization on the
basis of the Riccati equation, where the dimension of the variable is independent of the number of
agents.
Theorem 2
Multi-agent network (1) is guaranteed-cost consensualizable by protocol (2) withK = BTP if there
exists PT = P > 0 such that
Ξ = ATP + PA+ P
(
λ2maxBRB
T − 2λminBBT + Id
)
P + 3λmaxQ+ γ
2Id = 0.
In this case, the guaranteed cost satisfies that
β =
1
N
xT (0)
((
NIN − 1N1TN
)⊗ P)x(0).
Proof
Consider the following Lyapunov function candidate
V (t) = ςT (t) (IN−1 ⊗ P ) ς(t),
where P is a solution of the Riccati equation Ξ = 0. Taking the derivative of V (t) with respect to t
along the solution of subsystem (10), one can derive that
V˙ (t) =
N∑
i=2
x˜Ti (t)
(
ATP + PA− λσ(t),iBTKTP − λσ(t),iPBK
)
x˜i(t)
+2ςT (t)
(
U¯T
σ(t) ⊗ P
)
F (x(t)).
(13)
It can be shown that
2ςT (t)
(
U¯Tσ(t) ⊗ P
)
F (x(t)) ≤
N∑
i=2
x˜Ti (t)PP x˜i(t) + F
T (x(t))
(
U¯σ(t)U¯
T
σ(t) ⊗ Id
)
F (x(t)). (14)
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9Due to Uσ(t)U
T
σ(t) = IN , one can show that
U¯σ(t)U¯
T
σ(t) =
1
N
(
NIN − 1N1TN
)
.
Thus, one has
FT (x(t))
(
U¯σ(t)U¯
T
σ(t) ⊗ Id
)
F (x(t)) =
1
2N
N∑
i=1
N∑
j=1
‖f(xi(t)) − f(xj(t))‖2. (15)
Since
‖f(xi(t))− f(xj(t))‖ ≤ γ ‖xi(t)− xj(t)‖ (i, j = 1, 2, · · · , N) ,
it can be obtained that
1
2N
N∑
i=1
N∑
j=1
‖f(xi(t))− f(xj(t))‖2 ≤ γ
2
2N
N∑
i=1
N∑
j=1
‖xi(t)− xj(t)‖2
= γ2xT (t)
(
U¯σ(t)U¯
T
σ(t) ⊗ Id
)
x(t). (16)
Due to
U¯Tσ(t) ⊗ Id =
[
0, I(N−1)d
] (
UTσ(t) ⊗ Id
)
,
it can be derived that
γ2xT (t)
(
U¯σ(t)U¯
T
σ(t) ⊗ Id
)
x(t) = γ2
N∑
i=2
x˜Ti (t)x˜i(t). (17)
From (13) to (17), one has
V˙ (t) ≤
N∑
i=2
x˜Ti (t)
(
ATP + PA− λσ(t),iKTBTP − λσ(t),iPBK + PP + γ2Id
)
x˜i(t). (18)
Let K = BTP , then it can be shown by Ξ = 0 and (18) that
V˙ (t) ≤
N∑
i=2
x˜Ti (t)
(
2(λmin − λσ(t),i)PBTBP − λ2maxPBRBTP − 3λmaxQ
)
x˜i(t).
Due to λmin − λσ(t),i ≤ 0(i = 2, 3, · · · , N) and λmax > 0, it can be derived that V˙ (t) ≤ 0 and
V˙ (t) ≡ 0 if and only if x˜i(t) ≡ 0(i = 2, 3, · · · , N); that is, limt→+∞ς(t) = 0. By the proof of
Theorem 1, multi-agent network (4) achieves consensus.
Next, we analyze the guaranteed-cost performance of the gain matrixK = BTP . It can be derived
that
JCu(t) = x
T (t)
(
L2σ(t) ⊗ PBRBTP
)
x(t), (19)
JCx(t) = x
T (t)
(
2Lσ(t) ⊗Q
)
x(t). (20)
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10
Due to λσ(t),1 = 0 and x˜(t) =
(
UT
σ(t) ⊗ Id
)
x(t), one has
xT (t)
(
L2σ(t) ⊗ PBRBTP
)
x(t) =
N∑
i=2
λ2σ(t),ix˜
T
i (t)PBRB
TP x˜i(t), (21)
xT (t)
(
2Lσ(t) ⊗Q
)
x(t) =
N∑
i=2
2λσ(t),ix˜
T
i (t)Qx˜i(t). (22)
Let T ≥ 0, then it can be obtained from (19) to (22) that
JT
∆
=
∫ T
0
(JCu(t) + JCx(t)) dt =
N∑
i=2
∫ T
0
x˜Ti (t)
(
2λσ(t),iQ+ λ
2
σ(t),iPBRB
TP
)
x˜i(t)dt.
Thus, one can derive that
JT =
N∑
i=2
∫ T
0
x˜Ti (t)
(
2λσ(t),iQ+ λ
2
σ(t),iPBRB
TP
)
x˜i(t)dt+
∫ T
0
V˙ (t)dt− V (T ) + V (0)
≤
N∑
i=2
∫ T
0
x˜Ti (t)(2(λmin − λσ(t),i)PBTBP + (λ2σ(t),i − λ2max)PBRBTP
+ (2λσ(t),i − 3λmax)Q)x˜i(t)dt− V (T ) + V (0)
≤ V (0).
(23)
Due to U¯σ(t)U¯
T
σ(t) =
(
NIN − 1N1TN
)/
N and ς(t) =
[
0, I(N−1)d
] (
UT
σ(t) ⊗ Id
)
x(t), it can be
obtained that
ςT (0) (IN−1 ⊗ P ) ς(0) = 1
N
xT (0)
((
NIN − 1N1TN
)⊗ P)x(0). (24)
By (23) and (24), let T → +∞, then the conclusion of Theorem 2 can be obtained.
Remark 2
For linear multi-agent networks, by using an important property of the Laplacian matrix that its
row sum is equal to zero, the dynamics of the whole network can be completely decomposed as
the consensus and disagreement parts, which can used to determine the consensus function and
the consensualization criteria, respectively. However, for nonlinear multi-agent networks, both the
consensus and disagreement dynamics contain nonlinear terms as shown in (9) and (10). To linearize
the influence of the nonlinear term, Theorem 2 applies the structure property of the time-varying part
U¯σ(t) of the orthonormal transformation matrix Uσ(t); that is, U¯σ(t)U¯
T
σ(t) = N
−1
(
NIN − 1N1TN
)
.
It should be pointed out that the influence of the nonlinear term cannot be dealt with by the methods
in [26]-[28], where some interesting and important guaranteed-cost consensualization results were
proposed.
To ensure that Ξ = 0 in Theorem 2 has a positive definite solution, ATP + PA− 2λminBBT <
0 is necessary, which means that (A,B) is stabilizable due to λmin > 0. Furthermore, these
terms PP + γ2Id and λ
2
maxPBRB
TP + 3λmaxQ in Ξ represent the impacts of the nonlinear
dynamics and the cost function on guaranteed-cost consensualization, respectively. If λR,max <
2λminλ
−2
max with λR,max > 0 denoting the maximum eigenvalue of the matrixR, then λ
2
maxBRB
T −
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2λminBB
T < 0. In this case, Ξ− PP − γ2Id = 0 has a unique and positive definite solution. Thus,
when the nonlinear dynamics does not exist; that is, f(xi(t)) ≡ 0 (i = 1, 2, · · · , N), the following
theorem presents a sufficient condition for guaranteed-cost consensualization, which is a more
perfect result for guaranteed-cost consensus design than the one in [28], where the existence and
uniqueness of the solutions of LMI guaranteed-cost consensualization criteria for linear multi-agent
networks with switching topologies cannot be ensured.
Theorem 3
Multi-agent network (1) with f(xi(t)) ≡ 0 (i = 1, 2, · · · , N) is guaranteed-cost consensualizable
by protocol (2) if λR,max < 2λminλ
−2
max and (A,B) is stabilizable. In this case, the gain matrix
is K = BTP with PT = P > 0 the solution of ATP + PA+ P
(
λ2maxBRB
T − 2λminBBT
)
P +
3λmaxQ = 0 and the guaranteed cost satisfies that β = N
−1xT (0)
((
NIN − 1N1TN
)⊗ P)x(0).
Moreover, it is a very interesting problem to determine the minimum guaranteed cost by choosing
a proper matrix P . Because β is associated with the initial states xi(0)(i = 1, 2, · · · , N), it is difficult
to obtain the minimum guaranteed cost β∗. Here, the guaranteed cost is minimum in the sense that
the initial state error between any two agents is a random variable with the zero mean value and
E
{
(xj(0)− xi(0))(xj(0)− xi(0))T
}
= Id, which is a similar assumption to optimization control
of isolated systems as shown [32]. In this case, one can obtain that
E
{
1
N
xT (0)
((
NIN − 1N1TN
)⊗ P)x(0)}
=
1
2N
E
{
N∑
i=1
N∑
j=1
(xj(0)− xi(0))TP (xj(0)− xi(0))
}
=
N
2
trace {P} .
Let β∗ = E {β}, then β∗ = 0.5N · trace {P} . From Theorem 2, by Schur complement lemma in
[33], the following theorem presents an approach to determine the minimum guaranteed cost in
terms of LMIs.
Theorem 4
Multi-agent network (1) is guaranteed-cost consensualizable by protocol (2) with the minimum
guaranteed cost if there exist P˜T = P˜ > 0 and X˜T = X˜ > 0 such that
min trace
(
X˜
)
s.t.[
X˜ Id
∗ P˜
]
> 0,

P˜AT +AP˜ − λ2maxBRBT − 2λminBBT + Id 3λmaxP˜Q γP˜
∗ −3λmaxQ 0
∗ ∗ −Id

 < 0.
In this case, K = BT P˜−1 and the minimum guaranteed cost is β∗ = 0.5N · trace{X˜} .
Remark 3
Intuitively speaking, the guaranteed cost β increases as the number of agents increases since both
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R and Q are positive. However, the relationship between the guaranteed cost and the number of
agents cannot be directly reflected by the explicit expression of the guaranteed cost β in Theorem
2, where both N and N−1 appear in β. Actually, the matrix N−1
(
NIN − 1N1TN
)
is equivalent
to the Laplacian matrix of a complete graph with the weights of all the edges N−1, which has
a simple zero eigenvalue and whose nonzero eigenvalues are one. Hence, the guaranteed cost is
directly proportional to the number of agents as x(0) and P are given, which is also coincident with
the conclusion of Theorem 4 when the minimum guaranteed cost is considered.
5. NUMERICAL SIMULATIONS
Consider a Lipschitz nonlinear multi-agent network with six agents and the dynamics of each agent
is described by (1) with
A =


0 1 0 0
−48.60 −1.25 48.60 0
0 0 0 1
19.50 0 −19.50 0

 , B =


0
21.60
0
0

 , f(xi) =


0
0
0
−γ sin(xi3)

 ,
where xi = [xi1, xi2, xi3, xi4]
T
with i = 1, 2, ..., 6 and γ = 0.333. Figure 1 gives four undirected
interaction topologies in the switching set and the switching signal σ(t) is shown in Figure 2.
3
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3
4
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3
4
2
1
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Figure 1. Switching topology set.
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Figure 2. Switching signal σ(t).
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Figure 3. Output trajectories.
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Figure 4. Trajectory of the cost function JT .
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In Figure 3, the state trajectories of this multi-agent network are shown, and the trajectories
marked by circles are the curves of the consensus function given in Theorem 1 and the full curves
represent trajectories of states of six agents. Figure 4 depicts the trajectory of the cost function JT .
One can see from Figures 3 and 4 that state trajectories of all agents converge to the ones marked
by circles and the cost function JT converges to a finite value less than β. The simulation results
illustrate that this Lipschitz nonlinear multi-agent network achieves guaranteed-cost consensus.
6. CONCLUSIONS
The current paper addressed guaranteed-cost consensus for high-order multi-agent networks with
Lipschitz nonlinearity and switching topologies. An explicit expression of the consensus dynamics,
which is intrinsically coincident with the own dynamics of each agent, was given and it was
shown that the initial state of the consensus dynamics is the average of initial states of all agents.
Furthermore, based on the Riccati equation, a guaranteed-cost consensualization criterion was
presented, where the dimension of the variable is independent of the number of agents, and an
upper bound of the guaranteed cost was determined, which is associated with the initial states of all
agents. Moreover, an approach to determine the minimum guaranteed cost was proposed in terms
of LMIs.
The current paper assumes that all interaction topologies in the switching set are undirected and
connected, which means that the Laplacian matrix associated with each topology is symmetric
and has a simple zero eigenvalue. By this structure feature, the energy consumption term and the
consensus regulation term can be simplified as shown in (21) and (22), and the impacts of the
nonlinear term in the disagreement dynamics can be eliminated as shown in (16) and (17). However,
the Laplacian matrix of a directed topology may be asymmetric and may not be diagonalizable, so
the approaches in the current paper are no longer valid and some new methods are required to
simplify the quadratic cost function and eliminate the impacts of the nonlinear term. We will focus
on guaranteed-cost consensus control for nonlinear multi-agent networks with directed switching
topologies in our further work.
7. APPENDIX
An undirected graph G consists of a node set V (G) = {v1, v2, · · · , vN}, an edge set E(G) ⊆
{(vi, vj) : vi, vj ∈ V (G)}, and a symmetric adjacency matrix W = [wij ] ∈ RN×N , where wij > 0
if (vj , vi) ∈ E(G) and wii = 0 (i = 1, 2, · · · , N). The in-degree matrix and the Laplacian matrix
of G is defined as D = diag
{∑
j∈Ni
wij , i = 1, 2, · · · , N
}
and L = D −W , respectively, where
Ni = {vj ∈ V (G) : (vj , vi) ∈ E(G)} denotes the neighbor set of node vi. G is said to be connected
if there exists at least an undirected path between any two nodes. It can be shown that L at least has
a zero eigenvalue and 1N is the associated eigenvector. Especially, 0 is a simple eigenvalue of L and
all the other N − 1 eigenvalues are positive if G is connected. More details on graph theory can be
found in [34].
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