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Zusammenfassung
Das Ziel der vorliegenden Arbeit besteht in der Entwicklung eines hybriden Meßsystems zur groß-
ra¨umigen und schnellen Vermessung von Autobahnen. Dabei wird den besonderen Anforderungen,
welche hierbei auftreten, Rechnung getragen. Das entwickelte System ist hinsichtlich Genauigkeit und
Verfu¨gbarkeit der Trajektorienbestimmung sowie Kosteneffizienz, welche durch Einsatz von modernen
GPS Empfa¨ngern sowie der Entwicklung neuer Module fu¨r die schnelle und zuverla¨ssige Auflo¨sung der
Ambiguita¨ten erreicht wird, optimiert.
Die Entwicklung des Systems beinhaltet ebenfalls die Aktualisierung der benutzten Hardware. Dazu
geho¨ren die Schnittstellenkarte zur Kommunikation zwischen INS und Computer sowie die benutzten
GPS Empfa¨nger, welche durch moderne Gera¨te ersetzt werden. Die durch die Modernisierung der
Hardware notwendige Analyse der Software-Module ergibt, daß die vorhandene Software-Architektur
keine in vertretbarem Aufwand durchzufu¨hrenden Vera¨nderungen mo¨glich macht und fu¨hrt zu einer
kompletten Neuimplementierung der INS und GPS Module. Dabei wird besonderes Augenmerk auf
eine streng strukturierte und objektorientiere Implementierung der Module geachtet, die eine rasche
Anpassung an sich a¨ndernde Gegebenheiten, wie neue oder zusa¨tzliche Sensoren, erlaubt.
Zentraler Teil der Arbeit ist die Entwicklung eines modernen GPS Prozessors, welcher die Ambi-
guita¨ten schnell und zuverla¨ssig auflo¨st. Als Basis der Ambiguita¨tenauflo¨sung dient der LAMBDA-
Algorithmus, welcher fu¨r die in dieser Arbeit im Fokus stehende kinematische Anwendung von GPS
und INS modifiziert wird. Dies bedingt im speziellen Modifikationen am Originalansatz bezu¨glich der
Anzahl der zu testenden Ambiguita¨ten sowie deren Validierung. Die im kinematischen Ansatz i.d.R.
großen Suchra¨ume und daraus folgend die erhebliche Anzahl der Mehrdeutigkeiten, erschweren hierbei
die Fixierung der korrekten Ambiguita¨ten. Aus diesem Grund werden die gefunden Mehrdeutigkeiten
mittels verschiedener, strenger Validierungsverfahren getestet.
Typischerweise wird der Einsatzradius der kinematischen GPS Prozessierung auf kurze Basislinien
beschra¨nkt, da mit steigendem Abstand zwischen Referenzstation und mobilem GPS Empfa¨nger die
entfernungsabha¨ngigen Fehler dominieren und oftmals eine erfolgreiche Auflo¨sung der Ambiguita¨ten
nicht erlauben. Dies wirkt sich demnach in einer verminderten Positionsgu¨te aus und fu¨hrt bei dem
gewu¨nschten großra¨umigen Einsatzbereich zu einer zwangsla¨ufigen Stu¨ckelung der Trajektorie und
damit zu einer geminderten Effizienz. Diese Mißsta¨nde werden dadurch kompensiert, daß der klassi-
sche Ansatz der Einzelbasislinienprozessierung aufgegeben wird und stattdessen auf Daten virtueller
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Referenzstationen zuru¨ckgegriffen wird.
Der in dieser Arbeit verwirklichte Ansatz der sequentiellen Prozessierung multipler virtueller Refe-
renzstation bietet hierbei die Mo¨glichkeit den Einsatzbereich des hybriden Meßsytems auf großra¨umige
Bereiche auszudehnen und die Stu¨ckelung der Trajektorien zu minimieren.
Die Wirksamkeit der verfolgten Ansa¨tze wird mittels einer Testmessung, einer ca. 50 km langen
Meßstrecke, belegt, welche komplett an einem Stu¨ck und ga¨nzlich ohne physische Referenzstationen
gemessen wird. Letztlich zeigt die Auswertung der Testmessung eindrucksvoll die U¨berlegenheit der
kombinierten GPS/INS Messung gegenu¨ber der Messung mittels Einzelsensoren, welche sich in we-
sentlich ku¨rzeren Datenlu¨cken in der GPS Positionierung mittels Phasenbeobachtungen und fixierter
Mehrdeutigkeiten aufgrund von Signalabrissen, bedingt durch Bru¨cken, Schilderbru¨cken o.a¨., a¨ußert.
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Abstract
The purpose of the present work exists in the development of a hybrid measurement system for the
quick survey of spacious highways. Besides, it takes into account the special requirements which appear
for these operations. The developed system is optimised for accuracy and availability of the trajectory
determination and cost efficiency which is obtained by the application of modern GPS receivers as
well as the development of new modules for the quick and reliable resolution of the ambiguities.
The development of the system likewise contains the update of the used hardware. This includes
the interface card for the communication between the INS and the computer as well as the used GPS
receivers which are substituted by modern devices. Analysis of the current software architecture that
became necessary because of the modernisation of the hardware reveals that it makes no sense to carry
out changes on the present software modules. This leads to a completely new implementation of the
INS and GPS software modules. Besides, special attention to a strictly structured and object oriented
implementation is adhered to which makes it possible to react quickly to changing circumstances, like
new or additional sensors.
A central part of the work is the development of a modern GPS processor which resolves the
ambiguities fast and reliably. The basis for the ambiguity resolution is served by the LAMBDA-
algorithm which in this work is modified to meet the special needs of this application which deals
with combined INS and GPS processing. This causes modification of the original approach regarding
the number of ambiguities which have to be tested and their validation. Dealing with kinematic GPS
data usually means bigger search spaces and therefore a considerable number of ambiguities which
complicates the resolution of the correct ambiguities. For that reason all ambiguities found are tested
by means of different strict validation methods.
Typically the operational area for kinematic GPS application is limited to short baselines because
with increasing distance between base station and mobile receiver GPS the distance dependent errors
start to dominate and often do not permit a successful resolution of the ambiguities. Usually this leads
to deteriorated position accuracy and efficiency because of the division of the trajectory into pieces
in order to keep the distance dependent errors minimal. This drawback is compensated by the fact
that the classical approach of the single baseline processing is abandoned, instead it will use data from
virtual base stations.
The approach of the sequential processing of multiple virtual base stations achieved in this work
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offers the possibility to expand the operational area of the hybrid measurement system to extended
areas and to minimise the division of the trajectory into pieces.
The effectiveness of the developed system is proved by means of a test measurement system, an
approximately 50 km long measuring test track, which is completely measured in a piece and entirely
without using physical base stations. In the end, the evaluation of the test results shows impressively
the superiority of the new combined GPS/INS measurement compared with measurements by means of
single sensors. The combined method results in substantially shorter data gaps in the GPS positioning
using phase observations with fixed ambiguities when there are signal blockages, for example by bridges
or similar obstructions.
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Abku¨rzungen
DCS Differentielle Codelo¨sung
DOD Department of Defense (US-Verteidigungsministerium)
DOT Department of Transportation (US-Verkehrsministerium)
FKP Fla¨chenkorrekturparameter
FOC Full Operational Capability
GPS Global Positioning System
IK Integerkombination(en)
INS Inertiales Navigationssystem
IRU Inertial Reference Unit
LAMBDA Least-squares AMB iguity Decorrelation Adjustment
LK Linearkombination
MGPS Modernisiertes GPS
M.d.k.Q Methode der kleinsten Quadrate
GNSS Global Navigations Satellite System
RLG Ring Laser Gyro (Laserkreisel)
RNSS Radio Navigation Satellite Systeme
RTK Real-Time Kinematic
SIGNA Satellite and Inertial-Platform based Geodetic NAvigation System
SKinI Satellite K inematic Inertial
VRS Virtuelle Referenzstation
VLBI Very Long Baseline Interferometry
WGS84 World Geodetic System
ZB Zerobaseline
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1. Einleitung
Satellitengestu¨tzte Positionierung und Navigationssysteme nehmen eine stetig wachsende Rolle in der
heutigen Zeit ein. Dreidimensionale Wegfu¨hrung in der Luftfahrt, Autonavigationssysteme und Schiffs-
navigation in verengten Wasserwegen sind nur einige Beispiele fu¨r die Anwendung dieser Systeme. Um
die fu¨r diese Anwendungsgebiete notwendigen Voraussetzungen zu erfu¨llen, sind satellitengestu¨tzte
Systeme oftmals nicht ausreichend und mu¨ssen mit zusa¨tzlichen Sensoren erweitert werden. Die In-
tegration von inertialen Sensoren in bestehende satellitengestu¨tzte Systeme ist fu¨r diesen Zweck sehr
gut geeignet und wurde erfolgreich in der Vergangenheit eingesetzt.
Am Institut fu¨r Physikalische Geoda¨sie der Technischen Universita¨t Darmstadt (IPGD) wird seit
nunmehr ca. 15 Jahren Forschung auf diesem Gebiet betrieben. Erwa¨hnenswert fu¨r die Entwicklung
kombinierter GPS/INS Systeme sind die Arbeiten von [Heinze 1996], [So¨hne 1996] und [Mathes 1998],
welche sich erfolgreich mit dem Thema der Koppelung von GPS und INS auseinander gesetzt ha-
ben, um die hohen Anforderungen hinsichtlich der kontinuierlichen Positionierungsgenauigkeit und
Verfu¨gbarkeit einer Trajektorie zu erfu¨llen, welche mit dem alleinigen Einsatz von GPS nicht erreicht
werden ko¨nnen. Diese Arbeiten fu¨hrten zu Systemen, welche geoda¨tischen Anspru¨chen genu¨gen und
in Fahr- und Flugzeugen erprobt wurden, wobei der Einsatz in Fahrzeugsystemen den Schwerpunkt
der Forschungen darstellten.
Da die in den Arbeiten [Heinze 1996], [So¨hne 1996] und [Mathes 1998] entwickelten Software-Pakete
seitens der Software-Architektur keine in vertretbaren Aufwand durchzufu¨hrende Vera¨nderungen mo¨g-
lich machten, wurde eine Neuentwicklung der Software zur Prozessierung von GPS und INS Daten
erarbeitet. Beispielsweise wurde das Programm LINS (siehe [Heinze 1996]) im Rahmen der Forschungs-
ta¨tigkeit am IPGD in der Sprache C entwickelt und bietet nicht die Mo¨glichkeiten einer gut struk-
turierten und objektorientierten Implementierung. Somit ist eine rasche Anpassung an andere Gege-
benheiten, wie die Anpassung an ein anderes INS, nur schwer durchfu¨hrbar. Weiterhin handelt es sich
bei der in der LINS Software benutzten Hardware (Schnittstellenkarte fu¨r Dekodierung und Speiche-
rung der INS-Daten) um eine ISA-Karte, die speziell fu¨r das IPGD gefertigt wurde und somit kein
Standardprodukt mit entsprechender Unterstu¨tzung darstellt. Aufgrund der individuellen Hardware
war die Software LINS nur unter MS-DOS als Konsolenanwendung einsetzbar. Dies bedeutete fu¨r die
Hardware-Architektur ebenfalls keine Mo¨glichkeiten der Aktualisierung und machte eine Aufgabe der
DOS-basierten Hardware-Behandlung unumga¨nglich, um die Applikation auch im Umfeld aktueller
und zuku¨nftiger Betriebssysteme verfu¨gbar zu machen. Aus diesen Gru¨nden wurde entschieden, eine
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vo¨llig neue, offene Implementation mit den Mo¨glichkeiten der schnellen Anpassung von Hard- und
Software zu entwickeln. Somit stellt die im Rahmen dieser Arbeit geschaffene Software (SIGNA1 und
SKinI 2) eine streng strukturierte und klassenorientierte Basis dar, die das Einbringen neuer Entwick-
lungen, wie der Einsatz von Kamerasystemen und Verwendung zusa¨tzlicher Sensoren, erleichtert.
Die Schwerpunkte dieser Arbeit liegen zum einen in der Kombination von INS und GPS Daten
und zum anderen in der Entwicklung von Modulen zur schnellen Ambiguita¨tenauflo¨sung inklusive der
Ambiguita¨tenvalidierung, welche hinsichtlich der hochgenauen GPS Vermessung obligatorisch sind.
Besonders im Fall eines Meßsystems zur großra¨umigen Vermessung von Autobahnen ist die Zeit,
welche fu¨r die Mehrdeutigkeitsauflo¨sung vonno¨ten ist, ein sehr wichtiger Aspekt. Das gewu¨nschte Ge-
nauigkeitsniveau der zu vermessenden Trajektorie ist nur mit Hilfe von Phasenpositionen erreichbar.
Dies entspricht der Minimierung des Anteils von Code-Positionen an der Gesamttrajektorie. Aus die-
sem Grund wurden die am Institut vorhandenen GPS Algorithmen durchgreifend u¨berarbeitet und
in großem Maße neu entwickelt, um einen modernen GPS Prozessor fu¨r zuku¨nftige Entwicklungen
bereitzustellen, welcher die Mehrdeutigkeiten schnell und zuverla¨ssig auflo¨st. Gleichermaßen wurde
der Entwicklung von vernetzten Referenzstationen Rechnung getragen und dieses Konzept in die vor-
liegende Arbeit eingefu¨gt. Der Weggang vom klassischen Ansatz einer Einzelbasislinie zum Konzept
vernetzter Referenzstationen fu¨hrt zu einer deutlichen Steigerung der Effektivita¨t und Minimierung
des Arbeitsaufwands, was sich hinsichtlich der Kosten positiv auswirkt. Schließlich wurde auf die be-
sonderen Anforderungen Ru¨cksicht genommen, welche fu¨r ein kinematisches System zur großra¨umigen
Vermessung von Bundesautobahnen notwendig sind. Diese sind im wesentlichen:
• Einsatz von Satellitenempfa¨ngern mit kurzen Zeiten fu¨r die Re-Akquise von Satellitensignalen
nach einem Signalabriß
• Einsatz von Algorithmen zur schnellen Ambiguita¨tenbestimmung aufgrund der fu¨r Satellitenan-
wendungen problematischen Umgebung, welche bedingt durch Bru¨cken oder Schilderbru¨cken zu
zahlreichen Signalabrissen und eine fu¨r die hochgenaue Positionierung unvorteilhafte Satelliten-
geometrie fu¨hren kann.
• Kontinuierliche Bestimmung von Koordinaten entlang der Meßstrecke, d.h. auch unter Bru¨cken
und in Bereichen, welche bedingt durch Signalabschattungen nur mit einer ungenu¨genden Anzahl
von Satelliten abgedeckt werden ko¨nnen.
• Bestimmung einer hochauflo¨senden Trajektorie.
• Mo¨glichst geringe Beeintra¨chtigung des fließenden Verkehrs wa¨hrend der Vermessung eines Auto-
bahnstu¨cks. Dies wird durch die Aufrechterhaltung der Geschwindigkeit von mindestens 60 km/h
und den Verzicht auf Stops erreicht.
1
Satellite and Inertial-Platform based Geodetic NAvigation System
2
Satellite K inematic Inertial
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• Ausdehnung des Aktionsradius des Systems, um eine Stu¨ckelung der Meßfahrten und damit
verbunden den Mehraufwand der Nachbearbeitung zu minimieren.
Die vorliegende Arbeit gliedert sich in elf Kapitel. In Kapitel 2 wird ein U¨berblick u¨ber die Ori-
ginalbeobachtungen bei GPS, differentielle Konzepte sowie Linearkombinationen gegeben, welche aus
den Originalfrequenzen L1 und L2 gebildet werden ko¨nnen. Kapitel 3 beinhaltet die Beschreibung der
LAMBDA-Methode, welche als Basis fu¨r das entwickelte Verfahren zur Auflo¨sung der Ambiguita¨ten
dient. Die Erweiterung des klassischen Basislinienkonzeptes mittels virtuellen Referenzstationen sowie
die Vorteile, die sich daraus ergeben, werden in Kapitel 4 behandelt. Die Grundlagen inertialer Navi-
gationssysteme, welche die Prinzipien der Inertialnavigation beinhalten, werden in Kapitel 5 ero¨rtert.
Aufbauend auf den theoretischen Grundlagen der Kapitel 2 und 5 werden in Kapitel 6 die Mo¨glich-
keiten dargelegt, wie eine Integration von GPS und INS in ein hybrides System durchgefu¨hrt werden
kann und welche Vor- und Nachteile daraus entstehen ko¨nnen.
Die Beschreibung der benutzten Hardware, welche dem in dieser Arbeit entwickelten hybriden Sys-
tem zugrunde liegt, erfolgt in Kapitel 7. Besonderes Augenmerk wird dabei auf die Eigenschaften von
GPS Empfa¨ngern bezu¨glich der Re-Akquisitionszeiten gelegt. Zudem wird detailliert auf die fu¨r die
Integration a¨ußerst wichtige ra¨umliche und zeitliche Synchronisation eingegangen. Basierend auf den
in Kapitel 7 dargelegten Informationen zu den Hardware-Komponenten, behandelt Kapitel 8 die Be-
schreibung des Filterprozesses der INS Auswertung. Kapitel 9 stellt den Schwerpunkt dieser Arbeit dar
und behandelt ausfu¨hrlich die Ambiguita¨tenauflo¨sung des im Rahmen dieser Arbeit entwickelten GPS
Prozessors. Besondere Aufmerksamkeit wird auf die Validierung der gefundenen Integerkombinationen
gelegt. Ebenfalls wird die Mo¨glichkeit des direkten Festsetzens von Mehrdeutigkeiten ohne Mehrdeu-
tigkeitssuche ero¨rtert. Weiterhin beinhaltet dieses Kapitel die Beschreibung der Vereinigung von GPS
und INS Daten zur beschleunigten Ambigutita¨tenauflo¨sung. Schließlich wird die sequentielle Prozes-
sierung mehrerer virtueller Referenzstationen sowie die Implementierung in die entwickelte Software
erkla¨rt. Kapitel 10 bescha¨ftigt sich mit Analysen, Feldtests und den darin enthaltenen Ableitungen
fu¨r Validierungsroutinen. Außerdem werden grundsa¨tzliche Untersuchungen zur Positionierung mit
virtuellen Referenzstationen sowie exemplarisch Testmessungen aufgefu¨hrt, um die Leistungsfa¨higkeit
der entwickelten Software einerseits im ausschließlichen GPS Modus und andererseits im GPS/INS
Modus zu belegen.
Das letzte Kapitel widmet sich der Zusammenfassung der in der Arbeit entwickelten Algorithmen
und gibt einen Ausblick sowie Empfehlungen fu¨r zuku¨nftige Entwicklungen.
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2. Grundlagen GPS
Das weltumspannende Satellitennavigationssystem GPS wurde entwickelt, um das in den 60er Jahren
entwickelte System TRANSIT zu ersetzen. Im Gegensatz zu TRANSIT kann dem GPS eine rasante
und in vielen Bereichen revolutionierende Entwicklung bescheinigt werden. Dies la¨ßt sich leicht aus den
Nutzerzahlen und Bereichen ableiten, in die das Satellitennavigationssystem vorgedrungen ist. War
es anfa¨nglich nur fu¨r Wissenschaftler und milita¨rische Belange von Interesse, so hat sich dieses Bild
grundlegend vera¨ndert. Der oben genannte Kreis von Personen ist inzwischen in den Hintergrund ge-
treten und andere Nutzerkreise, wie z.B. Autofahrer, Freizeitsportler, Landwirtschaft, Forstwirtschaft,
Energiewirtschaft, Reedereien, Segler, Luftverkehr, Vermessung etc. sorgen dafu¨r, daß die GPS Tech-
nologie zum Massenmarkt geworden ist. Dabei kann das Anwendungsspektrum von GPS als nahezu
unbegrenzt angesehen werden. Bedingt durch stetige Verbesserungen der Hard- und Software sowie
sinkende Preise fu¨r GPS Empfa¨nger werden immer neue Anwendungsfelder und demnach auch neue
Nutzergruppen geschaffen.
Die GPS Entwicklungsphasen lassen sich grob in folgende Zeitbereiche einteilen. Anfang der 80er
Jahre wurden die ersten Versuche mit GPS gestartet. Diese Versuche behandelten hauptsa¨chlich die
differentielle Positionierung mittels statischen Beobachtungen. Dies bedeutete vor allem sehr lange
Beobachtungszeiten (u¨ber mehrere Stunden hinweg) und demnach eine sehr niedrige Produktivita¨t.
Hauptziel war damals, ein hohes Genauigkeitsmaß fu¨r lokale, regionale und globale GPS Netze fu¨r
geoda¨tische und geodynamische Zwecke sowie Punktverdichtungen zu realisieren [IPGD 1990]. Ab ca.
1990 wurden effiziente Ansa¨tze geschaffen, um eine Verku¨rzung der Beobachtungszeit bei gleichem Ge-
nauigkeitsniveau zu erreichen. Diese Methoden basieren auf Algorithmen zur Ambiguita¨tenauflo¨sung
vor allem im Nahbereich, wie z. B. der FARA Algorithmus [Frei und Beutler 1990]. Weiterhin ist der
Ausbau des Raumsegmentes anzufu¨hren, welcher ebenfalls einen großen Anteil an der Erho¨hung der Ef-
fektivita¨t des GPS Systems hatte. Erst 1995 wurde das Satellitennavigationssystem GPS als vollsta¨ndig
einsatzbereit deklariert (FOC = Full Operation Capability). Mitte der Neunziger Jahre begann auch
die Entwicklung verschiedener sog. On-The-Fly Algorithmen, welche die Auflo¨sung der Ambiguita¨ten
auch in der Bewegung erlauben. Ansa¨tze hierzu wurden von [Abidin 1993], [Euler und Landau 1992],
[Mathes und Gianniou 1994] und anderen entwickelt.
Auf den gro¨ßer werdenden Druck, den die Planungen zu einem europa¨ischen Satellitensystem (Gali-
leo) hervorgerufen haben, hob die Clinton-Regierung im Mai 2000 die ku¨nstliche Verschlechterung des
zivilen GPS Signals (SA) auf. Standard-Precision GPS (SPS) kann seit diesem Zeitpunkt mit einer
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Genauigkeit von 10 - 25 m genutzt werden.
2.1. Originalbeobachtungen
Um die Meßgro¨ßen zu erla¨utern, welche in den weiteren Kapiteln verwendet werden, erfolgt eine
knappe Herleitungen dieser, basierend auf den Ausfu¨hrungen in [Hofmann-Wellenhof u. a. 1997] und
[Leick 1995].
Die wesentlichen Meßgro¨ßen geoda¨tischer Empfa¨nger sind die Code-Pseudostrecken und die Tra¨ger-
phasen, die im Fall von Zweifrequenzempfa¨ngern auf beiden verfu¨gbaren Signalen L1 und L2 gemessen
werden. Die grundlegenden Beobachtungsgleichungen fu¨r Code (Pi) und Phase (Φi) lauten:
Pi = ρi + dρ+ c(dt− dT ) + dioni + dtrop + MPi + Pi (2.1)
Φi = ρi + dρ+ c(dt− dT )− dioni + dtrop + MPΦi + Φi + λiNi (2.2)
mit
Pi Code-Beobachtung [m]
ρi geometrische Entfernung zwischen Empfa¨nger und Satellit [m]
dρ Orbitfehler [m]
c Lichtgeschwindigkeit [m/s] gema¨ß [GPS Interface Control Document 2000]
dt Satellitenuhrenfehler [sec]
dT Empfa¨ngeruhrenfehler [sec]
dioni Laufzeitverzo¨gerung wegen ionospha¨rischer Refraktion [m]
dtrop Laufzeitverzo¨gerung wegen tropospha¨rischer Refraktion [m]
MPi Code-Multipath Fehler [m]
Pi Empfa¨ngerrauschen der Code-Messung [m]
Φi Tra¨gerphasenmessung [m]
MPΦi Tra¨gerphasen-Multipath Fehler [m]
Φi Empfa¨ngerrauschen der Phasen-Messung [m]
λi Wellenla¨nge des GPS Tra¨gerphasensignals [m]
Ni ganzzahlige Ambiguita¨t [cyc]
i Signal L1 oder L2
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Der Einfluß der Ionospha¨re in Formel (2.1) hat die gleiche Gro¨ße wie in Formel (2.2). Allerdings
wird dieser mit umgekehrten Vorzeichen angebracht. Ein weiterer augenscheinlicher Unterschied in der
Formel (2.2) ist der Term fu¨r die Ambiguita¨t Ni, welcher aus der Mehrdeutigkeit der GPS Phasenmes-
sung resultiert. Zu Beginn einer Messung kann der Empfa¨nger nur die Phase des letzten Wellenzyklus
messen. Die Anzahl der Wellenla¨ngen, ausgehend vom Phasenzentrum der Satellitenantenne zum An-
tennenphasenzentrum der Empfangsantenne, bleibt im Fall von statischen Beobachtungen wa¨hrend der
Messung unbekannt und wird als Ambiguita¨t oder Phasenmehrdeutigkeit bezeichnet. Die Ambiguita¨t
bleibt im Fall einer kontinuierlichen Verfolgung des Satellitensignals (engl. satellite tracking) konstant.
Ist es wa¨hrend der Verfolgung des Satellitensignals, bedingt durch einen Signalabriß, Abschattungen,
Sto¨rfrequenzen oder Multipath, zu einem Phasensprung gekommen, wird die Ambiguita¨t um einen
unbekannten ganzzahligen Wert verfa¨lscht und muß neu gescha¨tzt werden.
2.2. Differentielles GPS
Abha¨ngig von der Empfa¨ngertechnologie variiert die Meßgenauigkeit des Codes im Bereich von eini-
gen Dezimetern bis mehrere Meter mit einem generell starken Rauschanteil. Demgegenu¨ber steht die
Phasenmessung mit einer Genauigkeit von einigen Millimetern. Das Ausnutzen dieser Genauigkeit ist
aber erst nach dem erfolgreichen Fixieren der Ambiguita¨ten mo¨glich und nicht mittels eines Einzel-
empfa¨ngers durchfu¨hrbar, da große Unsicherheiten, vor allem bei der Scha¨tzung des Uhrenfehlers sowie
durch den Einfluß der refraktierenden Medien (Ionospha¨re und Tropospha¨re), eine Fixierung der Mehr-
deutigkeiten nicht zulassen. Allerdings gibt es in dieser Hinsicht einige vielversprechende Ergebnisse
aktueller Forschung [Beran u. a. 2002], die mittels eines geoda¨tischen Empfa¨ngers, pra¨zisen Ephemeri-
den und Uhrinformationen, Positionsgenauigkeiten von einigen Dezimetern erreichen. Dennoch du¨rfen
diese Ergebnisse nicht allzu optimistisch gesehen werden, da bei der Echtzeitpositionierung nicht auf
die notwendigen pra¨zisen Ephemeriden und Uhreninformationen zuru¨ckgegriffen werden kann.
Um eine ho¨here Genauigkeit zu erlangen, wird stattdessen die differentielle Methode benutzt. Mit
Hilfe von pra¨zisen Koordinaten einer Referenzstation wird der Raumvektor zwischen der Referenz und
dem Rover bestimmt. Der Großteil der Fehlereinflu¨sse von GPS, die auf beiden Stationen auftreten,
sind stark ra¨umlich korreliert. Diese Korrelationen werden bei der Modellbildung des Differentiellen
GPS ausgenutzt, so daß der Hauptteil der korrelierten Komponenten bei der Differenzbildung elimi-
niert werden kann. Dies gilt allerdings strenggenommen nur im Fall von Stationen deren Abstand
”
gering“ ist, was unter der Voraussetzung ruhiger atmospha¨rischer Gegebenheiten in aller Regel fu¨r
Stationsabsta¨nde von ca. 10-15 km gu¨ltig ist.
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Unter anderem sind folgende Differenzbildungen u¨blich:
Single Differences ∆ Basis am Boden
Double Differences ∇∆ Empfa¨nger-Satellit Doppel-Differenz
Triple Differences δ∇∆ Epochendifferenz
Die Beobachtungsgleichungen fu¨r Single Differences zwischen einer Referenzstation und einem Rover
zum gleichen Satellit i entsprechen:
∆Φi = ΦiRover − ΦiReferenz (2.3)
∆Φi = ∆ρi +∆dρi + c∆dT −∆dioni +∆dtropi +∆iMPΦ +∆iΦ + λ∆N i (2.4)
Durch das einmalige Differenzieren wird der Satellitenuhrenfehler eliminiert, da er in beiden Glei-
chungen ΦiRover und Φ
i
Referenz vorhanden ist. Weiterhin sind die ra¨umlich korrelierten Ausbreitungs-
fehler nur noch differentielle Gro¨ßen, deren Hauptanteile ebenfalls eliminiert werden.
Ein Nachteil dieser Methode ist darin zu sehen, daß in der Differenzgleichung (2.4) der Empfa¨n-
geruhrenfehler bestehen bleibt. Dies ist auch ein Grund fu¨r die seltene Verwendung der Methode der
Single Differences, außer z.B. in Anwendungen, in denen verschiedene GPS Receiver von einer ge-
meinsamen externen Uhr versorgt werden ko¨nnen, wie es in einigen Lageregelungssystemen1 der Fall
ist [Keong 1999]. Fu¨r die meisten Anwendungen in der geoda¨tischen Praxis ist dieser Ansatz aller-
dings schwer implementierbar, da beispielsweise eine gemeinsame, externe Uhr einen großen Abstand
zwischen Rover und Referenzstation nicht zula¨ßt. Alle anderen Gro¨ßen in der Differenzgleichung (2.4)
werden i.d.R. vorab bestimmt, modelliert oder vernachla¨ssigt (z.B. Multipath ∆MPΦ).
Die wohl popula¨rste Methode um GPS Beobachtungen zu prozessieren, basiert auf dem Modell der
Double Differences (∇∆-Operator).
Diese ist ebenfalls in der vorliegenden Arbeit implementiert. Double Differences werden durch die
Differenzbildung zweier Single Differences eines Rover-Referenzpaares und zweier Satelliten (i, j) ge-
bildet:
∇∆Φ = ∆Φi −∆Φj = (ΦiRover − ΦiReferenz)− (ΦjRover − ΦjReferenz) (2.5)
Auf die Herleitungen mittels der einfacheren Code-Gleichung (2.1) wird verzichtet. Stattdessen wer-
den die weiteren Ausfu¨hrungen mit der Phasengleichung (2.2) aufgebaut. Nach Umformulieren von
Gleichung (2.5) folgt:
∇∆ΦLi = ∇∆ρLi +∇∆dρ−∇∆dionLi +∇∆dtrop +∇∆MPΦLi +∇∆φLi + λLi∇∆NLi (2.6)
1GPS Multiantennensysteme zur Bestimmung der ra¨umlichen Orientierung eines Flugzeugs.
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Die verschiedenen Empfangskana¨le eines GPS Empfa¨ngers werden meist von einer gemeinsamen
internen Uhr gesteuert, weshalb der Uhrenfehler verschiedener Kana¨le als gleich angesehen und mit-
tels Differenzbildung zwischen zwei Satelliten eliminiert werden kann. Als Folge davon hat sich der
Ansatz der Double Differences als sehr popula¨r beim Einsatz der pra¨zisen relativen Positionierung
herausgestellt.
Eine weitere Mo¨glichkeit der Differenzbildung besteht in der Dreifachdifferenz. Triple Differences
stellen die zeitlichen Differenzen zweier Double Differences mit denselben beteiligten Stationen und
Satelliten zu zwei Zeitpunkten t1 und t2 dar. Folglich wird zusa¨tzlich das Zeitargument in die Gleichung
eingefu¨hrt:
δ∇∆ΦLi(t1, t2) = ∇∆ΦLi(t2)−∇∆ΦLi(t1) (2.7)
δ∇∆ΦLi(t1, t2) = δ∇∆ρLi(t1, t2) + δ∇∆dρ(t1, t2)− δ∇∆dionLi (t1, t2) +
δ∇∆dtrop(t1, t2) + δ∇∆mΦLi (t1, t2) + δ∇∆φLi (t1, t2) (2.8)
Als Besonderheit der Triple Differences fa¨llt auf, daß der Ambiguita¨tenterm aus der Gleichung
herausgefallen ist. Dies gilt allerdings nur unter der Voraussetzung, daß keine Phasenspru¨nge zwi-
schen den Zeitpunkten t1 und t2 aufgetreten sind. Weiterhin ko¨nnen bei kleinen Meßraten auch die
atmospha¨rischen Resteffekte vernachla¨ssigt2 werden. Daraus folgt, daß prinzipiell eine Positionierung
ohne Kenntnis der Ambiguita¨ten mo¨glich ist. Allerdings ist die Stabilita¨t der Lo¨sung im geometri-
schen Sinne wesentlich schlechter als die der doppelt differenzierten Lo¨sung mit fixierten Ambiguita¨-
ten [Leinen 1997]. Deshalb werden die Triple Differences hauptsa¨chlich zur Scha¨tzung der Gro¨ße von
Phasenspru¨ngen eingesetzt.
2.3. Linearkombinationen
Das zweite Signal (L2-Signal) des GPS Systems war urspru¨nglich vorgesehen, um in Kombination mit
dem L1-Signal die ionospha¨rische Laufzeitverzo¨gerung zu erfassen und so die Positionierung zu verbes-
sern. Allerdings wurde fru¨h erkannt, daß durch die Verwendung spezieller Linearkombinationen von
L1- und L2-Signalen einige interessante und teilweise hilfreiche Eigenschaften des zusammengesetz-
ten Signals entstehen. Beispielsweise ko¨nnen die Eigenschaften der kombinierten Tra¨gerphasen in der
Form genutzt werden, um den Einfluß der ionospha¨rischen Refraktion zu reduzieren. Die grundlegende
Vorschrift zur Bildung der Linearkombinationen lautet:
ΦLK = α1ΦL1 + α2ΦL2 (2.9)
2Dies gilt nicht beim Auftreten ionospha¨rischer Sto¨rungen, unter dem Einfluß von ionospha¨rischer Szintillation, Durch-
gang des Maximums des Sonnenzyklus etc. [Wanninger 1993b, Wanninger 1993a]
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mit
Φ1 L1-Phasenbeobachtung [cyc]
Φ2 L2-Phasenbeobachtung [cyc]
Nach [Wu¨bbena 1991] ko¨nnen analog dazu die Frequenz, die Wellenla¨nge sowie die Ambiguita¨ten
des gebildeten Signals beschrieben werden:
fLK = α1fL1 + α2fL2 (2.10)
λLK =
c
fLK
(2.11)
NLK = α1NL1 + α2NL2 (2.12)
Sind die gewa¨hlten Koeffizienten α1 und α2 ganzzahlig, so ist die Ambiguita¨t der generierten Line-
arkombination ebenfalls ganzzahlig. Um die Frage zu kla¨ren, wie groß der zu erwartende Fehler des
generierten Signals ist, wird das Varianzfortpflanzungsgesetz auf (2.9) angewendet. Unter der Annah-
me gleicher Standardabweichungen der beiden Orgininalphasen σL1 = σL2 = σ0 fu¨hrt dies zu:
σLK = λLK[mm]σLK[cyc] = λLK[mm]
√
α12 + α22 σ0[cyc] (2.13)
2.3.1. L1/L2 Signal
Im trivialen Fall fu¨r α1 = 1 und α2 = 0, bzw. α1 = 0 und α2 = 1 stehen als Linearkombination die
Originalbeobachtungen der Signale L1 bzw. L2 mit den dazugeho¨rigen Ambiguita¨ten N1 bzw. N2 zur
Verfu¨gung.
2.3.2. Widelane
Eine sehr oft benutzte Linearkombination ist die Widelane-Beobachtung (L5). Werden fu¨r die Pa-
rameter α1 und α2 die Werte 1 und -1 gewa¨hlt, so fu¨hrt das zu einer Subtraktion der Signale.
Das Ergebnis ist das Differenzsignal mit einer Frequenz fLK = 1575.42 MHz − 1227.70 MHz =
347.42 MHz. Dies entspricht einer Wellenla¨nge von ca. 0.86 m. Als Folge der ca. vierfachen Wel-
lenla¨nge der Widelane-Linearkombination gegenu¨ber den urspru¨nglichen Signalen L1 und L2 wird
die Ambiguita¨tensuche erleichtert, da der Abstand zwischen den potentiellen Kandidaten vergro¨ßert
wird. Allerdings erho¨ht sich das Meßrauschen. Aus der Varianzfortpflanzung ist ersichtlich, daß das
Meßrauschen um den Faktor
√
2 ·λL5 erho¨ht wird und somit auf die ca. sechsfache Gro¨ße der L1-
Originalphase kommt (siehe Tab. 2.1). Im Rahmen dieser Arbeit wird die L5-Linearkombination fu¨r
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die L1-Ambiguita¨tensuche sowie als alternative Methode fu¨r die L1-Positionierung benutzt.
2.3.3. Narrowlane
Wird fu¨r die Koeffizienten α1 und α2 jeweils der Wert 1 gesetzt, so fu¨hrt das effektiv zu einer Addition
der Originalphasen. Die resultierende Wellenla¨nge ist dabei λNL = 10.7 cm, was diese Linearkombi-
nation fu¨r die Ambiguita¨tensuche im Fall von kinematischen Messungen ungeeignet erscheinen la¨ßt.
Allerdings nimmt das Meßrauschen fu¨r dieses Signal den kleinsten Betrag an.
2.3.4. Ionospha¨renfreie Linearkombination
Eine etwas kompliziertere Linearkombination ist die ionospha¨renfreie Linearkombination Lc. Die Be-
sonderheit der Lc-Linearkombination ist, daß der Faktor α2 in Gleichung (2.15) nicht mehr ganzzahlig
ist. Darin ist aber auch der Nachteil dieser Linearkombination zu sehen, da deren Ambiguita¨ten kei-
ne ganze Zahlen mehr sind. Sie ko¨nnen deshalb in der Auswertung nur als reelle Zahlen gescha¨tzt
werden. Alternativ kann eine vorab erfolgte Scha¨tzung der Originalambiguita¨ten N1 und N2 sowie
anschließender Positionsbestimmung mittels ionospha¨renfreier Linearkombination und den festgesetz-
ten Originalambiguita¨ten durchgefu¨hrt werden. Dies ist von Vorteil, da damit eine Eliminierung des
ionospha¨rischen Effekts erster Ordnung erreicht werden kann.
α1 = 1 (2.14)
α2 = −fL2
fL1
(2.15)
ΦLc = ΦL1 −
fL2
fL1
ΦL2 (2.16)
2.3.5. Ionospha¨risches Signal
Wa¨hlt man im Gegensatz zur Lc-Linearkombination den Wert −fL1fL2 fu¨r α2, so erha¨lt man eine weitere
besondere Linearkombination. Die resultierende Linearkombination entha¨lt nur noch die frequenzab-
ha¨ngigen Terme sowie die Ambiguita¨ten und wird als ionospha¨risches Signal oder auch als geometrie-
freie Linearkombination bezeichnet. Diese Linearkombination ist die optimale Observable zur Scha¨t-
zung des TEC und somit zur Modellierung der Ionospha¨re [Leinen 1997]. Das ionospha¨rische Residuum
besitzt, außer der Skalierung in L1-Wellenla¨ngen, die gleichen Eigenschaften wie das ionospha¨rische
Signal. Es a¨ndert sich im Laufe der Zeit nur durch die zeitlichen A¨nderungen der ionospha¨rischen
Refraktion. Im Fall eines Phasensprungs in einer oder beiden Tra¨gerphasen kann dieser direkt anhand
des ionospha¨rischen Residuums aufgedeckt werden, da sich der Wert des ionospha¨rischen Residuums
ebenfalls sprunghaft a¨ndern wu¨rde [Leinen 1997]. Im Rahmen dieser Arbeit wird das ionospha¨rische
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Residuum genutzt, um Phasenspru¨nge aufzudecken.
α1 = 1 (2.17)
α2 = −fL1
fL2
(2.18)
ΦLIR = ΦL1 −
fL1
fL2
ΦL2 (2.19)
Eine Zusammenstellung gebra¨uchlicher Linearkombinationen sowie deren Eigenschaften findet sich
in Tabelle (2.1). Weitere Informationen und umfassendere Darstellungen u¨ber die prinzipiell unend-
liche Zahl mo¨glicher Linearkombination wird in [Wu¨bbena 1991] ausfu¨hrlich behandelt. Des weite-
ren ko¨nnen Darstellungen zu Originalbeobachtungen, Differenzbildung und Linearkombinationen in
[Leick 1995], [Hofmann-Wellenhof u. a. 1997], [Seeber 1989] und [Bauer 1997] nachgeschlagen werden.
Beobachtung Notation α1 α2 λα1α2 [cm] σ[mm] Viono
ganzzahlige Koeffizienten
L1-Phase Φ1 1 0 19.0 1.9 0.779
L2-Phase Φ2 0 1 24.4 2.4 1.283
Widelane-LK ΦWL 1 -1 86.2 12.1 -1.000
Narrowlane-LK ΦNL 1 1 10.7 1.5 1.000
nicht ganzzahlige Koeffizienten
Ionospha¨renfreie LK Φif 1 −λ1λ2 48.5 6.1 0.000
Ionospha¨risches Residuum Φir 1 −λ2λ1 - - -
Tabelle 2.1.: Verschiedene Linearkombination der Phasenbeobachtungen Φ1 und Φ2
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Das Bestimmen der ganzzahligen Mehrdeutigkeiten, welche fu¨r die hochgenaue Positionierung mittels
GPS essentiell ist, stellt eine nicht triviale Aufgabe dar. Dies liegt hauptsa¨chlich in den hohen Korre-
lationen begru¨ndet, die in den Parametern (Ambiguita¨ten) des Minimierungsproblems (3.1) auftreten.
(aˆ− a)TQ−1aˆ (aˆ− a)
!
= min (3.1)
mit
aˆ Float-Ambiguita¨ten
a potentielle Kandidaten
Qaˆ Varianz-Kovarianzmatrix der Float-Ambiguia¨ten
In [Teunissen 1995] wird eine hocheffiziente Methode (LAMBDA1) zum Auflo¨sen des Mehrdeutig-
keitsproblems geschildert. Dabei wird die Integer-Eigenschaft der Ambiguita¨ten ausgenutzt, um das
urspru¨ngliche Ausgleichungsproblem umzuformen. Diese Methode basiert auf der Optimierung des
Ausgleichungsproblems (3.1) durch das Ausnutzen der Integer-Eigenschaften der Mehrdeutigkeiten
und entspricht dem Lo¨sen eines kleinste Quadrate Problems, welches in [Teunissen 1993] als Integer
least-squares bezeichnet wird.
Den Ausfu¨hrungen in [Teunissen 1993] folgend und unter Beachtung der Ganzzahligkeit der Ambi-
guita¨ten wird das Problem (3.1) zu
(aˆ− z)TQ−1aˆ (aˆ− z)
!
= min, mit z ∈ Z (3.2)
entspricht
a˘LS = arg min
z∈Zn
‖aˆ− z‖2Qaˆ (3.3)
umformuliert, wobei a˘LS ∈ Zn die fixierten integer least-squares-Ambiguita¨ten beschreibt.
1Die Abku¨rzung LAMBDA steht fu¨r L east Squares AMB iguity Decorrelation Adjustment
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Die Lo¨sung dieses Problems wird durch eine Integer-Suche innerhalb eines Suchraums gebildet,
welcher durch
Ωa = {a ∈ Zn | (aˆ− a)TQ−1aˆ (aˆ− a) ≤ λ2} (3.4)
definiert wird. Die Gro¨ße des Suchraums wird dabei durch das Wa¨hlen eines geeigneten Wertes fu¨r fu¨r
die positive Konstante λ2 geregelt.
Der Suchraum entspricht einem n-dimensionalen Ellipsoid, welches um die Float-Lo¨sung aˆ zentriert
wird. Die Form des Suchbereichs wird durch die Varianz-Kovarianzmatrix Qaˆ und das Volumen
2 durch
λ2 gesteuert. Liegen Daten einer einzelnen Epoche, bzw. von kurzen Beobachtungszeiten vor, so ist der
Suchbereich bedingt durch die sehr hohen Korrelationen der Ambiguita¨ten, extrem gestreckt. Die Suche
innerhalb dieses gesteckten
”
Zigarrenko¨rpers“ ist extrem zeitaufwendig und ineffizient, da sehr viele
Integerkombinationen getestet werden mu¨ssen. Um diesen Mißstand zu beheben, wird der Suchraum
durch die Dekorrelation der Float-Ambiguita¨ten in einen kugela¨hnlichen Ko¨rper transformiert. Die
Dekorrelation erfolgt durch folgende Transformation:
zˆ = ZT aˆ, Qzˆ = Z
TQaˆZ und a˘ = Z
−T z˘ (3.5)
mit
Z Transformationsmatrix
Qzˆ transformierte Varianz-Kovarianzmatrix der Float-Ambiguita¨ten
zˆ transformierte Float-Ambiguita¨ten
z˘ potentielle Integerkombination
a˘ ru¨cktransformierte potentielle Integerkombination
3.1. Dekorrelation der Ambiguita¨ten
Als Voraussetzung fu¨r die Reparametrisierung des Problems mittels (3.5) mu¨ssen allerdings Bedingun-
gen eingehalten werden. Die Transformationsmatrizen Z und Z−1 mu¨ssen einer Klasse von zula¨ssigen
Transformationsmatrizen entsprechen. Die Zula¨ssigkeit der Transformation wird dadurch definiert,
daß sie volumenerhaltend ist und alle Elemente innerhalb der Transformationsmatrix Integer-Werte
darstellen mu¨ssen, damit die Ganzzahligkeit der Ambiguita¨ten erhalten bleibt [Teunissen 1995]. Der
so transformierte Suchbereich entspricht dann:
Ωz = {z ∈ Zn | (zˆ − z)TQ−1zˆ (zˆ − z) ≤ λ2} (3.6)
2Strenggenommen wird bei n-dimensionalen (n > 3) Ko¨rpern nicht mehr vom Volumen, sondern vom Inhalt gesprochen.
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Abbildung 3.1.: Zweidimensionales Beispiel eines Suchraums vor (links) und nach (rechts) der Dekor-
relation durch die Z-Transformation. Die Float-Lo¨sung wird durch das Plus-Zeichen
angedeutet, wohingegen die Punkte potentielle Integerkombinationen repra¨sentieren.
In Abbildung (3.1) ist ein zweidimensionales Beispiel des Suchraums vor und nach der Dekorrelation
durch die Z-Transformation gegeben. Es ist offensichtlich, daß die Suche nach den nur noch drei
verbleibenden mo¨glichen Kandidaten (Abb. 3.1 rechtes Bild) wesentlich effektiver und weitaus weniger
rechenintensiv durchgefu¨hrt werden kann.
Mittels LDLT -Faktorisierung [de Jonge und Tiberius 1996] der Matrix Qz kann die linke Seite der
Gleichung (3.6) als Summe unabha¨ngiger Quadrate umgeschrieben werden:
(zˆ − z)TQ−1zˆ (zˆ − z) =
n∑
i=1
(zˆi|I − zi)2
σ2zi|I
(3.7)
wobei zi|I dem i-ten Diagonalelement entspricht, welches auf das vorherige Element konditioniert
ist, und σ2zi|I die dazugeho¨rige konditionierte Varianz darstellt. Ausgehend von (3.7) ko¨nnen nun n
individuelle Grenzen fu¨r die transformierten Ambiguita¨ten angegeben werden [Teunissen 1993]:
(zˆ1 − z1)2 ≤ σ2z1λ2
(zˆ2|1 − z2)2 ≤ σ2z2|1(λ2 − (zˆ1 − z1)2/σ2z1)
... (3.8)
(zˆn|N − zn)2 ≤ σ2zn|N (λ2 −
n−1∑
j=1
(zˆj|J − zj)2/σ2zj|J )
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3.2. Gro¨ße des Suchraums
Neben der Gestalt des Suchraums wird die Effizienz der Methode auch stark von der Gro¨ße des
Suchbereichs beeinflußt. Dabei gilt fu¨r die Festlegung der Ausdehnung des Suchbereichs, daß diese
oftmals einen Kompromiß zwischen den Aspekten Rechenaufwand und Zuverla¨ssigkeit darstellt. Die
Wahl von λ2 sollte demnach so erfolgen, daß der Suchbereich zwar klein ist, aber gleichzeitig garantiert
wird, daß mindestens eine Integerkombination bzw. zwei Integerkombinationen, wenn eine Validierung
der Integerkombination erfolgen soll, beinhaltet ist.
In [Teunissen u. a. 1996b] wird dargestellt, daß das Volumen Vn ein guter Indikator fu¨r die Anzahl
der enthaltenen Kandidaten ist, welche sich innerhalb der ellipsoidischen Region befinden. Ausgehend
von dieser Annahme wird in [de Jonge und Tiberius 1996] die Anzahl der potentiellen Kandidaten
u¨ber das Volumen in [Zyklenn] des ellipsoidischen Suchbereichs (3.4) approximiert:
Vn = λ
n
√
|Qzˆ| Un (3.9)
mit:
|Qzˆ| Determinante der Matrix Qzˆ
Un Volumen der Einheitskugel im R
n
λ positive Konstante
Das Volumen der Einheitskugel Un in (3.9) wird gebildet durch:
Un =
2
n
pi
n
2
Γ
(
n
2
) (3.10)
Die in (3.10) enthaltene Γ-Funktion ist definiert:
Γ (x) =
∫ ∞
0
e−ttx−1dt, fu¨r x > 0 (3.11)
Nach [de Jonge und Tiberius 1996] kann mit Hilfe von (3.10) und (3.11) schließlich (3.9) umformu-
liert werden, um eine Approximation fu¨r die Konstante λ2 zu erhalten:
λn =
Vn√
|Qzˆ| Un
λ2 =
(
Vn√
|Qzˆ| Un
) 2
n
(3.12)
Ist die Gro¨ße von λ2 bestimmt, kann die Suche innerhalb des ellipsoidischen Suchraums durchgefu¨hrt
werden. In [de Jonge und Tiberius 1996] ist beschrieben, wie dies in effizienter Weise durchgefu¨hrt
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werden kann.
Zusammenfassend kann gesagt werden, daß der Kern der LAMBDA-Methode auf dem Dekorrelati-
onsprozeß der Parameter beruht. Das Ergebnis der Dekorrelation fu¨hrt zwar nicht zu einer vollsta¨ndi-
gen Dekorrelation, da die oben genannten Voraussetzungen fu¨r zula¨ssige Transformationen eingehalten
werden mu¨ssen. Das Maß der Dekorrelation ist i.d.R. dennoch so groß, daß eine Ambiguita¨tensuche
wesentlich erleichtert wird und sehr erfolgreich durchfu¨hrbar ist.
Weitere Einzelheiten sowie die komplette Darstellung der LAMBDA-Methode kann unter anderem
in [Teunissen 1993], [Teunissen 1995],[Teunissen 1994] gefunden werden. Eine detaillierte Zusammen-
fassung der Thematik ist außerdem in [Verhagen 2005] gegeben.
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Basislinienkonzeptes
Die in den letzten Jahren vorgestellten Algorithmen zur schnellen Mehrdeutigkeitsauflo¨sung entwickel-
ten sich zu Standards fu¨r die hochgenaue kinematische Echtzeitpositionierung, welche heutzutage im
Vermessungswesen sehr weit verbreitet ist. In der Regel erha¨lt man mit diesen Methoden verla¨ßliche
Ergebnisse, solange keine großen Beobachtungsfehler die Phasen- und Code-Beobachtungen beein-
flussen. Dabei ist zu beachten, daß die Auflo¨sung der Ambiguita¨ten stark von den atmospha¨rischen
Gegebenheiten beeinflusst werden kann. In der Tat machen die ionospha¨rische und tropospha¨rische
Refraktion einen Hauptteil des Fehlerbudgets bei der differentiellen Positionierung mit GPS aus und
begrenzen den Einsatzbereich der konventionellen GPS Vermessung mittels einer Einzelbasislinie auf
kurze Distanzen. Selbst unter gema¨ßigten ionospha¨rischen Verha¨ltnissen in mittleren Breiten u¨bersteigt
der Fehler der differentiellen Ionospha¨re oft 1 ppm der Basislinienla¨nge [Wanninger 1995]. Wohinge-
gen beim Auftreten ionospha¨rischer Sto¨rungen sowie beim Durchgang des Sonnenzyklusmaximums
ionospha¨rische Fehler in den Basislinien auftreten ko¨nnen, die teilweise 10 ppm der Basislinienla¨nge
u¨bersteigen [Wanninger 1993b] und [Wanninger 1993a]. Das bedeutet, daß bei einer La¨nge der Basis-
linie von 10 km mit einem Einfluß der ionospha¨rischen Refraktion von >10 cm gerechnet werden muß.
Dies ist in dieser Hinsicht kritisch zu sehen, da eine instantane Ambiguita¨tenauflo¨sung oftmals nur
dann sicher mo¨glich ist, wenn die Meßgenauigkeit besser als die halbe Wellenla¨nge des Tra¨gersignals ist
[de Jong u. a. 2002]. Um diese Problematik lo¨sen zu ko¨nnen, wurden auf dem Gebiet der hochgenauen
Echtzeitvermessung Forschungen geta¨tigt, welche zu der Entwicklung und dem Aufbau von aktiven
GPS Referenzstationsnetzwerken fu¨hrten. Dabei werden einem Rover nicht mehr nur die Daten und
Korrekturen einer Referenzstation zur Verfu¨gung gestellt, sondern er bezieht Daten und Korrekturen
aus einem Netzwerk und positioniert sich somit relativ zu
”
mehreren“ Referenzstationen innerhalb
dieses Netzwerkes [Wu¨bbena u. a. 1996], [Han und Rizos 1996] und [Raquet u. a. 1998].
4.1. Fehlerquellen
Die Fehlerquellen, welche bei der relativen Positionierung mittels Einzelbasislinie auftreten, ko¨nnen
grundsa¨tzlich in zwei Gruppen eingeteilt werden.
Die erste Gruppe wird von denjenigen Fehlern gebildet, die durch relative Positionierung deutlich
verringert werden ko¨nnen und deren verbleibende Restfehler vom Abstand der Stationen abha¨ngen.
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Dazu geho¨ren der Orbitfehler der Satelliten, die ionospha¨rische Refraktion und die tropospha¨rische
Refraktion.
Die zweite Gruppe besteht aus den stationsabha¨ngigen Fehlern, welche vornehmlich aus Mehr-
wegeeffekten und Antennenphasenzentrumsfehlern bestehen. Diese ko¨nnen nicht durch ein Meßkon-
zept wie differentielle Beobachtungen oder Zweifrequenzmessungen eliminiert werden. Der Einfluß der
Mehrwegeausbreitung wird noch dadurch versta¨rkt, daß aufgrund des permanenten Betriebs bei Re-
ferenzstationen eines Netzwerks unter Sicherheitsgesichtspunkten fast nur Hausda¨cher als Meßorte in
Frage kommen. Auf diesen sind fast immer Mehrwegeeinflu¨sse zu beobachten [Wanninger 2002]. Daher
bleibt oftmals als einziges Mittel fu¨r die Minimierung der Mehrwegeeinflu¨sse eine geeignete Auswahl
der Meßumgebung und ein ada¨quates Antennen-Design.
Abbildung 4.1.: Verlauf der entfernungsabha¨ngigen Fehler in Abha¨ngigkeit der Distanz Referenz-
Rover.
In der Prinzipskizze (4.1) ist der theoretische Verlauf entfernungsabha¨ngiger Fehler dargestellt. Auf
die Ordinate wurden die Korrekturen, wie sie auf der Station
”
Referenz“ bestimmt wurden, aufge-
tragen. Die Entfernung der Stationen untereinander wird durch die Abszissenachse definiert. Gut
ersichtlich ist, daß das Niveau der Korrekturen streng genommen nur in der Na¨he der Station
”
Re-
ferenz“ gilt. Weiterhin ist erkennbar, daß die Korrekturdaten mit steigendem Abstand der Stationen
den wahren Fehlerhaushalt des Rovers nur ungenu¨gend kompensieren ko¨nnen. Dies fu¨hrte lange Zeit
zu der Aussage, daß die maximale La¨nge der Basislinien auf 10 bis 15 km begrenzt werden sollte, um
die Wirkung der entfernungsabha¨ngigen Fehler zu mindern und das Auflo¨sen der Mehrdeutigkeiten
der Basislinie mittels Suchalgorithmen nicht zu erschweren [Wanninger 1995].
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4.2. Vernetzung von Referenzstationen
Um die durch entfernungsabha¨ngige Fehler bedingte Probleme zu lo¨sen, wurde Ende der 90er Jahre
die Vernetzung von Referenzstationen in vielen La¨ndern vorangetrieben. Als Konzept hierfu¨r kamen
verschiedene Mo¨glichkeiten in Frage.
Als einfachste Realisierung dieser Idee ist vorstellbar, daß ein Rover von allen ihn umgebenden
Referenzstationen Korrekturdaten erha¨lt und diese abstandsabha¨ngig gewichtet, um seine Position
hochgenau zu bestimmen. Diese Lo¨sung ist aber gerade fu¨r Echtzeitanwendungen wenig praktikabel,
da der Rover in diesem Fall mit vielen Referenzstationen gleichzeitig kommunizieren muß. Dies kann bei
den U¨bertragungswegen und Bandbreiteneinschra¨nkungen heutiger U¨bertragungsmedien noch immer
problematisch sein. Daher wurden im Laufe der letzten Jahre zwei Mo¨glichkeiten der Vernetzung
entwickelt, welche gegenwa¨rtig in Deutschland im operationellen Betrieb sind (SAPOS c©).
Dies sind die Methoden der Fla¨chenkorrekturparameter (FKP) und der virtuellen Referenzstation
(VRS). In der vorliegenden Arbeit wird nur auf die virtuellen Referenzstationen (VRS) eingegan-
gen, weswegen auf die Beschreibung der Fla¨chenkorrekturparameter verzichtet wird. Stattdessen wird
auf die umfangreich vorhandene Literatur wie [Wu¨bbena u. a. 1996], [Wu¨benna und Bagge 1999] und
[Wu¨benna u. a. 2001a], [Wu¨benna u. a. 2001b] verwiesen. Den genannten Konzepten ist gemein, daß
es im Gegensatz zu einer Einzelreferenzstation das Modellieren systematischer Fehler einer Region
erlaubt und zu einer Verringerung dieser fu¨hrt [Vollath u. a. 2001] und [Vollath u. a. 2002].
Idealerweise fu¨hrt dies zu einer von der Rover-Position unabha¨ngigen Fehlersituation und erlaubt
dem Benutzer nicht nur das Vergro¨ßern der Strecke zwischen Rover und Referenzstation gegenu¨ber
dem klassischen Basislinienansatz, sondern erho¨ht auch die Genauigkeit der Positionierung. Als weitere
Vorteile durch die Vernetzung von Referenzstationen ko¨nnen die Verbesserung der Zuverla¨ssigkeit bei
der Auflo¨sung der Mehrdeutigkeiten und Verringerung von Initialisierungszeiten von Rover-Systemen
beobachtet werden [Landau u. a. 2002].
Weiterhin garantieren die mehrfach redundanten Satellitenbeobachtungen auf den am Netzwerk
beteiligten Referenzstationen sowie das Qualita¨ts-Monitoring der Rohdaten eine durchweg hohe Qua-
lita¨t der Beobachtungen sowie die Ausfallsicherheit und Integrita¨t des Referenzstationsnetzwerkes
[Vollath u. a. 2000] und [Hu u. a. 2003]. D.h., wenn eine Referenzstation ausfallen sollte, ko¨nnen die
verbleibenden Referenzstationen i.d.R. weiterhin operieren und den Nutzer mit Korrekturen und Be-
obachtungsdaten versorgen.
Ein weiterer wichtiger Faktor bei der Etablierung eines Referenzstationsnetzwerkes sind die Kosten.
Ein Referenzstationsnetz ohne Vernetzung untereinander (siehe Abb. 4.2) mu¨sste sehr dicht sein, um
eine komplette Abdeckung mit RTK-Genauigkeit zu gewa¨hrleisten. Bedingt durch die Reduktion der
entfernungsabha¨ngigen Fehler mittels Vernetzung von Referenzstationen (siehe Abb. 4.3) ist es nun
mo¨glich, die Dichte der Referenzstationen zu verringern. Dies wirkt sich positiv auf die Kosten aus,
da eine Referenzstation typischerweise nicht nur aus einem geoda¨tischem Empfa¨nger besteht, sondern
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noch weitere Komponenten wie Computer, Software, unterbrechungsfreie Stromversorgung, Daten-
kommunikation usw. beinhaltet. Auch auf Nutzerseite ist Einsparpotential vorhanden. Zum einem ist
keine eigene Referenzstation auf Nutzerseite vonno¨ten und zum anderen kann meist eine Produktivi-
ta¨tssteigerung durch die geringere Zeit zum Fixieren der Ambiguita¨ten (TTFA) beobachtet werden,
was sich bei massenhafter Bearbeitung von GPS Punkten erheblich in der Arbeitszeit auswirken kann.
Abbildung 4.2.: Referenzstationsnetzwerk ohne Vernetzung
Abbildung 4.3.: Konfiguration vernetzter Referenzstationen
Letztlich stellen RTK Netzwerke einen aktiven Referenzrahmen zur Verfu¨gung, da der Nutzer direkt
in das Datum eingebunden ist, welches durch das GPS Netzwerk repra¨sentiert wird.
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4.3. Konzept der virtuellen Referenzstation
Das Grundprinzip, welches im Konzept der virtuellen Referenzstation realisiert wurde, basiert auf dem
Simulieren einer Referenzstation in unmittelbarer Na¨he des Rovers. Dies ist gleichbedeutend mit einer
sehr kurzen Basislinie von wenigen Metern, was ein nahezu vollsta¨ndiges Eliminieren der Fehler mittels
Differenzbildung erlaubt.
Um dies zu erreichen, werden die Beobachtungsdaten realer Referenzstationen in einem Netzkon-
trollzentrum zusammengefu¨hrt, um daraus die Daten einer VRS zu generieren. Als Ergebnis erha¨lt der
Nutzer Daten einer VRS, welche a¨hnliche oder sogar bessere Fehlereigenschaften aufweisen als Beob-
achtungen, die mit einer realen Referenzstation an dieser Stelle erzielt werden ko¨nnen. Die verbesserten
Fehlereigenschaften resultieren aus den um die modellierten Fehlereinflu¨sse korrigierten Beobachtungs-
daten der VRS. Der Nutzer, welcher mit Daten einer virtuellen Referenzstation operiert, verha¨lt sich
dabei so, als wenn er mit einer normalen real existierenden Referenzstation arbeiten wu¨rde. D.h. Modi-
fikationen an der Firmware des GPS Empfa¨ngers sind i.d.R. nicht vonno¨ten. Weiterhin ist der Ansatz
der virtuellen Referenzstation in der Hinsicht flexibler, da er dem Nutzer erlaubt, seine bisherige GPS
Prozessierungssoftware zu benutzen.
Aufgrund der besseren Anschaulichkeit erfolgt die Darstellung des Modellierungsansatzes in einem
Netz von nur drei Stationen (siehe Abb. 4.4). Weiterhin repra¨sentiert die Modellierung nur die Korrek-
turen fu¨r ein Signal (L1 oder L2) eines Satelliten. Tatsa¨chlich werden die Modellkoeffizienten in jeder
Epoche fu¨r jeden Satelliten und jedes Signal (L1 und L2) berechnet. Die Koeffizientenbestimmung
erfolgt dabei auf Basis der Tra¨gerphasenmessung, da nur diese aufgrund des geringen Meßrauschens
die Erstellung hochgenauer Korrekturmodelle erlauben. Folglich mu¨ssen die Mehrdeutigkeiten inner-
halb des Netzwerkes gelo¨st sein, was allerdings bei den am Netzwerk beteiligten Referenzstationen
kein Problem darstellt, da deren Koordinaten genau bekannt sind. Nach der Auflo¨sung der Ambi-
guita¨ten verbleiben als Unbekannte nur die Fehlereinflu¨sse, deren Parameter gescha¨tzt werden sollen.
Die so mittels Phasenlo¨sung modellierten Fehlereinflu¨sse werden genutzt um ein Interpolationsmodell
fu¨r das Netzgebiet bereitzustellen. Dies erlaubt meist eine schnelle und korrekte Mehrdeutigkeitsauf-
lo¨sung, so daß die Koordinaten der mobilen Station pra¨zise und mo¨glichst entfernungsunabha¨ngig
gelo¨st werden. In Abbildung (4.5) ist eine mo¨gliche Netzkonfiguration aufgezeigt, welche die Daten
einer VRS, basierend auf den umgebenden realen Referenzstationen, in der Na¨he des Rovers erzeugt.
Dazu muß der Nutzer im Feld nur die ungefa¨hre Position an das Netzwerk u¨bermitteln. Hierbei ist
die autonome Positionierung des Rovers im Bereich von ca. ± 10 bis 15 m vo¨llig ausreichend. Aus
den Netzwerkdaten werden die Korrekturmodelle erzeugt, welche auf eine beliebige Position innerhalb
des Netzwerks umgerechnet werden ko¨nnen. Dafu¨r werden die Daten einer real existierenden Refe-
renzstation herangezogen und geometrisch auf die u¨bermittelte Position der zu berechnenden VRS
verschoben. Anschließend werden die Fehler, die im Netz gemessen wurden, auf die Position der VRS
interpoliert und die Daten dem Nutzer zuga¨nglich gemacht.
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Abbildung 4.4.: Modell zur Bestimmung der Korrekturen
Abbildung 4.5.: VRS in unmittelbarer Na¨he des Rovers, generiert aus den umliegenden realen Refe-
renzstationen
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4.3.1. Restfehler in der VRS
Der zum Modellieren entfernungsabha¨ngiger Fehler in GPS Referenzstationsnetzwerken benutzte An-
satz basiert auf der Annahme, daß Fehler mittels bi-linearer Fla¨chen (Ebenenmodell in Nord-Su¨d
und Ost-West Richtung) oder Fla¨chen ho¨herer Ordnung modelliert werden ko¨nnen. Zusa¨tzlich muß
die ra¨umliche Ausdehnung der Fehlereinflu¨sse gro¨ßer sein als der Abstand der Referenzstationen, um
die Einflu¨sse innerhalb des Netzwerkes detektieren zu ko¨nnen. Sind diese Annahmen nicht erfu¨llt, so
werden die generierten Daten der virtuellen Referenzstation durch nicht modellierte Resteffekte be-
einflußt. Werden Interstationsdistanzen von ca. 50−70 km zwischen den beteiligten Referenzstationen
nicht u¨berschritten, so ist dies fu¨r Orbitfehler und den gro¨ßten Teil der tropospha¨rischen Refraktion
sowie fu¨r großra¨umige ionospha¨rische Sto¨rungen der Fall [Wanninger 1999]. Fu¨r kleinra¨umige Sto¨-
rungen und wandernde ionospha¨rische Sto¨rungen mittlerer Gro¨ße1 (MSTIDs) gilt dies oftmals nicht.
Mit dem Ansteigen der Sonnenaktivita¨t intensivieren sich diese kleinra¨umigen und mittleren iono-
spha¨rische Sto¨rungen. Allerdings treten solche kleinra¨umige ionospha¨rische Sto¨rungen, welche iono-
spha¨rische Szintillation2 verursachen ko¨nnen, in den mittleren Breiten (Zentraleuropa) a¨ußerst selten
auf. Wandernde Ionospha¨rische Sto¨rungen mittlerer Gro¨ße (MSTIDs) treten dagegen recht ha¨ufig auf
[Wanninger 1999].
1Medium-Scale Travelling Ionospheric Disturbances
2Solche Szintillationen verursachen eine Fluktuation der Amplitude bzw. Signalleistung des GPS Signals, wenn dieses
kleinra¨umige Plasmadichteirregularita¨ten der Ionospha¨re durchquert. Weitere Folgen die durch ionospha¨rische Szin-
tillation entstehen ko¨nnen, reichen im geringsten Fall von einer reduzierten Meßgenauigkeit der GPS Pseudostrecken,
bis hin zu einem kompletten Signalabriß (Loss of Lock) der Satelliten.
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5. Grundlagen inertialer Navigationssysteme
Das Wort
”
Gyroskop“ wurde zuerst von Jean Bernard Le´on Foucault (1819-1868) gepra¨gt, welches
er aus den griechischen Wo¨rtern
”
gyros“ (Kreis) und
”
skopein“ (betrachten) ableitete, um das von
ihm weiterentwickelte Pendel zum Anzeigen der Erdrotation zu benennen. Dieses von Foucault ent-
wickelte Pendel stellt somit einen Meilenstein bei der Entwicklung inertialer Navigationssysteme dar
[Grewal u. a. 2001].
Weitere Schritte auf dem Weg zu modernen Inertialnavigationssystemen stellen die Erweiterung der
Koppelnavigation durch Kreisel dar. Diese wurden notwendig, da sich bei der Einfu¨hrung metallischer
Ru¨mpfe im Schiffsbau (besonders bei Kriegsschiffen) zeigte, daß man sich auf den Magnetkompaß nicht
verlassen konnte. In den Zwanziger Jahren des letzten Jahrhunderts wurde diese Technologie dahinge-
hend erweitert, daß das automatisierte Steuern eines Schiffes und Torpedos ermo¨glicht wurde. Diese
fru¨hen Entwicklungen gipfelten schließlich in der automatischen Steuerung der deutschen Raketen V-1
und V-2 des Zweiten Weltkrieges [Grewal u. a. 2001]. Heutzutage wird die Inertialnavigation in vielen
milita¨rischen und zivilen Bereichen eingesetzt, um Position, Geschwindigkeit und Ausrichtung einer
Plattform zu bestimmen.
Generell werden drei Arten von Inertialnavigationssystemen unterschieden [Farkas-Jandl 1986]:
• Raumorientiertes System (space-stabilized systems)
• Geographisch orientiertes System (local level systems)
• Tra¨gerorientiertes System (strapdown systems)
Diese Systeme setzen sich aus einem Satz von drei Kreiseln und drei orthogonalen Beschleunigungs-
messern zusammen. Die beiden erstgenannten Systeme sind kardanisch aufgeha¨ngte Systeme, welche
ihre Anfangsorientierung in dem jeweiligen definierten Koordinatensystem beibehalten. Beim raum-
orientierten System wa¨re dies das Inertialsystem (siehe A.1) und beim geographisch orientierten ein
lokales Horizontsystem.
Strapdown-Systeme sind im Gegensatz zu den beiden anderen Systemen fest mit der Tra¨gerplattform
verbunden und a¨ndern somit ihre Orientierung mit jeder Bewegung der Tra¨gerplattform. Die Achsen
der Strapdown Systeme sind demnach entlang der Trajektorie, senkrecht der Trajektorie und normal
zur Trajektorie der Tra¨gerplattform ausgerichtet [Wong 1988]. Auch wenn die Tra¨gerplattform auf
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der Erdoberfla¨che steht, a¨ndert sich die Orientierung, da die Erddrehrate als Bewegungskomponente
erhalten bleibt [Farkas-Jandl 1986]. Was allen Systemen gemein ist, sind die grundlegenden Sensoren:
Beschleunigungsmesser und Drehratensensoren.
5.1. Kardanisch aufgeha¨ngte inertiale Navigationssysteme
Trotz ihrer im Vergleich zu Strapdown-Systemen hohen Genauigkeit, wurden die kardanisch aufge-
ha¨ngten Systeme in den letzten Jahren nahezu vollsta¨ndig von diesen verdra¨ngt, was durch die hohen
Kosten und ihre Fehleranfa¨lligkeit begru¨ndet ist [Grewal u. a. 2001]. Die Nennung der kardanisch auf-
geha¨ngten Sensoren erfolgt nur der Vollsta¨ndigkeit halber und ist nicht Gegenstand dieser Arbeit.
5.2. Strapdown-Systeme
Im Unterschied zu den klassischen Plattformsystemen (Kap 5.1) sind die inertialen Sensoren bei den
ko¨rperfesten Tra¨gheitsnavigationssystemen nicht von den Fahrzeugbewegungen isoliert, sondern der
gesamten Fahrdynamik ausgesetzt. Infolgedessen beno¨tigen sie leistungsfa¨hige Navigationsrechner, um
hohe Taktraten fu¨r die Quantisierung der Sensormeßdaten zur Verfu¨gung zu stellen, damit die Dynamik
der Bewegung erfasst werden kann [Grewal u. a. 2001].
Die Entwicklungen im Bereich der Halbleitertechnik zwischen 1960 und 1970 ermo¨glichte die Herstel-
lung kleiner und leistungsfa¨higer Navigationsrechner. Dies fu¨hrte zu einem Umbruch bei der Entwick-
lung inertialer Navigationssysteme, die heute nahezu ausschließlich als Strapdown-Systeme gefertigt
werden. Der Vorteil von Strapdown-Systemen liegt in ihrer ho¨heren Zuverla¨ssigkeit und geringeren
Kosten gegenu¨ber den kardanisch aufgeha¨ngten Systemen.
5.3. Prinzipien der Inertialnavigation
Der Beschleunigungsmesser ist der grundlegende Sensor eines INS. Die beobachteten Beschleunigungen
werden aus den Messungen der spezifischen Kra¨fte abgeleitet und stellen die Beschleunigungen einer
Plattform entlang der Achsen eines definierten Referenzsystems, welches gewo¨hnlich als Navigations-
System bezeichnet wird, dar.
5.3.1. Spezifische Kra¨fte
Stellt man sich einen Beschleunigungsmesser vor, der aus einer Feder und einer Masse besteht, so wird
ersichtlich, daß dieser einfache Beschleunigungsmesser auch dem Einfluß der Gravitation ausgesetzt
ist, da dieses Feder-Masse-System allein durch die Masse an der Feder eine Auslenkung erfa¨hrt. Als
Folge davon kann ein INS nur in einem bekannten Gravitationsfeld betrieben werden. Neben dem
koordinatenma¨ßig bekannten Ausgangspunkt muß weiterhin mit Hilfe der Kreisel ein Referenzsystem
46
5.3. Prinzipien der Inertialnavigation
realisiert werden, in dem die Kra¨ftemessung durchgefu¨hrt wird. Angenommen eine Plattform wu¨rde
nur auf der Oberfla¨che der Erde betrieben werden, ko¨nnte eine konstante Gravitation herauskalibriert
werden. In praktischer Hinsicht ist dies allerdings nicht empfehlenswert, da Fahrzeuge bei der Bewe-
gung auf der Erdoberfla¨che Rotationen erfahren, so daß die Richtung des Gravitationsvektors nicht
konstant ist [Kelly 1994].
Grundgleichungen des Kalman-Filters
Das Kalman-Filter leitet sich aus der rekursiven Parameterscha¨tzung ab, welche unter anderem in
[Brown und Hwang 1992] und [Gelb 1974] beschrieben ist. Auf die ausfu¨hrliche Darstellung der Grund-
lagen wird deshalb verzichtet und nur folgende Grundgleichungen der Filterung wiedergegeben. Die
Herleitung dieser Grundgleichungen basiert vollsta¨ndig auf [Becker und Heinze 1994].
Im Fall der INS Fehlerbestimmung mittels Kalman-Filter liegt ein dynamisches System in diskreter
Zeit vor, welches folgender Systemgleichung genu¨gt
~x(k+1) = A(k)~x(k) +B(k)~u(k) + ~w(k) (5.1)
und dessen Zustand ~x nur indirekt u¨ber Meßgleichungen (Beobachtungsgleichungen)
~y(k) = H(k)~x(k) + ~v(k) (5.2)
bestimmt werden kann. Die Gro¨ßen ~w und ~v sind weißes Meßrauschen und somit gegenseitig unkorre-
liert. Weiterhin gilt fu¨r die anderen Gro¨ßen
~x Systemzustandsvektor (State-Vektor)
A Systemmatrix
B Sto¨reingangsmatrix
~u deterministische Stellgro¨ße
w Systemrauschen
~y Beobachtungsvektor (Meßwerte)
H Beobachtungsmatrix
~v Meßrauschen
Der optimale Scha¨tzwert des Systemzustandsvektors ~x(k), den das Filter nach der Messung zur Zeit
tk liefert, wird mit ~ˆx(k) bezeichnet. Der Scha¨tzwert, den es unmittelbar vor dem Meßzeitpunkt tk
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liefert, wird mit ~ˆx∗(k) bezeichnet. Die dazugeho¨rigen Scha¨tzfehler ~˜x(k) und ~˜x
∗
(k) sind
~˜x(k) = ~x(k) − ~ˆx(k) (5.3)
~˜x∗(k) = ~x(k) − ~ˆx∗(k) (5.4)
und ihre Varianz-Kovarianzmatrizen P(k) bzw. P
∗
(k) werden aus
P(k) = E
[
~˜x(k) ~˜x
T
(k)
]
(5.5)
P ∗(k) = E
[
~˜x∗(k) ~˜x
∗T
(k)
]
(5.6)
gebildet.
Um nun den Scha¨tzwert ~ˆx(k+1) fu¨r den Zustandsvektor ausgehend von dem vorherigen Zustands-
vektor ~ˆx(k) und P(k) zu ermitteln, bedarf es zweier Schritte:
1. Vorhersage (Extrapolation)
• Berechnung des besten Scha¨tzwertes ~ˆx∗(k+1) und dessen Varianz-Kovarianzmatrix P ∗(k+1)
unmittelbar vor der na¨chsten Messung zur Zeit tk+1 ausgehend von ~ˆx(k) und P(k)
2. Korrektur des Scha¨tzwertes unter Verwendung der Messung
• Berechnung des zu erwartenden Meßwertes ~y∗(k+1) aus ~ˆx∗(k+1) und dessen Differenzen zum
tatsa¨chlichen Meßwert ~y(k+1)
• Berechnung der Korrekturwerte fu¨r den vorhergesagten Scha¨tzwert ~ˆx∗(k+1) und den korri-
gierten Scha¨tzwert ~ˆx(k+1) fu¨r den Systemzustand ~x(k+1)
Zur Vorhersage wird die Systemgleichung (5.1) in abgewandelter Form benutzt. Werden der unvor-
hersehbare Anteil des Systemrauschens ~w(k) und die Sto¨rkra¨fte ~u(k) nicht beru¨cksichtigt, so vereinfacht
sich die Extrapolationsgleichung zu
~ˆx∗(k+1) = A(k)~ˆx(k) (5.7)
und die Varianz-Kovarianzmatrix
P ∗(k+1) = A(k)P(k)A
T
(k) +Q(k) (5.8)
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wobei Q die Kovarianzmatrix des Meßrauschens darstellt.
Fu¨r den Scha¨tzwert ~ˆx(k+1) nach der Messung gilt dann
~ˆx(k+1) = ~ˆx
∗
(k+1) +K(k+1)
[
~y(k+1) −H(k+1)~ˆx∗(k+1)
]
(5.9)
mit H als Designmatrix der Beobachtungen und K als Versta¨rkungsmatrix, die sich folgendermaßen
ergibt:
K(k+1) = P
∗
(k+1)
[
H(k+1)P
∗
(k+1)H
T
(k+1) +R(k+1)
]−1
(5.10)
mit R als Varianz-Kovarianzmatrix des Beobachtungsrauschens. Fu¨r die Varianz-Kovarianzmatrix
P(k+1) des Scha¨tzfehlers ~˜x(k) folgt:
P(k+1) =
[
I −K(k+1)H(k+1)
]
P ∗(k+1) (5.11)
mit I als Einheitsmatrix.
Anwendung der Kalman-Filter Gleichungen auf das INS
Die Auswertung der INS Daten bezieht sich auf ein dynamisches System, welches mit folgender Pro-
zeßdifferentialgleichung beschrieben werden kann.
~˙x(t) = F(t)~x(t) +D(t) ~w(t) (5.12)
wobei
~x(t) Systemzustandsvektor
F(t) Dynamikmatrix
D(t) Sto¨reingangsmatrix
w(t) stochastischer Fehleranteil
Der in vorliegender Arbeit benutzte Systemzustandsvektor entha¨lt 15 Gro¨ßen:
εNx , ε
N
y , ε
N
z Fehlausrichtungswinkel [arcsec]
δvNx , δv
N
y , δv
N
z Geschwindigkeitszusta¨nde [ms
−1]
δλE , δϕE , δhE Positionszusta¨nde [rad],[rad],[m]
dBx , d
B
y , d
B
z Drift-Stabilita¨t der Kreisel [arcsec s
−1]
bBx , b
B
y , b
B
z Bias-Stabilita¨t der Beschleunigungsmesser [ms
−1]
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Die Dynamikmatrix F entha¨lt den physikalischen Zusammenhang nach den Grundlagen der Me-
chanik (F(t)~x(t) = ~˙x(t): zeitliche A¨nderung des Zustandsvektors). Die Lo¨sung dieser DGL wird durch
folgende Gleichung beschrieben:
~x(k) = φ(k−1)~x(k−1) (5.13)
wobei φ die Transitionsmatrix zum Zeitpunkt t(k−1) darstellt.
φ(k−1) = φ(t(k),t(k−1)) (5.14)
Die allgemeine Lo¨sung der Differentialgleichung (5.12) fu¨r den kontinuierlichen Fall lautet:
~x(t) = φ(t, t0)~x(t0) +
t∫
t0
φ(t, τ)D(τ)w(τ)dτ (5.15)
Unter der Annahme, daß die Dynamikmatrix F zeitlich konstant ist1, ergibt sich die Transitions-
matrix φ fu¨r die Lo¨sung der Differentialgleichung zu:
φ(∆t) = eF∆t (5.16)
und mittels Reihenentwicklung der e-Funktion folgt:
φ(∆t) = I + F∆t+
1
2
F 2∆t2 + . . . (5.17)
Aufgrund der kleinen Zeitintervalle ∆t = 0.02 sec kann die Taylorentwicklung nach dem linearen
Glied abgebrochen werden. Daraus folgt fu¨r die Bestimmung der Transitionsmatrix:
φ(∆t) = I + F∆t (5.18)
Fu¨r den diskreten Fall ergibt sich fu¨r die INS Systemgleichung:
~ˆx∗(k+1) = φ(k)~ˆx(k) (5.19)
Wenn zusa¨tzliche externe Beobachtungen einfließen sollen, wird der Beobachtungsvektor ~y (5.2)
1Dies ist zwar strenggenommen bei Inertialsystemen nicht der Fall, da aber die A¨nderungen der Elemente von F in
einem Rechenzyklus von 50 Hz (beim Lasernav II) relativ klein im Vergleich zur Gro¨ße der Elemente sind, kann die
Annahme eines stationa¨ren Prozesses geltend gemacht werden [Heinze 1996].
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bestimmt aus (5.20) [Heinze 1996]:
~y(k) = ~l(k)EXT −~l(k)INS (5.20)
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6. GPS-INS Integration
Integrierte Navigation wird durch das Ausnutzen der komplementa¨ren Fehlereigenschaften verschiede-
ner Systeme definiert, um z.B. die Positions-, Geschwindigkeits- sowie die Orientierungsbestimmung
eines Fahrzeuges mit ho¨herer Genauigkeit zu erhalten, als es mit einem einzelnen Sensor mo¨glich wa¨-
re. Dabei kann sich die Integration von GPS und INS nicht nur in der Verbesserung der Qualita¨t
der Inertialnavigation auswirken, sondern auch in den Kosten eines integrierten Navigationssystems,
da unter Umsta¨nden Sensoren verwendet werden ko¨nnen, die fu¨r sich genommen weniger genau sind
und damit im allgemeinen niedrigere Anschaffungskosten verursachen [Liang 1995]. Als Beispiel hier-
fu¨r ko¨nnen aktuell die Anstrengungen gesehen werden, mit so genannten
”
Low-Cost“ oder
”
Tactical-
Grade“ Inertialsensoren integrierte Navigationssysteme zu schaffen, die eine pra¨zise Navigation er-
mo¨glichen [Gebre-Egziabher u. a. 1998], [Leach u. a. 2003], [Petovello 2003], [Roberts u. a. 2002] und
[Walchko 2002]. Ziel dieser Forschung ist die Verwendung von Sensoren minderer Qualita¨t in einem
integrierten Navigationssystem, welche fu¨r hochpra¨zise
”
Stand-alone“ INS Anwendungen nicht geeig-
net sind. Die Stu¨tzung durch externe Sensoren als Komponenten des Systems (wie etwa GPS) spielt
dort eine essentielle Rolle, da es z.B. zu einer Kompensation der teilweise großen Sensorfehler sowie
zur Initialisierung des INS genutzt werden kann [So¨hne 1996]. Die Stu¨tzung in integrierten Systemen
funktioniert ebenfalls in anderer Richtung. Falls GPS Signale durch Bru¨cken oder a¨hnliches abgeschat-
tet werden und keine GPS Lo¨sung zur Verfu¨gung steht, wird die Navigationslo¨sung weiterhin durch
das INS getragen. Auch ko¨nnen so gekoppelte Systeme das Auflo¨sen der Ambiguita¨ten erleichtern.
Die entwickelten Programmpakete der vorliegenden Arbeit unterstu¨tzen das separate Prozessieren
von GPS und INS Daten sowie die integrierte Auswertung beider Sensoren, da die Koppelung dieser
Systeme einige Vorteile mit sich bringt. Wa¨hrend GPS in der Lage ist, diskrete Positionen der Fahr-
zeugtrajektorie und die Geschwindigkeit des Fahrzeugs in einem absoluten Rahmen bereitzustellen,
ist es beispielsweise fu¨r die Lagebestimmung1 fu¨r viele Anwendungen zu ungenau. Auf der anderen
Seite bietet ein INS relative Positionen, Geschwindigkeit und Orientierung durch die Verwendung von
Kreisel- und Beschleunigungsmesserdaten. Ein weiterer Vorteil des INS liegt in der hohen Meßrate,
welche in der Regel hoch genug ist, um die Bewegungen des Tra¨gerfahrzeugs zu detektieren. Somit
ermo¨glichen die Daten des INS eine nahezu kontinuierliche Beschreibung des Bewegungszustands des
Tra¨gerfahrzeugs.
1Komplette Lageinformationen ko¨nnen nur unter der Voraussetzung eines GPS Antennen-Arrays mit mind. drei GPS
Antennen erhalten werden.
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Vorteile INS Nachteile INS
Hervorragende Kurzzeitstabilita¨t mit hoher
Navigationsgenauigkeit
Schlechte Langzeitstabilita¨t
Sehr hohe Datenraten (z.T. > 200 Hz) Lange Initialisierungszeiten
Vollsta¨ndige Informationen u¨ber Orientie-
rung, Lage, Beschleunigung und Geschwindig-
keiten der Tra¨gerplattform
Starke Driften, Positionen und Geschwindig-
keiten verschlechtern sich mit der Zeit
Agieren autonom (prinzipiell keine Stu¨tzung
durch externe Sensoren notwendig)
Hohe Anschaffungskosten fu¨r hochwertige INS
Keine besondere Sichtbarkeitsvoraussetzun-
gen notwendig.
Betrieb prinzipiell u¨berall (Tunnels, unter
Wasser und in der Luft)
Immun gegen Jamming2 und nicht aufspu¨r-
bar3
Tabelle 6.1.: Eigenschaften inertialer Navigationssysteme
Vorteile GPS Nachteile GPS
Hohe Langzeitstabilita¨t Geringe Datenraten
Homogene Genauigkeit Nicht in sich geschlossenes System
Vernachla¨ssigbare Initialisierungszeiten Lageinformationen nur in einem Antennen-
Array realisierbar
Inzwischen gute Kurzzeitstabilita¨t Empfindlich fu¨r Jamming, Signalabschattun-
gen sowie Multipath
In hochdynamischen Bereichen bedingt ein-
setzbar
Tabelle 6.2.: Eigenschaften GPS
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Mit Hilfe der integrierten Kombination beider Systeme werden deren komplementa¨ren Eigenschaften
so genutzt, daß das Gesamtsystem profitiert. Das INS liefert sehr gute Kurzzeitstabilita¨t und Genau-
igkeit der relativen Position. Demgegenu¨ber stehen die sehr stark zeitabha¨ngigen (siehe Tab. 6.1)
Gera¨tedriften. Um das starke Anwachsen der Gera¨tedriften zu kompensieren, ist es mo¨glich, das Sys-
tem durch ZUPT4, CUPT5 oder GPS Positionen bzw. Geschwindigkeiten zu aktualisieren. Dabei ist
der Vorteil der GPS Positionen darin zu sehen, daß sie mit relativ homogener Genauigkeit zur Ver-
fu¨gung stehen (siehe Tab. 6.2). Auf der anderen Seite kann die GPS Positionslo¨sung von Cycle-Slips
(siehe Kap. 2.1) beeintra¨chtigt werden.
6.1. Integrationsarten
Nachdem die Eigenschaften der beiden Systeme (GPS und INS) besprochen wurden, ko¨nnen nun
Aspekte der Integration na¨her betrachtet werden. Es kommen hierbei mehrere Integrationsarten in
Frage, die sich i. allg. durch zwei Charaktereigenschaften beschreiben lassen. Das ist zum einen in
welchem Umfang die Daten der Systemkomponenten sich gegenseitig stu¨tzen und zum anderen durch
die Art und Weise wie die Daten der Komponenten vereinigt werden, um eine Positionierung zu
erhalten [Greenspan 1996]. Dabei kann zwischen folgenden Integrationsarten unterschieden werden
[Jekeli 2000], [Scherzinger 2000] :
• Uncoupled Integration
• Loose Integration
• Tight Integration
• Deep Integration
6.1.1. Uncoupled Integration
Bei dieser niedrigsten Stufe der Integrationsmo¨glichkeiten berechnen beide Systeme (GPS und INS)
autonome Lo¨sungen. Die mo¨gliche Symbiose der Systeme beschra¨nkt sich auf die Fehlerkompensation
der Inertialsensoren durch GPS, wobei die Tatsache ausgenutzt wird, daß GPS typischerweise Lo¨sungen
mit ho¨herer und homogener Genauigkeit generiert. Wenn GPS Daten zur Verfu¨gung stehen, werden
sie dazu benutzt, die Positionierung bzw. Navigation des Systems zu ermo¨glichen. Weiterhin werden
oft die GPS Lo¨sungen dazu gebraucht, die INS Fehler zu kompensieren. Allerdings ohne Einfluß auf
2U¨berlagern oder Verfa¨lschen von Signalen durch Sto¨rsender
3Inertialnavigationssysteme sind von Natur aus nicht aufspu¨rbar, da sie weder Strahlung empfangen noch emittieren, die
detektiert werden kann. Weiterhin brauchen sie keine externe Antenne, die von Sensoren aufgespu¨rt werden ko¨nnten
[Grewal u. a. 2001].
4Null-Geschwindigkeits-Update
5Positions-Update
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das Fehlerverhalten des INS auszuu¨ben. Die Folge davon ist, daß wa¨hrend einer GPS Datenlu¨cke die
Genauigkeit der mittels INS gescha¨tzten Position sehr rasch abnimmt. Aus diesem Grund ist diese Art
der Integration fu¨r hochpra¨zise Navigationsaufgaben zu meiden [Jekeli 2000].
6.1.2. Loose Integration
Die
”
Loose-“ und
”
Tight Integration“-Methoden sind die in der Literatur am ha¨ufigsten bearbeite-
ten Verfahren. Dabei werden der GPS Empfa¨nger und das INS weiterhin als eigensta¨ndige Systeme
betrieben und unterscheiden sich lediglich durch Art und Anzahl der Informationen, welche unterein-
ander ausgetauscht werden. Der Vorteil der
”
Loose Integration“-Methode ist, daß die Dimensionen des
State-Vektors (siehe Kap. 5.3.1) i.d.R. geringer sind als bei der
”
Tight Integration“-Methode. Dies
fu¨hrt i. allg. zu einer ku¨rzeren Prozessierungszeit, was bei Echtzeitanwendungen essentiell ist. Ein wei-
terer Vorteil ist, daß Erweiterungen an der Software bedingt durch andere externe Sensoren ku¨rzere
Zeitra¨ume in Anspruch nehmen und die Gesamtzahl der Bearbeitungsschritte im Filteralgorithmus
meist nicht gro¨ßer wird, trotz zusa¨tzlicher Verwendung weiterer Sensoren.
Beim Kalman-Filter sollte allerdings darauf geachtet werden, daß bei den Kalman-Filter-Updates
mit Hilfe von GPS Beobachtungen die voll besetzte Kovarianzmatrix an den Filteralgorithmus u¨berge-
ben wird. Wird stattdessen nur eine vereinfachte Kovarianzmatrix ohne Beru¨cksichtigung der Korrela-
tionen und lediglich mit den Genauigkeiten der GPS Beobachtungen in der Hauptdiagonalen verwen-
det, stellt dies eine Vereinfachung des stochastischen Modells dar, was sich negativ auf die Leistung des
Filteralgorithmus auswirkt [Petovello 2003]. Ein Nachteil des
”
Loose Integration“-Verfahrens ist, daß
die GPS Prozessierung vo¨llig losgelo¨st von dem Rest des Systems operiert. Unter guten Voraussetzun-
gen stellt dies kein großes Problem dar. Im Falle von Abschattungen oder a¨hnlichem verha¨lt sich dieses
System aber wie ein reines GPS System, ohne von den Vorteilen des z.B.
”
Tight Integration“-Systems
profitieren zu ko¨nnen.
Um dieses Problem umgehen zu ko¨nnen, ist es mo¨glich, Informationen des Kalman-Filters, welcher
im Fall von Signalabschattungen nur durch das INS gespeist wird, fu¨r eine schnellere Re-Akquise
von GPS Positionen zu benutzen. Dazu werden dem GPS Prozessor Positionen des Inertialsystems
und gegebenenfalls Geschwindigkeiten mit den Informationen der voll besetzten Kovarianzmatrix zur
Verfu¨gung gestellt. Mit Hilfe dieser Informationen wird nun im GPS Prozessor versucht, das Am-
biguita¨tenproblem schnellstmo¨glich aufzulo¨sen. Dieser Ansatz, welcher von den Informationen der
Inertialplattform profitiert, wird in der Literatur als
”
Loose Integration with GPS Seeding“ bezeichnet
und wird in der vorliegenden Arbeit als Filterarchitektur genutzt.
6.1.3. Tight Integration
Bei der
”
Tight Integration“-Methode werden die Rohdaten der GPS Beobachtungen (Pseudostrecken
und Phasenbeobachtungen) an ein kombiniertes, zentralisiertes GPS/INS Kalmanfilter u¨bergeben. Es
56
6.1. Integrationsarten
gibt somit keinen autonomen GPS Prozessor in diesem Ansatz des zentralisierten Filters. Dies hat
zur Folge, daß nur noch ein einzelnes Filter prozessiert werden muß, welches alle
”
States“ des GPS
und INS Systems scha¨tzt. Darin ist auch der gro¨ßte Nachteil dieses Ansatzes gegenu¨ber der ’Loose
Integration’- Methode zu sehen. Der i.d.R. stark vergro¨ßerte State-Vektor der
”
Tight Integration“-
Methode fu¨hrt zu einer dramatisch vergro¨ßerten Prozessierungszeit [Stephen 2000], welche sich gerade
bei Matrixoperationen, wie z.B. Matrizenmultiplikationen oder -inversionen, sehr nachteilig auswirken
kann. Erst wenn das GPS Ambiguita¨tenproblem gelo¨st ist, reduziert sich die Prozessierungszeit des
Konzeptes der
”
Tight Integration“ auf das Niveau der ’Loose Integration’ [Chen 1992].
6.1.4. Deep Integration
Bei der
”
Deep Integration“-Methode werden die einzelnen Sensoren nicht mehr als unabha¨ngige Sys-
teme wie bei der
”
Uncoupled Integration“ oder in abgeschwa¨chter Form bei den
”
Loose“- und
”
Tight
Integration“ gesehen, sondern als ein mittels Sensorfusion entstandenes Gesamtkonzept betrachtet.
Dies bedeutet beispielsweise, daß GPS Updates dazu genutzt werden, das INS zu kalibrieren, wa¨h-
rend das INS die Regelschleifen6 des GPS Empfa¨ngers unterstu¨tzt. Dies kann sich insbesondere bei
schwierigen Empfangsbedingungen wie Interferenzen oder andere das GPS Signal sto¨rende Verha¨ltnisse
[Sennott und Senffner 1997] positiv auswirken. Dieser Ansatz ist allerdings nicht einfach zur realisie-
ren, da er Zugriff auf die Firmware des GPS Empfa¨ngers, bzw. die Steuerung der GPS Regelschleifen
voraussetzt. In diesem Fall erlauben die zuru¨ckgefu¨hrten Informationen der INS Geschwindigkeiten
und Positionen eine pra¨zise Pra¨diktion der GPS Pseudostrecken und Phasen der na¨chsten Epoche.
Damit ist es mo¨glich eine geringere Bandbreite der Regelschleifen des GPS Empfa¨ngers zu realisieren,
was sich gerade in hochdynamischen Umgebungen in einer Steigerung der GPS Genauigkeiten auswir-
ken kann. Umgekehrt verbessert sich die Inertialnavigation, wenn GPS Beobachtungen als Updates in
die Scha¨tzung der systematischen Fehler der Inertialsensoren einfließen. In a¨hnlicher Weise werden die
GPS Positionen und Geschwindigkeiten benutzt, um die INS Lo¨sungzu unterstu¨tzen. Dies bedeutet
allerdings, daß dieser Ansatz typischerweise den Herstellern von GPS/INS Systemen vorbehalten ist
und deswegen hier nicht weiter behandelt wird.
6Code-Regelschleife (DLL=Delay Lock Loop) sowie Phasenregelschleife (PLL=Phase Lock Loop)
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Das im Rahmen der Dissertation [Heinze 1996] benutzte INS Meßsystem, erfuhr im Laufe der Jahre
kaum Weiterentwicklung der Hardwarekomponenten. Beispielsweise wurde damals fu¨r die Datenakqui-
se eine spezielle ISA-Schnittstellenkarte fu¨r Dekodierung und Speicherung der INS-Daten angeschafft,
die speziell fu¨r das IPG gefertigt wurde und somit kein Standardprodukt mit entsprechendem Support
darstellt. Aufgrund dieser spezifischen Schnittstellenkarte war die Software [Heinze 1996] nur unter
MS-DOS als Konsolenanwendung einsetzbar. Dies bedeutet inzwischen keine Mo¨glichkeit der Aktua-
lisierung und machte eine Aufgabe der DOS basierten Hardware-Behandlung unumga¨nglich, um die
Applikation auch im Umfeld aktueller und zuku¨nftiger Betriebssysteme verfu¨gbar zu machen. Weiter-
hin bietet der urspru¨ngliche PC keine Mo¨glichkeit mehr, um mit moderner Hardware aufgeru¨stet zu
werden. Aus diesen Gru¨nden wurde die Entscheidung getroffen, eine vo¨llig neue und offene Implemen-
tation mit einer standardisierten Schnittstellenkarte und den sich daraus ergebenden Mo¨glichkeiten der
schnellen Anpassung von Hard- und Software zu entwickeln, die als Basis fu¨r weitere Entwicklungen,
z.B. der Einsatz eines Kamerasystems, dienen soll.
7.1. RLG Strapdown INS
Bei dem INS handelt es sich um ein modifiziertes RLG Strapdown-System Lasernav II der Firma
Honeywell, welches in der Flugzeugnavigation eingesetzt wird und dort Genauigkeitsanforderungen
fu¨r mittelgenaue Navigationssysteme (ca. 1 nmi/h) erfu¨llt. Die Ausgabe des INS wurde von Honeywell
modifiziert, so daß es mo¨glich ist, die wesentlichen Meßdaten, Sensorausgaben der drei Kreisel und der
Beschleunigungsmesser, mit 50 Hz direkt auszulesen. Darin ist auch der Hauptunterschied zu vielen
kommerziellen Systemen zu sehen, deren Meßdaten die endgu¨ltigen Positionsdaten darstellen, ohne
Wissen, welche Algorithmen gera¨teintern angewandt wurden. Trotz dieser Vera¨nderungen bezu¨glich
der Datenausgabe ist zu beru¨cksichtigen, daß es sich um ein kommerzielles INS handelt, welches nicht
speziell auf eine mo¨gliche Integration mit GPS ausgelegt ist. Dies betrifft vor allem die Gro¨ße des INS
und den technischen Aufbau, der keinen Eingriff in die Hardware erlaubt, wie das Einspeisen eines
PPS Signals in das INS zur direkten Zeitreferenzierung der Meßdaten mittels der GPS-Zeit.
Das INS besteht aus zwei Hauptkomponenten: Dies ist zum einen die Navigationseinheit (INU) und
zum anderen die Kontrolleinheit. Die Navigationseinheit setzt sich im wesentlichen aus drei Laserkrei-
seln, drei Beschleunigungssensoren und dem internen Prozeßrechner zusammen. Der Prozeßrechner ist
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Abbildung 7.1.: Systemkomponenten
fu¨r die Vorprozessierung der Rohdaten verantwortlich und stellt sie im Format ARINC 429 mit einer
Frequenz von 50 Hz zur Verfu¨gung. Die Kontrolleinheit wird fu¨r die direkte Eingabe der Startposition
sowie fu¨r die Kontrolle des Systems wa¨hrend der Messung benutzt.
7.2. GPS Empfa¨nger
Wa¨hrend der Meßfahrt kommen als Sensoren zusa¨tzlich zu dem oben genannten INS ein GPS Empfa¨n-
ger (Trimble 4000 SSi oder Trimble 4700) zum Einsatz. Beide liefern als prima¨re Meßdaten Code- und
Phasenmessungen auf L1 und L2. Weiterhin werden als sekunda¨re Meßdaten Dopplermessungen, das
Signal-zu-Rauschverha¨ltnis, die autonome Navigationslo¨sung u.a. bereitgestellt. Ebenfalls werden die
fu¨r eine Integration wichtigen Merkmale wie die Ausgabe eines PPS-Signals und das Einfu¨hren einer
Zeitmarke (Event) ausgegeben. Auf die fu¨r die kombinierte Auswertung a¨ußerst wichtige zeitliche und
ra¨umliche Synchronisation wird in Kapitel (7.3) eingegangen.
7.2.1. Re-Akquisitionszeiten der Satellitensignale
Bei der kinematischen Vermessung sollte neben einer hohen Aufzeichnungsrate des GPS Empfa¨ngers
auch die Zeit fu¨r die Re-Akquise der Satellitensignale nach einem vollsta¨ndigen Signalabriß beru¨cksich-
tigt werden, da einerseits eine hohe ra¨umliche Auflo¨sung der zu bestimmenden Trajektorie angestrebt
wird und andererseits Datenlu¨cken, welche beispielsweise durch Signalabrisse bedingt sind, mo¨glichst
kurz sein sollten. Weiterhin ist zu beru¨cksichtigen, daß der Empfa¨nger in der Lage sein sollte, das
L2-Signal ebenfalls schnellstmo¨glich zu re-akquirieren. In der Regel beno¨tigt ein GPS Empfa¨nger da-
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Trimble 4000 SSi L1 L2
Anzahl der SV Ø min max Ø min max
5 SV 12s 4s 64s - - -
6 SV - - - - - -
7 SV - - - - - -
Trimble 4700 L1 L2
Anzahl der SV Ø min max Ø min max
5 SV 5s 3s 13s 9s 3s 14s
6 SV 7s 3s 13s 10s 5s 16s
7 SV 7s 3s 14s 12s 10s 16s
Tabelle 7.1.: Re-Akquisitionszeiten fu¨r Trimble 4000 SSi und Trimble 4700 nach vollsta¨ndigem Signal-
abriß
fu¨r la¨nger als beim L1-Signal. Dies liegt darin begru¨ndet, daß ein GPS Empfa¨nger den empfangenen
Code vom Tra¨ger demodulieren muß, um die Daten der Phasenmessung zu erhalten. Dies gelingt bei
der L1-Frequenz sehr schnell, da der L1-Code bekannt ist. Im Fall der L2-Code-Messung gelingt die
direkte Demodulierung des L2-Code nicht, da dieser unbekannt ist. Erst mittels herstellerspezifischen
und in aller Regel unvero¨ffentlichten Signalverarbeitungstechniken ist es mo¨glich, den Code auf L2 zu
entschlu¨sseln, um die Daten der Phasenmessung zu erhalten.
Das schnelle Re-Akquirieren der L2-Phase ist fu¨r den in der vorliegenden Arbeit benutzten Ansatz
wichtig, da die L2-Phase bei der Bildung der Widelane-Linearkombination als zusa¨tzliche Kontrolle
der vorherigen L1-Ambiguita¨ten (siehe Kap. 9.2.2) hinzugezogen wird. Um die Leistungsfa¨higkeit der
am IPG vorhandenen GPS Empfa¨nger bezu¨glich der Re-Akquisitionszeiten zu testen, wurde eine Test-
messung der B26 zwischen Darmstadt und Dieburg durchgefu¨hrt. Die Strecke der B26 eignet sich fu¨r
diesen Test sehr gut, da dort besonders viele in kurzen Absta¨nden auftretende Bru¨cken bzw. Schil-
derbru¨cken vorkommen und somit mit vielen Signalabrissen gerechnet werden muß. Bei der Analyse
der Daten des Trimble 4000 SSi (siehe Tab. 7.1) hat sich gezeigt, daß dieser fu¨r den Einsatz in ei-
nem kinematischen System weniger gut geeignet ist, da er nach dem ersten Signalabriß nicht mehr in
der Lage war, die L2-Phase zwischen aufeinander folgenden Bru¨cken zu re-akquirieren. Daraus folgt,
daß die Fixierung der L1-Ambiguita¨ten nicht mittels Widelane-Lo¨sung und anschließender erneuter
L1-Fixierung kontrolliert werden kann.
Im Gegensatz dazu ist der Trimble 4700 Empfa¨nger sehr gut fu¨r eine kinematische Messung geeignet,
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da dieser die L1-Phase fu¨r 5 Satelliten in durchschnittlich 5 sec re-akquirieren konnte. Ein weiterer
positiver Aspekt des ju¨ngeren Gera¨tes ist, daß das Re-Akquirieren der L2-Phase mit durchschnittlich
9 sec kaum la¨nger dauert als bei der L1-Phase. Selbst im ungu¨nstigsten Fall braucht der Trimble 4700
fu¨r das Wiedererlangen der L1-Phase nur 13 sec.
Bei dem Vergleich der beiden Empfa¨ngergenerationen zeichnet sich klar ab, daß das modernere
Hard- und Softwarekonzept des Trimble 4700 dem alten Timble 4000 SSi klar u¨berlegen ist und fu¨r
die Messungen mit dem GPS/INS System zu bevorzugen ist. Dies zeigt sich auch in der robusteren
Signalverarbeitung des Trimble 4700, da dieser durchweg in der Lage war, durchschnittlich zwei Sa-
telliten mehr zu verfolgen, als der a¨ltere Trimble 4000 SSi, welche infolge der niedrigen Elevation ein
geringes Signal-zu-Rauschverha¨ltnis aufwiesen.
7.2.2. Datenverarbeitung
Die Daten des INS werden im Format ARINC 429 gesendet, was die Verwendung einer speziellen
Interface-Karte ARINC A429PCI-2G der Firma Tech S.A.T. no¨tig macht. Die A429PCI-2G Karte
basiert auf dem IndustryPack (IP) Standard und ist fu¨r den Betrieb in einem PC vorgesehen. Die
Karte tra¨gt zwei IP-Slots, wobei ein Slot ein IP-Modul mit jeweils zwei Sende- und vier Empfangs-
kana¨len darstellt. Die interne Steuerung erfolgt u¨ber ein Siemens SAB167 Mikrocontroller. Neben
den Sendern (Tx0 und Tx1) und den Empfa¨nger (Rx0-Rx3), welche den Datenaustausch gema¨ß dem
ARINC Standard ermo¨glichen, sind zusa¨tzlich vier TTL-kompatible Einga¨nge (IPMx IN) und Aus-
ga¨nge (IPMx OUT) zur Steuerung externer Gera¨te auf der Karte untergebracht. Weiterhin steht ein
Kanal (IPM0 SYNCH IN) zur Verfu¨gung, der speziell fu¨r die Synchronisation der Karte mit einem
externen Ereignis vorgesehen ist. Die Kommunikation vom INS zur Schnittstellenkarte wird u¨ber
eine 68-Pin SCSI-III Buchse hergestellt, welche mit den beschriebenen Kana¨len verbunden ist. Im
Lieferumfang der Karte sind die no¨tigen Treiber fu¨r Windows R©-Betriebssysteme sowie eine Software-
Bibliothek, die das Entwickeln benutzerdefinierter Applikationen erlaubt, welche auf die umfangreiche
Funktionalita¨t der ARINC A429PCI-2G Karte zugreifen ko¨nnen.
Die zeitliche Referenzierung der eingehenden Daten wird in der A429PCI-2G Karte durch eine Zeit-
messung mittels eines internen unabha¨ngigen Oszillators hergestellt. Die Karte kann in zwei Modi
betrieben werden. Dies ist zum einen der
”
Master“ und zum anderen der
”
Slave“ Modus. Im
”
Master“
Modus gibt der interne Oszillator den Takt vor und synchronisiert somit alle ankommenden Daten
mit der internen Systemzeit, welche im Rahmen von Millisekunden realisiert wird. Im
”
Slave“-Modus
vollzieht die interne Systemuhr beim Eintreffen eines PPS-Signals ein Zuru¨cksetzen des internen Milli-
sekundenza¨hlers und ein Inkrementieren des Sekundenwertes. Damit ist fu¨r die Daten ein hochgenauer
Zeitrahmen geschaffen worden, der von Driften des A429PCI-2G Oszillators weitestgehend befreit ist.
Fu¨r das Auslo¨sen des Synchronisationsereignisses wird die steigende Flanke des Pulses (siehe Abb. 7.2)
benutzt .
Da das PPS-Signal des GPS Empfa¨ngers kompatibel zur verwendeten A429PCI-2G Karte ist, kann
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das Signal direkt auf den Eingang der A429PCI-2G Karte gelegt werden und dient dort als
”
Master“
fu¨r die Zeitsynchronisation, so daß die Daten mit einem Zeitstempel des mit der GPS-Zeit synchron
laufenden A429PCI-2G Oszillators versehen werden ko¨nnen.
Die empfangenen ARINC 429 Daten (32 bit ARINC 429 Wort) des INS werden mit einem Zeitstem-
pel (32 bit fortlaufende Ganzzahl) versehen. Die einzelnen Datensa¨tze besitzen somit eine Gro¨ße von
8 B (32 bit Zeitstempel + 32-Bit ARINC 429 Wort). Die eingehenden Datensa¨tze werden in den Daten-
puffern der A429PCI-2G Karte sequentiell gespeichert, bis die Gesamtkapazita¨t der Puffer erscho¨pft
ist. Ist der Pufferspeicher komplett gefu¨llt, wird der Inhalt der Puffer beginnend mit dem Anfang des
Speichers u¨berschrieben. Es ergibt sich ein Kreislauf. Mit Hilfe der mitgelieferten Software-Bibliothek
kann ermittelt werden, ob der Puffer gefu¨llt ist und ausgelesen werden kann. Die Auslesefrequenz der
Puffer ist dabei so zu wa¨hlen, daß keine Daten u¨berschrieben werden, bevor der Puffer ausgelesen
wurde.
7.3. Zeitliche und ra¨umliche Zuordnung
Bei der Konzeption und Realisierung eines Multisensorsystems zu einem integrierten Gesamtsystem
stellen sich zwei Aspekte als kritische Problemstellungen heraus: die zwangsla¨ufige ra¨umliche Trennung
der einzelnen Meßsensoren sowie die in der Regel unkoordinierten Zeitsysteme der einzelnen Sensoren.
Um eine fehlerfreie Integration von INS und GPS zu erhalten, wird die Problematik der ra¨umlichen
Trennung u¨ber eine ra¨umliche Zuordnung im dreidimensionalen Raum und die unterschiedlichen Zeit-
systeme u¨ber eine Synchronisation auf eine definierte Zeitskala gelo¨st.
7.3.1. Zeitsynchronisation
Die verwendeten GPS Empfa¨nger bieten die Mo¨glichkeit, die UTC-Zeit u¨ber Schnittstellen zur Ver-
fu¨gung zu stellen. Damit ergibt sich die Option, einen GPS Empfa¨nger als hochgenaue Zeitrefe-
renz fu¨r die Zeitsynchronisation mit anderen Systemen zu benutzen. Die Zeitinformation wird in
Form eines analogen Signals u¨ber die AUX-Schnittstelle (Trimble 4000SSI), bzw. einen wa¨hlbaren
Port (Trimble 4700) nach Außen gefu¨hrt. Mit einer Frequenz von 1 Hz wird zu Beginn einer jeden
UTC-Sekunde ein Puls mit einer Breite von ca. 1 µs und einem Pegel von 0 V bzw. 4 V erzeugt
(siehe Abb. 7.2). Die Startflanke des Impulses kann positiv oder negativ eingestellt werden. Zusa¨tzlich
zu dem PPS-Signal wird auch das sog.
”
Time-Tag“ (Uhrzeit als ASCII-Zeichenkette) u¨bertragen. Das
”
Time-Tag“ wird ca. eine halbe Sekunde vor dem dazugeho¨rigen PPS-Signal zur seriellen Schnittstelle
u¨bertragen [Trimble Navigation, Ltd. 1995].
Das
”
Time-Tag“ des GPS Empfa¨ngers wird mangels Mo¨glichkeit nicht direkt auf die Schnittstelle der
ARINC A429PCI-2G Karte, sondern auf die serielle Schnittstelle des PC u¨bertragen, dort ausgelesen
und in den INS Datenstrom eingefu¨gt.
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Abbildung 7.2.: PPS Signal
Abbildung 7.3.: Schaltung zur Manipulation des PPS-Signals
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Ein konzeptioneller Nachteil der ARINC A429PCI-2G Karte besteht darin, daß der Eingang des
PPS-Signals (Kanal IPM0 SYNCH IN) nicht verifiziert werden kann, da die aktuelle Firmware der
Karte keine entsprechende Funktion bereitha¨lt. Da allerdings der Status ob der GPS Empfa¨nger ein
PPS-Signal gesandt hat oder nicht essentiell ist, wurde eine Lo¨sung entwickelt, welche auf der Ein-
speisung des PPS-Signals zum einen auf dem dafu¨r vorgesehenen Kanal (IPM0 SYNCH IN) und zum
anderen auf einem weiteren Eingang (IPM0 IN) basiert, an der das Anliegen einer Spannung mittels
Bibliotheksfunktionen abgefragt werden kann. Die Verifizierung des PPS-Signals ist erforderlich, da
bei einem Ausfall des Synchronisationssignals der interne A429PCI-2G Oszillator weiter inkrementiert
und die zeitliche Synchronisation nicht mehr gegeben ist. Dazu mußte allerdings die Pulsbreite des
PPS-Signals verla¨ngert werden, da das Modul (IPM0 IN) keine Abtastung von Signalen mit einer
Pulsbreite von 1 µs erlaubt. Um dieses Problem zu lo¨sen, wird durch ein zwischengeschaltetes Modul
die Pulsbreite auf 50 ms verla¨ngert, was die Detektion des Pulses auf IPM0 IN erlaubt. Die Strom-
versorgung des Moduls (+5 V) wird von der ARINC A429PCI-2G Karte u¨ber den Kanal IPM0 OUT
(Status: aktiviert) zur Verfu¨gung gestellt. Die Bauteile des Moduls sind
• Pra¨zisions-Zeitgeber, 8-polig, IC NE 555
• Invertierender Puffer, 16-polig, IC CD 4049
• Kondensator, 0.47 µF
• Kondensator, 10 nF
• Widerstand 100 kΩ
• Lochrasterplatte
• IC Sockel
• 25-poliger Sub-D Stecker
• 25-polige Sub-D Buchse
• Geha¨use.
Die Schaltung wurde basierend auf dem Schaltplan (Abb. 7.3) realisiert. Das mittels der elektronischen
Schaltung verla¨ngerte Signal hat keine negativen Auswirkungen auf die Zeitstempel der Daten, da die
Synchronisation u¨ber den Kanal (IPM0 SYNCH IN) realisiert wird. Das Verla¨ngern und Einspeisen
des PPS-Signals auf Kanal (IPM0 IN) dient nur zur visuellen Kontrolle, ob u¨berhaupt ein PPS-Signal
empfangen wurde. Weitere Einzelheiten zu Kartenfunktionen und -aufbau sind in [Schu¨ttel 2004] de-
tailliert dargestellt.
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7.3.2. Ra¨umliche Zuordnung
In der Regel sind Ursprung des INS und weiterer externer Sensoren nicht identisch. Zwischen den
Referenzpunkten der Sensoren, auf die sich die jeweiligen Messungen beziehen, besteht eine ra¨umli-
che Trennung. Um die ra¨umliche Synchronisation der externen Sensoren mit dem Fahrzeugsystem zu
erhalten, werden diese mit Hilfe einer vorherigen terrestrischen Aufnahme bestimmt und in das Fahr-
zeugsystem transformiert. Hierfu¨r wird zuna¨chst das rechtwinklige, ko¨rperfeste Koordinatensystem
Abbildung 7.4.: Anordnung des Sensortra¨gers und der Festpunkte auf dem Dach des Tra¨gerfahrzeugs
des INS als Referenzsystem festgelegt. Dieses sog. Body-System (siehe A.4) wird durch Markierungen
am Geha¨use des INS realisiert. In diesem System werden alle Bezugspunkte der Sensoren eingemessen
und daraus die Exzentrizita¨tsvektoren zwischen INS Ursprung und den Referenzpunkten der weite-
ren Sensoren (z.B. GPS) gebildet [Heinze 1996]. Zusa¨tzlich zu dem Exzentrizita¨tsvektor fu¨r die GPS
Antenne wurde die Mo¨glichkeit geschaffen, zwei weitere Exzentrizita¨tsvektoren fu¨r Sensoren (z.B. ein
Kamerasystem) in das System zu integrieren. Dabei ist allerdings zu beachten, daß die Exzentrizita¨ts-
vektoren nicht fehlerfrei vorliegen, da z.B. der Nullpunkt des INS i.d.R. nicht exakt bekannt ist und
auch die terrestrische Aufnahme nur mit einer endlichen Genauigkeit vorliegt. Gleichermaßen kann
bei einer GPS Antenne die Annahme eines konstanten Phasenzentrums nicht aufrecht erhalten wer-
den. Diese Fehler in den Vektoren wirken sich unmittelbar auf die mittels Exzentrum aufgenommenen
Punkte, bzw. auf die Updates mittels CUPT aus. Um diese Fehlerquellen mo¨glichst klein zu halten
ist ein dreidimensionales Festpunktnetz (siehe Abb. 7.4) auf dem Dach des Tra¨gerfahrzeugs etabliert
worden, um die Referenzpunkte der externen Sensoren mittels dreidimensionaler Ausgleichung koor-
dinieren zu ko¨nnen. Die erreichbare Genauigkeit der Referenzpunkte kann mit ca. ±1 cm angegeben
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werden. Voraussetzung fu¨r diesen Ansatz ist allerdings, daß das INS stets an derselben Stelle im Tra¨-
gerfahrzeug eingebaut ist. Andernfalls wu¨rde dies zu Fehlern in den Exzentrizita¨tsvektoren fu¨hren.
Da allerdings der Einbau des INS mittels eines speziellen Tra¨gergestells in das Tra¨gerfahrzeug erfolgt,
kann sichergestellt werden, daß der wiederholte Einbau des INS mit einer Genauigkeit von kleiner als
5 mm mo¨glich ist [Mathes 1998]. Somit ist es mo¨glich die ra¨umliche Trennung der Bezugspunkte der
einzelnen Sensoren u¨ber verschiedenen Exzentrizita¨tsvektoren zum Ursprung des INS innerhalb einer
integrierten Auswertung zu beru¨cksichtigen.
Die bestimmten Exzentrizita¨tsvektoren liegen im Body-System vor und mu¨ssen mittels Glg. (7.1) in
das Navigations-System (siehe A.3) transformiert werden.
~sN = CNB ~s
B (7.1)
Dies erfolgt mit der mittels der CNB -Transformationsmatrix, welche den Exzentrumsvektor ~s
B in das
Navigations-System u¨berfu¨hrt. Die CNB -Matrix wird aus den Eulerwinkeln zusammengesetzt.
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SIGNA (Satellite and Inertial-Platform based Geodetic NAvigation System) stellt die Software Rea-
lisierung der neuen Implementation einer Meßfahrt-Software dar, welche auch unter den aktuellen
Betriebssystemen (Windows R© 2000 oder Windows R© XP) lauffa¨hig ist. Die aktuelle Software zur Er-
fassung der INS Meßdaten (SIGNA) wurde entwickelt, da die Vorga¨ngerversion der Software (LINS
[Heinze 1996]) seitens der Software-Architektur keine in vertretbaren Aufwand durchzufu¨hrende Ver-
a¨nderungen mo¨glich machte. Das Programm LINS wurde im Rahmen der Forschungsta¨tigkeit am IPG
in der Sprache C entwickelt und bietet nicht die Mo¨glichkeiten einer gut strukturierten und objektori-
entierten Implementierung, die eine rasche Anpassung an andere Gegebenheiten wie die Anpassung an
ein anderes INS bietet. Daraufhin wurde bei der Entwicklung ein streng objektorientierter Ansatz ver-
folgt, um die oben genannten Mißsta¨nde zu beheben. Die Software zur INS Meßdatenerfassung wurde
im Rahmen einer Diplomarbeit am IPG [Schu¨ttel 2004] entwickelt und erlaubt die Verarbeitung der
Navigationsdaten, welche mit dem vorgestellten INS gewonnen werden.
Die Prozessierung mittels SIGNA wird entweder im Betriebsmodus
”
online“ fu¨r die Datenaufzeich-
nung oder
”
oﬄine“ fu¨r die spa¨tere Auswertung mit GPS Daten durchgefu¨hrt. In der
”
online“ sowie in
der
”
oﬄine“ Version findet eine komplette Navigationsrechnung statt, d.h. die wa¨hrend der Aufzeich-
nung anfallenden Daten werden sofort benutzt, um die Orientierung und Position zu scha¨tzen. Die
vollsta¨ndige Navigationsrechnung wurde implementiert, da die Ausrichtung des Meßsystems auf die
Echtzeitanwendung zielt. Die
”
oﬄine“ Auswertung ist somit nur als Zwischenschritt anzusehen, der
aufgrund von Zeitmangel fu¨r die Entwicklung des Echtzeitmoduls des Softwarepaktes entstanden ist.
Allerdings bietet das
”
oﬄine“ Modul weitgehende Mo¨glichkeiten der Analyse von neuen Navigationsal-
gorithmen und A¨nderungen z.B. an Eingangsgro¨ßen des Kalman-Filters. Dementsprechend scheint eine
Weiterentwicklung des
”
oﬄine“ Moduls empfehlenswert, da somit eine Mo¨glichkeit geschaffen wird, um
verschiedenste Parameter zu variieren und deren Auswirkungen zu beobachten.
8.1. Kalman-Filter
Als Basis fu¨r die Prozessierung wurde das Kalman-Filter gewa¨hlt, da dessen rekursive Arbeitsweise
fu¨r die Echtzeitverarbeitung sehr geeignet ist. Auf andere Verfahrensweisen zur INS Positionsbestim-
mung wird deshalb nicht eingegangen und stattdessen auf [Ro¨hrich 1993] verwiesen. Ein weiterer
Grund ist das relativ problemlose Einbinden von Beobachtungen zusa¨tzlicher Sensoren, z.B. GPS
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siehe Glg. (5.20).
Bei dem Kalman-Filter handelt es sich um einen stochastischen Zustandsscha¨tzer fu¨r dynamische
Systeme. Dabei wird trotz Sto¨reinflu¨ssen und Unsicherheiten, wie sie die Praxis mit sich bringt, der
optimale Scha¨tzwert des Zustandes geliefert [Heinze 1996]. Die rekursive Arbeitsweise des Filters stellt
einen Vorteil dar, da zur Bildung eines neuen Scha¨tzwertes und dessen Varianz neben der aktuellen
Messung und deren Beobachtungsrauschen nur der alte Wert und dessen Varianz beno¨tigt werden
[Schrick 1977].
8.2. Filterprozeß
Dem Filterprozeß liegen zwei Varianten zugrunde: die Pra¨diktion der Zusta¨nde und die Korrektur
durch Beobachtungen. Im Zuge der Pra¨diktion finden lediglich die aus den INS Ausgaben gewonne-
nen Informationen der aktuellen Epoche Eingang. Mit Hilfe der Transitionsmatrix und der Zusta¨nde
(siehe Glg. 5.19 und 5.8) der vorhergehenden Epoche werden die aktuellen Zusta¨nde und deren Kova-
rianzen gescha¨tzt. In Erweiterung dessen werden bei dem Update mittels Beobachtungen zusa¨tzliche
Informationen u¨ber den tatsa¨chlichen momentanen Systemzustand beru¨cksichtigt (Korrektur).
In der vorliegenden Implementierung besitzt das Kalman-Filter sieben Betriebsarten (siehe Tab 8.1),
welche sich an die Meßfahrtzusta¨nden anlehnen und zu entsprechenden Variationen des Filterprozes-
ses fu¨hren. Wa¨hrend der Meßfahrt (online) kommen ausschließlich Festpunkt-Positionen und Null-
Geschwindigkeiten als Beobachtungen in Frage. In der
”
oﬄine“ Auswertung ko¨nnen zusa¨tzlich auch
GPS Positionen und GPS Geschwindigkeiten in die Auswertung eingebracht werden. Dabei wird die
aus der GPS Lo¨sung bestimmte Varianz-Kovarianzmatrix der Position als Meßrauschen der Beob-
achtung angesehen und fu¨r die GPS Geschwindigkeiten ein empirisch bestimmtes Meßrauschen von
0.1 m/s angenommen.
SIGNA stellt verschiedene Meßfahrtzusta¨nde (DRIVE, ZUPT, CUPT, usw.) zur Verfu¨gung. Die
Datenauswertung erfolgt ab dem Alignment, welches sich in Grob- und Fein-Alignment gliedert. Das
Alignment wird einmalig vor jeder Messung durchgefu¨hrt. Das Grob-Alignment dient hauptsa¨chlich
zum Beschaffen von Startwerten fu¨r die Orientierungswinkel (Eulerwinkel), wohingegen das Fein-
Alignment zur Stabilisierung dieser beno¨tigt wird. Der U¨bergang von Grob- zu Fein-Alignment ge-
schieht automatisch, wenn die Winkelverbesserungen einen vorab festgesetzten Betrag unterschreiten
[Schu¨ttel 2004]. Im Gegensatz dazu wird das Fein-Alignment vom Benutzer abgebrochen, was Erfah-
rung mit dem Meßsystem voraussetzt. Die Beendigung des Fein-Alignments wird mit dem Wechsel
in den
”
DRIVE“-Modus aktiviert. Ausgehend vom
”
DRIVE“-Modus kann je nach Bedarf in einen
der
”
Standzusta¨nde“ u¨bergegangen werden. Hierzu steht ein Null-Geschwindigkeits-Update (
”
ZUPT“-
Modus) und ein Festpunkt-Koordinaten-Update (
”
CUPT“-Modus) zur Verfu¨gung.
Der Ablauf fu¨r eine Messung inklusive verschiedener Modi ist in Abbildung (8.1) dargestellt.
70
8.2. Filterprozeß
Abbildung 8.1.: Ablauf der Meßfahrt
8.2.1. Kalman-Filter Betriebsarten
Die Meßfahrtzusta¨nde ZUPT, CUPT und DRIVE der
”
online“ Version sind identisch mit denen der
”
oﬄine“ Version und mußten nicht u¨berarbeitet werden. Fu¨r die Integration von GPS in die
”
oﬄine“
Auswertung mußten Erweiterungen dieser Kalman-Filter Betriebsarten implementiert werden. Diese
sind ZUPT+, DRIVE+ und DRIVE++. Eine Zusammenstellung aller in SIGNA implementierter
Meßfahrtzusta¨nde ist in (siehe Tab. 8.1) abgebildet.
Fein-Alignment (FALIGN)
Zu Beginn einer Meßfahrt ist es notwendig, die Ausrichtung der Tra¨gheitsplattform zu ermitteln, d.h.
es wird die relative Orientierung des Body-System zum Navigations-System bestimmt. Dazu muß nach
dem Grob-Alignment das Fein-Alignment auf einem koordinierten Punkt durchlaufen werden, be-
vor in den Fahrtmodus gewechselt werden kann. Der Algorithmus entspricht dem ZUPT-Algorithmus
mit dem Unterschied, daß das Fein-Alignment im
”
closed-loop“ Verfahren die Bias-Stabilita¨ten der
Beschleunigungsmesser und die Drift-Stabilita¨ten der Kreisel scha¨tzt und die Fehlerzusta¨nde der Aus-
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Betriebsart Bedeutung Bewegungszustand
FALIGN Fein-Alignment Stand
CUPT Festpunkt-Positions-Update Stand
ZUPT Null-Geschwindigkeits-Update Stand
ZUPT+ Null-Geschwindigkeits-Update mit GPS Positions-Update Stand
DRIVE Fahrtmodus Fahrt
DRIVE+ Fahrtmodus mit GPS Positions-Update Fahrt
DRIVE++ Fahrtmodus mit GPS Positions- und Geschwindigkeits-Update Fahrt
Tabelle 8.1.: In SIGNA implementierte Meßfahrtzusta¨nde
richtung korrigiert. Der Beobachtungsvektor im Fein-Alignment wird bestimmt zu:
~y =
∣∣∣~0− ~vINS∣∣∣ ⇒ ~y =
∣∣∣∣∣∣∣∣∣∣∣
0− λ˙INS
0− ϕ˙INS
0− h˙INS
∣∣∣∣∣∣∣∣∣∣∣
(8.1)
Fahrtmodus (DRIVE)
Im Vordergrund der Anwendung steht der DRIVE-Modus (Fahrtmodus), bei dem sich das Fahrzeug in
Bewegung befindet. Der DRIVE-Modus ist stellvertretend fu¨r die Pra¨diktion, da keine Beobachtungen
von externen Sensoren verarbeitet werden.
Fahrtmodus mit GPS Positionen (DRIVE+)
Eine Erweiterung des DRIVE-Modus stellt der Fahrtmodus DRIVE+ dar. Zusa¨tzlich zur Pra¨diktion
werden aus den GPS Beobachtungen Korrekturwerte der Zusta¨nde gescha¨tzt und angebracht. Vor dem
Aufstellen der Beobachtungsgleichung ist der Exzentrumsvektor mittels der Transformationsmatrix
vom Body-System in das Navigations-System (CBN -Matrix) zu transformieren und anschließend an die
GPS Position anzubringen. Die Beobachtungsgleichung fu¨r DRIVE+ lautet:
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~y =
∣∣∣∣ ~PGPS − ~PINS
∣∣∣∣ ⇒ ~y =
∣∣∣∣∣∣∣∣∣∣∣
λGPS − λINS
ϕGPS − ϕINS
hGPS − hINS
∣∣∣∣∣∣∣∣∣∣∣
(8.2)
Fahrtmodus mit GPS Positionen und Geschwindigkeiten (DRIVE++)
Eine weitere Verbesserung der Positionsscha¨tzung wird durch die Stu¨tzung der Geschwindigkeits-
Zusta¨nde mittels der GPS Geschwindigkeiten erreicht. Der Fahrtmodus DRIVE++ kann demnach
als Kombination eines CUPT und ZUPT, in diesem Fall nicht mit Null-Geschwindigkeiten, sondern
mit bekannten GPS Geschwindigkeiten, angesehen werden. Die um die Geschwindigkeiten erweiterte
Beobachtungsgleichung lautet:
~y =
∣∣∣∣∣∣∣
~vGPS − ~vINS
~PGPS − ~PINS
∣∣∣∣∣∣∣ ⇒ ~y =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ˙GPS − λ˙INS
ϕ˙GPS − ϕ˙INS
h˙GPS − h˙INS
λGPS − λINS
ϕGPS − ϕINS
hGPS − hINS
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(8.3)
Festpunkt-Positions-Update (CUPT)
Der CUPT-Modus ist ein Sonderfall des Fahrtmodus mit GPS Positionen (DRIVE+), da nicht die sich
von Epoche zu Epoche vera¨ndernden GPS Koordinaten in den Filteralgorithmus eingefu¨hrt werden,
sondern die Koordinaten eines Bodenpunktes. Die Beobachtungsgleichung wird ebenfalls fu¨r die La¨nge,
Breite und Ho¨he formuliert und ist identisch mit Glg. (8.2) mit dem Unterschied, daß ~PGPS durch ~PFP
mit FP = Festpunkt ersetzt wird. Auch ist die ra¨umliche Zuordnung (siehe Kap. 7.3.2) zu beachten,
d.h. die U¨bernahme der Update-Koordinaten in die Beobachtungsgleichung (8.2) kann erst nach dem
Anbringen des Exzentrumsvektors erfolgen.
Null-Geschwindigkeits-Update (ZUPT)
Die Fehler der INS Positionierung sind zeitabha¨ngig und steigen rasch an. Als Folge hiervon sollten die
Fehlerzusta¨nde in regelma¨ßigen Absta¨nden aktualisiert werden. Dies kann auch mit Hilfe eines ZUPT
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erfolgen. Dazu werden beim Halt (Geschwindigkeiten gleich Null) Beobachtungsgleichungen fu¨r die
Geschwindigkeitskomponenten in der Kalman-Filterung aufgestellt.
Null-Geschwindigkeits-Update mit GPS Positionen (ZUPT+)
Das Einfu¨hren von GPS Positionen wa¨hrend eines Null-Geschwindigkeits-Updates wurde implemen-
tiert, da trotz dem zu Nullsetzen der Geschwindigkeits-Zusta¨nde ein Driften in der Positionslo¨sung
wa¨hrend des ZUPT zu beobachten war. Somit a¨ndert sich der Beobachtungsvektor ~y vom urspru¨ngli-
chen Fall Glg. (8.1) zu:
~y =
∣∣∣∣∣∣∣
~0 − ~vINS
~PGPS − ~PINS
∣∣∣∣∣∣∣ ⇒ ~y =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0− λ˙INS
0− ϕ˙INS
0− h˙INS
λGPS − λINS
ϕGPS − ϕINS
hGPS − hINS
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(8.4)
Kalman-Filter Regelschleife im Post-Processing
Der Ablauf der Kalman-Filter Regelschleife wa¨hrend der Auswertung ist in Abbildung (8.2) dargestellt.
Ausgehend von dem Fein-Alignment wird die Prozessierung der INS Messung gestartet. Dabei wird in
jeder Meßepoche der aktuelle Zustand gepru¨ft und abha¨ngig von der Betriebsart verschiedene Module
innerhalb des SIGNA Kalman-Filters verarbeitet. Wird das Fein-Alignment beendet, befindet sich
der Kalman-Filter im DRIVE-Modus. Sind keine GPS Daten fu¨r die aktuelle Epoche vorhanden, wird
die Pra¨diktion (DRIVE) aufgerufen. Entspricht die aktuelle INS Epoche der GPS Meßrate, werden
die GPS Daten zur INS Zeit synchronisiert und fu¨r den Fall, daß GPS Geschwindigkeiten vorhanden
sind, das Modul DRIVE++ aufgerufen und der Beobachtungsvektor gema¨ß Glg. (8.3) aufgestellt. Sind
keine GPS Geschwindigkeiten vorhanden, wird stattdessen die Beobachtungsgleichung (8.2) verwendet
und die Methode fu¨r die Betriebsart DRIVE+ abgearbeitet. Bedingt durch die hohe Meßrate des
INS (50 Hz) wird bei einer GPS Meßrate von z.B. einem Hz, nur bei jeder fu¨nfzigsten Epoche die
Betriebsart DRIVE+ bzw. DRIVE++ abgearbeitet. In den anderen Fa¨llen erfolgt demnach nur die
Pra¨diktion (DRIVE). Ist im INS Datenstrom vermerkt, daß ein ZUPT stattgefunden hat, so wird fu¨r
den Fall, daß GPS Daten vorhanden sind, der Beobachtungsvektor (siehe Glg. 8.4) gebildet und das
Null-Geschwindigkeits-Update durchgefu¨hrt. Das Einbringen von GPS Geschwindigkeiten ist in diesem
Fall nicht sinnvoll, da die gescha¨tzten GPS Geschwindigkeiten im kinematischen Fall i.d.R. um den
Wert Null streuen und somit die strenge Formulierung, daß die Geschwindigkeit des Tra¨gerfahrzeugs
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Abbildung 8.2.: Visualisierung der Kalman-Filter Prozeßschleife
gleich Null ist, nicht mehr erfu¨llt wird. Sind in der aktuellen INS Epoche keine GPS Daten vorhanden,
wird der ZUPT-Modus nach Glg. (8.1) prozessiert. Wurde wa¨hrend der Messung ein CUPT ausgefu¨hrt,
ist dies ebenfalls in der bina¨ren Meßdatei vermerkt und es wird die Betriebsart CUPT aufgerufen. Da
es mo¨glich ist, wa¨hrend der Messung einen CUPT u¨ber einem Punkt auszufu¨hren, dessen Koordinaten
nicht bekannt sind, mu¨ssen die Koordinaten der benutzten CUPT Punkte in die Punktdatenbank
von SIGNA eingepflegt werden. Das Filterintervall innerhalb der Regelschleife ist nicht konstant fu¨r
alle Modi. In den Fahrt-Betriebsarten (DRIVE, DRIVE+ und DRIVE++) betra¨gt das Filterintervall
∆t = 0.02 sec, um alle Bewegungen des Systems zu detektieren und somit ein nahezu kontinuierliche
Repra¨sentation der Fahrzeugbewegung beschreiben zu ko¨nnen. D.h. der Filterprozeß wird in jeder INS
Meßepoche durchlaufen. Im Gegensatz dazu wurde fu¨r die Stand-Betriebsarten (FALIGN, CUPT,
ZUPT, ZUPT+) eine Filterfrequenz von 10 Hz gewa¨hlt. Die Herabsetzung der Filterfrequenz wurde
gewa¨hlt, da die Sensoren des LaserNav II generell ein schlechtes Signal-zu-Rauschverha¨ltnis aufweisen.
Die Gro¨ße der Filterfrequenz von 10 Hz wurde mittels Testreihen empirisch in [Heinze 1996] bestimmt
und zeichnet sich dadurch aus, daß die so erhaltenen Daten weniger verrauscht sind [Heinze 1996].
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Die Tra¨gerphasenmessung ist das pra¨ziseste Verfahren bei der Messung mit GPS und erlaubt das
Positionieren im Bereich weniger Zentimeter und besser. Jedoch ist bei der hochgenauen Positionierung
das Auflo¨sen der Ambiguita¨ten unumga¨nglich, um das Genauigkeitspotential voll auszuscho¨pfen. Die
Ambiguita¨ten resultieren aus der Tatsache, daß ein GPS Empfa¨nger nur das Phasenreststu¨ck des
Phasenzyklus messen kann bzw. weiterhin in der Lage ist, Phasennulldurchga¨nge zu registrieren und
sie als Summe des aktuellen Phasenbruchteils und der bisherigen Anzahl der Phasennulldurchga¨nge zu
speichern. Die Anzahl ganzer Phasenzyklen zwischen Satellit und Phasenzentrum der GPS Antenne
bleibt wa¨hrend der Messung unbekannt und wird als Mehrdeutigkeit bzw. Ambiguita¨t bezeichnet.
Die Auflo¨sung der Mehrdeutigkeiten ist dabei insbesondere bei den Originalfrequenzen L1 und L2,
bedingt durch die Wellenla¨nge von ca. 19 cm bzw. 24 cm, keine triviale Aufgabe. Zusa¨tzlich ha¨ngt die
erfolgreiche Fixierung der Ambiguita¨ten zum großen Teil von dem Betrag der Restfehler in den doppelt
differenzierten Phasenbeobachtungen ab, wenn diese Gro¨ßenordnungen erreichen, die im Bereich der
halben Wellenla¨nge des L1-Signals liegen. In diesem Fall ist es oftmals von Vorteil, anstelle der origina-
len L1-Phasenbeobachtung eine Zweifrequenzmessung mittels einer Linearkombination (siehe Kap. 2.3)
von Phasenbeobachtungen auf L1 und L2 durchzufu¨hren.
In den letzten Jahren wurden verschiedene Verfahren entwickelt, die das Mehrdeutigkeitsproblem
innerhalb ku¨rzester Zeit lo¨sen sollen. In [Teunissen 1993] wurde ein Algorithmus vorgestellt, der das
Auflo¨sen der ganzzahligen Mehrdeutigkeit auch in der Bewegung erlaubt. Dies bedeutet, daß der Algo-
rithmus prinzipiell mit den Daten einer einzigen Epoche auskommt und somit zu den sog. On-The-Fly
Algorithmen geza¨hlt werden kann. Dieser Algorithmus wurde hier ausgewa¨hlt und dient als Basis fu¨r
die weiteren Untersuchungen in dieser Arbeit.
9.1. GPS Prozessor
In der im Rahmen dieser Arbeit verwirklichten Software SKinI (Satellite Kinematic Inertial) ist ein
Suchalgorithmus implementiert, der auf Basis der Methode der kleinsten Quadrate operiert. Den unter
diesem Begriff zusammengeho¨rigen Methoden ist gemein, daß diese alle mo¨glichen Integerkombinatio-
nen eines Suchraums in eine Ausgleichung nach der Methode der kleinsten Quadrate einfu¨hren und
versuchen, die korrekte Kombination anhand statistischer Tests zu isolieren [Leinen 1997]. Daru¨ber
hinaus bestehen bei diesen Methoden Gemeinsamkeiten beim Berechnungsablauf, welcher im wesent-
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lichen in folgenden drei Schritten abla¨uft:
1. Scha¨tzen der Float-Ambiguita¨ten und der Varianz-Kovarianzmatrix (siehe Kap. 9.1.1). Basis
hierfu¨r ist oftmals eine Startausgleichung mittels differentiellen Code-Beobachtungen, die das
Zentrum des Suchbereichs definiert.
2. Suche potentieller Integerkombinationen. Dies erfolgt in der vorliegenden Arbeit mittels der
LAMBDA-Dekorrelation (siehe Kap. 3) und anschließender Suche im transformierten Ambi-
guita¨tenraum sowie Ru¨cktransformation der gefundenen Integerkombinationen.
3. Validierung (siehe Kap. 9.1.2) der gefundenen Integerkombinationen. Dazu wird fu¨r alle poten-
tiellen Integerkombinationen eine Ausgleichung mit fixierten Ambiguita¨ten gerechnet. Anhand
statistischer Tests werden diese Kombinationen verworfen oder akzeptiert.
Unterschiede zwischen den Verfahren zeigen sich vor allem in der Auswahl der potentiellen Integer-
kombinationen, in zusa¨tzlichen Kriterien zur vorzeitigen Verwerfung falscher Kombinationen und in
der Form der benutzten statistischen Tests zur Validierung der Integerkombination. Ein Problem bei
diesen Verfahren ist die große Anzahl zu testender Integerkombinationen, was sich in erheblichem
Rechenaufwand a¨ußert und gerade fu¨r Echtzeitanwendungen kritisch ist [Leinen 1997].
Der Algorithmus der vorliegenden Arbeit wurde in der Hinsicht modifiziert, daß nicht nur nach dem
besten Satz [Teunissen 1993] von Ambiguita¨ten, sondern mittels iterativer Steigerung der Anzahl der
zu suchenden Kandidaten durchgefu¨hrt wird, was einer schrittweisen Vergro¨ßerung des Suchraums
gleichkommt. Dieser Weg wurde beschritten, da im Gegensatz zu den (kurzzeit-)statischen Beispie-
len in [Tiberius und de Jonge 1995] und [Teunissen u. a. 1996a] mit kinematischen Daten gearbeitet
wird. Bedingt durch die wesentlich ho¨here Redundanz bei la¨ngeren Beobachtungszeiten ist die Lo¨-
sung des Ambiguita¨tenproblems i.d.R. problemlos mo¨glich. Weiterhin arbeitet der Algorithmus des
Programmpakets SKinI nicht wie in [Teunissen 1995] beschrieben mit den Originalphasen, sondern
mit der Widelane-Linearkombination L5 als prima¨re Phase zur Auflo¨sung der Ambiguita¨ten. Basie-
rend auf den fixierten Widelane-Ambiguita¨ten wird die Positionierung durchgefu¨hrt. Nach dem Lo¨sen
des Widelane-Problems wird aufgrund dessen Ergebnis versucht die L1-Ambiguita¨ten zu scha¨tzen
(siehe Kap. 9.1.1).
Der Arbeitsbereich von SKinI ist begrenzt auf kurze Basislinien bis ca. 20 km. Die Begrenzung
der Basislinienla¨nge erfolgt, da der Einfluß der Tropospha¨re und Ionospha¨re nicht als Parameter im
Ausgleichungsproblem beru¨cksichtigt werden. Stattdessen werden fu¨r den Einfluß der tropospha¨ri-
schen Refraktion Modelle angewandt. Der Einfluß der ionospha¨rischen Refraktion wird vernachla¨ssigt.
Die Vereinfachung des Fehlermodells wird dadurch kompensiert, daß die mit steigender Basislinien-
la¨nge auftretenden entfernungsabha¨ngigen Fehlerterme durch die Verwendung von Daten virtueller
Referenzstationen vermindert werden (siehe Kap. 4 und 9.3).
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Merkmale von SKinI
• On-The-Fly Algorithmus zur Bestimmung der Ambiguita¨ten in der Bewegung
• kinematische Prozessierung
• Voraussetzung sind Zweifrequenzdaten bei ausschließlicher GPS Prozessierung
• Anbringen von Antennenphasenzentrumskorrekturen zur Verbesserung der Phasenmessungen
• Arbeitsweise mit Double Differences, d.h. es werden Basislinien zwischen der Rover- und der
jeweiligen Referenzstationen gebildet
• Positionierung mit Code-Beobachtungen (σ3d ≈ 1− 3 m)
• Positionierung mit Widelane-Phase (σ3d ≈ 0.05− 0.20 m)
• Positionierung mit L1-Phase (σ3d ≈ 0.02 m)
• Sequentielle Prozessierung von bis zu vier virtuellen Referenzstationen
• Kombinierte Auswertung von GPS und INS Daten fu¨r schnelle und zuverla¨ssige Bestimmung
der Mehrdeutigkeiten.
9.1.1. Ambiguita¨tenauflo¨sung
Der prinzipielle Ablauf fu¨r die Ambiguita¨tensuche innerhalb einer Epoche ist in Abbildung (9.1) skiz-
ziert. Auf Basis der Startlo¨sung xˆc und Σxˆc werden die potentiellen Integerkombinationen nach der
LAMBDA-Dekorrelation berechnet.
1. Startlo¨sung: Koordinaten xˆc und Varianz-Kovarianzmatrix Σxˆc des Rover-Punktes aus doppelt
differenzierten Code-Beobachtungen
2. Berechnung der Widelane Float-Ambiguita¨ten
3. LAMBDA-Dekorrelation der Widelane Float-Ambiguita¨ten
4. Suche potentieller Widelane-Integerkombination
5. Validierung der gefundenen potentiellen Widelane-Integerkombination
6. Berechnung der Position mit festgesetzten Widelane-Ambiguita¨ten
7. Berechnung der L1 Float-Ambiguita¨ten
8. LAMBDA-Dekorrelation der L1 Float-Ambiguita¨ten
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9. Suche potentieller L1-Integerkombination
10. Validierung der gefundenen potentiellen L1-Integerkombination
11. Endergebnis: Berechnung der endgu¨ltigen Position mit festgesetzten L1-Ambiguita¨ten
Der direkte Weg zur Scha¨tzung der L1-Mehrdeutigkeiten u¨ber die Code-Lo¨sung xˆc und Σxˆc wird in
der vorliegenden Arbeit nicht beschritten. Stattdessen erfolgt ein
”
Umweg“ u¨ber die Widelane-Lo¨sung
zur Scha¨tzung der L1-Ambiguita¨ten. Die Anzahl der potentiellen L1-Integerkombination innerhalb
des Suchraums, welcher von der Code-Lo¨sung aufgespannt wird, ist im Vergleich zu dem Suchraum,
welcher von der Widelane-Lo¨sung bestimmt ist, wesentlich gro¨ßer. Dies bedeutet, daß es sehr wahr-
scheinlich ist, viele Integerkombinationen zu finden, die sich hinsichtlich ihrer Residuenquadratsummen
nur geringfu¨gig voneinander unterscheiden werden. Dies fu¨hrt bei kinematischen Daten in erheblichem
Maße zu falschen Fixierungen. Bei langzeit-statischen Beobachtungen fa¨llt diese Problematik nicht so
sehr ins Gewicht, da bedingt durch die hohe Redundanz ein Konvergieren der Code-Lo¨sung gegen
die korrekte Position zu beobachten ist. Allerdings darf nicht verschwiegen werden, daß gerade bei
langen Basislinien auch Langzeitbeobachtungen nicht immer zum gewu¨nschten Erfolg fu¨hren, da die
Code-Beobachtungen durch systematische Verfa¨lschungen beeinflußt werden ko¨nnen.
Obwohl es theoretisch mo¨glich ist, daß aus der gescha¨tzten Widelane-Lo¨sung die L1-Ambiguita¨ten
gerechnet werden ko¨nnen, erfolgt dennoch eine komplette Mehrdeutigkeitssuche, da die Widelane-
Lo¨sung ebenfalls durch atmospha¨rische Fehlereinflu¨sse verfa¨lscht sein ko¨nnte, was zu einer falschen
Festsetzung der L1-Ambiguita¨ten fu¨hren wu¨rde. Die durch die zusa¨tzliche L1-Suche verursachte Stei-
gerung der Rechenzeit ist allerdings zu vernachla¨ssigen, da die Widelane-Varianz-Kovarianzmatrix
einen im Vergleich zur Code-Lo¨sung nur noch sehr kleinen Suchraum aufspannt. Daraus folgt, daß
erheblich weniger L1-Integerkombinationen gesucht und validiert werden mu¨ssen.
Bestimmung der potentiellen Ambiguita¨ten
Die Festlegung der Gro¨ße des Suchbereichs ergibt sich als Kompromiß zwischen Rechenaufwand und
Zuverla¨ssigkeit. Wird der Suchbereich sehr groß gewa¨hlt, um sicher zu gehen, daß die potentielle wah-
re Lo¨sung innerhalb liegt, sind sehr viele Integerkombinationen zu testen. Als Folge davon steigt die
Rechenzeit fu¨r die Bestimmung der Mehrdeutigkeiten stark an. Dies ist insbesondere fu¨r Echtzeitan-
wendungen ein nicht zu vernachla¨ssigender Aspekt, da dort minimale Rechenzeiten angestrebt werden.
Wird stattdessen der Suchbereich sehr klein gewa¨hlt, ist die Gefahr groß, daß die korrekte Integerkom-
bination nicht innerhalb des Suchbereichs liegt. Wird dies auf den Positionsraum u¨bertragen, bedeutet
das, daß die korrekte Position nicht im Suchraum enthalten ist und somit mittels des Suchverfahrens
nicht bestimmt werden kann [Leinen 1997].
Die mittels Code-Lo¨sung xˆc und Σxˆc berechnete Na¨herungslo¨sung bestimmt sowohl Zentrum als
auch Ausdehnung des Suchbereichs. Basierend auf der Code-Lo¨sung werden die fu¨r die Bestimmung der
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Abbildung 9.1.: Prinzipieller Ablauf des Suchverfahrens
potentiellen Integerkombinationen notwendigen Float-Mehrdeutigkeiten mittels der Gleichungen (9.1)
bis (9.3) bestimmt.
Σ∇∆Nˆ =
1
λ2
(
Σ∇∆Φ +A
TΣxˆcA
)
(9.1)
∇∆ρ0 = Axˆc (9.2)
∇∆Nˆ = 1
λ
(∇∆Φ−∇∆ρ0) (9.3)
mit:
xˆc Na¨herungslo¨sung aus ∇∆-Code-Beobachtungen
Σxˆc Varianz-Kovarianzmatrix der Na¨herunglo¨sung xˆ
Σ∇∆Φ Varianz-Kovarianzmatrix der ∇∆-Phasenbeobachtungen Φ
∇∆ρ0 Na¨herung der Raumstrecken
A Design-Matrix der Phasenbeobachtungen
∇∆Nˆ Float-Ambiguita¨ten
Σ∇∆Nˆ Varianz-Kovarianzmatrix der Float-Ambiguita¨ten
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Zusa¨tzlich erfolgt die Skalierung der Varianz-Kovarianzmatrix der Float-Ambiguita¨ten Σ∇∆Nˆ auf
das Konfidenzniveau 1 − α = 99%. Die Ausdehnung des Suchbereich erfolgt, um die statistische
Wahrscheinlichkeit zu erho¨hen, daß sich die korrekte Integerkombination innerhalb des aufgespannten
Suchraums befindet.
Σˆ∇∆Nˆ = χ
2
fu,1−α ·Σ∇∆Nˆ (9.4)
mit: χ2fu,1−α Fraktil der χ
2-Verteilung zum Konfidenzniveau 1− α = 99% und Freiheitsgrad fu
Der skalierte Suchbereich wird nun von der Varianz-Kovarianzmatrix Σˆ∇∆Nˆ repra¨sentiert. Um
den Inhalt des Suchbereichs berechnen zu ko¨nnen, erfolgt eine Spektralzerlegung der Matrix Σˆ∇∆Nˆ .
Die mittels Spektralzerlegung erhaltenen Eigenwerte der Varianz-Kovarianzmatrix des Hyperellipsoids
Σˆ∇∆Nˆ repra¨sentieren die Quadrate der Halbachsen des Hyperellipsoids, mit dessen Hilfe der Inhalt
bestimmt werden kann.
Σˆ
Nˆ
= Q Λ QT (9.5)
mit: Q Matrix der zugeho¨rigen normierten Eigenvektoren
und der Matrix der Eigenwerte:
Λ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ1 0 . . . 0
0 λ2 . . . 0
...
. . .
...
0 0 . . . λn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(9.6)
Mit den aus Gleichung (9.5) erhaltenen Eigenwerten wird nun mittels Glg. (9.7) der Inhalt des
Hyperellipsoids in Zyklen bestimmt.
Vn =
pi
n
2
Γ(n2 + 1)
n∏
i=1
(λi)
1
2 (9.7)
Der Suchalgorithmus bestimmt ausgehend vom Zentrum ∇∆Nˆ mittels Einsetzen des Inhalts Vn aus
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Glg. (9.7) in Gleichung (3.12) alle potentiellen Integerkombination des skalierten Suchbereichs.
9.1.2. Ambiguita¨tenvalidierung
Die Validierung der in (9.1.1) gefundenen potentiellen Integerkombinationen erfolgt, um aus der großen
Anzahl potentieller Kandidatensa¨tze mit einer gewissen Wahrscheinlichkeit die richtigen Mehrdeutig-
keiten zu finden und alle falschen Integerkombinationen fru¨hzeitig aus dem Validierungsprozeß zu
isolieren. Ist die richtige Integerkombination gefunden, wird eine hochpra¨zise Bestimmung der Basisli-
nie mo¨glich sein. Werden jedoch die falschen Ambiguita¨ten angenommen, so fu¨hrt dies zu einer falschen
Koordinatenlo¨sung, die trotzdem oftmals eine gute Genauigkeit aufweist. Die Entscheidung fu¨r einen
Satz von Mehrdeutigkeiten darf aus diesem Grund nicht leichtfertig erfolgen. Problematisch hierbei
erweist sich die bei kinematischen Daten geringe Redundanz und demnach auch die verminderte Aus-
sagekraft statistischer Tests, die zur Annahme der richtigen Integerkombination herangezogen werden
ko¨nnen. Weiterhin ist es mo¨glich, daß die Daten von systematischen Fehlern kontaminiert sind. Um
trotz dieser schwierigen Gegebenheiten einen Ausschluß falscher Ambiguita¨ten zu erreichen, werden
in SKinI insgesamt sieben Tests hintereinander durchlaufen:
1. Test auf Kompatibilita¨t zwischen potentieller Position und Code-Position
2. L1-Norm Test der Residuen aller Beobachtungen
3. Test der Residuenquadratsumme der Gesamtausgleichung
4. Ambiguity Function Einzeltest der Residuen
5. Normierter Ambiguity Function Test der Residuen
6. Ratio-Test der akzeptierten Integerkombination
7. L1-Norm der mittleren Fehler der Positionierung
Test #1: Kompatibilita¨t zwischen potentieller Position und Code-Position
Der Suchalgorithmus stu¨tzt sich auf die Informationen der Code-Position und der dazugeho¨renden
Varianz-Kovarianzmatrix. Unter der Voraussetzung, daß die korrekten Integer-Ambiguita¨ten gefun-
den wurden, sollte die daraus berechnete Position aus statistischer Sicht im Konfidenzbereich der
Code-Position liegen. Dieser erste Test pru¨ft die Koordinatendifferenzen zwischen Code-Lo¨sung und
berechneter Position anhand der entsprechenden Konfidenzintervalle. Erfu¨llt die potentielle Integer-
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kombination diesen Test nicht, wird sie verworfen.
dxˆPC(i) = xˆP (i) − xˆC(i) mit i = 1 . . . 3 (9.8)
σdxˆPC(i) =
√
ΣdxˆPC(i,i) Standardabweichung der Koordinatenunterschiede(9.9)∣∣dxˆPC(i)∣∣ < σdxˆPC(i) ·N(0, 1)1−α2 Testkriterium (9.10)
mit: N(0, 1)1−α
2
Fraktil der Standardnormalverteilung zum Konfidenzniveau 1-α
Test #2: L1-Norm Test der Residuen aller Beobachtungen
Liegen den Beobachtungen falsche Ambiguita¨ten zugrunde, wird sich dies in den Residuen niederschla-
gen. Diese werden im Test #2 durch die L1-Norm getestet:
v = Axˆ−∇∆L Residuen der Beobachtungen (9.11)
T =
n∑
i=1
|vi| L1-Norm der Residuen (9.12)
T < cvλ ·n Testkriterium (9.13)
Die Testgro¨ße T wird mittels einer empirischen Konstanten cv in Zyklen, welche beispielsweise mit
0.1 Zyklen eingesetzt werden kann, u¨berpru¨ft. Der Wert cv = 0.1 fu¨hrt bei der L1-Phase zu einer
Testgrenze von n · 1.9 cm. Mittels dieses Testkriteriums wird u¨berpru¨ft, ob der Betrag der einzelnen
Residuen im Durchschnitt cv Wellenla¨ngen nicht u¨bersteigt. Wird dieser Test nicht erfu¨llt, wird diese
Integerkombination verworfen.
Test #3: Test der Residuenquadratsumme der Gesamtausgleichung
Bei dem Test der Residuenquadratsumme der Gesamtausgleichung wird gepru¨ft, ob das funktionale
und stochastische Modell mit den Beobachtungen u¨bereinstimmt. In der Regel werden falsche Mehr-
deutigkeiten zu großen Residuen und damit zu einer großen Residuenquadratsumme Ω fu¨hren. Erfu¨llt
eine Integerkombination die Ungleichung (9.14) nicht, wird diese Integerkombination verworfen.
Ω < χ2fu,1−α Testkriterium (9.14)
mit: χ2fu,1−α Fraktil der χ
2-Verteilung zum Konfidenzniveau 1-α mit fu Freiheitsgraden
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Test #4: Ambiguity Function Einzeltest der Residuen
Die Eigenschaft der Cosinus-Funktion, daß sie fu¨r kleine Argumente Werte nahe 1.0 annimmt, wird bei
der Ambiguity Function als Testgro¨ße fu¨r ein einzelnes Residuum herangezogen. Der Vergleichswert
GAF bestimmt die Gro¨ße der noch akzeptierten Residuen. Da die Residuen in (9.18) als Winkelwerte
eingefu¨hrt werden, ergeben sich bei den verschiedenen Wellenla¨ngen verschieden große Residuen (me-
trisch) bei gleichem Wert GAF . Wird fu¨r die Testgro¨ße beispielsweise GAF = 0.8 gesetzt(entspricht
acos(0.8)
2pi ≈ 0.1 Zyklen), so werden die Widelane-Residuen ab einer Gro¨ße von ca. 8.6 cm verworfen.
Falls die Ungleichung (9.18) fu¨r ein Residuum nicht erfu¨llt ist, wird die gesamte Integerkombination
verworfen.
∇∆ρi = Axˆ Geometrische Entfernung (9.15)
∇∆ −Φi = 1
λ
∇∆ρi +∇∆Ni Berechnete ∇∆-Phase (9.16)
d∇∆Φi = 2pi(∇∆Φi −∇∆
−
Φi) ∇∆-Phasenresiduum (9.17)
cos (d∇∆Φi) > GAF Testkriterium (9.18)
mit: i = 1 . . . n Laufindex u¨ber alle Beobachtungen
Test #5: Normierter Ambiguity Function Test
Bei diesem Test werden im Gegensatz zum Test #4 die Residuen aller Mehrdeutigkeiten der zu testen-
den Integerkombination betrachtet. Der Wert der Ambiguity Function ist im Idealfall, daß die Residuen
gleich Null sind, gleich der Anzahl der Beobachtungen. Durch die Division des Wertes der Ambiguity
Function durch die beteiligten Beobachtungen wird diese normiert und es ergibt sich ein Idealwert
von eins. Wird das Testkriterium in Ungleichung (9.22) nicht erfu¨llt, wird diese Integerkombination
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verworfen.
α =
n∑
j=1
cos (d∇∆Φi) (9.19)
β =
n∑
j=1
sin (d∇∆Φi) (9.20)
NAF =
√
α2 + β2
n
(9.21)
NAF > GNAF Testkriterium (9.22)
mit: n Anzahl der Beobachtungen
Test #6: Ratio-Test der akzeptierten Integerkombination
Die Tests #1 bis #5 haben die Aufgabe mo¨glichst fru¨h alle nicht in Frage kommenden Integerkom-
binationen auszusortieren. Sind nach dem Test #5 mehr als eine potentielle Integerkombination als
wahrscheinliche Lo¨sung anzusehen, wird der sog. Ratio-Test durchgefu¨hrt. Dieser Test basiert auf dem
Verha¨ltnis der Residuenquadratsummen der Integerkombination mit der kleinsten Residuenquadrat-
summe Ωmin zu der Integerkombination mit der na¨chst gro¨ßeren Residuenquadratsumme Ω
∗
i . Da aus
statistischer Sicht die Lo¨sung mit der kleinsten Residuenquadratsumme als die richtige Lo¨sung ange-
sehen werden kann, ist zu zeigen, daß sich die beiden verbleibenden Residuenquadratsummen in sta-
tistisch signifikanter Weise unterscheiden. Wird die Ungleichung (9.24) erfu¨llt, so gilt die Integerkom-
bination mit der kleinsten Residuenquadratsumme als vorla¨ufig angenommen. Wird die Ungleichung
nicht erfu¨llt, so liegen zwei gleich wahrscheinliche Integerkombinationen vor. Die Ambiguita¨tensuche
wird an dieser Stelle abgebrochen und in der na¨chsten Epoche weitergefu¨hrt.
T =
Ω∗i
Ωmin
(9.23)
T > Ffu,fu,1−α Testkriterium (9.24)
mit: Ffu,fu,1−α Fraktil der Fisher-Verteilung zum Konfidenzniveau 1-α und Freiheitsgraden fu
Ablehnungstest: L1-Norm Test der mittleren Fehler der Positionierung mit festgesetzten
Ambiguita¨ten
Nachdem die Integerkombinationen alle Akzeptanztests durchlaufen haben, ist nur noch ein wahr-
scheinlicher Satz von potentiellen Mehrdeutigkeiten vorhanden. Dieser wird indirekt mittels Parame-
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terbestimmung im Positionsraum einem letzten Test unterzogen. In [So¨hne 1996] wurde in zahlreichen
Tests gezeigt, daß die mittleren Fehler deutlich gro¨ßer als 2− 3 cm in jeder Koordinatenrichtung sind,
falls der falsche Satz von Mehrdeutigkeiten als Lo¨sung angenommen wird. Dies ist prinzipiell richtig,
doch wurde in diesen Untersuchungen die La¨nge der Basislinie nicht beru¨cksichtigt. In SKinI wurde
stattdessen eine aufgrund von Untersuchungen (siehe Kap. 10.1.1) entfernungsabha¨ngige Bestimmung
von empirischen Fehlergrenzen fu¨r die Widelane- und L1-Positionierung anhand der L1-Norm der
mittleren Fehler der Koordinatenscha¨tzung implementiert.
Wird die Ungleichung (9.26) erfu¨llt, wird die in Test #6 vorla¨ufig akzeptierte Integerkombination
als die korrekte angesehen und festgesetzt. Mit den nun fixierten Ambiguita¨ten werden die weiteren
Positionsberechnungen durchgefu¨hrt.
T =
3∑
i=1
|mxi | (9.25)
T ≤ Gf(s) Testkriterium, abha¨ngig von der La¨nge der Basislinie (9.26)
Ist aufgrund des letzten Tests die gefundene Integerkombination zu verwerfen, wird die Ambiguita¨-
tensuche in der na¨chsten Epoche weitergefu¨hrt.
9.1.3. Direktes Festsetzen der Ambiguita¨ten bei bekannter Basislinie
Der normale Verlauf einer la¨ngeren Messung beinhaltet, daß Satelliten unter die Elevationsmaske fallen
und demnach nicht mehr in der Auswertung beru¨cksichtigt werden ko¨nnen. Andererseits werden auch
Satelliten neu hinzukommen, d.h. sie steigen u¨ber den Grenzwert der Elevationsmaske und ko¨nnen
mit ihren Beobachtungen zur Positionierung beitragen. Die neuen Satelliten ko¨nnen allerdings erst
zur Berechnung der Position mittels Phasenbeobachtungen hinzugefu¨gt werden, wenn ihre zugeho¨rige
Ambiguita¨t gelo¨st ist. Zur Bestimmung der Mehrdeutigkeit ist es jedoch nicht sinnvoll, den Suchalgo-
rithmus neu zu starten und damit die fixierten Mehrdeutigkeiten der
”
alten“ Satelliten zu verwerfen.
In SKinI wird stattdessen die neue Ambiguita¨t berechnet.
Die Berechnung der neuen Mehrdeutigkeit erfolgt u¨ber den Zwischenschritt der Phasenpositionie-
rung mittels fixierten Mehrdeutigkeiten der
”
alten“ Satelliten. Aus den nun bekannten Koordinaten
der aktuellen Epoche wird die Raumstrecke ∇∆ −ρ zwischen Referenz und Rover gebildet. Diese ist
im Fall der Widelane-Positionierung i.d.R. besser als 15 cm. Die zu erwartende Genauigkeit der geo-
metrischen Strecke bei der L1-Positionierung liegt auf dem Niveau von ca. 3 cm. Aus der berechneten
Raumstrecke wird mittels Gleichung (9.27) die Float-Mehrdeutigkeit der neuen doppelt differenzier-
ten Beobachtung berechnet. Die erhaltene Float-Mehrdeutigkeit wird mit Gleichung (9.28) auf den
na¨chsten Integer-Wert gerundet. Die direkte Festsetzung auf Integer-Werte ist dann mo¨glich, wenn
die Summe der Restfehler in den doppelt differenzierten Beobachtungen deutlich kleiner als die halbe
Wellenla¨nge des benutzten Signals ist [Leinen 1997]. Die Validierung der neuen Mehrdeutigkeit im
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Ambiguita¨tenraum erfolgt u¨ber Gleichung (9.29). Dazu wird ein Grenzwert (GLi) herangezogen, der
empirisch ermittelt wurde. Im Fall der Widelane-Phase hat sich ein Wert von GL5 = 0.35 Widelane-
Zyklen (=ˆ 30.1 cm) bewa¨hrt, was einen Sicherheitsabstand von etwa 13 cm beim Runden zur na¨chsten
ganzen Zahl zula¨ßt. Der Grenzwert zur direkten Festsetzung der L1-Phase wurde kleiner gewa¨hlt und
auf GL1 = 0.20 L1-Zyklen (=ˆ 3.8 cm) gesetzt. Die kleinere Schranke bei der L1-Phase muß gewa¨hlt
werden, da selbst mit GL1 = 0.20 beim Runden nur noch ca. 5.7 cm Sicherheitsabstand zur na¨chsten
ganzen Zahl vorhanden ist. Gerade bei Satelliten deren Elevation nur knapp u¨ber der Elevationsmaske
liegt, ko¨nnen oftmals stark verrauschte Daten beobachtet werden. Weiterhin ist die Gefahr groß, daß es
bei erho¨hten atmospha¨rischen Einflu¨ssen zu einer falschen Festsetzung der Ambiguita¨t kommt, wenn
der Grenzwert zu groß gewa¨hlt wird.
Nach dem erfolgreichen Festsetzten der Ambiguita¨t wird nun eine Positionierung mit allen Mehr-
deutigkeiten durchgefu¨hrt. Dies ist der Ausgangspunkt fu¨r zwei weitere Akzeptanztests, um die zu-
verla¨ssige Fixierung der neuen Mehrdeutigkeit zu gewa¨hrleisten. Zuna¨chst wird der Ablehnungstest
(siehe Kap. 9.1.2) durchlaufen, wobei die L1-Norm der mittleren Fehler der Positionierung u¨berpru¨ft
wird. Wird dieser Test passiert, erfolgt der letzte Validierungsschritt. Hierbei wird die L1-Norm der
Residuen der Positionierung auf einen Grenzwert hin u¨berpru¨ft. Die Grenze wurde anhand von Real-
daten empirisch bestimmt (siehe Kap. 10.1.2) und entspricht einer entfernungsabha¨ngigen Schranke
fu¨r das normierte Residuum einer Einzelbeobachtung. Dazu wird die L1-Norm aller Residuen gebildet
und durch die Anzahl der Beobachtungen geteilt. Passiert die neue Mehrdeutigkeit diese Tests nicht,
wird die mit allen Ambiguita¨ten berechnete Positionierung und die neu bestimmte Mehrdeutigkeit
verworfen. Stattdessen wird die Positionierung mittels der
”
alten“ Ambiguita¨ten weitergefu¨hrt und
versucht, die Berechnung der Ambiguita¨t des neuen Satelliten in den folgenden Epochen zu erlangen.
Direkte Mehrdeutigkeitsfestsetzung
∇∆NˆLi = ∇∆ΦLi −
−
ρ
λLi
(9.27)
∇∆NLi = nint(∇∆NˆLi) (9.28)∣∣∣∇∆NLi −∇∆NˆLi∣∣∣ < GLi (9.29)
mit
∇∆Nˆ Float-Ambiguita¨t
∇∆N potentielle Mehrdeutigkeit
∇∆ΦLi doppelt differenzierte Phasenbeobachtung
−
ρ geometrische Strecke aus bekannten Koordinaten
Li benutztes Signal: L1 oder L5
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λLi Wellenla¨nge des benutzten Signals
nint Operator zur Rundung auf die na¨chste ganze Zahl
GLi Grenzwert fu¨r die direkte Festsetzung
9.2. GPS/INS Modus
Ziel dieser Arbeit ist die Entwicklung eines hybriden1 Systems, wobei die Hybridisierung darin zu sehen
ist, daß eine Zusammenstellung verschiedener Meßsysteme mit komplementa¨ren Eigenschaften erfolgt,
um die Kontrolle, Unterstu¨tzung und Komplettierung des Gesamtsystems zu erreichen [Mathes 1998].
U¨bertragen auf die Thematik dieser Arbeit bedeutet dies, daß GPS und INS sinnvoll mit den Daten des
jeweiligen anderen Systems erga¨nzt werden. Im Fall des INS folgt die Stu¨tzung der INS Lo¨sung mittels
GPS Koordinaten und Geschwindigkeiten, um die Gera¨tefehler zu kompensieren und die Genauigkeit
der INS gescha¨tzten, hochauflo¨sende Trajektorie zu verbessern. Bezogen auf GPS erstreckt sich die
Stu¨tzung auf die Ambiguita¨tenauflo¨sung und das Weiterfu¨hren der Koordinatenlo¨sung, auch in den
Zeiten in denen keine GPS Lo¨sung aufgrund von z.B. Signalabrissen mo¨glich ist. Weiterhin bietet das
INS den Vorteil, die Trajektorie mit 50 Hz aufzulo¨sen, was mit den vorhandenen GPS Empfa¨ngern
(siehe Kap. 7.2) nicht mo¨glich ist.
Die ra¨umliche Auflo¨sung der INS gescha¨tzten Trajektorie betra¨gt bei einer Geschwindigkeit von
60 km/h ca. 0.33 m. Im Gegensatz dazu bieten die GPS Empfa¨nger lediglich eine Meßrate von 2 Hz,
was einer Auflo¨sung von ca. 8.3 m bei gleicher Geschwindigkeit entspricht.
9.2.1. Mehrdeutigkeitsauflo¨sung mit Hilfe von INS Daten
Die fu¨r die hochgenaue Positionsscha¨tzung notwendige Mehrdeutigkeitssuche wird im wesentlichen
von zwei Aspekten beeinflußt. Dies ist zum einen die Gu¨te der a priori Informationen (Koordinaten-
scha¨tzung fu¨r das Zentrum des Suchbereichs) und der Suchraum, welcher von der a priori Information
aufgespannt wird. Hinsichtlich dieser Aspekte kann die Ambigutita¨tenauflo¨sung mittels Einbinden
von INS Informationen profitieren, da bedingt durch die ho¨here Genauigkeit der INS Lo¨sung im Ver-
gleich zur doppelt differenzierten Code-Lo¨sung eine Verkleinerung des Suchraums zu erwarten ist.
Dies verringert die Anzahl der mo¨glichen Integerkombinationen und vermindert die Gefahr falscher
Ambiguita¨tenfixierung. Weiterhin bietet sich die Mo¨glichkeit der direkten L1-Mehrdeutigkeitssuche,
basierend auf den Informationen von INS und der Code-Lo¨sung, ohne die vorherige Scha¨tzung der
Widelane-Mehrdeutigkeiten und anschließender Widelane-Positionierung.
Der Ablauf der Mehrdeutigkeitssuche ist exemplarisch in Abbildung (9.2) dargestellt. Ausgangs-
punkt der Ambiguita¨tensuche sind die Koordinatenscha¨tzungen des INS und der doppelt differenzier-
1hybrid (lat.): gemischt, von zweierlei Herkunft, aus Verschiedenem zusammengesetzt; durch Kreuzung, Mischung ent-
standen.
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Abbildung 9.2.: Prinzipieller Ablauf des Suchverfahrens mittels INS Informationen
ten Code-Beobachtungen. Aufgrund dieser Informationen wird eine gewichtete Mittelbildung durch-
gefu¨hrt, welche die Startlo¨sung
−
x und Σ−
x
fu¨r die Berechnung der Float-Ambiguita¨ten darstellt (sie-
he. Kap. 9.1.1). Da direkt nach einem Signalabriß meist keine L2-Phasendaten vorhanden sind, wird
versucht, aufgrund der Startlo¨sung
−
x das L1-Mehrdeutigkeitsproblem zu lo¨sen:
1. Startlo¨sung: gewichtetes Mittel
−
x und Σ−
x
aus INS und doppelt differenzierten Code-Beobachtungen.
2. Berechnung der L1-Ambiguita¨ten
3. LAMBDA-Dekorrelation der L1-Ambiguita¨ten
4. Suche potentieller L1-Integerkombination
5. Validierung der gefundenen potentiellen L1-Mehrdeutigkeiten
6. Berechnung der Position mit festgesetzten L1-Ambiguita¨ten
Die sofortige Auflo¨sung der L1-Ambiguita¨ten ist nur unter bestimmten Voraussetzungen mo¨glich.
Dazu geho¨rt, daß die Dauer des Signalabrisses nicht zu groß sein darf, da sonst bedingt durch die star-
ken Driften der INS Lo¨sung eine L1-Scha¨tzung erschwert wird. Weiterhin ist unmittelbar nach einem
Signalabriß mit einer schlechten Satellitengeometrie zu rechnen, da unter Umsta¨nden noch nicht alle
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verfu¨gbaren Satelliten verfolgt werden ko¨nnen. Dies wirkt sich oftmals negativ auf die Mehrdeutig-
keitsbestimmung aus.
In den Abbildungen (9.3) bis (9.5) ist das Fehlerverhalten des am Institut vorhandenen INS aufge-
zeigt. Aufgetragen ist die Differenz der gescha¨tzten INS Lo¨sung zur Referenzlo¨sung bei einem simu-
lierten Signalabriß in Abha¨ngigkeit der Zeit. Aus den Abbildungen ist ersichtlich, daß wenn die Dauer
eines Signalabrisses ca. 30− 40 sec u¨bersteigt, mit Fehlern der INS Lo¨sung im Bereich von ± 40 cm
zu rechnen ist. Dies erschwert die Auflo¨sung der L1-Ambiguita¨ten in der Hinsicht, daß der Ambigui-
ta¨tensuchalgorithmus nicht mehr stark von der gemittelten INS Lo¨sung und Code-Lo¨sung profitieren
kann und der aufgespannte Suchbereich vergro¨ßert wird. Wird allein die INS Lo¨sung betrachtet und
die Mittelbildung mit der Code-Lo¨sung nicht beru¨cksichtigt, so fa¨llt auf, daß schon die Genauigkeit
der INS Positionsscha¨tzung in Bereiche vordringt, die das Auflo¨sen der L1-Mehrdeutigkeiten nicht
erlauben. Dies bedeutet, daß die Validierungstests (siehe Kap. 9.1.2) alle gefundenen Integerkombina-
tionen verwerfen. Weitaus schwerwiegender ist aber die Mo¨glichkeit, daß aufgrund der systematisch
Verfa¨lschten INS Lo¨sung eine falsche Integerkombination als wahre Lo¨sung angenommen wird, da
deren Residuenquadratsumme zufa¨lligerweise besser ist als die der korrekten Mehrdeutigkeiten.
Fu¨r den Fall, daß die L1-Ambiguita¨ten nicht gescha¨tzt werden ko¨nnen, wird versucht, wenn ausrei-
chend Phasendaten auf beiden Frequenzen vorhanden sind, die Widelane-Mehrdeutigkeiten zu lo¨sen.
Meist ist die Genauigkeit der gemittelten Position so gut, daß eine sofortige Auflo¨sung der Widelane-
Ambiguita¨ten gelingt. Aufgrund der Positionsscha¨tzung mit festgesetzten Widelane-Ambiguita¨ten er-
folgt die L1-Scha¨tzung analog zu Kapitel (9.1.1).
Filter zur Vereinigung von INS-Lo¨sung und differentieller Code-Lo¨sung Die fu¨r die Bildung des
gewichteten Mittels notwendigen Informationen werden im Beobachtungsvektor (9.30) zusammenge-
fasst
l =
∣∣∣∣∣∣∣
xˆINS
xˆDCS
∣∣∣∣∣∣∣ (9.30)
mit:
xˆINS Positionslo¨sung INS
xˆDCS Positionslo¨sung ∇∆-Code
91
9. SKinI
Abbildung 9.3.: Bestimmung des Polynoms zur zeitabha¨ngigen Modellierung des INS Genauigkeitsni-
veaus der Komponente in X-Richtung
und der zugeho¨rigen Varianz-Kovarianzmatrix Σll
Σll =
∣∣∣∣∣∣∣
ΣxˆINS 0
0 ΣxDCS
∣∣∣∣∣∣∣ (9.31)
Ausgehend von dem Modell der direkt beobachteten Gro¨ßen, folgt fu¨r die Designmatrix A:
A =
∣∣∣∣∣∣∣
I
I
∣∣∣∣∣∣∣ (9.32)
Die Berechnung des gewichteten Mittels erfolgt mittels der Gleichungen (9.33) und (9.34)
−
x = (ATΣ−1ll A)
−1ATΣ−1ll l (9.33)
Σ−
x
= (ATΣ−1ll A)
−1 (9.34)
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Abbildung 9.4.: Bestimmung des Polynoms zur zeitabha¨ngigen Modellierung des INS Genauigkeitsni-
veaus der Komponente in Y-Richtung
Die Lo¨sung des Gleichungssystems beinhaltet das gewichtete Mittel
−
x und die durch Formel (9.34)
verkleinerte Varianz-Kovarianzmatrix Σ−
x
des Gesamtsystems. Dies wirkt sich in einer nachhaltigen
Verringerung des Suchraums fu¨r die Mehrdeutigkeitssuche aus.
Bestimmung des Fehlerverhaltens des INS Die Bestimmung des Zentrums der Suche wird im
GPS/INS Modus mittels des oben erwa¨hnten gewichteten Mittels gebildet. Problematisch bei die-
sem Ansatz ist die in der aktuellen Implementation von SIGNA zu optimistisch gescha¨tzte Varianz-
Kovarianzmatrix der Koordinatenlo¨sung. Im Fall eines Signalabrisses wird die Koordinatenlo¨sung vom
INS weitergefu¨hrt und fu¨r jede Epoche die Varianz-Kovarianzmatrix der Lo¨sung pra¨diziert. Dabei ist
bedingt durch die großen Gera¨tedriften ein schnelles Ansteigen der Differenzen zur korrekten Trajek-
torie zu erwarten. Die pra¨dizierten Varianzen der INS Lo¨sung stellen diesen Zusammenhang allerdings
nur ungenu¨gend dar. Die zu optimistische Scha¨tzung des Fehlerverhaltens liegt darin begru¨ndet, daß
das stochastische Modell des Systemrauschens nicht alle Einflu¨sse vollsta¨ndig erfasst. Weiterhin ist das
Fehlerverhalten des Systems abha¨ngig von der Fahrdynamik, weswegen eine weitreichende Erfassung
des Systemrauschens keine triviale Aufgabe darstellt.
Um diese Problematik zu lo¨sen und ein besseres Modell des Fehlerverhaltens des INS ableiten zu
ko¨nnen, ist mit Hilfe von acht Meßfahrten auf der Start- und Landebahn des stillgelegten Flugplatzes
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Abbildung 9.5.: Bestimmung des Polynoms zur zeitabha¨ngigen Modellierung des INS Genauigkeitsni-
veaus der Komponente in Z-Richtung
in Griesheim, die Entwicklung der INS Fehler empirisch bestimmt worden. Allerdings ist die ausge-
wa¨hlte Testumgebung nicht optimal, da dort nicht das ganze Spektrum der Fahrdynamik auftritt. Dies
liegt daran, daß dort ausschließlich geradlinige Fahrten bedingt durch die ca. 1.3 km lange Start- und
Landebahn durchgefu¨hrt werden ko¨nnen. Trotzdem sind die Ergebnisse aus diesen Untersuchungen
als geeignet anzusehen, da das Konzept des entwickelten Meßsystems auf die Vermessung von Auto-
bahnstu¨cken ausgelegt ist und deswegen die Annahme von geradlinigen Bewegungen durchaus legitim
ist.
Die Meßfahrten wurden im GPS/INS Modus durchgefu¨hrt, um zusa¨tzlich zur INS gescha¨tzten Lo¨-
sung eine Referenzlo¨sung mittels GPS zu erhalten. Nachtra¨glich wurden ku¨nstliche Signalabrisse von
60 sec La¨nge generiert, diese der kombinierten Auswertung zugefu¨hrt und die INS pra¨dizierte Lo¨sung
mit der vorab bestimmten GPS Referenztrajektorie verglichen. Die Beschra¨nkung auf 60 sec resultiert
aus dem Fehlerverhalten des INS, da nach dieser Zeitspanne die Lo¨sungen i.d.R. so große Abweichun-
gen zur korrekten Trajektorie haben, daß die doppelt differenzierte Code-Lo¨sung genauer ist und die
Mittelbildung durch den systematischen Einfluß der INS Lo¨sung unno¨tig verfa¨lscht werden wu¨rde. Die
Auslegung des Filters (siehe Seite 91) in der Software-Implementation ist daraufhin ausgerichtet. Wenn
ein Signalabriß la¨nger als 60 sec dauert, wird das Fehlerverhalten des INS nicht mehr modelliert und
es erfolgt auch keine Bildung des gewichteten Mittels. Stattdessen wird fu¨r die Mehrdeutigkeitssuche
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nur noch die Code-Lo¨sung herangezogen.
Die Modellierung des Fehlerverhaltens (siehe Abbildungen 9.3, 9.4 und 9.5) wurde unabha¨ngig fu¨r
jede Koordinatenrichtung durchgefu¨hrt. Hierbei wurden aus allen acht Meßfahrten der Vergleich zwi-
schen der INS Lo¨sung und der Referenztrajektorie betragsma¨ßig berechnet und daraus jeweils ein
ausgleichendes Polynom zweiter Ordnung fu¨r die Formulierung der zu erwartenden INS Fehler be-
stimmt. Die Polynomwerte werden beim Auftreten eines Signalabrisses benutzt, um die Varianz-
Kovarianzmatrix der INS bestimmten Lo¨sung abha¨ngig von der Dauer des Abrisses zu berechnen.
Basierend auf den aktuellen Varianzen der INS Lo¨sung und dem berechneten Modellwert fu¨r die ent-
sprechende Komponente, wird eine Matrix Ω mit Multiplikationsfaktoren (siehe Glg. 9.39) berechnet,
mit dem die Varianz-Kovarianzmatrix der INS Lo¨sung skaliert wird. Die Skalierung erfolgt mathe-
matisch streng, um die stochastischen Informationen der Varianz-Kovarianzmatrix der INS Lo¨sung
nicht zu vereinfachen und die vorhandenen Korrelationen zu beru¨cksichtigen. Fu¨r den Fall, daß die
Varianz einer Komponente gro¨ßer als die empirisch bestimmte Gro¨ße ist, wird der entsprechende Mul-
tiplikationsfaktor in Ω gleich eins gesetzt. D.h. die gescha¨tzte Varianz bleibt bestehen. Somit wird
sichergestellt, daß keine Verkleinerung der urspru¨nglichen Varianzen erfolgt.
Ausgehend von der Varianz-Kovarianzmatrix (Glg. 9.35) der INS Positionierung werden mittels
Gleichungen (9.36) bis (9.38) die Multiplikatoren berechnet, mit denen die urspru¨ngliche Varianz-
Kovarianzmatrix mittles Glg. (9.40) skaliert wird.
ΣxˆINS =
∣∣∣∣∣∣∣∣∣∣∣
σ2x σxσy σxσz
σxσy σ
2
y σyσz
σxσz σyσz σ
2
z
∣∣∣∣∣∣∣∣∣∣∣
Varianz-Kovarianzmatrix der INS gescha¨tzten Position (9.35)
ωx =
√
σ˘x√
σx
Multiplikationsfaktor der X-Komponente (9.36)
ωx =
√
σ˘y√
σy
Multiplikationsfaktor der Y-Komponente (9.37)
ωx =
√
σ˘z√
σz
Multiplikationsfaktor der Z-Komponente (9.38)
mit: √
σ˘i Modellwert der Standardabweichung aus Polynom zweiter Ordnung (S. 95)
√
σi INS gescha¨tzte Standardabweichung
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Ω =
∣∣∣∣∣∣∣∣∣∣∣
ωx 0 0
0 ωy 0
0 0 ωz
∣∣∣∣∣∣∣∣∣∣∣
Matrix der Multiplikatoren (9.39)
Mittels der in Gleichungen (9.36) bis (9.38) bestimmten Faktoren wird die Skalierungsmatrix Ω zu-
sammengesetzt, welche die urspru¨ngliche INS Varianz-Kovarianzmatrix mit Hilfe von Gleichung (9.40)
in die skalierte Varianz-Kovarianzmatrix Σ˘xˆINS u¨berfu¨hrt. Die neue Varianz-Kovarianzmatrix stellt ei-
ne gute Na¨herung fu¨r das Fehlerverhalten des Systems im Fall eines Signalabrisses dar und dient als
Eingangsgro¨ße fu¨r das Filter zur Vereinigung der Code- und INS-Lo¨sung.
Σ˘xˆINS = Ω ΣxˆINS Ω
T Skalierung der urpru¨nglichen Varianz-Kovarianzmatrix (9.40)
Die Vorgehensweise zur Modellierung des Fehlermodells des INS ist allerdings auf die oben beschrie-
bene geradlinige Art der Fahrdynamik beschra¨nkt. Dies bedeutet, daß fu¨r andere Dynamiktypen neue
Multiplikationsfaktoren ωi zu bestimmen sind. In diesem Fall sind weitere empirische Untersuchun-
gen anzustellen, welche das Modellieren des Fehlerverhaltens unter den anderen Dynamikzusta¨nden
erlauben.
9.2.2. Validierung der INS gestu¨tzten L1-Ambiguita¨tensuche
Nach der erfolgreichen Fixierung der L1-Mehrdeutigkeiten mit Hilfe der INS Daten, wird die Prozes-
sierung mit den bestimmten Ambiguita¨ten weitergefu¨hrt. Da allerdings die Mo¨glichkeit der falschen
Fixierung, obwohl die Mehrdeutigkeiten alle Validierungstests passiert haben, nicht ausgeschlossen
werden kann, erfolgt ein weiterer Validierungsschritt. Dies muß beru¨cksichtigt werden, da die INS
Lo¨sung besonders bei la¨ngeren Signalabrissen aufgrund von systematischen Verfa¨lschungen beeinflußt
sein kann.
Wenn nach einem Signalabriß wieder genu¨gend L2-Phasendaten vorhanden sind, wird aufgrund der
gemittelten Position versucht, eine Widelane-Suche durchzufu¨hren. Diese ist meist erfolgreich, da die
Widelane-Suche, bedingt durch die im Vergleich zu den Originalbeobachtungen wesentlich la¨ngere Wel-
lenla¨nge der Widelane-Beobachtungen, unempfindlicher gegenu¨ber ungenauen a priori Startlo¨sungen
ist. Nach der erfolgreichen Scha¨tzung der Widelane-Mehrdeutigkeiten wird wieder analog zu Kapi-
tel (9.1.1) eine L1-Suche gestartet. Die neu gefundenen L1-Mehrdeutigkeiten werden nachfolgend mit
den bis dato gu¨ltigen verglichen. Fu¨r den Fall, daß die Ambiguita¨ten nicht identisch sind, werden die
Mehrdeutigkeiten verworfen und eine neue Scha¨tzung in der na¨chsten Epoche durchgefu¨hrt, welche
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auf der Widelane-Lo¨sung basiert.
9.3. Prozessierung mittels virtueller Referenzstationen (VRS)
In der vorliegenden Arbeit wurde fu¨r die GPS Positionierung das Modell fu¨r Basislinien bis ca. 20 km
implementiert, folglich werden atmospha¨rische Fehlereinflu¨sse nicht mitgescha¨tzt. Statt der Scha¨tzung
der Fehlereinflu¨sse werden im Fall der tropospha¨rischen Refraktion Modelle zur Bestimmung der tro-
pospha¨rischen Refraktion benutzt. Weiterhin wurde auf die Modellierung der ionospha¨rischen Refrak-
tion verzichtet. Dies hat zur Folge, daß mit gro¨ßer werdenden Abstand des Tra¨gerfahrzeugs von der
Referenzstation die entfernungsabha¨ngigen Fehlereinflu¨sse dominant werden und die Positionierung
verfa¨lschen ko¨nnen. Um diesen Mißstand zu beheben, wurde auf das Konzept der VRS zuru¨ckgegrif-
fen, welches eine Minimierung der entfernungsabha¨ngigen Fehlereinflu¨sse erlaubt (siehe Kap. 4). Die
Prozessierung erfolgt im derzeitigen Stand der Arbeit sequentiell. Dies bedeutet, daß max. vier virtu-
elle Referenzstationen nacheinander prozessiert werden ko¨nnen. Dazu werden nach der Messung die
Daten der virtuellen Referenzstation entlang der Trajektorie gelegt, so daß eine lu¨ckenlose Abdeckung
mit Referenzdaten vorliegt. Der Vorteil dieses Konzeptes gegenu¨ber den Arbeiten von [Heinze 1996],
[So¨hne 1996] und [Mathes 1998] liegt darin, daß eine Meßfahrt eines Autobahnstu¨cks von > 60 km
erfolgen kann, ohne daß die Meßstrecke mit lokal aufgestellt Referenzstationen abgedeckt werden muß.
Weiterhin kann die Planung der VRS-Standpunkte komplett im Bu¨ro erfolgen, da im Gegensatz zu
lokalen Referenzstationen keine Erkundung geeigneter Standpunkte der lokalen Referenzstationen in
Hinblick auf Abschattungen etc. erfolgen muß. Dies fu¨hrt zu einer Minimierung der Arbeitszeiten und
-kosten, da im Idealfall nur noch die Messung durchgefu¨hrt wird, ohne aufwendige Zusatzarbeiten wie
Planung, Selektion von geeigneten Standpunkten, Aufstellung und Bewachung von lokalen Referenz-
stationen.
Die sequentielle Prozessierung der virtuellen Referenzstationen wie sie in SKinI implementiert ist,
unterscheidet sich in den meisten Punkten nicht von der
”
klassischen“ Methode mittels physischer Re-
ferenzstation. Der gravierendste Unterschied besteht allerdings in der Mo¨glichkeit, auf sich a¨ndernde
Koordinaten der Referenzstation zu reagieren, um so eine weitreichende Abdeckung der Trajektorie des
Tra¨gerfahrzeugs mit Referenzstationsdaten erhalten zu ko¨nnen. Diese Mo¨glichkeit besteht in aktuell
vorhandener kommerzieller Software zur GPS Prozessierung noch nicht und birgt, wie oben erwa¨hnt,
Vorteile, was den Einsatzradius des Meßsystems und die damit verbundenen Kosten betrifft. Ausge-
hend von den theoretischen Erla¨uterungen ist die Implementierung in der Software SKinI anhand
dieser U¨berlegungen erstellt worden.
Innerhalb eines Projektes ko¨nnen mit dem Programm SKinI bis zu vier virtuelle Referenzsta-
tionen prozessiert werden. Dazu muß beim Import der Rohdaten (RINEX Beobachtungsdateien der
virtuellen Referenzstationen sowie der Beobachtungsdatei des auf dem Tra¨gerfahrzeug vorhandenen
GPS Empfa¨ngers) die zeitliche Synchronisation der Daten der virtuellen Referenzstationen und des
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mobilen Empfa¨ngers sichergestellt sein. Die chronologische Reihenfolge der Referenzstationen wird
beim Prozessieren beru¨cksichtigt und im Rahmen gleicher Zeitintervalle einer virtuellen Referenzsta-
tion und eines mobilen GPS Empfa¨nger prozessiert. Fu¨r den Fall, daß die Prozessierung an das Ende
der VRS Datei angelangt ist, wird programmintern mit der na¨chsten virtuellen Referenzstation weiter
prozessiert. Dabei entsteht beim Wechsel der Referenzstationen eine Unstetigkeitsstelle. Folge davon
ist, daß die Ambiguita¨tensuche neu gestartet werden muß, da sich die Ambiguita¨ten immer nur auf
ein individuelles Paar Referenzstation-Rover beziehen. Die Ambiguita¨tensuche stellt in diesem Fall
allerdings kein gro¨ßeres Problem dar, da bedingt durch die kontinuierliche INS Lo¨sung hochgenaue
Koordinaten zu Verfu¨gung gestellt werden. Das Weiterfu¨hren der Koordinatenlo¨sung mittels des INS
wu¨rde theoretisch das Berechnen der Ambiguita¨ten aus dem hochgenau bekannten Vektor (neue virtu-
elle Referenzstation-Rover) erlauben, allerdings wurde dieser Ansatz nicht verfolgt. Stattdessen wird,
ausgehend von der INS Lo¨sung und der differentiellen Code-Lo¨sung (siehe Kap. 9.2.1), die gewichte-
te Koordinatenlo¨sung in den Ambiguita¨tensuchalgorithmus eingespeist, der aufgrund dieser a priori
Informationen und geeigneten Ambiguita¨tenvalidierungsalgorithmen (siehe Kap. 9.1.2) die korrekten
Mehrdeutigkeiten i.d.R. instantan findet.
Der Prozessierungsmodus
”
VRS“ ist nicht alleine der Konfiguration GPS/INS vorbehalten. Bei der
Standard-GPS Auswertung ist das Benutzen einer, bzw. im Fall von kinematischen GPS Messun-
gen, mehrerer virtueller Referenzstationen ebenfalls vorgesehen. Folglich profitiert der SKinI GPS-
Prozessor auch von den Vorteilen, welche die Prozessierung mittels virtueller Referenzstation bietet.
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In diesem Kapitel werden Analysen und Feldtests beispielhaft beschrieben. Hierbei werden zum einen
Ableitungen fu¨r theoretische Betrachtungen aus den vorherigen Kapitel gestu¨tzt, Daten der empi-
rischen Untersuchungen fu¨r die Validierungstest in Kapitel (9.1.2) dargelegt und zum anderen die
Leistungsfa¨higkeit des Gesamtsystems dokumentiert.
10.1. Analysen
10.1.1. Bestimmung des Ablehnungskriteriums
”
L1-Norm Test der mittleren Fehler der
Positionierung“
Die Grenzwerte der im Kapitel (9.1.2) und (9.1.3) benutzten Ablehnungstests fu¨r die Ambiguita¨tenvali-
dierung basieren auf empirischen Untersuchungen, die im Rahmen dieser Arbeit durchgefu¨hrt wurden.
Um eine entfernungsabha¨ngige Bestimmung der Ablehnungskriterien erhalten zu ko¨nnen, wurden di-
verse Basislinien mit La¨ngen von 1 km bis 15 km untersucht und daraus ein lineares Modell (Glg. 10.1)
fu¨r diese Kriterien bei Widelane- sowie L1-Beobachtungen abgeleitet.
Abbildung 10.1.: Positionsberechnung mit fixierten Ambiguita¨ten: L1-Norm der mittleren Fehler
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Gf(s) = 1.5 · 10−7 · l + 0.013 [m] (10.1)
mit
l La¨nge der Basislinie [m]
Zur Darstellung des Versuchsaufbaus wurde exemplarisch eine an den Untersuchungen beteiligte Ba-
sislinie ausgesucht (siehe Abb. 10.1). Der Versuchsaufbau fu¨r das Ablehnungskriterium
”
L1-Norm der
mittleren Fehler“ wurde dahingehend konzipiert, daß eine Bestimmung der Basislinie vom Referenz-
punkt 6511 des Instituts fu¨r Physikalische Geoda¨sie (IPGD) zum Punkt 1002 Flughafen Griesheim
erfolgte. Die La¨nge der Basislinie entspricht ca. 9 km. Die Auswertung der Basislinie erfolgte epo-
chenweise, d.h. in jeder Epoche wurde der Ambiguita¨tensuchalgorithmus neu gestartet und mit den
bestimmten Mehrdeutigkeiten eine Positionierung durchgefu¨hrt. Die erhaltenen Koordinaten wurden
mit den bekannten Koordinaten des Punktes verglichen und als korrekt angesehen, wenn die Posi-
tionierung im Bereich von ± 5 cm in jeder Komponente u¨bereinstimmte. Im anderen Fall wurde eine
falsche Mehrdeutigkeitsfestsetzung angenommen. In Abbildung (10.1) ist die L1-Norm der mittleren
Fehler bei der korrekten Bestimmung (blaue Linie) und zusa¨tzlich die L1-Norm der fehlerhaften Am-
biguita¨tenbestimmung (rote Pluszeichen) dargestellt.
Das Ablehnungskriterium wurde dahingehend bestimmt, daß bei den als korrekt angesehen Positio-
nierungen das Mittel der L1-Normen und die Standardabweichung gebildet wurden und die Summe
aus Mittel und Standardabweichung die obere Grenze fu¨r zula¨ssige Werte der L1-Norm bestimmten.
Die Addition des Vertrauensbereichs erfolgte aufgrund der zu restriktiven Ablehnungsschranke, wenn
nur das Mittel fu¨r die Bildung des Kriteriums herangezogen worden wa¨re. Fu¨r das Ablehnungskrite-
rium bedeutet dies, daß sehr viele korrekte Festsetzungen fa¨lschlicherweise verworfen werden. Diese
Verfahrensweise wurde bei allen prozessierten Basislinien angewandt. Aufgrund der Ergebnisse der
Prozessierungen der verschiedenen Basislinien wurde das lineare entfernungsabha¨ngige Modell fu¨r die
Ablehnung eines bestimmten Ambiguita¨tensatzes bestimmt.
Wie in Abbildung (10.1) gut zu sehen ist, ist das Mittel plus die Standardabweichung eine gute
Testschranke, um falsche Ambiguita¨tenfixierungen zu detektieren. Es werden nur wenige wahre Fixie-
rung verworfen, dafu¨r aber der Großteil der falschen Fixierungen detektiert. Der Anstieg der L1-Norm
der mittleren Fehler gegen Ende des Meßzeitraums liegt darin begru¨ndet, daß sich, bedingt durch
nur noch wenig vorhandene Satelliten und der sich bei dieser Messung ergebenden schlechten Satel-
litengeometrie, ein Anstieg der DOP-Werte bemerkbar macht, was sich in die mittleren Fehler der
Positionierung fortpflanzt. Weiterhin ist ersichtlich, daß sich mit abnehmender Anzahl der Satelliten
und steigenden DOP-Werten die Wahrscheinlichkeit falscher Fixierungen erho¨ht, ohne das der letzte
Test diese herausfiltern ko¨nnte, da deren mittlere Fehler unterhalb der Testschranke liegen, was auf
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die zu geringe Redundanz der Positionsscha¨tzung zuru¨ckzufu¨hren ist.
10.1.2. Bestimmung des Ablehnungskriteriums
”
L1-Norm der Residuen der
Positionierung“
Ein a¨hnliches Verfahren wurde beim Test der Residuen der an der Positionierung beteiligten Strecken
angewandt, welches in Kapitel (9.1.3) bei der direkten Festsetzung von Ambiguita¨ten benutzt wird.
Die Bestimmung dieses Kriteriums basiert ebenfalls auf denselben Basislinien wie in Kapitel (10.1.1),
wohingegen in diesem Fall die L1-Norm der Residuen normiert auf die Anzahl der Beobachtungen
analysiert wurde.
GLi = 4.05 · 10−7 · l + 0.003 [m] (10.2)
mit
l La¨nge der Basislinie [m]
Als Testdatensatz zur Visualisierung des Kriteriums dient die in Kapitel (10.1.1) exemplarisch aus-
gewa¨hlte Basislinie (L1-Beobachtungen) mit den Punkten 6511 (IPGD) und 1002 (Griesheim). In Ab-
bildung (10.2) ist die L1-Norm der Residuen normiert auf die Anzahl der Beobachtungen dargestellt.
Als obere Grenze des Ablehnungskriteriums wurde das Mittel der L1-Normen plus der Standardabwei-
chung festgesetzt. Als Ergebnis der Auswertung stellt sich ein a¨hnliches Bild wie bei der L1-Norm der
mittleren Fehler dar. Allerdings findet bei diesem Test die Anzahl der an der Positionierung beteiligten
Satelliten Eingang. Die Bestimmung der oberen Grenze fu¨r die Ablehnung gefundener Ambiguita¨ten
erfolgte a¨hnlich wie in Kapitel (10.1.1). D.h. fu¨r alle prozessierten Basislinien wurde das Mittel der
L1-Norm der Residuen normiert auf die Anzahl der Satelliten sowie die dazugeho¨rige Standardab-
weichung bestimmt. Das lineare Modell (Glg. 10.2) wurde gebildet aus der Summe der Mittel und
Abbildung 10.2.: Positionierung mit fixierten Ambiguita¨ten: normierte L1-Norm der Residuen
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der Standardabweichung und dient wa¨hrend dem Programmlauf als letzter Validierungsschritt bei der
direkten Festsetzung von Ambiguita¨ten unter Beru¨cksichtigung der Basislinienla¨nge.
10.1.3. Konsistenzvergleich verschiedener VRS Basislinien
Wa¨hrend einer Meßfahrt mit mehreren Referenzstationen ist unabha¨ngig davon, ob es sich um virtu-
elle oder reelle Referenzstationen handelt, zu beachten, daß bei dem Wechsel der Referenzstationen
eine Neuinitialisierung der Ambiguita¨ten erfolgen muß. Die
”
alten“ Ambiguita¨ten beziehen sich auf die
bisherige Referenz-Rover Kombination, welche nach dem Wechsel nicht mehr gegeben ist. Als Folge
des Wechsels kann es zu Unstetigkeiten in der Positionslo¨sung kommen, da zum einen neue Ambi-
guita¨ten fu¨r die Positionierung verwendet werden und zum anderen die
”
neue“ Referenzstation ein
anderes Fehlerbudget aufweisen kann. Um diese Problematik bei der Verwendung von virtuellen Re-
ferenzstationen zu untersuchen wurde ein Testnetzwerk (siehe Abb. 10.3 Seite 105) mit 25 virtuellen
Referenzstationen in verschiedenen Absta¨nden und Himmelsrichtungen generiert. Diese Konfiguration
wurde gewa¨hlt, um einerseits den Einfluß entfernungsabha¨ngiger Fehler bei nicht gleichabsta¨ndigen
Referenzstationen untersuchen zu ko¨nnen. Andererseits wurden die Basislinien in verschiedenen Him-
melsrichtungen angelegt, um einen etwaigen Richtungseinfluß bei der Prozessierung der Basislinien
bestimmen zu ko¨nnen. Als
”
mobiler“ Standpunkt wurde der Punkt 6511 auf dem Geba¨ude des Fach-
bereichs Bauingenieurwesen und Geoda¨sie gewa¨hlt, dessen Koordinaten bekannt sind. Die Messungen
wurden am 11.03.2005 von 15:35 h bis 16:35 h und am 13.03.2005 von 09:03 h bis 10:03 h ausgefu¨hrt,
um etwaige Korrelationen in der Lo¨sung, bedingt durch die Satellitengeometrie, zu vermeiden. Fu¨r die
Messung wurde ein Trimble 4000 SSi im kinematischen Modus eingesetzt. Die Auswertung der Mes-
sung erfolgte gleichermaßen im kinematischen Modus, um eine Messung mit dem Tra¨gerfahrzeug zu
simulieren. Zusa¨tzlich wurden fu¨r die jeweiligen Tage Informationen vom hessischen SAPOS c©Webser-
ver heruntergeladen, welche die atmospha¨rischen Gegebenheiten darstellen. Dies sind zum einen der
Einfluß der Ionospha¨re in Nord-Su¨d und Ost-West Richtung (siehe Abb. 10.4 S. 108 und Abb. 10.17
S. 116) und zum anderen geometrische Korrekturen1 fu¨r die jeweiligen Tag in Nord-Su¨d und Ost-West
Richtung (siehe Abb. 10.5 S. 108 und Abb. 10.18 S. 116), welche aus den Beobachtungen der am
Netzwerk beteiligten Referenzstationen berechnet werden.
Die Ergebnisse der Auswertung aller Basislinien sind in den Tabellen (10.1) und (10.2) auf Seite
103 und Seite 104 aufgefu¨hrt. Die gemittelten Ergebnisse der jeweiligen Basislinien der kinematischen
Auswertung passen sehr gut zueinander und stimmen mit den bekannten Koordinaten bis auf weni-
ge Millimeter u¨berein. Aus den Tabellen (10.1) und (10.2) la¨ßt sich ebenfalls, mit der Zunahme der
Entfernung von der jeweiligen Referenzstation zu Punkt 6511, ein Anstieg der Standardabweichungen,
welche aus den epochenweisen Lo¨sungen der jeweiligen Basislinien resultieren, in den Koordinaten fest-
stellen, was mit der Zunahme des Einflusses der entfernungsabha¨ngigen Fehler direkt zusammenha¨ngt.
Dieses Verhalten la¨ßt sich auch direkt aus den gewonnen Koordinaten (siehe Abb. 10.6) ableiten. Die
1Tropospha¨re und Ephemeridenfehler
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Tag Name X [m] σx [m] Y [m] σy [m] Z [m] σz [m]
11.03.05 VRS 0km ZB 4072587.000 0.005 621656.816 0.002 4853112.224 0.005
VRS 1km Nord 4072586.999 0.005 621656.816 0.002 4853112.224 0.005
15:35h VRS 1km Nord-Ost 4072586.999 0.005 621656.816 0.002 4853112.224 0.005
bis VRS 1km Nord-West 4072587.000 0.005 621656.815 0.002 4853112.224 0.005
16:35h VRS 1km Ost 4072587.000 0.005 621656.817 0.002 4853112.224 0.005
VRS 1km Su¨d 4072587.001 0.005 621656.816 0.002 4853112.224 0.005
VRS 1km Su¨d-Ost 4072587.000 0.005 621656.816 0.002 4853112.224 0.005
VRS 1km Su¨d-West 4072587.001 0.005 621656.815 0.002 4853112.224 0.005
VRS 1km West 4072587.000 0.005 621656.815 0.002 4853112.224 0.005
VRS 5km Nord 4072587.000 0.007 621656.815 0.003 4853112.221 0.008
VRS 5km Nord-Ost 4072587.001 0.007 621656.816 0.003 4853112.221 0.008
VRS 5km Nord-West 4072587.001 0.007 621656.813 0.003 4853112.221 0.008
VRS 5km Ost 4072587.002 0.007 621656.817 0.003 4853112.221 0.008
VRS 5km Su¨d 4072587.005 0.007 621656.815 0.003 4853112.222 0.009
VRS 5km Su¨d-Ost 4072587.004 0.007 621656.816 0.003 4853112.222 0.009
VRS 5km Su¨d-West 4072587.004 0.007 621656.813 0.003 4853112.222 0.009
VRS 5km West 4072587.003 0.007 621656.813 0.003 4853112.221 0.009
VRS 10km Nord 4072587.000 0.009 621656.814 0.004 4853112.218 0.011
VRS 10km Nord-Ost 4072587.002 0.009 621656.815 0.004 4853112.219 0.011
VRS 10km Nord-West 4072587.001 0.009 621656.812 0.004 4853112.218 0.012
VRS 10km Ost 4072587.005 0.009 621656.816 0.004 4853112.221 0.012
VRS 10km Su¨d 4072587.007 0.009 621656.814 0.004 4853112.221 0.013
VRS 10km Su¨d-Ost 4072587.006 0.009 621656.815 0.004 4853112.221 0.013
VRS 10km Su¨d-West 4072587.005 0.009 621656.813 0.004 4853112.220 0.013
VRS 10km West 4072587.003 0.009 621656.812 0.004 4853112.219 0.013
Tabelle 10.1.: Ergebnisse Basislinienauswertungen vom 11.03.05
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Tag Name X [m] σx [m] Y [m] σy [m] Z [m] σz [m]
13.03.05 VRS 0km ZB 4072587.000 0.008 621656.815 0.003 4853112.222 0.007
VRS 1km Nord 4072586.999 0.008 621656.814 0.003 4853112.223 0.008
09:03h VRS 1km Nord-Ost 4072587.000 0.008 621656.815 0.003 4853112.224 0.008
bis VRS 1km Nord-West 4072586.999 0.008 621656.814 0.003 4853112.223 0.008
10:03h VRS 1km Ost 4072587.000 0.008 621656.815 0.003 4853112.224 0.007
VRS 1km Su¨d 4072587.000 0.008 621656.814 0.003 4853112.223 0.007
VRS 1km Su¨d-Ost 4072587.000 0.008 621656.815 0.003 4853112.224 0.007
VRS 1km Su¨d-West 4072587.000 0.008 621656.814 0.003 4853112.223 0.007
VRS 1km West 4072587.000 0.008 621656.813 0.003 4853112.222 0.007
VRS 5km Nord 4072587.001 0.008 621656.810 0.005 4853112.233 0.015
VRS 5km Nord-Ost 4072587.002 0.008 621656.811 0.005 4853112.234 0.014
VRS 5km Nord-West 4072587.001 0.008 621656.808 0.005 4853112.232 0.014
VRS 5km Ost 4072587.004 0.008 621656.811 0.005 4853112.234 0.013
VRS 5km Su¨d 4072587.004 0.008 621656.809 0.005 4853112.232 0.011
VRS 5km Su¨d-Ost 4072587.004 0.008 621656.810 0.005 4853112.234 0.012
VRS 5km Su¨d-West 4072587.003 0.008 621656.807 0.005 4853112.231 0.012
VRS 5km West 4072587.002 0.008 621656.807 0.005 4853112.231 0.013
VRS 10km Nord 4072587.004 0.010 621656.807 0.007 4853112.240 0.019
VRS 10km Nord-Ost 4072587.005 0.011 621656.808 0.007 4853112.241 0.018
VRS 10km Nord-West 4072587.004 0.010 621656.805 0.007 4853112.239 0.018
VRS 10km Ost 4072587.006 0.010 621656.808 0.007 4853112.240 0.017
VRS 10km Su¨d 4072587.006 0.012 621656.806 0.007 4853112.238 0.015
VRS 10km Su¨d-Ost 4072587.006 0.011 621656.807 0.007 4853112.239 0.016
VRS 10km Su¨d-West 4072587.005 0.011 621656.804 0.007 4853112.237 0.016
VRS 10km West 4072587.004 0.010 621656.804 0.007 4853112.238 0.017
Tabelle 10.2.: Ergebnisse Basislinienauswertungen vom 13.03.05
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Abbildung 10.3.: Netzkonfiguration der Testtage 11.03.2005 und 13.03.2005
Koordinatenlo¨sungen der Basislinie mit 10 km Abstand vom Punkt 6511 weist mit bis zu ca. ±7 cm
in den Einzelkomponenten eine weitaus gro¨ßere Streuung auf, als die kurze Basislinie mit 1 km La¨nge,
die mit ca. ±2 cm eine um den Faktor ≈ 3.5 kleinere Streuung in den Einzelkomponenten aufzeigt.
Aus Abbildung (10.4) ist ersichtlich, daß der Einfluß der Ionospha¨re am 11.03.2005 in Nord-Su¨d
Richtung mit bis zu ca.± 2 ppm und in Ost-West Richtung mit±1 ppm gering war. Die genaue Analyse
des Einflusses der Ionospha¨re in der Nord-Su¨d Komponente in der Mitte des Meßzeitraumes zeigt einen
sprunghaften Anstieg des ionospha¨rischen Einflusses eines Satelliten auf ca. 2 ppm, der auch in der
Positionslo¨sung in Abbildung (10.6) bei ca. 490000 ToW deutlich zu sehen ist. Die in Abbildung (10.5)
dargestellten geometrischen Korrekturen fu¨r die beteiligten Satelliten liegen i.d.R. deutlich unter einem
ppm und sind somit vernachla¨ssigbar. Insgesamt betrachtet, ko¨nnen die atmospha¨rischen Einflu¨sse als
”
ruhig“ bezeichnet werden und stellen fu¨r die Auswertung, insbesondere die Ambiguita¨tenlo¨sung, keine
Probleme dar.
Um den Einfluß der unterschiedlichen Entfernungen und Richtungen der Basislinien auf etwaige Un-
stetigkeiten in der Positionierung zu untersuchen, wurden alle mo¨glichen Kombinationen ausgewertet
und miteinander verglichen. Der Vergleich erfolgt aufgrund der Differenzen der einzelnen Koordina-
tenkomponenten. Es ist zu erwarten, daß unter der Voraussetzung gleicher Fehlereinflu¨sse und gleicher
Basislinienla¨ngen die Koordinatenlo¨sungen gleich sind und demnach die Differenzen um den Wert Null
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liegen. In Abbildung (10.7) ist der Unterschied in der Positionierung des Punktes 6511 mit VRS 10km
Nord zur Positionierung mittels der VRS 10km Su¨d dargestellt. Die Unterschiede belaufen sich auf
ca. ±1 cm und sind, bezogen auf die Basislinienla¨ngen, sehr gut. Demgegenu¨ber fallen die Differenzen
der Positionslo¨sung mittels VRS 10km West und VRS 10km Ost in Abbildung (10.8) um die Ha¨lfte
geringer aus und bewegen sich im Bereich von ±0.5 cm. Die Erkla¨rung der kleineren Differenzen in
den verschiedenen Lo¨sungen ist in dem Einfluß der Ionospha¨re aus Abbildung (10.4) zu sehen. Der
Einfluß in der Nord-Su¨d Komponente der Ionospha¨re ist generell etwas gro¨ßer als in der Ost-West
Komponente, was die geringere Differenz in der Positionierung in Ost-West Richtung erkla¨rt. Die Dif-
ferenzen in den Basislinien VRS 10km Nord und VRS 10km Nord-West fa¨llt mit ca. ±0.3 cm noch
geringer aus, das ist dadurch zu erkla¨ren, daß beide Basislinien a¨hnlich orientiert und gleiche Absta¨n-
de zum Punkt 6511 haben und daher zu erwarten ist, daß auf beide nahezu gleiche Fehlereinflu¨sse
wirken. Wird der Abstand der Basislinien verringert (Abb. 10.10), wie bei der Kombination VRS 5km
Su¨d zu VRS 5km West ersichtlich, so verringern sich die Unterschiede in der Positionierung auf den
Wert von ca. ±0.3 cm, da bei geringer werdenden Absta¨nden von Referenz zu Rover ebenfalls auf
geringere entfernungsabha¨ngige Fehler geschlossen werden kann. Der kleinere ionospha¨rische Einfluß
in der Ost-West Komponente ist wieder in den Differenzen (Abb. 10.11) der Basislinien VRS 5km
West zu VRS 5km Ost erkennbar. Die Unterschiede sind mit ca. ±0.2 cm nochmals geringer als in der
Kombination VRS 5km Su¨d zu VRS 5km West (Abb. 10.10), da diese Kombination, bedingt durch die
su¨dliche Ausrichtung der VRS 5km Su¨d, einem ho¨heren ionospha¨rischen Einfluß ausgesetzt ist. Ist der
Abstand der Basislinien mit 1 km sehr gering, wie in Abbildung (10.12), so ist ebenfalls der Einfluß
der entfernungsabha¨ngigen Fehler so gering, daß auch der gro¨ßere Einfluß in der Nord-Su¨d Richtung
nicht mehr zum Tragen kommt. In diesem Fall bewegen sich die Differenzen der Basislinien VRS 1km
Nord zu VRS 1km Su¨d im Bereich von ±0.2 cm und sind somit als gleich anzusehen.
Wird von den gleichabsta¨ndigen Referenz-Rover-Referenz Kombinationen zu Basislinien unterschied-
licher La¨nge u¨bergegangen, so a¨ndert sich das Bild in den Differenzen der Lo¨sungen zueinander. In
Abbildung (10.13) ist die Differenz der Lo¨sung in den Basislinien VRS 10km Nord und VRS 5km Su¨d
aufgetragen. Der Unterschied bela¨uft sich auf bis zu ca. ±1.5 cm und ist demnach gro¨ßer als bei den
10 km langen aber gleichabsta¨ndigen Basislinien. Auch in diesem Fall ist wieder der starke Anstieg
des ionospha¨rischen Einflusses zur Ha¨lfte des Meßintervalls (ca. 490000 ToW) in der Positionslo¨sung
zu erkennen. Die unterschiedlichen Entfernungen in der Kombination VRS 10km West und VRS 5km
Ost (Abb. 10.14) fu¨hren auch bei den in Ost-West Richtung orientierten Basislinien zu einem Anstieg
in den Differenzen der Positionierungen, so daß der geringere ionospha¨rische Einfluß nicht mehr zum
Tragen kommt und somit die sta¨rker werdenden entfernungsabha¨ngigen Fehler beginnen, die Positio-
nierung zu dominieren. Um eine Aussage zu den Genauigkeiten der Positionierungen zu erhalten und
eine etwaige Richtungsabha¨ngigkeit zu detektieren, wurde in Abbildung (10.15) eine Kombination ge-
wa¨hlt, welche von beiden Komponenten (Ionospha¨re Nord-Su¨d und Ost-West) beeinflußt wird. Diese
Basislinie ist in Richtung Nord-Ost und Su¨d-Ost orientiert. Eine erkennbare Zunahme der Differenzen
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in den Koordinaten ist vorhanden, doch resultieren diese nicht aus der Orientierung der Basislinie,
sonder aus den unterschiedlichen Basislinienla¨ngen.
Eine in diesem Netzwerk maximale Abstandsdifferenz zwischen zwei Referenzstationen ist in der
Kombination VRS Zero-Baseline und VRS 10km Nord in Abbildung (10.16) zu sehen. Die Differenzen
der Positionierung erreichen hierbei Werte von bis zu 4 cm. Dies la¨ßt sich unschwer dadurch erkla¨ren,
da die Basislinie VRS Zero-Baseline zu Punkt 6511 keinen entfernungsabha¨ngigen Fehlern unterliegt.
Im Gegensatz dazu kann in der 10 km langen Basislinien mit in diesem Netzwerk maximal auftreten-
den Fehlern gerechnet werden. Daraus folgt, daß bei einer ausschließlichen GPS Auswertung dieser
Fehlerentwicklung Rechnung getragen werden muß und diese Kombination von stark unterschiedli-
chen Basislinienla¨ngen vermieden werden sollte. Bei der kombinierten GPS/INS Auswertung wu¨rde
die Differenz von 4 cm zwar ersichtlich sein, sich aber bedingt durch die Filterung nicht so drastisch
auswirken. Dennoch ist diese Kombination von sehr kurzem Abstand zum Rover zu im Vergleich sehr
langem Abstand zum Rover zu vermeiden, da sich die Unterschiede in den Positionierungen schon
oberhalb des Meßrauschens des entwickelten GPS/INS Systems bewegen.
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Abbildung 10.4.: Differentieller ionospha¨rischer Einfluß fu¨r den 11.03.2004 14.00 h bis 18.00 h in Nord-
Su¨d und Ost-West Richtung
Abbildung 10.5.: Geometrische Korrekturen fu¨r den 11.03.2004 14.00 h bis 18.00 h in Nord-Su¨d und
Ost-West Richtung
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Abbildung 10.6.: Vergleich VRS 10km Nord zu VRS 1km N
Abbildung 10.7.: Differenzen VRS 10km N und VRS 10km S
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Abbildung 10.8.: Differenzen VRS 10km W und VRS 10km O
Abbildung 10.9.: Differenzen VRS 10km N und VRS 10km NW
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Abbildung 10.10.: Differenzen VRS 5km S und VRS 5km W
Abbildung 10.11.: Differenzen VRS 5km W und VRS 5km O
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Abbildung 10.12.: Differenzen VRS 1km N und VRS 1km S
Abbildung 10.13.: Differenzen VRS 10km N und VRS 5km S
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Abbildung 10.14.: Differenzen VRS 10km W und VRS 5km O
Abbildung 10.15.: Differenzen VRS 10km NO und VRS 5km SO
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Abbildung 10.16.: Differenzen VRS 10km N und VRS ZB
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Zusa¨tzlich zu der Messung am 11.03.2005 wurde eine weitere Messung am 13.03.2005 durchgefu¨hrt,
um die am ersten Tag erhaltenen Ergebnisse zu verifizieren. Ein Vergleich der ionospha¨rischen Einflu¨sse
(Abb. 10.17) zu den Einflu¨ssen am ersten Tag (Abb. 10.4) la¨ßt auf eine leicht verminderte Positio-
nierungsgenauigkeit schließen. Generell ist der Einfluß der Ionospha¨re am zweiten Tag gro¨ßer. Dies
a¨ußert sich in den Werten des ionospha¨rischen Einflusses in Nord-Su¨d Richtung mit ca. ± 2 ppm und
in Ost-West Richtung mit ungefa¨hr ±3 ppm und ist um den Faktor ≈ 1.5 gro¨ßer als am ersten Tag.
Weiterhin ist erkennbar, daß an diesem Tag die Ost-West Komponente gro¨ßeren Einflu¨ssen unterliegt,
als die der Nord-Su¨d Komponente. Die Werte der geometrischen Korrekturen liegen ebenfalls weit un-
ter einem ppm und sind nicht kritisch. Zwar ist der atmospha¨rische Einfluß am 13.03.2005, dargestellt
durch die beiden Abbildungen (Abb. 10.17) und (Abb. 10.18), nicht mehr als
”
ruhig“ zu bezeichnen,
doch sind die Einflu¨sse insgesamt in einem Bereich, der die erfolgreiche Fixierung der Ambiguita¨ten
nicht erschwert. Die Ergebnisse des zweiten Meßtages, welche sich auf die gleichabsta¨ndigen Referenz-
stationen beziehen (Abbildungen 10.19, 10.20 und 10.22), decken sich mit denen des ersten Tages sehr
gut. Die Differenzen bewegen sich auf dem Niveau von ungefa¨hr ±0.2 bis 1 cm, wobei die Differenzen
zwischen den Lo¨sungen der Basislinien mit den geringeren Absta¨nden zum Punkt 6511 wieder die
geringsten Unterschiede aufweisen. Dies bedeutet, daß die Korrekturmodelle bei der Generierung der
VRS gut funktionieren und unter den Voraussetzungen von a¨hnlichen Fehlereinflu¨ssen in Nord-Su¨d
und Ost-West Richtung und gleichen Absta¨nden zwischen Referenz-Rover-Referenz, richtungs- und
entfernungsunabha¨ngig gleich gute Ergebnisse liefert. Werden stattdessen wieder Kombinationen mit
unterschiedlichen La¨ngen betrachtet, so kommen wieder, bedingt durch die unterschiedlichen La¨ngen
der Basislinien, weitaus gro¨ßere Differenzen zutage. Die in diesem Netzwerk auftretende maximale
Abstandsdifferenz zwischen der VRS 10km Nord und der Zero-Baseline ist in Abbildung (10.23) zu
sehen. Hierbei treten im Vergleich zum ersten Tag noch gro¨ßere Differenzen, bedingt durch die ge-
nerell gro¨ßeren atmospha¨rische Fehlereinflu¨ssen, von bis zu 6 cm auf. Diese Unterschiede liegen u¨ber
dem angestrebten Genauigkeitspotential des entwickelten GPS/INS Systems und sind unbedingt zu
vermeiden. Doch hier ist wieder ersichtlich, daß die Ergebnisse der Positionierung von den La¨ngen der
beteiligten Basislinien abha¨ngen. Die verbleibenden zwei Abbildungen (10.24) und (10.25) zeigen die
Differenzen von Basislinienkombinationen mit jeweils 5 km Unterschied zwischen den Basislinien. Auch
diese sind mit Differenzen von ca. 2 cm um den Faktor ≈ 2 gro¨ßer als eine vergleichbare Konstellation
des ersten Tages.
Als Fazit aus den Untersuchungen der Richtungs- und Entfernungsabha¨ngigkeit bezu¨glich etwaiger
Unstetigkeitsstellen in der Positionierung la¨ßt sich feststellen, daß bei in etwa gleicher Beeinflussung
durch atmospha¨rischer Fehler in Nord-Su¨d und Ost-West Richtung nur vernachla¨ssigbare Differenzen
in der Lo¨sung bezu¨glich der Orientierung der Basislinie vorhanden sind. Erst wenn stark unterschied-
liche Verha¨ltnisse vorherrschen, muß bei der Planung der Positionen von virtuellen Referenzstationen
zur Abdeckung einer GPS/INS Messung die Orientierung der Basislinie beru¨cksichtigt werden. Weiter-
hin kann festgestellt werden, daß nur bei großen Differenzen in den Basislinienla¨ngen zu verschiedenen
115
10. Analysen und Feldtests
Abbildung 10.17.: Differentieller ionospha¨rischer Einfluß fu¨r den 13.03.2004 08.00 h bis 12.00 h in
Nord-Su¨d und Ost-West Richtung
Abbildung 10.18.: Geometrische Korrekturen fu¨r den 13.03.2004 08.00 h bis 12.00 h in Nord-Su¨d und
Ost-West Richtung
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Abbildung 10.19.: Differenzen VRS 10km N und VRS 10km S
Abbildung 10.20.: Differenzen VRS 10km W und VRS 10km O
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Abbildung 10.21.: Differenzen VRS 1km N und VRS 1km S
Abbildung 10.22.: Differenzen VRS 1km W und VRS 1km O
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Abbildung 10.23.: Differenzen VRS 10km N und ZB
Abbildung 10.24.: Differenzen VRS 5km W und ZB
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Abbildung 10.25.: Differenzen VRS 10km N und VRS 5km W
Referenzstationen Inkonsistenzen auftreten ko¨nnen, die ebenfalls vermieden werden sollten. Dies sollte
insofern kein Problem darstellen, da bei der Planung von Positionen der virtuellen Referenzstationen
nicht auf o¨rtliche Gegebenheiten geachtet werden muß und gleiche Basislinienla¨ngen an den Stellen,
bei denen ein Wechsel der Referenzstationen erfolgt, beru¨cksichtigt werden ko¨nnen.
10.2. Feldtests
Dieses Kapitel entha¨lt exemplarisch einige Testmessungen, um die Leistungsfa¨higkeit des GPS Pro-
zessors und die des GPS/INS Systems im kinematischen Einsatzbereich zu belegen.
10.2.1. GPS Prozessor
Ein großes Problem der Ambiguita¨tenscha¨tzung unter alleiniger Verwendung des L1-Signals ist, daß
sich die Mehrdeutigkeitssuche i.d.R. nur auf die Informationen der differentiellen Code-Lo¨sung stu¨tzen
kann. Dies wirkt sich gerade bei kinematischen Daten mit geringer Redundanz meist negativ aus. Die
Dimensionen des Suchraums, welche von der Varianz-Kovarianzmatrix der Code-Lo¨sung aufgespannt
wird, ist im Vergleich zur Wellenla¨nge des L1-Signals so groß, daß eine sehr große Anzahl von Inte-
gerkombinationen innerhalb liegt und getestet werden mu¨ssen. Im Fall einer schlechten differentiellen
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Code-Lo¨sung ist es sehr wahrscheinlich, daß trotz ausreichend großem Suchbereich, in dem sich auch
die
”
wahren“ Ambiguita¨ten befinden, die falschen Ambiguita¨ten fixiert werden. Dies ist besonders
dann der Fall, wenn eine geringe Anzahl von Satelliten und eine schlechte Satellitengeometrie vorliegt.
Folge davon ist, daß eine falsche Integerkombination zufa¨lligerweise eine bessere Residuenquadratsum-
me aufweist wie die korrekte Integerkombination, weshalb die korrekten Mehrdeutigkeiten verworfen
werden und die falschen als wahre Ambiguita¨ten angenommen werden.
Ein weiterer Grund fu¨r die falsche Festsetzung von Mehrdeutigkeiten bei einer schlechten differen-
tiellen Code-Position ist, daß das Zentrum der Ambiguita¨tenscha¨tzung von der differentiellen Code-
Lo¨sung bestimmt wird. Im Fall einer schlechten Code-Lo¨sung ist es mo¨glich, daß der durch die Varianz-
Kovarianzmatrix der Code-Position aufgespannte Suchraum nicht groß genug ist und die korrekte In-
tegerkombination nicht im Suchraum enthalten ist. Somit ist die Gefahr sehr groß, daß ein falscher
Satz Ambiguita¨ten, welcher im Konfidenzbereich der gescha¨tzten Code-Position liegt und alle Tests er-
folgreich durchlaufen hat, als die
”
korrekten“ Mehrdeutigkeiten festgesetzt wird. Dieses Grundproblem
kann nur mit Hilfe von zusa¨tzlichen Informationen wie im Fall der vorliegenden Arbeit, durch das Hin-
zunehmen der Widelane-Lo¨sung, was einer Verbesserung des Zentrums des Suchraums gleichkommt,
und anschließender Scha¨tzung der L1-Mehrdeutigkeiten im Ambiguita¨tenraum vermindert werden.
Fu¨r die Testauswertungen im GPS Modus wurden zwei Basislinien unterschiedlicher La¨nge kinema-
tisch bestimmt. Um eine Aussage zur Lo¨sungsquote der Mehrdeutigkeiten treffen zu ko¨nnen, wurde
das Modul zu Ambiguita¨tenscha¨tzung in jeder Epoche neu gestartet. Dies entspricht nicht der u¨blichen
Vorgehensweise bei einer Messung, da nach einer erfolgreichen Scha¨tzung der Ambiguita¨ten das Modul
fu¨r die Mehrdeutigkeitssuche nur aufgerufen wird, wenn dies no¨tig ist. Dies ist in aller Regel nur der
Fall, wenn es zu einer Signalunterbrechung gekommen ist und/oder nicht mehr ausreichend fixierte
Ambiguita¨ten vorliegen.
GPS Testszenario 1: Basislinie mittlerer La¨nge
Fu¨r diesen Test wurde eine Basislinie mittlerer La¨nge (7 km) prozessiert und die Lo¨sungsstatistik in
Tabelle (10.3) aufgetragen. Die Prozessierungszeit betrug ca. 30 min bei einer Aufzeichnungsrate von
1 sec. In 87% der Epochen wurde eine Fixierung der Widelane-Ambiguita¨ten erreicht und in nur 13%
der Fa¨lle war der Suchalgorithmus nicht in der Lage einen Satz von Mehrdeutigkeiten zu fixieren. Die
Fixierungsrate ist weiterhin untergliedert in
”
Angenommen“ und
”
Verworfen“, wobei ersteres bedeutet,
daß die gefundenen Integerkombinationen alle Validierungstests erfolgreich bestanden haben und im
zweiten Fall die gefundenen Kandidaten von den Ablehnungstests (siehe Kap. 10.1.1 und 10.1.2) ver-
worfen wurden. Die Quote der angenommenen Kandidaten liegt insgesamt bei 74% wobei in 88% der
Fa¨lle die korrekten Mehrdeutigkeiten gescha¨tzt wurden und in 12% der Epochen ein falscher Satz von
Ambiguita¨ten fixiert wurde. In 13% aller Epochen wurde die Lo¨sung des Mehrdeutigkeitsproblems von
den Ablehnungstests (Kap. 10.1.1 und 10.1.2) verworfen, wobei 94% zu Recht verworfen wurden und
nur in 6% der Fa¨lle eine richtige Fixierung abgelehnt wurde. Die vergleichsweise hohe Quote von 12%
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Typ Epochen Nicht gefunden Fixiert
Gesamt Angenommen Verworfen
Anzahl wahr falsch Anzahl wahr falsch
WL 1718 219 1499 1267 1120 147 232 218 14
100% 13% 87% 74% 88% 12% 13% 94% 6%
Typ Epochen Nicht gefunden Fixiert
+keine WL Lsg. Gesamt Angenommen Verworfen
Anzahl wahr falsch Anzahl wahr falsch
L1 1718 573 1145 1137 1123 14 8 8 0
100% 33% 67% 66% 99% 1% 1% 100% 0%
Tabelle 10.3.: Lo¨sungsstatistik: Basislinie 7 km bei epochenweiser Ambiguita¨tensuche
fu¨r die Annahme der falschen Widelane-Ambiguita¨ten resultiert aus der epochenweisen Bestimmung
der Code-Lo¨sung, welche von geringer Redundanz und teilweise schlechter Qualita¨t gekennzeichnet
ist. In diesen Fa¨llen war die korrekte Integerkombination nicht im Suchbereich enthalten, die durch
die Code-Lo¨sungen aufgespannt wurden. In Abbildung (10.26) ist die Widelane-Lo¨sung inklusive al-
ler falschen Fixierungen (Ablehnungstests wurden deaktiviert) skizziert. Es ist erkennbar, daß sich
die falschen Fixierungen konzentrisch um die wahre Lo¨sung mit relativ großem Abstand zueinander
befinden, der im wesentlichen aus der Wellenla¨nge von 86 cm des Widelane-Signals resultiert. Die-
ser Umstand liegt in der Integer-Natur der Ambiguita¨ten begru¨ndet, der eine Position innerhalb des
Suchraums nur an bestimmten Stellen zula¨ßt. Die großen Ausreißer im Bereich > 2 m lassen auf eine
qualitativ sehr schlechte Code-Lo¨sung in der aktuellen Epoche schließen.
Da allerdings die Prozessierung mit SKinI im wesentlichen mit den L1-Beobachtungen durchge-
fu¨hrt wird und die Widelane-Ambiguita¨ten nur fu¨r das Bereitstellen einer besseren Startlo¨sung fu¨r
das Suchzentrum darstellen, relativiert sich die hohe Anzahl von falschen Fixierungen der Widelane-
Lo¨sung. Ausgehend von dem Suchzentrum und -raum, welcher von der Widelane-Lo¨sung zur Verfu¨gung
gestellt wird, reduziert sich die Annahme von falschen L1-Ambiguita¨ten auf nur noch 14, was ca. 1%
der Gesamtzahl der Epochen ausmacht, in denen eine Festsetzung der Mehrdeutigkeiten mo¨glich war.
Die hohe Reduktion der falschen Fixierungen la¨ßt sich auf folgenden Umstand zuru¨ckfu¨hren, daß es
nicht mo¨glich war, fu¨r die von der Widelane-Lo¨sung bereitgestellte a priori Information, einen Satz von
L1-Ambiguita¨ten zu finden, der alle Validierungsschritte erfolgreich durchlaufen hat. Die Lo¨sungsquo-
te fu¨r die Annahme der wahren Ambiguita¨ten liegt bei 66%. Die Ablehnungstests haben in ca. einem
Prozent aller Fa¨lle angeschlagen und dabei alle acht falschen Fixierungen abgelehnt.
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Abbildung 10.26.: Basislinie 7 km: Dreidimensionale Darstellung der Widelane-Lo¨sung inklusive
falscher Fixierungen
Abbildung 10.27.: Basislinie 7 km: Dreidimensionale Darstellung der L1-Lo¨sung inklusive falscher Fi-
xierungen
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Abbildung 10.28.: Basislinie 7 km: Dreidimensionale Darstellung richtiger Widelane-Fixierungen
Abbildung 10.29.: Basislinie 7 km: Dreidimensionale Darstellung richtiger L1-Fixierungen
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Abbildung 10.30.: Basislinie 7 km: Vergleich der L1- zur Widelane-Prozessierung
Die Darstellung der L1-Positionierung inklusive aller falschen Ambiguita¨tenfestsetzungen ist in Ab-
bildung (10.27) aufgezeigt. Es ist erkennbar, daß sich die falschen Fixierungen wieder nur an bestimm-
ten Punkten im Suchraum befinden, an denen von der Widelane-Lo¨sung ein Suchzentrum vorgegeben
wurde. Ein Vergleich der Positionierung mittels L5- und L1-Beobachtungen ist in Abbildungen (10.28)
bis (10.30) gegeben. Aufgetragen sind die Differenzen der Koordinatenbestimmung zu den bekannten
Koordinaten des Referenzpunktes (IPGD 6511). Gut ersichtlich ist die hohe Genauigkeit der mit-
tels L1-Phasendaten berechneten Lo¨sungen, welche im Bereich von ca. ±2 cm um die wahre Position
streuen. Auffa¨llig ist weiterhin die im Vergleich zur L1-Positionierung starke Streuung der Widelane-
Positionen. Allerdings stimmen die starken Variationen der Widelane-Positionen gut mit der der Aus-
sage aus Kapitel (2.3.2) u¨berein, daß die Widelane-Beobachtungen ein um den Faktor ≈ 6 gro¨ßeres
Rauschen besitzen als die L1-Originalbeobachtungen.
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Testszenario 2: Basislinie 15 km
Die zweite Testmessung im GPS Modus wurde mit einer Basislinie von 15 km La¨nge durchgefu¨hrt,
wobei die Prozessierungszeit in diesem Fall ca. 1 h betrug. Als Aufzeichnungsrate wurde ebenfalls
1 sec gewa¨hlt und die Ambiguita¨tensuche erfolgte gleichermaßen epochenweise. Die Lo¨sungsstatistik
dieser Bestimmung ist in Tabelle (10.4) aufgetragen. Wiederum war es mo¨glich, in 87% der Epochen
Widelane-Ambiguita¨ten zu scha¨tzen, wobei in 75% der Fa¨lle die gescha¨tzten Mehrdeutigkeiten ange-
nommen wurden. Die Quote der angenommenen Mehrdeutigkeiten gliedert sich weiterhin in 77% fu¨r
korrekten Integerkombinationen auf und in 23% der Epochen wurde eine falsche Fixierung als wahre
Lo¨sung angenommen wurden. Die Steigerung der Quote falscher Fixierungen gegenu¨ber der ku¨rzeren
Basislinie kann auf eine ho¨here atmospha¨rische Beeinflussung der Code-Beobachtungen bzw. bedingt
durch die gro¨ßere Entferung auf eine schlechtere Kompensation der Fehler mittels der Differenzbildung
schließen lassen. Die Ablehnungstests wurden bei 12% der festgesetzten Ambiguita¨ten aktiviert und
haben die falschen Fixierungen mit einer Quote von 99% verworfen. Lediglich in einem Prozent der
Fa¨lle wurden wahre Fixierungen als falsch angesehen. A¨hnlich wie bei der ku¨rzeren Basislinie ha¨ufen
sich die falschen Fixierungen an bestimmten Punkte konzentrisch um die wahre Lo¨sung. In ca. 13%
der Epochen war der Suchalgorithmus nicht in der Lage Ambiguia¨ten zu scha¨tzen. Dies bedeutet, daß
in dem von der Code-Lo¨sung aufgespannten Suchbereich die gesuchte Integerkombination nicht befand
oder alle gefundenen Integerkombinationen aufgrund der Valideriungstests als wahrscheinliche Lo¨sung
ausgeschlossen wurden.
Wird wieder die Lo¨sungsquote der L1-Ambiguita¨ten herangezogen, so fa¨llt auf, daß auch in die-
sem Fall ein Großteil der falschen Widelane-Lo¨sungen bei der Suche nach L1-Mehrdeutigkeiten nicht
beru¨cksichtigt wurden. Folglich wurde bei der L1-Ambiguita¨tensuche nur bei 3% der angenomme-
nen Mehrdeutigkeiten eine fehlerhafte Fixierung als korrekt angesehen. Gleichermaßen ist hier ein
leichter Anstieg der falschen Festsetzungen zu sehen, der dem Anstieg der entfernungsabha¨ngigen
Fehlern zugerechnet werden kann. Insgesamt fiel in 40% aller Fa¨lle die Mehrdeutigkeitssuche negativ
aus, da in diesen Epochen entweder keine Widelane-Lo¨sung gefunden wurde oder aufgrund der Gro¨-
ße des Suchraums bzw. der Validierungstests keine Integerkombinationen gefunden wurden, welche
als wahrscheinliche Lo¨sung in Frage gekommen sind. In Abbildung 10.35 ist ein Vergleich der Posi-
tionsscha¨tzung bezogen auf den Referenzpunkt 6511 gegeben. Gegenu¨ber der kurzen Basislinie aus
dem Testszenario 1 ist eine deutliche Steigerung des Variationen in den Koordinatenlo¨sungen beider
Linearkombination zu sehen. Nichtsdestominder ist wiederum die hohe Qualita¨t der L1-Positionen
ersichtlich, welche Streuungen aufweisen, die im Bereich von ca. ±3 cm liegen. Diese Verminderung
der Positionsgu¨te la¨ßt sich auf die doppelte La¨nge der betrachteten Basislinie und demnach auf einen
gro¨ßeren Einfluß der entfernungsabha¨ngigen Fehler zuru¨ckfu¨hren.
Zusammenfassend kann gesagt werden, daß der in der Software SKinI entwickelte Algorithmus zur
Suche und Validierung von Mehrdeutigkeiten sehr erfolgreich ist. Die durchgefu¨hrten Testmessungen
haben gezeigt, daß bezogen auf die L1-Prozessierung nur mit 1-3% falscher Festsetzungen der Ambi-
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Typ Epochen Nicht gefunden Fixiert
Gesamt Angenommen Verworfen
Anzahl wahr falsch Anzahl wahr falsch
WL 3561 459 3102 2689 2067 622 413 409 5
100% 13% 87% 75% 77% 23% 12% 99% 1%
Typ Epochen Nicht gefunden Fixiert
+keine WL Lsg. Gesamt Angenommen Verworfen
Anzahl wahr falsch Anzahl wahr falsch
L1 3561 1413 2148 2147 2085 62 1 - 1
100% 40% 60% 60% 97% 3% 0% - 0%
Tabelle 10.4.: Lo¨sungsstatistik: Basislinie 15 km bei epochenweiser Ambiguita¨tensuche
guita¨ten gerechnet werden muß, was einer hohen Zuverla¨ssigkeit bei der Prozessierung mittels GPS
Daten entspricht. Gleichermaßen ist, bezogen auf die epochenweise Bestimmung der L1-Ambiguita¨ten
nur auf Basis der Widelane-Position, eine Erfolgsrate von ca. 60-66% sehr gut. Eine Steigerung dieser
Rate ist bei der Prozessierung statischer Code-Beobachtungen zu erwarten, da in diesen Fa¨llen die
Erho¨hung der Redundanz zu einer qualitativ hochwertigen Code-Position fu¨hrt, welche die Mehrdeutig-
keitsauflo¨sung positiv beeinflußt. Die Prozessierung statischer Beobachtungen ist ebenfalls in SKinI
implementiert und fu¨hrt i.d.R. zu Erfolgraten von 90%. Auf die Darstellung dieser Ergebnisse wur-
de verzichtet, da die Orientierung des entwickelten Systems auf die kinematische GPS Prozessierung
abzielt, welche von den genauen Code-Positionen der statische Prozessierung nicht profitieren kann.
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Abbildung 10.31.: Basislinie 15 km: Dreidimensionale Darstellung der Widelane-Lo¨sung inklusive
falscher Fixierungen
Abbildung 10.32.: Basislinie 15 km: Dreidimensionale Darstellung der L1-Lo¨sung inklusive falscher Fi-
xierungen
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Abbildung 10.33.: Basislinie 15 km: Dreidimensionale Darstellung richtiger Widelane-Fixierungen
Abbildung 10.34.: Basislinie 15 km: Dreidimensionale Darstellung richtiger L1-Fixierungen
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Abbildung 10.35.: Basislinie 15 km: Vergleich der L1- zur Widelane-Prozessierung
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10.2.2. GPS/INS Prozessor
Zur Validierung des Systems wurden mehrere Meßfahrten durchgefu¨hrt. Diese erfolgten einerseits auf
dem Testgela¨nde in Griesheim, was einer kleinra¨umigen Anwendung entspricht, da dort Trajektorien
von maximal 1.3 km La¨nge realisiert werden ko¨nnen. Andererseits wurden auch großra¨umige Test-
messungen der Bundesstraße 26 durchgefu¨hrt. Exemplarisch wird in diesem Kapitel eine großra¨umige
Meßfahrt mit dem hybriden GPS/INS Meßsystem beschrieben, um die Leistungsfa¨higkeit der entwi-
ckelten Software in Bezug auf die GPS/INS Prozessierung, unter Zuhilfenahme von Daten virtueller
Referenzstationen, aufzuzeigen.
Prozessierung einer GPS/INS Trajektorie mit Hilfe von virtuellen Referenzstationen
Die Testfahrt mittels GPS/INS und virtuellen Referenzstationen wurde am 30.03.2005 durchgefu¨hrt.
Als Meßstrecke wurde die U¨berlandverbindung (B26 und B45) nach Hanau gewa¨hlt. Diese Meßstrecke
betra¨gt ca. 50 km und ist aufgrund der La¨nge und der vielen Bru¨cken sehr gut geeignet, um die Vorteile
des hybriden Systems zu dokumentieren.
Die Geschwindigkeit wa¨hrend der Meßfahrt betrug 80 km/h, um den fließenden Verkehr nicht unno¨-
tig zu behindern. Wa¨hrend einer Meßkampagne wa¨re diese Geschwindigkeit zu hoch, da die Auflo¨sung
der INS gescha¨tzten Trajektorie bei ca. 44 cm liegt. Eine Geschwindigkeit von 60 km/h wa¨re besser
geeignet, da in diesem Fall die Auflo¨sung ca. 33 cm betra¨gt. Nachteil der geringeren Geschwindigkeit
ist, daß fu¨r eine derartige Kampagne Sicherheitsvorkehrungen (Absicherung durch Polizei) getroffen
werden mu¨ssten, die bei einer Testfahrt unangemessen sind.
In Abbildung (10.36) ist die gefahrene Trajektorie zwischen Darmstadt und Hanau sowie die benutz-
ten virtuellen Referenzstationen skizziert. Die Positionierung der virtuellen Referenzstationen erfolgte
entlang der Trajektorie und unter Beru¨cksichtigung, der in Kapitel (10.1.3) aufgestellten Empfehlung,
gleicher Basislinienla¨ngen. Die gefahrene Strecke wurde in der Hinsicht aufgeteilt, daß eine maximale
Basislinienla¨nge von ca. 6 km auftritt und die gesamte Strecke mit vier virtuellen Referenzstationen
GPS GPS/INS
Epochen gesamt 2589 2589
Epochen kein GPS 183 183
Ø Dauer d. Abriß 5s 5s
Anzahl reine Code-Lo¨sungen 9.7% 4.9%
Ø Dauer Amb.Fix 10s 5s
Ø Dauer Amb.Fix bei VRS-Wechsel 5s -
Tabelle 10.5.: GPS/INS Testmessung mittels virtuellen Referenzstationen
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Abbildung 10.36.: INS Testfahrt von Darmstadt nach Hanau (ca. 50km)
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abgedeckt werden kann. Auf die Aufstellung von lokalen Referenzstationen wurde ga¨nzlich verzichtet.
Die Auswertung der Gesamttrajektorie erfolgte zum einen im VRS Modus und zum anderen im
VRS Modus mit INS Informationen, um einen Vergleich der beiden Trajektorien zu ermo¨glichen. Der
Vergleich der beiden Prozessierungen ist in Tabelle (10.5) dargelegt. Die Gesamtdauer der Meßfahrt
betrug ca. 43 min (2589 sec) wobei die Aufzeichnungsrate des GPS Empfa¨ngers auf 1 sec eingestellt
wurde. Bedingt durch die vielen Signalabrisse auf der Strecke, sind insgesamt 183 Epochen vorhanden,
in denen kein GPS Signal empfangen werden konnte. Die durchschnittliche Dauer der Signalabrisse,
welche wa¨hrend der Meßfahrt aufgetreten sind, betrug 5 sec. Nach den Abrissen beno¨tigte der Suchal-
gorithmus im Durchschnitt 10 sec, um die Ambiguita¨ten fu¨r die aktuellen Beobachtungen zu scha¨tzen.
Wa¨hrend dieser Zeit wurde die Positionierung mittels doppelt differenzierten Code-Beobachtungen
weitergefu¨hrt, die einen Anteil von ca. 10% an der Gesamttrajektorie haben. Die beim Wechsel der
Referenzstationen zwangsla¨ufig auftretenden Unstetigkeitsstellen verursachen eine Neuinitialisierung
des Moduls der Ambiguita¨tensuche, da die bis dato gu¨ltigen Mehrdeutigkeiten nicht auf den neuen
Vektor zwischen Rover und na¨chster VRS u¨bertragen werden ko¨nnen. Die Zeit fu¨r das Auflo¨sen der
Ambiguita¨ten der neuen Basislinie betrug hierfu¨r durchschnittlich 5 sec.
Der Untersuchung der kombinierten GPS/INS Auswertung liegen dieselben GPS Daten zugrunde
wie bei der Prozessierung ohne INS Stu¨tzung, weswegen auch in diesem Fall in 183 Epochen keine
GPS Daten verfu¨gbar waren. Die bei der ausschließlichen GPS Prozessierung entstandenen Lu¨cken in
der Trajektorienbestimmung sind in der kombinierten GPS/INS Auswertung nicht vorhanden, da die
Koordinatenscha¨tzung weiterhin vom INS getragen wurde. Ziel der kombinierten Auswertung war wei-
terhin eine Minimierung der Epochen, in denen eine Phasenpositionierung nicht durchgefu¨hrt werden
konnte. Dies tritt typischerweise nach einem Signalabriß auf, da der GPS Empfa¨nger meist noch nicht
in der Lage ist, alle verfu¨gbaren Satelliten zu verfolgen. Als Folge davon macht sich oftmals ein großer
Anstieg der DOP-Werte bemerkbar, der durch die schlechte Satellitengeometrie verursacht wird und
die Qualita¨t der gescha¨tzten Code-Lo¨sung stark beeinflußt. Eine erfolgreiche Ambiguita¨tenauflo¨sung
ist unter diesen Voraussetzungen trotz der Mittelbildung mit den INS Daten nur erschwert mo¨glich
und a¨hnelt in diesem Punkt der alleinigen GPS Auswertung.
Mit Hilfe von INS Daten ist eine Verminderung dieser Problematik erkennbar, da sich die durch-
schnittliche Dauer fu¨r die Ambiguita¨tenauflo¨sung im Vergleich zur alleinigen GPS Auswertung halbiert
hat und bei durchschnittlich 5 sec liegt. Allerdings muß beru¨cksichtigt werden, daß sich diese Zeit-
spanne auf die erste Epoche bezieht, in der ausreichend L1-Phasenbeobachtungen vorlagen. D.h. nach
einem Abriß war oftmals ein Auflo¨sen der L1-Ambiguita¨ten innerhalb der ersten Epoche durchfu¨hrbar,
wenn eine hinreichende Anzahl von L1-Phasendaten vorhanden war. Allerdings gab es ebenfalls einige
Epochen, in denen das Mittel der INS- und Code-Lo¨sung bedingt durch die Code-Lo¨sung qualitativ
nicht gut genug war, um eine eindeutige Festsetzung der L1-Ambiguita¨ten zu erreichen. In diesen Fa¨l-
len wurde auf das Vorhandensein genu¨gender L2-Phasendaten gewartet und nach dem erfolgreichen
Fixieren der Widelane-Lo¨sung die L1-Ambiguita¨tensuche durchgefu¨hrt, welche dann meist instantan
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Abbildung 10.37.: Vergleich: Anzahl der nutzbaren Satellitensignale L1 und L5
Abbildung 10.38.: Vergleich: Anzahl der nutzbaren Satellitensignale L1 und L5
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gelang.
Exemplarisch fu¨r die Signalabrisse wa¨hrend der Meßfahrt ist in Abbildung (10.37) ein Szenario auf-
gezeigt, an dem die Problematik qualitativ schlechter Code-Lo¨sungen deutlich wird. Aufgetragen ist
die Anzahl der verfu¨gbaren Satelliten fu¨r das L1 und das Widelane-Signal. Wa¨hrend der Dauer des Si-
gnalabrisses waren keine GPS Beobachtungen aufgezeichnet worden bzw. nur eine ungenu¨gende Anzahl
von Satelliten verfu¨gbar. Nach 7 sec war der GPS Empfa¨nger in der Lage, L1-Phasenbeobachtungen
von 5 Satelliten zu verfolgen. Trotzdem war wa¨hrend der na¨chsten 3 sec der Suchalgorithmus nicht in
der Lage Mehrdeutigkeiten zu scha¨tzten, da der PDOP innerhalb dieser Zeitspanne Werte um ca. 8-9
angenommen hatte und demnach offensichtlich qualitativ schlechte Code-Positionen vorlagen. Selbst
mit 6 Satelliten, die 10 sec nach dem Signalabriß verfu¨gbar waren, konnte keine erfolgreiche Mehr-
deutigkeitsscha¨tzung erfolgen. Dies ist allerdings nicht auf den PDOP zuru¨ckzufu¨hren, da sich dieser
auf einen Wert von ca. 3 verbessert hatte als der weitere Satellit hinzukam. Offenbar erfu¨llte in die-
ser Epoche keine Integerkombination alle Validierungstests. Erst 11 sec nach dem Signalabriß waren
ausreichend Phasendaten auf beiden Frequenzen verfu¨gbar, worauf eine Ambiguita¨tenscha¨tzung der
Widelane-Mehrdeutigkeiten erfolgen konnte. Diese war instantan erfolgreich und bildete die Grund-
lage fu¨r die L1-Ambiguita¨tenscha¨tzung, welche ebenfalls in derselben Epoche erfolgreich verlief. Die
Mehrdeutigkeitsauflo¨sung ohne INS Zusatzinformationen beno¨tigte bei diesem Beispiel eine Sekunde
la¨nger als bei der GPS/INS Prozessierung. Der Suchalgorithmus war nach 12 sec fa¨hig, die Widelane-
Ambiguita¨en zu scha¨tzen. Ausgehend von dieser Information konnten die L1-Mehrdeutigkeiten eben-
falls in derselben Epoche gelo¨st werden. Dies bedeutet, daß die Scha¨tzung der Trajektorie nicht sehr
von den Zusatzinformationen des INS profitieren konnte und lediglich eine Verku¨rzung der Strecke
ohne Phasenpositionierung von ca. 22 m erfolgte.
Weiterhin ist ein Beispiel (Abb. 10.38) gegeben, welches die erfolgreiche L1-Ambiguita¨tenauflo¨sung
darlegt. Nach dem Signalabriß waren 3 sec keine Satellitenbeobachtungen verfu¨gbar. In der vierten
Sekunde nach dem Abriß war der GPS Empfa¨nger fa¨hig, 5 L1-Phasenbeobachtungen zu messen. Auf-
grund des guten PDOP von ca. 2.4 und der anzunehmenden guten gemittelten Lo¨sung (INS und
Code-Beobachtungen), war der Suchalgorithmus in der Lage instantan die L1-Ambiguita¨ten zu scha¨t-
zen. Erst 8 sec nach dem Abriß waren auch ausreichen L2-Phasenbeobachtungen vorhanden, was die
Bildung der Widelane-Linearkombination ermo¨glichte. Ausgehend von den Widelane-Beobachtungen
folgte die Suche der Widelane-Mehrdeutigkeiten, welche ebenfalls instantan gelang. Bei der ausschließ-
lichen GPS Prozessierung war der Suchalgorithmus ebenfalls in der Lage, nach 8 sec die Widelane-
Ambiguita¨ten aufzulo¨sen. Aufgrund der a priori Information der Widelane-Position wurde ebenfalls
die L1-Suche erfolgreich durchgefu¨hrt. Hierbei ist zu beachten, daß die GPS-Trajektorie eine Daten-
lu¨cke aufweist, welche 5 sec la¨nger ist als die der GPS/INS Trajektorie. Wa¨hrend bei der GPS/INS
Trajektorie bedingt durch die Geschwindigkeit von 80 km/h eine Strecke von ca. 66 m ohne hochge-
naue GPS Position befahren wurde, bedeutet dies bei der GPS Trajektorie eine Strecke von ca. 178 m
bei der die Koordinatenlo¨sung nur aufgrund der INS und doppelt differenzierten Code-Beobachtungen
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weitergefu¨hrt werden konnte.
Das Ziel der Minimierung der Epochen, in denen keine Phasenpositionierung mo¨glich war, wurde
erreicht. Dies zeigt sich in der Reduktion der Anzahl von Code-Positionen von 50%, was sich in dem
Anteil von Code-Positionen an der Gesamttrajektorie von nur noch ca. 5% wiederspiegelt. Erwa¨h-
nenswert ist, daß die Code-Positionen nicht denen der ausschließlichen GPS Auswertung entsprechen,
sondern aus der gewichteten Mittelbildung von GPS- und INS-Prozessierungen entstanden, welche
erwartungsgema¨ß eine ho¨here Qualita¨t aufweisen als die epochenweisen Code-Positionen.
Weiterhin ist beim Wechsel zur na¨chsten VRS im GPS/INS Modus im Gegensatz zur alleinigen GPS
Auswertung keine Lu¨cke in der Phasenpositionierung zu beobachten. Dies bedeutet, daß an jeweiligen
Unstetigkeitsstelle die Mehrdeutigkeiten innerhalb der Epoche erfolgreich durchgefu¨hrt werden konnte,
in der der Wechsel der virtuellen Referenzstation vollzogen wurde. Die Erkla¨rung hierfu¨r ist recht
einfach, da diese Unstetigkeitsstelle fu¨r den Rover-Empfa¨nger keinen Signalabriß im eigentlichen Sinn
darstellt. Das heißt, daß alle vorhandenen Satelliten permanent verfolgt wurden und deshalb keine
Verschlechterung der Satellitengeometrie eingetreten ist. Zusa¨tzlich wurde eine sehr genaue a priori
Information in Form von Koordinaten, welche aus der gewichteten Mittelbildung berechnet wurden,
bereitgestellt, was die instantane Mehrdeutigkeitsauflo¨sung ermo¨glichte.
Resu¨mierend kann festgestellt werden, daß die kombinierte GPS/INS Auswertung im Vergleich zur
ausschließlichen GPS Prozessierung einige wesentliche Vorteile bietet. Zum einen wurde eine Erho¨hung
der Auflo¨sung der zu bestimmenden Trajektorie erreicht. Die mittels GPS Prozessierung erhaltene
Trajektorie hat eine Auflo¨sung von ca. 22 m, wohingegen die Auflo¨sung der GPS/INS gescha¨tzten
Trajektorie ca. 44 cm betra¨gt, was beispielsweise bei der genauen Erstellung von Fahrbahnprofilen sehr
hilfreich ist. Oftmals ist eine Mehrdeutigkeitsauflo¨sung innerhalb der ersten Epoche mit ausreichenden
Satellitendaten durchfu¨hrbar. Allerdings ist unter schwierigen Verha¨ltnissen, wie sie beispielsweise
direkt nach einem Signalabriß auftreten, die Ambiguita¨tenauflo¨sung weiterhin nicht einfach. Trotz der
guten INS Lo¨sungen wa¨hrend kurzen Abrissen ist bedingt durch die in diesen Fa¨llen meist schlechte
Satellitengeometrie und der dadurch fragwu¨rdigen Qualita¨t der Code-Lo¨sungen eine instantane L1-
Mehrdeutigkeitsauflo¨sung nicht mo¨glich. Dennoch verku¨rzt sich insgesamt die beno¨tigte Zeit fu¨r das
Auflo¨sen der Mehrdeutigkeiten um 50%, was gleichzeitig zu einer Reduktion der GPS gescha¨tzten
Trajektorienpunkte mittels doppelt differenzierter Code-Beobachtungen um ebenfalls ca. 50% fu¨hrt.
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Ziel dieser Arbeit war die Entwicklung und Erprobung des hybriden, auf kinematische Messungen
ausgelegten Meßsystems SIGNA und SKinI . Die Neuentwicklung war notwendig geworden, da in
Bezug auf die verwendete Hardware und Software keine in vertretbarem Aufwand durchzufu¨hrenden
Weiterentwicklungen sinnvoll gewesen wa¨ren. Die Modernisierung der Hardware betraf vor allem den
GPS Sensor, den PC und die verwendete Schnittstellenkarte, welche fu¨r die Datenkommunikation und
-entgegennahme zwischen INS und PC zusta¨ndig ist. Der Einsatz einer neuen GPS Empfa¨ngergenera-
tion war notwendig, da die bis dato zum Einsatz gekommenen Trimble 4000 SSi gravierende Schwa¨chen
bezu¨glich der Re-Akquisition der L2-Phasendaten aufweisen. Dieser Nachteil wirkt besonders schwer,
da die Bildung von Linearkombinationen und demnach das Ausnutzen der positiven Eigenschaften
dieser (schnellere und zuverla¨ssigere Auflo¨sung der Mehrdeutigkeiten) nicht mo¨glich macht. Weiterhin
war die Re-Akquisition der Phasenbeobachtungen nach einem kompletten Signalabriß auf der L1-
Frequenz mit Durchschnittlich 12 sec wesentlich la¨nger als bei dem modernen Trimble 4700, welcher
dafu¨r nur ca. 5 sec beno¨tigt und somit die dafu¨r beno¨tigte Zeit um ca. 60% reduziert. Dieser Vorteil
begu¨nstig gerade bei der Vermessung im GPS/INS Modus die Maximierung der Phasenpositionen
der bestimmten Trajektorie und stellt eine große Verbesserung zu der in der Arbeit [Mathes 1998]
benutzten Hardware dar.
Bedingt durch die alte Schnittstellenkarte, die bis zu den Anfa¨ngen der Arbeit [Heinze 1996] zuru¨ck-
reicht, war ein Einsatz des Systems nur unter MS-DOS als Konsolenanwendung durchfu¨hrbar. Auch
stellte diese Karte eine Einzelanfertigung dar, die speziell fu¨r das IPGD gefertigt wurde. Demzufolge
war diese Schnittstellenkarte kein Standardprodukt mit den Vorteilen von Weiterentwicklung und Un-
terstu¨tzung seitens des Herstellers. Um das Meßsystem auch im Umfeld aktueller und zuku¨nftiger Be-
triebssysteme verfu¨gbar zu machen, wurde die Aufgabe der MS-DOS basierten Hardware-Behandlung
unumga¨nglich, da sonst Weiterentwicklungen der Applikation nicht in sinnvoller Weise mo¨glich ge-
wesen wa¨ren. Auch bot der in den Arbeiten [Heinze 1996], [So¨hne 1996] und [Mathes 1998] benutzte
PC keine Mo¨glichkeit der Aufru¨stung von Hardware. Aus diesen Gru¨nden wurde die Entscheidung
getroffen, eine neue und offene Implementation der GPS/INS Applikation mit neuer Hardware zu
entwickeln.
Die in dieser Arbeit durchgefu¨hrten Neuentwicklungen betrafen sowohl die INS Software als auch den
GPS Prozessor. Im Rahmen der Entwicklung der INS Software wurde das Programmpaket SIGNA
(Satellite and Inertial-Platform based Geodetic NAvigation System) erstellt [Schu¨ttel 2004], welches
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die Datenaufzeichung der wa¨hrend der INS Messung anfallender Informationen organisiert und wa¨h-
rend der Prozessierung die Position, Geschwindigkeit und Ausrichtung der Plattform berechnet. Im
Gegensatz zu den vorherigen Arbeiten wurde bei der Entwicklung der Software auf einen streng ob-
jektorientierten Ansatz geachtet, da sich wa¨hrend der Untersuchungen zum Entwicklungspotential
der vorhandenen Software-Architektur die Nachteile der in C programmierten Quellen sehr deutlich
herauskristallisiert haben. Durch die bei der Neuentwicklung beachteten Richtlinien ergibt sich die
Mo¨glichkeit einer schnellen Anpassung von Hard- und Software. Dementsprechend stellen die entwi-
ckelten Module eine gute und leicht zu erweiternde Basis fu¨r weitere Entwicklungen, beispielsweise
der Einsatz eines Kamerasystems, dar. Schließlich ermo¨glicht die neue Implementation der Meßfahrt-
Software einen Einsatz unter den aktuellen Betriebssystemen wie Windows R© 2000 oder Windows R©
XP.
Weiterhin war eine Modernisierung des GPS Prozessors unumga¨nglich, da die am IPGD vorhan-
denen Algorithmen zur Bestimmung der Mehrdeutigkeiten in der Bewegung im Vergleich zu dem
benutzten modernen Verfahren einige Schwachpunkte aufweisen, was sich besonders in den Zeiten
fu¨r die Fixierung der Ambiguita¨ten (TTFA) zeigt. Die Wahl eines geeigneten Verfahrens fiel dabei
auf die von [Teunissen 1993] vorgestellte LAMBDA-Methode (Kap. 3), welche fu¨r die in dieser Ar-
beit im Fokus stehende kinematische Anwendung von GPS und INS modifiziert wurde. Weiterhin
erfuhr der Algorithmus Modifikationen bezu¨glich der Anzahl der zu scha¨tzenden potentiellen Integer-
Kandidaten. In [Teunissen 1993] wird nur nach dem besten Satz von Ambiguita¨ten bzw. zwei besten
Integerkombinationen, wenn eine Validierung stattfinden soll, gesucht. Hinreichende Validierungstests
zum fru¨hzeitigen Isolieren unwahrscheinlicher Integerkombinationen sind nicht beschrieben und meist
nicht notwendig, da bedingt durch die wesentlich ho¨here Redundanz bei den (kurzzeit-)statischen
Beispielen in [Tiberius und de Jonge 1995] und [Teunissen u. a. 1996a] mit kleinen Suchra¨umen zu
rechnen ist, welche die Lo¨sung des Ambiguita¨tenproblems oftmals problemlos ermo¨glichen. Im Ge-
gensatz dazu ist dieser Ansatz bei den i.d.R. großen Suchra¨umen kinematischer Epochendaten wenig
erfolgreich, weswegen eine iterative Steigerung der Anzahl der zu suchenden Kandidaten durchgefu¨hrt
wird, was einer schrittweisen Vergro¨ßerung des Suchraums gleichkommt. Aus diesem Grund ist der
Ambiguita¨tensuchalgorithmus in SKinI unbedingt auf zuverla¨ssige Validierungstests (Kap. 9.1.2) an-
gewiesen, welche die weniger wahrscheinlichen Integerkombinationen fru¨hzeitig aus dem Validierungs-
prozeß isolieren. Zusa¨tzlich wurde die in [Leinen 1997] erarbeitete Methode zur direkten Festsetzung
von Ambiguita¨ten bei bekannter Basislinie (Kap. 9.1.3) ohne Suchalgorithmus verfeinert. Dieses Ver-
fahren beruht auf der Tatsache, daß es nicht sinnvoll ist, den Mehrdeutigkeitssuchalgorithmus neu zu
initialisieren, wenn ein weiterer Satellit verfu¨gbar wird und damit alle bis dato gu¨ltigen Ambiguita¨-
ten zu verwerfen. Stattdessen wird die Ambiguita¨t des neuen Satelliten berechnet. Die Berechnung
der neuen Mehrdeutigkeit erfolgt u¨ber den Zwischenschritt der Phasenpositionierung mittels bereits
fixierter Ambiguita¨ten. Ausgehend von den genau bekannten Koordinaten des Raumvektors wird die
Raumstrecke zwischen den Antennenphasenzentren der Referenz- und Rover-Antenne gebildet und
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daraus die neue Mehrdeutigkeit abgeleitet. Gleichermaßen sind fu¨r die mit dieser Methode bestimm-
ten Mehrdeutigkeiten Validierungstests vonno¨ten. Hierbei werden insgesamt drei Validierungstests
durchlaufen.
Modellbedingt werden der Einfluß der Tropospha¨re und Ionospha¨re nicht in der Parameterscha¨t-
zung beru¨cksichtigt. Der tropospha¨rische Einfluß wird mittels Modellen berechnet und der Einfluß
der Ionospha¨re wird vernachla¨ssigt. Dies begrenzt den Arbeitsbereich von SKinI auf kurze Basisli-
nienla¨ngen bis ca. 20 km, was ebenfalls einer Begrenzung der entfernungsabha¨ngigen Fehlereinflu¨sse
entspricht, welche einerseits die Positionsgenauigkeit verfa¨lschen und andererseits die Ambiguita¨ten-
auflo¨sung erschweren ko¨nnen. Die Vereinfachung des Fehlermodells wird dadurch kompensiert, daß die
mit steigender Basislinienla¨nge auftretenden entfernungsabha¨ngigen Fehlerterme durch die Verwen-
dung virtueller Referenzstationen (Kap. 4) vermindert werden.
Das entwickelte hybride Meßsystem besteht aus den Modulen SKinI und SIGNA, welche die
Software-Realisierung des Integrationskonzeptes
”
Loose Integration with GPS Seeding“ darstellen. Um
dieses Konzept zu verwirklichen, werden gegenseitig Informationen zwischen INS und GPS Modul aus-
getauscht, um die wechselseitige Erga¨nzung und Stu¨tzung der beteiligen Sensoren zu ermo¨glichen. Im
Fall des INS folgt die Stu¨tzung der INS Lo¨sung mittels GPS Koordinaten und Geschwindigkeiten, um
die Gera¨tefehler zu kompensieren und die Genauigkeit der INS gescha¨tzten, hochauflo¨senden Trajekto-
rie zu verbessern. Bezogen auf GPS erstreckt sich die Stu¨tzung auf die Ambiguita¨tenauflo¨sung und das
Weiterfu¨hren der Koordinatenlo¨sung auch in den Zeiten, in denen keine GPS Lo¨sung aufgrund von z.B.
Signalabrissen mo¨glich ist. Weiterhin bietet das INS den Vorteil, die Trajektorie mit 50 Hz aufzulo¨sen,
was mit den vorhandenen GPS Empfa¨ngern (siehe Kap. 7.2) nicht mo¨glich ist. Der sich daraus erge-
bende Vorteil liegt in der kontinuierlichen Erfassung der Koordinaten, die bei einer Geschwindigkeit
von 60 km/h ca. 0.33 m betra¨gt. Im Gegensatz dazu bieten die verwendeten GPS Empfa¨nger lediglich
eine Meßrate von 2 Hz, was einer Auflo¨sung von ca. 8.3 m bei gleicher Geschwindigkeit entspricht.
Der Fokus dieser Arbeit liegt auf der beschleunigten und zuverla¨ssigen Auflo¨sung der Mehrdeu-
tigkeiten, welche im wesentlichen von zwei Aspekten beeinflußt werden. Zum einen ist dies die Gu¨te
der a priori Koordinaten, die das Zentrum des Suchbereichs repra¨sentieren. Zum anderen ist eine
Verkleinerung des Suchraums fu¨r die Mehrdeutigkeitssuche zu erwarten, da bezogen auf das Kon-
zept der GPS/INS Integration die Ambiguita¨tenauflo¨sung mittels Einbinden von INS Daten profitiert.
Dies folgt aus der gewichteten Mittelbildung der im Kurzzeitbereich mit ho¨herer Genauigkeit vor-
liegenden INS Lo¨sung mit der doppelt differenzierten Code-Lo¨sung. Dies Verringert die Anzahl der
mo¨glichen Integerkombinationen innerhalb des Suchbereichs und vermindert die Gefahr falscher Ambi-
guita¨tenfixierungen. Idealerweise ist unter der Voraussetzung hinreichender Satellitenbeobachtungen
eine sofortige Auflo¨sung mittels der von INS und GPS gelieferten a priori Informationen mo¨glich.
Allerdings mu¨ssen hierfu¨r einige Bedingungen erfu¨llt sein. Dazu geho¨rt einerseits, daß die Dauer des
Signalabrisses nicht zu groß sein darf, da sonst bedingt durch die starken Driften der INS Lo¨sung
(Kap. 9.2) eine L1-Scha¨tzung erschwert wird. Andererseits ist unmittelbar nach einem Signalabriß
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mit einer schlechten Satellitengeometrie zu rechnen, da unter Umsta¨nden noch nicht alle verfu¨gbaren
Satelliten verfolgt werden ko¨nnen. Dies wirkt sich oftmals negativ auf die Mehrdeutigkeitsbestimmung
aus.
Um den fu¨r eine kombinierte GPS/INS Messung kleinen Arbeitsbereich von ca. 20 km ausdehnen
zu ko¨nnen, wurde in der vorliegenden Arbeit der Ansatz der virtuellen Referenzstationen aufgegriffen
und in der Hinsicht benutzt, daß SKinI in der Lage ist, vier virtuelle Referenzstationen sequentiell
zu prozessieren (Kap. 9.3) und damit den Einsatzbereich auf > 60 km auszudehnen. Dazu werden
nach der Messung die Daten der virtuellen Referenzstation entlang der Trajektorie gelegt, so daß eine
lu¨ckenlose Abdeckung mit Referenzdaten vorliegt. Der Vorteil dieses Konzeptes gegenu¨ber den Arbei-
ten von [Heinze 1996], [So¨hne 1996] und [Mathes 1998] liegt darin, daß eine Meßfahrt eines sehr langen
Autobahnabschnitts erfolgen kann, ohne daß die Meßstrecke mit lokal aufgestellten Referenzstationen
abgedeckt werden muß. Weiterhin kann die Planung der VRS-Standpunkte komplett im Bu¨ro erfolgen,
da im Gegensatz zu lokalen Referenzstationen keine Erkundung geeigneter Standpunkte im Hinblick
auf Abschattungen etc. erfolgen muß. Dies fu¨hrt zu einer Minimierung der Arbeitszeiten und -kosten,
da im Idealfall nur noch die Messung durchgefu¨hrt wird, ohne aufwendige Zusatzarbeiten wie Planung,
Selektion von geeigneten Standpunkten, Aufstellung und Bewachung von lokalen Referenzstationen.
Die im Rahmen dieser Arbeit durchgefu¨hrten Erprobungen der entwickelten Module erfolgten einer-
seits im ausschließlichen GPS Modus und andererseits im GPS/INS Modus, um die Leistungsfa¨higkeit
des kinematischen Meßsystems zu dokumentieren. Die Untersuchungen zur alleinigen GPS Prozes-
sierung ergaben hervorragende Ergebnisse bezu¨glich der instantanen Ambiguita¨tenauflo¨sung mittels
kinematischer Daten, die hinsichtlich der geringen Redundanz des Problems eine nicht triviale Aufgabe
darstellen. Die durchgefu¨hrten Experimente (Kap. 10.2.1) belegen, daß der entwickelte Algorithmus
in ca. 66% der Fa¨lle eine instantane Mehrdeutigkeitsauflo¨sung mit kinematischen Daten ermo¨glicht.
Dabei darf allerings nicht außer Acht gelassen werden, daß bei ca. 1-3% der Fa¨lle eine falsche Fixie-
rung angenommen werden muß. Somit stellt das erarbeitete Ambiguita¨tensuchverfahren eine a¨ußerst
performante Basis fu¨r die Verwendung in dem konzipierten GPS/INS System dar, da bezu¨glich der
Trajektorienbestimmung mittels GPS/INS ein große Anzahl von Positionen mit dem Genauigkeitspo-
tential der GPS Phasenmessung angestrebt wird.
Die Validierung des hybriden Meßsystems erfolgte mittels einer Testfahrt (Kap. 10.2.2) unter realen
Bedingungen und unter Zuhilfenahme von vier virtuellen Referenzstationen. D.h., die Leistungsfa¨-
higkeit zur schnellen Mehrdeutigkeitsbestimmung wurde nicht anhand von ku¨nstlich generierten Si-
gnalabrissen, sondern mittels einer ca. 50 km langen Meßstrecke belegt, inklusive zwangsla¨ufig durch
Bru¨cken auftretenden Signalabrissen. Gegenu¨ber der alleinigen GPS Prozessierung der Trajektorie sind
weitreichende Verbesserungen bei der Zeit fu¨r das Fixieren der Ambiguita¨ten und daraus folgend eine
starke Reduktion der doppelt differenzierten Code-Positionen der Trajektorie erkennbar. Der Vergleich
zwischen kombinierter Auswertung und ausschließlicher GPS Prozessierung zeigt eine Verringerung der
TTFA von durchschnittlich 10 sec auf 5 sec. Dementsprechend ist auch eine Reduktion der Anzahl
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der doppelt differenzierten Code-Lo¨sungen um ca. 50% ersichtlich. Weitaus dramatischer stellt sich
der Vorteil der kombinierten Auswertung bei einem Wechsel der virtuellen Referenzstationen und der
damit verbundenen Neuinitialisierung des Mehrdeutigkeitssuchalgorithmusses dar. In diesen Fa¨llen ge-
lingt dem hybriden System eine instantane Auflo¨sung der Ambiguita¨ten, wohingegen bei der alleinigen
GPS Prozessierung eine durchschnittliche Fixierungszeit von 5 sec beno¨tigt wird. Der Grund fu¨r die
instantane Auflo¨sung des kombinierten Systems bzw. der kleineren Fixierungszeit im ausschließlichen
GPS Modus liegt darin, daß ein Wechsel der Referenzstationen keinen Signalabriß im eigentlichen Sinn
mit seinen negativen Auswirkungen auf die Satellitengeometrie darstellt.
Die kombinierte GPS/INS Auswertung mittels SIGNA und SKinI hat, trotz der fu¨r diese Meß-
fahrt hohen Geschwindigkeit von ca. 80 km/h, seine U¨berlegenheit gegenu¨ber der ausschließlichen GPS
Prozessierung belegt. Die wesentlichen Vorteile des hybriden Systems liegen in der Minimierung der
Epochen, in denen keine Phasenpositionierung mo¨glich war und demnach eine Steigerung der Genau-
igkeit der bestimmten Trajektorie innerhalb dieser Epochen. In den verbliebenen 5% der Positionen
der Trajektorie ist gleichermaßen eine Steigerng der Genauigkeit zu erwarten, da die Scha¨tzung der
Trajektorie auf der gewichteten Mittelbildung aus doppelt differenzierten Code-Positionen und INS be-
ruht, welche erwartungsgema¨ß eine ho¨here Qualita¨t aufweisen als die epochenweisen Code-Positionen.
Schließlich wurde eine große Erho¨hung der Auflo¨sung der zu bestimmenden Trajektorie erreicht, da
die mittels des kinematischen Meßsystems SIGNA und SKinI gescha¨tzte Trajektorie eine Auflo¨sung
von ca. 44 cm besitzt, wohingegen die GPS gescha¨tzte Trajektorie bei gleicher Geschwindigkeit eine
Auflo¨sung von ca. 22 m (GPS Meßrate: 1 Hz) hat.
Im Hinblick auf die Auswertung unter realen Bedingungen hat sich allerdings auch ein Nachteil der
im GPS/INS Modus benutzten gewichteten Mittelbildung zur Scha¨tzung der a priori Informationen
herausgebildet. Dies zeigt sich darin, daß unter schwierigen Verha¨ltnissen, wie sie beispielsweise direkt
nach einem Signalabriß auftreten, die Ambiguita¨tenauflo¨sung weiterhin nicht einfach ist. Trotz der
guten INS Lo¨sungen wa¨hrend der kurzen Abrisse ist, bedingt durch die in diesen Fa¨llen meist schlechte
Satellitengeometrie und der dadurch fragwu¨rdigen Qualita¨t der doppelt differenzierten Code-Lo¨sung,
eine instantane L1-Mehrdeutigkeitsauflo¨sung oftmals nicht mo¨glich. Aus diesem Grund erscheint eine
Modifikation des Filters zur Vereinigung der INS und GPS Daten sinnvoll.
Statt der aktuellen Modellierung sollte zusa¨tzlich eine zeitabha¨ngige Komponente eingefu¨hrt wer-
den, die der Tatsache Rechnung tra¨gt, daß die INS Daten im Kurzzeitbereich (<15 sec) eine we-
sentlich ho¨here Gu¨te haben und nicht durch Signalabschattung und -beugung beeinflußt werden. In
Abbildung (11.1) ist exemplarisch ein mo¨glicher Ansatz fu¨r die zeitabha¨ngige Gewichtung der INS
und GPS Daten gegeben. Beispielsweise ko¨nnte sich der Suchalgorithmus innerhalb der ersten 15 sec
komplett auf die INS Informationen stu¨tzten und bedingt durch das Gewicht P(t)GPS = 0 die Koordi-
natenscha¨tzung der doppelt differenzierten Code-Beobachtungen nicht beru¨cksichtigen. Da allerdings
die INS Lo¨sungen starken Driften unterliegen (siehe Kap. 9.2.1), muß die Gewichtung der INS Daten
stetig abnehmen und die der GPS Daten gleichermaßen zunehmen. Somit wird eine stetige Steigerung
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der GPS Gewichtung durchgefu¨hrt, bis die Dauer des Signalabrisses 60 sec erreicht hat. Ab diesem
Zeitpunkt werden die INS Daten nicht mehr beru¨cksichtigt, da deren Genauigkeit, bedingt durch die
Gera¨tedriften, weit unter der mittels doppelt differenzierten Code-Beobachtungen erhaltenen Positi-
on liegt. Dies bedeutet fu¨r den angedachten Ansatz, daß das zusa¨tzlich eingefu¨hrte Gewicht fu¨r die
INS Daten einen Wert von P(t)INS = 0 annimmt, wohingegen die Gewichtung der GPS Daten mit
P(t)GPS = 1 dazu fu¨hrt, daß das Zentrum des Suchbereichs allein von der GPS Position definiert wird.
Abbildung 11.1.: Zeitabha¨ngige Modellierung des Gewichtungsansatzes fu¨r die Vereinigung der INS
und GPS Daten
Ausgehend von diesen Annahmen a¨ndern sich die Formeln fu¨r die Vereinigung von INS und GPS
Daten (siehe Glg. 9.30 bis 9.34) in folgender Weise: Der von dem zeitabha¨ngigen Modellierungsansatz
unabha¨ngige Beobachtungsvektor (11.1) ergibt sich aus den Positionslo¨sungen des INS und der doppelt
differenzierten Code-Beobachtungen.
l =
∣∣∣∣∣∣∣
xˆINS
xˆDCS
∣∣∣∣∣∣∣ (11.1)
mit:
xˆINS Positionslo¨sung INS
xˆDCS Positionslo¨sung ∇∆-Code
Die nun um die zeitabha¨ngige Komponente erweiterte Varianz-Kovarianzmatrix Σll wird, wie in Glei-
chung (11.2) ersichtlich, gebildet.
Σll =
∣∣∣∣∣∣∣
P(t)INS ·ΣxˆINS 0
0 P(t)GPS ·ΣxDCS
∣∣∣∣∣∣∣ (11.2)
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Ausgehend von dem Modell der direkt beobachteten Gro¨ßen, folgt fu¨r die Designmatrix A:
A =
∣∣∣∣∣∣∣
I
I
∣∣∣∣∣∣∣ (11.3)
Die Berechnung des um den Zeitfaktor erweiterten, gewichteten Mittels erfolgt mittels der Gleichun-
gen (11.4) und (11.5).
−
x = (ATΣ−1ll A)
−1ATΣ−1ll l (11.4)
Σ−
x
= (ATΣ−1ll A)
−1 (11.5)
Im Rahmen dieser Arbeit war die Validierung und eventuelle Verfeinerung dieses Ansatzes nicht
mehr durchfu¨hrbar. Nichtsdestominder sollten zuku¨nftige Entwicklungen an den Modulen SIGNA
und SKinI diesen Ansatz aufgreifen und beru¨cksichtigen, da somit die Problematik der qualitativ
schlechten Code-Positionen nach einem Signalabriß vermindert werden kann und eine weitere Verku¨r-
zung der Dauer fu¨r die L1-Ambiguita¨tensuche zu erwarten ist.
Weiterhin wa¨ren Verbesserungen bezu¨glich der Prozessierung mittels virtueller Referenzstationen
sinnvoll. Beispielsweise ko¨nnte abha¨ngig von der La¨nge der gefahrenen Strecke ein automatisiertes
Verfahren entwickelt werden, welches Vorschla¨ge fu¨r die Positionen der jeweiligen VRS macht. Im
Moment erfolgt die Planung und Berechnung der Positionen der jeweiligen VRS manuell. Abha¨ngig
von der Gesamtstrecke ko¨nnte eine Berechnung der maximalen Basislinienla¨ngen unter Beachtung
gleicher Aktionsradien und minimaler Ho¨hendifferenzen der virtuellen Referenzstationen erfolgen. Die
beno¨tigten Daten ko¨nnten entweder aus der autonomen Positionierung der GPS Empfa¨nger oder aus
einer vorab durchgefu¨hrten kinematischen Code-Einzelpunktbestimmung erhalten werden.
Bezu¨glich einer erweiterten Validierungsmo¨glichkeit der gefundenen Ambiguita¨ten des hybriden Sys-
tems wa¨re die in [So¨hne 1996] vorgestellte Methode eines Mehrantennensystems vorstellbar. Dazu mu¨s-
sen die Antennenphasenzentren der auf dem Tra¨gerfahrzeug montierten GPS Antennen vorab mittels
terrestrischer Vermessung oder aber durch eine la¨ngere statische GPS-Messung bestimmt werden. Aus
den danach bekannten Positionen der Antennenphasenzentren ist die Berechnung der Raumstrecken
zwischen den Antennen mo¨glich und kann fu¨r die Validierung der gefundenen Mehrdeutigkeiten her-
angezogen werden. In diesem Fall werden nur die Integerkombinationen vorla¨ufig akzeptiert, die zu
den vorab bestimmten Raumstrecken im Rahmen der Meßgenauigkeit passen. Alle anderen ko¨nnten
fru¨hzeitig aus dem Validierungsprozeß isoliert werden. Allerdings ist fu¨r dieses Verfahren eine starke
Steigerung der Rechenzeit zu erwarten, da die Schritte der Ambiguita¨tensuche und -validierung sowie
Positionsrechnung fu¨r jeden Empfa¨nger durchgefu¨hrt werden muß. Außerdem muß bei dem vorge-
schlagenen Mehrantennensystem beru¨cksichtigt werden, daß der in SKinI verwirklichte Ansatz zur
L1-Ambiguita¨tensuche auf den a priori Informationen der Widelane-Beobachtungen erfolgt. Somit muß
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dem ho¨heren Rauschen der Widelane-Beobachtungen (siehe Kap. 2.3.2) Rechnung getragen werden.
D.h., dem Vergleich der bestimmten Raumstrecke aus der GPS Positionierung und der vorab bestimm-
ten Referenzstrecke muß eine gro¨ßere Toleranz gewa¨hrt werden. Dies ist jedoch i.d.R. unkritisch, da
sich eine falsche Fixierung der Widelane-Ambiguita¨ten u¨blicherweise in großen Koordinatenspru¨ngen
a¨ußert und somit leicht detektiert werden kann.
Im Zuge der GPS Modernisierung und der Entwicklung von GALILEO werden sich einige fu¨r die
hochgenaue differentielle Positionierung wichtige Aspekte ergeben. Bezu¨glich des modernisierten GPS
wird ein neues Signal L5 = 1176.45 MHz (nicht zu verwechseln mit der Widelane-Linearkombination
aus L1 und L2) verfu¨gbar sein. Weiterhin wird die Modulation des aktuellen L2-Signals gea¨ndert, um
einen frei zuga¨nglichen Code (L2c), a¨hnlich dem C/A Code auf der L1-Frequenz, zur Verfu¨gung zu stel-
len. Auch die Entwicklungen bezu¨glich des europa¨ischen Satellitensystems Galileo werden a¨hnlich dem
des modernisierten GPS verlaufen. Allerdings sollen fu¨nf verschiedene Frequenzen bereitgestellt wer-
den, die sich bezu¨glich der Integrita¨t und Verfu¨gbarkeit unterscheiden werden. Außerdem ist geplant,
zusa¨tzlich zu einem sog.
”
Open Service“ weitere
”
Commercial Services“ anzubieten, welche der Nutzer
gegen Bezahlung nutzen kann. Weiterhin wird es wie bei dem GPS System ein
”
Public Regulated
Service“ geben, der nur autorisierten Nutzern zur Verfu¨gung stehen wird.
Prinzipiell sind sich die Systeme in dem Punkt a¨hnlich, daß beide die Mo¨glichkeit bieten werden, auf
mindestens zwei Frequenzen Code-Messungen durchzufu¨hren und bedingt durch die neu hinzugekom-
menen Frequenzen viele neue Linearkombinationen aus den Originalfrequenzen ableiten zu ko¨nnen.
Der Vorteil von frei zuga¨nglichen Code-Messungen a¨hnlich dem GPS L1-Signal liegt (am Beispiel
des modernisierten GPS) darin begru¨ndet, daß es mo¨glich sein wird, die Phasenbeobachtungen auf
der L2-Frequenz nahezu gleichzeitig mit den Phasenbeobachtungen der L1-Frequenz zu erhalten. Dies
schafft die Mo¨glichkeit einer sofortigen Bildung der Widelane-Linearkombination, wovon das entwi-
ckelte hybride System in der Hinsicht profitieren wu¨rde, daß die Zeiten, in denen das Fixieren der
L1-Ambiguita¨ten aktuell nicht mo¨glich ist (siehe Abb. 10.37), bedingt durch die sofortige Verfu¨gbar-
keit der L5-Beobachtungen minimiert werden, da selbst bei einer ungu¨nstigen Satellitengeometrie eine
Auflo¨sung der Widelane-Mehrdeutigkeiten wesentlich erfolgreicher ist als bei den L1-Ambiguita¨ten.
Die Bildung neuer Linearkombinationen beinhalten auch die Mo¨glichkeit der Vereinfachung der Mehr-
deutigkeitsauflo¨sung, welche fu¨r die hochgenaue Positionierung notwendig ist. Ein mo¨gliches Szenario
am Beispiel der Frequenzen des modernisierten GPS wa¨re die Bildung der Linearkombination L2-L5,
welche zu einer effektiven Wellenla¨nge von ca. 5.86 m fu¨hren wu¨rde. Dies sollte auch bei schlech-
ten Code-Beobachtungen in den meisten Fa¨llen zu einer instantanen Auflo¨sung der Ambiguita¨ten
dieser Linearkombination fu¨hren. Allerdings ist auch dieses Signal bedingt durch die Bildung der
Linearkombination mit einem Rauschen belegt, welches ungefa¨hr 35 mal gro¨ßer ist als die der Ori-
ginalbeobachtung auf der L1-Frequenz [Hatch u. a. 2000]. Dementsprechend ist eine Auflo¨sung der
L1-Mehrdeutigkeiten unter Zuhilfenahme der Linearkombination L2-L5 eher unwahrscheinlich. Nichts-
destominder wu¨rde sich in diesem Fall ein kaskadierter Ansatz anbieten, welcher in drei Schritten ab-
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laufen kann. Ausgehend von der a priori Information der doppelt differenzierten Code-Beobachtungen
ko¨nnte die Auflo¨sung der Mehrdeutigkeiten mit der Wellenla¨nge von ca. 5.86 m erfolgen. Dies sollte
auch bei schlechteren Code-Beobachtungen zu den korrekten Ambiguita¨ten fu¨hren. Danach ko¨nn-
te die Suche der Widelane-Mehrdeutigkeiten erfolgen, die basierend auf den erhaltenen Koordinaten
und der Varianz-Kovarianzmatrix der vorherigen Scha¨tzung basiert. Fu¨r den Fall, daß die vorherige
Scha¨tzung die korrekten Ambiguita¨ten gefunden hat, ist es sehr unwahrscheinlich, daß die Widelane-
Suche zu falschen Mehrdeutigkeiten fu¨hrt. Schließlich wird, wie aktuell in SKinI implementiert, eine
L1-Mehrdeutigkeitssuche durchgefu¨hrt, welche auf dem zweiten Schritt (die Koordinatenlo¨sung der
Widelane-Positionierung und deren Varianz-Kovarianzmatrix) basiert.
Abschließend bleibt zu sagen, daß die im Rahmen dieser Arbeit geta¨tigten Entwicklungen ein Ba-
sissystem darstellen, welches bei der großra¨umigen Vermessung einer Trajektorie noch nicht universell
eingesetzt werden kann. Dies liegt hauptsa¨chlich in der Genauigkeit der INS Positionen begru¨ndet, die
im Fall eines Signalabrisses das gewu¨nschte Genauigkeitspotential nicht auf Dauer liefern ko¨nnen und
damit auch die GPS Ambiguita¨tensuche beeinflussen. Somit ist wie in der Testmessung (Kap. 10.2.2)
noch mit vielen Positionsbestimmungen zu rechnen, welche die Genauigkeit von einigen Zentimetern
nicht einhalten ko¨nnen. Ohne die Erweiterung des hybriden Systems durch zusa¨tzliche Sensoren wie
Hodometer oder Kompasse bzw. die Verwendung eines modernen INS, welche die Positionsscha¨tzung
in Zeiten verbessert in denen GPS nicht verfu¨gbar ist, wird dies nicht mo¨glich sein.
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Das Ziel der geoda¨tischen Positionierung ist die Beschreibung der bestimmten Punkte durch ihre
Koordinaten, wie z.B. La¨nge, Breite und Ho¨he sowie deren Genauigkeiten. Die Sensoren eines in-
ertialen Navigationssystems (drei Beschleunigungsmesser und drei Kreisel) sind fest mit dem Fahr-
zeug verbunden und bilden das Body-System. Die Sensorausgaben, bestehend aus drei orthogonalen
Drehraten und Beschleunigungen der Tra¨gheitsplattform, beschreiben die Kinematik des Body-System
in Bezug auf ein Inertial-System. Von Interesse ist allerdings die Beschreibung der Fahrzeugbewegung
in einem erdfesten (erdfestes, geozentrisches System) bzw. horizontgebundenen (Navigations-System)
Koordinatensystem. Erst die Integration und mehrfache Transformation der Rohdaten, bezogen auf
das Body-System, fu¨hrt zu den gewu¨nschten Beobachtungen: die A¨nderungen der Koordinaten in dem
bevorzugten u¨bergeordneten Koordinatensystem.
Zur Interpretation dieser Beobachtungsgro¨ßen und zur anschaulichen Darstellung der Ergebnisse
der Navigationsrechnung sind vier Koordinatensysteme erforderlich.
Symbol System Charakter
I Inertial-System (I-System) geozentrisch
E erdfestes, geozentrisches System (E-System) terrestrisch global geozentrisch
N Navigations-System (N-System) ellipsoidisch lokal topozentrisch
B Body-System Fahrzeug
Tabelle A.1.: Erforderliche Koordinatensysteme fu¨r das System SIGNA
Alle vier Raumbezu¨ge werden durch kartesische Koordinatensysteme mit geoda¨tischem Modellcha-
rakter realisiert. Der Erdko¨rper wird durch ein Rotationsellipsoid in Kombination mit einem Normal-
schwerefeld approximiert
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A.1. Inertial-System
Die Beobachtungen eines Inertialnavigationssystems erfolgen im Rahmen der Newton’schen Mecha-
nik, welche die Existenz eines Inertial-System voraussetzt [Groten 1979]. Ein solches Inertial-System
entspricht einem Referenzsystem, welches keinen Beschleunigungen unterliegt und sich demnach in Ru-
helage bzw. in einem Status von uniformer Bewegung ohne Rotation befindet [Torge 2001]. Die best-
mo¨gliche Approximation eines Inertial-Systems wird hinsichtlich der Fixsterne und Quasare außerhalb
unserer Galaxie gebildet. Diese Approximation entspricht dem raumfesten a¨quatorialen Himmelssys-
tem. Die O¨rter der katalogisierten Sterne unterliegen allerdings ebenfalls zeitlichen A¨nderungen, die
durch Pra¨zession und Nutation hervorgerufen werden. Diese zeitlichen A¨nderungen erfolgen mit einer
Rate von 3.6 ∗ 10−7 arcsec/s [Mueller 1977], welche allerdings deutlich unterhalb des Rauschniveaus
aktueller Inertialnavigationssystemen liegt. Fu¨r praktische Anwendungen in der Inertialgeoda¨sie kann
das ausgewa¨hlte raumfeste Himmelssystem als Inertial-System behandelt werden. Die Festlegung des
Inertial-Systems erfolgt folgendermaßen:
Ursprung Massenzentrum der Erde
x-Achse Richtung zum Fru¨hlingspunkt (γ0) zur Epoche T0
y-Achse senkrecht auf der x, z-Ebene
z-Achse Richtung zum Himmelspol zur Epoche T0
Tabelle A.2.: Definition Inertial-System
A.2. Erdfestes, geozentrisches System
Das erdfeste, geozentrische System ist ein geozentrisches Koordinatensystem (ECEF)1, welches fest mit
dem Erdko¨rper verbunden ist. Daraus folgt, daß das erdfeste, geozentrische System, wie der Erdko¨rper
selbst, mit einer Erddrehrate von 7.292115 ∗ 10−5rad/s rotiert und demnach keinem Inertial-System
entspricht. Eine Konkretisierung eines erdfesten, geozentrischen Systems stellt das WGS842 dar. In der
Definition des WGS84 werden zusa¨tzlich noch weitere Gro¨ßen, wie Rotationsgeschwindigkeit der Erde
(ωErde) und Gravitationsparameter festgelegt. Das erdfestes, geozentrisches System ist das System,
in dem die Ergebnisse des Meßsystems ausgegeben sind. Diese Ausgaben sind La¨nge, Breite und Ho¨he
in Bezug auf ein geozentrisches Rotationsellipsoid (WGS84-Ellipsoid).
1Earth-Centered, Earth-Fixed
2World Geodetic System 1984
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Die Darstellung der Koordinaten in ellipsoidischen, geographischen Koordinaten (mit geographischer
Breite φ, geographischer La¨nge λ und ellipsoidischer Ho¨he h) stellt kein eigenes System dar. Die
Koordinaten werden nur in anderer Form abgebildet [Sternberg 2000]. Die Definition des erdfesten,
geozentrischen Systems entspricht folgender Tabelle:
Ursprung Massenzentrum der Erde
x-Achse Richtung mittlerer Merdian von Greenwich
y-Achse senkrecht auf der x, z-Ebene
z-Achse in Richtung der mittleren Rotationsachse der Erde (CIO)3
Tabelle A.3.: Definition erdfestes, geozentrisches System
A.3. Navigations-System
Das Navigations-System entspricht dem local-level -Koordinatensystem der klassischen Plattformen
und unterscheidet sich von dem lokalen astronomischen System durch die Lotabweichung und der
Schweresto¨rung [Heinze 1996]. In diesem System werden fast alle Navigationsrechnungen durchgefu¨hrt.
Das Navigations-System ist definiert durch:
Ursprung Topozentrum
x-Achse Richtung nach Osten
y-Achse senkrecht nach Norden
z-Achse Richtung der Ellipsoidnormalen nach oben
Tabelle A.4.: Definition Navigations-System
A.4. Body-System
Das Body-System ist das System in dem die Messungen eines Strapdown INS durchgefu¨hrt werden.
Bedingt durch endliche Montagepra¨zision bilden die sensitiven Achsen der Kreisel und der Beschleuni-
gungsmesser kein orthogonales System. Die Mißorientierung der Sensoren wird durch eine hochgenaue
3Conventional International Origin
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Kalibrierung auf einem Drehtisch bestimmt. Mit den aus den Kalibrierungsmessungen erhaltenen
Mißorientierungen ist es mo¨glich, ein einheitliches orthogonales Koordinatensystem zu erhalten. Die
Festlegung der Achsen des Body-Systems ist benutzerdefiniert. Das Body-System des am Institut fu¨r
Physikalische Geoda¨sie vorhandenen Meßfahrzeuges mit dem Inertialnavigationssystem Lasernav II
der Firma Honeywell ist wie folgt definiert:
Ursprung Zentrum des Sensorblocks der IRU (Inertial Reference Unit)
x-Achse Richtung zur rechten Fahrbahnseite
y-Achse in Fahrtrichtung
z-Achse Richtung zum Fahrzeugdach, senkrecht auf x, y-Ebenen
Tabelle A.5.: Definition Body-System
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