INTRODUCTION
In general, for a sequence (a n ) n≥1 of complex numbers, the size of the L 1 -norm 1 0 ∑ n≤X a n e(nα) dα, e(α) = e 2πiα for large X provides some information on the distribution of the sequence in arithmetic progressions. For example, when the above integral is particularly small, Theorem 1.8 in [1] implies that, in some sense, the sequence is regularly distributed in arithmetic progressions.
In this paper, we consider the problem of estimating this quantity when a n is the divisor function This improves on a result of Goldston and the author in [2] in which it is shown that
For some holomorphic cusp form of even weight k f (z) = ∑ n≥1 λ f (n)n (k−1)/2 e(nz), we should, with very few modifications, be able to use the same methods to provide an upper bound of O( √ X) for the L 1 norm of ∑ n≤X a f (n)e(nα). This is superior to the bound one obtains by using Deligne's bound |λ f (n)| ≪ f τ(n) and matches the bound the estimate (14.56) from [3] gives.
In addition, we may consider the same problem in the case of τ 3 , though it is unclear if this would allow one to improve the easily obtained bounds [4] as used in [2] , for example, and estimates on τ 3 in arithmetic progressions with moduli up to X 1/2−ε which follow quickly from Voronoi summation or the Weil bound for Kloosterman sums). In particular, in this case, the error term coming from Voronoi summation would end up effectively having Q 3 /X terms, which is significantly larger, though in our case the trick with Cauchy Schwarz that we used at the very start of the proof of Lemma 3.1 allowed for a large saving for all but the very first few terms, and this should also work in the case of τ 3 .
SETUP AND OUTLINE OF PROOF
Let Y = X 1−δ with δ = 1 100 , and let w be a smooth function taking values in
Instead of working with the L 1 -norm of M(α), it suffices to work with the L 1 -norm of
since we have that by Parseval and Cauchy-Schwarz
Let Q = √ X. Then, we have by (20.9) and the proof of 20.7 in [3] 
where a is so that aa ≡ 1 (mod q). From (4.49) in [3] , we have that for all β and q ≤ Q, (a, q) = 1
where here
Here, Y ν , K ν are the standard Bessel functions. It follows that
and
Then, the main theorem follows from the following two lemmas, which we prove in the next two sections.
Lemma 2.2.
We have
THE ERROR TERM
In order to prove Lemma 2.1, we shall in fact show the following.
Lemma 3.1. We have that for all q ≤ Q, |β| ≤ 1/(qQ)
Proof of Lemma 2.1 assuming Lemma 3.1. Clearly, we have that by Lemma 3.1
and the desired result follows.
Proof of Lemma 3.1. Note that by Cauchy-Schwarz, we have
Note that then we have
so it follows that (3.1)
.
ON THE MEAN VALUE OF THE MAGNITUDE OF AN EXPONENTIAL SUM 5
Integrating by parts twice, and noting that w is supported on [1/2, X] we obtain (with B ν denoting either Y ν or K ν depending on the sign of n) that for all n = 0
We have that from the bounds on w that
so from (3.2) we obtain that for |n| ≫ q 2 , by (4.9) in [5] ∞ 0 e(xβ)w(x)B 0 4π x|n| q dx
so by the divisor bound τ(n) ≪ ε n ε we have that
It follows that for |m| > q
From now on, until specified otherwise, we shall restrict ourselves to |n| ≤ q 2 , |m| ≪ q.
For n = 0, by integration by parts
where
We have, from (4.9) in [5] and integration by parts that
The first integral is
while the second one is
Combining these, we obtain that (3.5)
Similarly, integrating by parts, we obtain that
In addition, we have from (2.5) in [5] the bound B 1 (x) ≪ x −1/2 for x ≫ 1, so we obtain that
Also, from the bound B 1 (y) ≪ y −1 , we obtain that (3.8)
Therefore, combining (3.5), (3.7), (3.6, and (3.8) we have that 
Therefore, it follows that
Putting this bound together with (3.9), (3.4), and (3.1) yields that
The desired result follows.
THE MAIN TERM
In this section, we prove Lemma 2.2. Note that we have that
For β < 1/X, q ≤ Q, we have that by the triangle inequality
It can then be checked that the contribution due to β < 1/X can be disregarded. Indeed, we have that
We shall therefore now restrict our attention to β ≥ 1/X. Note that we have that by integration by parts
We have that
Also, we have that
From the inequality |e(α) − 1| ≤ |α|, it follows that
and by integration by parts, we have that for
x e(xβ)dx
Therefore, we have that
At this point, the lower bound of ≫ √ X log X follows. Indeed, we have
by partial summation. Now we shall show that with
we obtain that
Note that
In addition, we have that
where the error in the O(−) is
The main term is equal to S 4 − S 5 with
Note that (3.12)
With A = dq 0 Q, the inner integral is equal to y(log 2 (Ay) − 2 log(Ay) + 2) (2) (log 2 X − 4 log X + (2 log 2 − 2) log X − Li 2 (−1) log X) + O(X 1/2 )
where C = 3 π 3 (4 + 2 − 2 log 2 + Li 2 (−1)) = 
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