We examine the connections between small zeros of quadratic L-functions, Chebyshev's bias, and class numbers of imaginary quadratic fields. 
INTRODUCTION AND SUMMARY
Let 2 q, a, b (x)=? q, a (x)&? q, b (x), where ? q, r (x) denotes the number of primes p x with p#r (mod q). Rubinstein and Sarnak [33] have recently shown that on the generalized Riemann hypothesis (GRH) and grand simplicity hypothesis (GSH) one can compute logarithmic densities for the set of x giving 2 q, a, b (x)>0 for q 3, (a, q)=(b, q)=1. The GRH asserts that all non-trivial zeros of all Dirichlet L-functions have real part equal to 1 2 , and the GSH asserts that for each q, the collection of non-trivial zeros of the L-functions modulo q are linearly independent over the rational numbers. The logarithmic density of a set S of real numbers is defined as
if the above limit exists. For q 3, let c(q) be the ratio of the number of quadratic nonresidues to the number of quadratic residues, and define the scaled counting function prime p), then c(q)=1. On the GRH and GSH, Rubinstein and Sarnak [33, p. 188 ] compute logarithmic densities of [x: P q, N, R (x)>0] for q=3, 4, 5, 7, 11, 13 and they prove that this density is greater than 1 2 for all primes q. They show for example, that P 4, N, R (x)>0, on a logarithmic scale, for 99.59 0 of all x. These computations provide a very precise determination of the``sense'' in which we may interpret Chebyshev's remark [9] that there are many more primes of form 4n+3 than of form 4n+1. We shall refer to these densities as the``bias for q.''
Values of x with P q, N, R (x)<0 occur infrequently on a logarithmic scale if Chebyshev's bias is high, and values of x with ? 4, 3 (x)<? 4, 1 (x) or ? 3, 2 (x)<? 3, 1 (x) occur so rarely that the regions are of special interest (see [3, 4] ).
There are several natural questions arising from Rubinstein and Sarnak's paper which are treated here. Throughout this paper all densities and biases referred to are one a logarithmic scale, since Rubinstein and Sarnak [33] and Kaczorowski [19] have made it clear that natural densities cannot be expected to exist for any q.
(1) Is there an easier way to compute Chebyshev's bias? We give an affirmative answer to this, although our method is non-rigorous. The method depends only on knowledge of small zeros of the appropriate L-functions, and the numbers agree very well with more complicated (and more rigorous) computations made in [33] . This makes it possible to quickly approximate the bias for any modulus q for which zeros have been computed [33] , including q lacking primitive roots such as q=8 and q=24, where, as Shanks [35] first noted, the bias is quite high; see also [21, p. 302 ].
(2) Although the bias approaches 1 2 as q Ä [33, Theorem 1.6] the convergence is far from monotone. For example, the bias is much higher for q=409 than for q=43, 67, or 163. As will be described more fully in Section 2, when q has a primitive root the bias depends heavily on the location of the first few zeros (closest to the real axis) of L(s, / q ), / q being the real nonprincipal character mod q. In particular, the bias is heavily influenced by the size of the first zero (see Tables III VII) . Several authors [28, 30, 40] have noted a connection between small values of h(&q), Chebyshev's bias, and small first zeros of L(s, / q ). Making use of the Chowla Selberg formula, we show that if Q(-&q) is an imaginary quadratic number field with class number 1, we can expect that L(s, / q ) has a relatively low first zero. This is especially true for L(s, / 163 ) with its smallest zero near 1 2 +0.2029i. Our Tables VI VIII in Section 3 further illustrate the connection between low-lying zeros and small class numbers (see also [28, 30] ). We observe that if moduli are arranged according to class number, the smallest zero of L(s, / q ) is nearly monotonic in q when the class number is small (see Tables VI, VII). (3) Can Chebyshev's bias be approximated well using actual prime counts? We computed P q, N, R (x) up to x=10 12 for various q, and this interval appears insufficient to approximate the bias well (see Table I ). In particular, P 163, N, R (x) is negative (on a standard scale) for over 930 of the integers less than 10 10 , in contrast to all other moduli <500. This seemingly aberrant behavior (since P 163, N, R (x) must have a logarithmic density greater than 1 2 on the GRH and GSH) can be explained by the low first zero of L(s, / q ) together with an explicit formula for P q, N, R (x) in terms of the zeros of L(s, / q ). The analog of the Riemann von Mangoldt formula for nonprincipal Dirichlet characters [23, Sect. 138] gives
:
where \ runs over the non-trivial zeros of L(s, /) and for non-real z,
Suppose now that q has a primitive root (c(q)=1). Then we obtain the relatively simple formula
If \=1Â2+i#, we also have the approximation
where | # =cot &1 (2#). Let # 0 be the imaginary part of the first zero of L(s, / q ) above the real axis. When # 0 is small, the terms in the sum on \ in (1.3) corresponding to \=1Â2+i# 0 and its conjugate contribute a large amount and empirical observations show it often dominating the other terms of the sum. As the right side of (1.4) is periodic in log x with period 2?Â#, we shall refer to p=2?Â# 0 as the quasi-period for P q, N, R . This will be described in Section 2. For q=163 we have pr2?Â0.2029r30.967 so to obtain a complete period with actual prime counts, one has to compute out to about 2.810_10
13 . Only when computers are capable of carrying actual prime counts out beyond several of these enormous quasi-periods will such counts begin to approximate the bias of 59 0 which we obtain using the method described in Section 2 (see Fig. 5 and Tables VI and VII) .
In Section 2 we describe our method of computing Chebyshev's bias, and Figs. 1 6 show plots of P q, N, R (x) for all q with h(&q)=1. In Section 3 we describe how the Chowla Selberg formula can be used to show that moduli q such that Q(-&q) has relatively small class number can be expected to have a small first zero and, consequently a longer quasi-period and lower bias; see Tables III VIII. In Section 4, we use a tool which has recently been developed by the second author, which will be treated in detail elsewhere, to locate sign changes of ? q, a (x)&? q, b (x) for values of x as large as 10
19
. For example, when x=1.9282_10
14 , we have ? 8, 1 (x)>? 8, 7 (x), a computation which takes about 10 minutes. We also examine Chebyshev's bias for q=8, which does not have a primitive root.
APPROXIMATING CHEBYSHEV'S BIAS
We confine ourselves in this section to moduli q having a primitive root. The first term on the right side of (1.3) accounts for Chebyshev's bias (see [13, 15] for a combinatorial derivation of this term). By (1.4), each pair of conjugate zeros \, \Ä produces an oscillatory term with amplitude about 2Â# and period 2?Â# in log x. When # is large, the right side of (1.4) is approximated well by (2Â#) sin(# log x). However, for small zeros this is poor and the right side of (1.4) is far superior.
As an approximation, we truncate the sum in (1.3), including only zeros with |#| T, and use the approximation (1.4). Specifically, we work with the scaled function P* q, N, R (x; T )=1+ :
We also define
which we call the density (or bias) of S over [x, y] . We compute values of P* q, N, R (x; T ) for logarithmically equally spaced points x with x 0 x x 1 , using sample points x=x 0 e 2k , k=0, 1, 2, ... . With x 0 =10 10 , x 1 =10 300 and 2=0.001 this gives 667750 data points. This bias is computed by dividing the number of points above and on the zero line by the total number of points. These produce numbers, denoted b(q, T; x 0 , q 1 , 2), which are approximations of $(P* q, N, R (x; T )>0; x 0 , x 1 ). Rumely [34] has generously provided us with the zeros from his extensive computations, and this includes zeros to height T=10000 which are accurate to within 10 &12 for most small moduli.
It is easy to show [33, Sect. 2] that the bias for q is equal to
Suppose there are M zeros \= 2 is not a rational linear combination of the set of they # j , then the numbers 1, # 0 2Â2?, ..., (# M&1 2)Â2? are linearly independent over Q. Hence, by the Kronecker Weyl Theorem, the vectors
Therefore, with enough zeros and enough data points we can approximate the bias to any number of digits. However, the values of T, y and 2 required to obtain the bias to a given accuracy cannot be determined without more knowledge of the distribution of the zeros. The method in [33] does not lend itself immediately to a measure of how rapidly the logarithmic density of [1 x Y : P q, N, R (x)>0] approaches the bias as Y Ä . This requires some quantitative bounds on linear combinations of the zeros. It does appear that moduli for which L(s, / q ) has a small first zero require more data points to obtain the same accuracy of the bias. This will be discussed further below.
All of our computed biases using (2.1) agree well with the values given in [33] . As an example, when q=11, we compute that b(11, 10000; 10 10 , 10 300 , 0.001)=0.917039 } } } and b(11, 10000; e 1 , e 60000 , 0.05)=0.916884 } } } . Assuming the GRH and GSH, Rubinstein and Sarnak compute a bias of 0.916795 } } } . Table I gives various values of b(q, T; x 0 , x 1 , 2), truncated in the last decimal place (columns B 1 , B 2 ), plus values of the actual bias over the intervals [ values were only given to 4 decimal places in [33] , and were not computed for q>13).
Figures 1 6 include logarithmic-scale plots of P q, N, R (x) for q=3, 4, 5, 7, 11, 13, 19, 43, 67, and 163, as well as plots of some functions P* q, N, R (x; T ). In all figures, log 10 x is written as log10(x). Both functions tend to oscillate about the line y=1, and for small q they rarely cross the y=0 line. Graphs of P* q, N, R (x; T ) are produced by plotting 460 logarithmically equally spaced points between successive powers of ten. The plots of P q, N, R (x) are 
produced by dividing each power of 10 into roughly 300 logarithmically equally spaced intervals, and plotting vertical line segments from the minimum to the maximum of the function in that interval. Of course, computations of actual prime counts give less accurate biases. For larger q they are averaged over few quasi-periods, and for some smaller q (e.g. 3, 4, 5) they include very few negative regions. Also, the few FIG. 2. P* 3, N, R (x; 10000), P* 4, N, R (x; 10000). primes<100 account for 1Â6 of the integers up to 10 12 on a logarithmic scale, and they exert great influence on bias values. This is especially evident for q=163. Although the logarithmic density of the set of x giving P q, N, R (x)=0 is zero (on the GRH, see [33] ), the subset of [1, 10 12 ] where P q, N, R (x)=0 has substantial logarithmic density. For example, P 4, N, R (x)=0 in the intervals [1, 3) and [5, 7) , and these two intervals account for 5.190 of [1, 10 12 ] on a logarithmic scale. Hence, whether or not these x-values are included in the computations has a large effect on the bias numbers in column B 3 of Table I . The effect of zero values of P q, N, R (x) is removed somewhat in column B 4 , where the bias over [10 4 , 10 12 ] is given. However, the essentially linear running time of the program using zeros of L(s, / q ) makes it possible to estimate the bias over thousands of quasiperiods using (2.1) in a relatively short time. Whether or not zero values of P q, N, R (x) are included or excluded has negligible effect on the values computed in columns B 1 and B 2 .
Clearly, with fixed 2 and x 0 , larger values of x 1 will give more accurate bias numbers. The effect of different choices of 2 is made clear in the case of q=163 (Table II ). Notice that the choice 2= 2? # 0 makes the first term in the sum in (2.1) constant for all sample points. The choice 2=2?Â (# 1 &2# 0 ) also gives an erroneous value of the bias, since 1, # 0 2Â2?, # 1 2Â2? are linearly independent, but the error is less in this case. Increasing T also improves the accuracy of the computed biases. However, for q=19 we obtained with just 10 zeros (T=20) a bias value which differs by less than 10 from the bias using the 3184 zeros to height T=10000. . The two functions are visually similar, and each region where P 4, N, R (x)<0 is``detected'' by the function P* 4, N, R (x; 10000) (see also the table in Section 4). Figure 2 shows plots of P* q, N, R (x; 10000) for q=3 and q=4. These graphs should be a good predictor of the location of regions where P q, N, R (x) takes negative values. In particular, the next negative region for q=3 should be at about 6.150_10 12 , while there are probably no other negative regions before 10 17 . Using an averaging argument, one can show that negative values of P q, N, R (x) in fact do exist near some points where P* q, N, R (x; T ) is negative (see [11] ). 
The quasi-period effect can be seen visually in the plot of P 11, N, R (x) (there is about one quasi-period in each power of ten), and also for q=19, 43 and 67. Figure 6 shows both P 43, N, R (x) (top graph) and the logarithmic density of [P 43, N, R ( y)>0] over 2 y x. The large quasi-period is visually obvious, and this illustrates why actual prime counts cannot be used to accurately estimate the bias for moduli with large quasi-periods (equivalently, moduli with small first zero of L(s, / q )). Even more dramatic is the case q=163. The interval 10
10 represents only about 40 0 of the quasi-period, and Chebyshev's bias appears to be reversed for x in this range. In fact, on a natural scale, P 163, N, R (x)<0 for more than 93 0 of the integers 10 10 . This can be explained with (1.3), since a low first zero # 0 makes the first term in the sum about 4 sin(# 0 log x+?Â2), which is negative for ?Â2 # 0 log x 3?Â2.
USE OF THE CHOWLA SELBERG FORMULA TO EXPLAIN THE SMALL FIRST ZERO FOR q=163
In this section we use the Chowla Selberg formula to explain the connection between small class number of Q(-d ) (negative d ) and small first zero of L(s, / d ), / d being the quadratic character modulo &d. Tables III VIII make clear that low first zero, long quasi-period, and Chebyshev bias are closely connected. Among moduli with the same class number (1, 2 or 3), there is a nearly monotone decrease in the lowest first zero of L(s, / d ) and a corresponding decrease in Chebyshev's bias. This monotonicity is weaker for class numbers 4 and 5, and disappears if all prime moduli are listed in increasing order (regardless of class number) (Table VII, leftmost columns).
Let d be a negative integer, and let h(d ) be the class number of the imaginary quadratic number field Q(-d ). Let / d (n)=( d n ) be Kronecker's extension of Legendre's symbol and let
be the Dedekind zeta function of the quadratic field Q(-d ).
Observe that since the first zero of`(s) is near 
and where $ denotes the sums over all pairs (m, n) # Z 2 , (m, n){(0, 0). The Chowla Selberg formula [8] expresses a sum of the form
with d=b 2 &4ac<0, a, c>0, as a series of K-Bessel functions. Specifically,
where
If |d | 1Â2 Âa is large, we can use this formula to approximate Z(s) because K s&1Â2 (x) decreases exponentially fast as x Ä . Indeed, focusing on Rs=1Â2,
The last inequality can be seen by writing y+1Ây=( y
, and using y 1Â2 + y &1Â2 2. It was conjectured by Gauss that there are exactly nine imaginary quadratic number fields with h(d )=1 (namely d=&3, &4, &7, &8, &11, &19, &43, &67, &163), and Stark [36, 38] proved this conjecture. Returning to (3.2), for such d, we have`Q
being a representative form of discriminant d. Note that in both cases, a=1, so that |d |
1Â2
Âa is, for a given d, as large as possible. Rather than`Q (-d ) (s), it is more elegant to consider
which is real on the critical line, by the functional equation for`Q (-d ) (s) (note that the gamma factor is as above since we are only considering imaginary quadratic fields). Using (3.3) and (3.4) we find that (3.5) is
where, on R(s)=1Â2, (for the 2nd to last inequality we used | 2 and _ 0 (n)<2n 1Â2 for n 2, and, for the last inequality, |d | 3). The error term r d (s) is smallest for the largest |d |, i.e., |d | =163.
On the critical line, using the functional equation for`(s), the main terms may be written as
Hence, the low zeros of`Q (-d ) (s) will be close to those determined by (3.6). However, as |t| grows, by Stirling's formula |1(1Â2+it)| t-2? e &? |t|Â2 , and (3.6) quickly becomes smaller than r d (1Â2+it) as |t| surpasses 2 |d | 1Â2 . In Table III we give a comparison of the first few zeros of`Q (-d ) (s) and values obtained using (3.6) when h(d )=1. For d=&43, &67, and &163 the results are quite striking. Note. Observe that the approximation is best for |d | =163.
Observe that (3.6) is zero when
is an odd multiple of (the &2.64696 } } } here is equal to #&log(8?)). Ignoring the terms of degree higher than t 3 , the above expression starts at &?Â2 at t=0 (this corresponds to the pole of`), moves away, then returns to &?Â2, encountering the first zero at approximately t=-0.9925&0.18748 log |d | (with less accuracy the larger this value is).
Remarks. (1) Had there been a |d | >199 with h(d )=1, then the coefficient of t in the Maclaurin expansion of (3.7) would be positive, and its first zero would actually be quite high, since the first multiple of ?Â2 encountered would then be ?Â2 rather than &?Â2. The low zero phenomenon is not something that would have persisted. This is not surprising since the linear term in the series expansion for (3. [20], one expects, that, on average, (# d Â(2?)) log( |d |Â?) should equal 0.78. (see [32] 
(3.8) The latter step (dropping the Q(s) term) is not valid for general d. However, each a j <-|d |Â3, and so each K it term is, using (3.4), at most 0.002328 in size, if not much smaller. Furthermore, the presence of the a 1Â2 j in the denominator of Q(s) helps slightly as does the cos(n?b j Âa j ) term which leads to cancellation as we sum over j. In short, it seems, numerically, that (3.8) can be used to study the low zeros of L(s, / d ) to the first 2 3 decimal places. However, as d increases or h increases, the approximation (3.8) becomes less accurate. See Table IV where actual zeros are compared to those of (3.8) for several values of d<0. Observe, however, in Table IV that the nearly monotone decrease in the size of the first zero as |d | increases is not just a class number 1 phenomenon, though it weakens as h increases. Table V lists some of the zeros of L(s, / d ) compared with the zeros of (3.8) for some large d. Observe that for |d | =1000011583, one of the zeros is not detected by (3.8) . This shows that, as d grows, we cannot ignore the importance of the K-Bessel terms in approximating L(s, / d ). The column of actual zeros of L(s, / d ) come from a computation done in [32] . Also note in Table IV the poor approximation for the 5th zeros for |d | =59, 83. Here it seems that (3.8) skips over two of the zeros (i.e. misses one sign change) in each case. This is not too surprising since the K-Bessel sum becomes more significant as Is increases.
Tables VI and VII tabulate information about the lowest zero of L(s, / d ) for all d with class number 5, as well as all prime q 67. For values of h(d ) see [1, 2, 7] . For q>13 and h(&q)=1 the biases are computed using (2.1). Note. The values of the discriminant are taken from [1] .
We have observed that for class numbers 1, 3, 5, 7, and 9 that the smallest first zero corresponds in every case with the largest |d | and the largest first zero with the smallest |d | (see Table VIII ). In general, this is not always case. For example, when h=11, d=&13003, the first zero is 0.0996261599, and when h=15, d=&17,923, the first zero is 0.03098579949. In the context of Chebyshev's bias, actual prime counts for these moduli (especially 10,627 and 17,923) are even more misleading than for q=163 as they cover only a small portion of one quasi-period.
4. SIGN CHANGES OF 2 q, a, b (x) WHEN q=3, 4, 5, OR 8
Sign changes of 2 4, 3, 1 (x) occur infrequently and 2 3, 2, 1 (x) even more infrequently. These sign changes occur in widely separated regions when the oscillatory terms in (2.1) overcomes the constant 1. The starting point x f of these regions (the first value of x for which 2 is negative) in these regions are given below. 
