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ON THE MEAN VALUE OF THE DUISTERMAAT-HECKMAN
MEASURE
NATHAN GRIEVE
Abstract. Our main purpose is to study a theorem of Boucksom and Chen, [3], which
pertains to the manner in which the expectations of the Duistermaat-Heckman measures
relate to the theory of Okounkov bodies. We also make a remark about the restricted volume
functions and their relation to this circle of ideas. These topics are at the intersection of
K-stability and Diophantine arithmetic geometry. A key tool is the concept of concave
transform which is introduced in loc. cit.
1. Introduction
1.1. Let X be an irreducible projective variety, over an algebraically closed field k with
char(k) = 0, and fix a big line bundle L on X with section ring
R = R(X,L) :=
⊕
m>0
H0(X,mL).
1.2. The aim of this note is to study the expectations of the Duistermaat-Heckman measures,
which are determined by linearly bounded above filtrations of R. In particular, we discuss
topics that surround [3, Theorem 1.11].
1.3. The theory of the Duistermaat-Heckman measures and their moments appear in several
contexts. On the one hand, there are the traditional applications within the theory of test
configurations and questions that surround the K-stability of polarized projective varieties.
In more recent times, the overall structure of the distributions that surround these measures
has been clarified a good deal. As some works that are relevant to our viewpoint here, we
mention [7] and [5].
1.4. At the same time, these concepts from toric geometry and Geometric Invariant Theory
naturally arise in Diophantine arithmetic questions for projective varieties. Such connections
arise in the work of Faltings and Wu¨stholz [9]. More recently, these directions have been
expanded upon in [16], [11], [12] and [13]. Aspects of those works build on earlier ideas
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from [8] and [10]. In a parallel direction, these invariants have applications to questions of
arithmetic hyperbolicity and related topics. Two such examples include [1] and [17].
1.5. A key result that underlies each of these viewpoints points is the fact that the expec-
tation of the Duistermaat-Heckman measure may be understood, via the theory of concave
transforms, in terms of the limit expectations which are closely related to the theory of Chow
weights for polarized projective varieties. We state that result here as Theorem 1.1. It is of
independent interest and has been applied on a number of different occasions (including [11],
[12], [13] and [2]). In Section 5, we make a related remark about the nature of the restricted
volume functions.
1.6. Because of these applications, it is worthwhile to revisit [3]. That work has been
developed and pursued further in a related context [6]. In fact, Theorem 1.1 below, is indeed
well-known but our treatment of that result here still complements the many existing more
recent treatments of related concepts such as [5], [18] and [2]. Similar considerations apply
to Theorem 5.1.
1.7. For more precise statements, fix F• = F•R a linearly bounded above filtration of R
(see Definition 2.1). The vanishing numbers of F•, for m ∈ Z>0, are the sequence of real
numbers
amin(mL) = a0(mL) 6 . . . 6 anm(mL) = amax(mL)
which are defined by the condition that
aj(mL) = aj(mL,F
•) := inf{t ∈ R : codimF tH0(X,mL) > j + 1}.
In particular, we may consider the discrete measures that they determine
νm = νm(t) :=
1
h0(X,mL)
nm∑
j=0
δm−1aj(mL)(t).
1.8. In this note, our main goal is to give a reasonably self contained proof of Theorem 1.1
below. This result is due to Boucksom and Chen [3, Theorem 1.11] (see also [6]). A key tool
is the theory of Okounkov bodies [15].
Theorem 1.1. Let F• = F•R be a linearly bounded above filtration of
R(X,L) =
⊕
m>0
H0(X,mL)
the section ring of L a big line bundle on an irreducible projective variety X. The discrete
measures
νm = νm(t) :=
1
h0(X,mL)
nm∑
j=0
δm−1aj(mL)(t),
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which are determined by F•, converge weakly to a limit measure
ν := lim
m→∞
νm.
Furthermore
E(ν) = lim
m→∞
E(νm).
In other words, the limit of the expectations of the measures νm coincides with the expectations
of the limit measure ν.
1.9. We prove Theorem 1.1 in Section 4. In doing so, we establish a handful of related
observations that augment this circle of ideas (see Theorem 4.1 and Corollaries 4.2 and 4.3).
Finally, in Section 5, we given an interpretation in terms of the restricted volume functions
(see Theorem 5.1).
1.10. Acknowledgements. This note was written while I was a postdoctoral fellow at
Michigan State University. I thank colleagues for comments and discussions on related topics.
2. Filtered algebras
2.1. In this section, we fix our conventions about filtrations of the section ring
R(X,L) :=
⊕
m>0
H0(X,mL) =
⊕
m>0
Rm,
for L a big line bundle on X , an irreducible projective variety over k. For the most part,
our conventions and notations are consistent with [3] and [6].
2.2. By a filtration of R, we mean an R-filtration
F• = F•R =
(
F tRm
)
t∈R,m∈Z>0
that has the following properties
• F tRm ⊆ Rm, for all t;
• F sRm ⊆ F
tRm, when s > t;
• F tRm =
⋂
s6tF
sRm, for t > 0;
• F0Rm = Rm and F
tRm = 0, for t≫ 0;
• F sRm · F
tRn ⊆ F
s+tRm+n; and
• F tRm = F
t−ǫRm,
for all t ∈ R, all 0 < ǫ ≪ 1 and all m,n ∈ Z>0. Following the terminology of [3], such
filtrations are decreasing, left-continuous and multiplicative.
2.3. Put
aj(Rm,F
•) = aj(m,F
•) := inf{t ∈ R : codimF tRm > j + 1}.
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These are the vanishing numbers of R, with respect to F•. They have the property that
a0(m,F
•) 6 . . . 6 anm(m,F
•)
for nm := dimRm − 1.
2.4. Furthermore, the non-increasing left-continuous step functions
t 7→ dimkF
tRm,
for m ∈ Z>0, satisfy the condition that
dimkF
tRm = j
if and only if
t ∈ ]aj−1(m,F
•), aj(m,F
•)].
In particular, it holds true that
d
dt
dimF tRm = −
nm∑
j=0
δaj(m,F•)
(in the sense of distributions).
2.5. For later use, we set
amin(m,F
•) := a0(m,F
•),
amax(m,F
•) := anm(m,F
•)
and
mass+(Rm,F
•) :=
∑
aj(Rm,F•)>0
aj(Rm,F
•).
2.6. Our main interest here is to study those filtrations which are linearly bounded above.
We make that concept precise in the following way.
Definition 2.1 ([3]). An R-filtration F• of R is linearly bounded above if there exists a
constant C > 0 such that amax(m,F
•) 6 Cm for all m ∈ Z>0.
2.7. For the applications that we have in mind, the most natural class of examples of
linearly bounded above filtrations are those which arise by considering orders of vanishing
along divisors. Indeed, we discuss these topics in further detail in Section 5.
Example 2.2. Let L be a big line bundle on a normal (irreducible) projective variety X .
Let E be a Cartier divisor over X (compare with [14, Definition 2.24]). By this we mean
that E is a nonzero effective Cartier divisor on some normal proper model of X .
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Each such Cartier divisor E over X determines a linearly bounded above R-filtration
F• = F•R of the section ring
R(X,L) =
⊕
m>0
H0(X,mL).
Indeed, such filtrations have the form
F tRm := H
0(Y,mπ∗L− tE),
for π : Y → X some normal proper model with E ⊆ Y .
That such filtrations are linearly bounded from above follows from the fact that
F tRm = 0
for all t > γeffm, where
γeff := inf{t : π
∗L− tE is pseudoeffective} <∞.
Similar considerations apply to divisorial valuations over X and, more generally, to Ab-
hyankar valuations [6, Proposition 2.12].
2.8. Finally, given a such a filtration F• = F•R, we set
Rtm := F
tmRm.
In this way, we obtain graded subalgebras
Rt• :=
⊕
m>0
Rtm ⊆ R
for each t ∈ R.
2.9. We also make explicit note of the following special case of [3, Lemma 1.4]. We include
a proof for the sake of completeness.
Lemma 2.3 ([3, Lemma 1.4]). Let F• be a linearly bounded above filtration of the section
ring
R(X,L) =
⊕
m>0
H0(X,mL) =
⊕
m>0
Rm.
Then
amax(R,F
•) = lim
m→∞
amax(Rm,F
•)
m
= sup
m>1
amax(Rm,F
•)
m
.
Proof. Similar to [3], our present assumptions on the filtration F• imply that the quantities
amax(Rm,F
•) are super-additive in m, for m ≫ 1. So, the desired results follow because of
the fact that, for super-additive sequences, the equality
amax = lim
m→∞
am
m
= sup
m>1
am
m
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holds true. 
3. Okounkov bodies and concave transforms
3.1. Let F• = F•R be a linearly bounded above filtration of R(X,L), the the section ring
of L a big line bundle on an irreducible projective variety X . We assume the basic theory
of Okounkov bodies from [15] and adopt similar notation.
3.2. Let V• be a graded linear series of L. Assume that V• contains an ample series. In
particular, V• is a graded k-subalgebra of R(X,L) and Condition (C), point (i), from [15,
Definition 2.9] holds true. By fixing an admissible flag of irreducible subvarieties
Y• : Y0 = X ) Y1 ) . . . ) Yd = {pt}
we may associate to V•, via the valuation like functions that are determined by Y•, the
semigroup
Γ(V•) ⊆ Z
d+1
>0 .
3.3. In this context, the closed convex cone
Σ(V•) ⊆ R
d+1,
which is generated by Γ(V•), has a compact convex basis
∆(V•) := Σ(V•)
⋂(
{1} × Rd
)
.
This is the Okounkov body of V•. It depends on the fixed choice of admissible flag Y•.
3.4. On the other hand, following [3], the concave transform of F• is the concave function
GF• : ∆(L)→ [−∞,∞[
which is defined by
x 7→ sup
{
t ∈ R : x ∈ ∆
(
Rt•
)}
.
By way of the concave transform, we may define the filtered Okounkov body of F•. This is
the compact convex subset
∆(F•) := {(x, t) ∈ ∆(L)× R, 0 6 t 6 GF•(x)} ⊆ R
d+1.
4. Proof of Theorem 1.1
4.1. The goal of this section is to establish Theorem 1.1. In doing so, we establish Theorem
4.1, Corollaries 4.2 and 4.3.
4.2. First, we establish Theorem 4.1 below. The argument that we give follows closely those
of [3, Proof of Theorem 1.11] and [6, Proof of Theorem 2.20].
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Theorem 4.1. Let F• = F•R be a linearly bounded above filtration of R(X,L), the section
ring of L a big line bundle on an irreducible projective variety X. The discrete measures
νm = νm(t) :=
1
h0(X,mL)
nm∑
j=0
δm−1aj(mL)(t),
which are determined by F•, converge weakly to a limit measure ν.
Proof. Let d := dimX , put
µm :=
h0(X,mL)
md
νm
and
amax(R,F
•) = sup
m>1
amax(m,F
•)
m
.
Observe that −µm is the distributional derivative of the non-increasing left continuous
step function
gm(t) := m
−d dimFmtRm = m
−d dimRtm.
Set
g(t) := Vol
(
∆(Rt•)
)
and recall that the graded subalgebras
Rt• :=
⊕
m>0
Rtm =
⊕
m>0
F tmRm,
for
t < amax(R,F
•),
contain an ample series [3, Lemma 1.6]. Thus, by the theory of Okounkov bodies, [15,
Lemma 2.12 and Theorem 2.13], we obtain that
lim
m→∞
gm(t) = g(t).
Furthermore, observe that the inequality
0 6 gm(t) 6 m
−dh0(X,mL)
is uniformly bounded.
Thus, by dominated convergence, we obtain
gm → g
in L1loc(R). In particular
−µm =
d
dt
(gm)→
dg
dt
in the sense of distributions.
Set
µ := (GF•)∗ λ.
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It remains to show that
dg
dt
= −µ.
To this end, first observe that
lim
s→t−
g(s) = λ ({GF• > t}) .
On the other hand
h(t) := λ ({GF• > t})
and the discontinuity locus of g(t) is at most countable. In particular, we obtain the equality
of distributions
g = h.
We now interpret these observations in terms of the concave transform GF• . To this end,
let λ denote the restriction of the Lebesgue measure to the interior of the Okounkov body
∆(L) and consider its pushforward with respect to the concave transform
µ := (GF•)∗ λ.
Then note that, on R, we have
h(t) = µ ({x ∈ R : x > t}) ;
it then follows from integration theory that
dh
dt
= −µ.
The proof is now complete. 
4.3. Remark. As noted in the proof of Theorem 4.1, the measures µm and νm are related
as
µm =
h0(X,mL)
md
νm.
Furthermore,
µ = lim
m→∞
µm =
VolX(L)
g!
lim
m→∞
νm =
VolX(L)
g!
ν.
4.4. Next, similar to [3, Corollary 1.13], we observe how the Euclidean volume of the filtered
Okounkov bodies relate to the Duistermaat-Heckman measures.
Corollary 4.2. With the same assumptions and hypothesis of Theorem 4.1, the expectation
E(ν) of the Duistermaat-Heckman measure ν, determined by F•, may be described as
E(ν) =
d!
VolX(L)
∫ ∞
0
t · dµ(t).
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Proof. In our present notation
mass+(Rm,F
•)
md+1
=
∫ ∞
0
t · d(µm).
Furthermore,
Vol(∆(F•R)) =
∫ ∞
0
t · (GF•)∗ λ
and, by Lemma 2.3, we have
amax := amax(R,F
•) = lim
m→∞
amax(Rm,F
•)
m
= sup
m>1
amax(Rm,F
•)
m
.
Finally, both of the measures µm and (GF•)∗λ are supported on ]−∞, amax] since
GF• 6 amax.
Because of these considerations, Corollary 4.2 follows by applying Theorem 4.1. Indeed,
since
µ = lim
m→∞
µm =
VolX(L)
g!
lim
m→∞
νm =
VolX(L)
g!
ν,
we may apply Theorem 4.1 to any continuous function which has compact support and which
coincides with max{t, 0} on ]−∞, a]. 
4.5. Before establishing Theorem 1.1, we mention one other interpretation of Theorem 4.1.
This form of Theorem 1.1, namely Corollary 4.3 below, is used on a number of different
occasions, for example, in [11], [12], [13] and [2]. It is also mentioned in [3].
Corollary 4.3. Continuing within the context of Theorem 1.1, the expectation of the measure
ν coincides with the limit of the expectations of the measures νm. More explicitly
E(ν) = lim
m→∞
E(νm).
Proof. To begin with
E(νm) =
md
h0(X,mL)
E(µm) =
mass+(Rm,F
•)
mh0(X,mL)
.
On the other hand, by Corollary 4.3, it then follows that
E(ν) =
d!
VolX(L)
E(µ) =
d!
VolX(L)
lim
m→∞
E(µm) = lim
m→∞
E(νm).

4.6. Finally, collecting the results of this section, we obtain Theorem 1.1.
Proof of Theorem 1.1. The first assertion is a reformulation of Theorem 4.1. The second
assertion is the conclusion of Corollary 4.3. 
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5. Interpretation in terms of restricted volume functions
5.1. The goal of this section is to establish a slight variant of [6, Theorem 2.24] which is
adequate for our purposes here.
5.2. To begin with, let X be an (irreducible) normal projective variety, of dimension d, and
let E be a irreducible and reduced divisor over X . Fix a normal proper model
π : Y → X
with the property that E ⊆ Y . Given a big line bundle L on X , we will denote by
h0(X|E,L) = h0(Y |E, π∗L)
the rank of the restriction map
H0(Y, π∗L)→ H0(E, π∗L|E).
5.3. In particular, we define the restricted volume of L along E by
VolX|E(L) := VolY |E(π
∗L)
= lim sup
m→∞
(d− 1)!
md−1
h0(X|E,L)
= lim sup
m→∞
(d− 1)!
md−1
h0(Y |E, π∗L).
5.4. For later use, similar to [4, Section 4.2], we remark that in order to determine the
nature of such restricted volume functions, we may replace Y with some non-singular model
π′ : Y ′ → Y
and E with its strict transform E ′ with respect to π′. Indeed, this follows in light of the
relation
VolY |E(π
∗L) = VolY ′|E′(L
′),
for L′ the pullback of L to Y ′ under the composition
Y ′
π′
−→ Y
π
−→ X .
A key point here is that, by normality of X , the fibres of such models over X are connected.
5.5. From this point of view, we wish to use the differentiability property of the volume
function to establish the following variant of [6, Theorem 2.24]. This result is of course
well-known amongst experts.
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Theorem 5.1. Let L be a big line bundle on a normal irreducible projective variety X and
E an irreducible and reduced Cartier divisor over X. Choose a normal model
π : Y → X
with the property that E ⊆ Y and let F• = F•R be the corresponding filtration of the section
ring
R =
⊕
m>0
Rm =
⊕
m>0
H0(X,mL)
which is determined by E. In this context, the limit measure ν may be described as
ν = νL,E = d
VolX|E(π
∗L− tE)
Vol(L)
dt.
Furthermore,
amax(R,F
•) = sup{t > 0 : π∗L− tE is big}.
Proof. The proof is similar to that which is given in [6, Theorem 2.24]. Recall that the
filtration F• = F•R is described as
F tRm = H
0(Y,mπ∗L− tE).
The assertion about amax(R,F
•) is then clear.
Next, set v = E and
Vol(L, v > t) := lim
m→∞
d!
md
h0(Y,mπ∗L−mtE).
In this notation
ν =
Vol(L, x > t)
Vol(L)
dt.
In particular, by continuity of the volume function, the limit measure ν is absolutely
continuous with respect to Lebesgue measure on the interval (−∞, amax(||L||,F
•)). Further-
more, ν is the weak derivative of
−
Vol(L, x > t)
Vol(L)
= −
Vol(L− tE)
Vol(L)
.
The result then follows by the differentiability property of the volume function [4]. Indeed,
recall that the restricted volume functions are related as
VolX|E(L) = VolY |E(L) = VolY ′|E′(L
′).

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