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We study a nonhomogeneous Dirichlet boundary fractional diffusion equation in a boun-
ded domain. The fractional time derivative is considered in the Riemann–Liouville sense.
We first prove by transposition the existence and the uniqueness of the solution of the
boundary fractional diffusion equation. Then under some appropriate assumptions on the
closed convex set of the admissible controls, we obtain a decoupled optimality system.
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1. Introduction
LetN ∈ N∗ andΩ be a bounded open subset ofRN with boundary ∂Ω of classC2. For a time T > 0,we setQ = Ω×(0, T )
andΣ = ∂Ω × (0, T ) and we consider the fractional diffusion equation:D
α
RLy−1y = h in Q ,
y = v onΣ,
I1−αy(0+) = 0 inΩ
(1)
where 0 < α < 1, h ∈ L2(Q ) and the control v ∈ L2(Σ). The fractional integral I1−α and derivative DαRL are understood here
in the Riemann–Liouville sense, I1−αy(0+) = limt→0+ I1−αy(t).
A strong motivation to studying and investigating solution and properties for fractional diffusion equations comes from
the fact that they describe efficiently anomalous diffusion on fractals (physical objects of fractional dimension, like some
amorphous semiconductors or strongly porous materials; see [1,2] and references therein). Existence results of the initial
and boundary value problem for such equations have been studied by several researchers. We refer for instance to [3–12].
Optimal control problems have been widely studied in the case of integer order time derivatives. We refer for instance
to [13–15] and references therein. In the case of fractional optimal control problems (that is, optimal control problems for an
fractional dynamic system [16]), little has been done. Recently Agrawal [16,17] and Agrawal et al. [8], formulated necessary
conditions for optimality for optimization problems involving fractional derivatives. Analysis presented in these works are
stated as follows: find the minimum of the functional
J(u) =
∫ 1
0
F(x(t), u(t), t)dt (2)
subject to the constraints
(Dαt x)(t) = G(x(t), u(t), t) (3)
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and the initial condition x(0) = x0 where x(t) is the state variable, u(t) is the control variable, t is the time, F(x, u, t) and
G(x, u, t) are two functions possessing certain regularity properties and Dαt is the Riemann–Liouville fractional derivative.
In those papers, necessary conditions for optimality were obtained by means of fractional variation principle [18] and the
Lagrange multiplier technique. Following the same technique, Frederico et al. [19] obtained a Noether-like theorem for
fractional optimal control problem in the Caputo sense. Motivated by an eigenfunction expansion approach for a class of
distributed system whose dynamics are defined in the Caputo sense presented by Agrawal [17], Özdemir [20] investigated
fractional optimal control problem of a distributed system in cylindrical coordinates whose dynamics are defined in the
Riemann–Liouville sense. Jelicic et al. [21] considered the following optimization problem:
J(u) =
∫ 1
0
F(x(t), u(t), t)dt (4)
subject to the constraints
d
dt
x(t)+ k(Dαt x)(t) = G(x(t), u(t), t) (5)
and the initial condition x(0) = x0. Using an expansion formula for the fractional derivative, they proposed optimality
conditions. In [22], Baleanu et al. gave a formulation for fractional optimal control problems (2) and (3)when the dimensions
of the state and control variables are different from each other. Zhou [23] considered the following Lagrange problem:
Find (x0, u0) ∈ C([0, T ],X)× Uad solution of
min
u∈Uad
∫ T
0
L(t, xu(t), u(t))dt
whereX is a Banach space, T > 0, C([0, T ],X) denotes the space of allX-value functions defined and continue on [0, T ] and
xu denotes the solution of systemDαx(t) = −Ax(t)+f (t, x(t))+C(t)u(t), t ∈ [0, T ]; x(0) = x0. Under a suitable conditions
onL, he proved that the Lagrange problemhas at least one optimal pair. In [24]Mophou showed that the following fractional
optimal control problem holds: find the control u = u(x, t) ∈ L2(Q ) that minimizes the cost function
J(v) = ‖y(v)− zd‖2L2(Q ) + N‖v‖2L2(Q ), zd ∈ L2(Q ) and N > 0
subject to the systemD
α
RLy−1y = v in Q ,
y = 0 onΣ,
I1−αy(0+) = 0 inΩ.
In this paper we extend the results obtained in [24] to a boundary fractional optimal control with finite observation
expressed in terms of the Riemann–Liouville integral of order α. More precisely, we first prove by transposition (see
Section 3) that under the above assumptions on the data, problem (1) has a unique y = y(v) ∈ L2(Q ) such that∫ T
0
∫
Ω
y(−DαΨ −1Ψ )dxdt =
∫ T
0
∫
Ω
h(x, t)Ψ (x, t)dxdt
−
∫ T
0
∫
∂Ω
v
∂Ψ
∂ν
dσdt ∀Ψ ∈ L2(0, T ;H2(Ω) ∩ H10 (Ω))with Ψ (x, T ) = 0.
Then we consider the following boundary fractional optimal boundary control problem:
min
v∈Uad
J(v), (6)
where Uad is a non-empty closed convex subset of L2(Σ), J : L2(Σ) → R+ is a strictly convex, Gâteaux-differentiable
functional defined by
J(v) = 1
2
‖I1−αy(T )− zd‖2H−1(Ω) +
N
2
‖v‖2L2(Σ)
with zd ∈ H−1(Ω),N > 0 and I1−αy(T ), the value at time T of the Riemann–Liouville fractional integral of order 1−α of the
state y. We show that the fractional boundary optimal control problem (6) has a unique solution and we derive a decoupled
optimality system under appropriate assumption on the set of admissible control.
Remark 1.1. Note that J is well defined since I1−αy(T ) ∈ H−1(Ω) (see Lemma 2.9).
The rest of the paper is organized as follows. Section 2 is devoted to some definitions and preliminary results. In Section 3
we prove the existence and uniqueness of solution to (1). In Section 4 we show that our optimal control problem holds and
we give an optimality system. Concluding remarks are presented in Section 5.
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2. Preliminaries
Definition 2.1. Let f : R+ → R be a continuous function on R+ and α > 0. Then the expression
Iα f (t) = 1
Γ (α)
∫ t
0
(t − s)α−1f (s)ds, t > 0
is called the Riemann–Liouville integral of order α.
Definition 2.2 ([25,26]). Let f : R+ → R. The Riemann–Liouville fractional derivative of order α of f is defined by
DαRLf (t) =
1
Γ (n− α)
dn
dtn
∫ t
0
(t − s)n−α−1f (s)ds, t > 0,
where α ∈ (n− 1, n), n ∈ N.
Definition 2.3 ([25]). Let f : R+ → R. The Caputo fractional derivative of order α of f is defined by
DαC f (t) =
1
Γ (n− α)
∫ t
0
(t − s)n−α−1f (n)(s)ds, t > 0,
where α ∈ (n− 1, n), n ∈ N.
Lemma 2.4 ([25,27]). Let T > 0, u ∈ Cm([0; T ]), p ∈ (m − 1;m), m ∈ N and v ∈ C1([0; T ]). Then for t ∈ [0; T ], the
following properties hold:
DRLpv(t) = ddt I
1−pv(t), m = 1, (7)
DpRLI
pv(t) = v(t); DpC Ipv(t) = v(t) (8)
IpDpRLu(t) = u(t)−
m−
k=1
tp−k
Γ (p− k+ 1) (I
k−pu)(m−k)(0); (9)
IpDpCu(t) = u(t)−
m−1−
k=0
tk
k!u
(k)(0); (10)
IpDpRLu(t) = u(t)−
tp−1
Γ (p)
(I1−pu)(0) if m = 1; (11)
IpDpCu(t) = u(t)− u(0) if m = 1. (12)
From now on we set:
Dα f (t) = 1
Γ (1− α)
∫ T
t
(s− t)−α f ′(s)ds. (13)
Remark 2.5. −Dα f (t) is the so-called right fractional Caputo derivative. It represents the future state of f (t). For more
details on this derivative we refer to [25,27]. Note also that when T = +∞,Dα f (t) is the Weyl fractional integral of order
α of f ′(t) [28].
Lemma 2.6 ([27]). Let 0 < α < 1. Let g ∈ Lp(0, T ), 1 ≤ p ≤ ∞ and φ :]0, T ] → R+ be the function defined by:
φ(t) = t
−α
Γ (1− α) .
Then for almost every t ∈ [0, T ], the function s → φ(t − s)g(s) is integrable on [0, T ]. Set
φ ⋆ g(t) =
∫ t
0
φ(t − s)g(s)ds.
Then φ ⋆ g ∈ Lp(0, T ) and
‖φ ⋆ g‖Lp(0,T ) ≤ ‖φ‖L1(0,T )‖g‖Lp(0,T ). (14)
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We need the following lemmas which give the integration by parts for a fractional diffusion equation, with the
Riemann–Liouville derivative for the resolution of the optimal control problem associated with (1).
Lemma 2.7 ([24]). Let 0 < α < 1. Then for any ϕ ∈ C∞(Q ), we have∫ T
0
∫
Ω

DαRLy(x, t)−1y(x, t)

ϕ(x, t)dxdt =
∫
Ω
ϕ(x, T )I1−αy(x, T )dx−
∫
Ω
ϕ(x, 0)I1−αy(x, 0+)dx
+
∫ T
0
∫
∂Ω
y
∂ϕ
∂ν
dσdt −
∫ T
0
∫
∂Ω
∂y
∂ν
ϕdσdt
+
∫
Ω
∫ T
0
y(x, t) (−Dαϕ(x, t)−1ϕ(x, t)) dxdt.
From Lemma 2.7, we deduce the following result.
Lemma 2.8. Let 0 < α < 1. Then for any ϕ ∈ C∞(Q ) such that ϕ(x, T ) = 0 inΩ and ϕ = 0 onΣ , we have∫ T
0
∫
Ω

DαRLy(x, t)−1y(x, t)

ϕ(x, t)dxdt = −
∫
Ω
ϕ(x, 0)I1−αy(x, 0+)dx+
∫ T
0
∫
∂Ω
y
∂ϕ
∂ν
dσdt
+
∫ T
0
∫
Ω
y(x, t) (−Dαϕ(x, t)−1ϕ(x, t)) dxdt.
Lemma 2.9. Let f ∈ L2(Q ) and y ∈ L2(Q ) be such that DαRLy−1y = f . Then
(i) y|Σ exists and belongs H−1((0, T );H−1/2(∂Ω)).
(ii) I1−αy belongs to C([0, T ],H−1(Ω)).
Proof. Let y ∈ L2(Q ), then in view of Lemma 2.6, I1−αy(x, t) ∈ L2(Q ). Therefore, on the one hand we have DαRLy(x, t) =
d
dt I
1−αy(x, t) ∈ H−1((0, T ); L2(Ω)) and then, 1y ∈ H−1((0, T ); L2(Ω)) since DαRLy − 1y = f . Thus y ∈ L2(Q ) and
∆ ∈ H−1((0, T ); L2(Ω)). Hence, we deduce that y|Σ exists and belongs to H−1((0, T );H−1/2(∂Ω)) (see [29]).
On the other hand, we have 1y ∈ L2((0, T );H−2(Ω)). And since DαRLy − 1y = f , we obtain that DαRLy(x, t) =
d
dt I
1−αy(x, t) ∈ L2((0, T );H−2(Ω)). Thus I1−αy(x, t) ∈ L2(Q ) and ddt I1−αy(x, t) ∈ L2((0, T );H−2(Ω)). Consequently I1−αy
belongs to C([0, T ],H−1(Ω)) (see [13]). This means that I1−αy(x, 0) exists and belongs to H−1(Ω). 
Consider the following fractional diffusion equation with the Caputo fractional time derivative:D
α
Cy−1y = f in Q ,
y = 0 onΣ,
y(0) = y0 inΩ.
(15)
We have the following results.
Theorem 2.10 (Theorem 4.1 [30]). Let f ≡ 0 and y0 ∈ H10 (Ω). Then problem (15) has a unique solution y ∈ C([0, T ]; L2(Ω))∩
C([0, T ];H2(Ω) ∩ H10 (Ω)) such that DαCy ∈ C([0, T ]; L2(Ω)). Moreover, there exists a constant C > 0 such that
‖y‖L2((0,T );H2(Ω)) + ‖DαCy‖L2(Q ) ≤ C‖y0‖H1(Ω). (16)
Theorem 2.11 (Theorem 4.2 [30]). Let f ∈ L2(Q ) and y0 ≡ 0. Then problem (15) has a unique solution y ∈ L2((0, T );H2(Ω)∩
H10 (Ω)). Moreover, there exists a constant C > 0 such that
‖y‖L2((0,T );H2(Ω)) + ‖DαCy‖L2(Q ) ≤ C‖f ‖L2(Q ). (17)
3. Existence of the solution to fractional diffusion equations (1)
In this section we prove by transposition that the fractional diffusion equation (1) has a unique solution in L2(Q ).
For φ ∈ L2(Q ) consider the following fractional differential equation:−DαΨ −1Ψ = φ in Q ,
Ψ = 0 onΣ,
Ψ (T ) = 0 inΩ
(18)
whereD is the right fractional Caputo derivative given by (13).
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Theorem 3.1. Let f ∈ L2(Q ) and v ∈ L2(Σ). Then problem (1) has a unique solution y = y(v) ∈ L2(Q ) such that∫ T
0
∫
Ω
y(−DαΨ −1Ψ )dxdt =
∫ T
0
∫
Ω
h(x, t)Ψ (x, t)dxdt
−
∫ T
0
∫
∂Ω
v
∂Ψ
∂ν
dσdt ∀Ψ ∈ L2(0, T ;H2(Ω) ∩ H10 (Ω)) with Ψ (x, T ) = 0.
Moreover, there exists C > 0 such that
‖y‖L2(Q ) ≤ C
‖h‖L2(Q ) + ‖v‖L2(Σ) . (19)
Proof. Make as in [24] the change of variable t → T − t in (18), we obtain the following equivalent system:D
α
C
Ψ −1Ψ =φ in Q ,Ψ = 0 onΣ,Ψ (0) = 0 inΩ (20)
where Ψ (t) = Ψ (T − t) andφ(t) = φ(T − t). Observing that T − t ∈ [0, T ] for t ∈ [0, T ], we deduce thatφ ∈ L2(Q )
since φ belongs to L2(Q ). Therefore Theorem 2.11 allows us to say that there exists a unique Ψ ∈ L2(0, T ;H2(Ω)∩ H10 (Ω))
solution to (20). Moreover there exists a positive constant C such that
‖Ψ ‖L2(0,T ;H2(Ω)) ≤ C‖φ‖L2(Q ).
This means that (18) has a unique solution, Ψ ∈ L2(0, T ;H2(Ω) ∩ H10 (Ω))which satisfies
‖Ψ ‖L2(0,T ;H2(Ω)) ≤ C‖φ‖L2(Q ). (21)
Thus, set
V = {ψ ∈ L2(0, T ;H2(Ω)), ψ |Σ = 0, ψ(x, T ) = 0}.
Then the operator−Dα −∆ is an isomorphism from V on L2(Q ).
Denote by V ′, the topological dual of V . By transposition, we deduce that the application Ψ → L(Ψ ) being linear and
continuous on V (endowed with the topology of L2(0, T ;H2(Ω))), there exists a unique y ∈ L2(Q ) such that∫ T
0
∫
Ω
y(−DαΨ −1Ψ )dxdt = L(Ψ ) ∀Ψ ∈ V (22)
and the following mapping is linear continuous:
V ′ → L2(Q )
L → y.
Take
L(Ψ ) =
∫ T
0
∫
Ω
h(x, t)Ψ (x, t)dxdt −
∫ T
0
∫
∂Ω
v
∂Ψ
∂ν
dσdt (23)
where h ∈ L2(Q ) and v ∈ L2(Σ). Since the map Ψ → ∂Ψ
∂ν
is linear and continuous from L2(0, T ;H2(Ω)) to
L2(0, T ;H1/2(∂Ω)) ⊂ L2(Σ) (see [31], Vol. 2, pp. 11), we have
|L(Ψ )| ≤ ‖h‖L2(Q )‖Ψ ‖L2(Q ) + ‖v‖L2(Σ)
∂Ψ∂ν

L2(Σ)
≤ ‖h‖L2(Q )‖Ψ ‖L2(0,T ;H2(Ω)) + ‖v‖L2(Σ) ‖Ψ ‖L2(0,T ;H2(Ω))
≤ ‖h‖L2(Q ) + ‖v‖L2(Σ) ‖Ψ ‖L2(0,T ;H2(Ω)) . (24)
This means that (23) defined a linear and continuous form on V . Now take φ = y in (18), we obtain on the one hand from
(21) that
‖Ψ ‖L2(0,T ;H2(Ω)) ≤ C‖y‖L2(Q ),
and on the other hand from (22) and (24) that
‖y‖2L2(Q ) ≤
‖h‖L2(Q ) + ‖v‖L2(Σ) ‖Ψ ‖L2(0,T ;H2(Ω))
≤ C ‖h‖L2(Q ) + ‖v‖L2(Σ) ‖y‖L2(Q ).
This complete the proof of the theorem. 
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For more reading on fractional diffusion equations, we refer to [2,12,3,6,7,11,30,32,33] and references therein.
4. Optimal control
In this section, we want to control system (1). More precisely, we want to approach I1−αy(T ) by a desired state zd in
controlling v. Let v ∈ L2(Σ) and h ∈ L2(Q ). Then in view of the results of Section 3 we know that the solution y = y(v) of
(1) belongs to L2(Q ). Therefore, according to Lemma 2.9, I1−αy(x, T ) ∈ H−1(Ω).
For all ϕ,ψ ∈ H−1(Ω), we set (ϕ, ψ)H−1(Ω) = ⟨(−1)−1ϕ,ψ⟩H10 (Ω),H−1(Ω) where (−1)−1ϕ = Ψ means that−1Ψ = ϕ
inΩ and Ψ = 0 on ∂Ω . Thus, (ϕ, ϕ)H−1(Ω) = ‖ϕ‖2H−1(Ω). For every v ∈ L2(Σ), define the functional J by:
J(v) = 1
2
‖I1−αy(x, T )− zd‖2H−1(Ω) +
N
2
‖v‖2L2(Σ) (25)
where zd ∈ H−1(Ω) and N > 0 are given. LetUad be closed convex subset of L2(Σ).
Consider the optimal control problem: find u ∈ L2(Q ) such that
J(u) = inf
v∈Uad
J(v). (26)
Proposition 4.1. Assume that the state of the system is given by (1). Then there exists a unique optimal control u such that
(26) holds.
Proof. Let vn ∈ L2(Σ) be a minimizing sequence such that
J(vn)→ inf
v∈Uad
J(v). (27)
Then yn = y(vn) is solution of (1). This means that yn satisfies:
DαRLyn −1yn = h in Q , (28a)
yn = vn onΣ, (28b)
I1−αyn(x, 0) = 0 inΩ. (28c)
Moreover, in view of (27), there exists C > 0 independent of n such that
‖vn‖L2(Σ) ≤ C,
‖I1−αyn(x, T )‖H−1(Ω) ≤ C .
Consequently,
‖DαRLyn −1yn‖L2(Q ) ≤ C, (29)
‖yn‖L2(Q ) ≤ C (30)
since (28) and (19) hold.
Hence there exist u ∈ L2(Σ), y, δ in L2(Q ), β ∈ H−1(Ω) and subsequences extracted from (vn) and (yn) (still called (vn)
and (yn)) such that
vn ⇀ u weakly in L2(Σ), (31)
yn ⇀ y weakly in L2(Q ), (32)
DαRLyn −1yn ⇀ δ weakly in L2(Q ), (33)
I1−αyn(x, T ) ⇀ β weakly in H−1(Ω), (34)
I1−αyn(x, 0) ⇀ ξ weakly in L2(Ω). (35)
Therefore we have
u ∈ Uad (36)
because vn ∈ Uad which is closed convex subset of L2(Σ), and
ξ = 0 (37)
while passing to the limit in (28c). On the other hand using Lemma 2.8 and (32), we prove as in [24] that
DαRLyn −1yn ⇀ DαRLy−1y weakly in D′(Q ).
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In view of (33), we deduce that
DαRLy−1y = δ ∈ L2(Q ). (38)
Thus,
DαRLyn −1yn ⇀ DαRLy−1y weakly in L2(Q ). (39)
Hence, passing to the limit in (28a) while using (33) and (38), we deduce that
DαRLy−1y = h in Q . (40)
Since (38) holds and y ∈ L2(Q ), in view of Lemma 2.9, we know on the one hand that y|∂Ω exists and belongs to
H−1((0, T );H−1/2(∂Ω)) and on the other hand that I1−αy belongs to C([0, T ],H−1(Ω)).
Now, multiplying (28a) by ϕ ∈ C∞(Q ) with ϕ|∂Ω = 0 and ϕ(x, T ) = 0 and integrating by parts over Q , we obtain by
using Lemma 2.7,∫ T
0
∫
Ω

DαRLyn(x, t)−1yn(x, t)

ϕ(x, t)dxdt =
∫ T
0
∫
∂Ω
∂ϕ
∂ν
vndσdt
+
∫ T
0
∫
Ω
yn(x, t) (−Dαϕ(x, t)−1ϕ(x, t)) dxdt.
Passing this latter identity to the limit when n → ∞ while using (31), (34), (35), (37) and (39), we obtain for all
ϕ ∈ C∞(Q )with ϕ|∂Ω = 0 and ϕ(x, T ) = 0∫ T
0
∫
Ω

DαRLy(x, t)−1y(x, t)

ϕ(x, t)dxdt =
∫ T
0
∫
∂Ω
∂ϕ
∂ν
udσdt
+
∫ T
0
∫
Ω
y(x, t) (−Dαϕ(x, t)−1ϕ(x, t)) dxdt.
(41)
Integrating by parts the right side of (41) while using Lemma 2.7, we obtain∫ T
0
∫
Ω

DαRLy(x, t)−1y(x, t)

ϕ(x, t)dxdt = ⟨ϕ(x, 0), I1−α+ y(x, 0+)⟩H10 (Ω),H−1(Ω)
−
∫ T
0

y,
∂ϕ
∂ν

H−1/2(∂Ω),H1/2(∂Ω)
dt +
∫ T
0
∫
∂Ω
∂ϕ
∂ν
udσdt
+
∫ T
0
∫
Ω

DαRLy(x, t)−1y(x, t)

ϕ(x, t)dxdt,
for all ϕ ∈ C∞(Q )with ϕ|∂Ω = 0 and ϕ(x, T ) = 0 (42)
where ⟨., .⟩Y ,Y ′ represents the duality bracket between the spaces Y and Y ′.
Hence, (42) yields
0 = ⟨ϕ(x, 0), I1−αy(x, 0+)⟩H10 (Ω),H−1(Ω) −
∫ T
0

y,
∂ϕ
∂ν

H−1/2(∂Ω),H1/2(∂Ω)
dt
+
∫ T
0
∫
∂Ω
∂ϕ
∂ν
udσdt for all ϕ ∈ C∞(Q )with ϕ|∂Ω = 0 and ϕ(x, T ) = 0.
Therefore, taking in this latter identity successively ϕ such ∂ϕ
∂ν

∂Ω
= 0, we obtain successively
I1−αy(x, 0+) = 0 inΩ, (43)
and then,
y = u on ∂Ω. (44)
In view of (40), (43) and (44), we deduce that y = y(u) is a solution of (1). From weak lower semi-continuity of the
function v → J(v)we obtain
lim inf
n→∞ J(vn) ≥ J(u).
Hence according to (27), we deduce that
J(u) ≤ inf
v∈Uad
J(v)
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which implies that
J(u) = inf
v∈Uad
J(v).
The uniqueness of u is straightforward from the strict convexity of J . 
Theorem 4.2. If u is solution of (26), then there exist p ∈ C([0, T ]; L2(Ω)) ∩ C([0, T ];H2(Ω) ∩ H10 (Ω)) such that (u, y, p)
satisfies the following optimality system:D
α
Rly−1y = h in Q ,
y = u, onΣ,
I1−αy(x, 0+) = 0 inΩ;
(45)
−D
αp−1p = 0 in Q ,
p = 0 onΣ,
p(T ) = (−∆)−1(I1−αy(x, T )− zd) inΩ
(46)
and ∫ T
0
∫
∂Ω

Nu− ∂p
∂ν

(v − u) ≥ 0, ∀v ∈ Uad. (47)
Proof. Relations (40), (43) and (44) give (45). To prove (46) and (47), we express the Euler–Lagrange optimality conditions
which characterize the optimal control u:
d
dµ
J(u+ µ(v − u))|µ=0 ≥ 0, for all v ∈ Uad. (48)
We denote by z(v − u) the state associated with the control (v − u) ∈ L2(Σ). Then z(v − u) is solution ofD
α
RLz −1z = 0 in Q ,
z = v − u, onΣ,
I1−αz(x, 0+) = 0 inΩ.
(49)
After calculations, (48) gives
⟨(−∆)−1(I1−αy(x, T )− zd), I1−αz(x, T )⟩H10 (Ω),H−1(Ω) +
∫ T
0
∫
∂Ω
Nu(v − u)dσdt ≥ 0, ∀v ∈ Uad. (50)
To interpret (50), we consider the adjoint state equation:−D
αp−1p = 0 in Q ,
p = 0 onΣ,
p(T ) = (−∆)−1(I1−αy(x, T )− zd) inΩ.
(51)
Set p0 = (−∆)−1(I1−αy(x, T )− zd) then p0 ∈ H10 (Ω). Therefore make the change of variable t → T − t in (51), we obtainD
α
Cp−1p = 0 in Q ,p = 0 onΣ,p(0) = p0 inΩ
wherep(t) = p(T − t). Since p0 ∈ H10 (Ω), it follows from Theorem 2.10 thatp ∈ C([0, T ]; L2(Ω)) ∩ C([0, T ];H2(Ω) ∩
H10 (Ω)). Consequently p also belongs to C([0, T ]; L2(Ω)) ∩ C([0, T ];H2(Ω) ∩ H10 (Ω)).
Thus, multiplying (49) by p solution of (51), we obtain by using Lemma 2.8,∫ T
0
∫
Ω

Dα+z −1z

pdxdt = ⟨p(T ), I1−αz(x, T )⟩H10 (Ω),H−1(Ω) +
∫ T
0
∫
∂Ω
(v − u) ∂p
∂ν
dσdt
= ⟨(−∆)−1(I1−αy(x, T )− zd), I1−αz(x, T )⟩H10 (Ω),H−1(Ω) +
∫ T
0
∫
∂Ω
(v − u) ∂p
∂ν
dσdt.
Hence, in view of (49) and (50), we deduce that∫ T
0
∫
∂Ω

Nu− ∂p
∂ν

(v − u) ≥ 0, ∀v ∈ Uad. 
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IfUad = L2(Σ) then from (47) we deduce that Nu− ∂p∂ν = 0 onΣ and the following results hold.
Corollary 4.3. Let Uad = L2(Σ). If u is solution of (26), then there exist p ∈ C([0, T ]; L2(Ω)) ∩ C([0, T ];H2(Ω) ∩ H10 (Ω))
such that (u, y, p) satisfies the following optimality system:D
α
Rly−1y = h in Q ,
y = u, onΣ,
I1−αy(x, 0+) = 0 inΩ
(52)
−D
αp−1p = 0 in Q ,
p = 0 onΣ,
p(T ) = (−∆)−1(I1−αy(x, T )− zd) inΩ
(53)
u = 1
N
∂p
∂ν
onΣ . (54)
Remark 4.4. Observe that p ∈ L2(0, T ;H2(Ω) ∩ H10 (Ω)) since C([0, T ];H2(Ω) ∩ H10 (Ω)) ⊂ L∞(0, T ;H2(Ω) ∩ H10 (Ω)) ⊂
L2(0, T ;H2(Ω) ∩ H10 (Ω)). Consequently, u = 1N ∂p∂ν ∈ L2(0, T ;H1/2(∂Ω))which is more regular than L2(Σ).
We make the following assumption
Any function z satisfying :

DαC z −1z = 0 in Q ,
z = 0 onΣ,
∂z
∂ν
= 0 onΣ
is identically null. (55)
Remark 4.5. Note that this hypothesis holds when α = 1 (in the case α = 1 one deals with the heat equation).
Corollary 4.6. Assume that (55) holds. Let Uad = {v ∈ L2(Σ)| v ≥ 0 a.e. inΣ}. If u is solution of (26), then there exist
p ∈ C([0, T ]; L2(Ω)) ∩ C([0, T ];H2(Ω) ∩ H10 (Ω)) such that (u, y, p) satisfies the following optimality system:
DαRly−1y = h in Q ,
y = 1
N
sup

0,
∂p
∂ν

Σ

, onΣ,
I1−αy(x, 0+) = 0 inΩ
(56)
−D
αp−1p = 0 in Q ,
p = 0 onΣ,
p(T ) = (−∆)−1(I1−αy(x, T )− zd) inΩ.
(57)
Proof. IfUad = {v|v ≥ 0 a.e. inΣ} then from (47) we deduce that
u ≥ 0 a.e. inΣ,
Nu− ∂p
∂ν
≥ 0 a.e. inΣ,
u

Nu− ∂p
∂ν

= 0 a.e. inΣ .
Hence we have the following cases:
Case 1 u = 0 and ∂p
∂ν
< 0.
Case 2 u > 0 and Nu− ∂p
∂ν
= 0.
Case 3 u = 0 and Nu− ∂p
∂ν
= 0.
Assume that Case 3 holds. This means that u = 0 and ∂p
∂ν
= 0. In view of (46), we have that p is solution of
−Dαp−1p = 0 in Q ,
p = 0 onΣ,
∂p
∂ν
= 0 onΣ,
p(T ) = (−∆)−1(I1−αy(x, T )− zd) inΩ
which by change of variable t → T − t is equivalent to
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DαCp−1p = 0 in Q ,
p = 0 onΣ,
∂p
∂ν
= 0 onΣ,
p(0) = (−∆)−1(I1−αy(x, T )− zd) inΩ.
Then, p ≡ 0 since (55) holds. Consequently I1−αy(x, T ) = zd and u = 0 is the optimal control.
Now if I1−αy(x, T ) ≠ zd we have either Case 1 or Case 2. Consequently u = 1N sup

0, ∂p
∂ν

Σ

. Hence from (45) and (46)
we deduce (56) and (57). 
5. Concluding remarks
Weprove by transpositionmethod that (1) has a unique solution in L2(Q ) and obtain the regularity of the optimal control
whenUad = L2(Σ) orUad = {v ∈ L2(Σ) : v ≥ 0 a.e. onΣ}.
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