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One  application  area  of  regression  analysis  is  simulation 
where  the  regression  model  may  explain  the  relationship  be- 
tween  the  simulation  model’s  inputs  and  outputs. 
However.  whether  or  not  the  regression  model  is  used  in  a 
simulation  context.  its  validity  can  be  tested  by  comparing  the 
model’s  forecast  to  one  or  more  new  observations  not  used  in 
the  estimation  of  the  model’s  parameters.  The  familiar  Student 
or  t statistic  is  proposed  for  this  comparison,  combined  with  a 
Bonferroni  approach  accounting  for  the  presence  of  multiple. 
dependent  validation  observations. 
A  ‘trick’  is  used  to  obtain  as  many  validation  observations 
as  possible.  This  trick  is  also  known  as  cross-validation. 
Several  Monte  Carlo  experiments  are  performed  to  study 
the  (Y and  /3 errors  of  the  proposed  validation  procedure.  The 
experimental  results  suggest  that  the  procedure  is  worthwhile. 
1. Introduction 
In  various  publications  I  have  discussed  how 
the  response  of  a  simulation  model  to  changes  in 
its  parameters  can  be  explained  through  a  regres- 
sion  (meta)model;  see  Kleijnen  (198 1). In  symbols. 
let  the  simulation  model  denoted  by  f,,  have  re- 
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sponses  .v,  input  factors  X,  and  random  number 
seed  r: 
_v  = f, ( .x  , .x2  . . . .._  x,,r).  (1) 
Then  the  regression  metamodel  is 
.):=f2(x,,x,  ,....,  u,)+e  (2) 
where  e  represents  noise  and  f1  is  a  much  simpler 
function  than  f,,  for  instance.  fz  equals 
E(Y)=&+  B  P,x,  (3) 
/=I 
where  b,  ( j  =  0,  1..  , k)  are  regression  parameters. 
To  test  the  validity  of  the  (meta)model  I  proposed 
the  following  t  statistic: 
t _  I’ -  .c: 
s  (4) 
1-i 
where  .B is  the  regression  forecast  and  s,.  i denotes 
the  estimated  standard  deviation  of  4’ -9.  The 
present  paper  investigates  the  statistical  behaviour 
of  the  proposed  t  statistic  in  more  detail,  using  a 
Monte  Carlo  approach. 
Note  that  the  t  statistic  of  eq.  (4)  may  also  be 
used  in  contexts  different  from  metamodeling,  e.g. 
in  the  selection  of  the  appropriate  degree  of  a 
polynomial  regression  model  when  constructing 
confidence  intervals  in  simulation;  see  Heidel- 
berger  and  Welch  (1980). 
2.  Cross-validation 
Let  n  simulation  runs  be  available,  yielding 
{.x,,._v,,s,,,},  i=  I,...,  n,  ,j=  I ,....  k  (5) 
where  s,,  (or  briefly  s,)  denotes  the  estimated 
standard  deviation  of _v,. This  S, is  based  on  simu- 
lation  run  i  using  a  technique  like  batch-means, 
spectral  analysis,  renewal  analysis.  etc.;  see  Fish- 
man  (1978).  If  each  simulation  run  uses  different 
seeds  r,  then  we  know  that  the  .“; are  independent. 
Hence.  the  covariance-matrix  Q2, of _I”  =  (,p,.  .y,,) 
is  a  diagonal  matrix,  say  D  with  main-diagonal 
elements  0,’ =  E( 3,’ ). 
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Standard  regression  analysis  results  in  the  re- 
gression  metamodel’s  forecast 
y, =  x:  . fl  (6) 
where  6  is  the  OLS  estimator 
fi=(x’.x)P’.x’.Y.  (7) 
Defining  W =  (X’  . X)-  ’ . X  yields 
s2p^=  w.  ti2,.  W’.  (8) 
Hence 
var()i,)  =x:.Q,-.x,.  (9) 
So  the  denominator  in  eq.  (4)  becomes 
s  -  {s,2+var(~,)}“2  ,_p-  (10) 
where  the  right-hand  estimators  follow  from  eqs. 
(5)  and  (9).  Eq.  (10)  assumes  that  y  and  3  are 
independent.  This  statistical  requirement  is  auto- 
matically  met  if  the  regression  model  is  validated 
in  the  following  traditional  scientific  way: 
(i)  Estimate  the  (regression)  model  from, 
say  v  observations  (in  the  above  equations  u =  n 
but  below  I  shall  propose  v =  n -  1). 
(ii)  Use  the  estimated  model  to  forecast  the 
responsey  at  a  new  set  of  simulation  inputs  x. 
(iii)  Compare  the  result  of  step  (ii),  sayp,  to  the 
actual  simulation  observation  y.  Observe  that  Y 
and  3  are  statistically  independent  (I’  depends  on 
p^, i.e.,  on  the  ti  old  observations  which  are  inde- 
pendent  of  the  new  observation;  remember  Q,. = 
0). 
Note  that  classical  statistical  tests  for  testing  the 
adequacy  of  a  postulated  regression  model,  do  not 
set  apart  one  or  more  observations  for  validation; 
see  Kleijnen  (1975). 
In  preceding  publications,  I  have  mentioned  a 
special  ‘trick’  for  obtaining  validation  observa- 
tions;  see  Kleijnen  (1981).  This  trick  turns  out  to 
be  the  same  as  cross-validation  discussed  in  a  few 
statistical  articles;  Allen  (1974)  and  Stone  (1974). 
What  is  new  in  the  present  paper  is  the  combina- 
tion  of  cross-validation  and  the  t  statistic  defined 
in  eq.  (4).  The  ‘trick’  runs  as  follows,  supposing  n 
observation  vectors  are  available  as  specified  in  eq. 
(5): 
(i)  For  the  time  being  delete  ,  say,  the  last 
observation  n,  which  results  in  a  set  of  n -  1 






with  the  dummy  variables  x,,  =  . . . =x,,_  ,,, =  1 
and  with  4 =  k +  1. Further 
y;>,,=  (Y,>...&,)  (13) 
and  6 (,,,,) is  an  (n  -  1) by  (n  -  1) diagonal  matrix  ^ 
obtained  from  D  by  deleting  row  n  and  column  n. 




W  =  x;n,.  X,n,> 
I 
(nn) -  (  . X;n j 
(15) 
(16) 
(iii)  Now  forecast  the  deleted  observation! 
Hence  Y, is  forecasted  by 
?fl =  x:, . An,  (17) 
wherex;=(x,,,...,  x,~).  The  standard  error  of  the 
forecast  pn  follows  from 
var(~~)=x:,.~~~,,,.x,.  (18) 
(iv)  The  seriousness  of  the  forecast  error  is 





(v)  Next  the  role  of  observation  n  -  deleted  in 
step  i  -  is  taken  over  by  one  of  the  other  observa- 
tions  i’ (i’  =  1,.  , n -  1). All  together  n  dependent 
observations  result  for  t  defined  in  eq.  (4)  or  (19). 
(This  dependence  can  be  illustrated  as  follows. 
Suppose  there  is  one  ‘wild’  observation  y3.  This  y, 
affects  both  &,,  and  flt2,,  and  makes  t,  and  t, 
dependent.)  Since  the  postulated  regression  model should  hold  at  all  n  observation  points.  the  regres- 
sion  model  is  rejected  whenever  any  of  the  n 
observations  on  t  is  ‘significant’.  Hence  define  the 
null-hypothesis 
H,,:  E(y,)=E();)  (i=  I,...,  n)  (20) 
and  reject  H,,  if 
(21) 
where  t”’  is  defined  by 
P(t>t”‘)=  1 -P(t<t”‘)  (22) 
where  (Y’  =  a(./2  since  a  two-sided  test  is  in  order 
and  (Y( denotes  the  value  of  the  ‘per  comparison’ 
error  rate,  i.e.,  the  error  rate  used  in  an  individual 
test.  The  Bonferroni  approach  means  that  (Ye.  = 
cu,./n  where  (or  denotes  the  value  of  the  ‘experi- 
mentwise’  error  rate.  i.e.,  the  u  error  rate  which 
holds  over  the  bchole  experiment,  i.e.,  under  the 
composite  hypothesis  H,,  (in  eq.  (20)  the  index  i 
assumes  more  than  a  single  value);  see  Kleijnen 
(1975).  For  instance,  if  n =  8  and  (or,  =  20%,  then 
cy’=  1.25%.  In  summary 
(Y’  =  “(./2  =  (a,/n)/2.  (23) 
Note  that  if  the  n  observations  on  t were  indepen- 
dent,  then  the  Bonferroni  inequality  would  not  be 
needed.  The  Bonferroni  inequality  is  conservative, 
because  it  guarantees  that  (or  equals  or  is  smaller 
than  n.  ac.  For  n  independent  t statistics  it  is  easy 
to  guarantee  the  experimentwise  error  rate  exactly 
by  solving  (1 -  a,.)  =  (1 -  I+)‘,  and  using  the  cor- 
responding  (Y’  in  eq.  (21).  Moreover,  for  indepen- 
dent  t  statistics  alternatives  for  maxi  t,/  are  possi- 
ble  (but  not  necessarily  better),  for  instance.  Cl t, I: 
see  Reynolds  and  Deaton  (1981). 
3.  Monte  Carlo  experiment  I 
This  paper  is  devoted  to  the  study  of  the  statis- 
tical  behaviour  of  the  t statistic  defined  above.  The 
two  classical  quantitative  measures  of  this  be- 
haviour  are  the  type  (Y  and  type  p  errors.  Eqs.  (20) 
and  (21)  imply  that  the  error  of  the  first  kind  is 
(24) 
The  (conservative)  Bonferroni  approach  should 
yield  01  G LY~..  Obviously,  in  practice  H,,  never  holds 
exactly.  To  study  the  exact  (Y  error  I rnuke  H,  hold 
exactly,  i.e..  I  make  f,  defined  in  eq.  (1)  identical 
to fi in  eq.  (2)!  Experience  shows  that  fi specified 
as  a  function  linear  in  the  regression  parameters  /3, 
gives  good  results;  see  Kleijnen  et  al.  (1979).  Hence 
at  this  stage  of  the  investigation 
f,(x)-fi(x)=x.p.  (25) 
To  quantify  the  (Y error  the  following  experi- 
ment  is  done: 
(i)  Select  some  arbitrary  X,  p,  and  D.  Note 
that  these  matrices  imply  specific  values  for  II and 
4. 
(ii)  Next,  obtain  independent  samples  of  the 
errors  e,  from  N(O,o,‘),  where  u,’  is  a  main-diago- 
nal  element  of  D. 
(iii)  From  steps  (i)  and  (ii)  compute 
y=x.p+e.  (26) 
(iv)  To  obtain  a,,,  Xc,,  and  D(,,)  delete  specific 
values.  as  explained  in  eqs.  (11)  through  (13);  next, 
compute  &,,  resulting  in  .F, and  var(  9,);  finally, 
compute  the  ‘normalized’  prediction  error  t,.  Ex- 
ecute  this  procedure  n  times,  namely  for  i =  1,. . . , n 
(cross-validation).  Determine  the  maximum  of  the 
absolute  values  oft,  and  using  eq.  (24)  find  whether 
the  procedure  incorrectly  rejects  H,]. 
Note  that  for  simplicity’s  sake  I  assume  that  D 
is  known  so  that  the  individual  t are  distributed  as 
z -  N(O.1);  in  Section  5 D  becomes  unknown. 
(v)  To  reduce  the  noise  in  this  experiment  re- 
peat  steps  (i)  through  (iv)  m  times,  the  only  dif- 
ference  each  time  being  the  use  of  different  ran- 
dom  number  seeds.  1 selected  m =  100. 
(vi)  Repeat  steps  (i)  through  (v)  for  a  few  dif- 
ferent  X,  /I  and  D,  to  study  the  Monte  Carlo 
result’s  sensitivity  to  the  parameters  of  the  experi- 
ment. 
Steps  (i)  through  (v)  yield  n X m  values  of  t,  say, 
t,,  with  i=  l,...,  n  and;==  I,...,  m.  ’  Actually.  the 
proposed  procedure  does  not  use  the  individual  t 
values  but  their  maximum  absolute  value: 
tmax,-  max  It,,1  (,;=  I,...,  m).  (27)  IG_,S,l 
The  M  replications  of  the  experiment  make  I,,  and  r,,.. 
(1 # n’) independent.  However.  dependence  does  exist  within 
the  same  replication.,.  so  that  I,,  and  I,,,  (I.  I’=  1..  . . ..I)  are 
dependent.  Upon  inspection  of  a  randomly  aelcctcd  number 
of  plots  the  dependence  among  the  I  within  the  same  replica- 
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Fig.  I.  Sample  histograms  of  I,  and  rmax.  (Experiments  arc  characterized  in  Table  1.) 
One  could  test  the  hypothesis  that  this  tmax  has  a 
specific  distribution.  Statistics  related  to  tmax  are 
x=  1  iftmax<t”‘, 
surveyed  in  chapter  VB  of  Kleijnen  (1975).  Sample 
1 0  if  tmax  b  ta’ 
distributions  of  t,  and  tmax  are  displayed  in  Fig.  1.  so that 
However,  as  eqs.  (20)  through  (22)  show,  it  is  the 
MS  of  the  lmax  distribution  that  really  matter.  E(x)  E-p  =  P(tmax  <  t”‘). 
Hence  define  a  new  null-hypothesis  H,  (to  be 
distinguished  from  the  ‘lower  level’  null-hypothesis 
Then  the  new  null-hypothesis  is 
H,  in  eq.  (20)  as  follows.  Let  H,:  q-  1 -p<+. 
(28) 
(29) 
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H,,  can  be  easily 
distribution  (and 
Estimate  p  through 
/!S=  i  x,/m. 
/=I 
tested  through  the  binomial 
its  normal  approximation): 
(31) 
The  variance  of  @ is 
var(  fi)  =p.  (1 -P)/m.  (32) 
Hence  reject  Hoe  if 
1 -jsq>a,+z”.‘“.  {c+y  (1  -~,)/m}‘;2.  (33) 
Appendix  1  shows  that  this  test  results  in  an  (Y 
error  not  exceeding  10%.  Since  the  reader  may 
prefer  a  value  different  from  lo%,  Table  1 displays 
z’  defined  as  follows: 
{at.  (1  -  Q/m}“2. 
(34) 
So  H,,  is  rejected  if  z’>  za  where  some  familiar 
values  are  z”.”  =  1.282,  z”.05 =  1.645,  z”.”  =  2.327. 
Note  that  negative  values  of  z’  never  lead  to 
rejection  of  H,,. 
Table  1 tests  X,  p,  and  D  as  follows: 
(i)  All  matrices  X  (except  for  experiment  11) 
are  experimental  designs,  i.e.,  they  consist  of  plus 
one’s  and  minus  one’s,  For  instance,  X =  22 means 
1  1  1 
X=1 
I  I 
1 
’  -;. 
-1 
1  -1  -1 
Readers  unfamiliar  with  the  basis  of  experimental 
design  are  referred  to  Chapter  IV  in  Kleijnen 
(1975). 
(ii)  The  diagonal  elements  of  D  are  shown  as  a 
vector  u2.  For  example,  (a2)‘=(1,1,1,1)  means 
that  all  four  diagonal  elements  of  D  equal  one. 
(iii)  If  only  a  single  line  is  given  for  an  experi- 
ment  it  means  that  the  preceding  X  and  p  apply, 
e.g.,  experiment  10  uses  X  =  2+‘.  p’  = 
(l,lO,...,  lo),  (a2)’  =  (3,6,9,  . . . . 45,48). 
Table  1  shows  that  in  the  experiments  the  ex- 
perimentswise  error  rate  is  indeed  smaller  than 
20%.  I  could  not  find  a  clear-cut  relationship  be- 
tween  the  estimated  error  rate  4  and  the  experi- 
ment’s  parameters  X,  p  and  D.  The  experiments 
do  not  confirm  the  conjecture  that  the  Bonferroni 
Table  1 
Testing  the  (Y  error  in  H,:  q <  (Ye  =0.20 
Experiment  B  (z’) 
1)  x=  2: 
p’=(l,lo,lo) 
(a*)‘=(l.l,l,l) 
2)  (a’)‘=(l,2,3,4) 
3)  (a2)‘=(10,20,30,40) 
4)  x=2* 
p’=(l,10,20) 
(a*y=(l,l,l,l) 
5)  (a*)‘=(1,2,3,4) 
6)  (a2)‘=(10.20,30,40) 
7)  ~=2+5a 
p’=(l,lo,....  10) 
(a2)‘=(1,1,...,1) 
8)  (second  replicate) 
9)  (02)‘=(,/2)(i=1,...,6) 
10)  (a2)‘=(3i)  (i=1,...,6) 
l,l,... 
11)  x’=  [ 
1.2,3,4,5,6,7,8,9,10,11,12,13,14,15,16 
1,2,3,1.3.6.1,1,8,5,8,3,7,3,3,11 
p’=(l,lo,lo)  1 
(a*)~=(1.1,1,1.1,1.1.1,1,1,1,1,1,1,1,1.1) 
0.05  (-3.75) 
0.03  ( -  4.25) 
0.02  (-4.5) 
0.05  ( -  3.75) 
0.03  ( ~ 4.25) 
0.07  (-3.25) 
0.21  (0.25) 
0.14  (-1.5) 
0.14  (-1.5) 
0.16  (-  1.0) 
0.09  (-2.75) 
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approach  becomes  more  conservative  (smaller  4) 
as  n  increases.  As  UT  increases  outliers  become 
more  likely,  but  the  t  statistic  corrects  for  these 
‘wild’  observations  through  its  denominator. 
Because  Monte  Carlo  experimentation  requires 
much  computer  time,  I  stopped  the  investigation 
of  the  (Y error  rate  at  this  point,  and  switched  to 
the  study  of  the  p  error. 
4.  Monte  Carlo  experiment  II: p  error 
The  values  of  the  parameters  X,  p  and  D  of  the 
preceding  experiments,  executed  to  study  the  (Y 
error  of  the  t statistic,  are  also  used  to  examine  the 
,l3 error  of  the  same  statistic.  From  eqs.  (20)  (21) 
and  (28)  through  (32)  it  follows  that  the  estimated 
j3 error  is 
b=j?,  --P(tmax<t”‘lH,)  (35) 
where  H,  denotes  the  alternative  to  H,.  Hypothe- 
sis  testing  was  appropriate  when  studying  the  (Y 
error;  see  eq.  (30).  Now  there  is  no  reason  to 
hypothesize  a  specific  j3  value,  and  therefore  a 
confidence  interval  approach  becomes  ap- 
propriate: 
P(PE/?*t;L*,  .s(&)=  1 -(Y  (36) 
where 
s*(/?)=/J.(l-j?)/m  ifO<fi<l.  (37) 
If  fi  is  one  or  zero  no  confidence  interval  is  given 
since  the  experimental  result  is  then  obvious.  Be- 
cause  m  -  1 =  99  the  value  tz/*,  can  be  replaced 
by  za!*. 
There  is  only  one  way  to  satisfy  H,,,  but  there 
are  infinitely  many  ways  to  deviate  from  H,. 
Actually,  H,  refers  to  f,  given  in  eq.  (1).  Many 
specifications  off,  could  be  studied,  e.g.,  a  queu- 
ing  model  could  be  specified.  However,  the  sim- 
plest  deviation  of  H,  from  H,  I  can  imagine,  is  in 
terms  of  interactions:  Let  H,  be  specified  by  eq. 
(3)  or  (25): 
H,:  E(y)=X.p  (38) 
so  that  &,,,  of  eq.  (14)  is  unbiased  under  H,.  Then 
specify 
H,:  E(y)=X.p+X,.&  (39) 
where  &  denotes  the  vector  of  interactions.  There 
are  q2 s  k  . (k  -  1)/2  interactions  (k  was  defined 
below  eq.  (12)).  Hence  X2  is  a  matrix  with  n  rows 
and  q2 columns.  The  formation  of  its  elements  can 
be  illustrated  as  follows:  For  k  =  3  eq.  (38)  yields 
E(YIH,)  =Po+P,  ‘X,1 +P*.x,2+&.x,3 
(i=l  ,...,n)  (40) 
so that  eq.  (39)  results  in 
K~,lH,)  =%lH,)  +P,z.x,I  .x,2 
(j’  l,...,~;‘3~x~~~ 
x,3  +  P23  .  x,2.  x,3 
(41) 
Next  consider  Table  2.  Since  D  did  not  have  an 
important  effect  in  Table  1,  I  decided  to  save 
computer  time  by  studying  the  j3  error  (or  its 
complement,  the  power  of  the  test)  only  for  u,* =  1. 
The  numbers  (1,  4,  7,  11)  in  the  first  column  of 
Table2  refer  to  the  corresponding  experiments  in 
Table  1;  corresponding  experiments  use  the  same 
random  numbers.  I  made  the  size  of  the  interac- 
tion  equal  to  the  size  of  the  smallest  effect,  if  k  =  2 
(see  also  Fig.  2).  If  k  =  9  then  there  are  36  interac- 
tions.  It  seems  most  difficult  for  the  test  procedure 
to  detect  the  presence  of  interactions  when  all 
interactions  except  one,  are  zero.  Therefore  I 
selected  p,*  =  10 and  all  other  interactions  zero  in 
the  experiment  numbered  7.  In  experiment  7’  all 
interactions  except  two  are  equal  to  zero.  The 
results  of  experiments  7  and  7’ (namely  s  =  ai) are 
explained  by  the  particular  X  matrix:  X=  2’  5 
Table  2 
Estimating  the  power  1 -B  (0,’  =  l,oc,  ~0.20) 
Experiment 
I)  x=2’ 
p’=(l.lo.lo) 
P,*  =  10 
4)  x=2’ 
p’=(l.lo.20) 
P,2  =  10 
7)  x=2+5 
/3’=(l,10,...,10) 
p;  =(  lO,O.O,.  ,O,O) 
7’)  p;=(lo,lo.o  ,....  0) 
II)  X:  see  Il)inTablel 
p’=(l,lo,lo) 
P,*=lO 
1-j  s(B) 
1.0 
1.0 
0.21  0.04 I 
0.2 1  0.041 
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Fig.  2.  Histogram  of  ~max  for  experiment  1 m  Table  2. 
results  in  E( ,&&)  =  &  +  plz  and  E( &)  =  ,8, +  ,8,3, 
so  that  ~  as  Kleijnen  et  al.  (1979)  already  men- 
tioned  -  an  experimental  design  can  be  self-defeat- 
ing  when  the  model  on  which  it  is  based  is  mis- 
specified.  ‘) Finally,  experiment  11 represents  an  X 
matrix  not  taken  from  the  experimental  design 
literature.  In  summary,  the  results  are  that  the 
power  of  the  proposed  procedure  is  perfect,  except 
for  the  experiments  involving  the  2’  ~’ design. 
5.  Replacing  the  variances  0;  by  their  estimators  s,? 
In  the  preceding  experiments  I  assumed  for 
simplicity’s  sake  that  D  was  known.  Actually  D  is 
estimated  from  the  estimators  s,‘;  see  eq.  (5).  Re- 
placing  D  by  fi  affects  the  following  variables:  hi, 
var(  $),  v&-(y),  and  t. 
*  If  x,~  =(x,,).(x,,)  for  all  values  of  i. then  experimental 
design  theory  shows  that  E( &)=&  +plz.  Hence  when  the 
false  first-order  model 
E(F,)=B”+  1  P;*,, 
,=I 
is  used  when  estimating  p,  then 
Eo:,)=P,,+  2  P;-~,,+P,,~x,, 
i  1 
=I$,+  i:  P;.~,,+P,z~x,,~x,,. 
,=I 
(iii)  Compare  the  forecasted  values  to  the  ac- 
tual  new  observations.  The  proposed  t  statistic 
incorporates  the  inherent  variability  of  the 
forecasted  and  the  actual  (simulation)  observa- 
tions. 
So  the  expectation  of  the  estimated  false  model  equals  the  The  t  statistic  is  combined  with  a  ‘trick’  for 
true  model!  obtaining  many  ‘new’  observations  for  validation. 
Table  3 
Estimated  01 and  /3 errors  when  using  .s,’ instead  of  o,~ (X = 2?. 
p’=(l.lo,lo).  o,z=1) 
Degrees  of  freedom  Estimated  Testing 
of  x2:  f.  01 error:  4  q”q:  I 
100  0.03  -4.25 
10  0.06  3.5 
2  0.11  ~ 2.25 
L.  interaction  Estimated  power:  4 
L=lO./I,,-IO  1  .o 
Assume  that  s,’  is  estimated  from  L subruns  y,, 
(/  =  1. . . . . L.).  Hence  in  each  replication  ,j  of  the 
Monte  Carlo  experiment  s,’  is  sampled  from  a  x2 
distribution  with  L  - 1  degrees  of  freedom;  see 
Appendix  2.  Where  in  the  preceding  sections  u,’ 
was  used,  now  s,’ is  used. 
Since  a  Monte  Carlo  experiment  with  sampling 
of  s’  requires  much  computer  time.  I  studied  only 
the  situation  corresponding  to  experiment  1  in 
Tablel:  X=22.  /I’=(],  10,  10)  and  u,‘=  1.  (All 
experiments  in  Table  3  use  different  random  num- 
bers,  when  compared  among  each  other  and  when 
compared  to  Tables  1 and  2.)  Note  that  even  with 
L  as  low  as  two,  t  was  compared  to  the  critical 
values  z”  instead  of  tn’  thus  avoiding  the  issue  of 
determining  the  proper  degrees  of  freedom.  The 
results  of  Table3  are  close  to  those  of  Tables  1 
and  2,  i.e.,  replacing  sz  by  a2  in  the  Monte  Carlo 
experiments  in  order  to  save  computer  time,  seems 
justified. 
6.  Summary  and  future  research 
The  procedure  investigated  in  this  paper  is based 
on  the  following  approach,  generally  used  in  sci- 
ence  when  validating  a  model: 
(i)  Estimate  the  model; 
(ii)  Use  the  estimated  model  to  forecast  new 
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namely  cross-validation.  To  keep  the  experiment- 
wise  error  rate  under  control,  a  Bonferroni  ap- 
proach  is  used. 
Monte  Carlo  experimentation  shows  that  the  (Y 
error  (erroneously  rejecting  a true  model)  is  smaller 
than  the  value  (Ye:  specified  for  the  experimentwise 
error  rate.  Fortunately,  this  low  (Y error  is  not 
obtained  at  the  price  of  an  unacceptable  /3 error, 
i.e.,  in  the  Monte  Carlo  experiments  ignored  inter- 
actions  were  detected  in  most  situations.  However, 
in  one  situation  -  namely  a  29P5  design  -  the 
ignored  effects  destroyed  the  otherwise  attractive 
properties  of  well-balanced  experiments. 
Further  research  may  concentrate  on  the  fol- 
lowing  aspects: 
(i)  If  in  practice  a  significant  t  value  is  found 
at  one  or  more  (cross)validation  points,  then  simu- 
lation  offers  a  special  advantage:  After  changing 
the  random  number  seed  (and  keeping  all  other 
parameters  constant)  it  can  be  checked  whether 
the  significance  was  due  to  pure  chance  (remember 
the  definition  of  the  cx error). 
(ii)  If  the  number  of  observations  n  is  very 
large,  then  cross-validation  may  be  restricted  to 
less  than  a  complete  permutation.  For  instance, 
the  (metalmodel  may  be  validated  at  a  randomly 
selected  set  of  observation  points.  Besides  saving 
computer  time  and  analysis  time,  the  Bonferroni 
approach  becomes  less  conservative.  However, 
potential  information  is  ignored. 
(iii)  Kleijnen  et  al.  (1981)  found  that  in  simula- 
tion  Weighted  Least  Squares  (WLS,  using  the 
weights  l/s,*)  gives  more  accurate  estimators  of  p. 
Hence  the  t statistic  may  be  based  on  WLS  instead 
of  Ordinary  Least  Squares. 
Appendix  1. The  one-sided  binomial  test 
Consider  the  null-hypothesis 
H,:  p  GpO(<  0.50).  (Al.l) 
The  point  estimator  of p  is p  with  variance 
var($)=p.(l  -p)/m.  (Al  .2) 
Note  that  var(  p)  increases  when  p  increases  from 
zero  to  a  half.  Assuming  a  normal  distribution  for 
p,  the  test  procedure  is:  Reject  H,  if 
~>po+PO~  {p,.(l  -po)/m}“*.  (Al  .3) 
P,  P, 
Fig.  Al.  The  a  error  in  a  one-sided  binomial  test 
To  find  the  size  of  the  (Y  error,  first  assume  that  p 
is  exactly  equal  to po.  Then  eq.  (A1.3)  implies  an  (Y 
error  exactly  equal  to  10%.  Next  suppose  p  is 
smaller  than  po.  Then  Fig.  Al  shows  that  the  cx 
error  is  smaller  than  10%.  In  summary,  the  test 
procedure  results  in  an  (Y  error  not  exceeding  10%. 
Appendix  2. Sampling  sf  from D 
Obviously,  the  following  relations  hold: 
u,*Evar(Y,)=var(e,)  (i=  l,...,  n).  (A2.1) 
Suppose  Y, is  the  average  of  L  simulation  subrun 
responses  y,,: 
Y! =  i  Y,,/L.  (A2.2) 
/=I 
(Note  that  yl,  may  be  an  average,  a  quantile,  etc.) 
Hence  a  more  explicit  notation  is: 
Y, -X.  (A2.3) 
Assuming  independent  subruns  y,,  yields 
u,* =  var(  y,)  =  var(  y,,)/L.  (A2.4) 
The  corresponding  variance  estimators  are 
var(  J, ) =  6,’ G .s,*  (A2.5) 
and 
var(Y,,)  =  5  (Y,,-X)*/(L-  1). 
I= I 
(~2.6) 
The  estimator  var(  y,,)  can  be  sampled  using 
var(Y,O  =  i  ( e,,-Z,)‘/(L-  1).  (A2.7) 
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Summarizing: 
(i)  Sample  e,,  L  times  from  N(0,  L.  u,‘). 
(ii)  Compute  the  average 
e, =  P, =  2  e,,/L 
/= I 
(A2.8) 
to  be  added  to  E( y,)  =  x:  . p,  in  the  Monte  Carlo 
experiment. 
(iii)  Compute 
s,~  =  vlr(  y,)  = 
f  L 
=  ,X,e:-L.Cp’)/(L-  1) 
i  1 
/L.  (A2.9) 
Note  that  F,  and  var(e,,)  are  independent  so  that 
the  same  statistical  distribution  results  if  eq.  (A2.7) 
would  be  replaced  by  the  following  computa- 
tionally  more  efficient  formula: 
var(_y,,)=  i:  e,‘,/(L-  1). 
/= I 
(A2.10) 
In  a  specific  realization  eqs.  (A2.7)  and  (A2.10) 
yield  different  results. 
Note  further  that  compared  to  the  Monte  Carlo 
experiments  with  no  sampling  of  (J,‘, more  random 
numbers  are  needed,  namely  L  times  more.  ‘) One 
consequence  is  that  if  two  experiments  use  the 
same  seed,  the  two  random  number  streams  get 
out  of  step  (assuming  no  special  programming 
tricks  are  applied).  Consequently,  all  experiments 
in  Table  3  use  different  random  number  streams. 
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