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Abstract. In this work we investigate the spectral statistics of random Schro¨dinger operators
Hω = −∆ +
∑
n∈Zd(1 + |n|
α)qn(ω)|δn〉〈δn|, α > 0 acting on ℓ
2(Zd) where {qn}n∈Zd are i.i.d
random variables distributed uniformly on [0, 1].
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1 Introduction
We consider the random Scro¨dinger operators with unbounded potentials given by
(Hωu)(n) =
∑
‖n−m‖1=1
(u(n)− u(m)) + (1 + ‖n‖α2 )qn(ω)u(n) ∀n ∈ Z
d, (1.1)
for u ∈ ℓ2(Zd) with finite support. We will use the notation ‖·‖p to denote the standard p-norm
and {qn}n are independent identically distributed random variables distributed uniformly on
[0, 1]. We will view qn(·) as a random field on the probability space (Ω,P,B(Ω)). Denote
(H0u)(n) := ((2d −∆)u)(n) =
∑
‖n−m‖1=1
(u(n)− u(m)) ∀u ∈ ℓ2(Zd), n ∈ Zd, (1.2)
and observe that 0 ≤ H0 ≤ 4d. Henceforth we will use Vn(ω) = bnqn(ω) where bn = (1 + ‖n‖
α
2 )
and following Dirac notation we have
V (ω) =
∑
n∈Zd
Vn(ω)|δn〉〈δn|,
so one can express Hω as
Hω = 2d−∆+ V (ω). (1.3)
Here we will concentrate on the case 0 < α < d. This is because the spectrum of Hω is almost
surely discrete for α > d.
The spectral theory for the operator (1.1) were studied by Gordon-Molchanov-Tsagani [23] for
one-dimension and Gordon-Jaksˇic´-Mochanov-Simon [22] for higher dimension. We require some
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results from [22] to formulate our problem. The form D associated to H0 is defined by
D(φ) =
∑
‖n−m‖1=1
|φ(n)− φ(m)|2, φ ∈ ℓ2(Zd). (1.4)
Denote
ak = inf
Ak
inf
‖φ‖=1
supp(φ)⊆Ak
D(φ), (1.5)
where Ak are connected (there is a path between every two points) subsets of Z
d with #Ak = k.
Then {ak}k≥0 (set a0 = ∞) is a strictly decreasing sequence of positive numbers. We denote
HωΛL to be the restriction of H
ω on the subspace ℓ2(ΛL) where ΛL is the cube {(n1, n2, · · · , nd) ∈
Z
d : |ni| ≤ L}, and set
NωL (E) := #
{
j : Ej ≤ E, Ej ∈ σ(H
ω
ΛL)
}
, E ∈ R.
Following results are recalled from Gordon-Jaksˇic´-Molchanov-Simon [22].
Theorem 1.1 ([22, Theorem 1.2]). If dk ≥ α >
d
k+1 for positive integer k, for a.e ω
(i) σ(Hω) = σpp(H
ω) and eigenfunctions of Hω decay at least exponentially,
(ii) σess(H
ω) = [ak,∞),
(iii) #σdisc(H
ω) <∞.
and
Theorem 1.2 ([22, Theorem 1.4]).
(i) If dk > α >
d
k+1 and E ∈ (aj , aj−1) for 1 ≤ j ≤ k, then
lim
L→∞
NωL (E)
Ld−jα
= Nj(E)
exist for a.e ω and is a non-random function.
(ii) If α = dk and E ∈ (aj , aj−1), 1 ≤ j < k, the above is valid. If E ∈ (ak, ak−1) then
lim
L→∞
NωL (E)
lnL
= Nk(E)
exists for a.e ω and is a non-random function.
In both cases, Nj is a continuous function on (aj, aj−1), and
Nj(E) ∼ Dj(E − aj)
j as E → aj .
The constants Dj are of combinatorial nature.
Here we will study the eigenvalue statistics for the operator Hω in the essential spectrum. By
Theorem 1.1 (i), the essential spectrum of Hω is pure point, so one can expect that the statistics
is Poisson point process, which we will show here. Optimal Wegner estimate is absent for general
intervals except for any interval contained in (a1,∞). So in the interval (a1,∞) we will show that
the local eigenvalue statistics as developed by Minami [37] is simple Poisson point process. On
the other hand for a point process defined on the intervals {(aj , aj−1)}
k
j=2, we will focus on the
unfolded eigenvalue statistics as developed by Klopp[19]. Based on [22, Lemma 5.2], we are able
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to show the absolute continuity of Nj in the region (aj , aj−1) for 2 ≤ j ≤ k. Above theorem also
gives the asymptotic expression of Nj as E → aj , which implies Nj(aj−1)−Nj(aj) > 0. Hence
the distribution defined by x 7→
Nj(x)−Nj(aj)
Nj(aj−1)−Nj(aj )
is well-defined and non-trivial for x ∈ (aj , aj−1).
But on the interval (a1,∞), we have usual Wegner estimate which provides the absolute continu-
ity of N1. We also have N
′
1(x) > 0, ∀ x > a1, hence the local eigenvalue statistics as developed
by Minami [37] can also be computed.
Before we state our result for the unfolded eigenvalue statistics, we require few notations. For
2 ≤ j ≤ k, set Nj(aj, aj−1) := Nj(aj−1) − Nj(aj) and define N˜j(x) =
Nj(x)−Nj(aj )
Nj(aj ,aj−1)
. Setting
βj,L = Nj(aj , aj−1)L
d−jα, define the point process {ξω,tL,j(·)}L by
ξω,tL,j(·) =
∑
x∈σ
(
HωΛL
)
∩(aj ,aj−1)
δβj,L[N˜j(x)−t](·), 2 ≤ j ≤ k. (1.6)
for t ∈ (0, 1). We will view t as a random variable which is uniformly distributed on (0, 1), so
ξ·,·L,j is a random measure define on the probability space (Ω× [0, 1],B(Ω)⊗B[0,1],P×Leb), where
Leb is the Lebesgue measure on [0, 1]. With these definitions in place we state our main results.
Theorem 1.3. For the operator Hω defined as (1.1), the point process ξω,tL,j(·), defined on the
probability space (Ω × [0, 1],B(Ω) ⊗ B[0,1],P × Leb), converges weakly to Poisson point process
with intensity as the Lebesgue measure on R, for 2 ≤ j ≤ k.
It should be noted that above theorem can be easily extended to j = 1 case with slight mod-
ification. But we study the local eigenvalue statistics as developed by Minami [37]. On the
interval (a1,∞) we can study the local eigenvalue statistics associated with H
ω
ΛL
. Define the
point process
ξωL,E(·) =
∑
x∈σ(HωΛL
)
δLd−α(x−E)(·), (1.7)
for E ∈ (a1,∞). From Theorem 1.2 it is clear that the average spacing between eigenvalues
of HωΛL in the region (a1,∞) is of order
1
Ld−α
. Our goal is to show that the weak limit of the
sequence of point processes {ξωL,E}L is Poisson point process with intensity measure N
′
1(E)dx.
But we can provide an explicit expression of N1(x) as done in the following:
Theorem 1.4. The function N1 is given by
N1(x) = Cd,α(x− 2d) x > 2d,
where
Cd,α = lim
L→∞
1
Ld−α
∑
n∈ΛL
1
bn
.
Note that the theorem below is slightly more stronger than Theorem 1.3. Here the point process
converges for each E, but in the previous theorem we viewed E as a random variable.
We can compute the limit of 1
Ld−α
NωL (E) by approximating it with a nice family of functions
and show uniform convergence over compact sets, hence the local density of states converges
compact uniformly. So for the statistics of {ξωL,E}L, we have
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Theorem 1.5. For 0 < α < d, let Hω be defined by (1.1) and set ξωL,E to be the point measure
(1.7). Then for E ∈ (8d2,∞), the sequence of point process {ξωL,E}L converges weakly to the
Poisson point process with intensity measure Cd,αdx (Lebesgue measure). So for any bounded
Borel set B ∈ BR
lim
L→∞
P
(
ω : ξωL,E(B) = n
)
= e−Cd,α|B|
(
Cd,α|B|
)n
n!
for n ∈ N ∪ {0}.
The study of eigenvalue statistics were done by Molchanov [36] in one-dimension and by Minami
[37] for Anderson model at high disorder with stationary potentials. In [15] Dolai-Krishna ob-
tained Poisson statistics for discrete Anderson model with uniformly Ho¨lder continuous single
site potential. Eigenfunction statistics were studied by Nakano [40] for continuous model and
Killip-Nakano [29] for lattice case with bounded density for single site distribution. Dolai-Mallick
[35] studied the eigenfunction statistics for Ho¨lder continuous single site distribution on lattice.
But the energy level statistics as developed by Molchanov and Minami usually require the
presence of absolute continuity for density of states and Wegner estimate with correct scaling.
Minami [38] (see also Berry-Tabor [4]) conjectured a different type of statistics using the un-
folded eigenvalues for discrete Anderson model in the region of localization. Klopp[19] proved
the Poisson limit theorem for unfolded eigenvalues of random operators in localized regime. The
proof does not needs strong regularity assumption on the Integrated density of states. The work
in [19] have some connection with Germinet-Klopp [18], which studied various statistics related
to the eigenvalues and eigenfunctions of random Hamiltonians Hω in the localized regime. One
of the typical result in [18] is convergence of empirical level spacing distribution, i.e
DSL(x, ω,Λ)
Uniformly
−−−−−−−→
|Λ|→∞
g(x),
where
DSL(x, ω,Λ) =
#
{
j : Ej+1(ω,Λ) − Ej(ω,Λ) ≥ x
}
|Λ|
& g(x) =
∫
Σ
e−ν(E)xν(E)dE.
In the above, {Ej(ω,Λ)} are the eigenvalues of H
ω
Λ , ν is the density of states and Σ is the almost
sure spectrum of Hω.
For decaying potentials (i.e α < 0) the spectral statistics were studied on several occasions.
Killip-Stoiciu [30] studied the CMV matrices whose matrix elements decay like n−α. They
showed that, for (i) α > 1/2 statistics is the clock, (ii) α = 1/2 limiting process is circular
β−ensemble, (iii) 0 < α < 1/2 the statistics is Poisson. Analogues of Killip-Stoiciu[30] was done
by Kotani-Nakano[31] for the one-dimensional Schro¨dinger operator with decaying potentials in
the continuum model and obtained the same statistics for α > 1/2 and α = 1/2. Krichevski-
Valko´-Vira´g [33] studied the one-dimensional discrete Schro¨dinger operator with the random
potential decaying like n−1/2 and obtained the Sineβ-process. In [14] Dolai-Krishna consider
the Anderson Model with decaying Random Potentials and shown that statistics inside [−2d, 2d]
for dimension d ≥ 3 is independent of the randomness and agrees with that of the free part ∆.
4
2 Preliminaries
For any Λ ⊂ Zd we consider the canonical orthogonal projection χΛ onto ℓ
2(Λ) and define the
matrices
HωΛ =
(
〈δn,H
ωδm〉
)
n,m∈Λ
, GΛ(z;n,m) = 〈δn, (H
ω
Λ − z)
−1δm〉, G
Λ(z) = (HωΛ − z)
−1. (2.1)
G(z) = (Hω − z)−1, G(z;n,m) = 〈δn, (H
ω − z)−1δm〉, z ∈ C
+.
Note that HωΛ is the matrix
χΛH
ωχΛ : ℓ
2(Λ) −→ ℓ2(Λ), a.e ω.
Define
νL(·) =
1
Ld−α
∑
n∈ΛL
E
ω
(
〈δn, EHωΛL
(·)δn〉
)
, (2.2)
Observe ∑
n∈ΛL
b−1n =
∑
n∈ΛL
(1 + ‖n‖α2 )
−1 = Θ(Ld−α). (2.3)
For any bounded interval I = [a, b] we have
νL(I) =
1
Ld−α
E
ω[NωL (b)−N
ω
L (a)].
In this section we calculate the Minami and Wegner estimate and show the positivity of the
measure ν given by
N1(x) = ν(a1, x), for x > a1, (2.4)
here N1 is defined as in (i) of Theorem 1.2.
We start with spectral averaging estimate for the model (1.1).
Proposition 2.1. Let I = [a, b] ⊂ R be a bounded interval and Λ ⊆ Zd
E
ω(〈δn, EHωΛ (I)δn〉) ≤ π(1 + ‖n‖
α
2 )
−1|I|, n ∈ Λ.
Proof. Write HωΛ as
HωΛ =

χ
Λ
H0χΛ +
∑
n 6=k∈Λ
bkqk(ω)|δk〉〈δk|

+ bnqn(ω)|δn〉〈δn|
= H
ω/n
Λ + bnqn(ω)|δn〉〈δn|.
Using resolvent equation
〈δn, (H
ω
Λ − z)
−1δn〉 =
1
bnqn(ω) + 〈δn, (H
ω/n
Λ − z)
−1δn〉−1
.
For z ∈ C+, one has 〈δn, (H
ω/n
Λ − z)
−1δn〉 ∈ C
+ so calling 〈δn, (H
ω/n
Λ − z)
−1δn〉
−1 = A+ ιB, we
get ∫
R
Im〈δn, (H
ω
Λ − z)
−1δn〉dµ(qn) =
1
bn
∫
R
B
(x+A)2+B2
dµ(x) ≤ πb−1n .
The following is immediate from above,
E
ω
(
Im〈δn, (H
ω
Λ − σ − iτ)
−1δn〉
)
≤ πb−1n . (2.5)
Using Fubini theorem it follows
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E
ω
(∫ b
a Im〈δn, (H
ω
Λ − σ − iτ)
−1δn〉dσ
)
≤ πb−1n |I|.
Using Stone’s formula [42, Theorem VII.13]
π
2E
ω[〈δn, EHωΛ [a, b]δn〉+ 〈δn, EH
ω
Λ
(a, b)δn〉] ≤ πb
−1
n |I|.
In particular Eω(〈δn, EHωΛ ({r})δn〉) = 0 for r ∈ R. So
E
ω(〈δn, EHωΛ (I)δn〉) ≤ π(1 + ‖n‖
α
2 )
−1|I|, n ∈ Λ ⊆ Zd.
In the next proposition we prove the absolute continuity of Nj inside (aj , aj+1) (see [22, Lemma
5.2]). Regularity of Nj are required for the statistics because we do not have the optimal Wegner
estimate inside (aj , aj−1) for j ≥ 2.
Proposition 2.2. For dk > α >
d
k+1 and 1 ≤ j ≤ k, there exists Cj > 0 such that
Nj(b)−Nj(a) ≤ Cj|b− a|, ∀ (a, b) ⊂ (aj+1, aj).
Proof. The result follows from [22, Lemma 5.2] and the fact that the operator H(i) (following
the notations as in [22]) is of the form
A(λ1, · · · , λl) = H0 +
l∑
i=1
λi|δi〉〈δi| l ≥ j,
and so the question reduces to computing |n|jαE(χn(ω)) where
χn(ω) =
{
N(a,b)(H
(i)), if n ∈ Z(i) and d(Z(i), 0) = |n|
0 otherwise
.
Here for the definition of Z(i), we are taking
Aω = {n : V ω(n) ≤ min{aj−1, |n|
γ}},
and similarly the event Bn is defined as
Bn = {ω : there exist {ni}
k+1
i=1 in B(n, |n|
γ) such that V ω(ni) ≤ min{aj−1, |n|
γ}},
for any 0 < γ ≪ 1.
Now using the fact that χn(·) is non-zero only on a set of configuration whose probability is
of the order of n−jα we end up with
|n|jαEω[χn(ω)] = |n|
jα
P[χn(ω) 6= 0]E
ω[χn(ω)|χn(ω) 6= 0],
so the absolute continuity follows the same steps as Proposition 2.1, when it is applied to H(i).
Combes-Germinet-Klein [10] (see also Combes-Hislop-Klopp[9]) estimated the Wegner and Mi-
nami estimates for generalized Anderson Model. The following proposition give the Wegner and
Minami estimate for the Model (1.1).
Proposition 2.3. For Λ ⊂ Zd finite volume and bounded interval I ⊂ R we have
E
(
TrEHωΛ (I)
)
≤ π
∑
n∈Λ
b−1n |I| (2.6)
6
E((
TrEHωΛ (I)
)(
TrEHωΛ (I)− 1
))
≤
(
π
∑
n∈Λ
b−1n |I|
)2
. (2.7)
The Wegner estimate (2.6) follows from Proposition 2.1. The proof of (2.7) goes exactly the
same way as in [10, Theorem 2.1] once we have (2.6), hence we are omit the proof here.
One important thing to notice here is that the above estimates are independent of position
of I. We will need a modified version of above estimates where position of I and the distance
of the box from the origin are also taken in account.
Proposition 2.4. Let l ≫ 1 and let Λ ⊂ Zd be such that dist(0,Λ) > l. For 2 ≤ j ≤ k let
I ⊂ (aj , aj−1) be a bounded interval, then
E
[
TrEHωΛ (I)
]
≤Mj
|Λ|
ljα
|Λ||I|, (2.8)
P
[
TrEHωΛ (I)
)
≥ 2
]
≤ M˜j
|Λ|
ljα
(|Λ||I|)2. (2.9)
Proof. Since I ⊂ (aj , aj−1), for H
ω
Λ to have an eigenvalue in the interval I, we need a connected
subset G ⊂ Λ of size at least j where the random variables are small. This follows from the
fact that HωΛ is positive operator so any restriction by a projection is only smaller than the full
operator. Hence
P[σ(HωΛ) ∩ I 6= φ] ≤ Mˆj
(
|Λ|
1
)
1
ljα
,
where the constant Mˆj is combinatorial in nature and depends only on j. So to prove (2.8) or
(2.9), we compute the Wegner and Minami estimate under the condition that on the set G, the
random variables are bounded by l−α.
Remark 2.5. There are few important things that should be noted:
1. First note that the estimates (2.8) or (2.9) are weaker than (2.6) and (2.7) in terms of
|Λ|. But on other hand we are taking in account of the location of Λ with respect to origin,
which helps in making the expression smaller than usual Wegner or Minami estimates, if
|Λ| is relatively small with respect to l, the distance of Λ from origin.
2. The results will be used over cubes of the form ΛlL(p) = {x ∈ Z
d : ‖x − p‖ < lL}, where
lL ≈ L
µ and ‖p‖ > Lθ where θ is close to one and µ is small enough. This will be used
for [19, Theorem 2.1] in place of Wegner and Minami estimates.
Following theorem is restatement of [19, Theorem 2.1] with some modifications. One of the
important modification is, instead of the operator HωΛL we will be working with the operator
H˜ωL = (I − χΛmL )H
ω
ΛL
(I − χΛmL ),
on the space ℓ2(ΛL \ ΛmL) where mL ≈ L
θ for some appropriately chosen θ ∈ (0, 1). The
advantage gained is that we can use the results of Proposition 2.4 instead of usual Wegner
and Minami estimates on the smaller cubes. The other modification is that we have already
mentioned all the scales (the parameters θ, β, γ) involved in the problem.
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Theorem 2.6. For 2 ≤ j ≤ k, and the parameters 0 < θ, β, γ < 1 satisfying
0 < κ :=
jα
d− jα
(1− θ) <
1
6(d+ 1)
,
(2d + 1)κ+ 1
2
< β < 1− κ,
0 < γ <
2β − (2d+ 1)κ− 1
2dβ + (2d + 1)κ+ 1
,
set µ to be
(d− jα)
(
γβ
1 + γ
+ κ
)
< µ < min
{
1,
(d− jα)
2d
(
2β
1 + γ
− 1− κ
)
,
d− jα
d
(1− β)
}
,
and also set R > d. Consider a sequence of intervals {IL}L in (aj, aj−1) such that
Nj(IL) ≈ L
−(d−jα)β , Nj(IL) ≥ |IL|
1+γ ,
and set
mL = ⌊L
θ⌋, lL = ⌊L
µ⌋, l′L = ⌊(R logL
d)2⌋.
For any p > 0 and sufficiently large L (depending on κ, β, γ, µ, p), there exists:
• A decomposition of ΛL \ΛmL into disjoint cubes of the form ΛlL(pj) = {x ∈ Z
d : ‖x−p‖ <
lL}, such that
– ∪iΛlL(pi) ⊂ ΛL \ ΛmL ,
– dist(ΛlL(pi),ΛlL(pi˜)) ≥ l
′
L for i 6= i˜,
– dist(ΛlL(pi), ∂(ΛL \ ΛmL)) ≥ l
′
L, here
– #[(ΛL \ ΛmL) \ (∪iΛlL(pi))] ≤ O(L
d l
′
L
lL
).
• A set of configuration ZL ⊂ Ω such that
P(ZL) ≥ 1− L
−pd − exp (−c1L
η1)− exp (−c2L
η2) (2.10)
where c1, c2 > 0 and
0 < η1 < (d− jα)(1 − β)− dµ,
max
{
(d− jα)
(
1−
β
1 + γ
+ κ
)
− µ, 0
}
< η′2 < η2 < (d− jα) (1− β) .
• For ω ∈ ZL, there exists at least
Ld
ld
L
(
1 +O(Lη1−d(1−µ))
)
disjoint boxes {ΛlL(pi)}i such that
– The operator HωΛlL(pi)
has at most one eigenvalue Eωi,n in IL,
– The box ΛlL(pi) contains at most one center of localization of, say x
ω,L
ki
of an eigen-
value of H˜ωL in IL, say E
ω
ki,L
,
– The box ΛlL(pi) contains a center of localization x
ω,L
ki
if and only if σ(HωΛlL(pi)
)∩IL 6=
φ, in which case, one has
|Eωi,n − E
ω
ki,L
| < L−R, (2.11)
and
dist(xω,Lki , (ΛL \ ΛmL) \ ΛlL(pi)) > l
′
L. (2.12)
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• The number of eigenvalues of H˜ωL that are not described above is bounded by:
O
(
(Ld−jαNj(IL))
[
Lη1+dµ−(d−jα)(1−β) + Lη
′
2−(d−jα)(1−β)
])
, (2.13)
and by the choices of parameters it is o(Ld−jαNj(IL)) as L→∞.
Proof. The proof goes exactly same as the proof of [19, Theorem 2.1] (see also [18, Theorem
1.2]), so we will skip most of it here and focus on important details. The main difference is that
instead of usual Wegner and Minami estimates, the equations (2.8) and (2.9) are used.
One of the important step is to estimate the probability that the number of cubes such that
HωΛlL(p)
has more than one eigenvalue is greater than KL ≈ L
η1 for some η1 > 0. For large
enough L this is given by
≤
∑
k>KL
(
|PL|
k
)(
M˜j
l3dL
mjαL
|IL|
2
)k
≈
(
eM˜j
Ldl2dL |IL|
2
KLm
jα
L
)KL
if
Ldl2dL |IL|
2
mjαL
< 1.
Here we denote the set PL to be the centers of cube which decomposes ΛL \ ΛmL as in the
statement of theorem. Above condition is satisfied if
(d− jα)
(
1−
2β
1 + γ
+ κ
)
+ 2dµ < 0. (2.14)
We also need
KLl
d
L
N(IL)Ld−jα
to converge to zero, for this we take
µ <
(d− jα)
d
(1− β). (2.15)
Other part is to estimate the number of eigenvalues in IL for which the center of localization lies
outside ∪iΛlL−l′L(pi). To get an probability estimate of eigenvalues in IL for which the center of
localization lies outside ∪iΛlL−l′L(pi) is less than K
′
L ≈ L
η2 , we need
(d− jα)
(
1−
β
1 + γ
+ κ
)
− µ < η2
and we also require
η2 < (d− jα)(1 − β),
so we end up with
(d− jα)
(
βγ
1 + γ
+ κ
)
− µ < 0 (2.16)
Other than that we need to make sure that the interval for the choice of µ is non-empty and
intersects [0, 1] non-trivially.
3 Structure of N1
In this section we will give the proof of Theorem 1.4. In the large disorder case, the kinetic
energy part of the random Hamiltonian can be viewed as perturbation of diagonal randomness.
In such case one can use a random walk expansion, in which the expectation of each of the
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terms turns out to have analytic continuation through part of real axis (see Krishna-Kaminaga-
Nakamura [27]). In case of growing randomness a similar idea works and the local density of
states has an analytic continuation.
For 0 < θ < 1− αd set mL = ⌊L
θ⌋ and consider the operator
HωL,mL = χΛmLH
ω
ΛLχΛmL + (I − χΛmL )H
ω
ΛL(I − χΛmL ).
For some M > 2d define
GL(z) =
1
Ld−α
∑
n∈ΛL\ΛmL
E
ω
[〈
δn, (H
ω
L,mL − z)
−1δn
〉
−
〈
δn, (H
ω
L,mL − ιM)
−1δn
〉]
.
Here χΛl denotes the canonical projection onto the subspace ℓ
2(Λl). The reason to focus on this
function is because of following lemma.
Lemma 3.1. For z ∈ C+ we have∣∣∣∣ 1Ld−αEω [tr ((HωΛL − z)−1 − (HωΛL − ιM)−1)]−GL(z)
∣∣∣∣ ≤ 6Ld−α−dθ(Imz)2 .
Proof. By resolvent equation we have
(HωΛL − z)
−1 − (HωL,mL − z)
−1
= (HωΛL − z)
−1[χΛmL∆(I − χΛmL ) + (I − χΛmL )∆χΛmL ](H
ω
L,mL
− z)−1
⇒ tr((HωΛL − z)
−1)− tr((HωL,mL − z)
−1)
= tr((HωL,mL − z)
−1(HωΛL − z)
−1[χΛmL∆(I − χΛmL ) + (I − χΛmL )∆χΛmL ]).
Hence we have
1
Ld−α
tr((HωΛL − z)
−1)−
1
Ld−α
∑
n∈ΛL\ΛmL
〈δn, (H
ω
L,mL − z)
−1δn〉
=
1
Ld−α
∑
n∈ΛmL
〈δn, (H
ω
L,mL
− z)−1δn〉
+
1
Ld−α
∑
(n,m)∈ΛmL×(ΛL\ΛmL )
‖n−m‖1=1
〈δn(H
ω
L,mL
− z)−1(HωΛL − z)
−1δm〉
+
1
Ld−α
∑
(n,m)∈ΛmL×(ΛL\ΛmL )
‖n−m‖1=1
〈δm(H
ω
L,mL
− z)−1(HωΛL − z)
−1δn〉.
So taking expectation we have∣∣∣∣ 1Ld−αEω [tr ((HωΛL − z)−1 − (HωΛL − ιM)−1)]−GL(z)
∣∣∣∣ ≤ 6mdLLd−α(Imz)2 ,
which completes the proof.
So this lemma shows that the limit of Borel transform of νL coincides with limit of GL for any
z ∈ C+ and the convergence is uniform on every compact set of C+. Hence all we have to do is
find the limit of the sequence GL.
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Lemma 3.2. For any compact subset U ⊂ {z ∈ C+ : Rez > 2M2}, there exists L0 ∈ N such
that for L > L0 the function GL has an analytic continuation to whole of U , and
sup
z∈U
∣∣∣∣GL(z) + Cd,α ln 2d− z2d− ιM
∣∣∣∣ L→∞−−−−→ 0,
where
Cd,α = lim
L→∞
1
Ld−α
∑
n∈ΛL
1
bn
.
Proof. Let δ > 0, set L0 to be large enough so that
1
bm
sup
z∈U
∣∣∣∣ln bm + 2d− z2d− z
∣∣∣∣ < 1bδmM ∀‖m‖∞ > L0,
and
inf
z∈U
|bm + 2d− z| > 2M
2 ∀‖m‖∞ > L0.
Let U0 ⊂ C be an open subset such that above two conditions hold. It is clear that U ⊂ U0 and
by choosing L0 larger we can also make sure that U0 ∩ {z ∈ C : Imz > 2d} is non-empty.
Now using random walk expansion of Green’s function for Imz > 2d for n ∈ ΛL \ ΛmL , we
have
〈δn, (H
ω
L,mL − z)
−1δn〉 − 〈δn, (V (ω) + 2d− z)
−1δn〉
=
〈
δn,
(
V (ω) + 2d−∆ΛL\ΛmL − z
)−1
δn
〉
−
〈
δn, (V (ω) + 2d− z)
−1δn
〉
=
〈
δn, (V (ω) + 2d− z)
−1
(
I −∆ΛL\ΛmL (V (ω) + 2d− z)
−1
)−1
δn
〉
−
〈
δn, (V (ω) + 2d− z)
−1δn
〉
=
∞∑
k=1
〈
δn, (V (ω) + 2d− z)
−1
(
∆ΛL\ΛmL (V (ω) + 2d− z)
−1
)k
δn
〉
=
∞∑
k=1
∑
γ∈Γk
L,mL
(n)
k∏
i=0
1
bγiqγi(ω) + 2d− z
,
where
ΓkL,mL(n) = {γ : {0, · · · , k} → (ΛL \ ΛmL) : γ0 = γk = n, ‖γi − γi−1‖1 = 1 ∀1 ≤ i ≤ k}.
For γ ∈ ΓkL,mL(n) denote the set [γ] = {γi : 0 ≤ i ≤ k}, and for m ∈ [γ] set #(m|γ) = #{i : γi =
m}, then
〈δn, (H
ω
L,mL
− z)−1δn〉 − 〈δn, (V (ω) + 2d− z)
−1δn〉
=
∞∑
k=1
∑
γ∈Γk
L,mL
(n)
∏
m∈[γ]
1
(bmqm(ω) + 2d− z)#(m|γ)
. (3.1)
For z ∈ U0 the expression ∑
γ∈Γk
L,mL
(n)
∏
m∈[γ]
∫ 1
0
1
(bmωm + 2d− z)#(m|γ)
dωm
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can be computed through contour integration and get∑
γ∈Γk
L,mL
(n)
∏
m∈[γ]
∫ 1
0
1
(bmωm + 2d− z)#(m|γ)
dωm (3.2)
=
∑
γ∈Γk
L,mL
(n)
1∏
m∈[γ] bm

 ∏
m:#(m|γ)=1
ln
bm + 2d− z
2d− z



 ∏
m:#(m|γ)>1
1
#(m|γ)− 1
(
1
(bm + 2d− z)#(m|γ)−1
−
1
(2d− z)#(m|γ)−1
) .
Hence using the definition of L0, and using the observation |Γ
k
L,mL
(n)| ≤ (2d)k and #(n|γ) ≥ 2,
for any L > L0 we have∣∣∣∣∣∣∣
∑
γ∈Γk
L,mL
(n)
∏
m∈[γ]
∫ 1
0
1
(bmωm + 2d− z)#(m|γ)
dωm
∣∣∣∣∣∣∣
≤
1
bnmin|n−m|1=1 b
δ
m
(2d)k
Mk
. (3.3)
So for z ∈ U0 ∩ {z : Imz > 2d} we can take the expectation of equation (3.1) and get
E
ω
[
〈δn, (H
ω
L,mL − z)
−1δn〉
]
− E
[
〈δn, (V (ω) + 2d− z)
−1δn〉
]
=
∞∑
k=1
∑
γ∈Γk
L,mL
(n)
∏
m∈[γ]
∫ 1
0
1
(bmωm + 2d− z)#(m|γ)
dωm.
By (3.2) and (3.3), we get that
E
ω
[
〈δn, (H
ω
L,mL − z)
−1δn〉
]
− E
[
〈δn, (V (ω) + 2d− z)
−1δn〉
]
has an analytic continuation up to U0 and using (3.3) we have
|Eω
[
〈δn, (H
ω
L,mL − z)
−1δn〉
]
− E
[
〈δn, (V (ω) + 2d− z)
−1δn〉
]
| ≤
2d
M−2d
bnmin|n−m|1=1 b
δ
m
.
Hence we have∣∣∣∣∣∣
1
Ld−α
∑
n∈ΛL\ΛmL
(
E
ω
[
〈δn, (H
ω
L,mL
− z)−1δn〉
]
−
∫ 1
0
dωn
bnωn + 2d− z
)∣∣∣∣∣∣
≤
2d
M−2d
Ld−α
∑
n∈ΛL\ΛmL
1
bnmin|n−m|1=1 b
δ
m
. (3.4)
Using above we get∣∣∣∣∣∣GL(z)−
1
Ld−α
∑
n∈ΛL\ΛmL
(∫ 1
0
dωn
bnωn + 2d− z
−
∫ 1
0
dωn
bnωn + 2d− ιM
)∣∣∣∣∣∣
≤
2 2dM−2d
Ld−α
∑
n∈ΛL\ΛmL
1
bnmin|n−m|1=1 b
δ
m
, (3.5)
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but then we have
1
Ld−α
∑
n∈ΛL\ΛmL
(∫ 1
0
dωn
bnωn + 2d− z
−
∫ 1
0
dωn
bnωn + 2d− ιM
)
=
1
Ld−α
∑
n∈ΛL\ΛmL
1
bn
(
ln
bn + 2d− z
bn + 2d− ιM
− ln
2d− z
2d− ιM
)
L→∞
−−−−→ −Cd,α ln
2d− z
2d− ιM
.
Here we are using the fact that given a positive sequence {cn}n and {dn}n if
N∑
n=1
cn
N→∞
−−−−→ ∞, & dn
n→∞
−−−→ 0,
then
1∑N
n=1 cn
N∑
n=1
cndn
N→∞
−−−−→ 0.
Using the above relation for (3.5) we conclude∣∣∣∣GL(z) + Cd,α ln 2d− z2d− ιM
∣∣∣∣ L→∞−−−−→ 0,
which completes the proof of the lemma.
Remark 3.3. Defining
NL,mL(E) =
1
Ld−α
E
ω[tr(E(I−χΛmL )H
ω
L
(I−χΛmL
)(a1, E))]
for E > a1, observe that GL(·) is the Borel transform of the measure associated with the distri-
bution function NL,mL . Above proof shows that GL is analytic for any compact U ⊂ {z ∈ C :
ℜz > 2M2} for large enough L. So for any compact subset V ⊂ (2M2,∞), the density of the
measure associated with the distribution function NL,mL is analytic for large enough L. In the
above proof we have shown the compact uniform convergence of GL, so we have compact uniform
convergence of {
dNL,mL
dE (·)}L on (2M
2,∞). Now using the observation
|νL(a1, E)−NL,mL(E)| ≤ O
(
mdL
Ld−α
)
,
we also have NL,mL(E)→ N1(E) for each E > 0. We have
N ′L,mL(E)
L→∞
−−−−−−−−−−−→
compact uniform
N ′1(E) on (2M
2,∞). (3.6)
Combining both the above lemmas we have the explicit expression for N1(x) = ν(2d, x).
Proof of Theorem 1.4
For any compact subset U ⊂ C+, combining Lemma 3.1 and Lemma 3.2 we conclude that
lim
L→∞
sup
z∈U
∣∣∣∣ 1Ld−αEω [tr ((HωΛL − z)−1 − (HωΛL − ιM)−1)]+ Cd,α ln 2d− z2d− ιM
∣∣∣∣ = 0.
So using the fact that
1
Ld−α
E
ω
[
tr
(
(HωΛL − z)
−1 − (HωΛL − ιM)
−1
)]
=
∫ (
1
x− z
−
1
x− ιM
)
νL(dx)
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and νL converges to ν in distribution we have∫ (
1
x− z
−
1
x− ιM
)
ν(dx) = −Cd,α ln
2d− z
2d− ιM
for z ∈ C+. Since ν has support in (0,∞), we have uniqueness of Borel transform which provides
ν(2d, x) = Cd,α(x− 2d) ∀x > 2d,
completing the proof.
4 Proof of main results:
In this section we will give the proof of Theorem 1.3 and Theorem 1.5.
Proof of Theorem 1.3:
The proof is divided into simpler steps. First we will show that the point process can be approx-
imated with another point process associated with H˜ωL (defined below). Then we will divide the
interval (aj , aj−1) into smaller intervals and show that one can ignore some of these intervals
and for rest of the intervals, we can show Nj(IL,i) ≥ |IL,i|
1+γ and we know the length of the
intervals. Finally we will show the infinite divisibility of the point process on these interval with
high probability through Theorem 2.6, and compute the limit.
Step 1: We will approximate the point process {ξωL,j,t}L by another point process {Ξ
ω
t,(aj ,aj−1),L
}L.
For the new point process, set mL = ⌊L
θ⌋ where 0 < θ < 1, and consider the operator
H˜ωL = (I − χΛmL )H
ω
ΛL
(I − χΛmL ),
i.e HωΛL restricted onto the subspace ℓ
2(ΛL \ ΛmL). For an interval I = (a, b) define the point
process
Ξωt,I,L(·) =
∑
E∈σ(H˜ω
L
)∩I
δNj(I)Ld−jα(Nj,I (E)−t)
where Nj(I) = Nj(b)−Nj(a) and Nj,I(x) =
Nj(x)−Nj(a)
Nj(I)
.
The authors in [22] used multiscale analysis to show the spectral localization of Hω, so the
work of Germinet-Klein [20] gives the dynamical localization for the model. Using [18, Lemma
1.1] we conclude that for p > d and 12 < ̺ < 1 there exists a set of configurations ΩL such that
P[ΩL] > 1− L
−p
and for any ω ∈ ΩL the normalized eigenfunction ψ
ω
L,i for an eigenvalue E
ω
L,i ∈ σ(H
ω
ΛL
) ∩ I
satisfies
|ψωL,i(x)| ≤ L
p+de−|x−x
ω
L,i
|̺ ∀x ∈ ΛL,
where the center of localization xωL,i ∈ ΛL is a point where x 7→ |ψ
ω
L,i(x)| attain its maximum.
So defining m˜L = ⌊m
a
L⌋ for some 0 < a < 1, let E
ω
L,i ∈ σ(H
ω
ΛL
) ∩ I be such that the center of
localization lies in ΛL \ ΛmL+m˜L , we have
‖(H˜ωL − E
ω
L,i)ψ
ω
L,i‖
2
2
‖(I − χΛmL )ψ
ω
L,i‖
2
2
< e−L
aθ̺′
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where 0 < ̺′ < ̺, for L large enough. So there exists an eigenvalue E˜ωL,i ∈ σ(H˜
ω
L) such that
|E˜ωL,i − E
ω
L,i| < e
−Laθ̺
′
. (4.1)
Using the same argument we can show that if E˜ωL,i ∈ σ(H˜
ω
L) ∩ I with center of localization x˜
ω
L,i
in ΛL \ ΛmL+m˜L , then H
ω
ΛL
has an eigenvalue satisfying (4.1). Finally since the length of the
interval where the eigenvalue can lie is exponential in nature, using Minami estimate and above,
the set of configuration
ΩL = {ω ∈ Ω : ∀E
ω
L,i ∈ σ(H
ω
ΛL
) ∩ I s.t xωL,i ∈ ΛL ∈ ΛL \ ΛmL+m˜L
∃ unique E˜ωL,i ∈ σ(H˜
ω
L) ∩ I, s.t |E
ω
L,i − E˜
ω
L,i| < e
−Laθ̺
′
, and
∀E˜ωL,j ∈ σ(H˜
ω
L) ∩ I s.t x˜
ω
L,j ∈ ΛL ∈ ΛL \ ΛmL+m˜L
∃ unique EωL,j ∈ σ(H
ω
ΛL) ∩ I, s.t |E
ω
L,j − E˜
ω
L,j| < e
−Laθ̺
′
}
satisfies
P[ΩL] > 1− 2L
−p − 2e−L
aθ̺′
, (4.2)
i.e for any configuration in ΩL, there is an one-to-one correspondence between eigenvalues of
HωΛL and eigenvalues of H˜
ω
L in I for which center of localization lies in ΛL\ΛmL+m˜L . Similarly we
can show that for a set of configuration Ω˜L satisfying (4.2), there is a one-to-one correspondence
between the eigenvalues of HωΛL and χΛmL+3m˜LH
ω
ΛL
χΛmL+3m˜L for which the center of localization
lies in ΛmL+2m˜L such that the eigenvalues are exponentially close to each other.
Observe that, by above process on the configuration space ΩL ∩ Ω˜L, we have exhausted the
eigenvalues of HωΛL . For ω ∈ ΩL ∩ Ω˜L define
SωL = {(E
ω
L,n, E˜
ω
L,n) : E
ω
L,n ∈ σ(H
ω
ΛL
) ∩ I, E˜ωL,n ∈ σ(H˜
ω
L) ∩ I & (4.1) satisfied}.
Since the interval I in consideration will be in (aj , aj−1), by definition of Nj , we have
1
md−jαL
E
ω
[
#{E ∈ σ(χΛmL+3m˜LH
ω
ΛL
χΛmL+3m˜L ) ∩ I}
]
= O(1). (4.3)
Now for z ∈ C+ and ω ∈ ΩL ∩ Ω˜L, consider
E
ΩL∩Ω˜L
∫ 1
0
∣∣ξωL,j,t(Im(· − z)−1)− Ξωt,I,L(Im(· − z)−1)∣∣ dt
=
1
Nj(I)Ld−jα
E
ΩL∩Ω˜L
∫ 1
0
∣∣∣∣∣∣∣
∑
En∈σ(HωΛL
)∩I
Im
1
Nj,I(En)− t− (Nj(I)Ld−jα)−1z
−
∑
E˜n∈σ(H˜ωL )∩I
Im
1
Nj,I(E˜n)− t− (Nj(I)Ld−jα)−1z
∣∣∣∣∣∣ dt
≤
1
Nj(I)Ld−jα
E
ΩL∩Ω˜L
∑
(En,E˜n)∈SL
∫ 1
0
∣∣∣∣Im 1Nj,I(En)− t− (Nj(I)Ld−jα)−1z
−Im
1
Nj,I(E˜n)− t− (Nj(I)Ld−jα)−1z
∣∣∣∣∣ dt
+
1
Nj(I)Ld−jα
O(md−jαL ).
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First part converges to zero because of definition of SωL and the absolute continuity of Nj
(from Proposition 2.2). For the second part we are integrating over t, so we can bound∫ 1
0 Im
1
Nj,L(x)−t−(βj,L)−1z
dt by π, hence the factor Nj(I)L
d−jα outside is unaffected. So all we
have to do is count the eigenvalues of HωΛL in I for which the center of localization lies in
ΛmL+m˜L , which can be taken in account as the eigenvalues of H
ω
ΛmL+3m˜L
, which is given by
(4.3). So using the fact that Im(· − z)−1 for z ∈ C+ are dense in C0(R), we have
E
ΩL∩Ω˜L
∫ 1
0
|ξωL,j,t(ϕ)− Ξ
ω
t,I,L(ϕ)|dt
L→∞
−−−−→ 0 a.e ω. (4.4)
for ϕ ∈ Cc(R). So we can focus on the point process Ξ
ω
t,I,L because∣∣∣∣Eω
∫ 1
0
e−ξ
ω
L,j,t
(ϕ)dt− Eω
∫ 1
0
e−Ξ
ω
t,I,L
(ϕ)dt
∣∣∣∣
≤ E
ΩL∩Ω˜L
∫ 1
0
|ξωL,j,t(ϕ)− Ξ
ω
t,I,L(ϕ)|dt + P[ΩL ∩ Ω˜L]
L→∞
−−−−→ 0, (4.5)
for ϕ ∈ Cc(R) non-negative. Hence all we need to do is show
E
ω
[∫ 1
0
e−Ξ
ω
t,I,L
(ϕ)
]
dt
L→∞
−−−−→ exp
(∫
(eϕ(x) − 1)dx
)
for ϕ ∈ Cc(R).
Step 2: This step follows similar steps from Section 3.1 and Section 3.2 from [19]. For simplicity
let us denote
LωI,L(ϕ) =
∫ 1
0
e−Ξ
ω
t,I,L(ϕ)dt, (4.6)
for ϕ ∈ Cc(R). Since Nj is Lipschitz continuous and is a distribution function on (aj , aj−1) with
Nj(aj−1) > Nj(aj), following the argument of [19, Theorem 3.1], we can partition the set [0, 1]
as ∪m∈MIm where
• Im are open and Nj,I is strictly increasing in N
−1
j,I (Im); we denote set of such m by M
+,
• Im is singleton and Nj,I is constant on N
−1
j,I (Im); we denote the set of such m by M
0.
here we take I = (aj , aj−1). So with this partition we have
LωI,L(ϕ) =
∫ 1
0
e−Ξ
ω
t,I,L
(ϕ)dt
=
∑
m∈M+
∫
Im
e−Ξ
ω
t,I,L(ϕ)dt
=
∑
m∈M+
Nj(Im)
∫ 1
0
e−Ξ
ω
t,Im,L
(ϕ)dt
=
∑
m∈M+
Nj(Im)
Nj(I)
LωIm,L(ϕ) (4.7)
Hence we only need to show
E
ω[LωIm,L(ϕ)]
L→∞
−−−−→ exp
(∫
(eϕ(x) − 1)dx
)
,
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for each m ∈ M+.
Now let (θ, β, γ) be chosen in such a way that the hypothesis of Theorem 2.6 is satisfied. Let
{JL,i}i∈GL be a set of intervals which partitions Im and satisfies
Nj(JL,i) ≈ L
−(d−jα)β,
and set
GˆL = {i ∈ GL : Nj(JL,i) ≥ |JL,i|
1+γ}.
Hence for i ∈ GL \ GˆL we have |Ji,L| ≥ L
−
β(d−jα)
1+γ , which gives #(GL \ GˆL) = O
(
L
β(d−jα)
1+γ
)
. So
we get ∑
i∈GL\GˆL
Nj(JL,i) = O(L
β(d−jα)
1+γ
−(d−jα)β
)
L→∞
−−−−→ 0. (4.8)
Following the steps from (4.7) for a non-negative function ϕ ∈ Cc(R) we have
LωIm,L(ϕ) =
∑
i∈GˆL
Nj(JL,i)
Nj(Im)
LωJL,i,L(ϕ) +O(L
− (d−jα)βγ
1+γ ), (4.9)
hence we have to show
sup
i∈GˆL
∣∣∣∣Eω [LωJL,i,L(ϕ)]− exp
(∫
(eϕ(x) − 1)dx
)∣∣∣∣ L→∞−−−−→ 0.
Step3: For the choices θ, β, γ as defined earlier and R > 2d, there is a choice of 0 < µ < 1 such
that Theorem 2.6 are valid. Let PL to be the indexing set {pi}i that is defined in Theorem 2.6,
and let denote
SL = {(pi, E
ω
i,n, E
ω
ki,L
) : pi ∈ PL, E
ω
i,n ∈ σ(H
ω
ΛlL(pi)
), Eωki,L ∈ σ(H˜
ω
L),& (2.11), (2.12) are satisfied}.
Define the point process
Ξˆωt,i,L(·) =
∑
p∈PL
∑
E∈σ(Hω
ΛlL
(p)
)∩JL,i
δNj(JL,i)Ld−jα(Nj,JL,i (E)−t)
(·),
and observe that for z ∈ C+ we have∫ 1
0
∣∣∣Ξωt,JL,i,L(Im(· − z)−1)− Ξˆωt,i,L(Im(· − z)−1)
∣∣∣ dt
=
1
Nj(JL,i)Ld−jα
∫ 1
0
∣∣∣∣∣∣
∑
E˜∈σ(H˜ω
L
)∩JL,i
Im
1
Nj(E˜)− t− (Nj(JL,i)Ld−jα)−1z
−
∑
p∈PL
∑
E∈σ(Hω
ΛlL
(p)
)∩JL,i
Im
1
Nj(E)− t− (Nj(JL,i)Ld−jα)−1z
∣∣∣∣∣∣∣ dt
≤
1
Nj(JL,i)Ld−jα
∫ 1
0
∣∣∣∣∣∣∣
∑
(pi,Eωi,n,E
ω
ki,L
)∈SL
Im
1
Nj(Eωi,n)− t− (Nj(JL,i)L
d−jα)−1z
−Im
1
Nj(Eωki,L)− t− (Nj(JL,i)L
d−jα)−1z
∣∣∣∣∣ dt
17
+
2π
Nj(JL,i)Ld−jα
O
(
(Ld−jαNj(JL,i))
[
Lη1+dµ−(d−jα)(1−β) + Lη
′
2−(d−jα)(1−β)
])
≤ O
(
(Imz)−2L(d−jα)(1−β)+d−R + Lη1+dµ−(d−jα)(1−β) + Lη
′
2−(d−jα)(1−β)
)
L→∞
−−−−→ 0.
In above, for the eigenvalues which can be approximated well (i.e (2.11) is valid), we are using
intermediate value theorem along with the fact that Nj is absolutely continuous. For the second
part, we are using the fact that integration over t is bounded by π, so all we need is (2.13) to
make estimations.
Since we have freedom to choose p in (2.10) (which comes at a cost of having to choose L
large for the conclusion of the Theorem 2.6 to hold), we will choose p to be greater than one.
Hence using the denseness of the functions Im(· − z)−1 in C0(R), we have
sup
i∈GˆL
∣∣∣∣LωJL,i,L(ϕ) −
∫ 1
0
e−Ξˆ
ω
t,i,L
(ϕ)dt
∣∣∣∣ L→∞−−−−→ 0 a.e ω. (4.10)
for non-negative ϕ ∈ Cc(R). Now observe that
E
ω
[∫ 1
0
e−Ξˆ
ω
t,i,L
(ϕ)dt
]
=
∫ 1
0
∏
p∈PL

Eω

exp

− ∑
E∈σ(Hω
ΛlL
(p)
)∩JL,i
ϕ(Nj(JL,i)L
d−jα(Nj,JL,i(E)− t))





 dt.
So let us focus on the product,∑
p∈PL
ln
(
1− Eω
[
1− e
−
∑
E∈σ(Hω
ΛlL
(p)
)∩JL,i
ϕ(Nj(JL,i)L
d−jα(Nj,JL,i (E)−t))
])
=
∑
p∈PL
ln
(
1− P[σ(HωΛlL (p)
) ∩ JL,i = 1]
× E
|σ(Hω
ΛlL
(p)
)∩JL,i|=1
[
1− e
−ϕ(Nj(JL,i)L
d−jα(Nj,JL,i (E
ω
ΛlL
(p),i
)−t))
])
+
∑
p∈PL
ln
(
1− P[σ(HωΛlL(p)
) ∩ JL,i ≥ 2]
× E
|σ(Hω
ΛlL
(p)
)∩JL,i|≥2
[
1− e
−
∑
E∈σ(Hω
ΛlL
(p)
)∩JL,i
ϕ(Nj(JL,i)L
d−jα(Nj,JL,i (E)−t))
] .
Here EωΛlL (p),i
denotes the unique eigenvalue of HωΛlL(p)
in JL,i. First we concentrate on the
second part of above expression. Using (2.9) we have P[σ(HωΛlL (p)
)∩ JL,i ≥ 2] vanishing to zero,
and using the fact that for non-negative ϕ, the expression within the expectation is bounded
above by one, we have∑
p∈PL
∣∣∣∣∣ ln
(
1− P[σ(HωΛlL(p)
) ∩ JL,i ≥ 2]
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× E
|σ(Hω
ΛlL
(p)
)∩JL,i|≥2
[
1− e
−
∑
E∈σ(Hω
ΛlL
(p)
)∩JL,i
ϕ(Nj(JL,i)L
d−jα(Nj,JL,i (E)−t))
]
∣∣∣∣∣
≤
∑
p∈PL
P[σ(HωΛlL (p)
) ∩ JL,i ≥ 2] ≤ O
(
L
(d−jα)
(
1− 2β
1+γ
+κ
)
+2dµ
)
L→∞
−−−−→ 0,
where last equation follows from (2.9) and (2.14).
For the first part, since Nj,JL,i is distribution function of eigenvalues and we have conditioned
over σ(HωΛlL (p)
) ∩JL,i, the random variable Nj,JL,i(E
ω
ΛlL (p)
) is uniformly distributed on [0, 1]
hence the first expression becomes∑
p∈PL
ln
(
1− P[σ(HωΛlL(p)
) ∩ JL,i = 1]
× Eω
[
1− e
−ϕ(Nj(JL,i)L
d−jα(Nj,JL,i (E
ω
ΛlL
(p),i
)−t))
∣∣∣∣EωΛlL (p) ∈ σ(HωΛlL (p)) ∩ JL,i
])
=
∑
p∈PL
ln
(
1−
P[σ(HωΛlL(p)
) ∩ JL,i = 1]
Nj(JL,i)Ld−jα
∫
1− e−ϕ(x)dx
)
= −
(∫
1− e−ϕ(x)dx
)∑
p∈PL
P[σ(HωΛlL(p)
) ∩ JL,i = 1]
Nj(JL,i)Ld−jα

+ o(1).
In above we are using ln(1−z) = −z+O(z2) for small enough z and the fact that P[σ(HωΛlL(p)
)∩
JL,i = 1]
L→∞
−−−−→ 0. The second order term is small follows from the next expression and the
fact that if we have a doubly indexed sequence {{xL,n}1≤n≤L,L∈N of positive numbers such that∑
n xL,n = 1 and maxn xL,n
L→∞
−−−−→ 0, then
∑
n x
2
L,n also converges to zero. Theorem 2.6 also
implies ∣∣∣∣∣∣
EZL [#{E
ω
n ∈ σ(H
ω
L) ∩ JL,i}]
Nj(JL,i)Ld−jα
−
∑
p∈PL
P[σ(HωΛlL(p)
) ∩ JL,i = 1]
Nj(JL,i)Ld−jα
∣∣∣∣∣∣
≤ O
(
Lη1+dµ−(d−jα)(1−β) + Lη
′
2−(d−jα)(1−β)
)
,
which combining with the previous steps gives
E
ω
[∫ 1
0
e−Ξˆ
ω
t,i,L(ϕ)dt
]
L→∞
−−−−→ exp
(∫
(e−ϕ(x) − 1)dx
)
. (4.11)
This completes the proof of the theorem by combining (4.5),(4.6),(4.9),(4.10) and (4.11).
Remark 4.1. The result is weaker than the result proved by Klopp[19], but we have to allow it
because for j large we can have d− jα < 1, hence∑
L>M
E
ω
[∣∣∣∣
∫ 1
0
e−Ξˆ
ω
t,i,L
(ϕ)dt− exp
(∫
(e−ϕ(x) − 1)dx
)∣∣∣∣
]
M→∞
−−−−→ 0.
may not hold, and going to Lp-space also does not help because part of the estimate is done using
probability only.
Since we can choose κ as small as we want, we can make sure that β is as close to 12 . So if
19
d− jα > 2 then above series is summable with right choices of β, and we can show∫ 1
0
e−Ξˆ
ω
t,i,L
(ϕ)dt
L→∞
−−−−→ exp
(∫
(e−ϕ(x) − 1)dx
)
a.e ω.
All other expectations that showed up in the proof can be done with almost everywhere convergence
with a little modifications of the calculations done above.
Proof of Theorem 1.5:
We exploit the idea from Minami[37] to prove the main result. Divide ΛL into N
d
L numbers of
disjoint cubes Cp, (p = 1, 2, · · · , N
d
L) with side length
2L+1
NL
, i.e
ΛL = ⊔pCp with |Cp| =
(
2L+ 1
NL
)d
. (4.12)
Define
∂Cp = {n ∈ Cp : ∃ n
′ ∈ Zd \ Cp such that |n− n
′| = 1}
int(Cp) = {n ∈ Cp : dist(n, ∂Cp) > lL}.
where lL = δ lnL, δ > 0 for large large enough L and NL ≈ (2L + 1)
ǫ, 0 < ǫ < 1. Define the
point process ηωL,p associated to H
ω
Cp
by
ηωL,p,E =
∑
x∈σ(Hω
Cp
)
δLd−α(x−E). (4.13)
Note that the matrices {HωCp}p are statistically independent. the proof follows in two steps:
Step 1: In this step we show that {ξωL} and {
∑
p η
ω
L,p,E} converges to same limit in the sense
of distribution. For this one has to verify:
lim
L→∞
E
ω
{∣∣∣∣e− ∫ fdξωL,E − e−∑p ∫ fdηωL,p,E
∣∣∣∣
}
= 0 for f ∈ Cc(R). (4.14)
The linear combination of the functions φz(x) = Im
1
x−z , z ∈ C
+ are dense in L1(R) (for
more details see [24, Appendix: The Stone-Weierstrass Gavotte]). Finally using |e−x − e−y| ≤
|x− y|, x, y ≥ 0 on (4.14) for φz, one needs to show
lim
L→∞
E
ω
{∣∣∣∣
∫
φzdξ
ω
L,E −
∑
p
∫
φzdη
ω
L,p,E
∣∣∣∣
}
= 0. (4.15)
Since ΛL is the disjoint union of Cp (p = 1, 2, · · · , N
d
L), we have (denote zL = E + L
−(d−α)z)∫
φzdξ
ω
L,E −
∑
p
∫
φzdη
ω
L,p,E =
1
Ld−α
[
Tr
(
ImGΛL(zL)
)
−
∑
p
Tr
(
ImGCp(zL)
)]
(4.16)
=
1
Ld−α
∑
p
∑
n∈Cp
[
ImGΛL(zL;n, n)− ImG
Cp(zL;n, n)
]
.
For z ∈ C+ and n ∈ int(Cp), the resolvent equation give us
GΛL(z;n, n) −GCp(z;n, n) =
∑
(m,k)∈∂Cp
GΛL(z; k, n) GCp(z;n,m),
here (m,k) ∈ ∂Cp means m ∈ ∂Cp, k ∈ Z
d \ Cp with |m− k| = 1. Using the above in (4.16)∣∣∣∣
∫
φzdξ
ω
L,E −
∑
p
∫
φzdη
ω
L,p,E
∣∣∣∣ (4.17)
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≤
1
Ld−α
∑
p
∑
n∈Cp\int(Cp)
[
ImGΛL(zL;n, n) + ImG
Cp(zL;n, n)
]
(4.18)
+
1
Ld−α
∑
p
∑
n∈int(Cp)
∑
(m,k)∈∂Cp
∣∣GΛL(zL; k, n)∣∣∣∣GCp(zL;n,m)∣∣
= AL +BL.
estimating AL and BL as follows
E
ω(AL) ≤
2
Ld−α
∑
p
∑
n∈Cp\int(Cp)
b−1n , (see(2.5)) (4.19)
= O
(
L−(d−α)
(
2L+ 1
NL
)d−1−α
Nd−αL lL
)
,
(
bn = 1 + |n|
α
)
= O
(
NLL
−1lL
)
.
= O
(
L−(1−ǫ)lnL
)
, NL = (2L+ 1)
ǫ, 0 < ǫ < 1.
and
E
ω(BL) ≤
1
Ld−α
∑
p
∑
n∈int(Cp)
∑
(m,k)∈∂Cp
E
ω
[∣∣GΛL(zL; k, n)∣∣s∣∣GΛL(zL; k, n)∣∣(1−s)
∣∣GCp(zL;n,m)∣∣
]
for 0 < s < 1, (4.20)
Since n ∈ int(Cp) and (m,k) ∈ ∂Cp so we have |n− k| > lL. Using exponential decay of eigen-
functions ([22, Theorem 1.2 (i)]) we have factional localization estimate Eω
(∣∣GΛL(zL; k, n)∣∣s) ≤
Ce−r|n−k|, so using it in (4.20) gives
E
ω(BL) ≤
C
Ld−α|ImzL|2−s
NdL
(
2L+ 1
NL
)d(2L+ 1
NL
)d−1
lLe
−rlL .
Using NL = (2L+ 1)
ǫ, 0 < ǫ < 1, lL = δlnL δ > 0 and ImzL = L
−(d−α)z in above to get
E
ω(BL) = O
(
L−δ˜lnL
)
, (4.21)
where δ˜ = rδ − [2d− 1 + (1− s)(d− α) + ǫ(1− d)] > 0 with
δ >
1
r
[2d − 1 + (1− s)(d− α) + ǫ(1− d)].
Concluding (4.15) from (4.17), (4.19) and (4.21).
Remark 4.2. Defining
ξωL,lL,E(·) :=
∑
n∈ΛL\ΛlL
〈δn, EHω
L,ll
(
E + L−(d−α)(·)
)
δn〉 E > a1,
one can follow Step 1 and show that
lim
L→∞
E
ω
(
ξωL,lL,E(I)
)
= lim
L→∞
E
ω
(
ξωL,E(I)
)
, (4.22)
for any bounded interval I.
Step 2: In this step, weak convergence of
Nd
L∑
p=1
ηL,p,E is shown. First we show that the triangular
array
{
ηL,p,E : p = 1, 2, · · · , N
d
L
}
L
is uniformly asymptotically negligible. For this one need to
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show
lim
L→∞
sup
p
P
(
ηωL,p,E(I) ≥ 1
)
= 0 (4.23)
for any bounded interval I (see [16, equation (11.2.2)]). To show
Nd
L∑
p=1
ηL,p,E converges weakly to
Poisson point process we use [16, Theorem 11.2.V]. For that one need to verify:
NdL∑
p=1
P
(
ηωL,p,E(I) ≥ 2
)
= 0, as L→∞ (4.24)
and
NdL∑
p=1
P
(
ηωL,p,E(I) ≥ 1
)
= N ′1(E)|I|, as L→∞. (4.25)
For any bounded interval I.
The condition (4.23) is obtained using Wegner estimate (2.6)
P
(
ηωL,p,E(I) ≥ 1
)
≤ Eω
[
ηωL,p,E(I)
]
= Eω
[
TrEHω
Cp
(
E + L−(d−α)I
)]
≤ π
|I|
Ld−α
∑
n∈Cp
(1 + |n|α)−1
= O
(
L−(d−α)
(
2L+ 1
NL
)d−α)
= O(N
−(d−α)
L )
giving (4.23). Next, note that
P
(
ηωL,p,E(I) ≥ 1
)
= Eω
[
ηωL,p,E(I)
]
−
∑
j≥2
P
(
ηωL,p,E(I) ≥ j
)
. (4.26)
Using Minami estimate (2.7) for second term of above equation,∑
j≥2
P
(
ηωL,p,E(I) ≥ j
)
=
∑
j≥2
(j − 1)P
(
ηωL,p,E(I) = j
)
(4.27)
≤
∑
j≥2
j(j − 1)P
(
ηωL,p,E(I) = j
)
= Eω
[
ηωL,p,E(I)
(
ηωL,p,E(I)− 1
)]
= Eω
[
TrEHω
Cp
(
E + L−(d−α)I
){
TrEHω
Cp
(
E + L−(d−α)I
)
− 1
}]
=
( ∑
n∈Cp
(1 + |n|α)−1
|I|
Ld−α
)2
(using (2.7))
= O
(((
2L+ 1
NL
)d−α
L−(d−α)
)2)
= O
(
N
−2(d−α)
L
)
.
Hence ∑
p
∑
j≥2
P
(
ηωL,p,E(I) ≥ j
)
= O
(
N
−(d−α)
L
)
. (4.28)
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(4.24) follows from this. To get (4.25), Remark 3.3 and Remark 4.2 is used
lim
L→∞
∑
p
E
ω
[
ηωL,p,E(I)
]
= lim
L→∞
E
ω
[
ξωL,E(I)
]
(4.29)
= lim
L→∞
E
ω
(
ξωL,lL,E
)
, (using (4.22))
= lim
L→∞
Ld−α
∫
E+L−(d−α)I
N
′
L,lL
(x)dx
= lim
L→∞
∫
I
N
′
L,lL
(
E + L−(d−α)y
)
dy = N ′1(E)|I|, (using (3.6)).
Using (4.28) and (4.29) in (4.26) we get (4.25) completing the proof.
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