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ASYMPTOTIC BEHAVIOR OF TYPE III MEAN CURVATURE
FLOW ON NONCOMPACT HYPERSURFACES
LIANG CHENG, NATASA SESUM
Abstract. In this paper, we introduce the monotonicity formulas for the
mean curvature flow which are related to self-expanders. Then we use
the monotonicity to study the asymptotic behavior of Type III mean cur-
vature flow on noncompact hypersurfaces.
1. introduction
Let x0 : Mn → Rn+1 be a complete immersed hypersurface. Consider the
mean curvature flow
∂x
∂t
= ~H, (1.1)
with the initial data x0, where ~H = −Hν is the mean curvature vector and
ν is the outer unit normal vector. One of the main topics of interest in the
study of mean curvature flow (1.1) is that of singularity formation. Since
mean curvature flow always blows up at finite time on closed hypersurfaces,
the singularity formation of the mean curvature flow (1.1) on closed hyper-
surfaces at the first singular time is described by Huisken [6] as follows.
Let x(·, t) be the solution to the mean curvature flow (1.1). Let A(·, t) be
the second fundamental form of x(·, t). The solution to mean curvature flow
(1.1) on closed hypersurfaces which blows up at finite time T forms a
(1) Type I singularity if sup
M×[0,T )
(T − t)|A|2 < ∞,
(2) Type II singularity if sup
M×[0,T )
(T − t)|A|2 = ∞.
For noncompact hypersurfaces, solution to the mean curvature flow may
exist for all times. In [4], Ecker and Huisken showed that the mean cur-
vature flow on locally Lipschitz continuous entire graph in Rn+1 exists for
all time. In this paper, we study the asymptotic behavior of Type III mean
curvature flow for which we have a long time existence by definition. In
[6] Hamilton defined the Type III Ricci flow as the flow which has a long
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time existence and such that supt∈(0,∞) t‖Rm(gt)‖ < ∞, where ‖Rm(gt)‖ is the
norm of the Riemannian curvature of metric gt. Analogous to the Ricci flow
we have the following definition for the mean curvature flow.
Definition 1.1. We say the solution x(·, t) to the mean curvature flow (1.1)
on noncompact hypersurfaces which exists for all time forms a Type III
singularity if sup
M×[0,+∞)
t|A|2 < ∞.
Typical examples of Type III mean curvature flow are evolving entire graphs
satisfying the linear growth condition, or equivalently the entire graphs hav-
ing the bounded gradient, which in particular implies
V := 〈ν,w〉−1 ≤ c, (1.2)
where ν is the unit normal vector of the graph and w is a fixed unit vector
such that 〈ν,w〉 > 0. Ecker and Huisken showed that the mean curvature
flow on entire graphs satisfying the linear growth condition is Type III (see
Corollary 4.4 in [3]). Bobe [1] has also related results for the cylindrical
graphs.
Huisken [6] introduced his entropy which becomes one of the most pow-
erful tools in studying the mean curvature flow. Recall the Huisken’s en-
tropy is defined as the integral of backward heat kernel:∫
M
(4π(T − t))− n2 e− |x|
2
4(T−t) dµt. (1.3)
Huisken proved his entropy (1.3) is monotone non-increasing in t under the
mean curvature flow (1.1). By using this monotonicity formula, Huisken
also showed that Type I singularities of mean curvature flow are smooth
asymptotically like shrinking self-shinkers, characterized by the equation
~H = −x⊥, (1.4)
where x⊥ = 〈x, ν〉ν. By using the Hamilton’s Harnack estimate for the mean
curvature flow [9], Huisken and Sinestrari ([7], [8]) proved suitable rescaled
sequence of the n-dimensional compact Type II mean curvature flow with
positive mean curvature converges to a translating soliton Rn−k × Σk, where
Σk is strictly convex.
In this paper, we study the singularity formation of the Type III mean
curvature flow. For the entire graphs satisfying the linear growth condition
(1.2) and in addition the estimate
〈x0, ν〉2 ≤ c(1 + |x0|2)1−δ (1.5)
at time t = 0, where c < ∞ and δ > 0, Ecker and Huisken [3] proved the
solution to the normalized mean curvature flow
∂x
∂s
=
~H − x (1.6)
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with initial data x0 converges as s → ∞ to a self-expander. More pre-
cisely, in the case of entire graphs satisfying conditions (1.2) and (1.5), they
showed the following strong estimate
sup
x(M,s)
|~H + x⊥s |2V
2
(1 + α|xs|2)1−ǫ ≤ e
−βs sup
x0(M)
|~H + x⊥0 |2V
2
(1 + α|x0|2)1−ǫ , (1.7)
for all ǫ < δ by applying the maximum principle under the flow (1.6), where
V = 〈ν,w〉−1, ν is the unit normal vector of the graph and w is a fixed unit
vector such that 〈ν,w〉 > 0. In particular, this implies exponentially fast
convergence on compact subsets.
In order to study the singularity formation of Type III mean curvature
flow, we introduce some monotonicity formulas which are related to self-
expanders. We remark that there is a dual version of Huisken’s entropy due
to Ilmannen [13]:
d
dt
∫
M
ρdµt = −
∫
M
|~H − x
⊥
2t + 1
|2ρdµt (1.8)
where ρ = (t + 12)−
n
2 e
|x|2
4(t+ 12 ) and where the surfaces evolve by the mean curva-
ture flow (1.1). Unfortunately, the monotonicity formula (1.8) only makes
sense on closed hypersurfaces. Note that the density term ρdµt is not point-
wise monotone under the mean curvature flow (1.1). Actually, we can cal-
culate that
∂
∂t
ρdµt = −|~H − x
⊥
2t + 1
|2ρdµt −
 n2t + 1 + < x,
~H >
2t + 1
+
|xT |2
(2t + 1)2
 ρdµt.
If we could integrate above formula (which is for example the case when
we are on compact surfaces), we would have found the second term on the
right hand side is zero by the divergence theorem.
In this paper, we find that ρdµt is monotone non-increasing under the
following flow, which we call the drifting mean curvature flow,
∂x
∂t
= ~H +
xT
2t + 1
. (1.9)
It turns out the drifting mean curvature flow (1.9) is equivalent to mean
curvature flow (1.1) up to tangent diffeomorphisms. We have the following
result.
Theorem 1.2. Let x(·, t) be the solution to the drifting mean curvature flow
(1.9) with the initial data x0 : M → Rn+1 being an immersed hypersurface.
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Set ρ = (t + 12)−
n
2 e
|x|2
4(t+ 12 ) . We have
∂
∂t
ρdµt = −|~H −
x⊥
2t + 1
|2ρdµt. (1.10)
Rescale the flow (1.9) as
x˜(·, s) = 1√
2t + 1
x(·, t), (1.11)
where s is given by s = 12 log(2t + 1). The normalized drifting mean curva-
ture flow then becomes
∂x˜
∂s
=
~˜H − x˜⊥, s ≥ 0. (1.12)
Moreover, (t+ 12)−
n
2 e
|x|2
4(t+ 12 ) dµt becomes e
1
2 |˜x|2dµ˜s under this rescaling. Note the
stationary solutions to the normalized drifting mean curvature flow (1.12)
are exactly self-expanders which are characterized by the equation
~H = x⊥. (1.13)
That is why we consider the normalized drifting mean curvature flow (1.12).
An immediate corollary of Theorem 1.2 is the following monotonicity prop-
erty for the normalized drifting mean curvature flow.
Corollary 1.3. Let x˜(·, s) be the solution to the normalized drifting mean
curvature flow (1.12) with the initial data x0 : M → Rn+1 being an immersed
hypersurface. Set ρ˜ = e 12 |˜x|2 . We have
∂
∂s
(˜ρdµ˜s) = −| ~˜H − x˜⊥|2ρ˜dµ˜s. (1.14)
Next we introduce a global monotonicity formula for the normalized
drifting mean curvature flow (1.12). The idea is the following: since ∂
∂s
(˜ρdµ˜s) ≤
0 pointwise, we can choose a time-independent positive function f0 such
that
∫
M ρ˜ f0dµ˜s is finite at s = 0, and therefore
∫
M ρ˜ f0dµ˜s is finite for all
s ≥ 0 since ρ˜ f0dµ˜s is monotone nonincreasing.
Theorem 1.4. Let x˜(·, s) be the solution to the normalized drifting mean
curvature flow (1.12) with the initial data x0 : M → Rn+1 being an immersed
hypersurface. Assume that ∫M e− 12 |x0 |2dµ0 = C0 < ∞. Then∫
M
e
1
2 |˜x|2−|x0 |2dµ˜s ≤ C0, for all s ≥ 0, (1.15)
where the term e 12 |˜x|2−|x0 |2dµ˜s means e
1
2 |˜x|2(p,s)−|x0(p)|2dµ˜s(p) for p ∈ M and∫ ∞
0
∫
M
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜s ≤ C0. (1.16)
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Moreover, we have the following monotonicity formula
d
ds
∫
M
e
1
2 |˜x|2−|x0 |2dµ˜s = −
∫
M
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜s. (1.17)
The theorem also holds when we replace the term e−|x0 |2 in (1.15)-(1.17) by
a time-independent positive function f0 satisfying∫
M
e
1
2 |x0 |2 f0dµ0 < ∞. (1.18)
We remark that the motivation for such monotonicity formulas originates
from Perelman’s work on the Ricci flow [15]. Perelman [15] introduced
the reduced volume
∫
M τ
− n2 e−l(y,τ)dvol(y) which is monotone non-increasing
under the backward Ricci flow, where l(y, τ) is the reduced length. However
the density term τ− n2 e−l(y,τ)dvol(y) is not pointwise monotone non-increasing
quantity under the backward Ricci flow. Perelman showed that the density
term is monotone non-increasing under the backward Ricci flow along the
L-geodesic.
Feldman, Ilmanen, Ni [5] also observed that there is a dual version of
Perelman’s reduced entropy related to the Ricci flow expanders and defined
by
∫
M t
− n2 el+(y,t)dvol(y), along the forward Ricci flow. It only makes sense
on closed manifolds. The first author and Zhu [2] observed the density
term t−
n
2 el+(γV (t),t)L+JV(t)dVn is pointwise monotone non-increasing along
the L+-geodesics under the forward Ricci flow in the similar way as in [15].
Hence one can add the weight and get that∫
Tx Mn
t−
n
2 el+(γV (t),t)L+JV(t)e−2|V |
2
g(0)dxg(0)(V),
is well-defined on noncompact manifolds and monotone non-increasing un-
der the forward Ricci flow (see [2]).
As an immediate application of Theorem 1.4, using (1.16), we have the
following result.
Corollary 1.5. Let x˜(·, s) be the normalized drifting mean curvature flow
that exists for s ∈ [0,∞), with initial data x0 : M → Rn+1 being an im-
mersed hypersurface and satisfying ∫M e− 12 |x0 |2dµ0 = C0 < ∞. Then the
normalized drifting mean curvature flow (1.12) asymptotically looks like
the self-expander as time approaches infinity in the sense
lim
τ,t→∞
∫ t
τ
∫
M
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜s ds = 0.
There exists a sequence of times si → ∞ such that
lim
i→∞
∫
M
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜si = 0,
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where x˜ stands for x˜(·, si).
Remark 1.6. If the mean curvature flow (1.1) exists for all times, then the
corresponding normalized drifting mean curvature flow (1.12) also exists
for all times. Since the normalized drifting mean curvature flow (1.12) is
equivalent to the mean curvature flow (1.1) up to tangent diffeomorphisms
and rescaling given by 1.11, we can view Corollary1.5 giving us the asymp-
totic behavior at infinite time for the mean curvature flow in the distribution
sense.
Next we use the monotonicity formula (1.17) to study the asymptotic
behavior of Type III mean curvature flow. We first have the following.
Theorem 1.7. Let x(·, t) : M → Rn+1 be the Type III solution to the mean
curvature flow (1.1) with initial data x0 : M → Rn+1 being a complete im-
mersed hypersurface and satisfying ∫M e− 12 |x0 |2dµ0 < ∞. Assume that x˜(·, s)
is the corresponding normalized drifting mean curvature flow (1.12) for
x(·, t). Denote by B(q,R) the ball in Rn+1 for some q ∈ Rn+1 and R > 0. If
there exists an sN > 0 such that x˜(M, s) ∩ B(q,R) , ∅ for s > sN and
|x0(p)| ≤ CR (1.19)
for any p such that x˜(p, s) ∈ B(q,R), where CR is a constant dependent on
R and independent of time s, then x˜(M, s) ∩ B(q,R) subconverges smoothly
to the self-expander in B(q,R).
Remark 1.8. (1) Let Ns(q,R) = x˜−1(x˜(M, s) ∩ B(q,R)). Note that con-
dition (1.19) is needed when using the monotonicity formula (1.4)
since the weighted term e−|x0 |2 may go to zero in Ns(q,R) (see the
proof of Theorem 1.7).
(2) In view of (1.18) and the proof of Theorem 1.7, we can see that
Theorem 1.7 still holds if the condition (1.19) is generalized by
f0(p) ≥ c0(R) > 0 (1.20)
for p ∈ Ns(q,R), where f0 satisfies (1.18) in Theorem 1.4 and c0(R)
is constant dependent on R and independent of time.
(3) The condition (1.19) or (1.20) can not be removed due to an example
by Huisken and Ecker ([3]) (see Remark 3.1).
We will show there exists an R0 such that x˜(·, s) ∩ B(o,R0) , ∅ for s
sufficiently large. As an immediate corollary of this fact and Theorem 1.7,
we have the following.
Corollary 1.9. Let x(·, t) and x˜(·, s) be as in Theorem 1.7. Then if for any
R > 0 we have
|x0(p)| ≤ CR, (1.21)
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for any p such that x˜(p, s) ∈ B(o,R), where CR is a constant dependent
of R and independent of time s, then x˜(M, s) subconverges smoothly to the
limiting self-expander.
Next we give an application of Theorem 1.7 in which given conditions
depend only on the initial time. It turns out that they imply condition (1.21).
Theorem 1.10. Let x(·, t) : M → Rn+1 be Type III solution to the mean
curvature flow (1.1) with initial data x0 : M → Rn+1 being a complete
immersed hypersurface satisfying
∫
M e
− 12 |x0 |2dµ0 < ∞ and
µH ≥ −〈x0 − q0, ν〉 ≥ 0 (1.22)
for some positive constant µ and a fixed vector q0 at the initial time. Then
its corresponding normalized drifting mean curvature flow (1.12) subcon-
verges smoothly to the limiting self-expander.
Remark 1.11. (1) The two-sheeted hyperboloid of revolution is an ex-
ample satisfying Theorem 1.10. We write the two-sheeted hyper-
boloid of revolution as x0(u, v) = (a
√
u2 − 1 cos v, a
√
u2 − 1 sin v, cu),
a > 0, c > 0 and |u| ≥ 1. Then the unit normal vector field
ν = ∂vx0 × ∂ux0 = (c
√
u2 − 1 cos v, c
√
u2 − 1 sin v,−au)√
(a2 + c2)u2 − c2
,
the mean curvature
H =
c[c2(u2 − 1) + a2(u2 + 1)]
a[(a2 + c2)u2 − c2] 32
,
and
< x0, ν >= −
ac√
(a2 + c2)u2 − c2
.
It easy see that the condition (1.22) is satisfied for p = 0 and µ large
enough. Since each component of the two-sheeted hyperboloid of
revolution x0(u, v) is the entire graph satisfying the linear growth
condition (1.2), the mean curvature flow on x0(u, v) must be Type
III by the result of Ecker and Huisken. Then by Theorem 1.10, the
normalized drifting mean curvature flow (1.12) of the two-sheeted
hyperboloid of revolution subconverges smoothly to the limiting
self-expander. Note that |〈x0, ν〉| ≤ C, implying condition (1.5), and
hence the convergence of Ms towards the limiting self-expander was
also confirmed by Ecker and Huisken in [3].
(2) If we assume that the Type III mean curvature flow only has positive
mean curvature, one may not have the convergence towards a self-
expander (see Example 3.4).
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We also give another proof of Theorem 1.10. This proof is based on
following observation: Let x(·, t) : M → Rn+1 be solution to the mean
curvature flow (1.1) satisfying
µH ≥ −〈x0 − q0, ν〉 ≥ 0
for some positive constant µ and a fixed vector q0 at the initial time. Rescale
the flow
xµ(·, t) = µ− 12 (x(·, µt) − q0). (1.23)
Let x˜µ(, s) be the corresponding normalized drifting mean curvature flow of
xµ(·, t). Then
∫
M e
− 12 |˜xµ |2dµ˜s is monotone nonincreasing. On the other hand,
we also observe that if the solution to the mean curvature flow (1.1) has
the initial data x0 satisfying −〈x0 − q0, ν〉 ≥ µH ≥ 0, then
∫
M e
− 12 |˜xµ |2dµ˜s is
monotone nondecreasing.
Theorem 1.12. Let x(·, t) : M → Rn+1 be the Type III solution to the mean
curvature flow (1.1) with initial data x0 : M → Rn+1 being a complete
immersed hypersurface satisfying ∫M e− 12 |x0 |2dµ0 < ∞ and
−〈x0 − q0, ν〉 ≥ µH ≥ 0
for some positive constant µ and a fixed vector q0 at the initial time. Let
x˜(, s) be the corresponding normalized drifting mean curvature flow of xµ(·, t)
defined in (1.23). Then ∫M e− 12 |˜xµ |2dµ˜s is monotone nondecreasing in s. If
lim
s→+∞
∫
M
e−
1
2 |˜xµ |2dµ˜s < ∞,
then its corresponding normalized drifting mean curvature flow (1.12) sub-
converges smoothly to the limiting self-expander. In particular, if
vol(M˜s ∩ B(o,R)) ≤ CRm,
for some m > 0, then lim
s→+∞
∫
M e
− 12 |˜xµ |2dµ˜s ≤ C and the result above holds.
Recall that Ecker and Huisken ([3]) proved that the normalized mean
curvature flow of entire graphs satisfying the linear growth condition (1.2)
and the estimate
〈x0, ν〉2 ≤ c(1 + |x0|2)1−δ (1.24)
at time t = 0, where c < ∞ and δ > 0, converges to the self-expander.
There exists an example showing that the normalized mean curvature flow
of entire graphs satisfying only the linear growth condition (1.2) and failing
to satisfy (1.24) may not subconverge to a self-expander even if it has the
positive mean curvature (see Example 3.4). As the application to Theorem
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Corollary 1.13. Let x0 be the entire graph which has the nonnegative mean
curvature and satisfies the linear growth condition (1.2). Moreover, assume
there exists a fixed vector q0 such that 〈x0−q0, ν〉 ≤ C, where C is a positive
constant. Then normalized drifting mean curvature flow (1.12) with initial
data x0 subconverges to the limiting self-expander.
The structure of this paper is as follows. In section 2 we give proofs of
Theorem 1.2, Corollary 1.3, Theorem 1.4 and Corollary 1.5. In section 3
we give the proofs of Theorem 1.7 and Theorem 1.9. In section 4 we give
the proof of Theorem 1.10, Theorem 1.12 and Corollary 1.13.
2. Monotonicity formulas
Recall that the drifting mean curvature flow (1.9) is equivalent to (1.1) up
to tangent diffeomorphisms defined by xT2t+1 . Indeed, let x solve
∂
∂t x = −Hν
and let φt = φ(·, t) be a family of diffeomorphisms on M satisfying
2Dq
 x
t + 12
(φ(p, t), t

(
∂φ
∂t
(p, t)
)
=
 ∂
∂t
 x
t + 12
 (φ(p, t), t)
T ,
implying
Dqx(φ(p, t), t)
(
∂φ
∂t
(p, t)
)
=
x(φ(p, t), t)T
2t + 1
.
Define y(p, t) = x(φ(p, t), t). Then y(p, t) solves the drifting mean curvature
flow equation,
∂
∂t
y =
∂
∂t
x + Dqx(φ(p, t), t)
(
∂
∂t
φ(p, t)
)
= −Hν + y
T
2t + 1
Similarly, one can easily see that reparametrizing drifting mean curvature
flow (1.12) by diffeomorphisms leads to the normalized mean curvature
flow (1.6).
Proof of Theorem 1.2. Under the drifting mean curvature flow (1.9), we
have
∂
∂t
gi j = 2∂i(~H + x
T
2t + 1
)∂ jx
= −2Hhi j +
1
t + 12
∂i(x − x⊥)∂ jx
= −2Hhi j + 1
t + 12
gi j +
1
t + 12
x⊥∂i∂ jx
= −2Hhi j +
1
t + 12
gi j −
1
t + 12
〈x, ν〉hi j, (2.1)
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where we use x⊥ =< x, ν > ν and hi j = −ν · ∂i∂ jx. It follows that
∂
∂t
dµt = (−|~H|2 + n2t + 1 +
1
2t + 1
〈x⊥, ~H〉)dµt. (2.2)
Recall that ρ = (t + 12)−n/2 e
|x|2
4(t+ 12 ) . By (2.1) and (2.2), we get that
∂
∂t
ρdµt = (− n2t + 1 −
|x|2
(2t + 1)2 +
〈x, ∂
∂t x〉
2t + 1
)ρdµt + ρ ∂
∂t
dµt
= −|~H − x
⊥
2t + 1
|2ρdµt.

Proof of Corollary 1.3. Using the scaling x˜(·, s) = x(·,t)√
2t+1
along with s =
1
2 log(2t + 1), and Theorem 1.2, we get
∂
∂s
ρ˜dµ˜s =
∂
∂t
(
e
|x|2
4(t+ 12 )
dµt
(2t + 1) n2
)
dt
ds
= −(2t + 1) |~H − x
⊥
2t + 1
|2 ρ (dµt2− n2 )
= −| ~˜H − x˜⊥|2ρ˜dµ˜s

Next we give the proof of Theorem 1.4 whose immediate consequence is
Corollary 1.5.
Proof of Theorem 1.4. Since the weighted term e−|x0 |2 is independent of time,
we have
∂
∂s
e
1
2 |˜x|2−|x0 |2dµ˜s = −| ~˜H − x˜⊥|2e
1
2 |˜x|2−|x0 |2dµ˜s.
Integrate above over compact domain Ω in M, we get
d
ds
∫
Ω
e
1
2 |˜x|2−|x0 |2dµ˜s = −
∫
Ω
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜s ≤ 0. (2.3)
Then ∫
Ω
e
1
2 (|˜x|2−2|x0 |2)dµ˜s ≤
∫
Ω
e−
1
2 |x0 |2dµ0. (2.4)
Taking Ω → M, we conclude that (1.15) holds. Integrate (2.3) over time
interval [0, s], we get∫
Ω
e−
1
2 |x0 |2dµ0 −
∫
Ω
e
1
2 |˜x|2−|x0 |2dµ˜s =
∫ s
0
∫
Ω
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜s. (2.5)
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Then we have∫ s
0
∫
Ω
| ~˜H − x˜⊥|2e 12 |˜x|2−|x0 |2dµ˜s ≤
∫
Ω
e−
1
2 |x0 |2dµ0 ≤ C0. (2.6)
Taking Ω → M in (2.5) and (2.6), we conclude that (1.16) and (1.17) hold.
Then Corollary 1.5 follows from (1.16) and (1.17) directly. 
3. Convergence to an expander
In this section we present the proofs of Theorem 1.7 and Corollary 1.9.
They give us sufficient conditions under which we have that the rescaled
Type III mean curvature flow converges to an expander.
Proof of Theorem 1.7. Let Ns(q,R) = x˜−1(x˜(M, s) ∩ B(q,R)). Using |x˜0|2 ≤
C2R on Ns(q,R) and Corollary 1.3 we have
Hn(x˜(M, s) ∩ B(q,R)) =
∫
M
χ(Ns(q,R))dµ˜s
≤
∫
M
χ(Ns(q,R))eC2R+ 12 (|˜x|2−2|x0 |2)dµ˜s
≤
∫
M
χ(Ns(q,R))eC2R− 12 |x0 |2dµ0
≤ eC2RC0,
for s > sN .
Since the drifting mean curvature flow (1.9) only differs from (1.1) by the
tangent diffeomorphisms, the drifting mean curvature flow (1.9) is also Type
III. By rescaling (1.11) we have |A˜(·, s)| ≤ C for 0 < s < +∞, where A˜(·, s)
is the second fundamental form of immersion x˜(·, s). Moreover, we also
have |∇˜mA˜(·, s)| ≤ C(m) by Ecker and Huisken’s derivative estimates for the
mean curvature flow (see [4]). Moreover, x˜(M, s)∩B(q,R) , ∅ for s > sN by
the assumption. Therefore, by the result of Langer ([14]) we conclude that
x˜(M, si) ∩ B(q,R) (under reparametrization), subconverges smoothly along
sequences si → ∞ to a limiting immersion x˜∞ in B(q,R). We have∫
M
e
1
2 (|˜x|2−|˜x0 |2) dµ˜t −
∫
M
e
1
2 (|˜x|2−|˜x0 |2) dµ˜s
= −
∫ t
s
∫
M
e
1
2 (|˜x|2−|˜x0 |2)| ~˜H − x˜⊥|2dµ˜τ dτ.
Since
∫
M e
1
2 (|˜x|2−|˜x0 |2) dµ˜t is uniformly bounded and decreasing function in t,
there exists a finite limt→∞
∫
M e
1
2 (|˜x|2−|˜x0 |2) dµ˜t implying that
lim
s→∞
∫ ∞
s
∫
M
e
1
2 (|˜x|2−|˜x0 |2) | ~˜H − x˜⊥|2 dµ˜τ dτ = 0.
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Using that |x˜0(p)| ≤ CR in Ns(q,R) for all s sufficiently big we get
0 = lim
s→∞
∫ ∞
s
∫
M
e
1
2 (|˜x|2−|˜x0 |2) | ~˜H − x˜⊥|2 dµ˜τ dτ
≥ e−C2R
∫ ∞
s
∫
Ns(q,R)
e
1
2 |˜x|2 | ~˜H − x˜⊥|2 dµ˜τ dτ.
= e−C
2
R
∫ ∞
s
∫
x˜(M,s)∩B(q,R)
e
1
2 |˜x|2 | ~˜H − x˜⊥|2 dµ˜τ dτ. (3.1)
Recall that for every sequence si → ∞, there exists a subsequence so that
hypersurfaces x˜(M, s) ∩ B(q,R) converge uniformly on compact sets to a
limiting hypersurface in B(q,R) which is defined by an immersion x˜∞. Es-
timate (3.1) implies x˜∞ satisfies ~˜H∞ = x˜⊥∞ in B(q,R). 
Proof of Corollary 1.9. Let x(·, t) : M → Rn+1 be a Type III solution to
the mean curvature flow (1.1) with sup
M×[0,∞)
t|A|2 = C < ∞ and let x˜(·, s)
be its corresponding normalized mean curvature flow. By Theorem 1.7,
we only need to prove there exists R0 such that x˜(M, s) ∩ B(o,R0) , ∅
for s sufficiently large. Let x(·, s) be the solution to the normalized mean
curvature flow
∂x
∂s
=
~H − x, (3.2)
with the initial data x0. Then we have
∂
∂s
|x|2 = 2〈~H, x〉 − 2|x|2. (3.3)
Since the mean curvature flow is Type III and the normalized mean curva-
ture flow (3.2) is obtained by
x(·, s) = 1√
2t + 1
x(·, t), (3.4)
where s is given by s = 12 log(2t + 1). Then |
~H| ≤ C(n) for [0,+∞). It
follows from (3.3) that
|x|(p, s) ≤ e−s|x0|(p) + C(n)(1 − e−s).
Hence x(M, s) ∩ B(o,C(n) + 1) , ∅ for s sufficiently large. Since x¯(M, s) ∩
B(o,C(n) + 1) , ∅ and since the normalized drifting mean curvature flow
(1.12) differs from the normalized mean curvature flow (1.6) only by the
tangent diffeomorphisms, (implying x˜(M, s) = x(M, s)), we have that x˜(M, s)∩
B(o,C(n) + 1) , ∅ for s sufficiently large. By Theorem 1.7, we conclude
x˜(M, s) ∩ B(o,R) subconverges to the limiting self-expander in B(o,R) for
all R ≥ C(n) + 1. 
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Remark 3.1. In [3], Ecker and Huisken proved the following proposition
showing that the normalized mean curvature flow (1.6) on entire graphs
satisfying the linear growth condition (1.2) can not subconverge to a self-
expander if the condition (1.5) fails.
Proposition 3.2 ([3]). Let x : M → Rn+1 be the entire graph solution to
the normalized mean curvature flow (1.6) whose initial data x0 satisfies the
linear growth condition (1.5) and |∇mA0| ≤ c(m)(1 + |x|2)−m−1 for m = 0, 1,
where A0 is the second fundamental form of x0. Suppose there exists a
sequence of points pk such that |x0(pk)| → ∞ and 〈x0(pk), ν〉2 = γ|x0(pk)|2
for some γ > 0. Then there exists a sequence of times sk → ∞ for which
c1 ≤ |x(pk, sk)| ≤ c2 and (H + 〈x, ν〉)(pk, sk) has a uniform positive lower
bound.
They also gave the following explicit example which satisfies the condi-
tions of Proposition 3.2.
Example 3.3. The graph
u0(xˆ) = u0(|xˆ|) =
{ |xˆ| sin log |xˆ|, |xˆ| ≥ 1;
smooth, |xˆ| ≤ 1, (3.5)
where xˆ is the coordinate on R2 satisfies conditions of Proposition 3.2.
It follows from Proposition 3.2 that x(M, s) ∩ B(o, c2) can not converge
to the self-expander in the case of Example 3.3, where c2 is the same as in
Proposition 3.2. Since the normalized drifting mean curvature flow (1.12)
only differs from normalized mean curvature flow (1.6) by tangent diffeo-
morphisms, it follows that x˜(M, s) ∩ B(o, c2) can not converge to the self-
expander in the case of Example 3.3, where x˜(·, s) is the corresponding so-
lution to the normalized drifting flow (1.12). By Theorem 1.7 and Remark
1.8, we know that the conditions (1.19) and (1.20) must fail in this case.
Next we give an example which shows that one may not have that the
asymptotic limit of Type III mean curvature is the self-expander even if the
initial data x0 is an entire graph satisfying the linear growth condition (1.2)
and having the positive mean curvature.
Example 3.4. Let x0(r, θ) = (r cos θ, r sin θ, f (r)) be a surface of revolution.
We calculate that the first fundamental form
g = (1 + f ′(r)2)dr2 + r2dθ2,
the second fundamental form
h = f
′′(r)√
1 + f ′(r)2
dr2 + r f
′(r)√
1 + f ′(r)2
dθ2,
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mean curvature H = f
′(r)(1+ f ′(r)2)+r f ′′(r)
r(1+ f ′(r)2) 32
, ν = ( f
′(r) sin θ, f ′(r) cos θ,−1)√
1+ f ′(r)2
, and
< x0, ν >=
f ′(r)r − f (r)√
1 + f ′(r)2
.
Here we choose
f (r) =
{
r sin log r + 6r, r ≥ 1;
smooth and f ′(r) ≥ 0, f ′′(r) ≥ 0, r ≤ 1, (3.6)
Such f (r) exists since f ′(1) = 7 and f ′′(1) = 1. It is easy to check that f (r)
satisfies | f ′(r)| ≤ C, |r f ′′(r)| ≤ C, |r2 f ′′′(r)| ≤ C and | f ′(rk)rk − f (rk)| = γrk
for some sequence rk → +∞ and a constant γ > 0. Then it easily follows
the surface x0 satisfies the conditions of Proposition 3.2 and that H > 0.
4. More on the convergence to an expander
In this section we give the proofs of Theorem 1.10, Theorem 1.12 and
Corollary 1.13 where we impose conditions on the initial data and then
show that condition (1.19) is satisfied, so that the conclusion of Theorem
(1.7) still holds.
We will need to apply the maximum principle for complete noncompact
one parameter family of hypersurfaces that has been proved for example in
[4]. We state this maximum principle result below for the convenience of a
reader.
Theorem 4.1 (Maximum principle for complete manifolds in [4]). Suppose
that the manifold Mn with Riemannian metrics g(·, t) satisfies a uniform
volume growth restriction, namely
volt(Bg(t)(p, r)) ≤ ek(1+r2), (4.1)
holds for some point p ∈ Mn and a uniform constant k > 0 for all t ∈ [0, T ],
where Bg(t)(p, r) is the intrinsic ball on Mn. Let f be a function on Mn×[0, T ]
which is smooth on Mn × (0, T ] and continuous on Mn × [0, T ]. Assume that
f and g(t) satisfy
(i) ∂
∂t f ≤ ∆t f +a ·∇ f +b f where the function b satisfies supMn×[0,T ] |b| ≤
α0 for some α0 < ∞ and the vector a satisfies supMn×[0,T ] |a| ≤ α1 for
some α1 < ∞,
(ii) f (p, 0) ≤ 0 for all p ∈ Mn,
(iii)
∫ T
0
∫
M e
−α22distt(p,y)2 |∇ f |2(y, t) dµt dt < ∞, for some α1 < ∞,
(iv) supMn×[0,T ]
∣∣∣ ∂
∂t gi j
∣∣∣ ≤ α3, for some α3 < ∞.
Then we have f ≤ 0 on Mn × [0, T ].
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Remark 4.2. In the case the second fundamental form is at each time slice
uniformly bounded in space, since RicMt ≥ −2|A|2 ≥ −C, for t ∈ [0, T ]
(where C may depend on T ), the uniform volume growth condition (4.1)
of Theorem 4.1 holds for t ∈ [0, T ]. Hence, we can apply the maximum
principle for complete hypersurfaces moving by the mean curvature flow,
such that the second fundamental form is bounded at each time slice and
such that (i)-(iv) of Theorem 4.1 hold.
Before presenting the proof of Theorem 1.10 we need the following
lemma.
Lemma 4.3. Let x˜(·, s) be the solution to the normalized drifting mean cur-
vature flow (1.12) with the second fundamental form bounded at each time
slice. Assume the initial data x0 : M → Rn+1 is a complete immersed hy-
persurface satisfying H + 〈x0, ν〉 ≥ 0 (resp. H + 〈x0, ν〉 ≤ 0) at s = 0. Then
H˜ + 〈x˜, ν˜〉 ≥ 0 (resp.H˜ + 〈x˜, ν˜〉 ≤ 0) for all s ≥ 0. Moreover, if H ≥ 0 and
〈x0, ν〉 ≤ 0 at initial time, then H˜ ≥ 0 and 〈x˜, ν˜〉 ≤ 0 for all s ≥ 0.
Proof. Let x(·, s) be the solution to the normalized mean curvature flow
(3.2) with the initial data x0. It follows from Lemma 5.5 in [3] that
( ∂
∂s
− ∆)H = |A|2H + H, (4.2)
( ∂
∂s
− ∆)〈x, ν〉 = |A|2〈x, ν〉 − 2H − 〈x, ν〉, (4.3)
( ∂
∂s
− ∆)(H + 〈x, ν〉) = (|A|2 − 1)(H + 〈x, ν〉), (4.4)
where A(·, s) is the seconded fundamental form of x(·, s). By Remark 4.2
and the maximum principle for noncompact manifolds (Theorem 4.1), we
have H + 〈x, ν〉 ≥ 0 (resp.H + 〈x, ν〉 ≤ 0) for all s ≥ 0 if H + 〈x0, ν〉 ≥ 0
(resp. H+〈x0, ν〉 ≤ 0) at s = 0. Moreover, H ≥ 0 and 〈x, ν〉 ≤ 0 for all s ≥ 0
if H ≥ 0 and 〈x0, ν〉 ≤ 0 at initial time. Since the normalized drifting flow
(1.12) only differs from (3.2) by the tangent diffeomorphisms, we conclude
that Lemma 4.3 holds. 
Proof of Theorem 1.10. The rescaled solution to the mean curvature flow
xµ(·, t) := µ− 12 (x(·, µt) − q0) is also the Type III solution, with the initial
data µ− 12 (x0 − q0) satisfying 〈xµ(·, 0), ν〉 = 〈µ− 12 (x0 − q0), ν〉 ≤ 0, by the
assumptions in Theorem 1.10. Moreover,
Hµ(·, 0) + 〈xµ(·, 0), ν〉 = µ− 12 (H(·, 0) + 〈x0 − q0, ν〉) ≥ 0.
Let x˜(·, s) and x˜µ(·, s) be the corresponding normalized drifting mean cur-
vature flow for x(·, t) and xµ(·, t) respectively. It is easy to see that x˜µ(·, s)
subconverges to the limiting self-expander if and only if x˜(·, s) subconverges
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to the limiting self-expander. Hence, as a matter of scaling with µ = 1, with-
out losing the generality we can assume that q0 = 0 and that
〈x0, ν〉 ≤ 0, and H(·, 0) + 〈x0, ν〉 ≥ 0.
By Lemma 4.3, 〈x˜, ν˜〉 ≤ 0 and H˜ + 〈x˜, ν˜〉 ≥ 0 for all s ≥ 0.
Moreover, we have
∂
∂s
|x˜|2 = 2〈 ~˜H − x˜⊥, x˜〉 = −2〈x˜, ν˜〉(H˜ + 〈x˜, ν˜〉) ≥ 0.
This implies that for every p such that x˜(p, s) ∈ B(o,R), that is, |x˜(p, s)| ≤ R,
we have
|x˜(p, 0)| ≤ |x˜(p, s)| ≤ R.
Then Theorem 1.10 follows from Corollary 1.9 immediately. 
Remark 4.4. We also give another proof of Theorem 1.10 without applying
Corollary 1.9. As shown in the proof presented above we can assume that
p = 0 and that
〈x0, ν〉 ≤ 0, and 〈x0, ν0〉 + H(·, 0) ≥ 0,
without losing the generality. We know that 〈x˜, ν˜〉 ≤ 0 and H˜ + 〈x˜, ν˜〉 ≥ 0
for all s ≥ 0 by Lemma 4.3. We compute that
∂
∂s
g˜i j = 2∂i( ~˜H − x˜⊥)∂ j x˜
= −2H˜h˜i j + 2x˜⊥∂i∂ j x˜
= −2H˜h˜i j − 2〈x˜, ν˜〉˜hi j,
where we use x˜⊥ = 〈x˜, ν˜〉˜ν and h˜i j = −ν˜ · ∂i∂ j x˜. It follows that
∂
∂s
dµ˜s = (−| ~˜H|2 + 〈x˜⊥, ~˜H〉)dµ˜s
= −H˜(H˜ + 〈x˜, ν˜〉)dµ˜s.
We have
∂
∂s
|x˜|2 = 2〈 ~˜H − x˜⊥, x˜〉 = −2〈x˜, ν˜〉(H˜ + 〈x˜, ν˜〉).
It follows that
∂
∂s
e−
1
2 |˜x|2dµ˜s = 〈x˜, ν˜〉2 − H˜2 = (〈x˜, ν˜〉 − H˜)(〈x˜, ν˜〉 + H˜) ≤ 0. (4.5)
Then we have
d
ds
∫
M
e−
1
2 |˜x|2dµ˜s =
∫
M
(〈x˜, ν˜〉 − H˜)(〈x˜, ν˜〉 + H˜)e− 12 |˜x|2dµ˜s ≤ 0.
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It follows that
e−
1
2 R
2 Hn(x˜(M, s) ∩ B(o,R)) ≤
∫
M˜s∩B(o,R)
e−
1
2 |˜x|2dµ˜s ≤
∫
M
e−
1
2 |˜x0 |2dµ˜0 ≤ C0.
Hence Hn(x˜(M, s) ∩ B(o,R)) ≤ C0e 12 R2 for any R > 0. Note that all deriva-
tives of the second fundamental form of hypersurfaces x˜(M, s) are uni-
formly bounded, which is a consequence of our Type III assumption, rescal-
ing (1.11) and Ecker and Huisken’s gradient estimates (see [4]). Moreover,
by the Type III assumption, similarly as in the proof of Corollary 1.9 we
can show that x˜(M, s) ∩ B(o,R0)) , ∅ for some R0. As a result we con-
clude that x˜(M, s) ∩ B(q,R) (under reparametrization) along sequences (as
si → ∞) subconverges smoothly to a limiting immersion x˜∞ in B(o,R) for
any R ≥ R0 by Langer’s result [14]. Moreover, we have 〈x˜∞, ν˜∞〉 ≤ 0 and
H˜∞+〈x˜∞, ν˜∞〉 ≥ 0. By the (4.5), we have (〈x˜∞, ν˜∞〉−H˜∞)(〈x˜∞, ν˜∞〉+H˜∞) = 0.
Hence 〈x˜∞, ν˜∞〉 + H˜∞ = 0.
Proof of Theorem 1.12. By rescaling the flow as in the proof of Theorem
1.10 allows us to assume without losing the generality that x0 satisfies H +
〈x0, ν〉 ≤ 0. By Lemma 4.3, H˜ ≥ 0, 〈x˜, ν〉 ≤ 0 and H˜ + 〈x˜, ν˜〉 ≤ 0 for all
s ≥ 0.
By (4.5), we have
∂
∂s
e−
1
2 |˜x|2dµ˜s = 〈x˜, ν˜〉2 − H˜2 = (〈x˜, ν˜〉 − H˜)(〈x˜, ν˜〉 + H˜) ≥ 0.
Then
d
ds
∫
M
e−
1
2 |˜x|2dµ˜s =
∫
M
(〈x˜, ν˜〉 − H˜)(〈x˜, ν˜〉 + H˜)e− 12 |˜x|2dµ˜s ≥ 0.
and hence
∫ ∞
0
∫
M
(〈x˜, ν˜〉 − H˜)(〈x˜, ν˜〉 + H˜)e− 12 |˜x|2dµ˜s ≤ lim
s→∞
∫
M
e−
1
2 |˜x|2dµ˜s < ∞.
From this point on we can argue as in the proof of Theorem 1.10 given in
Remark 4.4 to conclude that the normalized drifting mean curvature flow
subconverges smoothly to the limiting self-expander.
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Moreover, if we have Hn(x˜(M, s) ∩ B(o,R)) ≤ CRm, then∫
M
e−
1
2 |˜x|2dµ˜s =
∞∑
j=1
∫
x˜(M,s)∩B(o,R j)\x˜(M,s)∩B(o,R j−1)
e−
1
2 |˜x|2dµ˜s
≤
∞∑
j=0
Hn(x˜(M, s) ∩ B(o,R j) \ x˜(M, s) ∩ B(o,R j−1))e− 12 R2 j−2
≤
∞∑
j=0
CRm je− 12 R2 j−2 < ∞.

The example 3.4 illustrates that the asymptotic limit of Type III mean
curvature flow which is an entire graph with positive mean curvature may
not always be an expander. Corollary 1.13 describes under which additional
condition on an initial hypersurface we can guarantee that the asymptotic
limit in the situation described as above is always an expander.
Proof of Corollary 1.13. By the result of Ecker and Huisken [3](see Propo-
sition 4.4 in [3]), we know that the mean curvature flow of an entire graph
satisfying the linear growth condition
〈ν,w〉−1 ≤ c, (4.6)
must be Type III, where w is a fixed vector such that 〈ν,w〉 > 0. If 〈x0 −
q0, ν〉 ≤ C for some fixed vector q0, then we have 〈x0 − q0 − c1w, ν〉 ≤
C − c−1c1 ≤ 0 for c1 large enough. By Corollary 3.2 in [3], 〈ν,w〉−1 ≤ c
remains valid under the mean curvature flow. Since ν is scaling invariant,
we conclude that 〈˜ν,w〉−1 ≤ c remains valid under the normalized drifting
mean curvature flow and Hn(x˜(M, s) ∩ B(o,R)) =
∫
|x|≤R 〈˜ν,w〉−1dxn ≤ cRn.
By Theorem 1.12, we know that its corresponding normalized drifting mean
curvature flow (1.12) subconverges smoothly to the limiting self-expander.

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