We consider the problem of assigning transmission ranges to the nodes of an ad hoc wireless network, so as that the total power consumed is minimized and the resulting network is biconnected. A biconnected communication graph is important to ensure fault tolerance, since ad hoc networks are used in critical application domains where failures are likely to occur. We present a mixed integer programming formulation for the problem, whose exact optimal solutions can be computed by a commercial solver for moderately sized problems. We also propose a heuristic for solving large problems, based on a greedy randomized algorithm that builds feasible solutions and a neighborhood-based local search strategy to improve them. Computational experiments are presented and discussed.
I. INTRODUCTION
Ad hoc networks consist of a collection of transceivers, in which a packet may have to traverse multiple consecutive wireless links to reach its destination. They have become increasingly common due to their large number of applications. They face a variety of constraints that do not appear in wired networks. Nodes in a wireless network are typically battery-powered, and it is expensive and sometimes even infeasible to recharge the device. We focus on radio power consumption, since radios tend to be the major source of power dissipation in wireless networks [1] .
There are also increasing fault-tolerance requirements, due to the evolving critical applications and to the large number of failures that may result from mobility, fading or obstructions. A connected graph is usually assumed as the minimum connectivity requirement by the algorithms running in different layers of the network. However, if there is only one path between a pair of nodes, the failure of a single node or link between them will result in a disconnected graph. Topologies with alternative disjoint paths between any pair of nodes are often required [2] .
Ad hoc networks can be represented by a set V of transceivers (nodes), numbered 0, 1, . . . , |V | − 1, and their locations. A transmission power p u is assigned to each node u ∈ V . For each ordered pair (u, v) of transceivers, with u, v ∈ V , there is a non-negative arc weight e (u, v) such that a signal transmitted by transceiver u can be received at node v if and only if p u ≥ e (u, v) . Each node can adjust its transmitting power. In the most common power attenuation model [3] , the signal power falls with 1/d ε , where d is the distance from the transmitter and ε is the path loss exponent (typically between 2 and 4). The power requirement at node u for supporting transmission through a link from u to v is given by e(u, v) = d ε uv .q v , where d uv is the Euclidean distance between the transmitter u and the receiver v, and q v is the receiver's power threshold for signal detection (usually normalized to 1).
This model holds only for free-space environments with non-obstructed lines of sight. In practice, power requirement values for two nodes u and v may be asymmetric, because of batteries with different power levels, heterogeneous nodes, and different ambient noise levels in the two regions. Therefore, in the general asymmetric input version of the problem there may be pairs of transceivers u, v ∈ V such that e(u, v) = e (v, u) .
In a bidirectional topology, communication between nodes u and v is enabled whenever p u ≥ e(u, v) and p v ≥ e (v, u) . The edge [u, v] is used as a communication link to enforce biconnectedness if v is within the transmission range of u and vice-versa. The transmission graph associated with a power assignment p u to each transceiver u ∈ V is defined as the undirected graph
Given the node set V and arc weights e(u, v) for any u, v ∈ V , the bidirectional biconnected minimum power consumption problem consists in finding an optimal assignment of transmission powers p : V → R+ to every node u ∈ V , such that the total power consumption u∈V p u is minimized and the resulting transmission graph is biconnected. It was proved to be NP-hard by Calinescu and Wan [4] , who also described a 4-approximation algorithm. Lloyd et al. [5] presented a 2(2−2/n)(2+1/n)-approximation algorithm. Hajiaghayi et al. [6] developed a distributed algorithm. A mixed integer programming formulation to solve problems in moderately sized networks is given in Section II. A GRASP heuristic to approximately solve large problem instances is proposed in Section III.
Computational results are reported and discussed in Section IV. Concluding remarks are made in the last section.
II. INTEGER PROGRAMMING FORMULATION
We propose a mixed integer programming multicommodity flow model for the bidirectional biconnected minimum power consumption problem. Let C denote a set of |V |/2 commodities. For each commodity c ∈ C, let o(c) be its origin and d(c) its destination. For any node i ∈ V and any commodity c
The discrete variable f c ij and the continuous variable p i represent, respectively, the flow of commodity c through arc (i, j) and the power assignment to node i. The binary variable f c ij is equal to one if arc (i, j) is used by commodity c for communication from node i to j, zero otherwise.
] be a list of increasing power levels that can be assigned to node i ∈ V , where p 1 i is the minimum power p i such that transmissions from node i reach at least one node in V \ {i} and p +1 i > p i for
, let T i be the set of new nodes reachable from node i if the power level assigned to node i increases from p −1 i to p i . The binary variable x i takes the value one if there is a node j ∈ T i such that (i, j) is used for communication from i to j, zero otherwise. Since the transmission graph G is required to be biconnected, each node must be able to communicate with at least two other nodes. We denote by p¯ (i) i the minimum power level such that transmissions from node i reach at least two nodes in V \ {i}. The mixed integer program defined by the objective function (1) and constraints (2)-(8) below is a valid formulation for the asymmetric input with bidirectional topology version of the biconnected minimum power consumption problem:
x
Constraints (2) are the flow conservation equations. Inequalities (3) ensure node-disjointness. Inequalities (4) state that x i must be set to one if there is a node j ∈ T i such that arc (i, j) or (j, i) is used for communication from node i to j (or from node j to i) by commodity c. Constraints (5) enforce x +1 i to be equal to zero if the previous increment was not used, i.e. if x i = 0. Constraints (6) set to one the power increments that are necessary to reach at least the two closest nodes to each node i. Constraints (7) and (8) express the integrality requirements.
III. GRASP HEURISTIC
A greedy randomized adaptive search procedure (GRASP) [7] is a multi-start process. Each of its iterations consists of two phases: a construction phase, in which a feasible solution is built, and a local search phase, in which a local optimum in the neighborhood of the current solution is sought. The best overall solution is returned.
A. Construction Phase
The first stage of the construction phase builds a bidirectional 1-connected graph one node at a time. Given an undirected input graph D = (V, A), the algorithm sets p u = 0 for all u ∈ V , and initializes a working graph Tarjan's algorithm [9] is used to compute the biconnected components and the articulation points of the current solution. A node u ∈ V is an articulation point of G if it belongs to more than one of its biconnected components. 
B. Local Search Phase
] was defined in Section II as a list of increasing power levels that can be assigned to node i ∈ V . For a given power assignment p i to all nodes i ∈ V , let (s 1 i , . . . , s
) be a vector with components s i ∈ {0, 1, 2}, for = 1, . . . , φ(i):
• s i = 0 if p i > p i (node i operates with a power assignment smaller than p i );
• s i = 2 if p i ≤ p i and there exist a node j ∈ T i and a level k = 1, . . . , φ(j) such that p j ≥ p k j and i ∈ T k j (power level p i supports a bidirectional edge with node j); and
• s i = 1 otherwise (power level p i is used, but only a unidirectional arc from i to j is established).
Local search and the definition of the neighborhoods make use of two basic operations for decreasing and increasing the power assignments. Applied to a node i ∈ V , the first operation decreases its current power assignment
where is the highest level which supports a bidirectional edge: 1 ≤ < , s i = 2, and s i = 1 for all = + 1, . . . , − 1. It removes the links (arcs and edges) between nodes i and j for
∪ T i and the total power assignment is decreased by p i − p i .
Applied to a node i ∈ V , the second operation increases its current power p i = p i (with ≤ φ(i)−1) to p i = p +1 i . If there exist a node j ∈ T +1 i and a power level k = 1, . . . , φ(j) such that p j ≥ p k j and i ∈ T k j , then the objective function is increased by p +1
for some k(v) = 1, . . . , φ(v)} and increase its current power p j to p k(j) j . In this case, the objective function is
In both cases, the bidirectional edge [i, j] is inserted into the solution.
The local search phase explores the neighborhood of the current solution, attempting to reduce the total power consumption. A move starts by decreasing the power assignment of one node, followed by a sequence of as many power increases as necessary to reestablish biconnectivity. The first improving move is accepted and the search moves to the new neighbor. The procedure continues until no further improving moves exist.
The number of increasing operations investigated may be reduced to speedup the local search. A candidate list is built with the nodes sorted by the corresponding increase in the objective function. Whenever biconnectivity is destroyed by a power decrease, the biconnected components are computed and two acceleration schemes are implemented: (1) the reduced scheme restricts the increases to pair of nodes belonging to the same biconnected components of the pair of nodes affected by the previous decrease; and (2) the extended scheme considers increases involving any pair of nodes from different biconnected components. Three local search procedures are implemented, depending on the acceleration scheme used: (1) reduced local search uses the reduced scheme; (2) extended local search uses the extended scheme; and (3) mixed local search first uses the reduced scheme until no further improving moves can be found, followed by the extended scheme.
IV. COMPUTATIONAL RESULTS
Computational experiments have been carried out on two classes of randomly generated asymmetric test problems with 10 to 800 nodes. For each problem size and type, 15 test instances have been generated:
• Euclidean instances: the nodes are uniformly distributed in the unit square grid. The weight of the arc between
is the Euclidean distance between nodes u and v, the loss exponent ε is set at 2, and F ∈ [0.8, 1.2] is a random perturbation generated from a uniform distribution.
• Random instances: the weight e(u, v) of the arc between nodes u, v ∈ V is randomly generated in (0, 1].
An Intel Core 2 Quad machine with a 2.40 GHz clock and 8 Gbytes of RAM memory running under GNU/Linux 2.6.24 was used in the experiments with the integer programming formulation. CPLEX 11.0 was the solver used.
For each problem type and size |V | = 10, 15, 20, 25, 30, Table I shows the number of instances exactly solved to optimality by CPLEX in less than three hours, the average running time in seconds over the instances exactly solved, and the average relative duality gap in percent between the linear relaxation value and the optimal value. These results show that the minimum power consumption problem is hard to solve. The duality gaps are not small, which makes it difficult to the solver to find exact optimal solutions within the imposed time limits. Since the computation times increase very fast with |V |, CPLEX could not solve to optimality in three hours of computations even moderately-sized networks with 30 nodes. Random instances seem to be harder to solve than the Euclidean ones. The difficulty faced by CPLEX to solve large instances supports the need for efficient heuristics, capable of finding good approximate solutions in reasonable computation times.
The experiments with the heuristic were performed on a PC Intel Pentium 4 HT processor with a 3.2 GHz clock and 1 Gbytes of RAM, running under GNU/Linux 2.6.24. The algorithms were coded in C++ and compiled with the GNU g++ compiler version 4.1, using the optimization flag -O2. We considered three GRASP variants using the acceleration schemes proposed in Section III: GRASP-R (reduced), GRASP-X (extended), and GRASP-M (mixed).
We evaluate the effectiveness of the GRASP variants in terms of the tradeoffs between computation time and solution quality. Parameter α was set by using the reactive strategy described in [10] with the probability distribution being updated after every 100 iterations. We also limited the size of the candidate lists at |V | 1 2 .
The heuristic found the optimal solutions for all problems with up to 25 nodes. Table II illustrates the very small average computation times in seconds over five runs on 15 instances with 25 nodes. While for the Euclidean instances all GRASP variants found the optimal solutions in less than one second, the random instances were harder.
GRASP-M was the fastest for the random instances, while GRASP-R performed better for the Euclidean instances. For the instances with 200 and 400 nodes, Table III displays the average objective values over five runs for one instance of each type as the running time limit increases from five to 625 seconds. All variants of the heuristic continue to improve their solutions as the time limit increases. Variant GRASP-M found the best average solution values in most of the situations depicted in bold in Table III . 
