We study a Darboux problem associated to a fractional hyperbolic integro-differential inclusion defined by Caputo-Katugampola fractional derivative and we prove several existence results for this problem.
The set-valued framework was studied in [5, 6] and existence results are obtained in the situation when the values of the set-valued map are not necesarily convex provided the set-valued map is Lipschitz in the state variable.
In the present paper we study fractional hyperbolic integro-differential inclusions of the form The goal of the present paper is twofold. First, we show that Filippov's ideas ( [9] ) can be suitably adapted in order to obtain the existence of a solution of problem 1.1-1.2. We recall that for an "ordinary" differential inclusion defined by a lipschitzian set-valued map with nonconvex values Filippov's theorem ( [9] ) provides the existence of a solution starting from a given "quasi" solution. At the same time, the result gives an estimate between the "quasi" solution and the solution of the differential inclusion. Secondly, we obtain the existence of solutions continuously depending on a parameter for problem 1.1-1.2. This result is, in fact, a continuous version of our first result. In the proof of this second theorem we essentially use a result of Bressan and Colombo ( [3] ) concerning the existence of continuous selections of lower semicontinuous multifunctions with decomposable values. Our second theorem allows to deduce a continuous selection of the solution set of the problem considered.
The results in the present paper may be regarded as extensions of the results in [5, 6] to the hyperbolic framework and generalizations of the results in [4] obtained for problems defined by Caputo's derivative to the more general problem 1.1-1.2.
The paper is organized as follows: in Section 2 we briefly recall some preliminary results that we will use in the sequel and in Section 3 we prove the main results of the paper.
Preliminaries
In [10] the following notions were introduced. Let ρ > 0. 
provided the right-hand side is pointwise defined on (0, ∞) and Γ(.) is (Euler's) Gamma function defined by
The generalized fractional derivative, corresponding to the generalized left-sided fractional integral of a
if the integral exists and n = [α] + 1.
c) The Caputo-Katugampola generalized fractional derivative is defined by
We note that if ρ = 1, the Caputo-Katugampola fractional derivative becames the well known Caputo fractional derivative. On the other hand, passing to the limit with ρ → 0+, the above definition yields the Hadamard fractional derivative. 
b) The mixed Caputo-Katugampola fractional-order derivative of order α of f (., .) ∈ L 1 (Π, R) is defined by
In the definition above by 1 − α we mean (1 − α 1 , 1 − α 2 ) ∈ (0, 1] × (0, 1]. 
The pair (u(., .), f (., .)) is called a trajectory-selection pair of problem 1.1-1.2.
The previous definition is justified by the fact that a simple computation shows that u(., .) satisfies With cl(A) we denote the closure of the set A ⊂ X.
Recall that a subset D ⊂ L 1 (Π, R) is said to be decomposable if for any u(·), v(·) ∈ D and any subset
We denote by D the family of all decomposable closed subsets of L 1 (Π, R).
Consider the Banach space S := {(ϕ, ψ) ∈ C(I 1 , R) × C(I 2 , R); ϕ(0) = ψ(0)} endowed with the norm ||(ϕ, ψ)|| = ||ϕ|| C + ||ψ|| C and for (ϕ, ψ) ∈ S denote S(ϕ, ψ) the set of all solutions of problem 1.1-1.2.
We recall now some results that we are going to use in the next section.
) Let G(·, ·) : Π → P(R n ) be a compact valued measurable multifunction and h(·, ·) :
Π → R n a measurable function.
Then there exists a measurable selection g(·, ·) of G(·, ·) such that
Next (S, d) is a separable metric space and X is a Banach space. We recall that a multifunction G(·) : S → P(X) is said to be lower semicontinuous (l.s.c.) if for any closed subset C ⊂ X, the subset {s ∈ S; G(s) ⊂ C} is closed in S.
Then the set-valued map H(.) defined by
is l.s.c. with nonempty decomposable closed values if and only if there exists a continuous mapping q(.) : 
has nonempty values.
Then G(.) has a continuous selection.
The main results
In order to obtain an existence result for problem 1.1-1.2 one need the following assumptions on F (., .).
ii) There exists K 1 , K 2 > 0 such that for almost all (x, y) ∈ Π,
In what follows g(., .) ∈ L 1 (Π, R) is given and there exists ξ(., .
where w(., .) is a solution of the fractional hyperbolic differential equation
Theorem 3.1. Let Hypothesis H1 be satisfied, K < 1 and consider g(., .), ξ(., .), w(., .) as above,
Then there exists (v(., .), f (., .)) a trajectory-selection pair of problem 1.1-1.2 such that
Proof. We define f 0 (., .) = g(., .), v 0 (., .) = w(., .). It follows from Lemma 2.1 that there exists a measurable
and one has
Assuming that for some p ≥ 2 we have already constructed the sequences (v i (., .) 
We apply Lemma 2.1 and we find a measurable function f p+1 (., .) such that
We have
Taking into account 3.5 we deduce that the sequence (v p (., .)) p≥0 is Cauchy in C(Π, R), so it converges to v(., .) ∈ C(Π, R). From 3.6 we infer that the sequence (f p (., .)) p≥0 is Cauchy in L 1 (Π, R), thus it converges to f (., .) ∈ L 1 (Π, R).
Using the fact that the values of F (., .) are closed we get that f (x, y) ∈ F (x, y, v(x, y), (I α,ρ 0 v)(x, y)) a.e. (Π).
One may write successively,
Thus, we pass to the limit in 3.2 and we get that v(., .) is a solution of problem 1.1-1.2. At the same time, by adding inequalities 3.5 for any (x, y) ∈ Π we have
Similarly, by adding inequalities 3.6 for almost all (x, y) ∈ Π we have If in Theorem 3.1 we take g = 0, w = 0, ϕ 1 = 0, ψ 1 = 0 then we obtain the following existence result for solutions of problem 1.1-1.2. Proof. We make the following notations v 0 (., .) = w(., .), ξ p (s) := K p−1 (a(s) + ε(s) + Ξ(s)), p ≥ 1.
We consider the set-valued maps G 0 (.), H 0 (.) defined, respectively, by We define v 1 (s)(x, y) = ν(s)(x, y) +
We construct the sequences of approximations f p (., .) : S → L 1 (Π, R), v p (., .) : S → C(Π, R) with the following properties:
Assume that we have already constructed f i (.), v i (.) satisfying a)-c) and define v p+1 (.) as in d). From c) and d) one has
On the other hand, 
We note that from 3.11 the set H p+1 (s) is not empty.
Set F * p+1 (x, y, s) = F (x, y, v p+1 (s)(x, y), (I α,ρ 0 v p+1 (s))(x, y)) and note that d(0, F * p+1 (x, y, s)) ≤ |f p (s)(x, y)| + (K 1 + K 2 K 3 )ξ p+1 (s) =: ξ * p+1 (s)(x, y) and ξ * p+1 (.) : S → L 1 (I, R) is continuous. By Lemma 2.2 and Lemma 2.3 we obtain the existence of a continuous function f p+1 (.) : One may write successively,
x 0 y 0 (x ρ1 − z ρ1 ) α1−1 (y ρ2 − t ρ2 ) α2−1 z ρ1−1 t ρ2−1 |f p (s)(z, t)− f (s)(z, t)|dzdt ≤ x 0 y 0 (x ρ1 − z ρ1 ) α1−1 (y ρ2 − t ρ2 ) α2−1 z ρ1−1 t ρ2−1 (K 1 + K 2 K 3 )|v p−1 (s)(z, t) − v(s)(z, t)|dzdt ≤ K||v p−1 (s)(., .) − v(s)(., .)|| C .
So, we pass to the limit in d) and we get ∀(x, y) ∈ Π, s ∈ S v(s)(x, y) = ν(s)(x, y) + x 0 y 0 (x ρ1 − z ρ1 ) α1−1 (y ρ2 − t ρ2 ) α2−1 · z ρ1−1 t ρ2−1 f (s)(z, t)dzdt, i.e., v(s)(., .) is the required solution.
Finally, by adding inequalities 3.10 for all p ≥ 1 we get |v p+1 (s)(x, y) − w(s)(x, y)| ≤ p+1 l=1 ξ l (s) ≤ a(s) + ε(s) + Ξ(s) 1 − K .
(3.14)
Passing to the limit in 3.14 we obtain the conclusion of the theorem. 
