In this paper, approximation techniques based on the shifted Jacobi together with spectral tau technique are presented to solve a class of initial-boundary value problems for the fractional diffusion equations with variable coefficients on a finite domain. The fractional derivatives are described in the Caputo sense. The technique is derived by expanding the required approximate solution as the elements of shifted Jacobi polynomials. Using the operational matrix of the fractional derivative, the problem can be reduced to a set of linear algebraic equations. Numerical examples are included to demonstrate the validity and applicability of the technique and a comparison is made with the existing results to show that the proposed method is easy to implement and produce accurate results.
I. Introduction
Fractional diffusion equations (FDEs) [1] are the generation of classical diffusion equations. These equations play important roles in molding anomalous diffusion systems and sub-diffusion systems. In recent years, they have been applied in various areas of engineering, science, finance, applied mathematics, bioengineering [2] [3] [4] [5] [6] , etc.
For this reason an accurate and efficient numerical approach for solving FDEs is needed. The existence and uniqueness of solutions to several classes of fractional differential equations have been considered and developed (see, for instance, [7] [8] [9] [10] ).
Spectral methods are very powerful tools for treating numerous types of integral and differential equations arising in engineering and science, [11] . High accuracy and ease of implementing such spectral techniques are two of the main features which have encouraged many researchers to apply them to solve various types of integral and differential equations. The tau spectral approximation for the numerical solution of partial differential equations has been extended by Ortiz [12] and Ortiz and Samara [13] .
Spectral methods are global methods; they have been successfully applied to provide semi-analytical solutions for several types of FDEs [14] [15] [16] [17] [18] . Furthermore, they have also been used together with the operational matrices of Caputo fractional-order derivatives of different types of classical orthogonal polynomials, such as Legendre polynomials [19] , Chebyshev polynomials [20] and Jacobi polynomials [21] to numerically approximate FDEs. The operational matrix of integration has been determined for several types of orthogonal polynomials, such as Laguerre series [22] , Chebyshev polynomials [23] , Legendre polynomials [24] and Bessel series [25] . Now, several methods have been used to solve fractional differential equations such as Adomain's decomposition method [26] , He's variational iteration method [27] , Galerkin method, homotopy perturbation method [28] , and finite difference schemes [29] , authors in [30] studied the different schemes for solving time fractional diffusion equations in one and multidimensional domains.
Indeed, fractional diffusion equations have been used to different model kinds of wave propagation phenomenon (see, e.g. [31] [32] [33] [34] [35] ). Saadatmandi and Dehghan [36] extended and developed the operational formulation of the shifted Legendre tau approximation for the numerical simulation of the space fractional diffusion equation. The finite difference scheme for solving the space fractional diffusion equation has been proposed in [37] . Authors in [38, 39] investigated the operational formulation of the shifted Chebyshev-tau method for the numerical simulation of the space fractional diffusion equation.
The aim of this paper is to use the shifted Jacobi tau method for approximating the space diffusion equation of fractional orders. This approach has the advantage of reducing such problems to the solution of a system of algebraic equations.
Finally, we apply the proposed method to some numerical examples, in order to confirm the accuracy of this approach.
II. Fractional Derivative and Integration
In this section, we shall review the basic definitions and properties of fractional integral and derivatives, which are used further in this paper, [5] .
Definition (2.1):
The Riemann-Liouville fractional integral operator of order v > 0, is defined as:
Definition (2.2):
The Riemann-Liouville fractional derivative operator of order v > 0, is defined as:
where n is an integer and 1 n v n    .
Definition (2.3):
The Caputo fractional derivative operator of order v > 0, is defined as:
Where n is an integer and 1 n v n    .
Caputo fractional derivative has a useful property:
where n is an integer and 1 n v n    . Also, for the Caputo fractional derivative, we have:
Recall that for 0, v  the Caputo differential operator coincides with the usual differential operator of an integer order.
Similar to the integer-order differentiation, the Caputo fractional differentiation is a linear operator; i.e.
) where  and  are constants.
III.

Jacobi polynomials
The well-known Jacobi polynomials [19] are defined on the interval [1,1] and can be generated with the aid of the following recurrence formula: 
... (7) where:
The analytic form of the shifted Jacobi polynomials
of degree i is given by:
where:
Of these polynomials, the most commonly used are the shifted Gegenbauer (ultraspherical) polynomials (symmetric shifted Jacobi polynomials) , () Wx are also considered. These orthogonal polynomials are interrelated to the shifted Jacobi polynomials by the following relations:
The orthogonality condition of shifted Jacobi polynomials is:
, and:
IV.
Function approximation and operational matrices
A function u(x), which is square integrable in (0, ) may be expressed in terms of shifted Jacobi polynomials as:
where the coefficients c j are given by:
In practice, only the first (m + 1)-term shifted Jacobi polynomials are considered. Hence u(x) can be expanded in the form:
If the shifted Jacobi coefficient vector C and the shifted Jacobi 
Similarly a function u(x,t) of two independent variables defined for 0 and 0 xt      may be expanded in terms of the double shifted Jacobi polynomials as:
,, , , 00
where the shifted Jacobi vectors , ()
and the shifted Jacobi coefficients matrix A are given by: 
The derivative of the vector , () m x  given by (15) can be expressed by: [40] , and for the general definition of a generalized hypergeometric series and special 32 F , see [41] , p.41 and pp. 103-104, respectively).
Using Eq. (20), it is clear that: The following theorem is generalizing the operational matrix of derivatives of shifted Jacobi polynomials given in Eq. (20) to fractional calculus [19] .  is given by:
Note that in D (v) the first v   rows, are zeros.
V.
Operational matrix of Integration
In this section, the operational matrix of Integration P for the case of Jacobi polynomials will be derived. To this end, consider the recurrence relation regarding the Jacobi polynomials [42] given by:
In which:
A  is set to be zero and
,0 () Px  from 0 to t it yields:
( , ) ,0 00

The variable x can be written in terms of shifted Jacobi polynomials as:
( 1) , 22
Using the relation (10) and by integrating the recurrence relation (26) . Once can find the integration of the shifted Jacobi polynomial
Pt  for i  1,2,…,n; as follows:
rename the terms between two brackets in (28) as:
Hence equation (28) can be written as:
Upon using equation (27) and (29) the operational matrix of integration for the shifted Jacobi polynomials is given by:
where P is the (m + 1) × (m + 1) operational matrix of integration given by:     , and using (11) it is clear that the Jacobi operational matrix of integration (31) in complete agreement with Chebyshev operational matrix of integration obtained by [38 and 39] .
VI.
The shifted Jacobi tau method
Consider the one dimensional space fractional diffusion equation of the form:
with the initial condition: 
where F is a known (n + 1) × (m + 1) matrix and can be shown by:
Also we approximate c(x),u(x,t) and q(x,t) by the shifted Jacobi polynomials as:
where the vector (41) Using Eqs. (23), (30) , (38) and (39), we obtain: ,,Following table 1 represent the error of the numerical results of example 1 using shifted Jacobi tau method for different values of  and  also we compares the errors that we have been obtained with result given in [36] and [38] . 
Conclusions
In this article, we have been proposed a numerical algorithm given by [36] to solve a class of space fractional diffusion equations on a finite domain but by using a shifted Jacobi polynomials.
Our approach using shifted Jacobi tau method can be considered as a generalization to [36] and [38] since we have seen in section three that the shifted Jacobi polynomials is restricted to Legendre polynomial, Chybeshev polynomials, etc. for given special values of  and  .
An operational matrix of integration for shifted Jacobi polynomials is developed and presented in this article.
The construction of the proposed algorithm is based on the shifted Jacobi tau approximation together with the operational matrices of the Caputo fractional derivatives and integration of shifted Jacobi polynomials. Comparisons are made between the approximate solution obtained by our approach and other methods in order to illustrate the validity and a great potential of this technique.
