Hirst investigated a slight variant of Hindman's Finite Sums Theorem called Hilbert's Theorem and proved it equivalent over RCA 0 to the Innite Pigeonhole Principle for all colors. This gave the rst example of a natural restriction of Hindman's Theorem provably much weaker than Hindman's Theorem itself.
1
Introduction and Motivation
The strength of Hindman's Theorem is a major open problem in Reverse Mathematics (see, e.g., [12] ). Letting HT denote the natural formalization of Hindman's Finite Sums Theorem in the language of arithmetic, the only known upper and lower bounds are the following, established thirty years ago by Blass, Hirst and Simpson in [2] :
Recall that ACA 0 is equivalent to RCA 0 + ∀X∃Y (Y = X ) and that ACA + 0 is equivalent to RCA 0 + ∀X∃Y (Y = X (ω) ). As is often the case, the above Reverse Mathematical results are corollaries of the following computability-theoretic lower and upper bounds on the complexity of solutions to computable instances of Hindman's Theorem. The following results are also from [2]:
1. There exists a computable coloring c : N → 2 such that any solution to Hindman's Theorem for c computes ∅ .
2. For every computable coloring c : N → 2 there exists a solution set computable from ∅ (ω+1) .
Recently there has been some interest in the strength of restrictions of Hindman's Theorem (see [9, 7] ).
Interestingly, Dzhafarov, Jockusch, Solomon and Westrick [7] proved that the only known lower bound on Hindman's Theorem already hits for HT [8] , Question 12) .
On the other hand, Hirst [9] investigated a natural restriction of Hindman's Theorem for which a better upper bound can be proved. The variant in question is the following Denition 1 (Hilbert's Theorem, [9] ). We denote by HIL the following principle: Suppose f : N <N → k is a nite coloring of the nite subsets of the natural numbers. Then there is an innite sequence X i i∈N of distinct nite sets and a color c < k such that for every nite set F ⊂ N we have f ( i∈F X i ) = c.
Hilbert's Theorem arises from the Finite Unions Theorem by dropping the condition that the sequence of sets is such that that max(X i ) < min(X i+1 ) for all i ∈ N. 1 If n = 2 t 1 + · · · + 2 tp with t 1 < · · · < t p let λ(n) = t 1 and µ(n) = t p , as in [2] . We consider the following natural variant of Hindman's Theorem: the solution set H is required to be monochromatic only for sums of adjacent elements (with respect to the increasing enumeration of H) and to satisfy the following Apartness Condition:
We use AS(H) (the set of adjacent sums of elements of H) to denote the set of all nite sums of distinct adjacent elements of H = {h 1 , h 2 , . . . , } < , where two elements h and h with h < h are adjacent in H if there is no other element of H between h and h . Denition 3 (Adjacent Hindman's Theorem). AHT k is the following principle: For every c : N → k there exists an innite set H = {h 1 , h 2 , h 3 . . . , } < such that all elements of AS(H) have the same c-color. Furthermore, H satises the Apartness Condition 2 . AHT denotes ∀kAHT k .
Obviously we can dene AS ≤n (H) and AS =n (H) with the intuitive meaning, and corresponding Hindman-type theorems.
The Adjacent Ramsey Principles couple two features: they guarantee homogeneity for sums of arbitrary length, but severely constrain the way the terms of these sums are chosen. 3 Upper Bound: Adjacent Hindman's Theorem follows from Ramsey for pairs
We rst show that it is very easy to establish an upper bound on AHT 2 and AHT. This should be contrasted with the case of Hindman's Theorem restricted to sums of at most two terms (HT ≤2  2 in the notation of [7] ), for which no upper bound other than ACA + 0 is currently known.
We claim that H satises AHT for c. First, c(2
consider an arbitrary nite sum of adjacent elements of H:
We have that c(s) = f (j n , j n+t+1 ) = i. Finally, it is obvious that H satises the Apartness Condition.
Obviously the above proof can be used to show over RCA 0 that RT In this section we prove a direct implication from the Adjacent Hindman's Theorem for k-colorings to the Increasing Polarized Ramsey's Theorem for pairs and k-colorings, for any k. This yields some lower bounds on AHT k and on AHT. Note that AHT 2 is nitistically reducible (in the sense of Simpson's) since it follows from RT 2 2 (see [13] for a proof that Ramsey for pairs is nitistically reducible).
The following version of Ramsey's Theorem is introduced in [6] . 2 The Apartness Condition can be in some cases dropped at the cost of using more colors. For the present discussion we preferred to include it in the statement of the Adjacent Hindman's Theorem since it typically simplies the proofs, and is for free if RT 
Let H witness AHT 2 for g: H is an innite set satisfying the Apartness Condition and such that AS(H) is monochromatic under g. Let the color be c ∈ {0, 1}.
Let
and H 2 := {µ(n) : n ∈ H}.
We claim that H 1 , H 2 is increasing p-homogeneous for f . First observe that, letting
Then we claim that f (x 1 , x 2 ) = c for every increasing pair (
Note that if i = j then λ(h i ) < µ(h i ) else the pair is not strictly increasing. Since AS(W ) is homogeneous, we have Proof. Let D 2 2 be the assertion that for every {0, 1}-valued function f (x, s) such that for all x the limit of f (x, s) exists for s → ∞ there is an innite set G and a color j < 2 such that lim s f (x, s) = j for all x ∈ G. By Proposition 3.5 of [6] In this section we give a direct proof that the Adjacent Hindman's Theorem implies Σ 0 2 -induction. The proof perhaps interestingly is an easy adaptation of a recent proof by Kolodziejczyk et alii [10] showing that the Ordered Ramsey Theorem implies IΣ 0 2 .
Proposition 4. Over
Suppose φ(0) and ∀x(φ(x) → φ(x + 1)) hold. We prove that φ(a) holds. Proof. For all i ∈ H and x < x we have that φ(x ) implies ∀y < λ(i)∃zA(x , y, z). By two applications of Σ 0 1 -collection there exists a global bound v such that ∀x < x∀y < λ(i)∃z ≤ vA(x , y, z).
Since H is innite there exists j ∈ H such that µ(j) ≥ v and j > i. Then we have ∀x < x∀y < λ(i)∃z ≤ µ(j)A(x , y, z).
Since D(i + (i + 1) + · · · + (j − 1) + j) = m we have that m is the maximum in [0, a + 1] such that:
Since H satises the Apartness Condition we have that m is the maximum in [0, a + 1] such that:
Therefore m ≥ x.
Fact 2. For any x < m, φ(x ) holds.
Proof. Take x < m, and any y. Since H is innite there exists i > y such that i ∈ H. Since
Thus there exists z such that A(x , y, z). We can also give the following short proof. As shown by Kolodziejczyk et alii in [10] failure of Σ 0 2 -induction implies the existence of an a ∈ N and of an innite word α ∈ {0, . . . , a + 1} N such that there exists no highest letter i that appears innitely often in α. Let D : N → [0, a + 1] be dened as follows.
D(n) = max{α(k) : λ(n) ≤ k ≤ µ(n)}.
Let H be an innite set witnessing AHT a+2 for D. Let the color of H under D be m. Then for all i < j in H we have
Therefore m is the highest letter occurring innitely often in α.
Conclusions
We conclude with a speculation: Blass [1] conjectured that the strength of Hindman's Theorem might be growing with the length of the nite sums whose homogeneity is guaranteed. The case of the Adjacent Hindman's Theorem might indicate that a measure of complexity for Hindman's Theorem should not only consider the length of the sums but more importantly the structure according to which the elements of the sums are picked in the homogeneous set. This idea can be appropriately formalized in terms of trees labeled by integers and gives rise to a family of Hindmantype principles that might deserve attention.
