We consider the problem of constructing a polynomial approximation to a function f (x) over the interval [−1, 1] that minimizes the mean squared relative error (MMSRE) over the interval. We establish sufficient conditions for solving the problem. We then consider a classic problem from a paper of Tchebychef and compare his solution to MMSRE, demonstrating that in some cases the latter approach can yield a more appealing solution and one that it is applicable in a number of situations where the Tchebychef approach is not.
Introduction
There is a rich literature on constructing polynomial approximations to a function on a closed interval. A common framework, which we will also adopt, is to consider a function f (x) on the interval [−1, 1] and to construct a polynomial p(x) over that same interval that minimizes some specified error. Most approaches are described by selecting a norm · and requiring that p(x) be chosen to minimize f (x) − p(x) , in effect minimizing the distance between the function and the polynomial with respect to the induced metric. Two widely used and well-known choices are the L 2 and L ∞ norms which, respectively, yield the least-squares approximation (i.e. the truncated Fourier-Legendre series) and the Tchebychef approximation (often called the minimax approximation).
One limitation of these approaches is that they focus on controlling the magnitude of the error of the approximation (indirectly in the L 2 case) and do not take into account the magnitude of the relative error. This can lead to some unfortunate behavior. Consider, for example, the problem of approximating f (x) = e −4x with a polynomial of degree 3. Figure 1 shows the result of fitting using both the least-squares and Tchebychef approaches. Although both are close to the target it is disturbing that there are multiple regions where they lie below the x-axis which is generally unacceptable when fitting a function that is strictly positive. We make special note at this point that although the magnitude of the errors is fairly consistent across the interval (and even across the two methods), the relative scale of the errors is not as can be seen in figure   2 .
This last observation leads us to investigate the construction of polynomial approximations that minimize relative error under an appropriate metric.
Preliminaries
Let {φ i (x)} n i=1 be a basis for the set of all polynomials of degree n − 1. And let
be the approximating polynomial. At any point x such that f (x) = 0 the relative error is given by
It is well known that we can minimize the L ∞ norm of the relative error and a number of algorithms for doing so are available (see [1] for an excellent survey and ample references to these methods). Not surprisingly, this is always possible if the set of functions
satisfies a Haar condition. Hence a very simple sufficient condition for there to be a unique solution is that f (x) be continuous and nonvanishing on [−1, 1] although it is also possible under other assumptions (a number of interesting generalizations are described in [2] ).
We now consider the approximation defined by minimizing the L 2 norm of the relative error, an approach that we shall call the minimum mean-squared relative error (MMSRE) approximation. Provided all of the integrals exist, the mean-squared relative error is given by
Let a = a 1 a 2 ... a n T and consider the n × n matrix H whose elements are given by
and the vector b whose elements are given by
Equation (2) becomes
It is clear that this quadratic form is minimized by solving the linear system (i.e. the normal equations)
We observe that under the power basis H is a Hankel matrix whose elements are given by
and the vector b is given by
It is also worth noting at this point that we may substantially ease the restrictions on f (x) since the only requirements are that integrals (3) and (4) exist, and that H be non-singular. We note that this still requires that f (x) not vanish over the interval but loosens the need for continuity since it is now possible for f (x) to have a finite number of simple poles in the interval which we will find quite useful.
A problem of Tchebychef
In 1892 Tchebychef wrote a delightful paper [3] where he considered the problem of best degree n − 1 polynomial approximation for the function and proceeds to minimize this quantity in the L ∞ norm by applying the equioscillation theorem. The result can be summarized very simply. First note that the relative error above is clearly a polynomial of degree n. If this polynomial is to be minimized with respect to L ∞ then it must equioscillate in the interval and the only polynomials that satisfy that restriction are scalar multiples of T n (x), the nth degree Tchebychef polynomial of the first kind (see [4, 5] for background on the Tchebychef polynomials). That is
for some scaling parameter ρ. The scaling parameter can be found trivially by setting x = α to find that
whence we arrive at Tchebychef's characterization of the optimal solution as the unique p(x) that satisfies:
Clearly, the minimax polynomial satisfies the following tight bound on the relative error over the interval [−1, 1]
It is straightforward to apply the MMSRE approach to this problem using the power basis. To wit, the matrix H is given by
The difficulty with this approach is that H can become severely ill-conditioned.
The matrix H is essentially a moment matrix for the squared reciprocal of f (x).
Moment matrices are known to suffer from severe conditioning problems (see [6] section 3.2 for an excellent discussion) and the use of modified moments is a well-known approach to moderating this problem. The equivalent approach here is simply to change our basis to one that is less prone to these conditioning problems. For reasons that will become obvious let us do so by choosing our basis functions to be Jacobi polynomials (see [4] ) with parameters (2, 0).
Specifically, let
The improvement in conditioning is significant when using this approach as can be seen in table 1 which is computed for α = 1.01. To see why this is let
(1)
Because the P 
The case α = 1
It will be particularly interesting to examine what happens when α = 1 and we are trying to approximate
The presence of a simple pole in the interval is not an impediment to finding the MMSRE approximation and we observe that H becomes diagonal, as noted above, with diagonal elements h i,i = 8 2i+1 . It is also easy to verify that the elements of b are b i = 4 i(i+1) , and from there it is a simple matter to confirm that the MMSRE approximation of degree n − 1 is given by
A hybrid approach
Unfortunately, the unique Tchebychef solution 2 does not exist in this case since the set
does with −1 < b < 1. Let
and make the change of variables
The Tchebycheff approximation over the restricted interval, which we shall denote by p β (x), satisfies
and of course setting x = 1 gives us
from which we may recover p β (x). For example, in figure 4 we show the error of this approximation when b = .7 and when b = .9. The errors equioscillate on the intervals over which the approximations were constructed but one can observe that they exceed those bounds once x > .7 or x > .9, respectively. This suggests a hybrid approach which is itself interesting -generating an approximation by finding −1 < b < 1 that minimizes the mean-squared error across the full interval [−1, 1], we will denote this approximation by p H (x). Consider the 2 There is a solution with relative error that equioscillates between −1 and 1 but it is not unique because there are many other solutions with relative error that is bounded between −1 and 1 although not ones where the error equioscillates.
linear functional φ(β) defined to be the L 2 norm of the relative error of p β (x).
In particular
Note that we have dropped b and will be trying to minimize φ n (β) over 1 < β < ∞. Once we find the optimal value of β we could recover b from (8) if we wished although that is unecessary. Invoking the change of variables from (9) gives
In order to evaluate this we will use two well known identities (see [5] ) which appear below
Applying (10) yields
(T 2n (τ ) + 1) dτ and (11) gives us φ n (β) = 1 (β + 1)(T 2n (β) + 1)
Finally, noting that T n (−1) = (−1) n and expanding yields φ n (β) = 1 (β + 1)(T 2n (β) + 1)
We construct the hybrid approximation by finding 1 < β * < ∞ that minimizes φ n (β) and choosing p H (x) so that it satisfies
So, for example, we can construct the fourth degree hybrid approximation by first minimizing φ 5 (β) over 1 < β < ∞. Doing so will give us a β * ≈ 1.1898
and we can see the relative error of the hybrid approximation plotted alongside that of the MMSRE approximation of the same degree in figure 5 .
The discrete problem
It is worth briefly noting that the MMSRE solution to the discrete polynomial approximation problem is stunningly simple. Given a set of observations
we wish to find the polynomial that minimizes
This is clearly a weighted linear least squares problem with weights equal to the reciprocals of the y i and may be solved using any number of well known approaches to solving linear least squares problems (see [7] ) provided that all of the y i = 0.
Summary
We have investigated a different approach to constructing function approximations that fits by minimizing the L 2 norm of the relative error. Although the classical Tchebychef approach can also be applied to minimum relative error approximation it suffers when the target function has large variation of scale over the interval since a 'spike' in some small region of the function can cause errors across the rest of the interval to be larger than one might like. We looked at a specific problem of Tchebychef that demonstrated these phenomena and showed that the MMSRE approach can alleviate these difficulties. Moreover, we used this problem to demonstrate that we can fit a wider class of target functions with the MMSRE approach since simple poles in the interval do not preclude generating an approximation. Finally, we showed a hybrid approach to solving the problem that gives a very pleasing answer.
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