Abstract-A semiblind iterative algorithm to construct the best linear unbiased estimate (BLUE) of the channel impulse response (CIR) vector h for communication systems that utilize a periodically transmitted training sequence within a continuous stream of information symbols is devised. The BLUE CIR estimate for the general linear model y = Ah + w, where w is the correlated noise, is given by the Gauss-Markoff theorem. The covariance matrix of the correlated noise, which is denoted by C(h), is a function of the channel that is to be identified. Consequently, an iteration is used to give successive approximations h (k) , k = 0, 1, 2, . . . to h BLUE , where h (0) is an initial approximation given by the correlation processing, which exists at the receiver for the purpose of frame synchronization. A function F (h) for which h BLUE is a fixed point is defined. Conditions under which h BLUE is the unique fixed point and for which the iteration proposed in the algorithm converges to the unique fixed point h BLUE are given. The proofs of these results follow broadly along the lines of Banach fixed-point theorems.
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I. INTRODUCTION
R ELIABLE communication often requires accurate estimation of the channel impulse response (CIR) to facilitate channel equalization. Semiblind algorithms exploit information used by blind methods (for example, the statistics of unknown data symbols) as well as information from known training symbols. We devise a semiblind iterative algorithm to construct the best linear unbiased estimate (BLUE) of the channel in the case where we have the general linear model for the received data, i.e., where the noise is not white, since we consider the effects of noise due to unknown data, where such noise is correlated. The algorithm that we propose is Manuscript received April 21, 2004 designed to work within the constraints imposed by the ATSC digital TV 8-VSB [1] modulation system. This standard uses a training sequence of length 728, which is repeated every frame of 260 416 data symbols. Delay spreads observed from data capture in urban multipath settings give channel lengths of 400-500 symbols. Such channels are too long to form an overdetermined system for an accurate least squares (LS) estimate of the channel without considering correlated noise due to unknown data, hence, the use of the statistics of the unknown data that surround the training sequence, which makes our algorithm a semiblind algorithm. In a mobile vehicular setting (e.g., digital TV reception in a minivan), the physical channel will have changed substantially when the next training burst arrives. For this reason, we require a channel estimation method that yields a reliable channel estimate based on one burst of training data. To achieve this, our method considers an overdetermined system that must account for correlated noise due to transmission data. The BLUE CIR estimate, which we propose, allows for such accurate channel estimation, even in a mobile setting. We give conditions under which the iterative method is guaranteed to converge by considering the method as a function iteration converging to the unique fixed point of the function. See the Banach fixed-point theorem function iteration and contraction mappings in [2] - [4] for contraction mappings in signal processing and image reconstruction. For communications systems utilizing a periodically transmitted training sequence, LS-based channel estimation and correlation-based channel estimation algorithms have been the two most commonly used approaches [5] . Both methods use a stored copy of the training sequence at the receiver. Most channel estimation schemes do not account for the baseline noise term, which occurs due to the correlation of the stored copy of the training sequence with the unknown symbols adjacent to the transmitted training sequence [5] , [6] . We take into account the statistics of these unknown data symbols, which gives rise to the fact that our algorithm is semiblind, using not only known training symbols but also the statistics of unknown adjacent information symbols [7] . Several recent papers consider different aspects of semiblind channel estimation. Notably, de Carvalho and Slock [8] consider identifiability conditions for blind and semiblind finite-impulse response (FIR) multichannel estimation. Medles et al. [9] consider linear-predictionbased semiblind estimation of multiple-input-multiple-output (MIMO) FIR channels. Lasaulce [10] considers a semiblind method for code-division multiple-access (CDMA) systems, while Buchoux [11] considers the performance of semiblind subspace-based methods. Rontogiannis et al. [12] consider the semiblind problem via a separable LS approach.
Although the simulation examples that we draw upon are concerned with the ATSC digital TV 8-VSB system, the theory and algorithm that we present could be applied, with minor modifications, to any digital communication system with linear modulation that employs a periodically transmitted training sequence. The novel algorithm that we present is targeted at systems that are desired to work with channels having long delay spreads L d . In particular, we consider the case where
where N is the number of training symbols, T is the symbol period, and NT is the duration of the available training sequence. For instance, the 8-VSB digital TV system has 728 training symbols, whereas the delay spreads of the terrestrial channels have been observed to be at least 400-500 symbols long.
II. BASEBAND DATA TRANSMISSION MODEL
The baseband symbol rate sampled receiver pulse-matched filter output is given by
(1)
where
is the M -ary complex-valued training sequence A ⊂ C [13] - [15] . {a k } denotes the first N known (training) symbols within a frame of length N , and {d k } denotes the remaining N − N random data within the frame. ν(t) = η(t) * q * (−t) denotes the complex (colored) noise process after the receiver (pulse) matched filter, with η(t) being a zero-mean white Gaussian noise process with spectral density σ 2 η per real and imaginary part. h(t) is the complex-valued impulse response of the composite dynamic channel, including the pulse shaping transmit filter q(t), the physical CIR c(t), and the receive filter q * (−t), and is given by
is the convolution of the transmit and receive filters, where q(t) has a finite support of [−T q /2, T q /2], and the span of the transmit and receive filters T q is an integer multiple of symbol period T . {c k } ⊂ C denotes the complexvalued physical channel gains, and {τ k } denotes the multipath delays or the time of arrivals (TOA). It is assumed that the time variations of the channel are slow enough that c(t) can be assumed to be a static intersymbol interference (ISI) channel, at least throughout the training period. We also note that for the 8-VSB system, the transmitter pulse shape is the Hermitian symmetric root-raised cosine pulse, which implies that q(t) = q * (−t). In the sequel, we will denote both the transmit and receive filters by q[n] ≡ q(t)| t=nT . In addition, the sampled matched filter output signal y[n] will be used extensively in vector form; therefore, we introduce the notation y [n 1 :
Without loss of generality, the symbol rate sampled complexvalued composite CIR h[n] can be written as a finite dimensional vector
where N a and N c denote the number of anticausal and causal taps, respectively. (N a + N c + 1) is the total memory of the channel.
III. CHANNEL ESTIMATION VIA CORRELATION
Channel estimation via correlation is typically performed by correlating the received signal with a copy of the training sequence stored at the receiver. Cox [16] initially considered this problem for outdoor channels, while Devasirvatham [17] considered indoor channels, and Parsons et al. [18] reduced the complexity of the algorithm for implementation. The correlation used for initial synchronization is considered in [19] . Other works that consider channel estimation via correlation are [20] - [22] .
We denote the channel estimate obtained via correlation
T which is given by
Collecting together the (N a + N c + 1) of these equations, the correlation channel estimate is given in matrix vector form by
where q denotes the symbol rate sampled receiver pulsematched filter. The matrix X given by
. The values of x n are given by
Hence, using (3), we have
If the training sequence has been sent in isolation of transmission data (purely a sounding sequence), then the term A( D) T h does not occur. In our case, the training sequence is embedded in the transmission data, and this term does appear. Loosely speaking, the general idea of the correlation estimate is that due to the pseudonoise properties of the training sequence, A( A) T is very close to the identity matrix, so we see that the correlation estimate approximates the actual channel, modulo the noise
. This situation is worsened in the case of the training sequence embedded in transmission data due to the appearance of the term A( D)
T h.
IV. FORMULATION OF THE LS CHANNEL ESTIMATION PROBLEM
Based on (1) and assuming that N ≥ (N a + N c + 1), we can write the pulse-matched filter output that corresponds "only" to the known training symbols compactly in vector notation as
is the colored noise at the receiver matched filter output, where
where q is the symbol rate sampled receiver pulse-matched filter, as previously defined.
The value of N , as imposed by the 8-VSB modulation system, is 704 (or 728 if the 24-mode symbols are incorporated into the training symbols). The channel length N a + N c + 1 is determined to be in excess of 500 symbols from the field test data. We use a channel length of 576 or 512. These values of parameters ensure that the LS system previously described is badly underdetermined and does not give a reliable CIR estimate.
V. FORMULATION OF THE OVERDETERMINED LS CHANNEL ESTIMATION PROBLEM
To write an overdetermined LS system, we write the pulsematched filter output that includes "all" the contributions from the known training symbols, including the output that includes adjacent unknown random data. This system is written as
where 
is a Toeplitz matrix that includes adjacent random information symbols only, both prior to and after the training sequence. We will only use the statistics of this random data (since the actual values are unknown) and use these statistics to compute the covariance matrix of the correlated noise, which will be used in the solution for the BLUE estimate of h. The data symbols d −1 , . . . , d −N a −N c denote the unknown information symbols transmitted at the end of the previous frame.
To compute the covariance matrix for the noise contri-
, it is advantageous to rewrite the term Dh.
We N c +N a ) ) is the Toeplitz channel convolution matrix
is the time reversal of the channel vector h T . Then, we note that Dh = Hd and while it is difficult to obtain a closed-form expression for the expected value
we can obtain a closed-form expression for the expected value
is given by
Note that this expression for matrix S is derived theoretically and is used exactly in this form in the algorithm. No estimation of S is required so that issues concerning finite block length, which would give rise to off-diagonal elements in S, do not arise. Since Dh = Hd, we may then rewrite (7) as
VI. GENERAL LINEAR MODEL AND BLUE ESTIMATOR

A. General Linear Model for the Received Data
At the end of the previous section, we concluded that the received data vector y [−N a :N +N c −1] may be written in a form that is referred to as the "general linear model" (see [23] or [24] ), where "general" refers to the fact that the noise may be correlated. The overall noise term w = Hd We will define
We often use the approximation
B. Solution of the General Linear Model and the Gauss-Markoff Theorem
The BLUE estimate, which is the minimum variance unbiased estimator for the general linear model, is given by the Gauss-Markoff theorem (see [23] - [25] or [26] ), which states in part that if the data observed can be modeled as
where y is an N × 1 vector of observations, A is a known N × p observation matrix (with N > p and rank p), h is a p × 1 vector of parameters to be estimated, and η is an N × 1 noise vector with mean and variance given by E[η] = 0 and var(η) = C, respectively, then the best linear unbiased estimator of h is
and the covariance matrix of h BLUE is
In the case where the noise is white (i.e., var(η) = σ 2 I), this expression collapses to the standard LS solution of the normal equations, i.e., h BLUE = (A T A) −1 A T y, and the covariance
VII. ITERATIVE ALGORITHM FOR FINDING THE BLUE CHANNEL ESTIMATE
For notational ease, from now on, we write y for y [−N a :N +N c −1] . Using the Gauss-Markoff theorem, we see that the BLUE channel estimator for (7) is
but as already noted, the right-hand side depends on the CIR vector h, which we are attempting to estimate. Note that the expression on the right-hand side of (14) is independent of the factor σ 2 d /2, which appears in the expression cov(w) = (σ 2 d /2)C(h). This suggests using an iterative algorithm to compute h BLUE . Given an initial estimate h (0) , for the CIR, we use the iteration
for k = 0, 1, 2, . . .. The covariance matrix at the kth stage is formed using
The covariance matrix depends on the channel noise variance σ 
, which is given by
where A is given by (6) . Note that A does not contain any unknown data but is the "short" matrix that contains only training values so that our estimate of the AWGN variance is not "contaminated" by energy due to the data variance, as would be the case if we mistakenly use matrix A in this estimate. The data variance σ 2 d is computed theoretically using knowledge of how the particular data is modeled as a random variable. For example, in the case of the ATSC 8-VSB system, the data is modeled as a uniform random variable on the set {±1, ±3, ±5, ±7}, for which σ 2 d = 21. Hence, at the kth stage in the algorithm, we compute a new estimate for the CIR vector h (k) . Using h (k) , we form the new covariance matrix using (16) and then find the inverse (C(h (k) )) −1 . Finally, we compute h (k+1) using (15 Compute channel estimate h (k+1) using (15) end for Practical low-complexity methods for solving (15) in the for loop must be determined. We are presently working on such low-complexity approximations to this part of the algorithm [27] - [30] . We show the simulation results for channels used in the high-definition TV (HDTV) literature, which are known as the Brazilian channels. We specifically use the Brazilian channels identified as C, D, and E described in Table I . We also give results for Brazilian channels A2, A3, and A5. In the interests of space, we do not explicitly give their delays and path gains in the table, but they are shown in Fig. 1 . All the channels may be found in [1] .
A. 2-Norm of Error
We show the simulation results for four iterations of the algorithm to demonstrate its performance. The 2-norm of the error is given at each iteration. The norm of the error is seen to be decreasing at each iteration. In practice, a stopping criterion for the iterative algorithm would be used [31] . We use two distinct initial approximations to the CIR in the simulation of the algorithm. "Correlation" in Table II denotes starting the algorithm from the correlation estimate for the CIR, whereas "aBLUE" denotes starting the algorithm from the initial approximation of the CIR vector as a delta function, i.e., for
where the 1 appears in the (N a + 1)th position. More information concerning this approximation can be found in [27] - [29] .
Note that the error values for the correlation estimate and aBLUE estimate are the initial values given in Table II for the iteration k = 0. Hence, we see that the iterations k = 1, 2, 3 improve on the correlation and aBLUE estimates.
We give the variance of the BLUE estimate, as given by the Gauss-Markoff theorem. We have var(h
ii . We treat this quantity as a baseline noise value that the algorithm can approach. In Table III , we give the quantity V , which denotes
which is the 2-norm of the diagonal of matrix (
which we consider to be a vector. We give the values for the norms of the Jacobian matrices for the function F given by (18) for each of the channels considered in Table IV . The norms considered are the 2-norm, 1-norm, ∞-norm, and Frobenius norm (which is denoted as F-norm in the table). We note that in each case, it is the 2-norm of the Jacobian that is less than 1. This guarantees convergence of the proposed algorithm (see Section IX) and occurs for the initial approximation to the CIR vector h, which is sufficiently close to the actual value of h. We emphasize that we have encountered many channels with the norm of the Jacobian matrix that is not less than 1 with respect to any of the matrix norms, which we consider not to result in nonconvergence of the algorithm. The condition of the mapping, being a contraction mapping, is sufficient but is not necessary for convergence (see Section IX).
B. Symbol Error Rate for Brazil-D
In Fig. 2 , we show the symbol error rate for a decision feedback equalizer (DFE) [32] , [33] , in operation with simulated 8-VSB data transmitted through the Brazil-D channel for a simulated Doppler channel for the frequency range of 0-75 Hz. The figure shows the symbol error rate plotted against the Doppler frequency in hertz, as the DFE taps evolve using an adaptive update [such as least mean square (LMS)] [34] , [35] . We do not give the specific architecture used here. The plots are given for the three separate cases, namely 1) initializing the DFE with the iterative BLUE estimate after one iteration of our algorithm (denoted as BLUE in the figure), 2) initializing the DFE with the approximate BLUE estimate given in [27] , (denoted as aBLUE in the figure), and 3) initializing the DFE with the correlation estimate of the CIR (denoted as XCORR in Fig. 2) . The improved initial channel estimate obtained using the iterative BLUE estimate allows for operating at a higher Doppler rate than merely using the correlation estimate as the initialization for the channel. The initial channel estimate is used to compute minimum-mean-square-error (MMSE) DFE tap-weights, which are then updated adaptively as the channel evolves in time.
IX. PROOF OF CONVERGENCE OF THE ITERATIVE METHOD
A. Contraction Mappings and Fixed-Point Theorems
For simplicity of notation, we write y = y [−N a :N +N c −1] . We consider the convergence of the iterative method by considering the iteration of the following function.
Since h BLUE is given by the expression on the right-hand side of (18), then we see that h BLUE is a fixed point of function F [2] . We give conditions under which F has a unique fixed point h BLUE and for which the iteration converges to this unique fixed point h BLUE . Background material concerning the notation used, differentials, partial derivatives, and the the vector p-norm (for p = 1 or 2) and use this notation to denote the matrix p-norm (again, for p = 1 or 2), where whether we are using the vector or matrix norm is clear from the context. If F y,A is differentiable at each point of U and if
(where DF y,A denotes the Jacobian matrix of F y,A ), then we have Proof: The proof for 2-norms follows directly from the results in [36] . The proof for 1-norms is based on the proofs in [36, Th. 8.17, Corollary 8.18, Corollary 8.19], with the 2-norms replaced by 1-norms. Kantorovich and Akilov [37] give more general results for metric spaces.
We have used the 1-norm for ease of computation concerning our specific example. Specifically, the matrix 1-norm affords a nice formula for computation as the maximum column sum [31] , i.e., for
There is no corresponding easy-tocompute formula for the matrix 2-norm. However, when using Matlab for simulations, we may also compute the 2-norm of the Jacobian matrix with relative ease. A function that satisfies an inequality of the form (20) , where M < 1, is called contraction mapping [36] , [37] . The following theorem may be found in a general form in [37] . 
and M < 1, then function F y,A has a unique fixed point h 0 on U , and the iteration Proof: The proof is straightforward and is given in the Appendix.
B. Computation of the Jacobian Matrix
We state the following lemma concerning the differentiation of the inverse of a matrix. 
Proof: Differentiating both sides of B(θ)B −1 (θ) = I with respect to θ i and using the product rule, we ob-
Concerning C(h), we have the following.
and for all nonzero x ∈ R N a +N c +N , we have
since Q H is of full column rank, provided that σ 2 η = 0. We have used the fact that S = S T S. Hence, C(h) is a positive definite matrix for all h ∈ R N a +N c +1 and, consequently, is nonsingular for all h ∈ R N a +N c +1 .
, following Lemma 3. We notice that the proof hinges on the fact that the AWGN variance σ 2 η is nonzero. This is often the case and is encountered in engineering applications under the term diagonal loading (see, e.g., [38] ), which is a method to improve matrix conditioning, and in mathematical applications, a similar role is played by a regularization parameter [25] . Concerning the differentiability of F , we have 
Proof: Differentiate, using the product rule [39] , with respect to h i , the expression for A C (h)y, and use Lemma 3 thrice. Details are given in the Appendix.
Concerning the Jacobian matrix, we have the following. Proposition 7: The Jacobian matrix DF y,A (h) for function F y,A (h) is given by
where the column vector ∂F y,A (h)/∂h i is given by
Proof: Equation (22) is given after [36, Prop. 8.21 ], whereas (23) is given by [36, Prop. 6] .
Concerning convergence with respect to the different topologies generated by different norms, it is a well-known result that all norms are equivalent on a finite dimensional vector space and, thus, generate the same topology [31] , [37] , [40] .
Consequently, given a sequence {x n } ∞ n=1 ⊂ V , which converges to a limit point x with respect to the topology generated by the norm . (i.e., lim n→∞ x n − x = 0), then this sequence converges to the same limit point x with respect to the topology generated by the norm . * (i.e., lim n→∞ x n − x * = 0). Hence, convergence with respect to a particular norm implies convergence with respect to any equivalent norm. Therefore, it is irrelevant what norm we use to show convergence of the iterative algorithm, as convergence with respect to a particular norm implies convergence with respect to the topology generated by any given norm.
X. CONCLUSION
We have proposed a semiblind iterative algorithm which works within the ATSC DTV standard to achieve BLUE channel estimation. We claim that the algorithm generalizes to any communication system that utilizes a periodically transmitted training sequence embedded in data. The BLUE channel estimate is given by solving Gauss-Markoff equations. Due to our system constraints, to formulate an overdetermined system, we encounter the added complication that the noise covariance matrix is actually a function of the CIR, which we are trying to find. This suggests an iterative algorithm, where an initial approximation to the CIR is used to generate a noise covariance matrix and, hence, a better approximation to the CIR. We give conditions under which the iteration is represented by a contraction mapping and, thus, converges with a linear convergence of errors. We present simulation examples demonstrating superior channel estimation of the iterative algorithm over other previously used methods for Brazilian channels [1] . We present simulation examples that demonstrate the superior performance of an adaptive DFE for a Doppler channel after initialization using the iterative algorithm. In each case, for the simulations, we make a comparison between the correlation method of channel estimation and the approximate method given in [27] .
APPENDIX
A. Proof of Theorem 2
We break the proof into several parts.
1) {h
is a Cauchy sequence in R N a +N c +1 . For arbitrary positive integer k and for p = 1 or 2, we have
For M , as given in (21), and for arbitrary ε > 0, we select a positive integer k such that which is a contradiction. Hence, no such two distinct fixed points exist; therefore, the fixed point h 0 of F y,A is unique. 4) Clearly, the sequence {h (k) } ∞ k=0 , which our iterative process generates, converges to the unique fixed point h 0 of F y,A since h 0 was defined as the limit point of the sequence. The BLUE channel estimate is defined to be the solution of
i.e., it is the unique fixed point of function F y,A , in which case, h 0 = h BLUE .
B. Proof of Proposition 6
We have
which gives the result.
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