Stress testing credit card portfolios: an application in South Africa by Seah, Y. et al.
1 
Stress testing credit card portfolios: an application in 
South Africa 
Authors: 
Yixin SEAH 
Mee Chi So1*  
Lyn C. THOMAS2 
Affiliation and Postal address: 
Southampton Management School 
University of Southampton 
Southampton 
United Kingdom 
SO17 1BJ 
Other Contact Details 
1email: M.So@soton.ac.uk 
Tel: +44 (0)23 8059 8964 
Fax: +44 (0)23 8059 7677 
2email: L.Thomas@soton.ac.uk 
 
 
 
Abstract:  
Motivated by a real problem, this study aims to develop models to conduct stress testing on credit card 
portfolios. Two modelling approaches were extended to include the impact of lenders’ actions within the 
model. The first approach was a regression model of the aggregate losses based on economic variables 
with auto correlations of the errors. The second approach was a set of vintage level models which 
highlighted the months-on-book effect on credit losses. A case study using the models was described 
using South African credit card data. In this case the models were used to stress test the credit card 
portfolio under several economic scenarios. 
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1. Introduction 
In recent years, many lenders have conducted stress tests on their credit portfolios in order to assess and 
estimate the possible loss when there are changes on economic environments. Several reasons have 
contributed to the importance and popularity of stress tests. The first is the Basel II and III accords which 
put considerable regulatory weight behind the need to stress test. The other reason of course is the credit 
turmoil in 2008 which showed how fragile the current financial systems is when there is an economic 
shock. 
There is a wide range of practices to stress test financial products. IMF defines stress tests as “a range of 
techniques used to assess the vulnerability of a portfolio to major changes in the macroeconomic 
environment or to exceptional, but plausible events” (Blaschke et al., 2001).  One common stress testing 
approach is to build models of credit losses based on economic conditions and then to apply different 
future economic scenarios to these models to see the effect on the credit losses. So far most stress testing 
research has been applied almost exclusively to corporate lending. (Kalirai and Schleicher, 2002; 
Hoggarth and Whitley, 2003; Varotto, 2011). The recent credit crunch however has shown stress testing 
on consumer credit portfolios is essential to estimate the impact of the economy on the financial industry 
and its stability. 
In this study, we estimate the credit risk of credit card products in a real-world application setting. A 
South African credit lender was interested in developing a robust model to examine the impact of 
macroeconomic factors on the credit risk of its credit card portfolio so that the resulting model could be 
used for stress testing.  Apart from the external economic environment, the lender also recognised that the 
operating policy used on the portfolio had changed significantly over the time the data was collected. 
To allow for these effects, we use two types of models in this study. The first was a regression based 
model with autocorrelation errors. These models are the main approach to stress testing credit portfolios 
(Jiménez and Mencía, 2009; Wong et al., 2006; Virolainen, 2004). In these models, default rate is the 
dependent variable and macroeconomic variable(s) (e.g. GDP, interest rate etc.) is used as explanatory 
factor(s). The basic regression model without policy effects turned out to be unsatisfactory in that the 
impact of economic changes on forecasted credit losses was counter intuitive.  Hence a hybrid approach 
was used, taking into consideration the external factors such as management decisions and seasonality as 
well as the basic model structure.   Stress testing was performed on the forecasts using four different 
economic scenarios to estimate how the portfolio would perform under different economic conditions.    
The second was a hazard type model which included the impact of maturity of the credit card on default 
rates and hence decomposed the portfolio into different vintages. This approach uses the general portfolio 
performance to map the shape of the months-on-book effect (called the Maturation Curve), which is so 
important in retail credit. Exogenous, time-based variables such as seasonality, management actions and 
economic environmental factors were later factored into the Maturation Curve to produce a vintage curve 
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(Breeden and Smith, 2002; Breeden, 2007). Although vintage cycles can be applied to many variables 
(e.g. roll rates, utilization), they are generally difficult to implement accurately, and adjustments must be 
made for the quality of each vintage (Breeden, 2003). One assumption made when modelling vintages is 
that though different vintages have different default trajectories, the relative progression of losses through 
time is stable for all vintages (Hatzius, 2008).  
The rest of the paper is organised as follows. We present the detail model formulation of the two 
approaches in Section 2. The background of this case study will be presented in Section 3. The results of 
both models are discussed in Section 4. The conclusion is given in the last section. 
2. Methodology  
In this section, we present the methodology of our study. We use two different approaches to estimate the 
aggregate default rate of credit card portfolios.  
2.1 Regression based aggregate loss model 
 In the multi-variate regression modelling approach the default rate at time t (ݕ௧) is the outcome variable 
and macroeconomic variables (ݔଵ௧, ݔଶ௧,⋯, ݔே௧ሻ are explanatory variables at time t. In this application 
simple uni-variate regression models were built using different lags (indexed by	݈ ൌ 1,2, … , ܮ) for each 
variable in turn and the lag with the highest R squared value (goodness of fit test) was chosen as the 
appropriate one for that variable. The forward stepwise regression method was then applied using the 
appropriately lagged version of each variable to produce the simple multivariate model.  
 
Due to the input variables being time variables, there was a possibility of autocorrelation of error terms in 
the model, meaning that the error of month t ሺܼ௧ሻ	could be correlated with the error of month t-1. An 
autocorrelation correction was carried out on the final regression model by adding autocorrelation 
correction terms. So the overall model therefore was 
 
ݕ௧ ൌ ෍ߚ௡
ே
௡ୀଵ
ݔ௡௧ ൅ ܼ௧,									ݐ ൌ 1,⋯ , ܶ																	ݓ݄݁ݎ݁									ܼ௧ ൌ෍ߩ௟
௅
௟ୀଵ
ܼ௧ି௟ ൅ ߳௧														ሺ1ሻ 
 
where ߚ௡	 and 	ߩ௟	are regression parameters and autoregressive parameters respectively, and 
߳௧~݅. ݅. ݀. ܰሺ0, ߪଶሻ is the error term for the white noise. Backward elimination was then applied to 
remove the lagged error terms with lowest t-values one by one. The Durbin-Watson statistic (d) was also 
checked for positive or negative autocorrelation. As a rule of thumb, there is no autocorrelation if d >1.6 
(Brochlebank and Dickey, 2005).  
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If it is known that the lender’s portfolio management strategies were changed substantially one or more 
times during the period, dummy variables can be added to (1) to represent each subperiod. We called this 
the Hybrid model: 
ݕ௧ ൌ ෍ߚ௡
ே
௡ୀଵ
ݔ௡௧ ൅෍ܿ௜
௄
௜ୀଵ
ܦሾ௧೔షభ,௧೔ሿሺݐሻ ൅ ܼ௧,									ݐ ൌ 1,⋯ , ܶ								ݓ݄݁ݎ݁					ܼ௧ ൌ෍ߩ௟
௅
௟ୀଵ
ܼ௧ି௟ ൅ ߳௧														ሺ2ሻ 
 
where D[t,s] is a dummy binary variable representing the managerial decision from time t to time. We are 
assuming there are K different policies implemented with policy i being implemented from ti to ti+1 and  
ܿ௜	 is the corresponding regression parameter  The choice of when there are changes in policy is obtained 
by discussion with the appropriate decision makers within the lending organisation and by checking when 
policy changes were made.  
 
2.2 Vintage segmented months-on-book model 
The second approach in this study examines the impact of the maturity of the credit card on the default 
rate and so segments the portfolio by vintage.  A vintage of a credit card account is defined as the starting 
period of the credit card. A curve y against the months-on-book for different vintages can be plotted (See 
Figure 9 for illustration). Breeden (2007) proposes that one can model this curve by three factors:  
maturity, exogenous and vintage quality. We use a similar approach but also include seasonality into the 
model since it may have impact on the default rate. Therefore, for the segment of the portfolio which 
started at time t0 , the default rate at time  t+t0 (i.e.  t periods after the credit facility was made available) 
is modelled as:  
lnሺݎ௧బሺݐሻሻ ൌ ݒ௧బ ൅ ݉௧ ൅ ݏሺ௧ା௧బሻ	௠௢ௗ	ଵଶ ൅ ݁௧	
                                             
where ݎ௧బሺݐሻ	is the rate of default at time t for vintage	ݐ଴, ݒ௧బ is the vintage 	ݐ଴	performance,  ݉௧ is the 
maturity curve at time t, ݏሺ௧ା௧బሻ	௠௢ௗ	ଵଶ is the seasonality (based on 12 months). The residuals, i.e. ݁௧, is 
caused by the exogenous effects of macroeconomic factors or management actions. 
 
To model this, initially the average months-on-book curve is obtained by first plotting the default rate at 
time t for each vintage and the average over the curves for different vintages obtained (See Figure 9 for 
illustration). A maturation curve (݉௧) = ln(r(t)) was fitted as closely as possible to the average vintage 
curve. The resulting maturation curve was a combination of a logistic function and a decay factor 
(Chapter 4, Breeden 2010), with the following formula: 
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ܣଵ ൈ ൞ܣଶ ൅ ൦ ܣଷ
1 ൅ exp ൬െܣସ ൈ ሺݐ ൅ ܣହሻܣ଺ ൰
൪ൢ ൅ ܣ଻ െ ቆ √ݐ1000ቇ ൈ ܣ଼,	 
                                                                                                   
ܣଵ	to ܣ଼ were constant values that we can't publish for confidentiality reasons. In this equation, the first 
part (i.e. ܣଵ ൈ ൝ܣଶ ൅ ൥ ஺యଵାୣ୶୮ቀషಲరൈሺ೟శಲఱሻಲల ቁ
൩ൡ ) increases with t whereas the second term (i.e. ܣ଻ െ ቀ √௧ଵ଴଴଴ቁ ൈ
ܣ଼ ) decreases with t. One can see the first and second parts are the short term and long term effects on 
the hazard rate of credit card portfolios respectively. There is an initial rise on hazard rate in the first year 
since default takes a few months to occur. In the longer term though, the credit card portfolio’s hazard 
rate starts to drop because the riskier borrowers have defaulted. The equation therefore is a combination 
of both effects.  Seasonality was calculated by using the variance from the total average losses for each 
month. Then, the exogenous effects are estimated in a very similar way to that used for the aggregate 
regression based approach, namely:  
݁௧ ൌ ෍ߚ௡
ே
௡ୀଵ
ݔ௡௧ ൅෍ܿ௜
௄
௜ୀଵ
ܦሾ௧೔షభ,௧೔ሿሺݐሻ ൅ ܼ௧,									ݐ ൌ 1,⋯ , ܶ						ݓ݄݁ݎ݁				ܼ௧ ൌ෍ߩ௟
௅
௟ୀଵ
ܼ௧ି௟ ൅ ߳௧														ሺ3ሻ 
 
where the notations are defined to the same as in (1) and (2). In particular D[t,s] is a dummy binary 
variable representing the set of portfolio management strategies in place from time t to time s, and we 
assume there are K different policies implemented during the sample period with policy i being 
implemented from ti to ti+1 .   
 
3. Background to case study 
South Africa is said to have a two-tiered economy; one that is similar to developed countries, and the 
other which relies on primary infrastructure. Key economic sectors include mining services, 
manufacturing, energy, transport, tourism and agriculture (South African Government Information, 2008).  
South Africans have been reaping the rewards of economic growth, as the disposable income of 
households has been increasing (Figure 1a). However, there has also been an increasing trend in 
household debt (Figure 1b), and this will have an effect on credit losses. South Africa used to be the 
world’s leading producer of Gold, although its importance has diminished over the years. In terms of 
employment in South Africa, mining and construction used to be the major employment industries. These 
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industries, however, were overtaken by Finance and banking as South Africa’s major employer in 2002 
(Figure 1c). 
[Figure 1a, 1b and 1c about here] 
Unemployment in South Africa is high, standing at 25.3% in 2010 (SA StatsOnline, 2010), although this 
figure would increase to 36% if those too discouraged to seek work are included. This shows that there is 
a large difference in unemployment rates between the ‘broad’ and ‘narrow’ definitions. The ‘Narrow’ 
“unemployed” rate refers to the jobless who were looking for work when the survey was made. The 
‘broad’ definition includes those in the ‘narrow’ definition and jobless people who were not looking for 
work during the reference period (Kingdon & Knight, 2000). In South Africa, official statistics use the 
‘narrow’ definition as the official definition. This large difference in the two rates could explain why 
unemployment is not traditionally deemed as a key economic indicator in South Africa. 
The credit card data used in the case study covers the period from January 2005 to July 2010.  Default 
was defined as accounts which become 90 or more days in arrears. This is identical to the definition in 
the New Basel Accord. The lender was also interested in Delinquent rate which is defined as 
 
ݕ௧ ≡ ܦ݈݁݅݊ݍݑ݁݊ݐ	ݎܽݐ݁	ܽݐ	ݐ݅݉݁	ݐ	 ൌ ܶ݋ݐ݈ܽ	ܦ݈݁݅݊ݍݑ݁݊ݐ	ܤ݈ܽܽ݊ܿ݁ݏ	ܽݐ	ݐ݅݉݁	ݐܶ݋ݐ݈ܽ	ܤ݈ܽܽ݊ܿ݁ݏ	ܽݐ	ݐ݅݉݁	ݐ ൈ 100 
 
A plot (i.e. Figure 2)1 of Delinquent Balances and Default rate, which is percentage of accounts that 
default in a period, show that both exhibit similar trends, both for our choice of default (3+ months 
delinquent) and for 1+, 2+, 4+ and 5+ months delinquent. This may be due to the fact that the portfolio is 
relatively homogenous in terms of credit card limits, so that results are not distorted by differing risk 
profiles at the very high or very low value ends. Therefore, there was no need to have two separate 
models for volumes and balances and we use the delinquent rate as our measure of the default rate in this 
case study.  
[Figure 2 about here] 
There are some obvious trends in Figure 2 that should be captured by the models created. There is a rapid 
increase in loss rates from January 2005 to around March 2007, where a slight peak is seen. The loss 
rates then plateau from July 2007 up till January 2009, peaking around March 2009 before decreasing 
slightly. These peaks may due to the lack of regulation on consumer credits before March 2006 when the 
National Credit Act (South Africa Government Gazette, 2006) was introduced by the South Africa 
                                                            
1 For confidentiality reason, in this paper, we do not disclose the actual value of the percentage loss. 
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government. Prior to the act’s implementation, many lenders had signed up new customers.  Much of 
those were risky accounts and the result flowed through in the following years.  
The choice of which factors to include in the stress testing model was made based on what was used by 
other stress testing models, even though, most of these are corporate credit risk models, factors which 
impact on the South African economy and the availability of the forecasts. The frequency of data chosen 
depended on the frequency of forecast data of the variable. Thus the following macroeconomic factors of 
South Africa were studied: 
[Table 1 about here] 
 
The quarterly or yearly recorded variables were standardized to monthly observation for the regression. 
This was done by either fitting a cubic spline or performing nearest neighbour interpolation to fit in the 
missing data, using the given data as the average of the period. The variables were checked for unusual 
data (e.g. Missing values, outliers, etc.) and then subjected to the following statistical transformations: 
Log transform (strictly non-negative variables), square transform (strictly non-negative variables), 
square-root transform (strictly non-negative variables), and inverse transform.  These are the common 
transformations used to improve linearity between the macroeconomic variables and the dependent 
variable in the regression. The macroeconomic variables were lagged from a lag of 0 months to a lag of 
12 months, so as to allow for the delay in the changes in economic conditions impacting on delinquent 
rate.  
Different economic scenarios were used in the stress testing of the portfolio. Four scenarios were chosen 
to reflect the impact of different economic and regulatory future on the world, as well as in South Africa. 
The four scenarios were named “Good”, “Moderate”, “Bad” and “Worst”.  The lender provided detailed 
descriptions of the economic environment under these four scenarios. We are not able to disclose the 
details for confidentiality reasons, but the names are apt descriptions of the scenarios being simulated.  
4. Results and Analysis  
4.1 Regression based aggregate loss model 
Initially the regression aggregate loss model was constructed on the assumption that delinquent rate were 
impacted only by macroeconomic variables. The forward regression approach chose GDP (+)2 and Gold 
inverse (-)3 as the explanatory variables each with a lag of 9 months. It is common for GDP to be picked 
up as a key macroeconomic variable in credit risk analysis (e.g. Altman et al., 2001; Virolainen, 2004; 
                                                            
2 (+) indicates the explanatory variable has a positive sign 
3 (-) indicates the explanatory variable has a negative sign 
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Bonfim, 2009). Gold has historically been one of South Africa’s most valuable exports, and its price is 
widely used as an economic indicator when modelling South African portfolios. If gold price decreases, 
the export receipts decrease drastically and this impacts GDP. This model gave a R-squared value of 
0.9505, indicating a very good fit.  The Pearson correlation between Gold inverse and GDP was 0.72776 
(p<0.05), indicating that there was some but not highly significant collinearity between the two variables. 
White’s Test (White, 1980) was used to test for heteroscedasticity of the residuals. This was to ensure 
homogeneity of variance of residuals, which is an assumption when Ordinary Least Squares Regression 
is carried out. Since the value of the White’s test was 0.3005, there was insufficient evidence to reject the 
“null” hypothesis which states the variance of residuals is homogenous.  
Autocorrelation correction was then undertaken using the autoregression terms together with the GDP 
and gold inverse factors. The R-squared value improved to 0.9825 after adding in an autocorrelation 
correction factors. The Durbin-Watson statistic after autoregression was 1.7283, indicating that there was 
no more autocorrelation. 
[Figure 3 about here] 
The resulting equation gave the forecast a very sharp increase in losses from mid-2010 onwards (Figure 
3), which would probably not occur (and with hind sight has not occurred). It also meant that the 
delinquent rate was forecast to be least under the worst scenario and highest under the good scenario 
which is completely counterintuitive. Part of the difficulty seemed to be caused by the forecasted GDP 
values. The GDP data was hence re-splined to make the forecasts smoother. The new spline was used 
both actual data and model forecasts, instead of only the actual data as was done with the old GDP spline. 
Having these revised data values slightly changed the shape of the curve and though 
[Figure 4 about here] 
the GDP values using the new spline approach led to a model with lower R squared 0.9310. After adding 
the autocorrelation correction, the model’s R squared was 0.9789. The fit of the new regression was still 
considered good. The results are shown in Figure 4. The graphs of Gold Inverse and GDP can be seen 
below.  
[Figures 5a and 5b about here] 
Figures 5a and 5b show the actual and forecasted gold price and GDP and from these it is clear the 
forecasts from the model of balanced losses will depend much more on the GDP than the Inversed Gold 
Price, since the latter does not vary much over time. 
While a good R squared value was obtained for this model, the forecast did not make much intuitive 
business sense. GDP is usually negatively correlated to delinquent rate because as the economy worsens, 
customers tend to have a harder time keeping up with payments due to unemployment, while in this 
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model it has a positive sign. Moreover although one could make a case for the rate of delinquent rate 
being high in good time and lower in bad times – more consumers take out loans in good times, whereas 
in poor economic situations consumers spend and borrow less – it is normally accepted that the loss rate 
should be higher in the poor economic conditions than in the good economic scenario. That is not the 
case here. This showed that building a model based only on economic factors was not reasonable and 
there was a need to create a second hybrid aggregate model.  
4.2 Hybrid regression based aggregate model 
A second regression based aggregate model was constructed, which took into account the impact of 
company decisions. Figure 6 below shows a comparison of the delinquency rates in terms of both 
balances and volumes, and when the major changes were made to portfolio management strategies over 
the period.  
[Figure 6 about here] 
The lender identified four different strategies that had been in place over the period 2004 to 2010. 
Initially, from July 2005 to May 2007 there was a fairly lax approach both to whom was given credit 
cards initially and also to the way accounts in arrears was being chased up. Slightly higher standards were 
then applied to applications during the second period, June 2007 to December 2008, and an even tighter 
acceptance policy was introduced from January 2008 until June 2009. This is now considered to be the 
normal policy appropriate for a “steady state”. Finally from July 2009 onwards a much stricter policy was 
applied to delinquent accounts. As the strategy used in the third period was considered the norm, the 
changes in delinquent rate in this period losses were assumed to be due to macroeconomic factors only. 
So regression models were fitted to the data in this period. The best fit was obtained using GDP (-ve sign) 
and Prime Interest Rate (+ve sign) both with lags of 9 months. The newly splined GDP was used in this 
regression, while the Prime Rate forecast was interpolated using Nearest Neighbour Interpolation. The 
forecasted loss is presented in Figure 7.  
[Figure 7 about here] 
The corresponding R squared value was 0.9492 for 3+ month overdue losses. Using the White’s Test, we 
found that the collinearity between GDP and Prime Interest rate was 0.605, indicating that there was no 
significant collinearity between the variables (White, 1980). White’s test was 0.1967 and thus there was 
insufficient evidence to reject the null hypothesis.  
The regression equation shows an inverse relationship between losses and GDP, indicating that as GDP 
improves, losses would decrease. Likewise, when Prime interest rates increases, the portfolio typically 
shows higher losses. The Prime Rate in South Africa is the most common benchmark for setting variable 
interest rates (South African Reserve Bank, 2009) and very little fixed rate lending is done.  These are 
11 
much more reasonable relationships between the dependent and independent variables. Moreover when 
one applies the different scenarios to this model, the ordering of loss rates is what might be expected with 
the highest loss rates in the worst scenario and the lowest in the good scenario. 
For these forecasts one has to ask what the most likely management actions are under the various 
scenarios, since they will affect the default rates. We consulted an experienced risk analyst in the 
company to determine which policy might be used for each economic scenario and the associated 
delinquency rates. We applied these strategies to the forecast. So this hybrid model is more intuitive and 
takes into consideration the impact of different portfolio management strategies over the period. Figure 
8a shows the timings of the different policies that were suggested for the “moderate” scenario.  
[Figure 8a and 8b about here] 
This forecast as shown in Figure 8b was a reasonable one, given that the “Moderate” loss forecast (the 
economic base case scenario) hovers around the same rate as the lenders’ other credit card portfolios. 
4.3 Vintage segmented months-on-book model 
This second type of model was based on the dual time dynamics approach of Breeden (2007). In this 
model, the changes in delinquency rates over that period were assumed to be the product of the impact of 
the maturity of the card (i.e. month-on-book), the vintage of the card (when they were first opened) and a 
remaining factor which should be explained by the economic situation. Following Breeden (2007) and 
the analysis done earlier in this paper on the aggregate model, one realises that this term should include 
dummy variables describing changes in the lender’s policy as well as the economic variables. There is 
though a difference between the lender’s policy changes considered in this approach and that in the 
regression based aggregate approach. In this model, changes to accept/reject criteria for new accounts are 
already captured by the vintage effect, and only changes to account management/collections strategies 
should be considered (i.e. those applied after the account is opened). In this case such changes were in the 
way accounts in arrears were dealt with. In the aggregate model the changes in policy cover both changes 
in the initial acceptance policy and in the subsequent operating policy. 
The model was built using accounts opened after January 2008 because the acceptance policy for 
accounts opened before then was considered to be far too lax to be used in future.  Initially the average 
maturation curve was calculated by plotting the maturation curve for each vintage and taking the average 
values. Figure 9 shows how close this average maturation curve is to the maturation curves for the 
different vintages. A logistic function was chosen to model the average maturation both because the 
average curve showed a sigmoidal increase in losses initially and because logistic functions have been 
used to model probability of defaults by other authors (Jimenez and Saurina, 2006). Due to the lack of 
data, the maturation curve was only constructed up to 29 months. The Maturation Curve shows that 
delinquency rates tend to peak after about 13 months-on-book. 
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Having found the maturation curve tm we then use (3) to calculate vt and et by using partial least squares. 
The standard dual time dynamic model was extended by including a seasonality term st into the formula 
for the balance loss rate (3). The seasonality impact is shown in Figure 10, which shows delinquency 
rates by month for each of the years. 
[Figure 10 about here] 
From the seasonality plot, it can be seen that the debts usually start accumulating during the holiday 
season (Christmas and New Year), leading to a peak in delinquency rates in April. 
The et term in the decomposition of the rate of delinquent rate was initially modelled as a function of only 
the economic variables. The best R squared value was 0.635, when stepwise regression simply chose 
GDP with a lag of 9 months. Dummy variables to describe the changes in lenders policy were also 
introduced. In this case only two dummy variables were needed to describe the changes in the policy 
concerning accounts in arrears. 
[Figure 11 about here] 
Figure 11 shows the actual vintage performance, and forecasts of delinquency rates both with and without 
the dummy variables. The introduction of the policy changes has dropped the balance loss rate 
significantly though we are using the rather more restrictive arrears management policy that was brought 
in July 09 all through the forecast period for all the scenarios. It is difficult to test how well a stress test 
model forecasts unless one can subsequently do backtesting sometime in the future. Even then one can 
only test it using the scenario that actually occurred allowing for the lender policy that was actually 
pursued. However one can use expert judgment of risk analysts within the organisation to determine 
which set of forecasts they feel is more likely. After discussing with some risk analysts in the 
organisation, there was a unanimous view that the forecasts including the dummies for the lender’s 
policies were the more acceptable. 
 
5. Conclusion and Future Directions  
Two regression based aggregate models and one dual time dynamics model were constructed and used 
for stress testing a South African credit card portfolio. Macroeconomic data was obtained on the South 
African economy. The critical finding was that the forecasts needed for stress testing seemed much more 
appropriate when the lender’s policy was included in the models.  
The first Aggregate Model was a purely econometric one. Although the regression fit was good, the 
forecast did not make business sense. Therefore, there was a need to create a second Hybrid Aggregate 
Model that included dummy variables to mimic management strategies and these produced a model 
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which made much more business sense. The last model was a Hybrid Vintage Model that incorporated 
the use of macroeconomic variables, dummy variables and seasonality trends. This third model provided 
another dimension for analysis, because it forecasted the default rate by vintage. Therefore, it gives a 
useful insight to understand the quality of a particular vintage. Subsequently, Lenders can use the 
analysis to make future collection or account management decisions, but assumptions have to be made 
about the quality of new vintages going forward. 
Although one was able to fit the current data well with an economic variable only regression model, the 
forecasts from the model did not make sense, which shows it is not enough just to find the model that 
best fits the current data. The introduction of dummy variables to reflect lender’s changes in policy 
improved both models considerably in terms of making more sensible forecasts. The results therefore 
show that management actions are likely to affect or even dominate the effects of changes in the 
economic environment. 'As discussed before, the environmental framework (e.g. the South Africa Credit 
Act in this paper) should also be considered. However introducing these extra factors does mean that for 
forecasting one has to decide what future actions the lenders will undertake. These are likely to be 
different for the different future scenarios. However this recognition that lenders will respond to changes 
in future economic conditions makes these models more flexible and realistic. 
This study showed that GDP is a strong indicator of credit risk for South Africa, being a key indicator for 
all the models. However, it should be noted that this may not always be the case because, as in the case of 
Indonesia in 1996, economic expansion could be fuelled by exports more than domestic consumer 
expenditure (Breeden and Thomas, 2007). Therefore, GDP may not always reflect the actual situations 
faced by consumers in the country.  
Some of the difficulties in this were the lack of data and forecasts. Some economic data was only 
recorded annually, and so it was necessary to interpolate this data to obtain monthly values if one wanted 
to build a model with monthly time periods. Adding dummy variables to mimic management decisions 
was also difficult due to the lack of experience of the management team of what were the likely impacts 
of these changes and how long before they would become apparent in the balance loss rates. The 
approach taken in adding dummy variables was partly analytical and partly intuitive, using benchmarking 
to other portfolios. 
Due to the number of policy changes that had taken place during the sample period, there was insufficient 
data for out-of-time sampling. This would be ideal if there was more data to perform out-of-time testing, 
which would be a better measure than the in-time fitting used in this study. However there are many 
situations in financial organisations where changes in the portfolio mix and new lender policies being 
implemented mean that there is insufficient data to perform out of sample testing on an appropriate 
sample. In that case one has to use expert judgment about whether the forecasts are reasonable, which is 
what was done here.   
14 
One area of potential research would be using Survival Analysis to do the vintage model. This could be 
done by incorporating different factors in a Cox Proportional Hazard model, as done by (Malik and 
Thomas, 2010). Using a Cox proportional hazard model would eliminate the need of finding a suitable 
form for the maturation curve.  
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Figure 1a: Disposable Income of Households  
 
Figure 1b: Household Debt to Disposable Income  
 
Figure 1c: Employment breakdown 
18 
Factor  Frequency  Unit of 
Measure 
Comments 
CPI   Monthly  Percentage  Consumer Price Index excluding 
food and non‐alcoholic 
beverages and petrol 
Inter‐bank Long term 
Interest Rates (JIBAR) 
Weekly  Percentage  3 month JIBAR‐ Johannesburg 
Interbank Agreed Rate. This gives 
long term bond yields 
Interest Rate (Prime)  Monthly  Percentage  Prime Overdraft Rate  
Gold Price  Monthly  US dollar  London Gold Price in US dollars 
GDP YoY growth  Yearly  Percentage  Gross Domestic Product at 
market prices 
GDE YoY growth  Yearly  Percentage  Gross Domestic Expenditure 
Consumption 
expenditure by 
households 
Yearly  Percentage  Total expenditure, 1‐Term % 
change 
PPI  Monthly  Percentage  Total producer prices of exported 
commodities 
Current Account 
Balance 
Quarterly  Percentage  Ratio of current account balance 
to GDP 
Exports  Yearly  Percentage   Growth of exports of goods and 
services 
Table 1: Macroeconomic Factors 
Notes: We did not have enough time to include more macroeconomic variables in the analysis. For future 
reference, we recommend researchers/analysts could include the following variables as well: a) local stock market 
indices (e.g. the JSE all share); b) other commodities, such as platinum; c) the Rand gold price.  
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Figure 2: Balance losses (%) and % of default accounts 
 
Figure 3: Basic regression Model with old GDP spline 
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Figure 4: Basic regression Model with new GDP spline 
 
 
Figure 5a: Gold Inverse 
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Figure 5b: GDP (newly splined) 
 
Figure 6: Timings of decisions made by lender  
Decision 1  Decision 2  Decision 3  Decision 4 
Good 
Modera
te 
Bad 
Worst 
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Figure 7: Hybrid Aggregate Model forecasted losses 
 
Figure 8a: Timings of decisions  
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Figure 8b: Forecast of Hybrid regression based aggregate Model  
 
 
 
Figure 9: Average and each vintages’ Maturation Curve 
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Bad 
Worst 
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Figure 10: Impact of seasonality  
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a)   
b) c)  
d) e)  
Figure 11: Actual, Forecast, Adjusted Forecast of some vintages (these are vintage in Jan‐08, Mar‐08, Jun‐08, Jan‐
09, Mar‐09) 
 
 
