Abstract-We consider the interconnection of two dynamical systems where one has an input-affine vector field. By employing a singular perturbation and a Lie bracket analysis technique, we show how the trajectories can be approximated by two decoupled systems. From this trajectory approximation result and the stability properties of the decoupled systems, we derive stability properties of the overall system.
I. INTRODUCTION
In this note, we consider systems of the forṁ
x(t 0 ) = x 0 ∈ R n , z(t 0 ) = z 0 ∈ R m , n, m, N ∈ N, parameters μ, ω ∈ (0, ∞) and with f having a particular structure, namely f (μt, x, z, ω) := b 0 (μt, x, z)
Assuming the existence of a so-called quasi-steady state h ∈ C 1 : R n → R m that satisfies g(x, h(x)) = 0, we perform a change of variables x = x and y = z − h(x) which yields the systeṁ x = μf (μt, x, y + h(x), ω) (3a)
with x(t 0 ) = x 0 ∈ R n , y(t 0 ) = y 0 := z 0 − h(x 0 ) ∈ R m . We show that for periodic perturbations u i (μt, ·), i = 1, . . . , N under suitable assumptions and by choosing ω sufficiently large and μ sufficiently small relative to ω, practical stability of (1) can be deduced from the stability properties of a so-called boundary layer model and a so-called Lie bracket system. The boundary layer model is given bẏ y = g (x, y + h(x)) . with y(t 0 ) = y 0 ∈ R m . It is obtained from (3b) by letting μ → 0. In order to calculate the Lie bracket system, we introduce the so-called reduced model
b i (μt,x, h(x)) u i (μt, ωμt) (5) withx(t 0 ) =x 0 ∈ R n . It is obtained from (3a) by imposing that z = h(x), i.e., y = 0. Then, the Lie bracket system without μ (μ = 1) is given byẋ
withx(t 0 ) = x 0 , ν ji (t) = (1/T ) Using results from [2] , [8] , [10] , [12] , the trajectories of the Lie bracket system (6) approximate those of the reduced model. Furthermore, using arguments from singular perturbation theory (see, e.g., [5] - [7] , [14] ), we show that the trajectories of the reduced model together with the boundary layer model approximate those of the transformed system (3). Based on this two-step trajectory approximation procedure, the stability properties of (1) can be deduced by regarding the Lie bracket system and the boundary layer model separately, i.e., two decoupled systems. In contrast to the results from literature, we do not assume that the reduced model is uniformly asymptotically stable but that the Lie bracket is uniformly asymptotically stable. One motivation to consider systems of the form (1) is their potential application in extremum seeking [2] and vibrational stabilization [9] , [11] .
The paper is organized as follows. In Section II we introduce our singularly perturbed notion of practical stability. In Section III, we present our main results that consist of two theorems establishing singular semi-global practical uniform asymptotic stability of (1) .
Notation: The set of natural numbers is denoted by N. The set of n-dimensional real vectors is denoted by R n . The δ-neighborhood of a set S ⊆ R n is denoted by U S δ = {x ∈ R n :inf e∈S x−e <δ}. The closure of a set S ⊆R n is denoted byS. The solution of a differential equationẋ = f (x, t) with initial condition x(t 0 )=x 0 is denoted by
II. PRELIMINARIES
In the following, we introduce the stability definitions that will be used in the theorems. Consider the coupled system (1) with initial conditions x(t 0 ) = x 0 ∈ R n , z(t 0 ) = z 0 ∈ R m , where n, m ∈ N ∪ {0} and assume the existence of a quasi-steady state h : R n → R m . Let S ⊆ R n be a compact set. Definition 1: The set S is said to be singularly practically uniformly stable for (1) if for all x , z ∈ (0, ∞) there exist δ x , δ z ∈ 0018-9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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(0, ∞) and ω 0 ∈ (0, ∞) such that for all ω ∈ (ω 0 , ∞) there exists a μ 0 ∈ (0, ∞) such that for all μ ∈ (0, μ 0 ) and for all t 0 ∈ R
Definition 2: The set S is said to be singularly practically uniformly attractive for (1) if for all δ x , δ z ∈ (0, ∞) and all x , z ∈ (0, ∞) there exists a t f ∈ [0, ∞) and ω 0 ∈ (0, ∞) such that for all ω ∈ (ω 0 , ∞) there exists a μ 0 ∈ (0, ∞) such that for all μ ∈ (0, μ 0 ) and for all t 0 ∈ R
Definition 3: The solutions of (1) are said to be singularly practically uniformly bounded with respect to S if for all δ x , δ z ∈ (0, ∞) there exist x , z ∈ (0, ∞) and ω 0 ∈ (0, ∞) such that for all ω ∈ (ω 0 , ∞) there exists a μ 0 ∈ (0, ∞) such that for all μ ∈ (0, μ 0 ) and for all t 0 ∈ R
Definition 4: The set S is said to be singularly semi-globally practically uniformly asymptotically stable (sSPUAS) for (1) if the set S is singularly practically uniformly stable, singularly practically uniformly attractive and the solutions of (1) are singularly practically uniformly bounded with respect to S.
Definition 5: If the set S is sSPUAS and the dependence of μ 0 on ω can explicitly be given in Definitions 1-3, we say the set S is said to be singularly semi-globally practically uniformly asymptotically stable (sSPUAS) with μ 0 = μ 0 (ω).
Definition 6: The set S is said to be globally uniformly asymptotically stable (GUAS) if the set S is sSPUAS for (1) for an arbitrary ω ∈ (0, ∞) and arbitrary μ ∈ (0, ∞), which is independent of ω, e.g., when (1) is independent of ω and μ. The definition of GUAS is similar to the notion introduced in, e.g., [3] .
III. MAIN RESULTS
In this section, we consider (1) and relate the stability properties of system (1) with the stability properties of the Lie bracket system (6) and the boundary layer model (4) .
Assumption A: The vector fields of (1) satisfy the following properties. 
Theorem 1: Consider (1) and suppose Assumption A is satisfied. Furthermore, suppose that a compact set S is GUAS for the Lie bracket system (6) and there exist
Then, the set S is sSPUAS for (1). The proof is in the Appendix.
In the theorem, we do not explicitly speak of the boundary layer model (see also, e.g., [6] , [7] ) which is obtained by centering the fast state z by its quasi-steady state h(x), i.e., y = z − h(x), and additionally letting μ → 0 which then yields (4). Instead, we only require the existence of a Lyapunov function for its vector field.
Theorem 2: Consider (1) and suppose Assumption A is satisfied. Furthermore, suppose that a compact set S is GUAS for the Lie bracket system (6) and there exist constants
Let κ ∈ (0, ∞) be such that κ > ((2 + α)/2). Then, the set S is sSPUAS for (1) with μ 0 = ω −κ . The proof of Theorem 2 goes along the same lines as the proof of Theorem 1. In contrast to Theorem 1, Theorem 2 gives the additional information of how to choose the value of μ 0 appearing in the definition of sSPUAS.
IV. EXAMPLE
In the following, we present an example for the foregoing results. We consider the systemẋ
which is also known as Brockett integrator with an additional state z. The goal is to design an output feedback controller that stabilizes the origin for (14a) and we assume that only states x 1 , x 2 , and z are directly available for the use in the controller. We propose the following control inputs:
) (see also, e.g., [15] ), and employ the previously introduced methodology to analyze the closed loop systeṁ
which is in the form (1) with g(x, z) = −z + x 3 . We obtain for the quasi-steady state h(x) = x 3 which yields the reduced model
The associated Lie bracket system (6) is in this casė
(17) and we see that the origin is GUAS for (17). The boundary layer model (4) becomesẏ = −y. Since this is a linear system, the function V (y) = (1/2)y 2 , satisfies (10) and (11) but also (12) and (13). We may therefore apply Theorem 1 or Theorem 2 here and conclude that the feedback laws u 1 and u 2 yield that the origin is sSPUAS for (15) .
This example shows nicely the influence of the parameters ω and μ on the trajectories of the different systems. In Fig. 1 , we compare the third state x 3 of (14),x 3 of the reduced model (16) andx 3 of the Lie bracket system (17) for different parameter values. Notice that the axis is normalized by (1/μ). We see that for all chosen parameter values, all states converge to the origin. However, comparing Fig. 1(a) and (b) we see that for the same value of ω and different values of μ the trajectory of x 3 better approximates that of the reduced modelx 3 for a smaller value of μ.
V. SUMMARY
We proved a lemma (see Appendix) that generalizes existing trajectory approximation results based on Lie brackets to singularly perturbed systems (see, e.g., [8] , [12] ). Based on this, we proved two theorems that establish singular practical stability of systems of the form (1). The theorems require the knowledge of the stability properties of the Lie bracket system (6) and the boundary layer model (4). We presented an example for the theoretic results which showed the influence of the two parameters ω and μ on the system behavior.
APPENDIX

Proof of Theorem 1:
In the proof, we employ ideas from, e.g., [10] , [13] which we extend to systems depending two parameters-a large (ω) and a small (μ) one-instead of a single parameter.
Lemma 1: Consider the reduced model (5) and let the assumptions of Theorem 1 be satisfied, i.e., suppose Assumption A is satisfied, furthermore suppose that a compact set S is GUAS for the Lie bracket system (6) and there exist 10) and (11) are satisfied.
] the solutions of (3) exist, are unique and satisfy
Proof: First step. We show existence and uniqueness of the solutions of (3) and the boundedness of the solutions of (5) .
Let the bounded sets B x ×B y ⊆ R n ×R m be arbitrary but fixed. Observe that the vector field of (3) n ×R m every ω, μ ∈ (0, ∞), every t 0 ∈ R there exist at ∈ (0, ∞) and a unique, absolutely continuous solution of (3) on t ∈ [t 0 , t 0 +t). Let [t 0 , t 0 + t e ) with t e ∈ (0, ∞) be the maximal interval of existence, i.e., the supremum over allt such that (5) 
Second step. Based on Claim 1, we show that there exists a KL-function γ and a K-function α such that y(t; t 0 , y 0 ) ≤ γ( y 0 , t − t 0 ) + α(μ) as long as x(t; t 0 , x 0 ) is in a neighborhood aroundx(t; t 0 , x 0 ). We begin by defining a neighborhood O x (t) aroundx(t; t 0 , x 0 ) which contains x(t; t 0 , x 0 ) for some time-interval [t 0 , t 0 + t D ] and we show existence of a set C y which contains y(t; t 0 , y 0 ) for at least the same interval.
Let O x (t)={x ∈ R n : x−x(t; t 0 , x 0 ) <D}, t ∈ [t 0 , ∞). We distinguish two Cases C1) and C2). For Case C1), we may assume by continuity of solutions that for all μ ∈ (0, ∞), for all t 0 ∈ R and all [x 0 , y 0 ] ∈ B x ×B y there exists a time t D ∈ [0, t e ) when x(t; t 0 , x 0 ) leaves the set O x (t) for the first time, i.e.,
We consider now the first Case C1) and treat the second Case C2) later. Define the compact set
By assumption, there exists a function V ∈ C 1 satisfying (10) and (11) . Consider the K ∞ -functions α 1 and α 2 and let c ∈ [0, ∞) be chosen such that M y := {y ∈ R m : α 2 ( y ) ≤ c} contains B y . Since B y is bounded and α 2 is a continuous, radially unbounded function with compact level sets, such a constant exists. Define C y := {y ∈ R m : α 1 ( y ) ≤ c} and note that by the definition of a K ∞ -function, C y is compact. Furthermore, since α 1 , α 2 , and V satisfy (10), it follows that:
We now show that there exists a μ 0,1 ∈ (0, ∞) such that for all μ ∈ (0, μ 0,1 ) and for all [x , y ] ∈ C x × C y \M y , we have thatV ≤ 0. First, from (3b) it follows that:
y+h(x))−μ ∂V(y) ∂y ∂h(x) ∂x f (μt, x, y+h(x), ω). (20)
Since f satisfies Assumption A.F1-F4, h satisfies Assumption A.G2, V ∈ C 1 and C x ×C y is compact, there exists a constant M 1 ∈ [0, ∞) that satisfies for all [x , y ] ∈ C x ×C y , for all μ ∈ (0, ∞) and for all t ∈ R ∂V (y) ∂y
Therefore, we obtain together with (11) the following estimate, which holds for all [x , y ] ∈ C x × C y and for all t ∈ Ṙ
2 (c)))/(2M 1 )), it follows from (22) that for all μ ∈ (0, μ 0,1 ), for all [x , y ] ∈ C x × C y \M y we have thatV ≤ 0 and with (19) we see that the solutions y(·; t 0 , y 0 ) can not leave the sub-level set {y ∈ R m : V (y) ≤ c} as long as x(t; t 0 , x 0 ) ∈ O x (t) and therefore we have for all t ∈ [t 0 , t 0 + t D ] that [x(t; t 0 , y 0 ) , y(t; t 0 , y 0 ) ] ∈ C x × C y . Furthermore, it follows from (22) using similar arguments as in the proof of [6, Theorem 4.18] that there exist K-functions γ and α with α(μ) := α
In particular, the function γ is a combination of the functions α 1 , α 2 and α 3 which are independent of μ. Therefore γ is also independent of μ. We furthermore let μ 0,2 = min{α −1 (D/2), μ 0,1 }, which yields that α(μ) ≤ (D/2) for all μ ∈ (0, μ 0,2 ). It is left to consider the Case C2) when x(t; t 0 , x 0 ) ∈ O x (t) ⊆ C x for t ∈ [t 0 , t 0 + t e ). In Case C2), one can show by the same arguments as above, that for all μ ∈ (0, μ 0,1 ), for all t 0 ∈ R, for all [x 0 , y 0 ] ∈ B x × B y and for all t ∈ [t 0 , t 0 + t e ) we have that y(t; t 0 , y 0 ) ∈ C y . Since C x × C y is compact and therefore the solutions 
Moreover, we have for
Third step. We observe that the statement of Lemma 1 follows from Case C2) of Claim 2. It is therefore left to show that the claim of the lemma also holds in Case C1). In the following, we show that the distance between x(t; t 0 , x 0 ) andx(t; t 0 , x 0 ) can be made arbitrary small on an arbitrary long time-interval for a sufficiently small value of μ.
The idea of the proof is as follows. We define a neighborhood U around the origin of R m and show that for all [x 0 , y 0 ] ∈ B x × B y , for all t 0 ∈ R and for a sufficiently small μ the solutions y(·; t 0 , y 0 ) enter U after a time t U ∈ [0, ∞) which is smaller than t D , i.e., t U < t D . Intuitively, this becomes clear due to (3) and (24). For small values of y(t; t 0 , x 0 ), the solutions x(·; t 0 , x 0 ) behave like the solutionsx(·; t 0 , x 0 ). This behavior allows us to show that by choosing μ sufficiently small, the time t D can be made arbitrarily large.
Suppose that Case C1) of Claim 2 holds. We define the neighborhood U . For this purpose, we introduce a Lipschitz constant L f ∈ (0, ∞) and a bound M ∈ (0, ∞) of f satisfying for all x, x 1 , x 2 ∈ C x , for all y ∈ C y , for all μ ∈ (0, ∞) and for all t ∈ R
Note that ω ∈ (ω 0 , ∞) is arbitrary but fixed. We observe that L f and M exist, since C x and C y are compact, f satisfies Assumptions A.F1-A.F2 and in particular they are independent of μ, since by Assumptions A.F1-A.F4 the vector field f is bounded in its first argument independently of μ. Furthermore, we choose a time t U ∈ (0, ∞) such that
) for all y 0 ∈B y , i.e., a time such that for all initial conditions y 0 ∈B y and for all t
where μ 0,2 is from Claim 2. We observe that t U is independent of μ, since γ, D, L f , and t f are independent of μ.
Having these definitions at hand, we define the neighborhood
In this paragraph, we show that t U < t D , i.e., y(t; t 0 , y 0 ) converges to U faster than x(t; t 0 , x 0 ) may leave O x (t). In order to show a contradiction, we assume that t U ≥ t D . Consider the distance between the solution of (3a) and (5) is
Note also that we write for the sake of brevity
With the definition of M in (28), we then obtain from (31) that
Recall, by the definition of μ 0 in (29), we have that μ 0 ≤ (D/(4Mt U )) and thus, we observe that for all μ ∈ (0, μ 0 ), for all
Finally, we show by contradiction that for a sufficiently small μ we have that t D ≥ (t f /μ). We assume that there are bounded sets
We observe with (30) that the following inequality holds for all μ ∈ (0, μ 0 ) and all t ∈ [t 0 + t U , t 0 + t D ]:
Using these observations for (33) and combining it with (34), we obtain with Gronwall's Lemma
Recall that we assumed t D < (t f /μ) in order to reach a contradiction and therefore
which holds for all μ ∈ (0, μ 0 ),
This contradicts the definition of t D being the time when x(t; t 0 , x 0 ) leaves O x (t) and thus t D < (t f /μ) cannot be true. Thus, we conclude that t D ≥ (t f /μ) which shows that the claim of the lemma also holds in Case 1) of Claim 2. Lemma 2: Let the assumptions of Theorem 1 be satisfied, i.e., suppose Assumption A is satisfied, furthermore suppose that a compact set S is GUAS for the Lie bracket system (6) and there exist K ∞ -functions (10) and (11) are satisfied. Then, the set S is sSPUAS for (3) .
Proof: The proof goes along similar lines as in [2] and [10] . We also refer to the stability definitions in [2] . The set S is GUAS for the Lie bracket system (6) associated to (5) with μ =1. Therefore, as in the proof of Lemma 1, we may use [2, Theorem 3] and conclude that (5) is SPUAS for μ = 1. This implies that (5) is also SPUAS for any μ ∈ (0, ∞), since μ plays the role of a time scaling and does not influence the stability properties of the system. In the following, we prove that the set S is sSPUAS for (3) by showing that the conditions in Definitions 1-3 are satisfied. The proof for each definition goes along similar lines but is outlined in detail for the sake of completeness.
Singular Practical Uniform Stability: Let x , y ∈ (0, ∞) be given. Let C 1,x ∈ (0, x ). Observe that since the set S is practically uniformly stable for the reduced model (5), there exists a δ x ∈ (0, ∞) and a ω 0,1 ∈ (0, ∞) such that for all ω ∈ (ω 0,1 , ∞), all μ ∈ (0, ∞), for all t 0 ∈ R and for all t ∈ [t 0 , ∞)
Furthermore, since the set S is practically uniformly attractive for (5) (see [2] , [10] ) and due to the time-scale μ, we have that for all C 2,x ∈ (0, δ x ) there exists a time t f,x ∈ (0, ∞) and an ω 0,2 ∈ (0, ∞) such that for all ω ∈ (ω 0,2 , ∞), for all μ ∈ (0, ∞), for all t 0 ∈ R and for all t ∈ [t 0 + (t f,x /μ), ∞)
Consider now Lemma 1. Note that all the assumptions of Lemma 1 are satisfied and let γ be the KL-function from Lemma 1. Choose some C 3,y ∈ (0, y ) and let δ y ∈ (0, ∞) be chosen such that
Choose some C 4,y ∈ (0, δ y ) and let furthermore t f,y ∈ (0, ∞) be the time such that
We now show that a proper choice of the constants D, t f and t f ensures with Lemma 1 that if x 0 ∈ U S δx and y 0 ∈ U δy then x(t; t 0 , x 0 ) ∈ U S x and y(t; t 0 , y 0 ) ∈ U y . Moreover, x(t f , t 0 , x 0 ) ∈ U S δx and y(t f ; t 0 , y 0 ) ∈ U δy which allows to repeatedly apply this argument in order to guarantee that x(t; t 0 , x 0 ) ∈ U 
Choosing ω 0 = max{ω 0,1 , ω 0,2 , ω 0,3 }, combining (36) with (40) and (37) with (40), we have that for all ω ∈ (ω 0 , ∞) there exists a μ 0 ∈ (0, min{1, μ 0,1 }) such that for all μ ∈ (0, μ 0 ), for all t 0 ∈ R, for all t ∈ [t 0 , t 0 + (t f /μ)] we have that
δx . Since 0 < μ < μ 0 < 1 we know that t f,y < (t f /μ). This yields with (41) that for all t ∈ [t 0 , t 0 + (t f /μ)], we have that y(t; t 0 , y 0 ) ∈ U y and y(t 0 + (t f /μ); t 0 , y 0 ) ∈ U δy . Since x(t 0 ; t 0 , x 0 ) ∈ U S δx and x(t 0 + (t f /μ); t 0 , x 0 ) ∈ U S δx as well as y(t 0 ; t 0 , y 0 ) ∈ U δy and y(t 0 + (t f /μ); t 0 , y 0 ) ∈ U δy , a repeated application of the argument above with another solutionx of (5) through x(t 0 + (t f /μ); t 0 , x 0 ), i.e.,x(t; t 0 + (t f /μ), x(t 0 + (t f /μ); t 0 , x 0 )) as well as another solution of y through y(t 0 + (t f /μ); t 0 , x 0 ), i.e., y(t; t 0 + (t f /μ), y(t 0 + (t f /μ); t 0 , x 0 )) (and with the same choice of D, B x , B y and t f as above) yields for all μ ∈ (0, μ 0 ), for all t 0 ∈ R and for all t
and y(t; t 0 , y 0 ) ∈ U y and thus we proved singular practical uniform stability.
Singular Practical Uniform Attractivity: Let δ x , δ y , x , y ∈ (0, ∞) be given. By singular practical uniform stability proven above, there exist an ω 0,1 ∈ (0, ∞) and C 1,x , C 1,y ∈ (0, ∞) such that for all ω ∈ (ω 0,1 , ∞) there exists an μ 0,1 ∈ (0, ∞) such that for all μ ∈ (0, μ 0,1 ), for all t 0 ∈ R and for all t ∈ [t 0 , ∞)
Let C 2,x ∈ (0, C 1,x ). Since the set S is practically uniformly attractive for (5) and due to the time scale μ, there exists a t f,x ∈ (0, ∞) and an ω 0,2 ∈ (0, ∞) such that for all ω ∈ (ω 0,2 , ∞), for all μ ∈ (0, ∞), for all t 0 ∈ R and for all t ∈ [t 0 + (t f,x /μ), ∞)
Consider now Lemma 1. Note that all the assumptions of Lemma 1 are satisfied and let γ be the KL-function from Lemma 1. Choose some C 2,y ∈ (0, C 1,y ) and let t f,y ∈ (0, ∞) be the time such that γ(δ y , t f,y ) ≤ C 2,y . By the same idea as in the case of singular practical uniform stability, we now choose the bounded sets B x and B y as well as the constants D and t f of Lemma 1.
Let
Choosing ω 0 = max{ω 0,1 , ω 0,2 , ω 0,3 } and combining (44) with (43) we have that for all ω ∈ (ω 0 , ∞) there exists a μ 0 ∈ (0, min{1, μ 0,1 , μ 0,2 }) such that for all μ ∈ (0, μ 0 ) and for all t 0 ∈ R
Combining (46) with (44) and with (42) leads for all μ ∈ (0, μ 0 ), for all t 0 ∈ R and for all t
Combining this with (42) we obtain that for all t ∈ [t 0 + (t f /μ), ∞) y 0 ∈ U δy ⇒ y(t; t 0 , y 0 ) ∈ U y , which is the desired result.
Singular Practical Uniform Boundedness: Let δ x , δ y ∈ (0, ∞) be given. Since the solutions of (5) are practically uniformly bounded, there exists a C 2,x ∈ (0, ∞) and an ω 0,1 ∈ (0, ∞) such that for all t ∈ [t 0 , ∞)
Now choose C 1,x ∈ (0, δ x ). Since the set S is practically uniformly attractive for (5) there exist a t f,x ∈ (0, ∞) and an ω 0,2 ∈ (0, ∞) such that for all μ ∈ (0, ∞) and for all t 0 ∈ R and all ω ∈ (ω 0,3 , ∞) with ω 0,3 = max{ω 0,1 , ω 0,2 } and for all t ∈ [t 0 + (t f,x /μ), ∞) 
Choosing ω 0 = max{ω 0,3 , ω 0,4 } and combining (49) with (47) and (48), we have that for all ω ∈ (ω 0 , ∞) there exists a μ 0 ∈ (0, min{1, μ 0,1 }) such that for all μ ∈ (0, μ 0 ) and for all t 0 ∈ R and for all t ∈ [t 0 , t 0 + (t f /μ)] we have that x 0 ∈ U S δx ⇒ x(t; t 0 , x 0 ) ∈ U S x and x(t 0 + (t f /μ); t 0 , x 0 ) ∈ U S δx . Since 0 < μ < μ 0 < 1 we know that t f,y < (t f /μ). This yields with (50) that for all t ∈ [t 0 , t 0 + (t f /μ)] we obtain y(t; t 0 , y 0 ) ∈ U y and y(t 0 + (t f /μ); t 0 , y 0 ) ∈ U δy . Since x(t 0 ; t 0 , x 0 ) ∈ U S δx and x(t 0 + (t f /μ); t 0 , x 0 ) ∈ U S δx as well as y(t 0 ; t 0 , y 0 ) ∈ U δy and y(t 0 + (t f /μ); t 0 , y 0 ) ∈ U δy , a repeated application of the argument above with another solutionx of (5) through x(t 0 + (t f /μ); t 0 , x 0 ), i.e.,x(t; t 0 + (t f /μ), x(t 0 + (t f /μ); t 0 , x 0 )) as well as another solution of y through y(t 0 + (t f /μ); t 0 , x 0 ), i.e., y(t; t 0 + (t f /μ), y(t 0 + (t f /μ); t 0 , x 0 )) (and with the same choice of D, B x , B y and t f as above) yields for all μ ∈ (0, μ 0 ), for all t 0 ∈ R and for all t ∈ [t 0 , ∞) x 0 ∈ U S δx and y 0 ∈ U δy ⇒ x(t; t 0 , x 0 ) ∈ U S x and y(t; t 0 , y 0 ) ∈ U y and thus we proved singular practical uniform boundedness. This is the last property we had to prove.
The result of Theorem 1 follows directly from Lemma 2 and the fact that the coordinate change (x, z) → (x, y) introduced above is a diffeomorphism. Since S is sSPUAS for (3) the set S is sSPUAS for (1), which is the claim of Theorem 1.
