Trajectory optimization problem for hypersonic vehicles has received wide attention as its high speed and large flight range. The strong nonlinear characteristic of the ascent phase aerodynamics makes the trajectory optimization problem difficult to be solved by the optimal control theory. In this paper, an improved chicken swarm optimization (ICSO) algorithm is proposed to optimize the hypersonic vehicle ascent trajectory. To overcome the obstacle of premature convergence, three improvement strategies are put forward. To be specific, the updating laws of roosters are modified by the average position of roosters, and the difference of the optimal solution between two adjacent iterations is used to calculate the mutated particle instead of the gradient. Meanwhile, the uniform mutation operator is used to get rid of the local minimum. The convergence analysis of the proposed ICSO is provided subsequently. To handle constraints, an improved adaptive penalty method is put forward. The comparison results show that the proposed ICSO outperforms CSO and PSO on benchmark functions of CEC2014. Finally, the trajectory optimization results for a generic hypersonic vehicle, in compare with the open-source optimization software PSOPT, are put forward to demonstrate the feasibility and effectiveness of the proposed method. The results of 50 independent runs show that the improved adaptive penalty function method is effective in constraints handling.
I. INTRODUCTION
In recent years, the hypersonic vehicle has obtained a lot of attention for the advantages of high speed and a wide flight range. As an essential part, the generation of the optimal trajectory of the hypersonic vehicle can help the design of the aircraft shape and a flight plan.
The ascent trajectory optimization for hypersonic vehicle is a hot and difficult issue. Its highly nonlinear dynamics and strong constraints make it hard to solve, since the aerodynamic forces of endo-atmospheric hypersonic vehicle studied cannot be ignored. Meanwhile, the reduction of fuel consumption in the ascent phase can help the hypersonic vehicle to increase the cruising distance.
As early as 1998, John T Betts [1] gave a survey of numerical methods for trajectory optimization. The trajec-
The associate editor coordinating the review of this manuscript and approving it for publication was Halil Ersin Soken . tory optimization methods can be divided into two categories. The first one is called the indirect method, which uses optimal-control theory to get an analytical solution of a trajectory optimization problem. The merit of this method is that we can obtain an accurate analytical solution by the first-order necessary optimal condition; however, the drawback is that the initial co-state, which has no clear physical meaning, is very difficult to guess. Therefore, to overcome this obstacle, the researchers use some numerical methods, such as finite difference [2] , convex optimization and Newton method [3] . The second method is called the direct method relative to the first one, which transforms the optimal-control problem to a nonlinear programming problem [4] , and then solves the parameter optimization problem by some numerical methods. This method does not need the derivative information of the optimal-control problem, and it is not sensitive to the initial guess of the solution.
Recently, bio-inspired heuristic algorithms, such as genetic algorithm (GA), bat algorithm (BA), differential evolution (DE) algorithm, particle swarm optimization (PSO) algorithm, have received widespread attention in the field of direct methods for trajectory optimization. The quality of the optimization algorithm directly determines the performance of the optimization results. In the ascent phase of the hypersonic vehicles, a better quality optimization algorithm can result in lower fuel consumption. Due to the effectiveness and ease of implementation, more and more optimization algorithms based on swarm intelligence are proposed and researched nowadays [5] - [8] . The chicken swarm optimization method is one of them.
Meng [9] proposed the chicken swarm optimization (CSO) algorithm in 2014. The author argued that the CSO algorithm performed better in a lot of popular benchmark optimization problems compared with BA, DE, and PSO method. Then this method is widely used in various optimization problems. For example, wireless sensor networks [10] , trajectory planning for robotic manipulators [11] , dynamic task scheduling [12] and so on.
However, premature convergence is ubiquitous in PSO, DE, CSO, and many other intelligent evolutionary algorithms. This phenomenon often occurs due to the swarm is prematurely concentrated in the neighborhood of a local minimum. To overcome these obstacles and obtain better solutions, many techniques are proposed by researchers. Most of them concentrate on keeping the diversity of swarm and balancing the exploration and exploitation capabilities. Li [13] first used this method to solve the ascent trajectory optimization problem of hypersonic vehicle; Wu [14] improved the CSO algorithm through the crossover operation among hens for reentry hypersonic vehicle trajectory optimization. As the article said, the CSO algorithms presented such superiority because it inherited the advantages of many algorithms. Under appropriate simplifications, PSO and the mutation of DE are the special cases of the CSO. By proving that the CSO process is a finite homogeneous Markov chain, Wu [15] analyzed the global convergence of the CSO algorithm. The author argued that the CSO meets two convergence criteria of the random search algorithm. Meanwhile, to improve the performance of the CSO, the inertia weight decreasing strategy, which was widely used in the improvement of PSO, was introduced into the chick update law. Deb [16] gave a review of recent work on CSO from the perspective of improvement strategy and application. Wang [17] improved the updating law of roosters by the center of all the hens and applied the uniform mutation to escape the local minimum. Li [18] came up with a stochastic gradient PSO for the hypersonic vehicle reentry phase, which used the history optimal solutions to accelerate the search. Bataleblu and Roshanian [19] - [21] put forward a new method, which used the neural network and the sampling method to approximate the original problem. The approximate model is used to calculate the global optimal combined with the optimization algorithms.
There are many constraints in a trajectory optimization problem of the hypersonic vehicle, such as heat flow peak, overload, dynamic pressure, etc. To keep the flight safety, the trajectory optimized by CSO must meet all the constraints.
Meanwhile, like most of the biological heuristic optimization algorithm, we still need to combine it with constraints handling techniques for ascent trajectory optimization problem, despite the CSO algorithm performs better than PSO and DE algorithm in the most optimization problem, because this algorithm is designed to solve the parameter optimization problem.
As early as 2002, Coello [22] , [23] summarized and classified the constraint handling technique for evolutionary algorithms (EA). Nine years later, Efren [24] gave a more detailed survey of each technique. Meanwhile, some recent representative instantiations with their advantages and disadvantages were analyzed exhaustively. Among all the techniques, penalty functions technique is handiest and most commonly used, even though this technique has well-documented shortcomings. The fact that penalty weight needs fine-tuning for different application scenarios remains, which is quite annoying and inefficient. To this end, some researchers came up with dynamic penalty weights. Chen [25] introduced the dynamic penalty function method into CSO to handle constraints by adding a penalty term to the objective function, whose parameter varies with the iteration. Zhou [26] adopted Deb's method [27] which gave priority to the feasible particle when it compared with an infeasible one, so the swarm would flock into the feasible space rapidly. Datta [28] came up with a new method that scaled the violation constraints and modified the constrained single-objective problem into an equivalent bi-objective optimization problem. Tessema and Woldessenbet [29] , [30] used the number of feasible solutions in the current swarm, which called feasible rate, to determine the penalty weights multiplied by normalized constraints and normalized objective function.
This paper aims at the improvement of the performance of the CSO algorithm, and how to use it in the trajectory problem for a generic hypersonic vehicle in the ascent phase. For premature convergence, three improvements are put forward. The updating laws of roosters are modified by the average position of roosters, and the difference of the optimal solution between two adjacent iterations is used to accelerate the search. Meanwhile, the uniform mutation operator is adopted to get rid of the local minimum. For constraints handling, an improved dynamic penalty function method based on Tessema's work [30] is put forward. The main contributions of this paper are as follows:
• A novel ICSO method is put forward with three improvement strategies.
• The global convergence of the proposed method is analyzed.
• To handle constraints, an improved dynamic penalty function method is given, and the penalty weights consist of the feasible rate and a parameter varying with iteration.
The rest of this paper is organized as follows. Section 2 introduces the principle of basic CSO. Herein, three improvement strategies are proposed, and the defect of the CSO algorithm is analyzed. The simple proof of the global convergence of the proposed algorithm is given subsequently. The model of the hypersonic vehicle and its aerodynamic is presented in Section 3. Then the details of using ICSO to solve the trajectory optimization problem and the improved constrainthandling method are given. In Section 4, the comparison results of ICSO, CSO and PSO on 12 benchmark functions of CEC2014 are given. Subsequently, an example of ascent trajectory optimization for a hypersonic vehicle is put forward to demonstrate the feasibility and effectiveness of the proposed method. The comparison of 50 independent runs of the trajectory optimization is given. Finally, we draw a conclusion in the last section.
II. DESCRIPTION OF IMPROVED CHICKEN SWARM OPTIMIZATION METHOD A. BASIC CHICKEN SWARM OPTIMIZATION
The CSO imitates the chickens foraging behavior. The chicken swarm can be divided into some groups. One group has one rooster and the rest are hens and chicks. Most of the time, the rooster has the best food source, which means it is the current optimal solution in its group. Hens will follow their rooster or plunder food from other chicken which is better than them. Chicks, which have poor performance in the swarm, will follow one hen randomly. The roosters' work is to determine a rough direction and area for search. The number of hens is the largest in the swarm because they bear the main responsibility for search. The chicks are meant to preserve diversity. The hierarchical order will remain unchanged until the swarm iterates several times. Then, the roosters, the hens, and the chicks will be redefined, and the relationship between roosters and hens, as well as the relationship between hens and chicks, will be redefined likewise. The aim is to avoid premature convergence and recalculate the search direction. When some individuals find a better food source, they will be the roosters after the hierarchical order changes. Then, other chickens will follow them to search for food. When the swarm finds the optimal solution, all the chickens will be suited in the neighborhood of the optimal solution, and the algorithm will end.
A general parameter optimization problem is as follows.
where the f (x) is the objective function, x is a vector of D dimension to be optimized. Let f (x) be f without ambiguity. When we use CSO to solve this problem, we take x as the chickens' positions, and f as the chickens' qualities. The process of optimization is to find the best quality chicken, whose position is the solution of the parameter optimization problem. The specific process of the algorithm is as follows.
Assume RN , HN , CN , MN , G indicates the number of the rooster, the hens, the chicks, the mother hens and the given iterative times, respectively. The swarm size is N , the max iterative number is maxiter. Every chicken is a vector consisting of D elements, where D denotes the dimension of the vector. The jth element of the ith chicken's position in the kth iteration is x i,j,k which is scalar, where i = 1, 2, · · · , N .j = 1, 2, · · · , D. k = 1, 2, · · · , maxiter. For each iteration, the positions of chicken update follow these laws.
where c 1 is a random number generated by a Gaussian distribution with mean zero and standard deviation σ 2 . ε is a constant small enough to avoid zero-division-error. n is another rooster's index, n ∈ [1, RN ] , n = i. That means the rooster with better fitness will search for more areas in the solution space.
2) THE POSITION UPDATING RULES OF HENS
where R1 and R2 is a uniform random number between 0 and 1. The subscript 'r1' is the index of the rooster, which is the group-mate of ith hens, and 'r2' is a randomly selecting index from all the roosters and hens. The search direction of hens consists of the part of inertia, the part of following the rooster in the same group and the part of following other chickens, which is similar to PSO. Most of the time, the rooster is the current best solution in its group. Meanwhile, the number of hens is the largest in the swarm because they bear the main responsibility for search.
3) THE POSITION UPDATING RULES OF CHICKS
where R3 is the same as R1 and R2. The subscript 'm' indicates the index of hen followed by the ith chick. The search direction of chicks consists of the part of inertia and the part of following the mother hens.
4) THE CHANGE OF HIERARCHICAL ORDER
The hierarchical order will remain unchanged until the swarm iterates several times. Account for the swarm may trap into local optimum, the roosters, the hens, and the chicks will be redefined, and the relationship between roosters and hens, as well as the relationship between hens and chicks, will be redefined likewise.
5) THE FRAMEWORK OF BASIC CSO
The pseudo-code of basic CSO is as follows.
B. THE IMPROVED CHICKEN SWARM OPTIMIZATION 1) THE POSITION UPDATING RULES OF ROOSTERS
The updating law(2) of roosters is the same as mutation operation in the firework algorithm [31] (FWA). As mentioned in another reference, the offspring of roosters will lie on the line that passes through the origin and the current rooster's position. The shape of the position of all the roosters is like an urchin with the origin as the center. Thus, the swarm prefers to flock to the origin, which is not so good for the problem which solution is not at the origin. Based on the above analysis, an improved updating law of roosters is put forward as follows.
wherex j,k is the average mean value of all the rooster's positions.
Instead of the origin, the average center of the rooster's position is used to calculate the new offspring roosters. The purpose is to keep the chicken swarm migrate to the solution who has better fitness from being trapped casually in local minima at the origin.
Noted that if the parameter c 1 in (2) and (7) is different for each dimension, or taking the random mapping strategy of an individual outside the search space into account, the offspring roosters will no longer lie on the same line. However, our purpose is to keep the chicken swarm migrate to the solution who has better fitness from being trapped casually in local minima at the origin. The strategy, which replaces the origin with the average mean positions, still works. The comparison with the classical CSO shows the effectiveness of the improvement.
The schematic diagram of the update laws is shown below.
Where the blue * are the current roosters' positions, the red × are the offspring roosters' positions generated by update law(2) and law (7), the red • is the origin, and the red is the average mean value of the all rooster's positions. It can be seen that the center of parent-child line of (2) is the origin, which is the average mean positions for (7) .
2) ACCELERATED SEARCH METHOD
For most optimization problems, the gradients are important information, which can accelerate convergence for a local search, although the gradient is hard to get for some problems. However, the basic CSO does not take the gradient information into consideration. Therefore, we use the difference of the optimal solution between two adjacent iterations to calculate the search direction, instead of the gradient. The subscript 'go' means current global optimal solution at kth iteration. The new offspring will replace the current global optimal solution if it has better fitness. Considering the optimal position may be situated in the middle of the line or outside, we choose two individuals to compare with the current global optimal solution. The current global optimal solution will be selected among the three individuals by the greedy selection algorithm.
The schematic diagram of the update laws is shown below. Where the blank dash lines are the contours, the red * is the global optimal solution of k − 1 iteration, the blue * is the global optimal solution of k iteration, and the red × is the offspring generated by (8) .
It is obvious that the offspring lies on a straight line through the past global optimal. Thus, the offspring will be a better solution in a unimodal local searching scenario if we choose the step size appropriately.
Noted that the step size c 4 has a significant impact on the effectiveness of the algorithm. A large value may cause a failure to find a better solution. Meanwhile, a small one may slow down the search. We introduce a parameter representing the degree of dispersion [32] .
where the subscript 'kc' is the current iteration, and x is the norm of the vector x. It is obvious that sp ∈ [0, 1]. When all the chickens fall into a minimum, the sp will be zero. We set c 4 to be sp. The regular CSO dominates at the beginning, and then the accelerated search method will work when sp is less than some value, which means that the chicken swarm gathers in a small space. This is different from Li [18] . Our method does not increase the number of potential evaluations. Only two more evaluations are added for each iteration, while Li's method adds an extra loop to calculate the offspring.
3) UNIFORM MUTATION OPERATOR
Like most swarm intelligent algorithm, CSO has high search speed at the beginning of the algorithm, and get slower and slower as it calculates iteratively. It is hard to get rid of the local minima because the update step size is small when the chicken swarm falls into a basin. Therefore, we introduce a uniform mutation strategy [17] .
where the R4 and λ are two uniformly random numbers between 0 and 1, and Ur is mutation probability parameter. L j and U j are the lower boundary and the upper boundary of jth dimension, respectively. Then, each individual can generate a new random individual in every iteration with a probability of Ur. Noted that the parameter Ur has a great impact on the effect of the algorithm. The simple proof of convergence will be given in the next section.
4) THE CONVERGENCE ANALYSIS OF THE ICSO
In this section, we give the simple proof of the global convergence of the proposed algorithm. Firstly, we introduce two convergence criterions for a random search algorithm. The analysis of global convergence for ICSO is given subsequently. Lemma 1 [33] : Assume A is the feasible solution space, f is the objective function, ξ is the iteration candidate solution, then a random search algorithm x k+1 = D (x k , ξ ) is a global convergence if it satisfies two conditions:
Condition H1:
is the Lebesgue measure of the set B, and u k (B) is the probability measure of the kth iteration search solution of the algorithm D situated in the set B.
Remark 1: The Condition H1 ensures that the random search algorithm is non-increasing, and the Condition H2 indicates that the algorithm will not miss any solution set in the feasible solution space. Thus, the global minimum can be found by the random search algorithm.
Lemma 2 [15] : The basic CSO process is a finite homogeneous Markov chain.
Remark 2: Although Wu proved that the basic CSO process is a finite homogeneous Markov chain, they did not give the proof of the ergodicity of the CSO. Therefore, it cannot be concluded that CSO meets Condition H2. Despite that the random initial may generate a good solution situated in the neighborhood of the global minimum, there is no evidence that CSO can search any subset of the feasible space if it misses that subset in the random initial step.
In fact, the CSO cannot jump out of the local minimum. Obviously, when the chicken swarm falls into a basin around the local minimum, the difference between the two chickens is very small. However, the update laws in the Equation (7), Equation (2), and Equation (6) are all based on the difference between two chickens, thus the update size is too small to jump out the local minimum. The same problem exists when the origin is a local minimum for Equation (2) . At the same time, Deb [16] pointed out the weakness of the algorithm that the hen and chick would follow the rooster, which means if the roosters fell into a local minimum the hens and chicks would do the same thing. So, we adopt the uniform mutation stagey to get rid of the local minimum.
Property 1: The swarm state sequence generated by ICSO is a finite homogeneous Markov chain.
The proof is the same as Lemma 2 above. Although the transition probability of the roosters is changed, the domination relation of the individuals has not changed. Take the uniform mutation operator and accelerated search operator into consideration, the state transition probability is independent of iteration times and previous states. Although the accelerated search operator uses the optimal solution of k − 1 iteration, it is used to calculate the kth optimal solution. So, the swarm state sequence generated by ICSO is still a finite homogeneous Markov chain.
Property 2: For ICSO without selection operator and accelerated search operator, all states of the search space S communicate.
Proof: Suppose that the uniform mutation operator U 0 , the updating operator M 0 , ∀x, y ∈ S, according to(10), we can get that
Because Ur > 0 and p(U 0 (x) = y) > 0 for all x. Hence, the one-step transition probability from arbitrary state x to an arbitrary state y is bigger than 0. That is to say, for ICSO without selection operator and accelerated search operator, all states of the search space S communicate.
Lemma 3 [15] : The optimal chicken swarm set G is an irreducible closed set of the search space S, and there do not exist another non-empty closed set M such that M ∩ G = ∅.
Lemma 4 [15] : For Markov chain, suppose that there is a non-empty closed set E, but there does not exist another
Remark 3: Obviously, the ICSO is non-increasing, which satisfies the Condition H1. Meanwhile, the one-step transition probability from a non-optimal state to the state inside the optimal set is non-zero. The converse is not true. That means the state can reach the optimal set and will stay in the set once it reaches the set. That means the Markov chain generated by ICSO satisfies Lemma 3. Although the accelerated search operator may change the best individual, the hierarchical relationship does not change. We can regard the accelerated search operator as a mutation strategy, which is active only in the best individual case. Take the selection operator and accelerated search operator into consideration, the ICSO still satisfies Lemma 3 and Lemma 4.
Theorem 1: The ICSO algorithm converges to a globally optimal solution when the iteration goes to infinity. That is, we have lim k→∞ p(x k ∈ G) = 1, where x k is a state sequence generated by ICSO.
Proof: All states of the search space are accessible by Property 2. Meanwhile, the ICSO is a finite homogeneous Markov chain. The conclusion of global convergence can be drawn by Lemma 3 and Lemma 4. On the other hand, all states of the search space are accessible means that ICSO can go through all the solutions in the search space when the iteration k goes to infinite. That is, the ICSO satisfies Condition H2. The same conclusion of global convergence can be drawn by Lemma 1.
5) THE ICSO ALGORITHM FLOW CHART
The ICSO algorithm flow chart is shown in FIGURE 4. 
III. SOLVE THE TRAJECTORY OPTIMIZATION PROBLEM BY ICSO ALGORITHM
A generic hypersonic vehicle (GHV) is used in this paper. In this section, the ascent trajectory optimization problem is formulated into the optimal control problem, and the constraints and the objective function are proposed.
A. MATHEMATICAL MODEL
Regardless of the rotation and eccentricity of the earth, and the three-degree (3DOF) point-mass dynamics of the vehicle in the longitudinal plane is as follows. (11) where V is the velocity of the vehicles, r is the distance from the vehicle to the earth's center, γ is the flight path angle, T is the thrust, g is the gravitational acceleration, g 0 is the horizontal gravitational acceleration, α is the angle of attack (AOA), m is the mass of the vehicle, I sp is the specific impulse, D is the drag force and L is the lift force. All variables above are scalars.
The thrust, drag force and the lift force are calculated as follows.

where q is the dynamic pressure, S ref is the aerodynamic reference area, A e is engine capture area. C T max , C D and C L are thrust coefficient, drag coefficient, and lift coefficient, respectively, which are functions of AOA and Mach. The control variable is AOA α and throttle s. The GHV model used in this paper is called HL20 [34] , [35] . The general configuration and mission of HL20 can be found in their works. For a trajectory optimization problem, we only use aerodynamic coefficient model and engine thrust model. The drag coefficient and lift coefficient are as follows.
where C D0 (M ), K (M ), C L0 (M ), C Lα (M ) are determined by experimental and simulation data.
The propulsion system consists of a combination of turbo ramjet and scramjet. The turbo ramjet works for Mach < 4, then the scramjets will take over the job. The thrust coefficient and specific impulse are as follows. 
The simulation diagrams of the aerodynamic coefficient are as follows.
B. CONSTRAINTS AND OBJECTIVE FUNCTION
For the sake of flight accuracy and safety, there are three kinds of constraints during the ascent phase, namely state constraints, terminal constraints and control constraints.
The state constraints mainly include dynamic pressure q, overload n , and heating rate of stagnation pointQ. The mathematical expressions are as follows.
The terminal error of radius, velocity and flight path angle constitute the terminal constraints to ensure accurate flight. (17) To ensure the control system can keep up with the guidance variables given by the guidance algorithm, the AOA α, throttle s and the rate of AOAα must be kept within a certain range.
The objective function of the ascent phase is usually the minimum fuel consumption or minimum flight time.
The mission in the ascent phase is to make the vehicle move to the cruise window safely. The reduction of fuel consumption can help the vehicle to increase the cruise distance. In this paper, we give the start and terminal point, instead of a specific mission, because the proposed ICSO method can be used in different missions. The simulation results are to illustrate the effectiveness and efficiency of the proposed method.
C. PROBLEM TRANSFORMATION AND CONSTRAINTS HANDLING TECHNIQUE
By far, we formulate an optimal control problem for ascent trajectory optimization. However, the CSO method is often applied to an unconstrained single objective optimization problem, so there are two obstacles when we use the CSO to solve the optimal control problem.
The first one is how to discrete the optimal problem. To this end, we transform the optimal control problem into a parameter optimization problem by using the Chebyshev interpolation method to discretize the AOA function α(t) and throttle function s(t). Then the control vector is as follows.
The position vector of a chicken is of n1+n2+1 dimension, and the last one variable is the flight time. The state trajectory is calculated by numerical integration, which we use in this paper is the Runge-Kutta method, and this technique is called the shooting method.
Noted that the interpolation method has a significant impact on the effectiveness and efficiency of the ICSO for an optimal control problem. The Chebyshev interpolation method of n nodes can approach arbitrary continuous curves with n + 1 order accuracy. But for a given optimal control with singularity, another interpolation method may be more efficient, such as piecewise linear interpolation. Meanwhile, some approximate methods maybe works better likewise.
The trajectory calculated by the proposed method includes state and control variables. Once the AOA and throttle are obtained, the guidance, navigation, and control (GNC) system can follow the reference trajectory to guide the aircraft to the cruise window.
The second obstacle is constraint handling. Penalty function weights need fine-tuning, which is quite annoying and inefficient. Thus, an improved dynamic penalty function is proposed based on Tessema's and Woldessenbet's work [29] , [30] .
Firstly, we normalize the objective function and constraint violation considering the magnitude of different constraint is quite different. (25) where f min,k , f max,k are the minimum and maximum of the objective function in the k th iteration. The subscript 'l' is the index of the constraint violation of the individual x i,k in the kth iteration. l ie is the number of inequality constraints, and the rest is equality constraint. The total number of constrains is l m . Let v i,k be v(x i,k ) without ambiguity. Afterward, we introduce a distance parameter, which consists of the objective function and constraint violation, to score the individual.
where r f is the rate of feasible individuals in the current swarm. We can see that d i,k is the score of the i th chicken in the k th iteration. The individual with low constraint violation and objective function scores higher. The dynamic penalty function is formulated as follows:
where
Then the final fitness formulation consists of the distance parameter and penalty function.
However, their method prefers slightly infeasible solutions which have a good objective function value, as mentioned in literature [24] . The traditional penalty function method (29) will give the first feasible individual superiority. However, the objective function part exists in both d(x i,k ) and p(x i,k ) once a feasible individual appears. Meanwhile, the sum of constraints is divided by l m . That is, the effect of each constraint corresponds to the 1 l m of the effect of the objective function. So, the optimization algorithm often searches outside the boundaries.
To keep the safety of flight, the trajectory optimized by ICSO must meet all constraints. Thus, we propose a new adaptive penalty function method whose weights vary both with iteration and the rate of the feasible individual r f .
The proposed method will give the first feasible individual superiority similarly. Once there are feasible individuals in the swarm, the penalty function will work. k f is a designable penalty parameter, we add it to Equation (30) to ensure that the penalty weight of constraint increase with the iteration. The algorithm prefers to choose the individual with good objective function at the beginning of the iteration and the individual with low constraint violation at the end.
At the same time, to make sure that there is at least one feasible solution in the swarm, we keep the best individual among the group, whose members meet all the constraints, in the one-to-one selection phase. That is, the feasible ratio r f will never go down to zero once it is bigger than zero.
Finally, r f will adaptively reach some value, and the swarm will keep the number of individuals outside the constraint boundaries in balance with the number of individuals which meet all the constraints. That means the chicken swarm will be divided into two groups to search both outside and inside the constraint boundaries.
IV. SIMULATION RESULTS
The simulation includes two parts. The first is the comparison results for 12 benchmark functions. The second is the optimal trajectory comparison results.
A. COMPARISON RESULTS ON BENCHMARK FUNCTION
The proposed method is tested on the 12 benchmark functions, which are given by CEC2014, compared with the basic CSO and standard PSO method. The swarm size N is 1000, the solution dimension D is 30, the max iteration for change hierarchical order G is 2, RN is 0.2, HN is 0.6, CN is 0.2, MN is 0.2, and other settings are shown in TABLE 1. The PSO inertia weight ω is 0.75, and the learning parameter is 1.8 and 2.2.
Here we introduce a random vector x r into the benchmark functions. Each element of the vector is a random number in [−c, c], which is given in TABLE 1. The optimal solution is different when the program runs every time as the position vector of chickens will subtract the random vector x r before being used to calculate the benchmark functions. The purpose is to make the optimal solution away from the origin. Noted that most of the optimal value for 12 benchmark functions is 0. Although the objective function value is used to calculate the parameter in Equation (3) and Equation (5), the parameter c 1 , c 2 is calculated by a ratio. Thus, the absolute value has a limited effect on it. The parameter c 3 is between 0 and 1 in most of the time. So, we do not add the offset of the optimal function values to the simulation. As an example, the comparisons of optimization results versus generation for f 1 , f 2 and f 6 are shown in FIGURE 7, FIGURE 8 and  FIGURE 9 , respectively. The results of the 500 independent runs are shown in TABLE 2.
It can be seen that the proposed ICSO outperforms the other two algorithms on all the benchmark functions, although it fails to find the global minimum on some functions.
B. SIMULATION RESULT OF HYPERSONIC VEHICLE TRAJECTORY OPTIMIZATION IN ASCENT PHASE.
In this section, we compare the optimization results of CSO, ICSO, and PSOPT. Since the interpolation method has an impact on the effectiveness and efficiency of the algorithm, we give a comparison of ICSO and CSO with different interpolation methods. Choose the minimum fuel consumption as the objective function, the result can be seen in TABLE 5.
The parameter settings are as follows. The max iteration is 1000, the swarm number is 1000, and other parameter settings are the same as the previous section. To get the comparison results, we give some different case which has different control variable and interpolation method. The number of the interpolation nodes is given too. The simulation result is as follows. The whole trajectory is also drawn in FIGURE 10∼FIGURE 18 .
PSOPT, one of the open-source optimization software with IPOPT as its default optimization toolbox, is based on the pseudo-spectral method and optimal control theory. We use it in this paper to illustrate the feasibility and effectiveness of the proposed method.
After many experiments, we find that the trapezoidal interpolation outperforms other interpolation methods, such as Chebyshev, Legendre, and Hermite-Simpson method when we use PSOPT to solve the trajectory optimization problem in this model. To ensure the ordinary differential equation (ODE) estimation error is small, numerical algorithm is used to calculate the Jacobian matrix. The optimization result of PSOPT is very similar to the bang-bang control. The case 1 has the best objective function, but we cannot take the constraint of the rate of AOA into consideration in case 1. The AOA jumps around 0 seconds and 27 seconds. Case 2 takes the rate of AOA as the control variable, and we have to relax the ode_tolerance and nlp_tolerance to get a solution. So, the trajectory has a slight excess of the constraint of the terminal flight path angle. The control variable in case 3 and case 4 is interpolated by the Chebyshev method, the trajectory is smooth but not the optimal. Meanwhile, the trajectory calculated by ICSO is better than CSO as the fuel consumption calculated by ICSO is less than the one by basic CSO. The details about the comparison of performance will be given later. The case 5, case 6 and case 7 means that if we can choose the control variable properly and find a good interpolation method to approximate the control variable, the ICSO can find a solution as good as the PSOPT. If we compare the case 2 and case 5, we can see that the fuel consumption calculated by PSOPT is only 0.04% better than our proposed method.
The whole trajectory is as follows. Finally, to illustrate the effect of the improved penalty function method, the comparison results of fuel consumption are shown in TABLE 6. The interpolation method is chosen as the Chebyshev method because of its smoothness. The program runs 50 times independently. In TABLE 6, the smaller the value is, the better the result is. The script 'old' in the header represents the traditional penalty function method given by Tessema and Woldessenbet [29] , [30] . The script 'new' represents our proposed adaptive dynamic penalty function.
The results are drawn as follows. It can be seen that our proposed ICSO method outperforms the basic CSO for this trajectory optimization problem in the ascent phase as the mean fuel consumption calculated by ICSO is 1.03% less than the one by basic CSO. Meanwhile, the proposed penalty function method can guarantee that most of the optimization results are feasible solutions. In FIGURE 19 , the blank rectangle is the boundary of terminal height and Mach constraints. Each dot represents an optimization result, and the solutions in the rectangle meet the constraints. It can be seen that the majority of the optimization solution calculated by ICSO and traditional penalty function are outside the rectangle, however, most of them are near the boundary. This situation is consistent with the description in the literature [24] . All the optimization results calculated by our proposed penalty function method are inside. That means, the results calculated by our proposed penalty function method of all 50 independent runs meet the constraints.
Noted that FIGURE 19 only give the constraints of terminal height and Mach, however other constraints such as dynamic pressure and heat flow peak is relative to the height and velocity. In fact, the situation of other constraints is the same as FIGURE 19 . So, we only draw the terminal height and Mach case.
V. CONCLUSION
In this paper, a new improved CSO method is proposed, and the trajectory optimization for the hypersonic vehicle ascent phase is studied based on the ICSO.
To get rid of premature convergence, three improvement strategies are employed. To be specific, the updating laws of roosters are modified by the average position of roosters because the basic CSO prefers to converge at the origin if the origin is a local minimum. At the same time, the difference in the optimal solution between two adjacent iterations is used to accelerate the search. Meanwhile, the uniform mutation operator is adopted to jump out of the neighborhood around the local minimum. The improvement strategies correct the inherent defects of the original CSO, which makes the algorithm works better.
To keep flight safety, an improved constraint handling method is proposed, and the penalty weights consist of the feasible rate and parameter varying with iteration to increase the proportion of a feasible solution.
By comparing the optimization result with PSOPT and the basic CSO, it can be seen that the performance index of ICSO is better than CSO, although the trajectories are quite different. If we can choose the control variable properly and find a good interpolation method to approximate the control variable, the ICSO can find a solution as good as the PSOPT. By comparing the statistical data of 50 independent runs, it can be seen that the proposed adaptive dynamic penalty function method outperforms the previous penalty function method.
In the following work, we have three problems to solve. First is the calculation efficiency. Despite the calculation time is not the prime factor to be considered in the offline hypersonic vehicle trajectory optimization problem, we still need to keep the balance between effectiveness and calculation efficiency. The second is the interpolation method and interpolation nodes, which have an impact on the effectiveness and efficiency of the algorithm. How to choose an appropriate interpolation method for a given optimal control problem still needs research. The third is the parameter selection. The basic CSO has a lot of parameters, design for parameters chosen adaptively is the main direction to improve this algorithm in the future.
