In this paper, we have examined minimising the total completion times in a single-machine scheduling problem with non-identical job release dates. This problem is known to be strongly NP-hard. We have proposed an effective lower bound-based. Also, a near optimal heuristic has been presented that has an average gap of less than 0.077% from the optimum solution. Additionally, in 18% of the problem instances with up to 60 jobs, the upper bound value is equal to the lower bound value. Then we provide two dominance properties. Subsequently, the proposed lower bound, upper bound and dominance properties have been applied in the branch and bound method and have been tested in a wide range of instances. Computational experiments demonstrate the ability of the proposed method to solve hard and large-size problems with up to 130 jobs within a reasonable time.
Introduction
The single-machine scheduling problem is a classical and important problem for researchers and practitioners. The key role that single-machine scheduling, as a reduced problem, plays in solving complex scheduling problems as well as its practical applications in a variety of industries have made it an issue of interest and importance. For example, a complex machine structure which has a single bottleneck can possibly be formed as a single machine model (Pinedo, 1995) . Various objective functions have been studied in the literature (e.g., Valente and Schaller, 2010; Soroush, 2012; Rudek, 2013) . The main purpose of the present study is to minimise the sum of the completion times, which is equivalent to the sum of the flow times. This problem has a various applications in network systems and parallel computing (Kellerer et al., 1999) . In this problem, there is a set of independent jobs that should be processed on a single machine. Only one job is processed at a given time, job preemption is not allowed and the machine is available at time zero; additionally, each job has a static release date. This problem is denoted by the notation 1|r j |ΣC j , which was introduced by Graham et al. (1979) . A single-machine problem with non-identical release dates and without preemption is an NP-hard problem in the strong sense (Lenstra et al., 1977) .
Several methods have been developed to solve this problem. These methods have been categorised as heuristics, meta-heuristics, approximation algorithms and exact methods. Heuristics methods have been developed for finding near-optimal solutions and are not efficient at solving single-machine scheduling. Phillips et al. (1998) proposed the heuristic PSW for minimising average completion time in the presence of release dates. Gue et al. (2004) experimentally studied how well, on average, the problem can be solved. They used the Modified-PSW heuristic, which sequences jobs in an ascending fashion based on their completion times obtained by the shortest remaining processing time (SRPT) rule. Additionally, they developed an empirical model to predict the solution quality using interpolation. Liu and MacCarthy (1991) have proposed three heuristics for the problem and gave the conditions under which the heuristics provide optimal sequences. One of these heuristics has been further extended by applying the method of Tabu search by Reeves (1995) . Rakrouki et al. (2012) have developed the coupling genetic local search and recovering beam search algorithms for effective solutions of problems with a size up to 100 jobs, but not all of them reached optimality and only problems with up to 30 jobs were completely solved.
Approximation algorithms for single machine scheduling are firstly investigated in Chu (1992a) , Schulz (1996) , Kellerer et al. (1999) , Hall (1996) and Hall et al. (1997) . Phillips et al. (1998) developed the PSW 2-approximation algorithm. This algorithm first produces preemptive schedules which are optimal and then converts these schedules to non-preemptive ones. Chekuri et al. (2001) present an -approximation 1 e e − algorithm for 1|r j |ΣC j , by starting from an optimal preemptive schedule. Goemans (1997) and Goemans et al. (2002) give approximation results for the more general weighted problem 1|r j |Σw j C j , based on a preemptive schedule that is an optimal solution to an LP relaxation in time-indexed variables. Epstein and Levin (2016) studied the preemptive and non-preemptive problems of scheduling weighted jobs on a single machine so as to minimise the total weighted completion time. They show that the worst-case ratio between their costs is equal to 1.581. 1 Chu (1992b) developed an effective branch and bound method for solving problems with up to 100 jobs. He presented a necessary and sufficient condition for local optimality that can be considered to be a priority rule to prune the search tree. T'Kindt et al. (2004) revisited the three main search strategies for branch and bound schemes in single machine scheduling with various objective functions, including the total completion time. They employed the dominance property based on dynamic programming for problems with 130 jobs.
For the weighted version of the problem, in the paper by Avella et al. (2005) a time-indexed formulation was used and a new Lagrangian heuristic was proposed; the authors also reported gaps of less than 5% between the lower and upper bounds. Hariri and Pots (1983) introduced a branch and bound method and computed the lower bound by Lagrangian relaxation. Belouadah et al. (1992) presented a lower bound based on job splitting and developed a branch and bound algorithm for medium-size problems with up to 50 jobs. Using dominance properties inspired by Chu (1992b) , Nessah and Kacem (2012) proposed an improvement on the lower bound based on job splitting and applied branch and bound to solve problems with up to 100 jobs; they reported that this solution is very effective for problems with 120 jobs.
In this paper, we develop new and very tight lower and upper bounds and employ them with one existing and two new dominance properties in a branch and bound algorithm. The computational results show that the presented branch and bound can solve large-scale problems with up to 130 jobs. This paper has been organised into seven sections as follows. In Section 1, single-machine scheduling and the related literature have been reviewed. Section 2 introduces a new formulation for the single-machine scheduling problem and also describes the proposed lower bound. In Section 3, the proposed dominance properties are introduced. Then, the upper bound method is reviewed in Section 4. Next, the branch and bound algorithm along with the computational experiences are reported in Section 6. Finally, after presenting the conclusions, suggestions for further research are provided in Section 7.
Problem formulation and lower bound
In this section, by inspiration from Keha et al. (2009) a MIP formulation for a single-machine scheduling problem with unequal release dates is presented. In the next subsection, by relaxing some of the equations and limitations, a new lower bound is generated.
Notations and new formulation
The notations employed in this formulation are as follows: In problem formulation, the completion times of job positions (X i ) have been employed instead of the job completion times as decision variables. Moreover, the binary variable Y ij has been introduced to link the job characteristics (p j and r j ) and the completion times of the job positions (X i ). Additionally, in this formulation, the job position completion times are restricted by their corresponding earliest completion times. Following is the mathematical model for the single-machine scheduling problem with non-identical release dates:
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Equation (1) expresses that the completion time of each job is greater than its corresponding earliest completion time. Constraint (2) forces all of the jobs to start after their release dates. Constraint (3) forces the machine to process only one job at a time. Constraints (4) to (5) guarantee that all of the jobs are processed and that all of the job positions are occupied.
Lower bound
Branch and bound as a curtailed enumeration algorithm consists of two procedures including branching the large problem into two or more small sub-problems and bounding each sub-problem by a lower bound. The bounding is a procedure of curtailing the enumeration process. So, the effectiveness of the branch and bound algorithm depends strictly on the lower bound. In this subsection, we develop a new effective lower bound that is used in our branch and bound algorithm. The presented lower bound method is based on the domino effect of the changing completion times of the job positions. Analogous to the dominoes game, we first construct a domino structure. Consider the earliest job position completion times as the block positions of the domino structure. In other words, the space between adjacent dominoes is equal to the difference between two adjacent earliest job position completion times. Then, we assign jobs to job positions. If the size of job j (p j + max(0, r j -a i-1 )), which is assigned to position i, is greater than the distance between blocks and then at least the completion time of job position i and the next job position (i + 1) will be changed up to as large as the size of the assigned job minus the distance between the blocks. Note that in this designed domino, to obtain a lower bound, the domino effect is restricted to the neighbourhood job position (see Figure 1) . To derive the mentioned idea of the lower bound and to determine the solution, we use a mathematical model of the problem. Therefore, the lower bound will be obtained by relaxing some of the constraints and by redefining the objective function of the mathematical model as follows.
Relaxing equation (3) could lead to the overlap of some of the sequential jobs. However, equation (1) acts against further overlapping and yields a better lower bound.
The earliest completion time of the job in position i -1 (a i-1 ) can be considered to be the earliest starting time of the job in position i. In other words, at the starting point (before solving the model), the operation of the job in position i can be considered to be between a i-1 and a i .
Assume that job j, with a processing time p j , is assigned to position i.
, then it appears that the completion time of job j in position i is equal to a i -((a i -a i-1 ) -p j ). However, according to a ≤ X i , the completion time of job j in position i is considered to be a i . Therefore,
Thus, the objective function can be replaced by a new equation such as
Constraint (2) forces all of the jobs to start after their release dates. This constraint can be relaxed by adding the penalty max(0, r j -a i-1 ) to C ji . After relaxing equations (1), (2) and (3), the model is changed to an assignment problem with C ji as the assignment coefficient for each job in different job positions.
A better lower bound will be obtained by redefining C ji according to equation (7) in which K ji is equal to p j -(a i -a i-1 ) + max(0, r j -a i-1 ) and a 0 = min j {r j }: 2 for 0 and1 1 for 0 and
The above definition of C ji is related to the specific property of both the new formulation and the parameters of the problem. The increase in the completion time of the job in position i (compared to a i ) leads to an equal increase, at least, in the completion time of the next job. In contrast, the decrease in the completion time of the job in position i (compared to a i ) does not lead to a decrease in the completion time of the next job.
Finally, the lower bound will be achieved by solving the following assignment problem, which is called the Neighbourhood-Domino model:
The objective function of the above Neighbourhood-Domino model is a lower bound for single-machine scheduling with release dates. After solving the above assignment problem, the completion time of the job in position i is equal to
Note that a i in the above-mentioned assignment problem is the entrance parameter of the model, which is constant and we fix them equal to the values given by SRPT rule. The above assignment problem can be solved by Kuhn-Munkres algorithm (also known as Hungarian) with the time complexity of O(n 4 ) (Munkres, 1957) or O(n 3 ) if using Edmonds and Karp (1972) method.
After solving the Neighbourhood-Domino model, the following condition is examined for every two adjacent jobs to improve the obtained lower bound. Consider two adjacent jobs, j and k, that are in positions i -1 and i, respectively; if C j,i-1 > 0, C k,i ≤ 0 and |C k,i | > C j,i-1 , then the completion time of job k in position i, subject to its earliest completion time, can be considered to be a i (see Figure 1) . Therefore, the lower bound increases up to the sum of the previous lower bound (obtained by the model) and
In the single-machine problem with job preemption, the shortest remaining processing time (known as the SRPT rule) finds an optimum solution. Based on the SRPT rule, jobs with the shortest remaining processing time are assigned in sequence and job processing continues as long as it has the shortest remaining processing time (Baker, 1974) . The total job completion times of the SRPT solution is a lower bound for the problem. We show that the SRPT rule can be used to obtain the earliest job position completion times. Proof: If we prove that the sequence yielded by the model is a feasible solution, then the proof will be completed. In other words, if the zero assignment cost solution is a feasible solution, then consequently it will be an optimum solution.
Assume that job j is assigned to position i; then, its assignment cost will be equal to
Decompose the job positions into two sets, ω and φ. Let ω be a set of job positions with C ji ≥ 0 and let φ be a set of job positions with C ji < 0. Let the tardiness (compared to its earliest completion time) of job k ∈ ω be equal to Z k and the earliness (compared to its earliest completion time) of job L ∈ φ be equal to 
) without no increase in lower bound value (Σa i ). By applying this for all the job positions with
Furthermore, if the assignment cost in the presented lower bound is zero, then the starting time and the completion time of the job in position i will be equal to a i-1 and a i , respectively. Therefore, the sequence, which is presented by the Neighbourhood-Domino model, is a feasible and optimum solution.
Numerical example
This section provides an illustrative example of finding the lower bound. Consider a single-machine scheduling problem with five jobs, as shown in Table 1 . The lower bound is computed by performing the three following steps:
Step 1 Finding the earliest completion time for each job position (a i ).
Calculate the completion time of the jobs by the SRPT rule; then, sort the jobs into a non-decreasing order of their completion times based on the SRPT rule. Let the earliest completion time of the job positions be equal to the related SRPT completion times. As a result, the earliest completion times of the job positions are 46, 60, 80, 144 and 228. Additionally, the start time of the job in position 1 is equal to the minimum release date among the jobs.
Step 2 Calculating the job assignment cost in different job positions by equation (7).
Step 3 Calculating the lower bound by solving the Neighbourhood-Domino model (see Table 2 ). After solving this Neighbourhood-Domino model, jobs 1, 2, 3, 4 and 5 are assigned to positions 5, 1, 4, 2 and 3, respectively (see Figure 2 ). The lower bound, which is calculated by the optimum assignment cost, is equal to 586 and there is only six gap between the proposed lower bound and the optimum solution. 
Dominance properties
In this section, two new dominance properties to prune non-optimum nodes are proposed. Additionally, an effective dominance property that is given by Chu (1992b) is used. We denote TCT(σ) as the total completion time of the partial schedule σ. Let C(σ) and J(σ) denote the completion times of the last job and the set of jobs in the partial schedule σ, respectively. Additionally, σi represents a new partial sequence by adding job i at the end of σ.
Corollary 1: Consider σ to be a partial schedule. If the lower bound of the unscheduled jobs is equal to the sum of their earliest job position completion times, which is calculated by the SRPT method, then the obtained sequence of the Neighbourhood-Domino model would be feasible and also an optimum schedule for unscheduled jobs. 
This corollary can also be considered to be an optimality condition in the branch and bound algorithm and under this situation there is no need to branch the current node to achieve an optimum solution. And the solution of Neighbourhood-Domino method is a feasible and optimum schedule of unscheduled jobs.
Theorem 2: Consider σ to be a partial schedule of k jobs and C σ to be the completion time of the last job in σ. For i and j as two unscheduled jobs, if (n -k)Δ′ -(1 + |G i |) (Δ + Δ′) ≤ 0, then job i dominates job j. Additionally, Δ′ and Δ are defined as follows: Δ′ = max(C σ , r j ) -C σ and Δ = P i -(P j + Δ′). Furthermore, G i is the set of unscheduled jobs with p k ≤ p i and r k ≤ r j + p j for ∀ k ∈ G i .
Proof:
In a sequence in which job j is assigned immediately after a partial schedule σ, let O i be the position of job i among the unscheduled jobs. We determine a condition in which partial schedule σ j is not better than partial schedule σ i . The partial schedule σ j has an utmost reduction in total completion times of unscheduled jobs (n -k)Δ -(n -k -O i ) (Δ + Δ′) in comparison with the partial schedule σ i (see Figure 3) . And in the simple form, it is (n -k)Δ′ -(O i ) (Δ + Δ′). This equation will be maximised with the minimum value of O i , which is greater than (1 + |G i |). Furthermore, the maximum reduction in the total completion times of unscheduled jobs is equal to (n -k)Δ′ -(1 + |G i |) (Δ + Δ′). Thus, if (n -k)Δ′ -(1 + |G i |) (Δ + Δ′) ≤ 0, then job i dominates job j. The following theorem has been proposed by Chu (1992b) . Recently, Nessah and Kacem (2012) employed a revised version of this theorem as the dominance property for the total weighted completion time scheduling problem.
Theorem 3: Consider σ to be a partial schedule of k jobs and J(σ) be the set of jobs in σ. Also, let σ′ to be another partial schedule, where J(σ′) = J(σ) ∪ {i}. Additionally, let σ i the schedule obtained by scheduling job i after all of the jobs σ. If TCT(σ′) ≤ TCT(σ i ) and (n -k -1) * (max(C(σ′), r j ) -max(C(σ′), r j )) + TCT(σ′) ≤ TCT(σi), where j is a job of N -J(σ′) with the smallest release date then the partial schedule σi, that is completed by the optimal partial schedule of the unscheduled jobs{N -J(σ′)}, is dominated. Note that, in above inequalities TCT(σ) returns the total completion times of the partial schedules σ and C(σ) is the completion time of the partial schedules σ.
Upper bound
The initial and upper bound solutions have a significant role in the performance of various solution methods, including branch and bound algorithms, meta-heuristics and neighbourhood search techniques. Additionally, in the branch and bound algorithm, the need to recalculate the upper bound during the solution process intensifies the effect of the upper bound method when pruning non-efficient nodes from the search tree.
In this section, we introduce a new heuristic method for obtaining an initial solution and an upper bound. Analogous to the lower bound method, the idea of the heuristic to obtain an upper bound is inspired by the dominoes game. Assume that the space between adjacent dominoes is equal to the difference between two adjacent earliest job position completion times. The presented upper bound method is based on the domino effect on the changing completion times of the job positions. If the size of job j p j + max(0, r j -a i-1 ), which is assigned to position i, is greater (smaller) than the distance between the adjacent blocks (a j -a i-1 ), then the completion time of job position i and all of the subsequent job positions will be increased (decreased) as much as the size of the assigned job minus the distance between the blocks. Unlike the presented lower bound method, the domino effect in the upper bound method is not restricted to the neighbourhood job position. A mathematical representation of the upper bound method is as follows.
Consider a i-1 and a i to be the earliest starting and completion times, respectively, of the job in position i. Additionally, assume that job j is assigned to position i. Then, the starting time of the job in position i will be equal to a i-1 or r j and its completion time will be equal to a i-1 + p j + max(0, r j -a i-1 ).
The minimum value of the total completion time is equal to 
( 1 )* max 0,
We developed the following model, which we will call it the Global-Domino model, to compute the upper bound. In the above-mentioned model (the Global-Domino model), a i is the earliest completion time of the job in position I, which is calculated based on the SRPT rule. The proposed formulation for calculating the upper bound has two distinct properties. First, the presented upper bound can be calculated for each node in the search tree of the branch and bound algorithm. In other words, there is no need to branch all of the nodes to update the upper bound. Second, the performance of the proposed upper bound at level zero is better than the performance of some of the final solutions that have been proposed in the literature. All of the instances tested in Section 5 show that this proposed heuristic method finds a better solution in comparison with the final solution, which has been yielded in the modified-PSW method proposed by Gue et al. (2004) . Display quotations of over 40 words, or as needed. The upper bound of the mentioned example in Subsection 2.3 is calculated by the Global-Domino model with the assignment coefficients, as shown in Table 3 . The upper bound takes the value of 592, which is equal to the optimum value. Moreover, the feasible sequence, which is yielded by the upper bound model, is depicted in Figure 4 . 
Solution procedures
In this section, we introduce the presented branch and bound algorithm, which is called ZY branch and bound. In the presented ZY branch and bound method, each selected node takes the last position of the job sequence. At the start point of creating the branch and bound tree, the initial solution is calculated by the Global-Domino method. At each step of the branch and bound algorithm, before branching, two dominance properties and the updated upper bound are employed to prune the non-optimal nodes. Subsequently, the value of the new nodes will be calculated, which is equal to the sum of the completion times of the assigned jobs in a partial sequence and the lower bound of the remaining jobs, which is calculated by the Neighbourhood-Domino method. The ZY branch and bound, for finding the optimal solution has the following steps:
4 Find the node that has the minimum value and update the initial solution by recalculating the upper bound for the selected node regarding the Global-Domino model. Go to 2.
5 Finish.
Computational experiments
In this section, the efficiency of the Global-Domino model, the Neighbourhood-Domino model and the presented method for finding an optimum solution is examined. The proposed methods for calculating the lower and upper bounds are applied for different types and sizes of the single machine scheduling problem with release dates. To test the efficiency of the proposed lower bound, we use the most popular scheme to generate instances, which have been applied by Chu (1992a) , Rakrouki et al. (2012) , Nessah and Kacem (2012) , Belouadah et al. (1992) and Jouglet et al. (2004 Jouglet et al. ( , 2008 . In this scheme, the job processing times are considered to be the discrete uniform distribution between 1 and 100 and the release dates are generated from a discrete uniform distribution [0, 50.5 * n * α], where α ∈{0.2, 0.4, 0.6, 0.8, 1, 1.25, 1.5, 1.75, 2, 3} controls the range of the distribution and n is the number of jobs. The proposed branch and bound algorithm is coded in C++ and the problem instances were run on a personal computer with a 2 GHz Intel(R) Core(TM) 2 Duo processor and 2 GB RAM.
Lower bound
The proposed lower bound has been tested on a wide range of instances in which the number of jobs is between 20 and 1,000. In each problem size, 100 instances have been generated with different values of α. The results of the instances are reported in Table 4 .
Table 4
Average In most of the research studies, SRPT has been referred to as a good lower bound for the single-machine scheduling problem with release dates. Ahmadi and Bagchi (1990) proved (before 1990 ) that, among the lower bounds, SRPT is dominant in quality as well as in complexity. Recently, researchers such as Rakrouki et al. (2012) and Nessah and Kacem (2012) compared their lower bounds to the SRPT lower bound. Additionally, in most cases, SRPT has a relative gap of less than 2% of the optimum solution. In this section, the presented lower bound is compared to the SRPT value. The percentage of improvement, which is yielded by the Neighbourhood-Domino compared with the SRPT lower bound, is presented for various sizes of problems in To study the effect of n and α on the performance of the Neighbourhood-Domino lower bound, we perform one-way ANOVA analyses for n and α separately. Single factor analysis on the number of jobs shows that the number of jobs has a significant effect on the performance of the Neighbourhood-Domino lower bound. Hence, problems can be classified into three distinct categories. The first category is small-size instances with less than 40 jobs. The second category is medium-size instances with a number of jobs between 40 and 100. Finally, large-size instances with more than 100 jobs are in category 3. In small-size instances, a greater improvement was observed. One-way ANOVA analysis on α showed that the Neighbourhood-Domino lower bound has the same performance for various values of α.
The duality gap between the lower and upper bounds, which are computed by the Neighbourhood-Domino and Global-Domino models, respectively, is evaluated by the percentage gap of 100 * .
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This measure was previously employed by Avella et al. (2005) in a single-machine scheduling problem with release dates. The percentage gap is calculated on instances in which the number of jobs is between 20 and 1000. In each problem size, 100 instances have been generated with different values of α.
The computational results are summarised in Table 5 . In these problem instances, the average gap is less than 0.077%. In some of the small-size instances, the upper bound value is equal to the lower bound value, indicating that the upper bound solution achieved an optimum value. The results show that the GD method can find the optimum sequence in 17%, 21% and 15% of the problem instances with 20, 40 and 60 jobs, respectively.
Additionally, in large-size instances, there is a small percentage gap between the lower and upper bounds. Thus, in large instances with more than 100 jobs, there is less than a 0.019% gap between them. The mean and maximum standard deviation of the percentage gaps are 0.092 and 0.25, respectively. Thus, the upper bound value and the corresponding sequence can be considered to be a near optimal solution. In the worst case, there is a 1.15% gap between the lower and upper bounds occurred in a problem instance with 40 jobs.
We developed the GD method as an initial solution and as a method for updating the upper bound for the proposed branch and bound algorithm. However, the efficiency of the GD method can be compared with the best well-known heuristics for the 1|r j |ΣC j problem. We compared the GD method with GL(MB), LA(MB), which were presented by Jouglet et al. (2008) and the HCP, HCLS1 and HCLS2 heuristics, which were proposed by Rakrouki et al. (2012) , in terms of the average percentage of gap to optimality. For problems with n = 150 and 200, the relative gap to the value of the SRPT lower bound was used. The results obtained by GD and the heuristics methods, which are reported by Jouglet et al. (2008) and Rakrouki et al. (2012) , are shown in Table 6 . Table 6 Comparison between GD and the best well-known heuristics The results show that the GD method outperforms GL(MB) and HCP in all of the instances. Additionally, GD takes an optimality gap of less than LA(MB) in the local search procedure for every problem size. Compared to GD, HCLS1 has a slightly better efficiency on average for problems with 20 and 40 jobs. The reduction in performance of the HCLS1 was observed for increasing problem sizes and GD had a better percentage gap compared to HCLS2 in medium-and large-size instances. However, GD was outperformed by HCLS2 in small-and medium-size instances. Nevertheless, for instances with 150 and 200 jobs, the GD method outperformed HCLS2 similarly to the other mentioned heuristics. Additionally, HCLS2 is a time-consuming procedure in large-size instances. The average time spent for problems with n = 150 and 200 was reported by Rakrouki et al. (2012) as 105 and 441 seconds, respectively.
Branch and bound method
The ZY branch and bound algorithm has employed the mentioned lower bound, upper bound and dominance properties and it has been tested in various problem sizes ranging from 20 to 130 jobs. In each problem size, 100 instances are solved with different values of α.
We employed the best first strategy to branch nodes. At each step, the node with the minimum lower bound was selected for branching. One of the features of the applied branch and bound algorithm is the closeness of the lower and upper bounds, as reported in Table 5 . In the solution process, at the last open level, the active node with a minimum lower bound was selected to update the upper bound. Note that there is no need to wait for the node on the last level to recalculate the upper bound. The effectiveness of the procedure of updating the upper bound as well as the dominance properties is shown in Table 7 .
In accordance with the PC system used, we have considered a limit of 30 minutes for solving each problem. As a result, all of the problems that had less than 100 jobs were solved. There were 2 and 9 unsolved instances in the problems with 120 and 130 jobs, respectively. By relaxing the time limitation up to 60 minutes, all of the instances, with the exception of three instances with 130 jobs, were solved. The unsolved instances had α values of 0.4 and 0.6. The tight distance of the lower and upper bounds forces the algorithm to eliminate the majority of the search tree at the first three levels of the branch and bound. The contribution of dominance properties to pruning non-optimum nodes is reported in Table 7 . Corollary 1 acts as the optimality condition and, if the condition is satisfied, it will stop the branching of all of the other active nodes. Dominance properties 1 and 3 have 23.3% and 31.7% contributions to pruning the non-optimum nodes, respectively. In instances that have a larger gap between the lower and upper bounds, dominance property 3 has a greater effect on pruning the non-optimum nodes. The presented ZY branch and bound algorithm is better than the branch and bound algorithm proposed by T' Kindt et al. (2004) , which is denoted TCE, for the mean CPU time and the number of generated nodes. Additionally, there were less unsolved problem instances with 120 and 130 jobs using ZY compared with using TCE.
Conclusions
Herein, we developed a new formulation for single-machine scheduling with release dates and presented an effective and easy-to-use method for calculating the lower bound. The presented Neighbourhood-Domino lower bound is compared to the SRPT value which has been referred to as a good lower bound with a relative gap of less than 2% of the optimum solution. The results show that Neighbourhood-Domino lower bound makes a considerable improvement in SRPT value in variety of problem instances. Additionally, a heuristic method was presented for generating a feasible solution (upper bound) that is near the optimal solution, with an average of less than 0.077 in terms of the percentage of the optimum solution. Also, the results show that the GD method can find the optimum sequence in 17.7% of the problem instances with up to 60 jobs. We used the presented lower and upper bound, while employing the dominance properties, in the ZY branch and bound algorithm to solve problem sizes of up to 130 jobs. Results show that the presented ZY branch and bound algorithm has a better performance in comparison with the TCE branch and bound algorithm proposed by T' Kindt et al. (2004) for the mean CPU time and the number of generated nodes and less unsolved problem instances.
The proposed formulation and the employed concept for calculating both the lower and upper bound can be used in future studies on various objective functions of the single-machine scheduling problem.
