In this paper, we study diffusion social learning over weakly connected graphs. We show that the asymmetric flow of information hinders the learning abilities of certain agents regardless of their local observations. Under some circumstances that we clarify in this paper, a scenario of total influence (or "mind-control") arises where a set of influential agents ends up shaping the beliefs of noninfluential agents. We derive useful closed-form expressions that characterize this influence, and which can be used to motivate design problems to control it. We provide simulation examples to illustrate the results.
Social Learning Over Weakly Connected Graphs I. INTRODUCTION AND RELATED WORKS
S OCIAL interactions among networked agents influence the beliefs of agents about the state of nature. For example, in deciding whether the state of nature, denoted by θ, is either θ = 1 or θ = 0, an agent k observes some data whose probability distribution is dependent on the unknown θ and, additionally, consults with its neighboring agents about their opinion on the most plausible value for θ. By combining their local measurements with the information from their neighbors, agents update their belief about θ continuously.
There are at least two main categories of models that have been proposed to examine this evolving interaction process [2] , [3] . In the first (Bayesian learning) category, the agents rely on some priors and on Bayes' rule to update their beliefs [2] , [4] - [8] . In the second (non-Bayesian learning) category, agents interact with their neighbors and aggregate their beliefs into their own [9] - [15] . One notable example of non-Bayesian learning is [13] where the authors proposed a consensus-type construction to update the agents' beliefs. In this construction, each agent follows the Bayes' rule to obtain an intermediate belief and subsequently combines it with the old beliefs of its neighbors. Under some technical assumptions, it was shown in [13] that agents following this model can asymptotically learn the true state.
Motivated by this study, an alternative to the consensus mechanism was proposed in [15] by relying on diffusion strategies due to their enhanced performance and stability ranges, especially in scenarios that involve continuous learning [16] , [17] . In the diffusion-based model, each agent combines its intermediate belief with the updated (rather than old) beliefs of its neighbors. Results in [15] established that agents are also able to asymptotically learn the underlying state under the diffusion strategy.
The models of social interaction studied in [13] , [15] assume strongly-connected graphs whereby a path with positive weights connecting any two agents is always possible and at least one agent has a self-loop. Over such graphs, social influences diffuse over time and all agents are able to learn asymptotically the true state of the environment. This is possible even when the local observations at the agents may be of varying quality with some agents being more informed than others.
A. Weakly-Connected Networks
In this work, we examine social learning over weaklyconnected graphs, as opposed to strongly-connected graphs. Over a weak topology, there exist some select edges over which information flows in one direction only, with information never flowing back from the receiving agents to the originating agents. This scenario is common in practice, especially over social networks. For example, in Twitter networks, it is not unusual for some influential agents (e.g., celebrities) to have a large number of followers, while the influential agent itself may not consult information from most of these followers. A similar effect arises when social networks operate in the presence of stubborn agents [10] , [18] , [19] ; these agents insist on their opinion regardless of the evidence provided by local observations or by neighboring agents. It turns out that weak graphs influence the evolution of the agents' beliefs in a critical manner. The objective of this work is to clarify this effect, its origin, and to quantify its implications by means of closed-form expressions.
B. Social Disagreement
In the previous works [19] , [20] , the authors examined the influence of weak graphs on the solution of distributed inference problems, where agents are interested in learning a parameter of interest that minimizes an aggregate cost function. It was shown there that a leader-follower relationship develops among the agents with the performance of some agents being fully controlled by the performance of other agents. In the 2373-776X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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different context of social learning, this type of weak connectivity was briefly discussed in [14] where consensus social learning was analyzed over non-strongly connected networks. This work considered only the special case in which all agents in the network are interested in the same state of nature. A richer and more revealing dynamics arises when different clusters within the network monitor different state variables. For example, consider a situation in which a weak graph consists of four sub-graphs (see future Fig. 5 ): the two top graphs are strongly-connected while the other two are weakly-connected to them. In this case, each of the top two sub-graphs is able to learn its truth asymptotically. However, the agents in the lower sub-graphs will be shown to reach a state of disarray in relation to their true state, with different agents reaching in general different conclusions and, moreover, with each of these conclusions being directly determined by the separate states of the two top sub-graphs. In this work we carry out a detailed analysis to show how influential agents dictate the performance of weak components in the network, and arrive at closed-form expressions that describe this influence in analytical form (suitable for subsequent design purposes). We will find that, under some conditions, non-influential agents will be forced to adopt beliefs centered around the true states of the influential agents. This situation is similar to the leader-follower relationship discussed in [19] , [20] in the context of decentralized inference and continuous adaptation. We will also find that these beliefs differ from one agent to another, which results in a disturbing form of social disagreement. In some applications, the influential agents may be malicious as in [21] , [22] . In contrast to these works, in our development, influential agents do not alter the information they are fusing, but the nature of what they are sending need not be consistent with the true state of the receiving agents.
C. Enhancing Self-Awareness
Motivated by the results in the next sections, we will also incorporate an element of self-awareness into the social learning process of the network through the introduction of a scaling factor -see (72). This factor will enable agents in the network to assign more or less weight to their local information in comparison to the information received from their neighbors. This variation helps infuse into the network some elements of human behavior. For example, in an interactive social setting, a human agent may not be satisfied or convinced by an observation and prefers to give more weight to their prior belief based on accumulated experiences. This mode of operation was studied for single stand-alone agents in [11] , [23] and was studied there as a mechanism for self-control. We will instead examine the influence of self-awareness in the challenging network setting, where the behavior of the various agents are coupled together. In particular, we will show that self-awareness helps agents converge towards a fixed belief distribution, rather than have their beliefs exhibit an undesired oscillatory behavior, which reflects their inability to settle on a decision -see Fig. 7 .
Notation: We use lowercase letters to denote vectors, uppercase letters for matrices, plain letters for deterministic variables, and boldface for random variables. We also use (.) T for transposition, (.) −1 for matrix inversion, and ρ(.) for the spectral radius of a matrix. We use and for vector element-wise comparisons.
II. STRONGLY-CONNECTED NETWORKS
We first review strongly-connected networks and summarize the results already obtained over this graph topology. Then, we explain how the results are affected when the underlying topology happens to be weak and show how a leader-follower relationship develops. We characterize in some detail the limiting behavior of this relation and identify the factors that influence the ability of the social agents to learn the truth or to follow other influential agents.
A. Network Model
Thus, consider a network of N agents connected by some graph. Let N = {1, 2, . . . , N} denote the indexes of the agents in the network. We assign a pair of non-negative weights, {a k , a k }, to the edge connecting any two agents k and . The scalar a k represents the weight with which agent k scales the data arriving from agent and, similarly, for a k -see Fig. 1 . The network is said to be strongly-connected if there exists a path with non-zero weights connecting any two agents and, moreover, there is at least one self-loop, i.e., a kk > 0 for some agent k. Let N k denote the neighborhood of agent k, which consists of all agents connected to k. Each agent k scales data arriving from its neighbors in a convex manner, i.e.,
We collect the weights {a k } into an N × N matrix A. From condition (1), A is a left-stochastic matrix so that its spectral radius is equal to one, ρ(A) = 1. Since the network is stronglyconnected, A is also a primitive matrix [16] . It then follows from the Perron-Frobenius Theorem [24] , [25] that A has a single eigenvalue at one while all other eigenvalues are strictly inside the unit disc. We denote the right-eigenvector of A that corresponds to the eigenvalue at one by y, and all entries of this vector will be strictly positive. We normalize the entries of y to add up to one, so that y satisfies the following conditions:
We refer to y as the Perron eigenvector of A. This network structure plays an important role in diffusing information across the network and helps agents in learning the true state. We describe next the mechanism of this learning.
B. Diffusion Social Learning
Let Θ denote a finite set of all possible events that can be detected by the network. Let θ • ∈ Θ denote the unknown true event that has happened, while the other elements in Θ represent possible variations of that event. The objective of the network is to learn the true state, θ • . For this purpose, agents will be continually updating their beliefs about the true state through a localized cooperative process. Initially, at time i = 0, each agent k starts from some prior belief, denoted by the function μ k,0 (θ) ∈ [0, 1]. This function represents the probability distribution over the events θ ∈ Θ. For instance, if θ 1 ∈ Θ then μ k,0 (θ 1 ) = Prob(θ = θ 1 ), at time i = 0
For subsequent time instants i ≥ 1, the private belief of agent k is denoted by μ k,i (θ) ∈ [0, 1]. All beliefs across all agents must be valid probability measures over Θ. That is, they must obey the normalization: θ ∈Θ μ k,i (θ) = 1, for any i ≥ 0 and k ∈ N (4) Figure 2 presents an example of a belief distribution μ k,i (θ) defined over Θ = {θ 1 , θ 2 , θ 3 , θ 4 }. The agents will update their private beliefs {μ k,i (θ)} over time based on the private signals they observe from the environment and the information shared by their social neighbors. We assume that, at each time i ≥ 1, every agent k observes a realization of some signal, ξ k,i , whose probability distribution is dependent on the true event θ o , namely, the process {ξ k,i } is generated according to some known likelihood function L k (·|θ • ) -see Fig. 3 . We further assume that for each agent k, the signals {ξ k,i } belong to a finite signal space denoted by Z k and that these signals are independent over time. Diffusion social learning, described in [15] , provides a mechanism by which agents can process the information they receive from their private signals and from their neighbors. A consensusbased strategy can also be employed, as was done in [13] . We focus on the diffusion strategy due to its enhanced performance, as observed in [15] and as further explained in the treatments [16] , [17] . In diffusion learning, at every time i ≥ 1, each agent k first updates its belief, μ k,i−1 (θ), based on its observed private signal ξ k,i by means of the Bayesian rule:
This step leads to an intermediate belief ψ k,i (θ). After learning from their observed signals, agents can then learn from their social neighbors through cooperation to compute:
Subsequently, agent k can use its updated belief, μ k,i (θ), to predict the probability of a certain signal ζ k ∈ Z k occurring in the next time instant i + 1. This prediction or forecast is based on the following calculation:
In the sequel, we will be interpreting the diffusion learning model as a stochastic system of interacting agents, especially since the operation of this mechanism is driven by the random observational signals. Thus, we rewrite (5) and (6) as follows by using boldface letters to refer to random variables.
C. Correct Forecasting
When agents in strongly-connected networks follow model (8) to update their beliefs, the agents will eventually learn the truth according to the results established in [15] . The argument there is based on an identifiability condition similar to the one used in [13] , and which is motivated as follows. We assume first that the agents' private signals {ξ k,i } do not hold enough information about the true state, so that individual agents cannot rely solely on their observations to identify θ • and are motivated to cooperate. More specifically, this requirement amounts to assuming that each agent k has a subset of states Θ k ⊆ Θ for which:
for any ζ k ∈ Z k . We refer to Θ k as the set of indistinguishable states for agent k. We subsequently assume that through coop-eration with their neighbors, agents are able to identify the true state by imposing the identifiability condition:
We refer to this case as θ • being globally identifiable. To prove that agents are able to learn the true state, the analysis in [15] is based on first showing that agents are able to learn the correct distribution of incoming signals. Lemma 1 (Correct Forecasting [15] ): Assume that there exists at least one agent with a positive prior belief about the true state θ • , i.e., μ k,0 (θ • ) > 0 for some k ∈ N . Then, agents are able to correctly predict the distribution of the incoming signals, namely, for any ζ k ∈ Z k and k ∈ N :
where a.s.
= denotes almost-sure convergence. This lemma does not require the identifiability condition (10) . It explores forms of learning that were studied in [11] , [13] and also in [26] , [27] , which dealt with either learning the true parameter θ • (similar to the setting we are considering) or learning the distribution of the incoming signal itself.
Correct forecasting does not always imply the ability of agents to learn the true parameter, θ • . However, in the case of stronglyconnected networks, this conclusion is true under some conditions mentioned next (the same implication will not hold for weakly-connected networks; there, we will show that correct forecasting does not imply the ability of agents to learn the truth).
Theorem 1 (Truth Learning [15] ): Under the same conditions of Lemma 1, assume that there exists at least one prevailing signal ζ • k for each agent k, namely, that
and assume as well that the true state θ • is globally identifiable as in (10) . Then, all agents asymptotically learn the truth, i.e., for any k ∈ N : Figure 4 illustrates what it means for a prevailing signal to exist for an agent k. In this example, the true state θ • is assumed to be θ 1 . Assume also that for agent k, the set of distinguishable states isΘ k = Θ \ Θ k = {θ 2 , θ 3 } and the space of observational signals is Z k = {ζ 1 , ζ 2 , ζ 3 , ζ 4 }. We see in the example that the signal ζ 1 plays the role of a prevailing signal. This is because when the true state is θ 1 , the likelihood of ζ 1 is greater than its likelihood when the true state is θ 2 or θ 3 , i.e.,
These two conditions are not jointly satisfied for the other observational signals. The presence of a prevailing signal provides agent k with sufficient information to identify the distinguishable setΘ k = Θ \ Θ k . This means that agent k will be able to assign a zero probability to any θ in this set. Then, with the help of neighboring agents, and in the presence of the identifiability condition (10), agent k will be able to discover the true sate θ • in Θ k .
III. DIFFUSION LEARNING OVER WEAK GRAPHS
We now examine how learning is affected when the agents are connected by a weak topology. In simple terms, weaklyconnected networks consist of multiple sub-networks where at least one sub-network feeds information forward to some other sub-network but never receives information back from this subnetwork. The example in Fig. 5 illustrates a situation involving four sub-networks. The agents in each sub-network observe signals related to their own true states denoted by θ
For generality, we do not require the true states to be the same across the sub-networks. In the figure, each of the two sub-networks on top is strongly-connected. Therefore, if their agents follow the diffusion social learning model (8) , they can asymptotically learn their true states. The third and fourth sub-networks in the bottom receive information from the top sub-networks without feeding information back to them. As the analysis will show, this structure results in the two top subnetworks playing the role of influential entities that impose their beliefs on the agents in the bottom sub-networks, regardless of the local information that is sensed by these latter sub-networks.
A. Weak Network Model
We first review the main features of the weakly-connected network model from [19] , [20] . Consider a network that consists of two types of sub-networks: S sub-networks and R sub-networks. Each sub-network in the S family has a strongly-connected topology. In contrast, each sub-network in the R family is only required to be connected. This means that any receiving sub- network has a path connecting any two agents without requiring any agent to have a self-loop. Moreover, the interaction between S and R sub-networks is not symmetric: information can flow from S ("sending") sub-networks to R ("receiving") sub-networks but not the other way around. We index each strongly-connected sub-network by s where s = {1, 2, . . . , S}. Similarly, we index each receiving sub-network by r where r = {S + 1, . . . , S + R}. Each sub-network s has N s agents, and the total number of agents in the S sub-networks is:
Similarly, each sub-network r has N r agents, and the total number of agents in the R sub-networks is:
We still denote by N the total number of agents across all sub-networks, i.e., N = N gS + N gR . We continue to denote by N = {1, 2, . . . , N} the indexes of the agents. We assume that the agents are numbered such that the indexes of N represent first the agents from the S sub-networks, followed by those from the R sub-networks. In this way, the structure of the network is represented by a large N × N combination matrix A, which will have an upper block-triangular structure of the following form [19] , [20] :
The matrices {A 1 , . . . , A S } on the upper left corner are leftstochastic primitive matrices corresponding to the S stronglyconnected sub-networks. Each of these matrices has spectral radius equal to one, ρ(A s ) = 1. Moreover, each A s has a single eigenvalue at one and the corresponding right eigenvector has positive entries. We denote it by y s and normalize its entries to add up to one, i.e., 1 1 y s = 1.
Likewise, the matrices {A S +1 , . . . , A S +R } in the lower rightmost block correspond to the internal weights of the R subnetworks. These matrices are not necessarily left-stochastic because they do not include the coefficients over the links that connect the R sub-networks to the S sub-networks. Nevertheless, based on results from [28] , it was shown in [19] that for any receiving subnetwork r, it holds that ρ(A r ) < 1. Moreover, since A r has non-negative entries and sub-network r is connected, it follows from the Perron-Frobenius theorem [24] , [25] that A r has a unique positive real eigenvalue λ r , that is equal to its spectral radius ρ(A r ), and the corresponding right eigenvector has positive entries. We denote this eigenvector by y r . We again normalize the entries of y r to add up to one, 1 1 y r = 1:
A r y r = λ r y r , 1 y r = 1, y r 0
We denote the block structure of A in (17) by:
This specific structure has one useful property that we will exploit in the analysis. Lemma 2 (Limiting Power of A [19] ): It holds that:
where the N gS × N gS matrix E and the N gS × N gR matrix W are given by:
The matrix W has non-negative entries and the sum of the entries in each column is equal to one. We now examine the belief evolution of agents in weaklyconnected networks. We still denote by Θ the set of all possible states, and we assume that Θ is uniform across all sub-networks. However, we allow each sub-network to have its own true state, which may differ from one sub-network to another. We denote by θ • s the true state of sending sub-network s and by θ • r the true state of receiving sub-network r, where both θ • s and θ • r are in Θ. Therefore, if agent k belongs to a sub-network s, its observational signals ξ k,i will be generated according to the likelihood function L k (·|θ • s ). On the other hand, if agent k belongs to a sub-network r, its observational signals ξ k,i will be generated according to L k (·|θ • r ). We already know that the S−type sub-networks are stronglyconnected, so that their agents can cooperate together to learn the truth. More specifically, according to Theorem 1, if agent k belongs to sub-network s, then it holds that:
The question that we want to examine is how the beliefs of the agents in the receiving sub-networks are affected. These agents are now influenced by the beliefs of the S−type groups. Since this external influence carries information not related to the true state of each receiving sub-network, the receiving agents may not be able to learn their own true states. We will show that a leader-follower relationship develops.
B. Diffusion Social Learning Over Weak Graphs
We consider that all agents are following the diffusion strategy (8) for social learning. In a manner similar to (9) , if agent k belongs to sub-network r, then we assume that there exists a subset of states Θ k ⊆ Θ such that:
for any ζ k ∈ Z k and θ ∈ Θ k , i.e., Θ k is the set of indistinguishable states for agent k. Moreover, we assume a scenario in which the private signals of agents in the receiving sub-networks are not informative enough to let their agents discover that the true states of the sending sub-networks do not represent their own truth. That is, we are assuming for now the following condition.
Under (25), we will now verify that the interaction with the S sub-networks ends up forcing the receiving agents to focus their beliefs on the true states of the S−type. Later, we will show that a similar conclusion continues to hold even when (25) is relaxed.
Thus, let Θ • = {θ • 1 , . . . , θ • S } denote the set of all true states of the S−type sub-networks. We are assuming, for notational simplicity, that the true states {θ • s } are distinct from each other. Otherwise, we only include in Θ • the set of truly distinct states, which will be smaller than S in number. We denote the complement of Θ • byΘ • , such that Θ • ∩Θ • = ∅ and Θ • ∪ Θ • = Θ. We first show that as i → ∞, each receiving agent k will assign zero belief to any event θ ∈Θ • . This means that receiving agents will end up searching for the truth within the set Θ • .
Lemma 3 (Focus on True States of S Sub-Networks):
Under (25), each agent k of any receiving sub-network r eventually identifies the setΘ • , namely, for any θ ∈Θ • :
This lemma implies that the receiving agents are still able to perform correct forecasting.
Lemma 4 (Correct Forecasting): Under (25), every agent k in sub-network r develops correct forecasting, namely,
Proof: See Appendix B.
Even with the external influence, agent k is still able to attain correct forecasting because any true state θ • s of any sending sub-network, s, belongs to the indistinguishable set of agent k, i.e., (25) and (24) . Since agents zoom onto the set Θ • , this fact enables correct forecasting but does not necessarily imply truth learning for weak graphs, as discussed in the sequel.
The previous two lemmas establish that the belief of each agent k in sub-network r will converge to a distribution whose support is limited to θ ∈ Θ • . The next question is to evaluate this distribution, which is the subject of the following main result. First let
collect all beliefs from agents that belong respectively to subnetwork s and sub-network r, where the notation k s (n) denotes the index of the n-th agent within sub-network s, i.e.,
and n ∈ {1, 2, . . . , N s } and the notation k r (n) denotes the index of the n-th agent within sub-network r, i.e.,
and n ∈ {1, 2, . . . , N r }. Furthermore, let 
Proof: See Appendix C. We expand (34) to clarify its meaning and to show how the beliefs are distributed among the elements of Θ • . We already know from the result in Theorem 1 that, for each agent k of sending sub-network s, μ k,i (θ) converges asymptotically to an impulse of size one at the location θ = θ • s . Thus, we write:
where 1 1 N s denotes a column vector of length N s whose elements are all one. Similarly, 0 N s denotes a column vector of length N s whose elements are all zero. Hence,
Now, let w T k denote the row of W T that corresponds to agent k in sub-network 1 r. We partition it into 1 The real index of the row of W T that corresponds to agent k is k − N g S .
where the {N 1 , N 2 , . . . , N S } are the number of agents in each sub-network s ∈ {1, 2, . . . , S}. By examining (34), we conclude that the distribution for each agent k in an R−type sub-network converges to a combination of the various vectors
Observe that, from this equation, to get q k (θ • s ), the elements of the corresponding block in w k , i.e., w k,N s , should be summed. Now, if we consider that multiple sending sub-networks have the same true state, then to get q k (.) at this true state, the elements of all corresponding blocks in w k will need to be summed. Note that this is a valid probability measure in view of Lemma 2, i.e.,
Note also that if it happens that θ • s = θ • for all s, then q k (θ • ) = 1 and q k (θ) = 0 for all θ = θ • , and in this case, sending agents can be seen as helping receiving agents to find the true state. We also observe that the beliefs of agents in the receiving subnetworks differ from one agent to another, since for each agent k, q k (θ) depends on w k . This means that the external influence has created social disagreement in the receiving sub-networks.
We therefore established that the beliefs of receiving agents converge to a distribution whose support is limited to the true states of the sending sub-networks. We will refer to this situation as a total influence or "mind-control" scenario where the learning of the R−subnetworks is fully dictated by the S−subnetworks. When all agents follow model (8) and when assumption (25) is satisfied, this total influence scenario arises. Although the private signals of the receiving agents are supposed to hold information regarding their own true state, however, under assumption (25) , these signals are not informative enough, so that agents are naturally driven to be under the influence of the sending sub-networks.
We are interested now in knowing whether this total influence situation can still occur when assumption (25) is not satisfied anymore. When this is the case, sending agents may not be able to totally control the beliefs of receiving agents anymore. Before establishing the analytical results, and before showing how selfawareness can alter this dynamics, we provide an illustrative example.
C. Implications of Violating Condition (25)
We consider a network consisting of three agents, with the first two playing the role of influential agents and the third one acting as a receiving agent. The combination matrix is chosen as follows:
We denote by θ • 1 the true state for agent 1, by θ • 2 the true state for agent 2, and by θ • 3 the true state for agent 3 so that
The observational signal for all three agents is either a head "H" or a tail "T". In order for agents 1 and 2 to learn their true states asymptotically, we need to ensure that the conditions of Theorem 1 are satisfied. One of these requirements is the identifiability condition (10) , which requires that the intersection of the indistinguishable sets (9) of all agents in a given sending sub-network s must be the singleton {θ • s }. In this example, each sending sub-network consists of only one agent, so that condition (10) reduces to Θ 1 = {θ • 1 } for the first agent and Θ 2 = {θ • 2 } for the second agent. In other words, since agents 1 and 2 do not have neighbors to communicate with, they must rely solely on their observational signals to learn the truth. This is feasible when for agents 1 and 2 no state is observationally equivalent to their true state (or indistinguishable). Using the definition of the indistinguishable set (9), Θ 1 = {θ • 1 } translates into the following requirement for agent 1:
2 } translates into the following requirement for agent 2:
For this example, we are choosing the likelihood functions arbitrarily but satisfying (41) for agent 1 and (42) for agent 2. For instance, we select for agent 1, (25) is not satisfied, we consider first the case in which this assumption is satisfied. In this way, we will be able to compare what is happening in both cases. More specifically, following (25) , we consider first that θ o 1 and θ o 2 belong to the indistinguishable set of agent 3 denoted by Θ 3 , i.e., {θ • 1 , θ • 2 } ∈ Θ 3 . This means, according to the definition of the indistinguishable set (9) , that
According to model (8) , the intermediate belief of agent 3 is given by:
We observe in this example that the private signals of agent 3 end up not contributing to its intermediate belief. As a result, it is only the beliefs of agents 1 and 2 that affect the belief of agent 3, so that: μ 3,i (θ) = a 13 ψ 1,i (θ) + a 23 ψ 2,i (θ) + a 33 ψ 3 
for any ζ k ∈ {H, T }. In this example, we study the worst case scenario in which both conditions in (52) are met (even if we consider other situations in which only one of these conditions is met, we still arrive at a similar conclusion, namely, the belief of agent 3 will not reach a fixed distribution). We select arbitrarily the values for the likelihood function of agent 3, but in a way that these values satisfy both conditions in (52). For instance, we select 
We see here how this equality is different from (47), where the last term ψ 3,i−1 (θ) holds information about θ • 3 that contradicts with the information held in the other terms. We now show by contradiction that in this case, agent 3 will not converge to a fixed distribution. Assume, to the contrary, that the beliefs of agent 3 reach the following distribution:
for some fixed non-negative constants b, c and d satisfying
We know that, as i → ∞, agents 1 and 2 approach their true states so that by evaluating (54) at θ • 1 when i → ∞, we get:
Evaluating (54) at θ • 2 when i → ∞:
Then, from (59), we have: Thus, b = 1 3 , and since 0.4b + 0.3c = 0.4, then c = 8 9 . However, b + c = 11 9 , which contradicts (64). We conclude that the beliefs of agent 3 cannot reach a fixed distribution. This conclusion is illustrated in Fig. 7 , which plots the evolution of beliefs of agent 3 for all θ ∈ Θ. It is clear from the figure how the contradictory information conveyed by the influential agents and the private signals do not lead agent 3 to approach a fixed belief. This also means that agents 1 and 2 cannot fully control agent 3. However, if agent 3 decides to limit the contribution of its private signal on the update of its intermediate belief, will agents 1 and 2 be able to totally influence agent 3? In other words, will the total influence scenario arise again even if assumption (25) is not satisfied? We show next that this is possible by incorporating an element of self-awareness into the learning process.
IV. DIFFUSION LEARNING WITH SELF-AWARENESS
We are therefore now motivated to modify the diffusion strategy (8) by incorporating a non-negative convex combination γ k,i . This factor enables agents to assign more or less weight to their local information in comparison to the information received from their neighbors. Specifically, we modify (8) as follows:
where γ k,i ∈ [0, 1] is a scalar variable. Observe that the intermediate belief ψ k,i (θ) of agent k is now a combination of its prior belief, μ k,i−1 (θ), and the Bayesian update. The scalar γ k,i represents the amount of trust that agent k gives to its private signal and how it is balancing this trust between the new obser-vation and its own past belief. This weight can also model the lack of an observational signal at time i.
Model (72) helps capture some elements of human behavior. For example, in an interactive social setting, a human agent may not be satisfied or convinced by an observation and prefers to give more weight to their prior belief based on accumulated experiences. This model was studied for single agents in [11] , [23] and was motivated as a mechanism for self-control and temptation. The agent might observe a private signal at some time that can move this agent away from its current conviction. The agent can control this temptation by increasing the weight given to its prior belief or it can change its opinion by giving more weight to its Bayesian update, which is based on the private signal. We next analyze model (72) over weakly-connected graphs and establish two results. The first result is related to the sending agents and the second result is related to the receiving agents.
Lemma 5 (Correct Forecasting with Self-Awareness): Assume that lim i→∞ γ k,i = 0 and the same conditions of Lemma 1. Then, self-aware sending agents develop correct forecasts of the incoming signals, namely, result (11) continues to hold.
Proof: See Appendix D. Theorem 3 (Truth Learning by Self-Aware Sending Agents): Under the same assumptions of Theorem 1, self-aware sending agents learn the truth asymptotically and condition (13) continues to hold.
Proof: The argument is similar to the proof given in [15] . We therefore find that sending agents, whether self-aware or not, are always able to learn the truth. With regards to receiving agents, we now have the following conclusion. For each agent τ k,i in a receiving sub-network r, we write γ k,i = τ k,i γ max , where τ k,i and γ max are both positive scalars less than 1, and γ max = sup k,i γ k,i . Theorem 4 (Learning by Self-Aware Receiving Agents): The beliefs of self-aware receiving agents are confined as follows:
This final result coincides with that of Theorem 2, but with an additional O(γ max ) term. This means that if each receiving agent chooses the γ−coefficient to be small enough, then its belief converges to the same distribution (34) of Theorem 2. When agent k gives a small weight to its Bayesian update, it means that it is giving its current signal ξ k,i a reduced role to play in affecting its belief formation at time i, and it is instead relying more heavily on its prior belief μ k,i−1 (θ) and on its communication with its neighbors. When agent k continues to give less importance to any current signal it is receiving, its belief update will be mainly affected by its interaction with influential agents and its neighbors that are also under the influence of sending agents. Therefore, over time, these circumstances will help establish a leader-follower relationship in the network. In other words, the receiving sub-networks will be driven away from the truth and be under total indoctrination by the influential agents.
V. SIMULATION RESULTS
We illustrate the previous results for weakly-connected networks. We assume that the social network has N = 8 agents interconnected as shown in Fig. 8 , which corresponds to the following combination matrix: 
We assume that there are 3 possible events
1 is the true event for the first sending sub-network, θ • 2 is the true event for the second sending sub-network, and θ • 3 is the true event for the receiving sub-network. We further assume that the observational signals of each agent k are binary and belong to Z k = {H, T } where H denotes head and T denotes tail. We consider two cases. In the first case, we assume that agents update their belief according to the model described in (8) and that assumption (25) is met. In the second case, we assume that agents follow the second model described in (72) where assumption (25) is not met.
A. First Case
In this first case, the likelihood of the head signals for each agent k is selected as the following 3 × 8 matrix: where each (j, k)-th element of this matrix corresponds to L k (H/θ j ), i.e., each column corresponds to one agent and each row to one network state. The likelihood of the tail signal is L(T ) = 1 1 3×8 − L(H). We observe from L(H) that assumption (25) is met here where for agent k in the receiving sub-network (k > 5) we have L k (ζ k |θ • 1 ) = L k (ζ k |θ • 2 ) = L k (ζ k |θ • 3 ) for both cases in which ζ k is either head or tail. Assumption (25) is met here because the true state of the first sending sub-network θ • 1 belongs to the indistinguishable set of any receiving agent k in the receiving sub-network 3, i.e., L k (ζ k |θ • 1 ) = L k (ζ k |θ • 3 ), and the true state of the second sending sub-network θ • 2 belongs to the indistinguishable set of any receiving agent k, i.e., L k (ζ k |θ • 2 ) = L k (ζ k |θ • 3 ), where k = 6, 7, 8. We further assume that each agent starts at time i = 0 with an initial belief that is uniform over Θ and then updates it over time according to the model described in (8) . Then, we know from [15] that lim i→∞ μ k,i (θ • 1 ) = 1 for k = 1, 2, 3 and lim i→∞ μ k,i (θ • 2 ) = 1 for k = 4, 5. Now for the agents of the receiving sub-network, we need first to compute: The first row of W T corresponds to agent 6, the second row to agent 7 and the third row to agent 8. Now each row is partitioned into two blocks: the first block is of length N 1 = 3 that corresponds to sub-network 1 of true state θ • 1 and the second block is of length N 2 = 2 that corresponds to sub-network 2 of true state θ • 2 . Then, according to Theorem 2, we can compute the belief at θ • 1 for each receiving agent at steady state, by taking the first block in the agent's corresponding row and summing its elements: Likewise, we can compute the belief at θ • 2 for each receiving agent at steady state, by taking the second block in the agent's corresponding row and summing its elements: We run this example for 7000 time iterations. We assigned to each agent an initial belief that is uniform over Fig. 9 shows the evolution of μ k,i (θ • 1 ) and μ k,i (θ • 2 ) of agents in the receiving sub-network (k = 6, 7, 8) . These figures show the convergence of the beliefs of the agents in the receiving subnetworks to the same probability distribution already computed according to the results of Theorem 2. Figure 10 shows this limiting distribution over Θ for all receiving agents. 
B. Second Case
We now assume that the likelihood of the head signals for each agent k is selected as the following 3 × 8 matrix: We observe now from L(H) that assumption (25) is not met here where for agent k in the receiving sub-network (k > 5)
for both cases in which ζ k is either head or tail. Assumption (25) is not met here because θ • 1 does not belong to the indistinguishable set of any receiving agent k in the receiving sub-network 3, i.e.,
, and θ • 2 does not belong to the indistinguishable set of any receiving agent k, i.e., L k (ζ k |θ • 2 ) = L k (ζ k |θ • 3 ), where k = 6, 7, 8. We further assume that agents now update their beliefs according to the model described in (72). We choose γ k,i = 0.4 for k = 1, 2, 3 (agents of the first sending sub-network) at any i, γ k,i = 0.5 for k = 4, 5 (agents of the second sending sub-network) at any i and γ k,i = 0.1 for k = 6, 7, 8 (agents of the receiving sub-network) at any i. We also assume that each agent starts at time i = 0 with an initial belief that is uniform over Θ. Then, we know from Theorem 3 that lim i→∞ μ k,i (θ • 1 ) = 1 for k = 1, 2, 3 and lim i→∞ μ k,i (θ • 2 ) = 1 for k = 4, 5. Figure 11 shows the evolution of μ k,i (θ • 1 ) and μ k,i (θ • 2 ) of agents in the receiving sub-network (k = 6, 7, 8). These figures show how the beliefs of the receiving agents are confined around the probability distribution already computed in the previous case.
VI. CONCLUSION
In this article, we studied diffusion social learning over weakly-connected networks. We examined the circumstances under which receiving agents come under the total influence of sending agents. This total influence is reflected by forcing the receiving agents to focus their beliefs on the set of true states for the sending sub-networks. We determined for each receiving agent what the exact probability distribution is in steady-state. We also illustrated the results with examples. Future work will focus on how the network can be designed so that receiving agents adopt specific limiting beliefs, and how receiving agents can detect the external influence and limit it.
APPENDIX A PROOF OF LEMMA 3
The proof is based on showing first that for any receiving agent k, it holds that
From this result, we will conclude that lim i→∞ μ k,i (θ) = 0 for all θ ∈Θ • . To examine the evolution of agents' beliefs toward Θ • , we associate with each agent k the following regret function:
We view μ k,i (θ) as a stochastic process that depends on the sequence of random observations {ξ k,j } over all k and for all j ≤ i. Therefore, we shall examine agent k's individual performance by taking the expectation of Q W (μ k,i ) over these observations. More specifically, we define agent k's risk at time i as
where F i denotes the of sequence {ξ k,j } over all k and for all j ≤ i.
Proof of Lemma 3:
We start with agent k's risk at time i defined in (79), where k > N gS . Recall that N = N gS + N gR represents the total number of agents in the whole network:
where 1) in the third equality, we only expanded the second term that corresponds to receiving agents in order to study its behavior. We did not do the same thing with the first term because it corresponds to sending agents and we already know how that ψ ,i (θ) will converge with time for any sending agent , as later shown in (88). 2) in step (a), we split the second summation corresponding to receiving agents into R groups, with each group corresponding to one receiving sub-network. Moreover, the symbol I r denotes the set of indexes of agents that belong to receiving sub-network r;
. This follows from assumption (25) : for any θ that is in Θ • , L (ζ |θ) = L (ζ |θ • r ), for any ζ ∈ Z ; 4) in step (c), we applied the convexity property of − log(.) since the elements {a k } form a convex combination for each agent k; 5) in step (d), we applied the conditional expectation prop-
|Y ]] as follows:
6) in step (e), we replaced the previous expression in (d) by an upper bound using the non-negativity of the KLdivergence from L (.|θ • r ) to m ,i−1 (.) [29] . To continue with the argument we collect the risk values of S−agents and R−agents into two vectors as follows:
Then, from (80), we write the vector inequality:
We now establish the convergence of this inequality. We first consider the term J W (ψ S,i ). We know that agents in the sending sub-networks can learn the truth if the assumptions mentioned in Lemma 1 and Theorem 1 are met. One of the assumptions is that at least one agent in each strongly-connected sub-network s starts with a non-zero prior belief at θ • s . Let us denote this agent by o . As shown in [15] , this condition guarantees that for large enough i, μ k,i (θ • s ) > 0 for all k in this sub-network. Accordingly, it also holds that for large enough i agents in this sub-network will have nonzero intermediate be-
This implies that J W (ψ S,i ) 0 and T T S R J W (ψ S,i ) 0 for large enough i since the elements of T S R are all non-negative. Let us now consider agent k of a receiving sub-network r, which has agent from sending sub-network s in its neighborhood. After large enough i,
Then, in the next time step, all agents of sub-network r that have agent k in their neighborhood will have non-zero belief at θ • s . Since the received sub-network r is connected, it follows that after large enough i,
for all agents k that belong to sub-network r. We employ the same argument for all other receiving sub-networks. Therefore, 
beliefs toward the true state, let us introduce the true probability mass function p(θ) defined over Θ, namely:
The evolution of the belief of agent k toward the true state can be analyzed by computing the KL divergence of μ k,i (θ) from p(θ) at each time instant i. We therefore introduce the new regret function for agent k at time i as:
where we used the convention that 0 log 0 = 0. We shall again define agent k's individual risk at time i as
where F i denotes the history of {ξ k,j } over all k and for all j ≤ i. We then assess the overall network performance by considering the weighted aggregate risk:
where the {y(k)} denote the entries of the Perron vector, y, of the primitive left-stochastic matrix A, as defined by (2). To prove Lemma 5, namely, the ability of agents to arrive at correct forecasts, we prove first the convergence of the sequence {J(μ i )} as i → ∞. This convergence will then imply the correct forecasting by agents.
Proof of Lemma 5:
We assumed in the statement of the lemma that at least one agent o starts with a non-zero prior belief at θ • , i.e., μ o ,0 (θ • ) > 0. As shown in [15] , this condition guarantees that for large enough i, μ k,i (θ • ) > 0 for all k ∈ N , which implies that the terms of the time sequence {Q(μ k,i )} assume nonnegative values for large i and for any agent k. Thus, the time sequences {J(μ k,i )} and {J(μ i )} are non-negative for large enough i. Let us now expand agent k's risk for large time i: 
where step (a) follows from (102), and step (b) follows from (2) . Therefore, the sequence {J(μ i )} is a decreasing sequence. But, since this sequence is non-negative, we conclude that {J(μ i )} converges to a real number according to the monotone convergence theorem of real numbers [30] . We now establish the ability of agents to attain correct predictions. From step (c) in (102), we get
Then, rearranging terms, ∈N k a k J(μ ,i−1 ) − J(μ k,i ) ≥
Scaling by y(k), summing over k, and using (2) we get:
Then,
Since {J(μ i )} is a convergent sequence, it is also a Cauchy sequence [30] and, therefore,
where the rightmost inequality follows from the non-negativity of the KL-divergence. We conclude that:
Since we assumed that lim i→∞ γ k,i = 0 for any k, y( ) > 0 from (2) 
where f ,i represents the KL-divergence of m ,i (.) from L (.|θ • ). We know from Gibb's inequality [29] that the KLdivergence of a probability distribution from another distribution achieves the value zero only when the two distributions are equal. Since the KL-divergence f ,i converges to zero as i → ∞ and L (.|θ • ) is a fixed distribution, this implies that m ,i (.) should converge, i.e., its limit exists and it takes the following value:
for any ζ ∈ Z . Since this result is achieved for any realization of observational signals F i−1 , we conclude that:
for any ∈ N and any ζ ∈ Z .
APPENDIX E PROOF OF THEOREM 4
According to model (72), the intermediate belief of any agent k in a receiving group can be written as follows:
We assume that γ k,i = τ k,i γ max , where τ k,i and γ max are both nonnegative scalars less than one. Then, 
