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S U M M A RY
Since from the first Industrial Revolution, energy supply, which feeds human activities,
has been characterized by consumption of fossil fuels such as coal, crude oil and gas.
This supply model is heavily affected by a dramatic limitation, that is the idea of
feeding an infinite system (such as the human activities energy demand) with a finite
(in terms of time) source - fossil fuels. Although this issue was already forecast in the
early decades of the last century (e.g. G. Ciamician in [1]), it has been largely neglected
until the first oil crisis in the 70s, when public eye become aware of the (social) issue
coming from the oil dependence.
The exponential growth of Earth population and the consequent increase of energy
demand and the environmental and pollution issues that characterized last decades
leaded large part of scientific and (marginally) politic community to focusing its en-
deavours to research of more efficient way of exploiting renewable sources and to the
fillip of their usage.
The main drawback, which affects the usage of renewable energies, is that the supply,
whether it comes from the earth or the sun, is never constant. Day turns to night, winds
die down and the geothermal heat from the crust of the earth, although seemingly
constant, will eventually diminish. The capability of storing energy and release it
on demand, therefore, plays a crucial role in the possibility of exploiting renewable
energies.
The main target of this PhD study is investigation and design of devices capable of
collecting thermal energy. According to the idea of gathering the largest quantity of
energy in the most efficient way, as storage strategies it has been decided to adopt
the latent heat thermal storage method. Suitable materials for accomplishing this task
are Phase Change Materials (PCMs); they are a class of materials capable of collecting
and releasing a large amount of energy during melting and freezing process at a
temperature that may be useful for anthropic activities, such as air heating&cooling,
domestic hot water production, industrial processes and energy production.
In this thesis in particular, the existence of a convergence point between the possibility
to adopt nano-enhanced material into largely used devices (heat exchangers, boilers
etc.) is explored.
This research has been, therefore, performed focusing mainly onto two different as-
pects: the possibility of improving thermal properties (melting enthalpy) of PCMs by
addiction of nano-enhancer materials and on the other hand design and development
of systems which imply the usage of PCMs, eventually nano-doped.
The structure of this thesis reflects the division of topics and every part represents one
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of these task:
• in the first part, Phase Change Materials a general overview on the state of art of
PCMs is presented. In the Chapter 1 a brief description of strategies for thermal
storage is discussed and a dissertation on different typologies of PCMs, main
advantages and disadvantages coming from their usage is given. The discussion
than continues analysing possible ways of modelling the thermal behaviour
during melting or freezing process. Both the analytical and numerical approaches
are treated, Chapter 2;
• in the second part, Nanotechnology and Phase Change Materials, dissertation on
thermal variations induced by inclusion of carbon nano tubes is carried out. After
a snapshot on the state of the art in the field of nano-doping of PCMs, procedures
and results of four commercially available paraffin waxes doped with CNTs have
been discussed, Chapter 3;
• in the third part, Design and Phase Change Materials, devices which exploit PCMs
have been designed and (numerically) optimized. A panel heat exchanger, ca-
pable to accomplish requirements of modularity and short time heat release
has been numerically studied and optimized by genetic algorithm, Chapter 4;
the possibility of using a nano-enhanced material has been explored. Then, a
system for avoiding ice formation on pavement surface during winter time has
been developed. PCM elements (pipes) embedded into asphalt concrete of road
pavement have been modelled using a commercial FE code. 1D and 2D models
have been used and coupled with weather data collected in Trieste during the
first week of January 2009, Chapter 5;
• in the last part, Conclusions, final remarks and further developments are discussed,
Chapter 6.
S O M M A R I O
L’approvvigionamento energetico delle attività antropiche si è basato fin dalla prima
rivoluzione industriale esclusivamente su un modello legato al consumo delle ris-
erve/risorse di combustibile fossile. Tale modello, però, presenta una drammatica
limitazione legata al fatto che si bruciano risorse finite nello spazio e nel tempo (com-
bustibili fossili) per alimentare qualcosa di non finito nel tempo (richiesta energetica).
Tale problematica seppure già vaticinata da grandi scienziati quali per esempio G.
Ciamician in [1] agli inizi del secolo scorso, è divenuta materia di largo interesse pub-
blico solamente dopo la prima crisi del petrolio degli anni Settanta.
La consapevolezza di aver ormai superato il picco di Hubert, la crescita esponenziale
della popolazione, l’elevata velocità delle dinamiche antropiche e l’inquinamento ambi-
entale, hanno portato la comunità scientifica e (marginalmente) quella politica a volgere
la propria attenzione verso la ricerca di forme rinnovabili di approvvigionamento
energetico. Tali fonti sono intrinsecamente affette dal problema della non uniformità
temporale dell’energia fornita. Il giorno diventa notte, il vento rallenta o smette di
soffiare e il calore geotermico, seppure sembra costante è destinato ad esaurirsi.
Diventa quindi di importanza strategica la possibilità di accumulare l’energia prodotta
durante le fasi attive del ciclo energetico per poter coprire le richieste di approvvigiona-
mento durante i periodi di inattività produttiva.
Alla luce del ruolo chiave che l’immagazzinamento energetico gioca, in questa tesi
di dottorato è stata studiata una particolare forma di accumulo: l’accumulo di energia
termica.
In particolare si è focalizzata l’attenzione nei confronti di una strategia particolarmente
efficiente di immagazzinamento che prevede lo sfruttamento del calore latente di tran-
sizione di fase (solido liquido e vice versa) mediante l’impiego di una particolare classe
di materiali chiamati materiali a cambio fase (PCM, Phase Change Materials).
Si è in particolare cercato un punto di convergenza tra la possibiltà di sfruttare materiali
a cambio fase drogati con nanomateriali ad alta conducibilità in dispositivi utilizzabili
comunemente quali scambiatori di calore per acqua calda domestica ecc.
Si è pertanto potuto suddividere l’attività di ricerca seguendo due strade: da una parte
la compatibilità di alcuni PCM “commerciali” con materiali nanometrici ad alta con-
ducibilità (nanotubi in carbonio), al fine di investigare gli effetti di questi sull’entalpia
di transizione di fase; dall’altra lo sviluppo di dispositivi e sistemi macroscopici che
impiegano PCM in grado di accumulare energia termica e restituirla su richiesta. Si è
inoltre cercato un punto di convergenza tra questa innovativa strategia di drogaggio e
la progettazione di suddetti dispositivi.
Questa tesi è stata suddivisa in parti rispecchianti la suddivisione delle attività svolte:
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• nella prima parte, Phase Change Materials, viene presentata una panoramica sui
materiali a cambio fase. Dopo una breve descrizione delle principali modalità
di accumulo termico attualmente praticate, vengono descritte in dettaglio le
principali caratteristiche dei PCM, le tipologie, i vantaggi e le limitazioni che
li contraddistinguono, Capitolo 1. Si prosegue poi con una descrizione delle
possibili strategie di modellazione di tali materiali affrontando dapprima una
descrizione dell’approccio analitico per poi passare a quello numerico, Capitolo
2;
• nella seconda parte, Nanotechnology and Phase Change Materials, viene analizzata
l’influenza delle particelle nanometriche altamente conduttive (nano tubi in carbo-
nio) sull’entalpia di transizione di fase. Dopo una descrizione dello stato dell’arte
vengono presentati metodi e risultati del drogaggio di 4 paraffine commerciali,
Capitolo 3.
• Nella terza parte, Design and Phase Change Materials, vengono presentati due
sistemi che prevedono l’impiego dei PCM: nel primo caso si tratta di uno scambi-
atore modulare a pannello, Capitolo 4 che viene ottimizzato mediante algoritmo
genetico al fine di aumentare l’efficienza durante la fase di cessione di calore;
viene esplorata la possibilità di adottare materiali a cambio fase nanodrogati. Nel
secondo sistema presentato, invece, si valuta la possibilità di impiegare elementi
(tubi) riempiti di PCM all’interno dell’asfalto del manto stradale per evitare la
formazione di ghiaccio, Capitolo 5.
• nell’ultima parte, Conclusions, vengono presentate le conclusioni ed i possibili
sviluppi futuri, Capitolo 6.
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Part I
P H A S E C H A N G E M AT E R I A L S

1
P H A S E C H A N G E M AT E R I A L S
The difficulty lies not so much in developing new ideas
as in escaping from old ones.
— J. M. Keynes
In this Chapter some basics on Phase Change Materials (PCMs) and on issues
connected with their usages have will be treated. Recent advances on this topic have
been reported and commented, with the aim of offering a general overview about the
state of art of this promising technology.
1.1 introduction
Energy storage is a challenge that belongs to all facets of science and technology,
because it plays a significant role whether the energy is needed in chemical, heat,
mechanical, electrical or potential form.
The motivation for this strategic role is that the supply, whether it comes from the
earth or the sun, is never a constant. Day turns to night, winds die down, oil fields
eventually run dry, and the geothermal heat from the crust of the earth, although
seemingly constant, will eventually diminish.
Another issue is the capability of exploiting energy when it is not readily available; for
example in the case of thermal solar panels, where the solar radiation is converted into
heat during daytime, there is the need to store the energy surplus using devices, such
as solar boilers, capable to collect energy surplus and giving back to users on demand.
For the past few decades, the world’s energy supply has not been keeping up with the
increasing demand. Burgeoning countries undergoing industrial reform are consuming
an increasing amount of crude oil, coal and electricity, which has contributed to
increases of overall energy prices to an unprecedented level [2]. As a result, energy
conservation has been on the rise lately and new sources to feed the human energy
hunger are sought without relent. Moreover, the search for more efficient, ecologically
friendly and cost effective ways to capture and store energy for later use is always a
popular topic.
In the following section an brief overview on the main strategies for thermal storage
will be given, focusing mainly on the usage of Phase Change Materials (PCMs), on their
advantages and disadvantages if compared to traditional system of thermal storage.
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1.2 basics in thermal energy storage
The capability of storage thermal energy in a efficient and economic way is nowadays a
challenge, that researchers and worldwide scientists are facing, with the main aim of
converting a typical alternating renewable supply cycle (such as the solar cycle) into a
constant supply cycle; the opportunity of storing thermal energy, e.g. deriving from a
renewable source, during day-time and exploiting it e.g. during night-time, could be
the solution for covering for example some base loads.
Thermal energy can be stored in two methods [3], using:
• thermo-chemical processes;
• thermo-physical processes.
A thermo-chemical process is a reaction that takes place when there is an enthalpy
difference between the reagents and products. The enthalpy difference is also known as
heat of reaction. Let’s consider, for example, a decomposition reaction such as:
AB+∆E→ A+B (1.1)
if the products A and B can be stored separately, thermal losses are restricted and the
reaction can be reversed then A and B are suitable for thermo-chemical storage.
A thermo-physical process is a process which doesn’t involve the chemical status of
the material but it regards its thermo-physical variables in particular temperature and
“state” (solid/liquid/gas).
Thermo-physical processes involved in the energy storage can exploit two kinds of
“heat”: the sensible heat and the latent heat.
The usage of the sensible heat as a way of storing energy is the most common and
usd way of collecting thermal energy in technological applications (e.g. domestic boiler
and water tank for domestic hot water production). It consists in an heat transfer from a
energy supply to a storage medium (e.g water, glycol, oil), which leads to a temperature
increase of the storage medium itself.
The amount of energy stored by the storage medium is:
∆E = ρVcp (Tfin − Tin) (1.2)
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where:
∆E = the amount of energy stored, [J];
ρ = the density of the medium, [kg/m3];
V = the volume of the medium, [m3];
cp = specific heat capacity, [J/kgK];
Tfin = the final temperature of the medium, [K];
Tin = the initial temperature of the medium, [K].
From the equation 1.2 it is possible notice that, the stored energy depends, on one hand,
directly on the temperature gap, on the other hand on the thermo-physical properties
of the medium, that are density, specific heat and volume. It is possible, therefore,
increasing the storing capacity augmenting one of these characters. In the Figure 1.1
there is a comparison between the storage capacity of some materials in the same
temperature gap and with the same mass.
∆T [◦C]
Stored Energy [kJ/kg]
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Figure 1.1: Comparison between sensible storage, with mass of m = 1kg.
The main advantages of sensible heat storage are:
• thermal storage medium and the working fluid often are the same fluid, such as
in boilers for domestic hot water production;
• thermal storage fluid usually is cheap and easily commercially available (water,
glycol, mineral oil);
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• this technique doesn’t involve large volume variation or phase changes, there are
no issues connected with pressure increase and therefore, usually, the design of
devices that exploit this storage technique is almost plain;
• thermal storage media are chemically stable, non toxic and both chemical and
physical properties are well known;
• technique and materials (fluid) are usually reliable.
The main disadvantages of this technique are:
• if one needs to increase the storage capacity either increases the size of the device
or change the storage medium or increases the temperature gap; these solutions
usually lead to incompatibilities with technological constrains (e.g. space where
put the device, maximum working temperature ...)
• it isn’t very efficient, in terms of ratio between stored energy and mass of the
storage medium f small temperature gap are used.
The second way to store thermal energy consists in exploiting latent heat of storage
media. When a material at the solid phase is warmed up, it starts increasing its sensible
temperature, until it reaches the “melting temperature”. At this point, the energy it
receives is used for breaking the intermolecular bonds, the storage material passes from
the solid state to the liquid state and the temperature, theoretically, doesn’t rise up until
the whole material has molten. The amount of energy, used to lead the storage medium
from the solid state to the liquid one, is called latent heat, where the adjective latent has
been given because apparently the supplied heat disappears during phase change and
doesn’t affect the sensible temperature, that stand still around the melting temperature.
Naturally the procedure and the behaviour of the process are the same if one walks in
the opposite way, when a liquid is cooled down until it freezes.
The energy stored during the process is expressed as:
∆E = ρVcps (Tpc − Tin) + ρVλ+ ρVcpl (Tfin − Tpc) (1.3)
where:
∆E = the amount of energy stored, [J];
ρ = the density of the medium, [kg/m3];
V = the volume of the medium, [m3];
cps = the specific heat capacity at the solid state, [J/kgK];
cpl = the specific heat capacity at the liquid state, [J/kgK];
Tpc = the phase change temperature of the medium, [K];
Tfin = the final temperature of the medium, [K];
Tin = the initial temperature of the medium, [K].
λ = latent heat, [J/kg].
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A typical energy diagram of phase change has been reported in the Figure 1.2, where it
is possible to appreciate the vertical plateau at the phase change temperature and the
gap in terms of energy (Enthalpy).
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Figure 1.2: Example of an enthalpy curve for a particular volume and PCM type.
The advantages deriving from the latent heat thermal storage technology are:
• very profitable ratio between stored energy and the storage medium, or in other
words a high energy density;
• benefits in terms of lowering of losses (the less the size, the less the external
losses) and in terms of cost;
whereas, the main drawbacks are:
• the technology isn’t yet capillary diffused and PCMs are not still easy to find;
• PCMs are quite expensive;
• some PCMs re still not reliable.
1.3 comparison between thermal storage techniques
A comparison between several methods of thermal storage is reported in Table 1.1. A
temperature gap of 20 K for each example has been chosen, thus examples could be
comparable. Only sensible, chemical and latent heat thermal storage methods have been
used in the Table 1.1, because they are the most common in industrial and domestic
environments.
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Table 1.1: Energy density comparison, [4].
Temperature Gap Energy Density [J/kg]
Sensible Heat
Water 40÷ 60 ◦C 84000
Oil 40÷ 60 ◦C 40000
Air 40÷ 60 ◦C 20100
Latent Heat
Water −10÷ 10 ◦C 399460
Water 90÷ 101 ◦C 2313860
Paraffins 50÷ 70 ◦C 190000
Salt Hydrate 50÷ 70 ◦C 280000
Chemical Reactions
Hydrogen gas (oxidation) 120000
Gasoline 43200
As the Table 1.1 shows, the latent heat storage technique offers good energy density,
about 3-4 times greater than the sensible heat storage system. A large variety of melting
temperatures (0÷ 800C), corresponding to a large amount of storage temperatures,
make this technique very useful for domestic and industrial applications.
1.4 pcm-materials
A Phase Change Material is a material that melts at a temperature, which can be useful
for technological usages. PCMs lead to exploiting not only the sensible heat but also
the latent heat, that usually is greater than the sensible heat (see Table 1.1).
Usage of PCMs for thermal storage systems requires some desirable thermo-physical,
kinetics, chemical and economical properties, that rarely are fulfilled all at once.
1. thermo-physical requirements [4, 5, 6]:
• suitable melting temperature to assure that storage and release of heat were
at the correct temperature;
• high melting enthalpy/latent heat of fusion, to assure a large storage energy
density;
• high thermal conductivity to assure a good conductive heat transfer during
charging and discharging;
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• high density to assure a good ratio between volume and stored energy;
• high specific heat to increment the heat storage by a significant amount of
sensible heat;
• small volume changes to reduce design problems connected with contain-
ment;
• congruent melting to stabilize the storage capacity during cycles.
2. Kinetics requirements:
• high nucleation rate to avoid supercooling;
• high crystal growth to meet demands of heat;
3. Chemical requirements:
• chemical stability to avoid degradation after a large number of cycle;
• reversibility of cycle;
• compatibility with other materials to avoid corrosive behaviour with con-
tainer;
• non toxic, non flammable and non explosive behaviour.
4. Economical requirements:
• low price to be competitive with other thermal storage strategies;
• good recyclability to assure a good environment impact.
However a real PCM which satisfies all requirements doesn’t exist, therefore several
strategies to cope with these problems have been developed.
1.4.1 Classification
PCMs can be divided into three groups [7, 6]: organic, inorganic and eutectics, see
Figure 1.3, but not all the PCMs in these classes fulfils requirements to be suitable for
thermal energy storage.
In the Figure 1.4 a schematic overview of PCM types and temperature range is given.
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Latent Heat Storage Materials
Organic Inorganic Eutectics
• Paraffins;
• Non Paraffins.
• Salt Hydrates;
• Metallic.
• Inorganic-Inorganic;
• Inorganic-Organic;
• Organic-Organic.
Figure 1.3: PCM classification, [6].
Commercialized
Under Investigation
Fully Commercialized
Melting Temperature [◦C]
Melting Enthalpy [kJ/kg]
-150 -50 50 150 250 3500
50
100
150
200
250
300
350
400
450
500
Salts Eutectic
Paraffins
AcqueousSalts
Sugar Alcools
Salt Hydrates
Eutectics
Gas Hydrates
Water
Figure 1.4: PCM types and melting enthalpy.
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A short overview on properties, advantages and drawbacks [7, 4, 6], of these materials
will be given further.
1. Organic PCMs
Paraffins:
They are the most common commercial PCMs, and they have a large melt-
ing temperature range 0 ÷ 80◦C. Usually paraffin wax is obtained form
petroleum distillation and it is a combination of different hydrocarbons.
Generally the higher the average length of the hydrocarbon chain, the higher
the melting enthalpy and the melting temperature, see Figure 1.5.
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Figure 1.5: Melting temperature VS length of C chain.
The main advantages of using paraffin waxes are: absence of segregation,
chemical stability, constant thermo-physical properties, no supercooling
and no toxicity and good compatibility with all metal containers; the main
disadvantages are: very low thermal conductivity which implies problems
with high heat transfer rate, high volume change during solid-liquid transi-
tion, not well defined melting point (usually there is a temperature range of
5÷ 10◦C) and often paraffins are flammable. Common thermo-physical prop-
erties are: density 750÷ 850 kg/m3, thermal conductivity 0.15÷ 0.25 W/mK
and melting enthalpy 150000÷ 200000 J/kg.
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Non-Paraffins
This is the largest category of organic PCM, they are: ester, fatty acids, alco-
hols and glycols. They have different properties but usually are flammable,
and shouldn’t be exposed to high temperature, flames or oxidizing agents.
In the case of fatty acids, they cost more than paraffin waxes, but they have a
smaller temperature range. Common thermo-physical properties are: den-
sity 800÷ 900 kg/m3, thermal conductivity 0.13÷ 0.16 W/mK and melting
enthalpy 100000÷ 200000 J/kg.
2. Inorganic PCMs
Salt Hydrates
This category of PCM is the oldest and the most studied one. Salt hydrates
consist in a combination of salt and water, that combine in a matrix when
the material solidifies. They can be considered the most important group of
PCM. There are three different kinds of melting behaviour: congruent melt-
ing (when the anhydrous salt is completely soluble in water of hydration),
in-congruent melting (when the salt is not completely soluble in water) and
semi-congruent melting (when the liquid and solid phase are in equilibrium
during phase transition).
The main advantages connected to usage of salt hydrate are that they are
cheap and easy available, they have a sharp melting point and acceptable
thermal conductivity and, last but not least their melting enthalpy is high.
The main disadvantages are that often they decrease their heat of fusion
(they perish after a certain number of cycles), often they show problems
connected with supercooling and they are corrosive with metal containers,
which usually are adopted in thermal storage.
Common thermo-physical properties are: density 1500÷ 1800 kg/m3, ther-
mal conductivity 0.4÷0.7 W/mK and melting enthalpy 150000÷300000 J/kg.
3. Eutectic PCMs
Eutectic
A eutectic is a minimum melting composition of two or more components,
each of which melts and freezes congruently, forming a mixture of compo-
nent crystal during crystallization. Eutectics nearly always freeze without
segregation because they freeze to an intimate mixture of crystals, leaving
little opportunity for the components to separate.
Common thermo-physical properties are: melting enthalpy 100000÷250000 J/kg.
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1.5 problems and challenges
As mentioned above, pure PCMs can present technological troubles connected to
their tendency to supercooling, to their poor thermo-physical properties or to their
aggressive chemical behaviour. To get rid of this problems it is possible to exploit
some strategies that it is possible to divide into three classes: strategies to avoid
supercooling, strategies to improve heat transfer, strategies to prevent leakage and
harming of PCM/environment.
1.5.1 Supercooling
Supercooling or subcooling is the capability of some liquids to be cooled below their
freezing point. For example, small quantities of pure water can be cooled till −15◦C,
before starting to solidify. The supercooling phenomenon can be well understood from
the pictures in the Figure 1.6.
Figure 1.6: Effect of subcooling on heat storage. Left: with little subcooling and nucleation.
Right:severe subcooling without nucleation [4].
Supercooling affects materials only during the heat extraction process, and therefore
there are no differences during the supply phase. The main problems connected with
supercooling are:
• difficulties to define the set temperature because, if the material is affected from a
large supercooling there will be a melting temperature which will be much higher
(depending on the supercooling degree) then the freezing temperature;
• inefficient storing system, because during the supercooling gap only sensible heat
is stored. This means that if the nucleation point isn’t reached, PCM stores only
sensible heat;
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• the energy balance should take in account that, during the crystallization phase,
the energy stored as sensible heat should be supplied to the system and therefore
the latent heat is decreased by this amount of energy. Usually this quantity is
small if compared to the latent heat, for example in the case or water supercooled
at −3◦C the sensible heat to supply during solidification is 3K · 4186J/kgK =
12558J/kg which is much lower than the latent heat 330000J/kg released.
A typical supercooled PCM diagram is the one in the Figure 1.7.
Figure 1.7: Typical temperature VS time digram for a supercooled substance [4].
The PCM is cooled down 5◦C below the freezing point, than, when the nucleation
starts, the temperature increases (the material requires the energy supplied during
supercooling gap) sharply till the melting temperature and then there is a plateau
which means that the solidifying front is propagating within the material.
For understanding the causes of supercooling, the intimate structure of the PCM should
be observed during the solidification process. At the very beginning of the solidification,
there are no solid particles (called nuclei) within the material. For the nucleus to growth
by solidifying liquid phase on its surface, the system has to release heat to get its energy
minimum. Two different and competitive aspects compete in this phase, [4]: on one
hand the surface energy which is proportional to the square of the radius of the nucleus
(r2), on the other hand the melting energy which depends on the volume and therefore
on the cubic of the radius (r3). At very small scale the surface energy can be higher
than the melting energy and therefore an energetic nucleation barrier is observed. The
nucleation starts only when a nucleus with a large radius is present.
It is possible to observe two types of nucleation:
• homogeneous nucleation: when the nucleation starts form the PCM itself without
any external additives;
• heterogeneous nucleation: when the nucleation starts with the help of external
elements, such as additives, impurities or crack on the wall.
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To avoid supercooling there are three feasible strategies:
• adding a nucleator, which is an additive that allows the solid phase of PCM to
growth on its surface. They should have a similar crystal structure and an higher
melting enthalpy to avoid deactivation when PCM is melted;
• local cooling system, which could be a Peltier Cell or a Cold Finger. The Cold Finger
techniques consists in a cold spot in the container (caused by an intentionally bad
insulation) that allows to have always some solid PCM within the container. Nat-
urally this techniques is feasible only if the environmental/external temperature
is lower than the PCM one;
• high pressure and shock waves. This project supported by German Federal Ministry
of Education and Research (BMBF) consists in studying the feasibility of starting
nucleation salt hydrates by pressure.
The supercooling degree of a substance can be computed according to thermody-
namics, [8]:
hl,Tsc = xhs,Tm + (1− x)hl,Tm (1.4)
where:
hl,Tsc = the enthalpy of the liquid at supercooled temperature [J/kg];
x = the fraction of formed solid [−];
hs,Tm = the enthalpy of the solid at melting temperature [J/kg];
hl,Tm = the enthalpy of the liquid at smelting temperature [J/kg];
The fraction of formed solid is:
x =
hl,Tm − hl,Tsc
hl,Tm − hs,Tm
=
∫T
TPCM
cp,ldT
λPCM
(1.5)
where:
λPCM = melting enthalpy [J/kg];
cp,l = heat capacity of liquid [J/kgK];
If the cp,l is constant, or can be considered nearly constant in the temperature range:
x =
cp,l∆Ts
λPCM
(1.6)
where the ∆Ts is the supercooling degree.
For example in the case of Sodium Acetate Trihydrate (SAT - CH3COONa · 3H2O)
where, λPCM = 260000J/kg, and cp,l = 3000J/kgK, supposing that x = 1:
∆Ts =
x · λPCM
cp,l
=
1 · 260000
3000
= 86.67◦C (1.7)
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that means that SAT, which melts at about 58◦C can be supercooled till −28.67◦C.
In some cases supercoolig can be exploited as a “strategy” for heat storage or for
releasing ”heat on demand”.
For example in [9], Hirano et al, studied the “Supercooled thermal energy storage”
(Super-TES), which is a technique that uses the temperature hysteresis between fusion
and solidification. A typical operating mode of Super-TES the following: the PCM is
completely melted by the surplus heat in the summer and left at room temperature
without thermal insulation by the winter. In the winter, the supercooled PCM is
crystallized on demand, and heat of fusion released from PCM at higher temperature
than the room temperature is used. Therefore Super-TES can reduce heat loss from the
storage system compared with conventional storage systems. Although supercooling
degree strongly depends on the material itself and conditions of the material as volume;
uptonow there is not enough information on the supercooling phenomenon except for
distilled water.
1.5.2 Encapsulation
In most cases, except for some application of water-ice, there is the need to separate
PCM from environment. This strategy permits the confinement of liquid PCM and the
capability if avoiding contacts with surrounding environment and on the other hand
the prevention of chemical exchanges in PCM composition.
Encapsulation can be performed at two scales:
• macro-encapsulation, which is the most common containment system. In this case
container, that can be a bag, a cylinder a box or ad-hoc shaped structure, has the
main role of preventing contacts between PCM and liquid. If the container is rigid
enough the encapsulation can also add mechanical stability.
• micro-encapsulation, which consists in encapsulation of PCM in particles of 1µm to
1000µm diameter with a solid shell. The main advantages of micro-encapsulation
is the improvement of the surface-volume ratio
(
S
V
)
which is crucial for the heat
transfer mechanism; moreover exploiting micro-encapsulation it is possible to
gain in term of cycling stability and of reduction of phase segregation. The main
drawbacks are connected to the chance of supercooling which increases. The
commercially available micro-encapsulated PCMs are composed mainly from
PCMs non soluble in water; for example in the case of salt hydrates, there are
technological issues with the shell thickness, that must ensure no changes in the
PCM composition within the capsule.
From the design point of view, the main issue to taking into account about the PCM
containers are, [10]:
1.5 problems and challenges 17
1. compatibility of the container material with the PCM, in terms of corrosion or
other chemical unexpected behaviour (e.g. softening of some plastic by some
organic materials, [11, 12]);
2. volumetric change of PCM, because some PCMs have a big volumetric change
during phase change and therefore containers must accomplish fulfilment require-
ment;
3. heat transfer requirements, in some application the container should be made of
metal to increase the heat exchange mechanism, [13];
4. mechanical stability and easy handling.
In the Figure 1.8 some examples of commercial containers have been reported.
(a) Plastic containers for paraffin, by
Bottega dell’energia
(b) Macro-encapsulation in capsule stripes, [14], by
TEAP.
(c) PCM bags, from www.wikipedia.com. (d) Metal containers, [4].
Figure 1.8: Examples of encapsulation
The micro-encapsulation can be performed -nowadays- only for organic materials and
especially for paraffins [4]. Capsules usually have a diameter in the range of 2÷ 20µm
and may be sold as powder or as fluid dispersion, see Figure 1.9.
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(a) Dried powder (b) Fluid dispersion
Figure 1.9: Example of micro-encapsulation, by BASF.
Figure 1.10: SEM image of many capsules and an opened microcapsule, by BASF.
In the Figure 1.11 it is possible to appreciate the SEM images of BASF micro-capsules.
Micro-encapsulation has been used in buildings, [16, 17], in textiles and cloths [18]
and in slurries for thermal management [19, 20]
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(a) (b) (c)
Figure 1.11: SEM micrographs of microcapsules containing PRS® paraffin wax. (a): General
view of a batch of microparticles, (b) and (c) cross-sections of single microparticles,
[15].
1.5.3 Heat Transfer
Usually non metallic liquids are characterized by a very low thermal conductivity that
can dramatically affect the heat exchange mechanism. Often PCMs have a very poor
thermal conductivity (0.1÷ 1W/mK) that can be slightly enhanced in the liquid phase
thanks to convection. Anyway the problem affects the solid phase and therefore, to
make a PCM suitable for applications where a good heat transfer is required, it is
necessary to improve its thermal conductivity or find a way to enhance the heat transfer
mechanism.
There are basically two strategies to face off the heat transfer issue:
• acting directly on the thermo-physical properties of the PCM, adding for example
highly conductive material such as metals or graphite, obtaining a composite
material;
• optimizing the heat exchange mechanism using fins, metal brushes or in general
increasing the surface-volume ratio
(
S
V
)
.
1.5.3.1 Composite Materials
In the case of composite materials, it is necessary to distinguish three kinds of composite
materials, depending on the dimension of the “doping material”, see Figure 1.12:
• macro-doped material, when PCM is embedded into an highly conductive matrix
made of metal or graphite;
• micro-doped material, when doping material is embedded into a PCM matrix;
• nano-doped material, or nano enhanced material, when doping agent operates at
a nano-scale; in this case typical doping agent are Carbon Nano Tubes (CNTs),
silver nano particles, silver nano wires etc.
20 phase change materials
(a) Grey PCM, black matrix
(b) Grey PCM, micro additive
(c) Grey PCM, black nano additive (CNT, graphene, nanoAg).
Figure 1.12: (a)Macro, (b) Micro and (c)Nano doping.
Micro-doped PCM exploits fibres and powder dispersed into a PCM matrix. In this
case metal fibres like copper, aluminium, steel or graphite/carbon fibres, see Figure
1.13 are added to the pristine PCM. There are several preparation methods but usually
preparation is performed in three steps: at first the PCM is taken above its melting
temperature and the fibres are added, then there is the mixing phase that can last large
time because it is necessary to ensure a random dispersion of the additive and then at
the end, there is the cooling phase, where the new composite material is cooled and it
is ready to be tested or used, see Figure 1.14. Exploiting fibres, it is possible to enhance
thermal conductivity linearly with the mass fraction of the additive and it is possible to
obtain a thermal conductivity four (or more) time greater than the pristine PCM. The
dimension (length) of the fibres is crucial for the enhancement and the smaller they are,
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the higher enhancement is gained, [21], see Figure 1.15.
(a) NGF (b) ENG
Figure 1.13: Natural graphite flakes and expanded natural graphite worms, by SGL Group.
Figure 1.14: Examples of micro-doped PCM, [21]
Naturally the doping strategy shows a very crucial drawback: the latent heat of fu-
sion decreases linearly with the mass fraction of additives and therefore a compromise
between heat exchanging rate enhancement and latent heat decrease should be done.
Macro-doped PCM exploits a highly conductive matrix, usually made of metal,
Figure 1.16 or graphite 1.17, where the PCM is embedded. In this case the typical
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Figure 1.15: Enhancement of thermal conductivity k, by addiction of graphite additives, ([21]).
volume fraction of the matrix is 10÷ 15% , 75÷ 80% filled with PCM and the remaining
volume filled with air, [22]. The thermal conductivity in this case can be enhanced till
50 times, while the melting enthalpy is decreased 15÷ 25%.
Figure 1.16: Metal foam matrix.
The idea of using a graphite matrix has been developed and patented in the late
Nineties by ZAE Bayern and nowadays it is possible to obtain three different products,
see Figure 1.18.
The CENG (Compressed Expanded Natural Graphite) foils have a thermal conductiv-
ity of about 20÷ 25 W/mK parallel and 5÷ 8 W/mK perpendicular to the plate surface.
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Figure 1.17: Graphite matrix, by SGL Group.
Figure 1.18: Processing of graphite from natural graphite to different products, by SGL Group,
[4].
In the Figure 1.19 there is the comparison between pure PCM (a paraffin wax RT50 and
a salt hydrate PCM72) and the CENG mixtures.
PCM-graphite matrix can be produced with several (but not every) PCMs, [4]. Main
limitations are connected to the difficulties of infiltrating the PCM into the matrix. The
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Figure 1.19: Conductivity of CENG mixtures, [4]
process for filling the matrix with PCM consist in heating in a vacuum oven the PCM
over the melting temperature and submerge the CENG matrices into the PCM bath
[23].
In the Figure 1.20 it is possible to appreciate two SEM images of the CENG and of the
PCM-CENG.
Figure 1.20: (a) Photo of the CENG. The radial direction is the direction parallel to the compres-
sion force and the axial direction is the direction perpendicular to the compression
force; (b) SEM image of the pore structure of the expanded natural graphite; (c)
SEM image of the paraffin wax/CENG composite (CENG 0.07g/cm3), [23].
Py in [24] studied the effect of CENG on the effective conductivity of this paraffin/-
CENG composite material. In Figure 1.21, it is reported the variation of conductivity at
different bulk densities: the thermal radial conductivity increases more than linearly
with the bulk density, while the axial thermal conductivity is constant.
Recently CENG-PCMs have been largely used in the Li-ion batteries to stabilize
temperature [25, 26, 27, 28], see Figures 1.22, 1.23.
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Figure 1.21: The axial and radial thermal conductivity as a function of the bulk graphite matrix
density for paraffin/CENG and raw.
Figure 1.22: Li-ion PCM Matrix scheme [26]
Another doping technique consists in operating at a very intimate level, that is
the nano scale. In literature there are several studies about the chance of exploiting
nano-doping and they concerns exclusively pure wax or pristine fatty acids. As doping
agents, several nano-additives have been tested: SWCNTs (Single Walled Carbon Nano
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Figure 1.23: Temperature profiles of modules with and without PCM during discharge rate and
an ambient temperature of 30◦C, [27].
Tubes), MWCNTs (Multi Walled Carbon Nano Tubes), graphene, silver nano particles,
silver nano wires etc.
In all cases there is a good enhancement of the thermal conductivity (about 3÷ 4
times greater than the pure PCM), while a small reduction of the melting enthalpy is
observed if compared with the cases of micro/macro-doping.
The effect of nano-additives will be treated more deeply in the Chapter 3.
1.5.3.2 Fins, brushes and surface/volume ratio
Another strategy consists in increasing the exchanging surface of the PCM container
using fins, Figure 1.24, metal brushes, see Figure 1.25, or carbon brushes/cloths, [29],
see Figure 1.26. The main advantage of using fins is the possibility to have a better
penetration of the thermal flux within the PCM, despite the low thermal conductivity of
the PCM. Naturally fins should be made of a very conductive material (usually copper
or aluminium).
Figure 1.24: Scheme of internal finned pipe, [30]
An alternative to fins can be the brush heat exchanger, [8], which represents the cross
point between fins and micro doping. In the Figure 1.25, there is a picture of an brush
heat exchanger. As in the previous case, brushes enhance the thermal efficiency of the
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(a)
(b)
Figure 1.25: Metal brush heat exchangers, [8].
(a) Carbon Cloths (b) Carbon Brushes
Figure 1.26: Carbon heat exchangers, [29].
device thanks to etter penetration into the bulk material.
Nearby the usages of fins or brushes, there are other enhancement methods that can
be defined as “improvement of surface/volume ratio”. A correct and smart encapsula-
tion or complex path of the thermal fluid (within the PCM) belong to this class. The
driving idea is that the thermal exchanging mechanism is driven by the extension of
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surface and it is possible to operate on it without using fins or brushes.
In the Figure 1.27 some commercial solution of smart macro-encapsulation and complex
path of thermal fluids.
(a) (b)
(c) (d)
Figure 1.27: Compact PCM heat exchanger, schemes and commercial items, [31] .
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OK Computer.
— Radiohead
In this Chapter a brief discussion about theoretical and numerical approaches on
modelling PCMs will be presented.
2.1 introduction
In order to understand which are the main mechanisms that drive the thermal be-
haviour of systems which imply Phase Change Materials, several models (heoretical
and numerical) have been developed. All these models fix their basics in the heat
transfer theory, whose a flavour in the following section will be exposed.
Analytical models are capable to present some very detailed solution for several geome-
tries under some strict (thermo-physical and geometrical) constrains, while through
numerical models it is possible to overcome these limitations and to approach to system
that are closer to the real ones.
Both approaches, due to the fact that PCM system are very promising, are actually
under development of scientists whose endeavours are addressed to more and more
realistic models, capable to give solution closer and closer to the measured ones.
2.2 basics on heat transfer
The first step, in the basics, is the definition of a control volume, see Fig.2.1, that is a
portion of space that represents the analysed system or a part of it.
Through the surface of control volume there will be heat transfer every time there will
be a temperature difference between the ambient and the surface, see Fig.2.1, [32].
Heat transfer is divided into three mechanisms that are: conduction, convection
and radiation. Conduction and convection mechanism are very similar and both are
directly related to system mass. The main difference among them is that conduction is
connected with atomic motion while convection is associated with macroscopic mass
motion. The thermal radiation is driven by propagation of electromagnetic waves and
therefore it is the only heat transfer mechanism in vacuum.
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Figure 2.1: Control volume.
2.2.1 Conduction
Conduction is a process connected with molecular/atomic motions. For example
considering a still fluid in a box, see Fig. 2.2, whose walls have different temperatures, it
is possible to state that the molecules near the his source will have a higher temperature
and therefore a greater kinetic energy. Thanks to their energy they will collide with the
nearest molecules (which have a lower temperature) and release part of their energy to
them. By this way, there is a propagation of energy (temperature) from a higher energy
point to a lower energy point.
Figure 2.2: Conduction.
The basic low which drives this phenomenon is the “Fourier’s low”:
−→
q ′ = −k∇T (2.1)
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where:−→
q ′ = the specific thermal flux, [W/m2];
k = the thermal conductivity, [W/mK];
T = the temperature, [K].
Referring to a specific surface A, it is possible to define the heat flux as:
−→q = −Ak∇T (2.2)
where:−→q = the thermal flux, [W];
A = the surface, [m2].
The minus on the right side of the equation means that the heat transfer is driven in
the opposite direction of the thermal gradient.
Values of thermal conductivity k are very different depending on the nature of the
material and in anisotropic material on the direction of propagation. In the Table 2.1 a
short summary of conductivity of common materials is reported.
Table 2.1: Thermal conductivity of common materials at 25◦C.
Material Thermal Conductivity [W/mK]
Air 0.024
Wood 0.04÷ 0.4
Paraffin 0.2÷ 0.3
Salt Hydrate 0.5÷ 0.7
Water 0.58
Glass 0.9÷ 1.1
Concrete 1.7
Stainless Steel 16
Aluminium 120÷ 180 Alloys
237 Pure
Gold 310
Copper 400
Graphite 25÷ 470
Moreover it is very important to remind that the thermal conductivities k depends
on other external factors such as: temperature see Figure 2.3 and pressure, see Figure
2.4.
32 modelling phase change materials
(a) Solids. (b) Liquids.
Figure 2.3: k as a function of temperature in some solids and liquids, [32].
Figure 2.4: k as a function of pressure in some gases, [32].
While the Fourier’s low permits to correlate the thermal flux to the temperature
by the thermal conductivity and the geometrical dimension, the “Fourier’s equation”
permits to define the temperature field within a continuous system, [33]:
ρcp
∂T
∂τ
= ∇ · (k∇T) + q˙ (2.3)
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where:
ρ = the density of the medium, [kg/m3];
cp = the specific heat capacity, [J/kgK];
T = the temperature, [K];
τ = the time, [s];
k = the thermal conductivity, [W/mK];
q = the internal power source, [W].
In the case of k = constant in all directions the equation becomes:
ρcp
∂T
∂τ
= k∇2T + q˙ (2.4)
Reducing the model to a stationary one (no time dependency) and without energy
source, the simplification leads to:
∇2T = 0⇒ ∂
2T
∂x2
+
∂2T
∂y2
+
∂2T
∂z2
= 0 (2.5)
Defining the correct boundary conditions, it is possible to integrate and solve the
“Fourier’s equation” and obtaining the temperature field within the control volume.
2.2.2 Convection
Convection is based on two concurrent heat transfer mechanisms:
• heat transfer caused by molecular motions, conduction;
• heat transfer caused by macroscopic motions, advection.
Figure 2.5: Convection scheme.
“Newton law” is commonly used to model the conduction, see Figure 2.5 :
q = hA (TS − T∞) (2.6)
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where:
q = the heat flux, [W];
h = the convective coefficient, [W/m2K];
A = the surface area, [m2];
TS = the surface temperature, [K];
T∞ = the fluid temperature, [K];
It is very important to note that, while the thermal conductivity k is a thermo-physical
property of material and depends only on thermodynamic variables (pressure, tem-
perature), the convective coefficient h is an helpful definition given by scientist which
allows to connect the thermal flux to the temperature leap. The convective coefficient h
is calculated using empirical correlations; however it is possible to define 3 ranges of its
value, depending on the fluid-dynamic regime, see Table 2.2.
Table 2.2: Typical values of h.
Convective Regime Convection Coefficient [W/m2K]
Natural Convection 5÷ 25
Forced Convection
Gas 25÷ 250
Liquid 50÷ 20000
Boiling & Condensing 2500÷ 10000
2.2.3 Thermal Radiation
Thermal radiation is energy emitted by matter as electromagnetic waves due to the
pool of thermal energy that all matter possesses that has a temperature above absolute
zero. Thermal radiation propagates without the presence of matter through the vacuum
of space. Thermal radiation is a direct result of the random movements of atoms and
molecules in matter and depends on temperature, and direction of emission. Since these
atoms and molecules are composed of charged particles (protons and electrons), their
movement results in the emission of electromagnetic radiation, which carries energy
away from the surface.
The heat flux that a black body (ideal surface) can emit is:
qBB = AσT
4
S (2.7)
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where:
qBB = the heat flux of black body, [W];
A = the surface, [m2];
TS = the surface temperature, [K];
σ = the Stefan-Boltzmann constant, 5.67 10−8[W/m2K].
In real condition the amount of energy emitted by a surface is decreased by a fac-
tor  which is called emissivity and is bounded between 0 and 1 (Black Body).
q = AσT4S (2.8)
The heat exchanging mechanism of two surfaces (for example one smaller within
another one bigger, see Figure 2.6 ) at two different temperatures T1 and T2 is driven by
the equation:
q = A11σ
(
T42 − T
4
1
)
(2.9)
Figure 2.6: Thermal radiation.
2.2.4 Total Balance
In real word the three thermal exchanging mechanisms coexist at the same time,
therefore it is necessary define a total thermal balance, see Figure 2.7.
The total thermal balance is:∫
S
−→
q ′ · −→ndS = 0 (2.10)
which leads to:
qcond + qrad + qconv = 0 (2.11)
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Figure 2.7: Total thermal balance.
2.3 analytical models
Applications of PCMs cover many fields, from food transport to energy saving in
building, and therefore a large variety of geometrical and topological assets characterize
their usages. In some cases, the system layout is plain enough that it is possible to
model the phase change mechanism using analytical solutions.
The most simple model of phase change is the 1-dimensional semi-infinite PCM layer,
which can be solved accomplishing some thermal restrictions:
• the effect of sensible heat can be neglected and therefore heat is stored only as
latent heat;
• there is no convection and conduction is the only heat transfer mechanism within
the PCM;
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• at the beginning (τ = 0) the PCM is liquid and its initial temperature is the phase
change temperature: (T0 = TPC);
• the temperature at x = 0 is changed to T0 and kept constant for any later time.
The problem under the restrictions above is called Stefan Problem, and it leads to a
straightforward solution very useful in many cases, [4].
The first restriction leads to:
cp · (TPC − T0) ∆HPC (2.12)
where:
cp = the specific heat capacity, [J/kgK];
TPC = the phase change temperature, [K];
T0 = the temperature at x = 0, [K];
∆HPC = the melting enthalpy, [J/kg].
which leads to:
dQ (τ) = ∆HPC ·A · ds (τ) (2.13)
where:
dQ = the released/stored heat, [J];
τ = the time variable, [s];
∆HPC = the melting enthalpy, [J/kg];
A = the liquid/solid interface, [m2];
ds = the position of interface, [m].
It is possible to estimate the specific heat flux according to the equation 2.15:
dQ (τ)
dτ ·A = dq˙ = ∆HPC ·
ds (τ)
dτ
(2.14)
According to the second restriction (only conduction is considered within the PCM)
and remembering the “Fourier’s low”, equation 2.2:
q˙ (s (τ)) = −k · T0 − TPC
(s (τ))
(2.15)
and therefore:
−k · T0 − TPC
(s (τ))
= ∆HPC · ds (τ)
dτ
(2.16)
and integrating the equation between τ0 and τfin and s (τ0) and s (τfin) respectively:
∫τfin
τ0
−k · T0 − TPC
∆HPC
dτ =
∫s(τfin)
s(τ0)
sds (2.17)
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gives:
−k · T0 − TPC
∆HPC
· τ = 1
2
s (τ)2 (2.18)
From this one, it is possible to evaluate:
τ =
1
2
· ∆HPC
k · (TPC − T0) · s (τ)
2 (2.19)
s (τ) =
√
2 · k · (TPC − T0)
∆HPC
· τ (2.20)
and
q˙ (τ) =
√
k ·∆HPC · (TPC − T0)
2τ
(2.21)
From equations 2.19-2.21 it is possible to appreciate:
• the position of the interface s (τ) at a certain instant τ depends directly on the
square root of the thermal conductivity k, on the temperature gap (TPC − T0) and
indirectly on the melting enthalpy ∆HPC;
• the melting enthalpy ∆HPC plays a crucial role because the greater it is, the slower
is the propagation of the solid-liquid interface and the larger is the heat flux;
• the thermal conductivity k influence directly both the heat flux and the position
of the interface, as well the temperature gap (TPC − T0) does.
According with the typical application of PCM, usually there is a thermal fluid
which laps against the PCM. This is the “1-dimentional semi-infinite PCM layer with
boundary effects”, whisch is the evolution of the very first model discussed above, [4].
This new model should take into account two other aspects of the thermal exchange
mechanism: the effect of the fluid flow and the thermal resistance of the wall which
separates PCM and thermal fluid. The specific heat flux becomes:
q˙ (τ) =
1
s(τ)
λ +
dwall
λwall
+ 1hfluid
(TPC − T0) (2.22)
where:
dwall = the thickness of the interface wall, [m];
λwall = the thermal conductivity of the interface wall, [W/mK];
hfluid = the convection coefficient of the thermal fluid, [W/m2K].
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Defining the overall heat transfer coefficient U by:
U =
dwall
λwall
+
1
hfluid
(2.23)
the position of the interface s(τ) becomes:
s(τ) =
1
2∆HPCU
·
[
−2∆HPCλ+ 2
√
∆HPCλ (∆HPCλ+ 2U2τ (TPC − T0))
]
(2.24)
The equation 2.24 can be very interesting for a first evaluation of the effect of thermal
and geometrical parameters in PCM systems. For example, it is possible to study the
effect of the thermal conductivity of PCM and the convection coefficient of the thermal
fluid on the position phase interface, taking into account a system, whose thermal
properties and geometrical peculiarities are reported in the Table 2.3.
Table 2.3: Main characteristics of PCM system.
Variable Value
∆HPC 175000 J/kg
dwall 0.001 m
λwall 390W/mK
hfluid 5− 25− 250 W/m
2K
λPCM 0.1− 0.5− 5− 25 W/mK
(TPC − T0) 10 K
Applying into the equation 2.24 the values of Table 2.3 it is possible to plot the
analytical response of the system exposed to different hfluid and characterized by
different λPCM, see Figure 2.8.
The Figures 2.8 bring out the fact that:
• for the case of hfluid = 5 W/m2K, which is the case of free convection in air, the
thermal conductivity doesn’t play a crucial role, in fact to cool down 1 cm of
PCM takes about 8 hours for each value of thermal conductivity;
• for the case of hfluid = 25 W/m2K, which is the case of free convection in
liquid, the thermal conductivity play a crucial role: for λPCM > 0.5W/mK, to cool
down 1 cm of PCM takes less than 2 hours; moreover the differences between
λPCM = 5W/mK and λPCM = 25W/mK are low;
• for the case of hfluid = 250 W/m2K, which is the case of forced convection in
liquid, such as the previous case the thermal conductivity is crucial.
40 modelling phase change materials
(a) hfluid = 5 W/m2K
(b) hfluid = 25 W/m2K
(c) hfluid = 250 W/m2K
Figure 2.8: Phase interface position in the case of hfluid = 5− 25− 250 W/m2K.
Despite the “1-dimentional semi-infinite PCM layer with boundary effects” is a quite
accurate model for PCM systems, it is quite far from the most common topologies of
system which involves PCM, which usually are characterized by cylindrical or spherical
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symmetries.
In this case it is important defining two possible “ways” of interaction between PCM
and thermal fluid, see Figure 2.9:
• PCM outside & thermal fluid inside;
• PCM inside & thermal fluid outside.
Figure 2.9: PCM scheme: dark grey PCM, light grey thermal fluid.
These geometries can be applied to problems which involve pipe heat exchangers
or cylindrical and spherical encapsulation. Because of the topology it is necessary to
include the radius R into calculations.
The generalized form of the time τ that the interface front needs to reach a certain point
s(τ) is:
τ =
∆HPCs
2
2λ (TPC − T0)
f
(
s+,β
)
s+ =
s
R
(2.25)
where the value of f (s+,β) and β have been reported in the Table 2.4, depending on
the topology of the system.
More complex and improved models have been presented in literature for overcom-
ing the limits imposed by the 1-dimensional analytical approach. Piia Lamberg et al.,
for example, in [35, 36, 37, 38, 39] presented a an approximate simplified analytical
analysis based on [40] and compared analytical solutions with numerical simulation
results, obtained with a commercial FEM code (FEMLAB). They demonstrated that
their model had a good fitness with the numerical results.
2.4 numerical models
Restrictions connected with analytical modelling often lead to unsuitable results for
real applications. The only solution for this issue is the numerical approach.
In this case the problem must be defined using differential equations and realistic
boundary conditions. The equations are numerically solved exploiting a suitable tech-
nique, e.g. finite differences method, finite volumes method, finite element method etc.
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Table 2.4: Values of f (s+,β) and β, [34].
Geometry f
(
s+,β
)
β
Plain PCM 1+ 2βs+
λ
UR and U =
dwall
λwall
+ 1hfluid
Cylinder: PCM Outside
(
1+ 1s+
)2
ln(1+ s+) −
(
1+ 2s+
)(
1
2 −β
)
λ
λwall
ln RR−dwall +
λ
hfluid(R−dwall)
Cylinder: PCM Inside
(
1− 1s+
)2
ln(1− s+) −
(
1− 2s+
)(
1
2 +β
)
λ
λwall
lnR+dwallR +
λ
hfluid(R+dwall)
Sphere: PCM Outside 1+ 23s
+ + 2βs+
(
1+ s+ + s
+2
3
)
λ
λwall
dwall
R−dwall
+ λhfluid(R−dwall)
R
R−dwall
Sphere: PCM Inside 1− 23s
+ + 2βs+
(
1− s+ + s
+2
3
)
λ
λwall
dwall
R+dwall
+ λhfluid(R+dwall)
R
R+dwall
Numerical approach allows to solve time-dependant problems, without any thermal
restriction (e.g. neglecting the sensible heat) or geometrical limitation (e.g. plain geome-
tries).
For understanding the basics of the numerical approach in PCM modelling, let’s con-
sider a 1-d problem, solved with finite difference method.
The domain can be represented by a 1 −D rod, of length L and divided into sub-
domains called cells, identified by an index i, see Figure 2.10.
Figure 2.10: 1D PCM numerical model scheme: BC stand for boundary condition.
For simplicity, only heat conduction within PCM will be considered.
The differential equation which represent the heat transfer phenomenon is the energy
equation:
ρcp
∂T
∂τ
= ∇ (λ∇T) (2.26)
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where:
cp = the specific heat capacity, [J/kgK];
T = the temperature, [K];
τ = the time variable; [s];
λ = the thermal conductivity, [W/mK];
Adopting a time discretization exploiting the Forward Eulero’s Method the equation
becomes:
ρcp
Tτ+1 − Tτ
∆τ
= ∇ (λτ∇Tτ) (2.27)
Introducing a spacial discretization, and assuming that λ is constant in time and space
domain, referring to the i− esime node the equation becomes:
ρcp
Tτ+1i − T
τ
i
∆τ
= λ
Tτi+1 − 2T
τ
i + T
τ
i−1
∆l2
(2.28)
and bringing the known terms, the ones at the time τ, on the right side of the equation,
it is possible to compute the value of T at the node i− esime at the instant τ+ 1:
Tτ+1i = T
τ
i +
∆τλ
ρcp∆l2
(
Tτi+1 − 2T
τ
i + T
τ
i−1
)
(2.29)
Thanks to the equation 2.29, completed with the boundary conditions and initial state
(e.g. Tτ known), it is possible to compute the temperature field stepping in the time
domain.
The issue is, how to link the temperature field and the phase change.
In this case, it possible to follow two possible ways, correlating the melting behaviour
either with the enthalpy or with the specific heat capacity. These two different ap-
proaches lead to two different methods called respectively the enthalpy method and the
heat capacity method,[41, 35, 36, 37, 38, 39].
2.4.1 Enthalpy Method
The enthalpy method onsists in correlating the temperature field with the enthalpy,
[42]. The equation 2.26 can be written in terms of enthalpy H:
ρ
∂H
∂τ
= ∇ (λ∇T) (2.30)
and therefore, for example, referring to the 1-D case, can be solved:
Hτ+1i = H
τ
i +
∆τλ
ρ∆l2
(
Tτi+1 − 2T
τ
i + T
τ
i−1
)
(2.31)
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The temperature field can be straight computed by the following correlation, [41]:
T =

H
ρscp,s
H < Hm,s
Tm Hm,s < H < Hm,l
Tm +
H−Hm,l
ρlcp,l
H > Hm,l
(2.32)
where subscripts mean:
m = melting;
s = solid;
l = liquid.
This strategy permits to include the real behaviour of the material during phase
change including sub-cooling and hysteresis phenomena [43, 44, 45].
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Figure 2.11: Example of enthalpy curve, without hysteresis and sub-cooling .
2.4.2 Capacity Method
The second approach consist in implicitly incorporating of phase change the effective (or
apparent) heat capacity. The latent heat, in this case, is approximated by a large specific
heat capacity expressed as a function of the temperature T , [35, 36, 37, 38, 39, 46].
cp(T) =

cp,s T < Tm,s
L
Tm,l−Tm,s
+ cp,sl Tm,s < T <m,l
cp,l T > Tm,l
(2.33)
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where subscripts mean:
L = the latent heat melting, J/kg.
Tm,l = the temperature where solidifications begins, K;
Tm,s = the temperature where material is totally solidified, K.
Piia Lamberg et al, in [35] stated that during the solidification process, all the
numerical methods give uniform results for the temperature of the PCM in the liquid
state. When solidification begins, the effective heat-capacity method with a wide
temperature-range gives nearly the same results as the enthalpy method, but differs
from the results achieved with the effective heat-capacity method with a narrow phase-
change range. They concluded in [39] that the most precise numerical method is the
effective heat-capacity method with a narrow solidification temperature-range, e.g
∆T = 2◦C.
Another way to model the effective heat-capacity consists in modelling the heat capacity
using a Gaussian pulse, [47, 44]:
cp(T) = cp +
L
σ
√
2pi
e
−(T−Tm)
2
2σ2 (2.34)
cp = the average heat-capacity, J/kgK;
σ = the semi-width of the melting range temperature, K.
In the Figures 2.12 the images of the ceff(T) using the two models, described above.
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Figure 2.12: Comparison of ceff using two methods.
2.4.3 Advances in Numerical Models
In [43, 45], the numerical models presented above have been implemented very finely
and have been coupled with a commercial software for transient simulations (TRNSYS).
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The numerical implementation based on a 2-D model (in particular for PCM inserts
within boiler), see Figure 2.13, took into account the following issues:
• variation of thermal conductivity λ between solid and liquid phase;
• convection within cavities of liquid PCM;
• hysteresis and supercooling.
(a) (b)
Figure 2.13: Example of PCM mesh for 2D Models.
In order to take into account the thermal conduction difference between the solid
and liquid states of a material, the model in [43, 45] allows 2 distinct values for the
conduction coefficient; one for the solid and one for the liquid phase.
At the time of the phase change, the thermal conductivity value is calculated by linear
interpolation of the enthalpy, see Figure 2.14.
Below the enthalpy value H1, the thermal conductivity λ is constant and equal to
λsol. Above the enthalpy value H2, the thermal conductivity is constant and is equal to
λliq. Between H1 and H2, the conductivity is given by linear interpolation:
λsol/liq = λsol +
λliq − λsol
H2−H1
(hτ −H1) (2.35)
Where, hτ is the enthalpy value at time step τ.
In order to take into account of the convection in the liquid PCM, an effective thermal
conductivity has been included, which is given by:
λeff = λNu (2.36)
Where, Nu = Nusselt number for internal convection.
Several equations exist to define convection inside cavities (Nusselt number). The
cavity size, with its natural convection, see Figure 2.15, influences the value of the
convection coefficient. It would be necessary to take into account the height and the
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Figure 2.14: Thermal conductivity in accordance with enthalpy.
width of the cavity. However, some equations don’t use height notion for the convective
cell, which simplifies its implementation in the calculation.
The Nusselt number is:
• rectangular/cylindrical cavity: 106 < Ra < 109, Nu = 0.046Ra1/3;
• spherical cavity: 102 < Ra < 109, Nu = 0.228Ra0.226.
Figure 2.15: Convection of liquid PCM in cavities.
Regarding hysteresis and subcooling, these phenomena appear during the cooling
of materials. The first one is a a delay of the phase change, while the second one is
the capability of reaching temperature below freezing point at the liquid state. Both
phenomena can be combined together, using the enthalpy method and defining some
particular parameter that allow to understand the degree of subcooling or the delay of
solidification, see Figure 2.16.
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Figure 2.16: Enthalpy curve for supercooling and hysteresis.
2.5 numerical implementation & commercial codes
The models described above have been largely implemented using programming
languages such as FORTRAN or C/C++, usually achieving a good accuracy with
experimental results verifying the reliability and rationality of the models, [48]. The
main advantages of using “own-written” codes is the flexibility, since it makes possible
to define specific parameters, especially latent heat in different temperature intervals
[49, 50].
Both methods (enthalpy and effective capacity) have been widely analysed in literature
and tested using as solver platform FEMLAB/COMSOL Multiphysics. For example,
in [46, 51], Srinivas et al., implemented the enthalpy method in the PDE module of
COMSOL Multiphysics and ran a topology optimization for a transient thermal analysis
in a heat sink involving PCMs.
Exploiting the PDE solver of FEMLAB, Lamberg et al., in [35, 36, 37, 38, 39] implemented
and compared both methods with the analytical solution and experimental data for a
finned heat storage system.
On the other hand PCM models have been implemented and coupled with software for
thermal simulation of behaviour of transient systems, such as esp-R1 and TRNSYS2.
In the case of esp-R, a numerical tool for modelling PCM within domestic walls is
already working and some new tools for plant and supply simulation have been
implemented (using FORTRAN 90 sub-routines) by Padovan et al. in [52] .
1 esp-R is an integrated energy modelling tool for the simulation of the thermal, visual and acoustic perfor-
mance of buildings and the energy use and gaseous emissions associated with associated environmental
control systems. In undertaking its assessments, the system is equipped to model heat, air, moisture and
electrical power flows at user determined resolution.
2 TRNSYS is an extremely flexible graphically based software environment used to simulate the behaviour
of transient systems. While the vast majority of simulations are focused on assessing the performance of
thermal and electrical energy systems, TRNSYS can equally well be used to model other dynamic systems
such as traffic flow, or biological processes.
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In the case of TRNSYS a well tested module for PCM simulation in boiler (including
subcoolin and hysteresis) is already running. Some test on the fitness of this tool can be
found in [45].
In the case of commercial code such as ANSYS GAMBIT and FLUENT, Mac Phee et
al in [2], studied the solidification and melting processes in a spherical geometry. The
capsules they considered were filled with de-ionized water, so that a network of spheres
can be thought of as being the storage medium for an encapsulated ice storage module.
ANSYS GAMBIT and FLUENT 6.0 packages have been used to employ the present
model for heat transfer fluid (HTF) past a row of such capsules, while varying the HTF
inlet temperature and flow rate, as well as the reference temperatures. Their model
agreed well with experimental data taken from literature.
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Si parva licet componere magnis.
— Virgilio
In this Chapter the possibility of enhancing the thermal properties of phase change
material through the inclusion of nano additives is explored.
3.1 introduction
The capability of enhancing thermal properties of phase change materials for obtaining
new composites more suitable for technological applications have been widely explored
in the “macro-scale” using highly conductive fibres (such as copper, aluminium or
graphite) embedded into PCM or in other cases matrices made of graphite (CENG) or
metal foam impregnated with the PCM.
The advances in nano-sciences and the reduction of costs connected with nano particle
fabrication permitted that even nano-additives could be indicated as suitable dopant
for improving thermal properties in PCMs.
In the following sections a brief overview about the state of art on the nano-doping
procedure in the case of paraffin-waxes is presented.
3.1.1 State of the Art About Enhanced Paraffins
Shaikh et al, in [53], studied the effect of some nano-additives (Single Walled Carbon
Nano Tubes, Multi Walled Carbon Nano Tubes and Carbon Nano Fibres) on a paraffin
wax (shell wax 100) with low melting point. To obtain a good dispersion of nano-
additives within the paraffin the mixtures were sonicated for 4 hours.
They used Differential Scanning Calorimetry for measuring the latent heat of fusion of
the pristine wax and nano doped mixtures. They noticed that inclusion of nano-particles
enhanced latent heat of mixtures and a maximum improvement (13% over the pristine
paraffin) was reached with a load of only 1%wt of SWCNT, see Table 3.1.
They formulated a theoretical model to estimate the overall latent energy of doped
sample. The model they used was based on intermolecular attraction by Lennard-Jones
potential, estimated on a uniform dispersion of nano-particles into the paraffin matrix,
see Figure 3.1. The predicted value estimated by the model was in good agreement
with experimental results, see Figure 3.2.
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They concluded that intermolecular attraction between the molecules of nanoparticles
and wax was considered as the possible reason for the enhancement of lathent heat.
Moreover the higher molecular density of SWCNT relative to MWCNT and CNF and
its large surface area due to its smaller size were the reason behind the greater inter-
molecular in the wax/SWCNT composite, which resulted in its enhanced energy.
Table 3.1: DSC values of latent heat for wax and NEPCM
Sample Lathent Heat [J/kg] Enhancement %
Shell wax (pure) 156300
Shell wax + SWCNT 1nm (0.1%) 168200 7.62
Shell wax + SWCNT 1nm (0.4%) 170600 9.12
Shell wax + SWCNT 1nm (0.7%) 174600 11.72
Shell wax + SWCNT 1nm (1.0%) 176600 12.98
Shell wax + MWCNT 10nm (0.1%) 165200 5.69
Shell wax + MWCNT 10nm (0.4%) 168000 7.48
Shell wax + MWCNT 10nm (0.7%) 170900 9.36
Shell wax + MWCNT 10nm (1.0%) 172100 10.08
Shell wax + CNF 100nm (0.1%) 161700 3.47
Shell wax + CNF 100nm (0.4%) 163100 4.34
Shell wax + CNF 100nm (0.7%) 165600 5.93
Shell wax + CNF 100nm (1.0%) 166900 6.80
(a) (b)
Figure 3.1: Model used for in [53].
Weinstein et al., in [54], investigated the use of suspended graphite nano fibres to
improve the transient thermal response of PCM systems (paraffin with melting point
56◦C) embedded graphite nano-fibres. They examined the thermal effects of graphite
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Figure 3.2: Comparison of predicted value for latent energy ratio with DSC experiments [53].
fibre loading levels 0÷ 5 wt% and graphite fibre type (herringbone, ribbon, or platelet,
see Figure 3.3) during the melting process for system with power loads between 3 W
and 7 W. The graphite nano-fibres were been manufactured by the catalytic decomposi-
tion. Representative samples of were measured by transmission electron microscopy
and ranged in diameter from 4 nm to 10 nm with nominal lengths of1 µm.
Sampels of PCM/GNF mixtures were sonicated for 4 hours to ensure thorough mixing
and even distribution of the GNF throughout the PCM. Following sonication, the liquid
mixture is poured gently into the module for further measurements.
Figure 3.3: Styles of graphite nanofibers (a) ribbon, (b) platelet and (c) herringbone.
The thermal conductivity k of NEPCMs shown a large enhancement, see Table 3.2.
They found that even at low fibre loading levels, the GNF/PCM mixtures were able
to more effectively conduct heat and delay steady state, but a significant portion of
the PCM did not undergo phase change and hence the large latent heat of melting
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Table 3.2: DSC values of latent heat for wax and NEPCM
Sample cp [J/kgK] k [W/mK]
Base PCM (pure) 2.1 0.25
PCM/0.25%wt Herringbone GNF 2.1 3.5
PCM/0.25%wt Platelet GNF 2.2 2.9
PCM/0.25%wt Ribbon GNF 2.1 2.1
PCM/5%wt Herringbone GNF 1.9 17.2
PCM/5%wt Platelet GNF 2.0 25.3
PCM/5%wt Ribbon GNF 2.1 29.8
available in the PCM for transient thermal management was not fully utilized. Thermal
performance was found to be fiber style dependent. As the GNF weight percentage
increased, initially the thermal response improved, but at significantly high GNF load-
ings, Rayleigh–Benard convection is suppressed and the PCM becomes overheated near
the heat source. An optimal fiber loading level was found to prevent overheating, delay
steady state, and reduce steady-state temperature.
In [55], Wang et al., studied the thermal properties of paraffin composites containing
MWCNTs. They investigated the thermal behaviour of paraffin wax (industrial grade,
with melting point of 52÷ 54 ◦C), doped with MWCNT (purity of 95%, average di-
ameter, average length, and specific surface area of the MWNTs 30 nm, 50 µm, and
60 m2/g, respectively).
They used a ball milling treatment to cut MWNTs, see Figure 3.4 in order to enhance
their dispersibility in paraffin. Then treated MWNT powders were added into melting
PW in a mixing container. The mixtures were subjected to intensive sonication to
prepare well dispersed and homogeneous PW/MWNT composites.
They performed a DSC analysis in the temperature range of 0÷ 75◦C, with a heating
rate of 5 K/min and thermal conductivity analysis by a transient short-hot-wire method.
They found that the melting point peaks shifted to a lower temperature due to the
addition of MWNTs into PW. With an increase in the mass fraction of MWNTs, the
phase change temperature was decreased.
According to the theory of mixtures, the latent heat capacity of PW/MWNT composites
was equal to the values calculated by multiplying the latent heat value of pure PW.
However, the latent capacity of every composite was higher than the calculated latent
capacity, see Figure 3.5 . They ascribed this phenomenon - referring to the previous
work of Shaikh et al, in [53] - to the interaction between the PW molecules and the
MWNTs.
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Figure 3.4: SEM images of pristine CNTs (A) and ball milled CNTs (B).
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Figure 3.5: Enthalpy value (theoretical and measured) in PW/MWCNT mixtures.
The thermal conductivity of PW/MWNT composites was over that of the pure PW.
At the same time, the thermal conductivities of the PW/MWNT composites increased
with the mass ratios of MWNTs, see Figure 3.6 . Furthermore, thermal conductivity of
PW and PW/MWNT composites is weakly depended on the temperature when the
temperature is far from melting point (less than 45◦C or higher than 55◦C).
Compared with the pure PW, the thermal conductivity enhancement ratio of the
nano-composite including 2.0 wt.% MWNTs was about 35.0% and 45.0% in solid and
liquid states, respectively.
Shaikh et al, in [56], investigated the usage of nano-enhanced PCM in a composite
hybrid thermal control (TC) system for the thermal protection of electronics against
transient pulsed power heat loads, see Figure 3.7. For that devices they tested three
materials: paraffin wax, carbon nanotubes (CNTs) and C/C composites.
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Figure 3.6: Dependence of the thermal conductivity of pure PW and composites on the temper-
ature.
Figure 3.7: Composite TC system with transient pulsed power.
Two layouts were selected for the thermal control analysis. The first one was a 3PCM
TC composite with PCMs arranged in series and having their melting temperatures
equally distributed with respect to the isothermal temperature of cold boundary. The
second sample termed as 1PCM composite was similar in geometry and configuration
to the 3PCM composite but having PCMs with similar melting points in the three
compartments.
Both composite samples were tested for three different cases:
• TC composites without SWCNT additives and TIM (case-1);
• TC composites with SWCNT (case-2);
• TC composites with both SWCNT additives and TIM(case-3).
For each case the two samples were subjected to two types of heat loads: uniform power
condition and two types of varying power conditions: (a) varying power with high
intensity pulses and (b) varying power in stand alone mode.
The TC composites samples caused a greater reduction in the maximum junction
temperatures for case-2 as compared to case-1. However, the samples revealed a huge
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damping in junction temperature values for case-3 as compared to case-1 and case-2.
For all the three cases the 3PCM composite with greater energy storage and heat dissi-
pation rate resulted in lower values for maximum junction temperatures as compared
to the 1PCM composite corresponding to both constant and varying power loads.
The analyses they did, lead them to emphasized the importance of using multiple PCM
arrangement and the usage of SWCNT additives and MWCNT TIM in improving the
heat dissipation and energy storage rates of a TC unit.
In [57], Borreguero et al, characterized micro-encapsulate paraffin obtained by spray
drying. Spray drying was used to encapsulate the commercially available paraffin
Rubitherm RT27 with and without carbon nanofibers (CNFs).
The thermal energy storage (TES) capacity of the obtained microcapsules (98.1 J/g) was
similar to those exhibited by microcapsules produced by a suspension polymerization
technique using styrene as shell material (96.7 J/g) and that of a commercial material
(116.2 J/g). In the same way, the CNF content maintained the TES capacity of the
microcapsules (95.6 J/g) and seemed to enhance their thermal conductivity.
The DSC analyses showed that although the CNFs changed the particles morphology
and promoted their agglomeration, they did not affect the micro-encapsulation of
the paraffin; since the TES capacity of the microcapsules containing CNFs is really
similar to those without them. In the same way, DSC analyses indicated that microcap-
sules containing only the paraffin Rubitherm RT27 have similar onset, Tf and offset
independently on the shell material. Thus, this scanning rate is slow enough to en-
sure the thermodynamic equilibrium. On the other hand, the peak slightly shifts to
lower temperature with the addition of CNFs, being narrower than the peak with-
out them. This result can be explained by the high thermal conductivity of CNFs
(175÷ 200W/mK) which is really higher than those of the other microcapsule materi-
als LDPE (0.15÷ 0.543W/mK), EVA (0.13W/mK), Rubitherm RT27 (0.2W/mK) and PS
(0.14÷ 0.18W/mK). This result agreed with previous work of Frusteri et al. in [58] that
found a reduction in the temperature interval of the phase change when a material of
higher conductivity was added into the PCM. Hence, the presence of CNFs seems to
enhance the thermal conductivity of the composite, accelerating the energy absorption
of the microcapsules.
They didn’t measure the thermal conductivity of the microcapsules but performed
a DSC analysis driven at at heating rates of 5 and 30◦C/min, see Figure 3.8, for
understanding if an enhancement in thermal conductivity was achieved.
By Figure 3.8, authors indicated that when the scanning rate is proper to achieve
the thermodynamical equilibrium (Fig. 3.8a), minimum differences can be found in
the peak properties for materials having similar TES capacity. Nevertheless, Fig. 3.8b
confirmed that an increase in the scanning rate involved a shift in the peak, increasing
the peak temperature. This peak shift was lower for the microcapsules containing CNFs,
despite of having similar latent heats, indicating that the higher conductivity of this
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Figure 3.8: DSC analyses of microcapsules of LDPE–EVA containing Rubitherm RT27 with and
without CNFs and using a heating rate of of 5 and 30◦C/min.
material promotes a faster heat absorption.
In [59], Cui et al., investigated the effect of CNFs and CNTs into paraffin wax and soy
wax, see Figure 3.9. They choose soy wax, which is a partially hydrogenated form of soy
bean oil and natural wax. Different from paraffin wax that is a product of petroleum, soy
wax is much more environment friendly and sustainable. The samples were prepared
by adding CNFs or CNTs at different mass ratios (1%, 2%, 5% and 10% by weight) into
paraffin or soy wax using mixing and melting techniques. The paraffin and soy wax
had melting temperature of 52÷ 54◦C. The wax was melted by heating it at 60◦C, and
then, the CNFs or CNTs was mixed into the liquid wax. After stirring for 30 min at
60◦C and high speed, the mixtures were ultrasonicated at 60◦C for 1 hours. Following
ultrasonication, the liquid mixture is poured gently into the module for measurements.
Figure 3.9: SEM pictures of composite PCMs:(A) CNT/soy wax and (B) CNF/soywax.
The DSC analysis showed that the melting enthalpy didn’t change very much adding
nano particles, in both waxes, see Figure 3.10.
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Figure 3.10: DSC of composite PCMs: (A) CNF/soy wax and (B) CNT/soy wax.
The thermal conductivity enhancement of both PCM mixtures were comparable,
see Figure 3.11 . Authors concluded that CNFs can be considered as an additive,
that effectively improve the temperature response and thermal conductivity of PCM
composites without reducing its latent heat storage capacity.
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Figure 3.11: Thermal conductivity of mixtures.
In [60], Sanusi et al. studied experimentally the effect that graphite nanofibers (GNFs),
aspect ratio and power density on both thermal storage and solidification time of a PCM
which is embedded between two sets of aluminium fins, see Figure 3.12. Additionally,
a figure of merit was introduced in order to quantify the effectiveness of each of those
three parameters with respect to solidification time. The phase change material used is
n-tricosane, which is an alkane commonly used for thermal energy storage in electronics
applications. The relevant thermophysical properties of n-tricosane are: latent heat
of fusion 220000 J/kg, thermal conductivity (solid) 0.2 W/mK, melting temperature
56± 2◦C.
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The GNFs were between 2 and 100nm in diameter and up to 100µm in length. The
GNF exhibit high surface area and have thermal properties that are similar to those of
carbon nanotubes. To create the GNFs enhanced PCM, the GNFs and PCM were first
weighed on a digital scale and the proper mass of GNFs is mixed into liquid phase
paraffin to create the desired weight percentage of GNFs. Mixing of the GNFs in the
PCM is accomplished by sonication in order to ensure there is an even dispersion of
nanofibers. The sonicator is run for over four hours for complete mixing.
Figure 3.12: Thermal Containment Units, TCU.
Authors also evaluated the total energy time for both paraffin and GNFs infused
paraffin samples at different weights and aspect ratios. The thermal energy storage
was enhanced for only one of the thermal containment units (TCU) (10.16 cm side
length cube) during the melt phase due to the geometric effect on natural convection,
which allows the PCM to melt and solidify uniformly such that the PCM’s latent heat
of fusion is used effectively. The addition of GNFs was shown to greatly delay the time
for the PCM to reach its melt temperature. It was shown that as aspect ratio of the TCU
increases, the difference in heat-up time between the pure and GNF-enhanced PCM
also increases. This has important implications for the total usable time of the PCM
during the active power state in the thermal cycle.
In [61], Wang et al. studied the effect of micron-size graphite flakes (MSGFs) embed-
ded into a paraffin matrix. They studied a paraffins with melting point of 54÷ 56◦C
and thermal conductivity of 0.21÷ 0.24W/mK at 25◦C.
The MSGFs were prepared processing the natural graphite. The morphology of
samples is shown in Figure 3.13. The diameters of natural graphite and treated graphite
flake were about 200 and 5µm, respectively.
The thermal conductivity ratio of the composites are 1.07, 1.28, 1.49, 2.64 and 5.30,
respectively, in the liquid state. The thermal conductivity ratio increases sharply once
the MSGFs fraction overpasses 1wt%. The results suggest that a heat network of
percolated MSGFs starts forming above 1wt%. The SEM image of composite shown
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Figure 3.13: SEM of natural graphite (a), treated graphite flake (b), pure paraffin (c), treated
graphite/paraffin composite (1wt%) d. The inset in (d) is optical image of solid
composites after 1000 recycling
in Figure 3.13d, verifies the network structure with some bundlers. In Figure 3.14a
the thermal conductivity measured on paraffin/MSGFs mixtures is reported. Results
indicate that the temperature dependence of thermal conductivity of the pure paraffin
and the composites are familiar. All show almost no temperature dependence when
the environment temperature is far from phase change temperature even in the liquid
state and the solid state.
By DSC thermograms, see Figure 3.14b, of the pure paraffin and the composites it is
possible to appreciate that the value of the melting temperature and melting enthalpy
are lower than that of pure paraffin wax by a reduction which higher than the theoretical
one, see Table 3.3.
In the Table 3.4 the summary of research results on doped paraffin has been reported.
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(a) Thermal Conductivity. (b) DSC.
Figure 3.14: Thermal conductivity analisys and DSC analysis in mixtures.
Table 3.3: The phase change temperature (melting and freezing point) and the latent heat
capacity of the PCM composites
Sample Tm [◦C] TF [◦C] ∆Hm [kJ/kg] ∆Hf [kJ/kg]
0.0 53.94 54.19 187.6 174.9
0.1 52.43 54.09 184.3 171.8
0.5 50.95 54.06 177.9 171.7
1.0 50.29 53.94 171.4 164.7
2.0 50.20 53.09 169.3 163.5
5.0 49.83 51.17 150.3 147.1
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3.1.2 Motivation
From the Table 3.4, it is possible to notice that several paraffin waxes have been ex-
perimentally and theoretically investigated with a large amount of nano-additives
(CNT-MSGF-CNF-GNF). Although several studies have already conducted in this field,
there still are some issues: on one hand no commercial waxes- except for [57]- has
been tested and, on the other hand, while the thermal conductivity has always an
enhancement due to the presence of nano-additives, the melting enthalpy hasn’t a clear
behaviour. It, in fact, in some cases, such as [57, 62, 53, 56] increases with the mass
fraction of nano-additives while in other [59, 55, 61, 54] decreases.
The main aim of this study is to investigate thermal behaviour of four commercial
available paraffins with different melting points and fix some of their thermal properties.
The idea of focusing only on commercially available products is based on the necessity
of people, involved in integration of PCMs into daily life devices, of having a clear
picture about the materials they are going to exploit.
3.2 materials
Materials used in this study are of two types: some commercially available PCMs with
several melting temperature and a nano-additive trough which investigate the thermal
properties variations of doped mixtures.
As PCMs some paraffins, distributed by Rubitherm Gmbh have been tested. As dopant
additives, single walled carbon nano tubes have been chosen. In next paragraphs a
short description of thermal properties of pristine materials will follow.
3.2.1 Paraffins
Analyzed PCMs are commercialized by Rubitherm Gmbh, they are paraffins and thermal
properties that producer declares have been reported in the Table 3.5.
At room temperature RT58, RT65 and RT82 look like a solid whitish block, while
RT27, due to the proximity to melting temperature, has a mushy consistence, see Figure
3.15.
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(a) RT27 (b) RT58
(c) RT65 (d) RT82
Figure 3.15: PCM at room temperature. RT82 is commercialized as small pellets, but if melted it
assumes the typical monolithic structure.
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Table 3.5: Thermal properties of PCMs.
RT27
Melting Area 25÷ 28◦C typical being 27◦C
Congealing Area 28÷ 25◦C typical being 27◦C
Heat Storage Capacity 184000 J/l
Density Solid at 15◦C 0.88 kg/l
Density Liquid at 40◦C 0.76 kg/l
Volume Expansion in Phase Change 16%
Heat Conductivity 0.2 W//mK
Kinetic Viscosity at 50◦C 26.32 mm2/s
Flash Point 164◦C
RT58
Melting Area 55÷ 59◦C typical being 58◦C
Congealing Area 59÷ 55◦C typical being 58◦C
Heat Storage Capacity Temperature range 50÷ 65◦C 178000 J/l
Density Solid at 15◦C 0.88 kg/l
Density Liquid at 80◦C 0.77 kg/l
Volume Expansion in Phase Change 14%
Heat Conductivity 0.2 W//mK
Kinetic Viscosity at 90◦C 32.49 mm2/s
Flash Point 225◦C
RT65
Melting Area 57÷ 68◦C typical being 65◦C
Congealing Area 67÷ 58◦C typical being 66◦C
Heat Storage Capacity Temperature range 55÷ 70◦C 152000 J/kg
Density Solid at 15◦C 0.88 kg/l
Density Liquid at 80◦C 0.78 kg/l
Volume Expansion in Phase Change 12%
Heat Conductivity 0.2 W//mK
Kinetic Viscosity at 100◦C 38.96 mm2/s
Flash Point 240◦C
RT82
Melting Area 77÷ 85◦C typical being 82◦C
Congealing Area 85÷ 77◦C typical being 83◦C
Heat Storage Capacity: Temperature range 75÷ 90◦C 176000 J/l
Density Solid at 15◦C 0.88 kg/l
Density Liquid at 80◦C 0.77 kg/l
Volume Expansion in Phase Change 14%
Heat Conductivity 0.2 W//mK
Kinetic Viscosity at 100◦C 45.45 mm2/s
Flash Point 270◦C
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3.2.2 Carbon Nano Tubes
Carbon Nano Tubes (CNTs) were been supplied by Helix Material Solutions, Inc. In the
Table 3.6 the properties of CNTs have been reported.
Table 3.6: CNT properties by Helix.
Proprietà Test
Type Single Walled
Length 0.5÷ 40 µm TEM, SEM
External Diameter ∼ 1.3 nm TEM, Raman
Purity > 90% TGA, SEM
Amorphous Carbon < 5% TGA
Ash < 2wt% TGA
Specific Area 300÷ 600 m2/g BET
Figure 3.16: Spettro Raman su CNTs.
In the Figure 3.16 the Raman spectra of CNTs is reported. The relative intensity
between the G band (∼ 1580 cm−1) representing crystalline carbon and the D-band
(∼ 1300 cm−1) found in amorphous carbon is greater than 10 times indicating a high
quality SWCNT. The peaks located around 200 cm−1 are the radial breathing modes
(RBM).
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3.3 instruments
The adopted instruments were:
• thermo Nicolet Nexus 470 FT-IR spectrometer, for Fourier transform Infra red
analisys. Thise device has been used to investigate the composition of pristine
PCMs and for understand if additives have been included to assure a correct
thermal behaviour. The analysis softwere was Nicolet Intruments Omnic 5.2
software;
• DSC analyser, Pyris 6 DSC by PerkinElmerTM Instruments equipped with a
cooling attachment in a nitrogen atmosphere. This device has been used for
thermal analysis and for defining how additives affected properties such as
melting point, onset temperature, melting/freezing enthalpy ecc;
• ultrasonic bath mixer, Ultrasonic Cleaner, by Branson 2200, with thermostatic
bath.
3.4 samples preparation procedure
The sample preparation has been performed following those used in literature. The
preparation of mixtures has been characterized by five phases:
1. pre melting of pure PCMs (as they arrived by delivery), performed with the aim
of homogenizing the pure material. The liquid paraffin has been pored into Vials
to facilitate the handling in the following phases. The material has been cooled
down at room temperature;
2. weighing of CNTs and PCMs (solid) and disposition of solid blends into separate
Vials at correct mass ratio;
3. melting of mixtures and cooling down at room temperature, see Figure 3.17a ;
4. melting and pre mixing using a vibrating basement (30 min) for a macro disper-
sion of CNTs into paraffins;
5. sonication using a thermostat controlled bath temperature (that were kept at
a temperature above melting temperature) to assure the nano-additives were
dispersed in the best way, for 4 hours and cooling down at room temperature, see
Figure 3.17b; the mixtures were cooled to room temperature, before the testing so
each began with the PCMs in the solid phase with a consistent initial condition.
The mass ratio, that have been investigated were: 0.1 wt%, 0.5 wt%,1.0 wt%, 2.0 wt%
and 5.0 wt% of CNTs into paraffin.
In the Table 3.7 the “measured” mass compositions of mixtures has been reported .
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(a) Phase 3 (b) Phase 5
Figure 3.17: Sample before and after mixing treatment.
Table 3.7: Sample composition.
RT27− 01 RT27− 05 RT27− 10 RT27− 20 RT27− 50
RT27 [g] 8.5024 2.0193 1.1037 0.6251 0.3973
CNT [g] 0.0086 0.0096 0.0108 0.0118 0.0193
wt % 0.10 0.48 0.98 1.88 4.86
RT58− 01 RT58− 05 RT58− 10 RT58− 20 RT58− 50
RT58 [g] 7.8476 5.3539 1.1832 0.6370 0.2669
CNT [g] 0.0079 0.0269 0.0118 0.0121 0.130
wt % 0.11 0.50 1.00 1.90 4.87
RT65− 01 RT65− 05 RT65− 10 RT65− 20 RT65− 50
RT65 [g] 8.1688 1.9070 0.9201 0.5640 0.3065
CNT [g] 0.0082 0.0095 0.0093 0.0111 0.0149
wt % 0.10 0.50 1.01 1.96 4.86
RT82− 01 RT82− 05 RT82− 10 RT82− 20 RT82− 50
RT82 [g] 7.5023 1.7419 0.9519 0.5681 0.2581
CNT [g] 0.0075 0.0087 0.0094 0.0113 0.0125
wt % 0.10 0.50 0.99 1.98 4.80
3.5 analysis
After the mixtures have been prepared some tests have been performed with the aim of
defining the thermal properties of pristine and doped PCMs.
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3.5.1 FTIR
The FT-IR analysis has been performed with a Thermo Nicolet Nexus 470 FT-IR
spectrometer. The plate was a circular dish made of salt -sodium chloride- with a
thickness of 5mm and a diameter of 25mm. The plates was transparent to the infrared
light and do not introduce any lines onto the spectra.
The phase change material specimen were solved in carbon tetrachloride and heated
in order to speed up the solving process. Solutions were dropped onto the plate and
analysed with a resolution of 0.48 cm−1 in the range of 4000÷ 500 cm−1.
Figure 3.18: FR-IR analysis for sample RT27.
Figure 3.19: FR-IR analysis for sample RT58.
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Figure 3.20: FR-IR analysis for sample RT65.
Figure 3.21: FR-IR analysis for sample RT82.
The Figures 3.18, 3.19, 3.20 and 3.21 showed that IR spectra are similar for all the
set of paraffins. The absorption bands in each spectrum were at the same sites: the
broad band in the range of 2850÷ 3000cm−1 was assigned to the stretching vibration
of CH− CH2 − CH3 and in the range of 1450÷ 1480cm−1 the CH2 − CH3 bending
vibration.
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3.5.2 DSC
The first analysis on thermal behaviour of pure and doped PCMs was performed using
a Differential Scanning Calorimetry (Pyris 6 DSC by PerkinElmerTM Instruments). A
pre-test on pure material have been performed with the aim of defining which were
the best temperature interval for further tests.
The specimens for DSC analysis, with a mass of 5÷ 10 mg, were taken from the surface
of the PCM within the Vials.
In Figures 3.22, 3.23, 3.24, 3.25, the first DSC thermograms for pure materials have been
reported.
Figure 3.22: DSC analysis for sample RT27.
Figure 3.23: DSC analysis for sample RT58.
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Figure 3.24: DSC analysis for sample RT65.
Figure 3.25: DSC analysis for sample RT82.
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The load cycle on each pre-test was the following:
• start from room temperature, about 26◦C;
• cooling till 2.5◦C with a rate of 2 ◦C/min;
• heating till final temperature of 60 ◦C, 100 ◦C, e 115 ◦C, respectively for RT27,
RT58 & RT65 and RT82 with a heating rate of 2 ◦C/min;
• cooling till 2.5◦C with a rate 2 ◦C/min;
• heating till 22 ◦C and stop.
Form these first thermograms it is possible to note that:
• RT27 has a narrow melting curve and there are some ◦C of difference between
melting and freezing temperature;
• RT58 has a wide melting curve and melting/freezing temperature are very narrow;
• RT65 has a wide melting curve and melting/freezing temperature are very narrow;
• RT82 has a narrow melting curve and and melting/freezing temperature are very
narrow.
DSC pre-tests permitted to focus on a narrower temperature range:
• RT27: 5÷ 40 ◦C;
• RT58: 5÷ 70 ◦C;
• RT65: 5÷ 80 ◦C;
• RT82: 5÷ 100 ◦C.
Tests specimens have been performed starting from a preliminary heating and
cooling cycle at a rate of 5 ◦C/min, for cleaning the “thermal history” of samples and
for homogenizing material within the pans. After the thermal pre-treatment, 3 thermal
cycles, at a rate of 2 ◦C/min, were performed and stops of 3 min at lower and higher
temperatures were fixed in order to permit that the whole material within the pan were
in thermal equilibrium.
In Table 3.8, there is the summary of thermal cycles.
The pre-thermal treatment have been performed within temperature range which
was larger than that one for the following tests. The reason of this choice is that, in-
creasing the heating/cooling rate, material reacts with a temperature delay, therefore
the thermogram is shifted to right (higher temperature) during endothermic phase and
to the left (lower temperature) during exothermic perturbation.
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Table 3.8: DSC cycles.
Step del ciclo RT27 RT58 RT65 RT82
Cooling 5◦C/min 25◦C 7→ 5◦C 25◦C 7→ 5◦C 25◦C 7→ 5◦C 25◦C 7→ 5◦C
Hold 3 min@5◦C 3 min@5◦C 3 min@5◦C 3 min@5◦C
Heating 5◦C/min 5◦C 7→ 40◦C 5◦C 7→ 70◦C 5◦C 7→ 80◦C 5◦C 7→ 100◦C
Hold 3 min@40◦C 3 min@70◦C 3 min@80◦C 3 min@100◦C
Cooling 5◦C/min 40◦C 7→ 5◦C 70◦C 7→ 5◦C 80◦C 7→ 5◦C 100◦C 7→ 5◦C
Hold 3 min@5◦C 3 min@5◦C 3 min@5◦C 3 min@5◦C
Heating 2◦C/min 5◦C 7→ 40◦C 5◦C 7→ 70◦C 5◦C 7→ 80◦C 5◦C 7→ 100◦C
Hold 3 min@40◦C 3 min@70◦C 3 min@80◦C 3 min@100◦C
Cooling 2◦C/min 40◦C 7→ 5◦C 70◦C 7→ 5◦C 80◦C 7→ 5◦C 100◦C 7→ 5◦C
Hold 3 min@5◦C 3 min@5◦C 3 min@5◦C 3 min@5◦C
Heating 2◦C/min 5◦C 7→ 40◦C 5◦C 7→ 70◦C 5◦C 7→ 80◦C 5◦C 7→ 100◦C
Hold 3 min@40◦C 3 min@70◦C 3 min@80◦C 3 min@100◦C
Cooling 2◦C/min 40◦C 7→ 5◦C 70◦C 7→ 5◦C 80◦C 7→ 5◦C 100◦C 7→ 5◦C
Hold 3 min@5◦C 3 min@5◦C 3 min@5◦C 3 min@5◦C
Heating 2◦C/min 5◦C 7→ 40◦C 5◦C 7→ 70◦C 5◦C 7→ 80◦C 5◦C 7→ 100◦C
Hold 3 min@40◦C 3 min@70◦C 3 min@80◦C 3 min@100◦C
Cooling 2◦C/min 40◦C 7→ 5◦C 70◦C 7→ 5◦C 80◦C 7→ 5◦C 100◦C 7→ 5◦C
Hold 3 min@5◦C 3 min@5◦C 3 min@5◦C 3 min@5◦C
In the Table 3.9 a summary of phase change temperature and enthalpy has been
reported.
The thermograms at the third heating and cooling cycle for a set of specimens can be
appreciated in the Figures 3.26,3.27,3.28,3.29.
According to the data in the Table 3.9 and to the curves in the Figures 3.26,3.27,3.28,3.29,
it is possible to comment:
• Melting and freezing temperature: from the theory of mixtures a decrease of the
melting and freezing temperature is expected due to the presence of the inclusions.
The reduction that has been measured is linear to the presence of CNTs, and
therefore it is in a very good agreement with the theoretical and expected trend.
Is is worth to notice that a small overshooting in the reduction of the melting
temperature has been recorded in RT27. Resuming diagrams of the melting and
freezing temperature for the whole set of mixtures can be appreciated in the
Figures 6.1a and 6.1b. Moreover, from a comparison of Figures 6.1a and 6.1b
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Table 3.9: DSC results.
Sample CNT Tp,m[◦C] Tp,f[◦C] ∆Hm[J/g] ∆Hf[J/g]
RT27 0.00wt% 28.64± 0.03 26.13± 0.03 147.1± 0.1 −149.1± 0.1
RT27− 01 0.10wt% 28.35± 0.06 26.09± 0.01 145.3± 0.1 −148.8± 0.3
RT27− 05 0.48wt% 28.51± 0.01 25.92± 0.08 146.7± 0.1 −148.6± 1.1
RT27− 10 0.98wt% 28.41± 0.02 25.79± 0.03 145.8± 0.1 −147.8± 0.8
RT27− 20 1.88wt% 27.92± 0.01 25.45± 0.02 145.3± 0.2 −146.8± 0.3
RT27− 50 4.86wt% 27.15± 0.02 24.90± 0.01 142.1± 0.0 −143.1± 0.1
RT58 0.00wt% 60.71± 0.02 59.35± 0.27 190.0± 0.2 −188.9± 0.4
RT58− 01 0.10wt% 60.62± 0.27 59.17± 0.07 190.3± 0.2 −188.8± 0.1
RT58− 05 0.50wt% 60.35± 0.22 59.08± 0.29 189.1± 0.1 −188.2± 3.2
RT58− 10 1.00wt% 59.80± 0.15 58.58± 0.15 188.8± 0.1 −187.4± 0.1
RT58− 20 1.90wt% 59.62± 0.13 57.98± 0.09 187.2± 0.1 −185.7± 0.2
RT58− 50 4.87wt% 58.04± 0.23 56.26± 0.01 184.3± 0.2 −181.7± 0.6
RT65 0.00wt% 64.98± 0.02 63.47± 0.25 186.6± 0.3 −185.9± 0.3
RT65− 01 0.10wt% 64.95± 0.45 63.41± 0.17 188.5± 0.1 −185.1± 0.2
RT65− 05 0.50wt% 64.79± 1.06 63.03± 0.19 188.1± 0.3 −186.0± 0.1
RT65− 10 1.01wt% 63.94± 0.32 62.64± 0.56 187.2± 0.2 −185.3± 0.4
RT65− 20 1.96wt% 63.75± 0.18 62.33± 0.09 186.3± 0.1 −184.4± 0.3
RT65− 50 4.86wt% 62.25± 1.18 60.11± 0.02 182.9± 0.4 −181.0± 0.2
RT82 0.00wt% 84.99± 0.12 83.14± 0.14 194.6± 0.2 −193.8± 0.4
RT82− 01 0.10wt% 84.77± 0.35 83.04± 0.31 194.5± 0.4 −194.1± 0.3
RT82− 05 0.50wt% 84.39± 0.03 82.80± 0.37 194.0± 0.7 −193.4± 0.6
RT82− 10 0.99wt% 84.31± 0.06 82.19± 0.03 192.7± 0.3 −192.7± 0.5
RT82− 20 1.98wt% 83.12± 0.12 81.38± 0.21 192.1± 0.2 −191.1± 0.5
RT82− 50 4.80wt% 81.59± 0.18 79.07± 0.11 188.2± 0.2 −186.8± 0.4
it comes out that in the melting process the differences from theoretical and
measured melting temperature are larger than in the freezing one.
• Melting and freezing enthalpy: latent heat, according with the second branch
of previous studies performed in the enhanced paraffins, (see Section 3.1.2),
[59, 55, 61, 54], shows a linear reduction depending on the percentage of CNTs.
What is is very worth to underline is that the measured reduction is less than
expected. From the Figure 3.26,3.27,3.28,3.29 it is easily possible to appreciate
the gap between the expected and the measured one. This extremely light en-
hancement of the real thermal behaviour of the doped mixture could be credited
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Figure 3.26: Thermogram for RT27, at the third heating/cooling cycle.
Figure 3.27: Thermogram for RT58, at the third heating/cooling cycle.
to intra molecular forces between CNT particles (or better clusters of particles)
and paraffins molecules. This result is extremely important because it demon-
strates that for these kinds of commercial available paraffins, the possibility of
an enhancement of the thermal conductivity through CNTs inclusion drives to a
progressive reduction (lower than expected) of the phase change enthalpy.
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Figure 3.28: Thermogram for RT65, at the third heating/cooling cycle.
Figure 3.29: Thermogram for RT82, at the third heating/cooling cycle.
• Heat flux gradient: the last point coming out from the thermograms is the effect
of the CNTs inclusion onto the shape of the phase change curve. The intimate
presence of nano elements and the resulting thermal conductivity increase (due
to the presence of CNT), cause in the mixtures a variation of the thermal kinetic,
whose main effect can be appreciated in terms increase of the slope of thermal
flux (W/◦C) in the final parts of the curve.
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Figure 3.30: Variation of thermal properties (average values reported).
3.6 comparison between measured and commercial data
In conclusion the comparison between some thermal properties (melting temperature
and and melting enthalpy) for the pristine material is presented.
In the Table 3.10 the data that resume the comparison. Data show some differences
between the measured data and the declared data: these differences can be caused
by different boundary conditions such as a faster heating rate or a different way of
performing measurements.
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Table 3.10: Comparison between commercial data and measured data.
RT27
Commercial Data Measured Data
Melting Area ≈ 27◦C ≈ 28.7◦C
Congealing Area ≈ 27◦C ≈ 26.2◦C
Heat Storage Capacity 209kJ/kg ≈ 147kJ/kg
RT58
Melting Area ≈ 58◦C ≈ 60.7◦C
Congealing Area ≈ 58◦C ≈ 59.4◦C
Heat Storage Capacity 202kJ/kg ≈ 190kJ/kg
RT65
Melting Area ≈ 65◦C ≈ 65.0◦C
Congealing Area ≈ 66◦C ≈ 63.5◦C
Heat Storage Capacity 183kJ/l ≈ 186kJ/kg
RT82
Melting Area ≈ 82◦C ≈ 84.9◦C
Congealing Area ≈ 83◦C ≈ 83.1◦C
Heat Storage Capacity 200kJ/l ≈ 194kJ/kg
3.7 conclusion and further developments
In this Chapter the effects of nano additives on four commercially available paraffins
has been treated. The inclusion of CNT results mainly in a reduction of melting enthalpy
which has been measured to be less than expected. A comparison between thermal
data delivered by supplier and measured data show a gap between the declared
characteristics and the measured ones.
Further developments of this activity can follow different ways:
• use other nano additives in order to investigate if dimension, chemical composi-
tion etc can affect the thermal performance of the mixtures;
• study the effect of the mixing procedure of the nano enhanced material in order
to investigate the effect of dispersion of (nano)additives into the paraffin matrix;
• meter and collect other thermal data of pristine and doped materials (e.g. thermal
conductivity, viscosity etc ) in order to investigate if the inclusion of (nano)additives
can affect other properties of the material.
Part III
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P R E L I M I N A RY O P T I M I Z AT I O N O F PA N E L H E AT E X C H A N G E R S
I haven’t failed, I’ve found 10,000 ways that don’t work.
— T. A. Edison
In this chapter a preliminary optimization through genetic algorithm of a panel heat
exchanger unit is developed.
4.1 introduction
Phase change materials thanks to their extremely high capacity of storing energy with
small temperature gaps are great candidate materials in storage tank and storage/heat
exchangers. As already discussed in the Section 1.5.3, although they offer this extremely
profitable feature, they are deeply affected by extremely poor and low thermal con-
ductivity, that makes them inadequate to be used in such a devices. Several strategies
have been developed to overcome this issue and mainly they are: doping PCMs with
highly conductive elements and optimizing/enhancing thermal exchange rate through
geometrical hints (encapsulation, fins, complex path of thermal fluids, etc.).
A large amount of examples of heat exchangers/storage tanks that implies PCMs can
be found in literature, for example in [63], [64] and [6] a very detailed review on these
systems can be appreciated.
In [65], [52], [66] and [45] the case of a storage tank filled up with PCM elements
(cylinders, spheres) are analysed, numerically and results have been compared with
measurements: the main outcome of these articles is that the usage of these materials
could lead to a reduction of the size of domestic boiler because of the presence of PCM
elements.
In [31] an experimental evaluation of commercial heat exchangers for use as PCM
thermal storage systems is presented; authors tested five different heat exchangers
as heat storage systems and worked at two different flow rates and different water
inlet temperatures. Results show that Reynolds numbers in the turbulent regime are
desirable for faster phase change processes, reducing the phase change time in about
half.
In this chapter a plain heat exchanger is designed and optimized in order to release the
whole stored amount of energy within 1 hour.
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4.2 general information
As already discussed in the previous section, several examples of heat exchanger which
exploit a latent heat technique are already been developed in literature and results have
been compared with measurements coming from rigs and real systems.
The aim of this activity is the optimization of discharging phase of a flexible and
modular heat exchanger, that can be defined panel heat exchanger.
A three-dimensional model of the system can be appreciated in Figure 4.1
Figure 4.1: Panel heat exchanger layout.
The heat exchanger is composed by square panels (from which the name “panel heat
exchanger”) disposed side by side; each panel is completely independent from each
other one.
The panel is the working unit: each one is at the same time an heat exchanger and
a thermal storage tank. Due to this twofold function, it should fulfil the following
requirements:
• high thermal exchange rate, in order to be a prompt device;
• high thermal capacity, in order to have a large specific energy (Wh/kg).
A section of the unit can be appreciated in Figure 4.2; it is characterized by a thermal
fluid which flow within a pipe into a bulk of phase change material.
The thermal fluid charges the storage panel during the collecting phase, while
during the discharging step, the fluid is heated into the panel and feeds user’s thermal
requirements. The thermal source during the collecting phase can be a renewable
source, a traditional source (fossil fuel) or a combination of them. In the Figure 4.3 a
scheme of the operating principle.
The thermal fluid is water entering into each panel at 25◦C (this could be the inlet
temperature in case of pavement heating) and with a mass flow rate (for each unit) of
60 l/h.
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Figure 4.2: Section of the system unit.
(a) Charging phase. (b) Discharging phase.
Figure 4.3: Charging and discharging.
As storage medium an organic material, a commercially available paraffin, has been
chosen: the RT58 by Rubitherm, whose thermal qualities can be appreciated in Table
4.1.
Table 4.1: Thermo-physical data of RT58.
Melting Area ≈ 60.7◦C
Congealing Area ≈ 59.4◦C
Heat Storage Capacity ≈ 190 kJ/kg
Density Solid at 15◦C 0.88 kg/l
Density Liquid at 80◦C 0.77 kg/l
Volume Expansion in Phase Change 14%
Heat Conductivity 0.2 W//mK
Kinetic Viscosity at 90◦C 32.49 mm2/s
Flash Point 225◦C
The extremely poor thermal conductivity of RT58 has forced to use a doping strategy
in order to ameliorate the promptness of the device. Among the enhancing methods, the
macro-doping with CENG has been chosen. see 1.5.3. According to the expected increase
of conductivity in the case of a CENG matrix with some PCM material embedded,
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based on studies in [26] and [4], the thermal conductivity of the mixture has been
prudentially estimated as 10 W/mK.
A comparison of the thermal performance with different doping strategies is presented
in the Section 4.4.
4.3 numerical model
Numerical simulations using Comsol Multiphysic 3.5a, have been performed with the
task of defining a “reliable” numerical model capable of representing the transient ther-
mal field within the unit (thermal fluid and storage medium) during the discharging
phase.
Due to further development (numerical optimization by genetic algorithm) the numeri-
cal model should be extremely flexible and with a low simulation time consumption.
Taking into account these strict requirements, a two-dimensional model, representing a
cross section of each unit has been considered, see Figure 4.4.
Figure 4.4: Geometry and variables.
This 2D model, for sure is extremely a simple and rough representation of the real
device but it permmits to give the basics for further detailed analysis.
The internal channel, through which the thermal fluid flows, has the dimensions
reported in the Table 4.2
Table 4.2: Geometrical peculiarities of the 2D model, .
Lp 0.600 [m] Hp 0.600 [m] D 0.008 [m]
I1 0.135 [m] I2 0.083 [m] I3 0.083 [m]
I4 0.083 [m] I5 0.083 [m] H1 0.050 [m]
H2 0.050 [m] H3 0.050 [m] H4 0.050 [m]
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4.3.1 Material Model and Properties
The only materials that have been considered are water and PCM/CENG mixture. Pipe
materials (copper or steel) has been neglected in order to reduce the complexity of the
model.
Properties of water are resumed in the Table 4.3.
Table 4.3: Thermo-physical data of water.
Heat Capacity 4186 J/kgK
Density 1000 kg/33
Heat Conductivity 0.613 W/mK
Kinematic Viscosity 0.001 Pas
In the case of storage medium, PCM/CENG mixture, thermal properties, in agree-
ment of a weight mixture of 85% of PCM, 10% of CENG and 5% of air, are reported in
Table 4.4.
Table 4.4: Thermo-physical data of PCM/CENG.
Heat Capacity 1900 J/kgK
Density 700 kg/m3
Heat Conductivity 10 W/mK
Melting Temperature 59± 4 ◦C
Melting Enthalpy 162 kJ/kg
The phase transition model used for simulations is the enthalpy method, see Section
2.4.1.
4.3.2 Boundary Conditions
Boundary conditions can be separated in two classes, fluid dynamic boundary con-
ditions and thermal boundary conditions. The first category belong only to the fluid
domain (the water within the channel) and are: the average inlet velocity into the inlet
of the channel (calculated form the required flow rate - 60l/h) and the pressure in the
outlet side. In order to enter the inlet cavity with a fully developed fluid an extension
of 20 cm before the inlet port has been added, see Figure 4.5.
Second category of boundary conditions refers to both materials of device, that are
thermal fluid and storage medium.
In the case of water, the inlet temperature has been fixed at a constant value of 25◦C, as
per requirements. The surrounding temperature effect was neglected due to the idea
of using a strong thermal insulating material (e.g. polystyrene) for reducing external
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Figure 4.5: Thermal and fluid dynamic boundary conditions.
losses. As initial temperature of the device the value of 65◦C has been selected. This
value, that could seems unusually high, comes out from the possibility of charging the
storage material exploiting both renewable and traditional (e.g. hot water coming from
a gas boiler) thermal sources, so that every panel could be used like a sort of thermal
well where to gather thermal energy when it is available (surplus) or cheaper and use
it on demand.
4.3.3 Mesh
An hybrid mesh has been defined: a structured Cartesian grid into the channel and a
triangle mesh into the bulk PCM. In the Figure 4.6 a close-up of the adopted spacial
division.
Figure 4.6: Grid detail.
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4.3.4 Simulation
The fluid-dynamic field of the thermal fluid could be uncoupled with the thermal field
because the properties of water can be considered constant in the range of temperature.
A 2 steps segregated solver strategy has been used for the simulation:
• at the first simulation step the fluid-dynamic field within the channel was cal-
culated, in this case a stationary solver has been used because mass flow rate is
constant during the whole operation;
• at the second simulation step the transient thermal field of the panel unit (chan-
nel+bulk) was calculated exploiting the velocity field into the channel, previously
estimated. In the case of the PCM only conduction was considered, while in the
water both conduction and convection were taken into account.
4.3.5 Grid Independence
A grid interdependence analysis both for fluid dynamic and thermodynamic has been
conducted.
Fluid and thermal domains have been studied exploiting 4 different grids, starting from
an extra-coarse mesh till a very fine grid. In order to understand which was the effect
of grid size on fluid and thermal fields some variables (velocity profile and temperature
trend) in control sections/points have been monitored, see Figure 4.7.
(a) Control sections velocity field. (b) Control points thermal field.
Figure 4.7: Control sections and control points.
In the Figure 4.8 some close-ups of the tested grid adopted for the fluid dynamic
simulations and in the Figures 4.9 the velocity profile recorded in the control sections.
From the Figure 4.9 only some very small differences between the profile for the four
tested grids can be appreciated, therefore also a coarse mesh could be used. According
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(a) Extra coarse mesh (b) Coarse mesh
(c) Fine mesh (d) Extra fine mesh
Figure 4.8: Grids.
to the further optimization, in order to guarantee a high quality mesh for any possible
geometry layout the extra-fine mesh will be used in the further studies.
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(a) Velocity profiles in section A
(b) Velocity profiles in section B
(c) Velocity profiles in section C
Figure 4.9: Velocity profiles in control sections.
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The same considerations can be extended to thermal domain, where 4 triangular
grids has been exploited, see Figure 4.10.
Control points used for the evaluation of grid independence are in Figure 4.7. As
representative value, temperature during the discharge phase has been controlled. In
Figure 4.11 the trend of temperature in the 4 grids are reported.
(a) Extra coarse mesh (b) Coarse mesh
(c) Fine mesh (d) Extra fine mesh
Figure 4.10: Grids.
From Figure 4.11 it could be noticed that temperature profiles in control points A,
C and outlet section are very close to them, while some slight differences between
temperature trends with coarser grids in point B are recognizable. The extra-fine grid
has therefore used for further studies.
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(a) Temperatures in point A
(b) Temperatures in point B
(c) Temperatures in point C
(d) Average temperatures in outlet section
Figure 4.11: Temperature trends in control points.
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4.3.6 Results
Temperature and velocity field into the panel unit have been recorded during simulation,
considering a time lapse of 1 hour. Some pictures at different instants can be appreciated
in Figure 4.12, while the outlet temperature is reported in Figure 4.13.
(a) Temp. Field 600s (b) Temp. Field 1200s
(c) Temp. Field 1800s (d) Temp. Field 2600s
(e) Temp. Field 3000s (f) Temp. Field 3600s
Figure 4.12: Temperature fields at different time steps.
From Figures 4.12 can be appreciated that:
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Figure 4.13: Outlet temperature.
• after 1 hour not the whole thermal energy stored into the panel unit has been
exploited, in fact in the boundary area there is still some high temperature
material;
• the average outlet temperature is 36.5◦C; the energy stored within the panel unit
cab be easily estimated by:
Estored = m · cp · (TIN − TFIN) +m · λ ≈ 3600000 J = 1kWh (4.1)
The energy released to the fluid, instead is:
Ereleased = m · cp · (TIN − TOUT ) ≈ 2900000 J ≈ 0.81kWh (4.2)
That means that only the 81% of the energy stored in the unit has been released
to the high thermal fluid;
• some zones are immediately discharged, such as the inlet area, while some other
ones are discharged much slower;
• although the PCM/CENG has a good thermal conductivity (10 W/mK), the
thermal field is extremely not uniform and large thermal gaps into storage
material are present.
The outlet temperature trace, see Figure 4.13 during the discharging phase showed a
triple trend:
• in the first about 5 minutes a fast temperature decrease from the initial tempera-
ture 65◦C till 51◦C is observed;
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• then till about 30 minutes a slight decrease from 51◦C to about 32◦C can be
appreciated;
• in the last 30 minutes the temperature almost constant at about 30◦C.
From the results in Figures 4.13and 4.13 it was possible therefore to highlight that the
panel unit showed room for a geometrical optimization, in order to enhance its thermal
efficiency in terms of thermal discharged material during the required time lapse and
in terms of outlet temperature.
4.4 nano enhanced pcm
In order to understand if the usage of thermal nano enhancing materials could leads
some benefits in terms of performances, the same simulation have been performed
using ad storage materials the pristine RT58, the nano enhanced RT58+ 5%wt CNT
and the composite RT58+CENG.
(a) Pristine RT58 (b) RT58+ 5%wt CNT
(c) RT58+CENG
Figure 4.14: Temperature fields with different mixtures after 1 hour.
In the Figure 4.14 a comparison between temperature fields after 1hour in the heat
exchanger is reported. It is immediately clear that the enhancement deriving from the
usages of CNTs is so little in therms of thermal performance that no visible differences
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are appreciable between the pristine RT58 and the RT58+ 5%wt CNT .
The usage of a macro doping, although leads to a reduction of melting enthalpy that
proportionally is much larger to that one induced by the nano enhanced material,
permits to overcome this problem thanks to the much larger conductivity enhancement
it produce.
In the following section a numerical optimization of thermal fluid path within panel
unit will be presented exploiting the PCM/CENG mixture as storage material.
4.5 optimization
The optimization has been performed using modeFRONTIER 4.0.
modeFRONTIER is a multidisciplinary design optimization and multi-objective op-
timization and design environment, written to allow easy coupling to almost any
computer aided engineering (CAE) tool whether commercial or in-house. Using a vari-
ety of state-of-the-art optimization techniques, ranging from gradient-based methods
to genetic algorithms, users can optimize their process or design by specifying objec-
tives and defining variables that affect factors such as geometric shape and operating
conditions. modeFRONTIER becomes a wrapper around the CAE tool, performing the
optimization by modifying the value assigned to the input variables, and monitoring
the outputs, [67].
The basic element in modeFRONTIER is the work-flow which is characterised by four
elements, see Figure 4.15: input variables space (1), the logic process (2), the space of
the output variables (3) and the connection between all this elements.
The connections define the evolution of the logic process from the Design Of Experi-
ments (DOE) to the scheduler (where the optimization algorithm is defined), such as
the path of data flow, from the input variables, to the operative node then to the output
space.
Figure 4.15: modeFRONTIER work flow.
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4.5.1 Objectives
The first step in the optimization process has been the choice of objective(s) to achieve.
The main issue to solve is the total “thermal consumption” of storage medium in the
required time lapse.
For solving this problem, there were mainly two approaches:
• optimize the thermal fluid path and the mass flow rate, in order to reduce the
temperature gap between some control points within the storage material during
the discharging phase. This option leads to an homogeneous consumption of
thermal energy within the panel but has the disadvantage that the solution could
widely depend on the position of the control points;
• optimize the thermal fluid path and the mass flow rate in order to get the highest
average output temperature from the heat exchanger. This second option is
completely independent from the geometrical position of the control points (there
are no control points) and practically it corresponds to require the maximization
of the output power, in fact the higher the outlet average temperature and the
mass flow the higher the output power.
In this study the second approach has been chosen.
The objectives that had been fixed were: maximize the outlet temperature during the
time lapse (1 hour) and maximize the mass flow rate.
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4.5.2 Parametric Geometry and Variables
Once identified the objectives, the second step has been the research of a set of geomet-
rical variables capable to define the parametric geometry.
The main task is to keep the external dimension of the panel as it is (0.60× 0.60× 0.06 m)
and to optimize the thermal fluid path.
In the Figure 4.16 the set of geometrical variables that has been exploited for the
definition of the parametric geometry.
Figure 4.16: Geometrical optimization variables.
The decision of adopting the dimension of the internal channel D and the mass flow
as variables leads to the possibility of exploiting as an indirect optimization parameter
the fluid dynamic (velocity) within the channel.
4.5.3 Work-flow
In Figure 4.17 the adopted work-flow is reported.
Two main “streams” could be immediately appreciated:
• data stream, vertical flow, top to bottom to down, from the input variables to the
output results;
• activity stream, horizontal flow left to right starting from DOE passing through
Scheduler, simulation till process exit.
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Figure 4.17: Layout of the system.
In the Figure 6.3 an explicative example of the optimization loop can be appreciated.
Figure 4.18: Optimization loop.
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4.5.4 Input Variables
The input variables is a set of data through which it is possible to define, as already
discussed in the section 4.5.2, both the path of the thermal fluid and the fluid dynamic.
Range of variation and step are resumed in Table 4.5. The main constrain during
the decision of range extension is that only feasible and realizable geometries can be
defined. In order to accomplish this task several geometrical constraints (nodes Vincoli)
have been imposed.
Table 4.5: Optimization variables.
Variable Range Step
Mass Flow Rate Q 30÷ 70 5 l/h
H1 0.01÷ 0.59 0.01 m
H2 0.01÷ 0.59 0.01 m
H3 0.01÷ 0.59 0.01 m
H4 0.01÷ 0.59 0.01 m
I1 0.01÷ 0.15 0.01 m
I2 0.01÷ 0.15 0.01 m
I3 0.01÷ 0.15 0.01 m
I4 0.01÷ 0.15 0.01 m
I5 0.01÷ 0.15 0.01 m
D 0.008÷ 0.03 0.002 m
In Figure 4.19 two examples of allowed optimization geometry can be appreciated.
(a) (b)
Figure 4.19: Examples of investigated layouts.
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4.5.4.1 DOE - Design Of Experiment
The DOE node is the virtual space of Design Of Experiments.
In this study a DOE of 44 design defined on a Random algorithm has been adopted.
The number of individuals which belong to the DOE have been calculated according to
the following:
Nind,gen = 2 ·Nobjectives ·Nvariables = 2 · 2 · 10 = 40
where Nind,gen is the number of designs for each generation (see sec.4.5.4.2),
Nobjectives the number of objective to get and Nvariables the number of variables.
The decision of adopting a Random algorithm for the DOE comes from the high number
of variables, that through this algorithm can be explored in the best way, [68].
4.5.4.2 Scheduler
In the scheduler all the characteristics of the optimization algorithm are defined.
The adopted algorithm is a Multi Objective Genetic Algorithm (MOGA II), with and
evolution “time” of 20 generation with 44 individuals each one. All the parameter of
the evolution process are resumed in the Table 4.6.
As starting generation that one obtained with the DOE has been explited.
Table 4.6: Parameters of genetic algorithm.
Parameters of MOGA II
Number of variables 10
Number of objectives 2
Number of individuals per generation 44
Number of generations 20
Probability of directional cross 0.5
Probability of selection 0.5
Probability of mutation 0.1
Elitism Enabled
4.5.4.3 Node - Main
This is the main node where all the data necessary for the COMSOL simulation are
collected.
In this node (that is a Matlab script) three different operation are performed:
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• a new geometry is defined according to the input variables;
• a new mesh is created according to the requirements of the CFD model (Cartesian
mesh within the channel and triangular mesh into the storage medium);
• physical characteristics, constraints and boundary condition are applied;
• simulation requirements, solver, time step, convergence parameter, output vari-
ables are defined.
The output of this node is a file that it is possible to run using a DOS script.
4.5.4.4 Node - Run_COMSOL
In this node the start for the simulation is given. It is a DOS script that permits the
COMOSL simulation to run without a GUI, in order to reduce the RAM consumption.
4.5.4.5 Nodes TOUT and Q
The TOUT node is the outlet temperature trace, that is one of the parameter necessary
for the evaluation of the objective (maximization of the outlet temperature). It is a file
.txt with the outlet temperature of the panel.
The node Q has a double functions, because it is both an input variable and a objective
to maximize.
4.5.4.6 Constraints
In order to avoid infeasible geometries several geometrical constraints have been set in
the work-flow (nodes Vincoli).
4.5.5 Results
Each simulation has an average run time of 25 minutes on a AMD Sempron TM, with
1GB of RAM. A special check on the required time has been fixed in order to exit if the
simulation time was too long (>60 min), for example because of convergence problems.
The whole set of simulation lasted about 370 hours. The solution of the optimization can
be appreciated in the Figure 4.20, where all the individuals have been placed according
to their performances in terms of objectives.
In the Figure 4.20 the results of the optimization, in the x axis the value of the mass
flow, while in the y axis the average outlet temperature. The Pareto’s frontier has been
highlighted and the dominant layouts can be appreciated in the Figure 4.21.
In the Table 4.7 the values of outlet temperatures and the energy consumption after 1
hour, are reported.
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Figure 4.20: Scatter chart.
Table 4.7: Pareto’s Frontier
ID Q [l/h] TOUT [
◦C] Energy [Wh] Ratio EusedEstored
ID523 30 47.3 776 0.78
ID764 35 46.8 886 0.89
ID460 40 42.1 795 0.80
ID747 50 40.8 920 0.92
Reference 60 36.5 810 0.81
ID78 65 36.3 850 0.85
ID45 70 34.4 762 0.76
It can be immediately appreciated that there are 3 configurations that have better
performance that the starting geometry (that the optimization process has not “dis-
covered”). Among them, the ID747 has a energy production of 920Wh with an energy
consumption of 92%, with an increase in terms of performances of 12% if compared
with the initial layout. In Table 4.8 the geometrical parameters that characterize the
configuration have been reported.
In the Figure 4.22 temperature fields at different time steps can be appreciated and
making a comparison between between the starting geometry and the optimized one,
it is also possible to state:
• in the ID747 the energy transport between storage media and thermal fluid
is much gradual, in fact, comparing the temperature field at time 1800s, the
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(a) ID523 (b) ID764
(c) ID460 (d) ID747
(e) ID78 (f) ID45
Figure 4.21: Temperature field after 1 hour in dominant layouts.
Table 4.8: ID747.
Lp 0.600 [m] Hp 0.600 [m] D 0.018 [m]
I1 0.020 [m] I2 0.015 [m] I3 0.014 [m]
I4 0.011 [m] I5 0.014 [m] H1 0.010 [m]
H2 0.060 [m] H3 0.012 [m] H4 0.010 [m]
temperature distributions (especially storage medium close to the initial part of
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the internal channel) are very different. This differentiation can be caused by a
better path of the channel and by a lower mass flow (that leads to a slower energy
consumption);
• storage medium around the first part of the channel, like in the starting case,
is affected by a thermal consumption which is faster than in other parts of the
channel; this issue is obviously connected to the fact that this part is overstressed
in terms of energy requirement because temperature gap between the thermal
fluid and the storage medium is the highest along the channel.
• despite the optimization process, 2 distal zones whit high temperature storage
material still stay. The material, according to the color map is in solid phase and
therefore the unused energy belongs only to sensible heat. The amount of energy
not still released is, according to the energy output, about 8% of the total quantity.
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(a) Temp. Field 600s (b) Temp. Field 1200s
(c) Temp. Field 1800s (d) Temp. Field 2400s
(e) Temp. Field 3000s (f) Temp. Field 3600s
Figure 4.22: Temperature fields at different time steps in ID747.
110 preliminary optimization of panel heat exchangers
4.5.6 Statistical Analysis
From the high number of performed simulations it is also possible, exploiting a tool of
modeFRONTIER, to define some “dependencies” between objectives and variables.
In the Figures 4.23 the “effect” of optimization variables on the maximization of average
outlet temperature, can be appreciated.
Figure 4.23: Statistical analysis: effect of variables on the maximization of TOUT .
From an analysis of the data coming from the performed statistical investigation, in
the case of the maximization of the outlet temperature, it is possible to state:
• the mass flow has an indirect effect, in fact the larger it is the lower the TOUT .
The motivation of this relation can be immediately explained, in fact, an increase
of the mass flow determines an increase of the velocity of the thermal fluid
and consequently a growth of the energy demand. This growth leads to a non
uniform and gradual consumption of the energy collected in the storage media
and therefore to worse performance in terms of average output temperature;
• H1, H2, H4 have a strong indirect effect on the output temperature, that means
that it is better that the fluid flows near the border of the panel1. This configuration
leads to cover with the path of the fluid the whole extension (top-down) of the
unit;
• H3 on the contrary of other height of horizontal channel, the position of the third
branch seems to not influence largely (only a weak indirect effect) the outlet
temperature;
1 In this model no external losses are allowed.
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• the value of the dimension of the channel D has a light direct effect on the outlet
temperature. The direct influence can be easily explained, in fact with large D,
velocity within the duct decreases and therefore a better and more homogeneous
consumption characterise the panel;
• I1 has a strong indirect effect, this means that it is better to have the first part of
the channel very near to the border;
• I2, I3 and I4 have strong direct effect, that is cause by the fact that the bigger
they are the larger the amount of storage material among two vertical branches
of channel and therefore a better distribution of energy requirement within the
panel can be achieved.
Statistical analysis has not been performed for the objective Q because it is also an
input variables.
4.6 final remarks
In this chapter the optimization process of the discharging phase of a panel heat
exchanger has been presented. This device has been designed with the task of release
the total (or the largest) amount of stored energy within one hour. A simplified, flexible
and light 2D model of the heat exchanger have been considered and numerically
tested. The first tested layout showed good thermal performance (81% of the collected
energy released in 1 hours) but an analysis on the thermal field during the discharging
operation demonstrated that there was room for further (thermal) improvements.
Before starting the optimization process the possibility of exploiting nano enhanced
material (RT58+ 5%wt CNT ) has been explored. The usage of this nano-doped mixture
didn’t give any enhancement in therms of thermal performance if compared with the
pristine RT58 and, on the contrary, leaded to a huge increase in terms of costs (CNTs
are extremely expensive).
The optimization process has been driven using the software modeFRONTIER and
through a genetic algorithm. 800 different layouts have been tested, with the task of
increase the average output temperature with the highest flow rate. The main outcome
of this optimization has been a set of optimized layout that improved the performances
of the heat exchanger taking the energy consumption in the required time till the 91%.
An analysis on the effect of optimization variables has been performed using the
statistical analysis tool.

5
E N H A N C E D A S P H A LT C O N C R E T E
The church is near but the road is icy,
the bar is far away but I will walk carefully.
— Russian Proverb
In this chapter is presented a study about the usage of pipes filled up with PCMs
(Phase Change Materials) collocated within AC (Asphalt Concrete) of roadways, to
avoid ice formation on pavement surface. PCM elements are thermally charged through
solar radiation during day-time and, thanks to their excellent melting enthalpy, they
keep their temperature above 0◦C during the night, preventing ice formation on
pavement surface. A numerical FE model for thermal transient state of AC, has been
developed referring to climatic weather data of Trieste. Then simulations (1D/2D) have
been performed with the aim of demonstrate that enhanced asphalt concrete is capable
to prevent ice formation maintaining its temperature above 0◦C all night long.
5.1 introduction
Ice formation on carriageways is a very dangerous phenomenon that compromises
safety of drivers and passengers who travel on the icy roadways. The formation of a
thin ice-layer is strongly connected with surrounding weather conditions (humidity,
temperature, solar radiation) and generally occurs during night-time when there
is no solar radiation and the air temperature decreases. To prevent this problem
usually municipalities use salt spreader cars, or automated systems like salt spreader
thermometers.
In this chapter a innovative passive method to prevent ice-formation is presented. The
main idea is to exploit as thermal flywheel some PCM elements collocated within the
asphalt concrete. These elements store thermal energy during daytime and inthe night
time keep their temperature around the melting temperature (that in this case should
be ≈ 4◦C). In the Figure 5.1 a picture of the general layout of the system.
5.2 background
5.2.1 Thermal Balance on Road Pavements
The temperature of a cross section of a pavement is governed by the thermal energy
balance with the surrounding elements; the energy exchange is the result by 3 different
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Figure 5.1: General layout of the system.
contributions [69, 70, 71]: thermal solar radiation (low and high frequency), convection
(with air above the pavement) and thermal conduction within the asphalt concrete (see
Figure 5.2).
Figure 5.2: Thermal balance.
In the next sections the energy contributions are treated individually.
5.2.1.1 Thermal Radiation
Thermal radiation is composed by 3 different contributions [69, 70, 71]: outgoing low
frequency earth radiation, low frequency counter-radiation and high frequency radiation (solar
radiation).
Let’s assume that earth emits radiation like a black body; this outgoing low frequency
radiation follows the Stefan-Boltzmann law:
qe = σT
4
surf (5.1)
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where:
qe=outgoing radiation [W/m2];
=emission coefficient [−];
σ=Stefan-Boltzmann constant 5.67 · 10−8[W/m2K4];
Tsurf=pavement surface temperature [K].
The atmosphere absorbs radiation and emits it as long-wave radiation to the earth;
this counter-radiation absorbed by the pavement surface is calculated as proposed in
[72, 69, 70, 71] as:
qa = aσT
4
air (5.2)
where:
qa=counter-radiation [W/m2];
a=pavement surface absorptivity for long-wave radiation and the amount of clouds
[−];
σ=Stefan-Boltzmann constant 5.67 · 10−8[W/m2K4];
Tair=air temperature [K].
Several authors [72, 69, 70, 71], define a thermal radiation coefficient (hr) to estimate
the low-frequency energy balance:
qr = hr(Tsurf − Tair) (5.3)
where:
qr=low frequency radiation intensity balance [W/m2];
hr=thermal radiation coefficient [W/m2K].
Thermal radiation coefficient hr is given by [69, 70, 71]:
hr = σ(Tsurf + Tair)(T
2
surf + T
2
air) (5.4)
where  is pavement emissivity.
The radiation from the sun reaching the earth surface, without being reflected by
clouds or absorbed or scattered by atmosphere, is called direct incident short-wave
radiation. The total incident radiation (direct and diffused) can be estimated using the
following equation [72, 70, 71]:
qi = ηscf cos θ (5.5)
where:
qi= thermal incident solar radiation [W/m2];
η= loss factor accounting for scattering and absorption of low frequency radiation by
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atmosphere [−];
sc= solar constant, 1353[W/m2];
f= factor accounting for eccentricity of hearth orbit [−];
θ= zenith angle [rad].
Not the whole incident radiation is absorbed by earth surface, but only a portion,
that is computed with the following expression:
qs = αqi (5.6)
where α is s the solar radiation absorption coefficient.
The total radiation thermal balance can be computed with the following summary
expression:
qtot,r = αqi + hr(Tsurf − Tair). (5.7)
5.2.1.2 Convection
The convection heat transfer between the pavement surface, and the air immediately
above is given as follows:
qconv = hc(Tsurf − Tair) (5.8)
where:
qconv=convection thermal power [W/m2];
hc= convection heat transfer coefficient [W/m2K];
Tsurf= surface temperature [K];
Tair= air temperature [K].
The convection heat transfer coefficient can be estimated with the following correla-
tion [69, 70, 71]:
hc = 698.24
{
14.4 · 10−4T0.3U0.7 + 9.7 · 10−4|Tsurf − Tair|0.3
}
(5.9)
where:
T= average temperature, (Tsurf + Tair)/2 [K];
U= wind velocity [m/s].
5.2.1.3 Conduction
Conduction is the only heat transfer mechanism within the asphalt concrete. The
phenomenon is governed by the Fourier’s law [73, 72, 33, 74]:
ρacp,a∇2T = k∂T
∂τ
(5.10)
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where:
ρa=density of AC (Asphalt Concrete) [kg/m3];
cp,a= heat capacity [J/kgK];
k= thermal conductivity [W/mK];
T= temperature [K];
τ= time [s].
5.2.2 Numerical Model and Validation
For solving the transient-state temperature of the AC model, the FE code COMSOLMul-
tiphysic [75] has been used. According to thermal balance above, see Par.5.2.1.1, and
using a 1D model (thanks to the layer structure of the pavement) [76], the validation
of the numerical model has been performed referring to the weather conditions and
surface temperature collected in [71]. The pavement constituted by 2 layers, see Table
5.1, has been exposed on the weather condition in Table 5.2.
Table 5.1: Fredericton roadway section layout [71].
Layer Depth [m] k [W/mK] cp [J/kgK] ρ [kg/m3]
AC 0.24 1.75 766.6 2440
Subgrade 4 2.77 852.0 2060
The comparison between the measured surface temperature and the predicted surface
temperature can be found in the Figure 5.3. It’s possible to note that the collected and
Figure 5.3: Comparison between collected and predicted surface temperature.
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Table 5.2: Typical January climate data for estimating pavement temperature at Fredericton
study site [71]
Hour Tair[◦C] Tsurf[◦C] Solar Radiation [W/m2] Wind Speed [km/h]
0− 1 −9.9 −8.1 0 12
1− 2 −10.2 −8.2 0 12
2− 3 −10.5 −8.3 0 12
3− 4 −10.8 −8.5 0 11
4− 5 −11.1 −8.7 0 12
5− 6 −11.3 −8.9 0 12
6− 7 −11.5 −9.1 0 12
7− 8 −11.7 −9.3 8.5 12
8− 9 −11.9 −9.1 63.5 12
9− 10 −11.5 −7.7 140.7 12
10− 11 −10.4 −5.3 204.0 13
11− 12 −9.2 −2.9 239.9 15
12− 13 −8.0 −1.1 236.4 16
13− 14 −7.1 −0.2 201.6 17
14− 15 −6.5 −0.3 139.5 17
15− 16 −6.0 −1.2 63.8 17
16− 17 −6.0 −2.8 8.7 16
17− 18 −6.5 −4.2 0 14
18− 19 −7.3 −4.8 0 13
19− 20 −8.0 −5.6 0 13
20− 21 −8.5 −6.1 0 13
21− 22 −9.0 −6.6 0 13
22− 23 −9.4 −7.0 0 13
23− 24 −9.7 −7.3 0 12
predicted temperatures are in a extremely good agreement, so the model can be
considered suitable for the further analyses.
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5.3 weather climatic data of trieste (sgonico)
Weather climatic data (temperature, wind speed, solar radiation) of the first 7 days of
January 2009 have been collected by the weather station situated in Trieste (Sgonico).
In the Figures 5.4, A.2 5.6 have been reported air temperatures, solar radiation and
wind speed profiles during the period of observation1.
The soil temperature in January is : 6.5◦C and 11.7◦C at the depth 0.5 m and 4 m
respectively (Data Source: IGDG, WMO Station 161100).
Figure 5.4: Air temperature profile.
1 More detailed data can be found in the site www.osmer.fvg.it.
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Figure 5.5: Solar radiation profile.
Figure 5.6: Wind speed profile.
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5.4 phase change materials
A phase change material (PCM) is a substance which, melting and solidifying at a
certain temperature, is capable of storing and releasing large amounts of energy [4].
Let’s consider an ice-cube at the initial temperature of −5◦C; providing heat (energy),
its temperature rises up till the phase change temperature (0◦C) is reached; then the
heat supplied is used not to increment the sensible temperature, but to change its
phase (and becoming water, liquid). This transition happens without any temperature
change. After the whole ice has become liquid, the heat supplied is used again to
increment sensible temperature of the new phase (liquid). The amount of energy that
substance needs to change its phase is called latent heat. The latent heat generally is
great ' 2 · 105 [J/kg] and it can be used to store thermal energy.
The choice of the right PCM should be done very carefully, taking into account
several parameters as melting temperature, latent heat, thermal conductivity, chemical
stability and so on.
In this study an organic PCM (paraffin RT4, by Rubitherm) has been chosen. Thermo-
physical properties, delivered by supplier, of RT4 have been reported in the Table
5.3
Table 5.3: Thermophysical characteristics of RT4
Tm 4 [
◦C]
ρ 770 [kg/m3]
cp 1800 [J/kgK]
k 0.2 [W/mK]
λ 182000 [J/kg]
The phase change can be modelled using two different numerical approaches:
1. The Enthalpy Method: the referring equation is the enthalpy balance on the i-esime
node,
ρ
∂Hi
∂τ
= ∇(k∇Ti) (5.11)
where:
ρ=density [kg/m3];
H=enthalpy [J/kg];
τ=time [s];
k=thermal conductivity [W/mK];
T=temperature [K];
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i=i-esime node.
Solving the eq. 5.4 at the node i-esime at a specific instant τ and using enthalpy
diagrams like the one in Figure 5.7 temperature field versus time can be evaluated
at each node.
2. The Effective Heat Capacity Method: the referring equation is the thermal balance
on the i-esime node,
ρcp(Ti)
∂Ti
∂τ
= ∇(k∇Ti) (5.12)
where:
ρ=density [kg/m3];
cp= specific heat capacity [J/kgK];
T=temperature [K];
τ=time [s];
k=thermal conductivity [W/mK];
i=i-esime node.
The specific heat capacity is a particular function depending on temperature T
see e.g. Figure 5.7.
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Figure 5.7: Numerical Strategies for Phase Change Modelling.
In this work the Enthalpy method results the most numerically stable and therefore it
has been chosen to model the phase change.
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5.5 roadway section layout
Let’s consider a typical asphalt concrete pavement; usually it is divided into 4 layers:
surface layer, binder layer, base layer and below, the soil layer. In the first part of
the Table 5.4 have been reported the thermo-physical properties and geometrical
peculiarities of each layer of typical asphalt concrete pavement.
Supposing that PCM elements are immersed in the binder layer, in the second part
of the Table 5.4 a new “layer” within the binder course has been added: this layer
represents the PCM elements.
In the Figure 5.8 there is the section of the 2 roadways and the corresponding models.
Table 5.4: Roadway section layout.
Typical AC-Roadway
Layer Thick. [m] k [W/mK] cp [J/kgK] ρ [kg/m3]
Surface L. 0.030 1.5 850 2550
Binder L. 0.12 1.5 860 2530
Base L. 0.515 1.5 850 2550
Soil L. − 1.79 1100 2200
PCM AC-Roadway
Layer Thick. [m] k [W/mK] cp [J/kgK] ρ [kg/m3]
Surface L. 0.030 1.5 850 2550
Binder L. 0.02 1.5 860 2530
PCM elements 0.03 0.2 1800 770
Binder L. 0.07 1.5 860 2530
Base L. 0.515 1.5 850 2550
Soil L. − 1.79 1100 2200
5.6 numerical simulations and results
In this section, the results coming up from numerical FE simulation will be discussed
and a discussion on the variables that may affect the efficiency of the anti-icing system
will be developed.
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(a) (b)
Figure 5.8: Cross-section and corresponding 1D model of a typical roadway (a), and of roadway
with PCM elements (b).
5.6.1 1D Model
The 1D model is the simplest model with whom it is possible to represent the above
anti-icing system.
In this case PCM elements have been modelled as they were a layer within the binder
course (see Figure 5.8). Naturally this is a very taught simplification because the numer-
ical model is not capable to clarify how is the real temperature field within the roadway
section and what is the effect of the “geometrical parameters” of the PCM elements.
Anyhow, the model offers some very useful information on the thermal behaviour of
the system.
According to the roadway layouts presented in the Table 5.4 and to the weather
condition collected by OSMER in Trieste (Sgonico) during the period between the 1st
January and the 8th January 2009 reported in the Par. 5.3, some FE simulations have
been performed, collecting the thermal profiles of the pavement surface.
In Figure 5.9 has been reported temperature profile of pavement surface in both cases
(AC and AC-PCM layout), it can be observed that:
• surface temperature, in the AC roadway layout, decreases near (or below) 0◦C
during every night (or early morning) except between 1-2 January and 7-8 January;
• minimum temperatures, in the AC roadway, are reached about between 6:00AM
and 7:00AM, time when generally people drives to work, and generally there is
no sun light yet;
• during day-time, in the AC roadway, thanks to the solar radiation surface temper-
ature reaches high value (maximum temperature 20◦C);
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• surface temperature, in the PCM-AC roadway layout, never reaches value below
0◦C;
• during during day-time, in the PCM-AC roadway, surface temperature reaches
higher value than in the AC layout; this phenomenon can be explained remem-
bering that PCM has a very low thermal conductivity (0.2 W/mK) and it behaves
like an isolation layer that prevents heat transfer to underlying layers.
Figure 5.9: Surface temperature profiles of AC roadway and PCM-AC roadway.
5.6.2 2D Model
As already discussed above the 1D model is not capable to offer very detailed and
precise results due to its very strict limitations, therefore in order to obtain some finer
results a bi-dimensional model has been developed.
Let’s consider a cross-section as well it is reported in the Figure 5.10. It is possible to
distinguish the following parameters:
• d, the depth of elements. Is is measured from the pavement surface to the upper
surface of PCM element;
• w, the horizontal distance between the axis’s of two adjacent PCM elements.
• h, the height of the section of PCM elements;
• b, the base of the section of PCM elements;
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Figure 5.10: Bi-dimensional layout, parameters and control points.
• A,B,C, control points.
According to the layer layout of the cross-section of a typical roadway presented in
the Table 5.4, and considering the PCM layout in Table 5.5, exposing the model to the
weather condition of section 5.3, it is possible to estimate the temperature profile on
the pavement surface (control point A and B), see Figure 5.11.
Table 5.5: Roadway section layout.
Variable Value [m]
w 0.10
d 0.02
h 0.07
b 0.07
In the Figure 5.12 the temperature field in a close-up of the sections corresponding to
the 2 layouts (with and without PCM elements).
It is possible to appreciate, from Figure 5.11 that the effect of PCM inclusion is a
benefit in terms of minimum temperature of 3◦C, keeping the surface temperature
above the critical point of 1.5◦C.
From the Figure 5.11 in moreover possible to appreciate that:
• there are no big differences between point A and B in terms of temperature; that
means that the pavement surface temperature is uniform;
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Figure 5.11: Temperature profile in control points A, B and C.
Figure 5.12: Temperature field within the section with and without PCM elements.
• the temperature in the PCM elements (in the core point) never went below the
critical point of 5◦C; that means that the PCM elements keep their temperature
above the melting enthalpy during the whole week;
• the temperature of PCM is stable over the melting temperature also in the 5th
days when the pavement temperature, due to the low air temperature and to the
low solar radiation, is always below 7.5◦C.
• as already observed in the case of the 1D model the temperature trend of the
pavement in the case of enhanced asphalt concrete is very similar to the one in
the case of classic asphalt concrete, but with a positive offset of 3◦C.
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In order to define an optimized layout in terms of geometrical variables (depth
of PCM insertion, distances and aspect ratio of the cross-section) some numerical
simulation have been performed, varying time by time one single parameters.
5.6.2.1 Effect of Depth d
The first variable that has been considered is the depth of the PCM pipes. As already
discussed above, the depth refers to the distance of the upper surface of the section of
the pipe and the pavement surface, see Figure 5.10.
The effect of the depth d on the surface temperature is reported in the Figure 5.13.
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Figure 5.13: Effect of depth d, @w = 0.10m, on the minimum temperature of control point A
and B.
From the Figure 5.13 it is possible to appreciate that:
• there are no big differences, for each considered configuration, between the
temperature (in terms of minimum reached temperature) in point A and B.
That means that this parameter doesn’t affect much the pavement temperature
distribution;
• the temperature of the pavement surface decreases almost linearly with the depth
of the PCM;
• the dimension of the cross section is extremely important because the bigger it is
the higher the pavement temperature;
• there are no large differences in terms of pavement temperature benefits, between
pipes with a base(=height) of 0.05÷ 0.07m.
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5.6.2.2 Effect of Distance w
The second parameter that has been considered is the pipe distance. As already ex-
plained it refers to the horizontal distance between axis’s of two adjacent pipes.
The effect of the distance w on the surface temperature (points A and B) is reported in
the Figure 5.14.
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Figure 5.14: Effect of distance w, @d = 0.03m, on the minimum temperature of control point B.
From the Figure 5.14 it is possible to appreciate that:
• the pavement temperature distribution is affected by the distance of two following
PCM pipes; the temperature gap between A and B become much higher with the
growth of the distances (considering the same layout);
• the points A and B are, naturally, influenced by the distance w in two different
ways: the point A lowers its minimum temperature till w = 0.15m, and then the
temperature seems to be stable; in the point B the reduction of the temperature
seems to be linear to teh distance w.
• the dimension of the cross section affect the thermal performance of the pavement;
the bigger the section, the higher the minimum temperature.
5.6.2.3 Effect of Height h and Base b
The effect of the shape ratio of the cross-section has been investigated. In the Figure
5.15 the lowest temperature in the point A and B has been reported in several layouts.
From the Figure 5.15 it is possible to evince:
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Figure 5.15: Effect of b and h on the on the minimum temperature of control points A and B;
w = 0.1m, d = 0.03m, b/h = 0.07m&h/b = variable.
• the length of the base of the section affect very deeply the temperature of pavement
surface in fact the gap between control points A and B is reduced by the growth
of the dimension of base b; the two values are identical in the last point that is
the “almost extreme” case of b = 0.09m and w = 0.10m. This case is very close to
the 1D situation where the PCM element were considered as a internal layer of
the asphalt concrete;
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• the height of the PCM doesn’t affect the thermal distribution of the pavement
surface, in fact the differences between the control points A and B are minimal.
Some studies on the influence of thermal properties of PCM on the thermal efficiency
of the system have been performed focusing on the effect of thermal conductivity,
melting enthalpy and melting temperature.
The layout for the following simulation is that one in Table 5.6.
Table 5.6: Roadway section layout for following studies.
Variable Value [m]
w 0.10
d 0.03
h 0.05
b 0.05
5.6.2.4 Effect of Thermal Conductivity k
The thermal conductivity as discussed in the previous chapter can heavily affect the
thermal performances of devices that implies PCM. This parameter can be tuned
in several ways, e.g. fixing some fins within PCM, including some highly conductive
material into the PCM (graphite, metal powder etc) or combining both of these solutions.
In order to study the effect of this parameter onto the presented anti-icing system several
simulation at several k value have been performed.
The explored range for the thermal conductivity is between 0.2± 5.0 W/mk. The first
value is that one of the pristine RT4 while the last one is those one that can be reached
including some higlly conductive materials (e.g. CENG).
In the Figure 5.16 has been reported the pavement temperature in the control point A,
for several value of k.
The main result coming up from the diagram in the Figure 5.16 is that the thermal
conductivity has a heavy effect on the thermal performance till the value k ≈ 2 W/mK.
After this value there is a sort of plateau, that means that the thermal conductivity
doesn’t affect any more the efficiency of the system.
5.6.2.5 Effect of Melting Enthalpy λ
The melting enthalpy represents the capacity of a material of storing thermal energy
during its phase change. According to the large variety of material available (organic,
inorganic, miscellaneous phase change materials) a study on the influence of this
parameter has been done. Naturally this study has only a speculative aim, due to the
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Figure 5.16: Effect of thermal conductivity k on the minimum temperature of control point A.
fact that its hard to find out several materials with the same (or very similar) low
melting temperature and several melting enthalpies.
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Figure 5.17: Effect of melting enthalpy λ on the minimum temperature of control point A.
The main results coming from the diagram in Figure 5.17, is that the melting enthalpy
seem to affect not so much the efficiency of the system (expressed as usual in terms of
minimum temperature on the control point) if it is higher than 200kJ/kg, which is the
melting enthalpy of the RT4.
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5.6.2.6 Effect of Melting Temperature TM
The final test that has been performed concerns the effect of the melting temperature
on the thermal efficiency of the system. In this case two different materials have been
considered according to the main idea that the melting temperature should be higher
than 0◦C in order warm up the system, avoiding ice formation, but it shouldn’t be too
high, otherwise the solar radiation is not capable to melt the PCM within the asphalt
concrete.
The PCM RT4 has been compared to another one which is the Rubitherm RT6 which
has very similar properties, see Table 5.7 except for the melting temperature which is
6◦C.
Table 5.7: Thermophysical characteristics of RT6
Tm 6 [
◦C]
ρ 770 [kg/m3]
cp 1800 [J/kgK]
k 0.2 [W/mK]
λ 174000 [J/kg]
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Figure 5.18: Effect of melting temperature Tm on the minimum temperature of control point A.
From the Figure 5.18 comes out that in the case of a PCM with a melting enthalpy of
6◦C the solar radiation is not capable to heat the PCM over the meltimg temperature so
that the system is not able to collect thermal energy. The main outcome of this issue is
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in the lowest temperature on the pavement surface: with the RT6 the system the road
surface go below 0◦C.
5.6.3 Limitations of Model
The proposed model shows some strong limitations that may be summarized as follow:
• the 2D model is not capable to represent what is the thermal behaviour in the
axial direction, along the pipe axis. A further improvement to the 3D model is
needed;
• the model doesn’t take into account that, due to the expansion of PCM, pipes are
not fully filled up of PCM but a certain volume of air is present; this air affects
negatively the system;
• the model doesn’t take into account the effect of the pipe wall, that is totally
neglected. Theoretically due to the very high thermal conductivity of metal this
shouldn’t affect the final results.
5.7 conclusions
This preliminary study has shown the capability of usage of PCM elements immersed
in the binder layer, for preventing ice formation on the pavement surface. FEM models
have been developed to simulate the temperature development of asphalt concrete
exposed to a weather profile of 7 days in Trieste.
In the final analysis, the evidence indicates:
• the effect of PCM elements occurs only at minimum (and more dangerous)
temperatures, at other temperatures the thermal profile of pavement surface of
AC-PCM is quite similar to the one without PCM;
• usage of PCM elements prevents ice formation on pavement surface, thanks to
their steady temperature during night-time;
• energy supplied to roadway during night-time is free and comes form the sun (it
has been stored during day time);
• this innovative technologies can be used not only in for roadways but for any
kind of way exposed to weather conditions where it is important that pavement
surface doesn’t freeze (e.g. sidewalks).
• The system seems to be very reliable but the solar radiation and the environmental
boundary condition can affect very negatively the efficiency of the system.
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Part IV
C O N C L U S I O N S

6
F I N A L R E M A R K S
6.1 conclusions
The main task of this research activity is the investigation of the possibility of exploiting
nano-enhanced phase change materials for thermal storage devices with large spread
(boilers, heat exchangers, etc.).
In 2008, when this project was planned, in Journal of Applied Physics an article entitled
Carbon nano additives to enhance latent energy storage of phase change materials, [53], where
authors measured an increment of thermal conductivity and melting enthalpy of a
phase change material by the addiction of different sized carbon nano tubes (CNTs) was
published. This encouraging result leaded to the interest of exploiting this technique
for solving the main problem that affects the usage of PCMs, that is their extremely
poor thermal conductivity, which drives to the necessity of using doping materials and
therefore to consequent reduction of melting enthalpy.
This results fostered the conviction that a convergence point between the nano-doping
and product engineering of devices for thermal storage could exist.
The project was therefore divided into two main branches, the investigation of enhanced
materials for thermal storages, focusing mainly on commercially available materials,
and the design of devices that should imply these materials.
The first activity started with the study of a commercially available organic phase
change material, that is the Rubitherm RT58 - a paraffin wax with a melting point of
58◦C - doped with single walled carbon nano tubes (SWCNTs).
The outcome was totally unexpected, the inclusion of CNTs into this paraffin didn’t
enhance the melting enthalpy but also, a slight decrease (less than predicted by mixture
theory) was measured. After a FTIR analysis for checking the presence of additives or
other unknown maerials, several preparation method was exploited, augmenting the
mixing treatment, using ulta-sonic thermal bath, vibrating basement but results were
the same.
In 2009, Jifen Wang, Huaqing Xie and Zhong Xin in Thermochimica Acta in the article
Thermal properties of paraffin based composites containing multi-walled carbon nanotubes,
[55], measured in a paraffin with melting point 52÷ 54◦C an enthalpy reduction similar
to that one of RT58.
Several examples of nano doping studies have been performed in literature leading to
results that often are in contrast regarding the “enthalpy issue": enthalpy increase due
to nano-additives, enthalpy decrease more or less than expected etc. All the studies
focused mainly on pristine and chemical grade PCM. According to the idea of focusing
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on commercially available phase change materials, paraffins, with different melting
points and different addiction of CNT have been tested.
The main outcomes can be appreciated in the Figures 6.1.
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Figure 6.1: Variation of thermal properties (average values reported).
The red line in the Figure 6.1 is the theoretical reduction according to the mixture
theory.
What can be appreciated is that the inclusion of CNTs induced a reduction of the
melting enthalpy but the value of this variation is less that expected and the deviation
from the theoretical results has a linear trend with the CNTs mass fraction.
The second branch of activity, product engineering of devices that exploited (nano-
enhanced) phase change materials started with the definition of some numerical models
capable of representing the thermal transition between solid and liquid (and vice-versa).
A numerical model was developed and implemented in a finite elements code.
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A modular flexible panel heat exchanger was designed with the task of discharging the
whole stored energy within 1 hour.
The convergence point between nano-enhanced materials and heat exchanger was
immediately tested in in this exchanger layout . In the Figure 6.2 are resumed the
thermal fields after 1 hour of function, exploiting pristine RT58, nano-enhanced RT58
and a mixture of RT58 and compressed expanded natural graphite (CENG).
(a) Pristine RT58 (b) RT58 and 5% of CNTs
(c) RT58+CENG
Figure 6.2: Temperature after 1 hour.
It is immediately clear from the Figure 6.2 that addiction of nano materials has no
effects onto the thermal performance of the system. Moreover the slight increase in
terms of thermal conductivity due to CNT, as observed, doesn’t lead to and increase of
melting enthalpy.
Therefore for the further development of this kind of heat exchanger a PCM/CENG
mixture has been chosen.
In order to increase the performance of the unit an optimization through genetic
algorithm was performed, exploring 880 possible configurations and evaluating by
numerical simulation the thermal output of the systems, in Figure 6.3 an example of the
optimization loop. In Figure 6.4 two examples of optimized panels can be appreciated.
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Figure 6.3: Optimization loop.
(a) (b)
Figure 6.4: Examples of optimized panels.
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Then, a passive anti-icing system for roadways and side-walks was developed,
exploiting the idea of collecting the solar radiation and “keep it” close to the pavement
surface in order to avoid that the temperature went below zero. A numerical model for
the thermal balance in the cross section of a roadway has been developed and coupled
with the weather data collected during the first week of January 2009 in the area of
Trieste, by Os.Me.R. fvg. A phase change material with low melting point (4◦C) are
inserted into some elements (pipes) within the binder of asphalt concrete, see Figure
6.5
Figure 6.5: Enhanced asphalt concrete layout.
The main outcome can be appreciated in Figure 6.6: the usage of these storage
elements avoids the ice formation because the temperature of the pavement surface is
always kept above zero (Tsurf > 1.5◦C, with a temperature gain of 3◦C).
Figure 6.6: Pavement temperature comparison.
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A first optimization for this system was performed, in order to understand what
were the main affective parameters for the functionality of the system.
Both materials and geometrical variables were investigated under the same weather
boundary conditions.
At the end of these activities the main outcome is that, the usage of phase change
materials is and will be a very promising technology for the storage of thermal energy
in a very efficient way under several conditions. These materials, whether they are
organic or in organic, need a deep study in order to define their thermal properties and
their thermal behaviour under different load cycles. According with the tests performed
in this work the possibility of using carbon nano tubes as thermal enhancer leads to two
main disadvantages: one one hand no benefits in terms of melting enthalpy have been
recognize in the analysed materials, on the other hand the economical issue becomes
a predominant problem, when CNTs are used. Regarding the latest point it is worth
to underline that the cost of 1 g of CNTs is about 70$ and supposing, for example, to
use a panel unit like the one in Figure 6.2, with a PCM mass of 13 kg, the required
mass of CNTs for a mixture at 5% leads to a required quantity of CNTs of 0.65kg that
is economically infeasible (also according to the small deriving benefits).
6.2 further developments
Both the branch of activities of this work can be further developed, nevertheless it is
extremely hard after this experience find a convergence point between a nano enhanced
phase change materials and thermal storage products.
Regarding the first activity the most interesting developments is the investigation of
the behaviour of other materials (e.g. inorganic PCMs) with nano enhancing materials.
In the case of product engineering several improvements and suitable developments
can be wished, first of all the test of the model by a test rig or by some field tests.
Part V
A P P E N D I X

A
S O L A R PA R A B O L I C T R O U G H S
a.1 introduction
In this section a report of an investigation performed for a small Slovenian company,
which wanted to start a production of parabolic troughs for domestic hot water pro-
duction to be used in the local area is presented. Required commitment was to develop
a numerical preliminary code for simulating performances and functionalities of the
system to be installed in Trieste and to understand what were crucial points that cauld
affect the thermal performances of the system. The developed algorithm was based on
that one presented in [3].
a.2 definitions
In this section some definitions that will be used in the further parts will be clarified.
General definitions:
• Collector. This is the whole system (parabolic line, pipes, etc.) exploited for
solar energy collection and conversion into thermal energy. It is formed by a
concentrating system or optical system and a receiver.
• Concentrating system. This sub-system is assigned to focusing the solar beams
into a specific area where the receiver is placed. The geometry of the concentrating
system qualifies the collector type.
• Receiver. The receiver is the sub-system assigned to the conversion of solar energy
into thermal or photovoltaic energy. It is constituted of an absorber (which can be
a special coating) and a transducer, e.g. a pipe where the transfer fluid flows.
Geometrical definitions:
• Parabola. In mathematics, the parabola is a conic section, the intersection of a
right circular conical surface and a plane parallel to a generating straight line of
that surface. Given a point (the focus) and a corresponding line (the directrix) on
the plane, the locus of points in that plane that are equidistant from them is a
parabola.
The equation is:
y2 = 4fx
• Width of parabola, “a”. It is the length of the projection of the parabola.
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Figure A.1: Geometrical characteristic of collector.
• Local bending radius, “r”. It is the length of the segment that links the focus
f and a point on the profile of parabola. The radius r is not constant but it is
between a lower value to∞.
• Distal bending radius, “rr”. In a solar collector the parabola has a finite geometry,
therefore rr is the radius in the distal position.
• Local angle, “Φ” . It is the angle between the parabola axis and the bending
radius.
• Distal angle, “Φr”. It is the angle between the parabola axis and the distal
bending radius.
a.3 solar radiation
The first step for the evaluation of the performance of a parabolic trough is the
evaluation of the available solar radiation where the plant is supposed to be installed.
The plant will be equipped with one axis tracing system east-west, so that only direct
incident radiation will be available for the device.
In order to have a flexible tool, an algorithm for the evaluation of the solar radiation
has been developed, exploiting the “Clear Sky Algorithm” having has input data only
latitude, longitude, height of installation place and day. For example supposing to
install the plant in Trieste1 - (45◦38 ′10 ′′N, 13◦48 ′15 ′′, 2mel) the solar radiation during a
day (e.g. 15 July) has the trend in the Figure A.2.
The hypothesis of clear sky is very strict and it doesn’t take into account cloudy or
rainy days.
1 The Slovenian company would like to start at the beginning only a local business.
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Figure A.2: Direct solar radiation, clear sky algorithm (Gnb,cs) on 15 July.
a.4 optics
a.4.1 Angle of Incidence
The zenith angle θz is the angular distance between the normal to the surface in the con-
sidered point and the link between the sun (point) and the point itself. Mathematically
it can be expressed as:
cosθz = cosΦ · cosδ · cosω+ sinΦ · sinδ (A.1)
where:
Φ= Latitude;
δ=Declination;
ω=Hour angle.
The angle of incidence θ, instead, is defined as the angle between the solar beam and
the normat line to the surface. Considering a tracing system E−W, this angle is:
cosθ =
√
cos2θz + cos2δ+ sin2ω (A.2)
a.4.2 Absorptance and Incident Angle
Absorptance is the ratio between the light intensity which passes through a certain
sample at a certain wavelength λ and the intensity before passing through the media;
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this value depends also on the incident angle between the beam and the surface sample.
The relation between the angle and the absorbance is:
αa(θ)
αn
= 1− 1.5879 · 10−3θ+ 2.7314 · 10−4 · θ2 − 2.3026 · 10−5 · θ3 + 9.0244 · 10−7 · θ4
−1.8000 · 10−8 · θ5 + 1.7734 · 10−10 · θ6 − 6.9937 · 10−13 · θ7 (A.3)
For example considering a Nickel coating αn is 0.95.
a.4.3 Jacket Transmittance
The receiver is composed by a protective transparent jacket which creates a certain gap
with the absorber. The space between the jacket and the absorber can be ”filled” with
vacuum, air or other gasses, that reduce the thermal losses to the external environment.
Due to the presence of the jacket the optical effect are widely affected and light is
refracted passing through the jacket, according to the Snell’s law:
n1
n2
=
sin(θ1)
sin(θ2)
(A.4)
where:
n1=refractive index of first sample, 1 if air;
n2=refractive index of second sample, 1.526 if glass;
θ1=angle of incidence (θ);
θ2=angle of refraction.
Thanks to the equation A.4, it is possible to calculate the refraction angle θ2 through
that it is also possible to evaluate the parallel and normal components of the unpolarized
radiation that passes through the two media (glass and air):
r⊥ =
sin2(θ2 − θ1)
sin2(θ2 + θ1)
(A.5)
r‖ =
tan2(θ2 − θ1)
tan2(θ2 + θ1)
(A.6)
For a single jacket (cover), the trasmittance is:
τcover =
1−r‖
1+r‖
+ 1−r⊥1+r⊥
2
(A.7)
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The absorptance is:
αcover =
Itrasmitted
Iincident
= e
−K·sr
cos(θ2) (A.8)
where:
K= Extinction coefficient, 32m−1 if glass;
sr= Thickness of sample.
It is possible to evaluate the optical properties of jacket as:
ξcover = αcover · τcover (A.9)
a.4.4 Intercept Factor
The intercept factor γ is the quantity of reflected light that hits the absorber. If the
absorber is large enough γ = 1.
Because some errors in the reflecting surface can affect the efficiency, the diameter of
the reflected image into the absorber is:
D = a ·
sin
(
0.267+ δm2
)
sin (Φr)
(A.10)
where:
a= width of parabola;
δm= Optical error;
Φr= Distal Angle.
The intercept factor therefore can be expressed as:
γ =
{
1, ifDro > D
Dro
D , ifDro < D
(A.11)
where:
Dro= Absorber diameter.
a.4.5 Specular Reflectivity of Mirror
The specular reflectivity of mirror ρm is the ratio between the incident radiation and
the reflected one.
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a.4.6 Overall Optical Efficiency
The overall optical efficiency is the result of the efficiency of all the components:
η (θ) = ρs ·αa · ξcover · γ (A.12)
a.4.7 Efficiency Corrector
Other errors can be caused by a misalignment in the tracing system or for example by
incorrect position of receiver into the focus and it is possible to consider all these errors
using a a correction coefficient that depends on the solar collector; for example in the
case of Sandia Hexcel, the correction value is:
κ (θ) = 1− 6.74 · 10−5 · θ2 + 1.64 · 10−6 · θ3 − 2.51 · 10−8 · θ4 (A.13)
a.4.8 End-Effect Correction
This value take into accounts that the projection of the solar beam can be situated
beyond the end of the receiver. This effect can be estimated with the following formula:
 (θ) = 1−
f
l
·
(
1+
a2
48 · f2
)
· tan (θ) (A.14)
where:
a= Width of parabola;
f= Focus of parabola;
l= Length of concentrating system.
a.4.9 Absorbed Radiation
Finally, it is possible to have the absorbed radiation, taking into account the whole set
of optical parameters:
S = Gnb,cs · η (θ) · κ (θ) ·  (θ) · cos (θ) (A.15)
In Figure A.3 values of the available solar radiation -Gnb,cs- and the absorbed one
-S- of a solar parabolic trough with the characteristics in Table A.1 .
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Table A.1: Collector caracteristics
f [m] a [m] l [m] Dro [m] sr [m] αn n2 K [m
−1] ρs δd [
◦]
1.01 2.00 4.00 0.05 0.005 0.95 1.526 32 0.93 0.1
Figure A.3: Normal beam radiation (Gnb,cs) and absorbed radiation (S) on 15 July.
a.5 thermal performances
The second step, after the definition of the optical parameters, is the evaluation of the
thermal energy transmitted to the thermal fluid.
a.5.1 Thermal Losses With Environment
The receiver is composed by a pipe with inner diameter Dai and outer diameter Dao
and by a jacket (or cover), which is a transparent pipe with a inner diameter Dci and a
outer diameter Dco.
The cover is in contact with external environment and therefore it can exchange energy
(power) due to convection (e.g. wind) and thermal heat radiance with the clear sky. The
losses can be calculated as:
Qloss = Qconv +Qrad (A.16)
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where:
Qconv = piDcolhw (Tco − Tair) (A.17)
and:
Qrad = cpiDcolσ
(
T4co − T
4
sky
)
(A.18)
where:
Dco= Outer cover diameter;
l= Receiver length;
hw= Convective heat coefficient;
Tco= Outer temperature of cover;
Tair= Air temperature;
c= Emissivity of cover;
σ= Stefan–Boltzmann constant, 5.67 · 10−8 [W/m2/K4];
Tsky= Clear sky temperature.
hw can be calculated as :
hw =
kair ·Nuw
Dco
(A.19)
con:
kair= Thermal conductivity of air;
Nuw= Nusselt number, from the following:
Nuw =
{
0.4+ 0.54Re0.53 0.1 < Re < 1000
0.3Re0.6 1000 < Re < 50000
(A.20)
Re= Reynolds number, from the following:
Re =
ρair ·Uw ·Dco
µair
(A.21)
ρair= Air density;
µair= Dynamic viscosity of air;
Uw= Wind velocity.
It is possible calculate the temperature Tci, that is the temperature onto the inner
surface of the jacket:
Qloss =
2pikcl (Tci − Tco)
ln
(
Dco
Dci
) (A.22)
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whence:
Tci = Tco +
Qlossln
(
Dco
Dci
)
2pikcl
(A.23)
where
kc= Cover thermal conductivity.
With Tci it is now possible to estimate the power transmitted between the inner surface
of the jacket and the outer surface of the absorber, taking into account the material of
the gap between the 2 concentric pipes:
Qloss = Qcond +Qrad (A.24)
where:
Qcond =
2pikgapl (Tro − Tci)
ln
(
Dci
Dro
) (A.25)
and:
Qrad =
piDrolσ
(
T4ro − T
4
ci
)
1
r
+ 1−cc
Dro
Dci
(A.26)
r= Emissivity of receiver;
c= Emissivity of cover.
The overall heat coefficient UL is:
UL =
Qloss
Aro · (Tro − Tair) (A.27)
From the equations A.17, A.25 the value of Tco e Tro should be known therefore an
iterative loop is necessary for the evaluation of UL, see Algorithm 1.
In Figure A.4 the value of the UL for a receiver with the properties in Table A.2, as a
function of temperature Tro.
Table A.2: Caracteristics of receiver
Dco [m] Dci [m] l [m] Dro [m] Uw [m/s] hw [W/m
2K]
0.10 0.09 4.00 0.05 3.0 28.60
Tair [K] Tsky [K] c r kc [W/mK] kgap [W/mK]
298.15 275.15 0.88 0.31 1.4 0; 0.004; 0.0246
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Algorithm 1 Evaluate UL
Tro = T
∗
ro
Tco = T
∗
co
while Errore < 0.0001 do
Qloss = piDcolhw (Tco − Tair) + cpiDcolσ
(
T4co − T
4
sky
)
Tci = Tco +
Qlossln
(
Dco
Dci
)
2pikcl
Qloss,v =
2pikgapl(Tro−Tci)
ln
(
Dci
Dro
) + piDrolσ(T4ro−T4ci)1
r
+ 1−cc
Dro
Dci
Errore =
Qloss−Qloss,v
Qloss,v
if | Errore |< 0.0001 then
Break
else {Qloss −Qloss,v > 0}
Tco → Tco + 0.05
else {Qloss −Qloss,v < 0}
Tco → Tco − 0.05
end if
end while
Tco,UL
Figure A.4: UL as function of receiver temperature Tro.
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From Figure A.4 it is possible to appreciate that the value of UL is strict affected by the
medium within the gap (vacuum kgap = 0.0004 W/mK) or air (kgap = 0.0246 W/mK).
a.5.2 Heat Transfer to Fluid
The last step is the evaluation of the overall heat transfer coefficient between external
air and thermal fluid. The overall heat transfer coefficient is:
UO =
 1
UL
+
Dro
hfiDri
+
Droln
(
Dro
Dri
)
2kr
−1 (A.28)
where:
kr= Thermal absorbance of receiver;
hfi= Convective heat transfer coefficient within the receiver.
hfi can be estimated by:
hfi =
Nufkf
Dri
(A.29)
where Nuf comes from:
Nuf =
 3.66 Re < 2200f8RePr
1.07+12.7
√
f
8 (Pr
2
3−1)
(
µf
µw
)n1
Re > 2200
(A.30)
where:
f = (0.79ln (Re− 1.64))−2 (A.31)
and:
Re =
4m˙
piDriUf
(A.32)
where:
µf= Viscosity of thermal fluid;
µw= Viscosity of water;
n1= 0.11;
Uf= Velocity of fluid within the pipe;
m˙= Mass flow within the pipe.
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Specific power as a function of Tro is:
q ′u =
ACS
L
−
ArUL
L
(Tro − Tair) (A.33)
where:
AC= Concentrating area;
Ar= Receiver area.
The specific power as a function of Tf e Tro is:
q ′u =
Ar
L (Tro − Tf)
Dro
hfiDri
+
Droln
(
Dro
Dri
)
2kr
(A.34)
the combination of the previous formulae leads to:
q ′u = F
′AC
L
[
S−
Ar
AC
(Tf − Tair)
]
(A.35)
where:
F ′ =
1
UL
1
UL
+ DrohfiDri +
Droln
(
Dro
Dri
)
2kr
=
1
UL
1
UO
(A.36)
F ′ is the efficiency factor of the collector which is the ratio between the thermal resistance
of the receiver and the thermal resistance of the system receiver/thermal fluid.
In the same way it is possible to calculate the power as:
Qu = FRAC
[
S−
Ar
AC
(Tfin − Tair)
]
(A.37)
where:
Tfin= inlet temperature of fluid;
FR= efficiency of the heat exchanger, that is:
F ′′ =
FR
F ′
=
m˙Cp
ArULF ′
[
1− e
ArULF
′
m˙Cp
]
(A.38)
where:
Cp= Specific heat capacity of fluid.
From the power in A.37 where it has been used the UL, estimated for a first shoot
temperature Tro, now it is necessary to verify if the temperature Tro is correct.
The gap between inlet and outlet in the solar collector is:
∆T =
Qu
m˙Cp
(A.39)
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whence it is possible to calculate the average temperature of the fluid Tf as:
Tf =
Tfout − Tfin
2
(A.40)
where:
Tfout= Outlet temperature of fluid;
So it is possible to check the value of Tro as:
Tro = Tf +Qu
 1
piDroLhfi
+
ln
(
Dro
Dri
)
2pikrL
 (A.41)
The algorithm for the performance calculation of the solar collector is in the Algorithm
2.
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Algorithm 2 Performance Evaluation
Tro = Tfin + 0.25SLa−DcoCpm˙
while ErrTro < 0.0001 do
Tco = 0.2(Tro − Tair) + Tair
while ErrTco < 0.0001 do
Qloss = piDcolhw (Tco − Tair) + cpiDcolσ
(
T4co − T
4
sky
)
Tci = Tco +
Qlossln
(
Dco
Dci
)
2pikcl
Qloss,v =
2pikgapl(Tro−Tci)
ln
(
Dci
Dro
) + piDrolσ(T4ro−T4ci)1
r
+ 1−cc
Dro
Dci
ErrTco =
Qloss−Qloss,v
Qloss,v
if | ErrTco |< 0.0001 then
Break
else {Qloss −Qloss,v > 0}
Tco → Tco + 0.05
else {Qloss −Qloss,v < 0}
Tco → Tco − 0.05
end if
end while
Tco,UL
UO =
(
1
UL
+ DrohfiDri +
Droln
(
Dro
Dri
)
2kr
)−1
F ′ =
1
UL
1
UL
+ DrohfiDri
+
Droln
(
Dro
Dri
)
2kr
=
1
UL
1
UO
F ′′ = m˙CpArULF ′
[
1− e
ArULF
′
m˙Cp
]
FR = F
′′ · F ′
Qu = FRAC
[
S− ArAC (Tfin − Tair)
]
∆T = Qum˙Cp
Tfout = Tfin +∆T
Tf =
Tfout−Tfin
2
Tro = Tf +Qu
[
1
piDroLhfi
+
ln
(
Dro
Dri
)
2pikrL
]
ErrTro =
Tro−T ro
T ro
if | ErrTro |< 0.0001 then
Break
else {| ErrTro |> 0.0001}
Tro → Tro
end if
end while
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a.6 results
Is is now possible to evaluate the theoretical performance of the solar collector.
In the Table A.3 all the characteristics of the plant are reported. The functionality of the
plant has been evaluated in days number n = 15 (15th January), n = 74 (15th March)
and n = 166 (15th June) with a sampling frequency of 10 samples/hour.
Table A.3: System data.
Geodesics data
Place Trieste (TS)
Latitude - Φ 45◦38 ′10 ′′N
Longitude 13◦48 ′15 ′′E
Reference Meridian 15◦00 ′00 ′′E
Height - h 2m.s.l.m.
Time and Days
Day - n 15− 74− 156
Time 0 : 0.1 : 24
Geometrical datas
Width of parabola - a 2.00 [m]
Focus position - f (0; 0.70) [m]
Length of collector - L 4.00 [m]
Outer diameter of jacket - Dco 0.070 [m]
Inner diameter of jacket - Dci 0.060 [m]
Outer diameter of receiver - Dro 0.030 [m]
Inner diameter of receiver - Dri 0.025 [m]
Length of receiver - LR 4.00 [m]
Environment data
Average wind speed - Uw 5 [m/s]
Average air temperature - Tair 10 [◦C] = 283.15 [K]
Sky temperature - Tsky 2 [◦C] = 275.15 [K]
Thermal data
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Density of air - ρair 1.232 [kg/m3]
Thermal conductivity of air- kair 0.0246 [W/mK]
Dinamic viscosity of air- µair 1.794 · 10−5 [kg/ms]
Thermal conductivity of jacket - kc 1.4 [W/mK]
Emissivity of jacket - c 0.88
Thermal conductivity of gap - kgap 0.0004 [W/mK]
Thermal conductivity of receiver - kr 47.6 [W/mK]
Emissivity of receiver - r 0.17
Optical data
Reflectance of mirror - ρm 0.90
Dispersion angle - δm 0.01 [◦]
Refraction index of cover - nc 1.526
Extinction coefficient of cover- K 32 [m−1]
Absorptance of receiver - αn 0.95
Fluid data
Fluid Water
Mass flow rate - m˙ 400 [l/ora] = 0.11 [kg/s]
Density of water - ρf 1000 [kg/m3]
Specific heat capacity - Cpf 4186 [J/kgK]
Thermal conductivity - kf 0.65 [W/mK]
Viscosity - µf 1.761 · 10−3 [kg/ms]
Inlet temperature - Tinf 35 [◦C] = 308.15 [K]
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(a)
(b)
(c)
Figure A.5: Comparison of specific power.
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(a)
(b)
(c)
Figure A.6: Comparison of temperature.
A.6 results 165
(a)
(b)
(c)
Figure A.7: Comparison of output power.
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From Figures A.5-A.7 it is possible to notice that the collector is inadequate for
supplying thermal power during winter(in this case represented by the 15th January),
while it supplies a power of about 2 kW during spring time (e.g. 15th March) and
it fulfils (and overcomes) the domestic how water production requirements during
summer period with an average output power of about 3.8 kW.
a.7 analysis
The effect of variation of some parameters will be discussed in this section.
The gap dimension (sec.A.7.1), the collector length (sec.A.7.2) and the mass flow
rate (sec.A.7.3) impact on thermal performances of the collector have been separately
considered in the following sections.
a.7.1 Gap Effect
In this section the effect of the dimension of the gap between the absorber and the
jacket has been considered and evaluated during the day n = 74. Three different cases
have been analysed, see Table A.4.
Table A.4: Cases
CASE 1 Dro [m] Dci [m] Dco [m] L [m]
0.03 0.06 0.07 4.00
CASE 2 Dro [m] Dci [m] Dco [m] L [m]
0.03 0.10 0.11 4.00
CASE 3 Dro [m] Dci [m] Dco [m] L [m]
0.03 0.14 0.15 4.00
The main outcome from Figure A.8 is that the dimension of the gap, with medium
vacuum (0.0004 W/mK), has only minimal effects of the performances of collector.
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Figure A.8: Specific power depending on dimension of gap.
a.7.2 Length Effect
The effect of the collector length on the outlet temperature has been investigated in
order to avoid that dangerous and unsafe temperature (≈ 90◦C) could be reached
during the functionality of the system. In Figure A.9 the outlet temperature during the
day n = 156 for cases in Table A.5.
Table A.5: Cases
CASE 1 Dro [m] Dci [m] Dco [m] L [m]
0.03 0.10 0.11 2.00
CASE 2 Dro [m] Dci [m] Dco [m] L [m]
0.03 0.10 0.11 4.00
CASE 3 Dro [m] Dci [m] Dco [m] L [m]
0.03 0.10 0.11 8.00
The length of the collector is obviously a fundamental parameter for the performances
of the plant, in fact the bigger the collector the higher the collecting surface and therefore
the higher the transmitted energy to the fluid. In order to solve the boiling problem
there are mainly three strategies: changing the thermal fluid e.g. using mineral oil with
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Figure A.9: Outlet temperature depending on collector length L.
a boiling point far from the highest reachable temperature, using different layouts for
collectors, e.g. parallel layout instead of series configuration or modulating the mass
flow rate in order to reduce the reachable temperature (see. sec. A.7.3).
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a.7.3 Mass Flow Effect
The dependence on the mass flow of specific power and outlet temperature has been
investigated In Figures A.10 and A.11 specific power and outlet temperature for cases
in Table A.6 are reported.
Table A.6: Cases.
CASE 1 Dro [m] Dci [m] Dco [m] L [m] m˙ [kg/s]
0.03 0.10 0.11 4.00 0.005
CASE 2 Dro [m] Dci [m] Dco [m] L [m] m˙ [kg/s]
0.03 0.10 0.11 4.00 0.02
CASE 3 Dro [m] Dci [m] Dco [m] L [m] m˙ [kg/s]
0.03 0.10 0.11 4.00 0.05
Figure A.10: Specific power depending on mass flow rate m˙.
The mass flow doesn’t affect the specific power while has a large effect on the outlet
temperature: the bigger it is the lower the outlet temperature. This observation leads
to the possibility of using the mass flow regulation as a cheap and suitable system for
outlet temperature control.
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Figure A.11: Outlet temperature depending on mass flow rate m˙.
a.8 final remarks
In this report a numerical code for performance evaluation of parabolic trough has
been developed.
The numerical model is based on the evaluation of the solar radiation through a clear
sky algorithm, which is an optimistic estimation of the available solar radiation, having
as input the geodesic data of installation site. The code permits to evaluate the per-
formance of the solar trough by its properties, taking into accounts geometrical data,
optical properties, thermal characteristics of involved materials and also operational
variables.
The outcomes of the algorithm are power trace and trend of outlet temperature de-
pending on day and hours; through the results it is possible to make a preliminary
investigation in order to understand if the system could be exploited for domestic hot
water production or other domestic thermal supply.
The simulations showed that in the local area it is possible to exploit this kind of
solar collector because their thermal output is greater that that one coming form plain
thermal solar panels.
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