Abstract. For a given graph H we define ρ(H) to be the minimum order of a graph G such that every proper vertex coloring of G contains a rainbow induced subgraph isomorphic to H. We give upper and lower bounds for ρ(H), compute the exact value for some classes of graphs, and consider an interesting combinatorial problem connected with computation of ρ(H) for paths. This research is motivated by some ideas in on-line graph coloring algorithms.
Rainbow induced subgraphs have been considered in many papers in connection with various problems of extremal graph theory. They have been considered both for edge-colorings and vertex-colorings, and both in terms of existence or in terms of avoiding (see [1, 2, 3, 4, 9, 10, 11] ). Our special motivation comes from research in on-line coloring (see [5, 8] ), where the base for some algorithms is the existence of rainbow anticliques to force a player to use a new color. In particular, in [8] , a problem has been formulated to estimate the minimal number of moves in the game considered one needs to force the appearance of a rainbow copy of a fixed graph H in a fixed class of graphs C.
In this paper we deal with proper vertex colorings of graphs, colorings, in short, and rainbow induced subgraphs, by which we mean induced subgraphs whose all vertices have different colors. We consider a problem of constructing a minimal graph G such that for a given graph H every coloring of G contains a rainbow induced subgraph isomorphic to H. We shall write simply G r → H to denote such a situation. We define ρ(H) to be the least number m such that there exist a graph G with G r → H. A similar definitions are introduced in [3] in connection with anti-Ramsey numbers. There is no requirement for colorings to be proper. Instead, there is a restriction on the number of colors used to be not smaller than the cardinality |H|. As a consequence it may happen there are only finitely many graphs that in every such coloring contain rainbow colored copies of H, and the authors concentrate on such situations. Proper vertex colorings and a problem connected with the existence of rainbow induced stars and paths have been considered in [10] . Interesting results on proper coloring for edges are contained in [9] and [11] .
The bounds
It is not difficult to see that for every graph H there exists a graph G satisfying G 
In order to prove the second inequality we construct a suitable graph G with G
.., h n denote the vertices of H in a fixed order. We define G as consisting of n disjoint cliques KH 1 , KH 2 , ..., KH n corresponding to the vertices of H and connected in a way reflecting the structure of H. The starting clique KH 1 has precisely one vertex. Let us suppose we have defined the subgraph G i−1 of G consisting of the cliques KH 1 , KH 2 , ..., KH i−1 , 1 < i ≤ n and some edges among them, and let m i denotes the number of edges in H of the form (h j , h i ) for 1 ≤ j < i. We define now G i as the union of G i−1 and the clique KH i consisting of i − m i vertices, and some additional edges between G i−1 and KH i according to the following rule: if for some 1 ≤ j < i, there is an edge h j h i in H, then we add all the possible edges between vertices of cliques KH j and KH i ; otherwise, no edge between the cliques KH j and KH i is added. (In Figure 1 an example is shown for a graph on 5 vertices).
Consequently, if there are m ′ i non-edges of the form h j h i in H, with j < i, then the number of vertices in KH i is one more: i − m i = m In order to prove the first inequality we show that if G is a required graph, such that in each coloring of G there exists a rainbow induced subgraph H, it needs to have at least
vertices. To this end we color G step by step and count the number of colored vertices until n colors is used. If χ = n the inequality is clear, so we may assume that χ < n.
First let us choose any induced subgraph H 1 of G isomorphic to H, and color the vertices of H 1 into χ colors. This may be considered as a part of certain coloring of G. Hence it follows that there exist an induced subgraph H 2 of G isomorphic to H having in common with H 1 at most χ differently colored vertices. We color the remaining vertices of H 2 with (at most) χ new different colors. We proceed in such a way until n color is used. At the i − th step of this procedure we have used not more than i · χ colors. If this number is still less than n, than we choose a subgraph H i+1 of G isomorphic to H having in common with the set of vertices colored so far at most i · χ differently colored vertices. So, again, we color the remaining vertices of H i+1 with at most χ new different colors.
There are at least k = n χ steps until n colors are used. The numbers of vertices colored at each step are at least, respectively, n, n − χ, n − 2χ, . . . , n − (k − 1)χ. It follows that the order of G
as required.
Note, that since the right hand side in the latter inequality, for k < n χ + 1, is an increasing function of k, we have
This estimation shows clearly the order of the magnitude of the bound, but is generally weaker than the bound given in the theorem. It may be proven to be the same in cases when n is a multiplicity of χ. We note that for cliques H = K n and anticliques H = A n the bounds in the theorem are equal and thus give formulas ρ(K n ) = n and ρ(A n ) = n(n + 1)/2.
For a double clique H = 2K n , the disjoint union of two cliques K n , we have 3n ≤ ρ(2K n ) ≤ 2n + n 2 . In this case, it is not difficult to see, that the lower bound is attained. Indeed, the graph G = K n ∪ K 2n , the disjoint union of K n and K 2n , has a rainbow induced subgraph 2K n in each coloring.
An example, when only the upper bound gives the exact formula, is the star S n (that is the complete bipartite graph K 1,n−1 ). Our bounds yield
One can prove directly (but it requires already some work) that (2) ρ(S n ) = n(n − 1)/2 + 1.
It follows also from a more general result we prove in the next section.
Computing the exact value ρ(H) is generally a hard problem. It involves computing both the clique number and the chromatic number. There is however one case when the value ρ(H) has been already computed: these are the graphs H for which the upper and lower bounds in Theorem 1.1 coincide, thus giving the exact formula. We have observed already that this is a case when H is a clique or anticlique. It turns out that these are special cases of a larger class, namely, the Turán graphs T (n, r), that is, the complete r-partite graph with n vertices and as equal classes as possible (cf. [9] ).
Indeed, for such a graph and n = kχ + s, with 0 < s ≤ χ, we have ⌈n/χ⌉ = k + 1, and χ = r. The left hand side of (1) equals (k + 1)(s + kr/2), while the left hand side equals (r − s)k(k + 1)/2 + s(k + 1)(k + 2)/2, which is the same. Hence we have the formula ρ(T (n, r)) = ⌈n/χ⌉ (n + s)/2, where s is the number of larger classes in T (n, r). Which is more interesting, the equality of our bounds implies that H must be a Turán graph. In fact we have the following.
Theorem 1.2. The equality of bounds (1) in Theorem 1 holds if and only if H is a Turán graph.
Proof. The "if" part is proved above. It remains to prove the "only if" part. Assume that T = T (n, χ) is the Turán graph with χ = χ(H) classes. Then χ(T ) = χ. From the Turán's theorem [6] we obtain that T has a maximal possible number of edges and it is unique for a fixed n and χ. By assumption and the properties of the Turán graph established so far, we have
It follows that the sizes of T and H are the same, and therefore by the maximality property mentioned above, H = T .
The second lower bound
We will consider possibilities of improving our general bounds for special classes of graphs. This can be done when we have additional information on the structure of the graph. First we make use of partitions of the set of vertices into anticliques. Note that for each graph H there are usually many such partitions, if the anticliques of size one are admitted. For graphs with both large anticliques and large chromatic numbers our second lower bound below is much better.
Theorem 2.1. If the set of vertices of a graph H can be partitioned into anticliques of sizes
Proof. The idea of the proof is the same as before. Yet, now we apply a different more efficient coloring using the structure of anticliques. By assumption H is a union of disjoint anticliques A x1 , A x2 , . . . , A x k and, possibly, some additional edges between anticliques. We may assume that the sizes satisfy
Let G be a graph with G r → H. As before, G has to contain an induced copy H 1 of H. We color only the vertices in the largest anticlique of H 1 using one color and treat this as a part of a certain coloring of G. Since G r → H, it follows that there exist an induced subgraph H 2 of G isomorphic to H having in common with the colored part at most one vertex v. With a new color we color now all the vertices in the largest anticlique of G − v. Again, it follows that there exist a subgraph H 3 of G isomorphic to H having in common with the colored part at most 2 vertices u, w, and we color with the third color all the vertices in the largest anticlique of G − {u, w}. We continue this process until we have used n = |H| different colors. We claim that we have colored in such a way at least Continuing in such a way we see that
Let us observe that the bound above may be presented as n + 
Note that from this formulation it is immediate that both the bounds are equal if and only if H is a complete r-partite graph. Hence we have Corollary 2.3. For the complete r-partite graph ρ(K x1,x2,...,x k ) we have
In particular, for the star S n we have the result announced in (2) . Also Turán graphs appear in this corollary as a special case. In fact, Theorem 2.1 improves generally the lower bound (1), yet the argument is not straight and depends on the choosing a suitable anticlique partition.
The second upper bound
It is also possible to improve the upper bound of (1) for some types of graphs using a special decomposition into cliques. Given a graph H we define a relation ∼ on the set of vertices by x ∼ y if and only xy ∈ H and x and y have exactly the same neighbors in H − {x, y}. We note that this is an equivalence relation and the equivalence classes form cliques in H. These cliques are called the replication cliques of H.
This name is justified by the fact that, if the relation ∼ is non-trivial, the graph may be viewed as one obtained from a smaller graph M by replication of vertices. More precisely, a graph H is obtained from a graph M by replication of a vertex x ∈ M if H is obtained from M by replacing vertex x by a clique K of vertices, and replacing each edge xy incident with x by the edges joining y with all vertices of K. A graph H obtained from a graph M by successive replication of vertices is called a replication graph of M (this definition is a little bit more general than that given in [7] ).
We note that the construction of the graph G used in the proof of the upper bound in Theorem 1.1 is the replication graph of H consisting of the cliques KH 1 , KH 2 , . . . , KH n . The size of KH i is precisely 1 + n i , where n i denotes the number of non-edges between the vertex of h i and the vertices {h 1 , h 2 , . . . , h i−1 }. We generalize this construction as follows. Proof. To find a graph G of the required size with G r → H, we consider again a replication graph of H with the cliques of suitable sizes. Each clique KH i is replicated (replaced) by a clique KG i of size y i + n i . (Note that since n 1 = 0 by definition, the cliques KG 1 and KH 1 are the same). Consider any coloring of the graph G resulted in such a way. We describe by induction a rainbow induced subgraph H ′ isomorphic to H. As the first part of H ′ we take KH 1 = KG 1 . Since KH 1 is a clique all the vertices in it have different colors. Suppose we have constructed a rainbow part Figure 2 . Partitioning the union of cliques into anticliques.
In order to see that the bound is the best when the sizes of the cliques are in an increasing order, suppose we have two cliques KG i−1 and KG i in G of sizes y i−1 + n i−1 and y i + n i , respectively, such that y i−1 > y i . If we change the order of the cliques KG i−1 and KG i in G then the only part of the sum of (4) that may change is that given by n i−1 + n i . Let n ′ i−1 and n ′ i denote the respective numbers of non-edges after the change of the order of the cliques KG i−1 and KG i . Now, there are two cases: (1) either there is no edge between KG i−1 and KG i , or (2) there is an edge between any two vertices of KG i−1 and KG i . In the first case, the change of the order of the cliques does not change the sum n i−1 + n i . In the second case n i = m i + y i−1 , where m i counts the non-edges between a vertex in KH i and the vertices in KH 1 ∪ KH 2 ∪ . . . ∪ KH i−2 . After the change of the order we have n
yielding a better bound. Now the claim easily follows.
Combining the results of Theorems 2.1 and 3.1 we obtain also the exact formula for the complements of complete r-partite graphs, that is, disjoint unions of cliques.
Corollary 3.2. Let H be the union of disjoint cliques KH
Proof. First we apply the lower bound of Theorem 2.1. Note that H can be partitioned naturally into r = y 1 anticliques AH 1 ∪ AH 2 ∪ · · · ∪ AH r of the sizes x 1 ≥ x 2 ≥ . . . ≥ x r , respectively (see Figure 2) . The size of the largest anticlique AH 1 is x 1 = s, and there are exactly y s anticliques of this size. Then, the size of the next anticlique AH ys+1 is s − 1 or less (in case when y s = y s−1 ). It follows that the right hand side of (3) is
where y s+1 = 0, and further calculation yields
as required. Now we apply the upper bound of Theorem 3.1. According to the second statement of Theorem 3.1 we consider our cliques in the reverse order. We note that n 2 = y s , n 3 = y s + y s−1 ,. . . , n s = y s + y s−1 + . . . + y 2 , and n = y s + y s−1 + . . . + y 1 . Summing everything up yields the desired result.
Paths and replication graphs
While we are able to compute exact values ρ(H) for some classes of graphs, we do not know such a value for the simplest kind of graphs-paths. Let P n denotes the path of length n − 1. Using (1) we obtain for odd n:
and for even n: n(n + 2)/4 ≤ ρ(P n ) ≤ 1 + n(n − 1)/2. (For paths, (3) and (4) yield no improvements.) This gives the exact value ρ(P 3 ) = 4, and the following bounds for small n: 6 ≤ ρ(P 4 ) ≤ 7, 9 ≤ ρ(P 5 ) ≤ 11, 12 ≤ ρ(P 6 ) ≤ 16, 16 ≤ ρ(P 7 ) ≤ 22. Applying a suitable computer program generating all vertex colorings for small graphs, we have obtained the following: ρ(P 4 ) = 7, ρ(P 5 ) = 10, ρ(P 6 ) ≤ 14, ρ(P 7 ) ≤ 19. In particular, by computer search we have found the graph G in Figure 3 , containing in every coloring a rainbow P 5 . This is a replication graph of P 5 . We denote it G = P 5 (1, 2, 2, 2, 3) meaning that the vertices of P 5 are replaced by the cliques K 1 , K 2 , K 2 , K 2 , K 3 in the natural order. Our computer search shows that there are other replication graphs of P 5 of order 14 containing rainbow P 5 in every coloring; for example, G = P 5 (3, 1, 1, 2, 3) r → P 5 . In turn, the replication graph G = P 6 (2, 2, 3, 3, 2, 2) satisfies G r → P 6 . A natural question arise whether ρ(P n ) can be obtained always by means of replication graphs. More precisely: is it true that for each n ≥ 2 there exists a replication graph G of P n of order ρ(P n ) with G r → P n ? We observe that it is generally not the case for other graphs. In Figure 4 a graph H is depicted and a graph G beside with G as it can be easily checked, no replication graph of H of order 7 or less has this property. Let us define the number ρ R (H) to be the minimal order of a replication graph G of H such that in each coloring of G there exists a rainbow induced copy of H having exactly one vertex in each of the cliques K i corresponding to a vertex h i in H. We will write G R → H in such a situation. This condition is stronger but fairly natural and leads to the following nice properties. 
Proof. For graphs H with non-trivial replication cliques it is possible to formulate a version of this result being the counterpart of Theorem 3.1. This requires however to redefine the number ρ R (H) suitably. We leave it to the reader.
We observe that the results in (ii) and (iii) does not hold for ρ(H). Indeed, graph H ′ in Figure 5 is obtained from H ′′ by removing one edge, while the number ρ(H ′ ) < ρ(H ′′ ) (the values of ρ for graphs in Figure 5 have been obtained with a help of computer program). On the other hand, H ′ is obtained from H and vertex u, and some additional edges between H and u, and the number ρ(H) + ρ(K 1 ) = 10 > ρ(H ′ ) (disproving the first inequality in (iii) for ρ). Finally, let H = P 4 , H 1 be K 1 consisting of a single vertex u, and H 2 be the disjoint union of K 2 and K 1 . Then P 4 is the union of disjoint H 1 and H 2 , and two additional edges joining u with H 2 , and we have ρ(H 1 ) + ρ(H 2 ) + m(H 1 , H 2 ) = 1 + 4 + 1 = 6 < 7 = ρ(H), disproving the second inequality in (iii) for ρ.
Conclusions and open problems
Obviously, the inequalities in (iii) of Theorem 4.1 yields the best results, when the number m(H 1 , H 2 ) of non-edges is small. In particular, for join of graphs we have the equality: Corollary 5.1. For any graphs H 1 and H 2 ρ R (H 1 + H 2 ) = ρ R (H 1 ) + ρ R (H 2 ).
We do not have any counterexample in case of ρ, and we conjecture that this property may be true for ρ, as well. Nevertheless, ρ R seems to be more convenient tool for computations, and therefore any result showing that the difference between ρ and ρ R (H) cannot be large would be desirable.
Unfortunately, our results cannot be very helpful for paths, since paths have many non-edges. Nevertheless, combining (iii) of Theorem 4.1 with the inequality ρ R (P 7 ) ≤ 19 (obtained by computer search) we can infer inductively the following improvement of the general upper bound for paths:
ρ(P n ) ≤ 1 + n(n − 1)/2 − 3⌊n/7⌋.
This still can be improved by 2 or 1, when the remainder of n modulo 7 is greater than 5 or 4, respectively (using other inequalities obtained by computer search mentioned above).
The question what is the exact value ρ(P n ) remains open. Perhaps it can be approached by considering related problems for ρ R (P n ): 1) what is the exact formula for ρ R (P n ), and 2) is it true that ρ(P n ) = ρ R (P n ) for all n? These questions do not seem easy, but we think they are very interesting from combinatorial point of view.
