Abstract. In this paper, a Banach phase space containing BC(−∞, 0] and contained in C(−∞, 0] is defined with which existence of a solution and convergence of a discrete scheme are proved for an infinite delay differential equation.
Introduction and preliminaries
In this paper we prove the existence of a solution and convergence of a discrete scheme for the following functional differential equations with infinite delay. By standard arguments, it can be shown that the solution to this problem gives rise to a semigroup on BUC(−∞, 0] whose generator is the derivative operator. If this derivative is replaced by a finite difference, unlike in the case of a finite delay equation, we get an infinite system of first order differential equations. To get a finite system of discretised equations, we can confine ourselves to a finite interval at each stage of computation. But, consider u ∈ BUC(−∞, 0] and the sequence {u n } of functions defined as u n (x) = u(x), x ∈ [−n, 0], = u(−n) x ∈ (−∞, −n]. Now, we can easily see that, in general, lim n→∞ u n − u ∞ = 0. So, approximation schemes which use the initial data restricted to finite intervals at every stage may not converge. In this paper, we define a phase space which enables us to prove a convergence result for a finite difference scheme. This scheme uses the initial data confined to a finite interval at every stage of computation.
It is well known that unlike in the case of finite delays, the choice of a phase space for the infinite delay equation is a difficult one. [1] , [3] , [4] , [5] and [2] are some of the references in this direction. For a Frechét space approach refer to [7] .
T. SENGADIR
If x is the solution of a delay differential equation, then the function ϕ t defined as ϕ t (θ) = x(t + θ) is considered as the state of the system at t. In general, ϕ t is an element of an infinite dimensional Banach space and its finite dimensional approximations are studied. These finite dimensional approximations are solutions of a system of differential equations. For example, refer to [9] . In [10] , the finite dimensional approximations belong to spline functions.
Approximation of infinite delay equations are examined in [11] . For detailed references, see [12] .
Our results on discretisation are based on Theorem 1.7 which is a version of the Trotter-Kato theorem proved in [6] . The following definitions and results in the theory of semigroups will be needed. [8] is a standard reference in this context. Definition 1.1. Let (X, ) be a Banach space. A one parameter family of bounded linear maps T t : X → X, t ∈ [0, ∞) is said to be a strongly continuous semigroup of bounded linear operators on X if 
For x ∈ D(A), Ax is defined as
We say that A generates the semigroup T t or that A is the infinitesimal generator of T t . 
A closed operator A with a dense domain D(A) is said to be dissipative if for every The following version of Trotter-Kato approximation is proved in [6] . Let X and X n be a Banach spaces with norms . and n . For every n = 1, 2, . . . , there exist bounded linear operators P n : X −→ X n and E n : X n −→ X satisfying the following:
where M 1 and M 2 are independent of n; (2) E n P n x − x −→ 0 as n → ∞ for all x ∈ X; (3) P n E n = I n where I n is the identity operator on X n .
Theorem 1.7. Let A : D(A) −→ X be a closed and densely defined operator in the class G(M, ω, X) and
Let the semi-groups generated by A and A n be denoted by T t and T n t . Then the following are equivalent:
We require the following definitions and results in the subsequent sections: Let J ⊂ R be a non-compact interval and let J k be an increasing sequence of compact intervals such that
is a Frechét space whose topology is given by the family of semi-norms {p k : k ∈ N}. We shall define a Banach space whose norm is given by a "linear combination" of these semi-norms. As a consequence of our assumption that {b k } ∈ l 1 , BUC(J) is contained in the new Banach space. Its topology is weaker than that of BUC(J) and stronger than that of C(J). Definition 1.8. Let J k and the sequence {b k } be as above. Define C σ (J) as Let u n be a sequence of functions in C σ (J) and u ∈ C σ (J). Assume the following:
(ii) There exists a sequence {α k } of non-negative reals with
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Proof. We only prove the convergence criterion. The other assertions are easy to see:
For a fixed N , the limit of the finite sum as k → ∞ is zero by (i). The limit of the infinite sum is also zero because of (ii) and
Consider the finite dimensional vector space R n 2 +1 . We define the norm . n on R n 2 +1 as follows: 
The space C σ (−∞, 0] is defined as
The proof of the next proposition follows from Proposition 1.9.
Then σ is a norm on C σ (−∞, 0] and C σ (−∞, 0] is a Banach space.
Next we define a linear operator A as follows: Let
Theorem 2.2. The operator A defined above generates a strongly continuous semigroup {T
is a unique solution to (1.1).
Remark. If we can show directly that A generates a semigroup T t , then defining x(t) = (T t φ)(0), we get a solution to (1.1). The standard procedure to show that an unbounded linear operator generates a semigroup, is to use the Hille-Yosida theorem ( [8] ). But the estimations involved are difficult to obtain. It can be shown that for φ ∈ C σ (−∞, 0], (1.1) has a unique solution and then we define the semigroup via the solution to (1.1).
Define y 1 : [0, τ 1 ] → R as the unique solution to the initial value problem
We have
Clearly,
Here, note that for r > 0,
> 0 for all a = 0. From the estimate
Now, we claim that for each k ∈ N, there exists a function x k : (−∞, kτ 1 ] with the following properties:
converges and this summation defines a continuous function on [0, kτ 1 ]. (ii) x k is the unique solution to
The case k = 1 is already proved and the above claim can be proved by induction.
The solution to (1.1) is obtained by patching up the functions x k . Note that for every t ≥ 0, there is k such that t ∈ [kτ 1 , (k + 1)τ 1 ] With this k, define c(t) = max {c 1 , c 2 , . . . , c k } and (2.1) is proved.
Proof of Theorem 2.2. Let φ ∈ C σ (−∞, 0] and x φ be the unique solution to (1.1). Define T t (φ) as
We can get the estimate
From the above estimate, it follows that T t φ ∈ C σ (−∞, 0] and that T t is a bounded linear map. Next, we prove that
Clearly, x is uniformly continuous in [m k , 1]. Thus, given , there is δ exists if and only if φ ∈ D(A) and for such a φ this limit is equal to φ . The proof is complete. 
where k = 1, 2, . . . , n,j = 0, 1, . . . , (n − 1) and m 0 = 0. The quantity ω(φ, k, h), known as the modulus of continuity, is defined as
The following result is well known:
Theorem 3.1. S n φ converges to φ in the Banach space C σ (−∞, 0]; that is,
Proof. We can also express S n φ as
where B i : (−∞, 0] → R's are defined as follows:
Since each B i is bounded and uniformly continuous, B i ∈ C σ (−∞, 0] and hence S n φ ∈ C σ (−∞, 0]. Let h * n,k = max {h n,j : j = 1, 2, . . . , k}. Let k be fixed and n > k. Note that θ n = m 1 , θ 2n = m 2 ,. . . , and θ n 2 = m n . Thus, for a fixed k,
is easily obtained. Now, since k is fixed and lim n→∞ h * n,k = 0, we have (3.1) lim
Now the convergence of S n φ to φ follows from (3.1), (3.2), and Proposition 1.9.
4.
A finite difference scheme for the infinite delay equation
In this section we show the convergence of a finite difference scheme to the solution of the infinite delay equation.
Let θ i , i = 0, 1, 2, . . . , n 2 be as in the previous section. Define P n :
From the definitions of E n v and the norm . σ , it is clear that
The following result holds:
P n E n = I n where I n is the identity operator on X n .
Proof. We find that if n is the norm in R n 2 +1 as defined in Section 1, then E n v σ = v n . Thus E n = 1. Now, E n P n φ is nothing but S n φ where S n is the piecewise linear approximation of φ defined in Section 3. So, lim n→∞ E n P n φ = lim n→∞ S n φ = φ and hence (2) holds. By the uniform boundedness principle, we have the existence of M ≥ 0 such that S n ≤ M for all n ∈ N. Now P n φ n = E n P n φ σ = S n φ σ ≤ M φ σ . Thus, (1) holds. (3) is obvious from the definition of P n and E n .
Next, we discretise A by using finite differences as follows:
Theorem 4.2. Let A and T t be as in Proposition 2.1 and let A n be as above. Let T (n) t
be the semigroup generated by A n . We have
We shall apply Theorem 1.7 to prove this result. First, we need the following lemma. Define ξ ∈ (R n 2 +1 ) * as follows:
Then, the continuous linear functional η is defined as η = v ξ ∈ F (v).
Proof.
So, it is clear that ξ = 1. Now, it is easy to see that η = v ξ ∈ F (v).
Proof of Theorem 4.2. Since A n is a bounded linear operator, it generates the semigroup T (n) t = e tA n . We prove that each A n is in the class G(1, ω, X n ) where ω > L b . Consider B n = A n − ωI n where ω > L b and I n is the identity operator on R n 2 +1 . We prove that there exists η ∈ F (v) such that B n v, η ≤ 0.
* and η ∈ F (v) be as in the lemma above. Let us observe that for all k = 1, . . . , n with l(
Now we consider two cases, namely l(n) = 0 and l(n)
and we have the estimate
It is elementary to check that if λ is a real eigenvalue of B n , then λ ≤ 0. Thus, since R n 2 +1 is finite dimensional, if λ > 0, then λI n − B n is invertible and in particular onto. Thus, by Theorem 1.6, it follows that B n = A n v − λI n generates a contraction semigroup. But e −ωt T n t is the semigroup generated by B n . Thus, e −ωt T n t
To complete the proof, we need to check (a) of Theorem 1.
So, lim n→∞ E n v n = φ. Next, we have to prove that E n A n v n → Aφ.
By the mean value theorem, for every i = 1, 2, . . . , n 2 there exists
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Therefore,
So, we have proved that for all k,
From (4.2), (4.3) and Proposition 1.9, (4.1) follows.
Numerical examples
In this section we give examples where the initial functions φ is neither bounded nor integrable Example 1.
In this example, τ 1 = 0.5 and for k ≥ 2,
we obtain that
With reference to Theorem 4.2, (T (n)
t )v is the solution to the system
. Now, let x be the unique solution to (5.1). Then (T t φ)(θ i ) = x(t + θ i ). As per Theorem 4.2, v i (t) is an approximation to x(t + θ i ). x satisfies the equation 
The above solution is denoted by x * . We solve the system (5.2) using the Matlab ODE45 function. In the table below, we take i = 0 and compare the values of v 0 (t) and x * (t) which is an approximation of x(t) in the interval [0, 0.5]. We consider t = 0, 0.1, 0.2, 0.3, 0.4, 0.5 and n = 10, 20, 60, 70.
t n = 10 n = 20 n = 60 n = 70 Let n = 70. For a fixed t, 
It is elementary to show that the solution is
We solve the system
Unlike in Example 1, we know the exact solution for t ∈ [0, 1] and we compare v 0 (t) and x(t) in the following table for various values of n: t n = 10 n = 20 n = 50 n = 60 
