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Abstrakt 
    
    V této práci je prezentován systém pro zpracování videa se zaměřením na detekci a rozeznávání 
obličejů. Systém zpracovává video stream z kamery v reálném čase. K detekci obličejů využívá Viola-
Jones detektor. Pro rozeznávání obličejů je použita metoda SURF. Systém je implementován v jazyce 
C# a využívá knihovnu OpenCV a Emgu CV wrapper.     
 
 
 
 
Abstract 
 
   This thesis presents a system for video processing focused on face detection and recognition. This 
system processes a video stream from camera in real time. System uses Viola-Jones detector for face 
detection. For face recognition is used SURF method.  Software is implemented in C# language and 
uses OpenCV library and Emgu CV wrapper. 
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1 INTRODUCTION 
 
 
    Nowadays it is not possible to imagine life without computers. Computers help us to make our lives 
easier, more comfortable and more secure. In the world of computers there are lots of areas such as 
computer security, artificial intelligence, computer networks and many others. This thesis is focused 
on artificial intelligence, especially its part computer vision.  
   
    Computer vision is the field within artificial intelligence that seeks to imitate human abilities to 
understand meaning of the visual world. This technology is used in all areas of industry and research.    
One of the most important areas is medicine. Computer vision is used for establishing a diagnosis. It 
helps us to analyse images from x-ray, microscope, ultrasound and other devices. This is very useful 
for example for detection of tumours. 
 
    The other area is sport. Computer vision is a part of computer system called “Hawk-eye”. This 
system is used in cricket, tennis and other sports to visually track the trajectory of the ball and display 
a record of its most statistically likely path as a moving image. 
 
    In these days, computer vision plays a big role in military. The advanced self-homing rockets can 
analyse a battlefield with built-in camera in real time and after detecting the target, it can hit the exact 
place. 
 
    Typically, the goal of computer vision is to detect an object in image, as is tumour in medicine, 
tennis ball in tennis and people or vehicles as targets in military area. The part of computer vision 
which is dealing with detecting of measurable biological characteristics of persons such as face 
characteristics, eyes position etc. is called biometrics. Nowadays, we can find systems for face 
detection for example in cameras. This system can analyse image, find your face, wait till the moment 
when you are smiling and then take a picture. In future, there is possible that everywhere will be 
systems for recognition people and we will not need our ID cards, driving licenses or other documents, 
because all information about us will be stored in database and the key to access this database will be 
our biological characteristics. 
 
    I chose this topic because computer vision is one of the most dynamically evolving sectors of 
computer science. This field has a big potential and it would be used more and more in future. The 
goal of this project is to detect and recognise faces. This system will work as an authentication system 
which can be used for logging to operation system. System will get stream from video camera. 
Subsequently, it will try to detect and recognize faces. This system consists from two basic parts: 
Viola-Jones face detector and face recognition algorithm.  
 
    This chapter is followed by the chapter which subscribes face detection. This chapter is divided on 7 
subchapters which present basic problems and possible solutions of face detection and subsequently 
describe parts of Viola-Jones face detector in detail: Haar-like features, integral image, weak learner 
and weak classifier, AdaBoost and cascaded classifier. In Chapter 3 are generally subscribed the basic 
process face recognition and face recognition method SURF. This chapter is divided on 5 subchapters 
which described 5 main parts of this method. In Chapter 4 is subscribed implementation of system. 
There is presented how methods for detection and recognition are implemented in C #language with 
using OpenCV library. In the last chapter are summarized results of testing of application. 
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2 FACE DETECTION 
 
 
    This chapter is focused on face detection. Detection of faces is broad issue. Explaining all methods 
of face detection is not a goal of this thesis. Hence, some methods are only mentioned and this 
provides a space for focusing on one method which is important for this thesis. 
   
    Face detection is a specific case of object detection where the goal of detection is to find a human 
face in digital image. If there is a face in input image, detector should determine the size and location 
of face. 
 
 
Figure 2.1: Example of face detection 
 
2.1 Problems 
 
    Many different algorithms exist for face detection and each of them must solve the same detection 
problems. The main problems are: 
 
 
 
  
 
 
 
 
 
 
 
Figure 2.2: False positives. There are a 
lot of things that look like a face, i.e. 
shadows. 
 
 
 
 
 
Figure 2.3: Overlap face with other 
object. This is problem for most of 
methods. 
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Figure 2.4: Face rotation. Some methods 
can solve this problem, but only to a 
certain angle of rotation.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5: Quality of image. Factors like 
contrast, brightness or noise have a big 
effect on results of detection.
2.2 Methods 
 
    There are a lot of methods to perform face detection and each use a different way of detection. 
Some methods use contours of face, others use colour of skin. More complex methods use neural 
networks, filters or templates [1, 3]. The biggest problem of every method is long computational time. 
Although, some methods can successfully find face in image even in rotate position, they are not 
suitable for real-time applications. In 2001, Paul Viola and Michael Jones presented a new way of face 
detection, which uses AdaBoost cascade classifier based on Haar-like features [2]. This algorithm was 
able to detect faces extremely rapidly. 
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2.3 Haar-like features 
 
    The main reason for using features was that the feature-based systems operate much faster than 
pixel-based systems [2]. Haar features are basically black and white rectangles (Figure 2.6). There are 
more features and some of them can also identify rotate face, but they are not used in this project. 
 
Edge features     
             
              
         
             
Line features      
         
          
   
         
Diagonal features       
             
               
            
 
Figure 2.6: Haar-like features, taken from [2] 
  
   The way that features work in the algorithm is that the sum of pixels lie within white rectangle is 
subtracted from the sum of pixels in the black rectangle. If the result is within the threshold we can 
say, that this part of image under the feature can be a part of face. The problem is that calculating sums 
of pixels in every rectangle is computationally expensive. That is, why Viola and Jones come with 
solution using an integral image.  
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2.4 Integral image 
 
    Integral image is basically a matrix which has in every position the sum of the pixel above and to 
the left of that position in input image, (Figure 2.7) [2]. In OpenCV library, integral image has one 
more row and column than input image. This additional row and column are filled by zeros. 
 
       (-1,-1)  x    
(0,0) x     0 0 0 0 0  
 1 1 1 1    0 1 2 3 4 
y 
1 1 1 1  y 0 2 4 6 8 
1 1 1 1   0 3 6 9 12 
 1 1 1 1   0 4 8 12 16 
       
 Input image    Integral image  
       
Figure 2.7: The sum of pixels above and to the left from pixel on 
position (2, 1) inclusive in input image, is on position (2, 1) in integral 
image 
 
    Integral image has two advantages. First is, that it can be computed in one pass over the original 
image. For computing image are used these two formulas: 
 
  (   )   (     )   (   ) (2.1) 
 
   (   )    (     )   (   ) (2.2) 
 
    Where i(x, y) represents pixel in the input image, s(x, y) is the cumulative row sum and ii(x, y) is 
pixel in the integral image (s(x, -1) = 0 and ii(-1, y) = 0). In Figure 2.8 there is possible to see the 
algorithm of computation. 
 
        s(x, y) s(x, y-1)   ii(x-1, y) ii(x, y)  
 i(x, y)    (0,-1) x   (-1,-1)  x   
 
      (0,0) x    0 0 0 0   0 0 0 0 0 
 
  1 1 1 1   1 1 1 1   0 1 2 3 4  
 
y 
1 1 1 1  y 2 2 2 2  y 0 2 4 6 8  
 1 1 1 1   3 3 3 3   0 3 6 9 12  
  1 1 1 1   4 4 4 4   0 4 8 12 16  
                    
   Input image   Matrix with 
cumulative row sums 
     Integral image  
 
Figure 2.8: Algorithm of computing integral image for point with coordinates (2, 1).  
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    Second advantage is that once the integral image is computed, it is possible to compute any 
rectangular sum at any scale and any location in constant time. In Figure 2.9 is shown an example. If 
there is the need to find out the sum of pixels in blue rectangle, computation needs only 4 values (A, 
B, C and D). The values in these points are:  
A = sum of green pixels. 
B = A + sum of all red pixels. 
C = A + sum of all yellow pixels. 
D = A + B + C + sum of all blue pixels. 
 
Then the sum of blue rectangle can be computed as D + A – (B + C) [2]. 
 
(0,0)  
               
              
              
    A      B    
              
              
              
    C      D    
              
              
              
              
 
Figure 2.9: Integral image for computing sum of any rectangle in constant time 
 
    Now considering the Haar-like features, the rectangular sums of every two-rectangle feature can be 
computed just from 6 values. It is 8 values for the three-rectangle features and 9 values for the four-
rectangle features.  
 
    Although, computation of Harr-like features in integral image is extremely fast, there is a problem 
with a huge amount of features. Viola-Jones detector uses a scan window for detecting faces in input 
image. Generally, the scan window moves across the input image and computes the features. Base size 
of scan window is 24x24 pixels. There are more than 160 000 options of placing features in this 
window [2]. That is, why there is the need to select only some features for improving the results. 
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2.5 Weak classifier and weak learner 
 
    Weak classifier is classifier, which is able to distinguish face from background better than random 
guessing. In our case, binary weak classifier is used, because it has only two outputs: 0 if there is not 
face on picture and 1 if there is. This classifier is defined as: 
 
  (       ) (2.3) 
 
    Where x is input image, f is feature, p is parity indicating the direction of the inequality sig, θ is 
threshold and h is the output hypotheses (in our case 0 or 1). For evaluating of hypotheses, the 
following formula is used: 
 
  ( )  {
     ( )    
              
 (2.4) 
 
    For determination of the best possible threshold of classifier is used an algorithm called weak 
learner. Input of weak learner is: train data (positive and negative images) and features. Train data can 
be represented as (x1, y1, w1)… (xn, yn, wn) where x is input image, y is label of image (+1 for positive 
and 0 for negative images), w is weight of image and n is the number of images. The main think of this 
algorithm is that it takes a feature, sets a feature’s threshold, applies on every image in train dataset 
and then calculates an error.  This process is repeating for every threshold and every feature. In the end 
it returns the feature with the minimal error. The pseudo-code of this algorithm is in Figure 2.10. 
 
For each feature f 
 For each threshold θ 
  For each input image x  
      
    ⃗  
  {
      ( )    
           
  Set hypotheses  
  End of for x 
 
        ∑  |     ⃗  
 |      Calculate error 
  
End of for θ 
 
         (   )  Choose the best threshold for feature 
 
End of for f 
 
Return 
       (  
 )  Choose feature with the minimal error 
 
Figure 2.10: Weak learner algorithm 
 
Weak learner represents one part of the AdaBoost algorithm. 
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2.6 AdaBoost 
 
    AdaBoost is iterative training algorithm which selects the best weak classifiers from whole set and 
makes one strong classifier [2, 5]. Each iteration is selected only one weak classifier. This algorithm is 
also called greedy, because once the weak classifier is selected and added into strong classifier, it 
cannot be selected again. For the purpose of selection of the best weak classifier, AdaBoost uses 
weights of training images w and weights of weak classifiers α. Weights of training images are defined 
by distribution. In the beginning, all training images have the same weight and the sum of these 
weights is equal to 1. 
 
      
 
 
 (2.5) 
 
Where w1, i represents weight of i
th
 image in first iteration, n is number of images. 
 
    These weights are recalculated and normalized in each iteration. If the image was misclassified, his 
weight rises otherwise the weight goes down. This way the algorithm focuses more on misclassified 
images in next iteration. Weights are computed from following formula: 
 
              
     (2.6) 
 
Where ei = 0 if image was classified correctly, otherwise ei = 1, and    
  
    
 . 
 
All new weights must be normalized before next iteration: 
 
      
    
∑     
 
   
 (2.7) 
 
Finally, the strong classifier can be made by following formula: 
 
  ( )  
{
 
 
 
  ∑     ( )  
 
 
∑   
 
   
 
   
  ∑     ( )  
 
 
∑   
 
   
 
   
 (2.8) 
 
Where        
 
  
. 
 
    Each iteration, AdaBoost chooses one weak classifier and adds it to strong classifier. In Figure 2.11 
is typified dataflow diagram of AdaBoost. 
 
    Computation of all classifiers in all sub-window of input image is very time consuming. That is 
why, Viola-Jones detector uses cascade of classifiers. 
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Figure 2.11: Dataflow diagram of AdaBoost 
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2.7 Cascade classifier 
 
    Cascade classifier consists of several strong classifiers (stages of cascade), which are made by small 
number of weak classifiers [2]. If sub-window passes through all stages, this sub-window is marked as 
a face. If any stage marks sub-window as a background, sub-window is rejected and all following 
stages are skipped (Figure 2.12).  
 
                     
 
All sub-windows 
                
                 
                     
     
Stage 1 
T 
Stage 2 
T 
Stage 3 …….. Stage n 
T 
Face 
 
         
         F   F         
       
F 
       F       
        
Non face 
        
                  
                     
 
Figure 2.12: Scheme of cascade classifier, taken from [2] 
 
    The initial classifier eliminates a lot of negative sub-windows with very little processing. Every 
following classifier is more complex than previous one. Very important for cascade, is to have low 
false positive rate and high detection rate. Viola-Jones defined false positive rate as: 
 
   ∏  
 
   
 (2.9) 
 
Where F is false positive rate of cascaded classifier, K is the number of classifiers, and fi is false 
positive rate of i
th
 classifier. Formula for detection rate is following: 
 
   ∏  
 
   
 (2.10) 
 
Where D is detection rate, K is the number of classifiers, and di is detection rate of i
th
 classifier. 
 
    As it is obvious from formulas, it is needed to find the right balance between fi and di in every stage. 
That is, why fi and di are recomputed in every stage, until all conditions are satisfied.  The algorithm of 
training cascaded classifier is in Figure 2.13. 
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         Finish          
                    
 
Figure 2.13: Dataflow diagram for building cascaded classifier, FP is false positive rate, DR is a 
detection rate 
 
    This chapter was focused on face detection, especially on Viola-Jones face detector. There were 
mentioned basic parts and principles of this method. This method provides high speed and accuracy 
and it is suitable for real-time applications where subsequently face recognition is applied on detected 
faces.    
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3 FACE RECOGNITION 
 
 
    Humans can recognize faces easily and successfully. However, it is very complicated task for 
artificial systems. A huge number of papers were published about this topic, a lot of experts studied 
this problematic and we still have no results, which could be comparable with human performance. 
    
    Face recognition has big utilization in biometric technologies. E-passports use this method for 
identification. It can be also used in security systems. Another big area, where face recognition is 
applied, is robotics, especially focused on human-robots. If we want to make robots more “human”, it 
is necessary to teach them to identify faces or facial expressions.     
     
    Automatic face recognition is complicated because of facial expressions, aging or different image 
conditions like lightning or viewpoint changes. Although, nowadays exist methods which can solve 
this problems with quite good accuracy, but still there is a problem with long computational time [6].  
 
    Face recognition process consist from 3 main steps: extraction of face, detection and description of 
interest points and matching. This process is shown in Figure 3.1. 
        
 
 
Figure 3.1: Face recognition process 
 
    The goal of this project is to implement face recognizer system, which is able to run in real time. 
For this purpose, SURF (Speeded-Up Robust Features) method was chosen [7]. SURF is scale-
invariant and rotation-invariant method for detection and description of  points of interest, presented 
by Herbert Bay in 2006 [7, 9]. This method is inspired by method SIFT [8]. Authors of SURF focused 
mainly on speed of computation and descriptors comparison. SURF is a method for detecting and 
description of interest points of image. In this case, it is about finding interest points in face. Once all 
interest points are detected and described, it is possible to start to find match with faces in database. 
18 
 
This implies another problem. If application should run in real time, only certain number of faces in 
database is allowed. As it was mentioned, this algorithm can be divided on two main functional parts: 
detection and description of points of interest. These parts will be subscribed in more detail in this 
chapter. 
 
3.1 Hessian matrix 
 
    Detection of points of interest is based on determinants of Hessian-matrix. Hessian-matrix is the 
square matrix of second-order partial derivatives of a function [7]. For function with two variables f(x, 
y), the matrix has following form: 
 
  (   )  
[
 
 
 
 
   
   
   
    
   
    
   
   ]
 
 
 
 
 (3.1) 
 
For our purpose, Hessian-matrix is defined as: 
 
  (     )  [
   (     )    (     )
   (     )    (     )
] (3.2) 
      
Where Lxx(x  y  σ) is the convolution of the Gaussian second order derivate 
  
   
 ( ) with the image, 
in the point [x, y], and similarly, for Lxy(x  y  σ) and Lyy(x  y  σ). For real application the Gaussians 
must be discretised and cropped (Figure 3.2).  
 
                               
                               
                               
                               
                               
                               
                               
                               
                               
   Lxx(x  y  σ) 
     Lyy(x  y  σ) 
     Lxy(x  y  σ) 
   
 
Figure 3.2: Discretised and cropped Gaussian second order partial derivative 
 
Using these filters is very time consuming, so in real application, approximated versions of these 
filters are used. 
 
 
 
 
19 
 
In Figure 3.3 are shown approximated Gaussians kernels. The main advantage of these kernels is that 
they can be computed very fast from integral image. Integral image was subscribed in Chapter 2.4.  
 
                               
               1                
                       1   -1   
                               
  1  -2  1      -2               
                               
                      -1   1    
               1                
                               
 
  
Dxx(x, y, σ) 
     Dyy(x, y, σ) 
     Dxy(x, y, σ) 
   
 
Figure 3.3: Discretised, cropped and approximated Gaussian second order partial derivative 
 
Approximation of Gaussians kernels distorts value of Hessian. For compensation is used the relative 
weight w = 0.9 [7]. Then the formula for computation of determinant looks as follows: 
 
 
 det(       )         (    )
 
 (3.3) 
 
By using this formula computation of determinants is much faster with relatively good accuracy.   
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3.2 Scale space 
 
    As it was mentioned, SURF detector is scale-invariant. It means that detector should find the same 
point of interest at any scale. That is why, the input image must be analysed in many scales. SIFT 
method, use for this purpose down-scaling of input image. On the other hand SURF uses up-scaling 
the filter size (Figure 3.4) [7]. 
 
 
Figure 3.4: Comparison between SIFT (left) and SURF (right) 
 
    Scale space is divided into octaves. Octave represents series of filter response maps, which are 
made by convolving the same input image with a filter of increasing size. The lowest scale of 
Gaussians filters is σ = 1.2 and it corresponds to filter size 9⨯9.  
     
    This size of filters is in every next scale in the first octave increased by 6. Sizes of following filters 
are 15⨯15, 21⨯21, 27⨯27. For each following octave, the size of increasing is doubled. In Figure 3.5 
is shown filters sizes in different octaves.  
 
 
 
Figure 3.5: Filters side sizes in different octaves 
 
The results of application all filters in all sizes are filter response maps. These maps contain Hessians 
values for each pixel of input image and they are used for finding points of interest. 
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3.3 Interest point detection  
 
     For finding interest points a non-maximal suppression is applied. In Figure 3.6 is possible to see 
that the value of determinate is compared with 26 neighbours. Hence, only two middle response maps 
are used for finding maximums and two maps in extreme position are used only for comparison. If the 
value of determinate is maximal this point is considered as interest point.  
 
 
 
Figure 3.6:  Non-maximal suppression in 3D 
 
Last step of detection is interpolation of interest points. This must be done because of coarse scaling. 
The first thing, which must be done, is express the Hessian as a Taylor expansion. 
 
  ( )    
   
  
  
 
 
  
   
   
  (3.4) 
 
Interpolated localisation of extreme x    (x  y  σ) is found from formula where derivation of Taylor 
expansion is equal to 0. 
 
  ̂   
     
   
  
  
 (3.5) 
 
All interest points are now ready for next processing, which is so called interest point’s description. 
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3.4 Interest point description 
 
    To achieve rotation-invariant method, descriptor must be assessed for all interest points. SURF 
method uses, as a descriptor, 64-dimensional vector [7]. Process of constructing descriptor can be 
divided into 2 steps: computing the rotation and computing vector. Both steps use Haar wavelets for 
computing (Figure 3.7). 
 
            
 
-1 1 
  
-1 
 
    
   
1 
 
    
  
a) 
    
b) 
  
        
  
Figure 3.7: Haar wavelets with weights; a) responses in x 
direction; b) responses in y direction, taken from [7] 
 
3.5 Computing the rotation  
 
    Rotation is computed considering the scale σ of interest point. First of all Haar wavelet responses in 
both directions are computed within a circular neighbourhood with radius 6σ. These Haar wavelets are 
also scale dependent and their side length is 4σ. Responses of Haar wavelets are weighted with a 
Gaussian 2σ based on the distance of the interest point. Once this is done, x and y are used as 
coordinates to Cartesian map. Then the wedge of π/3, with the step = 10°, rotates around the circle and 
detects the dominant orientation (Figure 3.8).  
 
 
 
Figure 3.8: Detecting of dominant orientation 
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Figure 3.9 shows dataflow diagram of computation of rotation. 
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Figure 3.9: Dataflow diagram of computation of rotation of interest point 
 
These orientations assess directions of square regions, which are used for computing 64-dimensional 
descriptor for each interest point.  
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3.6 Computing vector 
 
    SURF uses 64-dimensional descriptors for each interest point [10]. These descriptors are acquired in 
3 steps.  
 
    First step is construction of square window with a side length 20σ centred on each interest point. 
This window is oriented according to orientation of interest point computed before. 
 
    In second step, this square window is divided into 16 square sub-regions with a side length 5σ. Each 
of these sub-regions consists from 25 regularly spaced points. 
 
     Last step is computation. Haar wavelets (Figure 3.10) of size 2σ are applied on each point. 
Responses on Haar wavelets in horizontal direction are called dx and responses in vertical direction 
are called dy. In this case, horizontal and vertical directions are defined with relation to orientation of 
interest point. Then these responses are weighted with a Gaussian 3.3σ centred at the interest point. 
Once this is done, responses dx, dy, |dx| and |dy| are summed up over each sub-region. All 16 sub-
regions then contain these 4 values. Hence, the descriptor of interest point has 64-dimensions. In 
Figure 3.10 is shown computation of descriptor. 
 
 
 
 
Figure 3.10: Computation of descriptor; s represent scale σ 
 
    SURF method is 3-5 times faster than SIFT [7]. Due Hessian matrixes SURF is adapted to parallel 
processing. Hence, it is better method for real-time application. On the other side SURF loses accuracy 
in certain situations [11]. 
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4 IMPLEMENTATION 
 
 
    My software for face detection and recognition is implemented in C# language. This language was 
chosen because it is simple, modern, object-oriented and supports using of OpenCV library. OpenCV 
is a library of programming functions for real time computer vision. In this library are implemented 
functions for face detection and recognition. Emgu Cv is used as a .NET wrapper to the OpenCV 
library. 
 
    Application can works as a part of authentication system. The main function is recognition of 
persons in video stream from camera. The resolution of input frames was selected 640x480 pixels. 
System can be divided into 2 main blocks: Face detection via Viola-Jones detector and face 
recognition via SURF algorithm. System contains panel for setting detection parameters, which 
provides custom settings of detection. Application is connected to database of faces. This database 
serves for matching and recognition of faces. Additional functionality of software is adding new 
persons to database and browsing of faces stored in database.    
 
4.1 Face detection via Viola-Jones detector 
 
    Viola-Jones detection function is implemented in OpenCV library. This function gets an input frame 
in grayscale, detects faces and returns detected faces as a list of rectangles. Detection function has also 
other input parameters: scale factor, minimal and maximal object size and minimal neighbours. As it 
was mentioned in Chapter 2, Viola-Jones method scans the input image in different scales and these 
parameters influence the speed of detection and detection rate. 
 
    For my application the best default values of parameters are: 1.25 for scale factor, 6 for minimal 
neighbours, 60 for minimal object size and 250 for maximal object size. That means that function 
starts to scan frame with 60x60 pixels scan window. Every following scan window is 1.25 times 
bigger. Scan stops when the scan window reaches size 250x250 pixels. Then for reduction of false 
positives the parameter “minimal neighbour” is applied. All these parameters are possible to change 
while application is running (Figure 4.1). 
 
 
 
Figure 4.1: Settings of parameters of detection 
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4.2 Face recognition via SURF 
 
    If detector found some face in input image, this face is stored as a rectangle in list of rectangles. 
This rectangle is extracted from input image and send for recognition (Figure 4.2). First, descriptors of 
face must be computed. For this purpose is used class SURFDetector from OpenCV. In my project 
the instance of this class is constructed with following parameters: SURFDetector(200, false). 
This means that minimal Hessian threshold is set to 200 and descriptors will have default size 64-
dimensions.This class contains methods DetectKeyPointsRaw for detecting of point of interest and 
ComputeDescriptorsRaw for computing descriptors.  
 
     
      
 
 
Figure 4.2: Process of face recognition and usage of OpenCV classes. 
 
    For matching is used class BruteForceMatcher. In this application is used instance which uses 
squared Euclidean distance. Descriptors of input frame are then compared with all descriptors of 
training set images. Then the image with the most matches is selected as a match. For optimization, 
the minimal number of matches was set on 15. This prevents false identification. 
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Figure 4.3: Dataflow diagram of the main thread of application 
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4.3 Additional functions 
          
    Except detection and recognition, software provides other functionality. The first important 
component is called “Add new person” and is intended for addition of new faces to training database. 
Anytime user wants to add new person to database, this system asks for 8 different facial expressions 
or head rotation and make 8 pictures of new person. Component of face addition is shown in Figure 
4.4. 
 
 
 
Figure 4.4: Face addition component 
 
    The second additional component is gallery of images from training set. Due to this, it is possible to 
check all parsons in database with their names (Figure 4.5). 
 
 
 
Figure 4.5: Gallery of training set images 
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4.4 User interface 
 
    User interface was made for purpose of testing and also to provide easier manipulation with 
application. User interface is shown in Figure 4.6.     
 
 
 
Figure 4.6: User interface and correct face recognition 
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5 TESTS 
 
 
    Two types of tests were applied on my application. First test was focused on quality of detection and 
second was focused on correctness and speed of recognition. 
 
    Application was tested on notebook HP Compaq 610 with operating system 32-bit Windows XP, 
processor Intel Core 2 Duo 2.00 GHz, 3 GB RAM and HP Webcam 2 MP. 
 
5.1 Testing of detector 
 
    It is known that detector, which uses only Haar-like features from Figure 2.1, is not able to detect 
rotated faces. That is why I skipped tests for detection of rotated faces, and I focused on more 
important tests which are speed of detection and detection rate. Due “Detection Parameters” 
component of my application is easy to find the most suitable configuration of detector.  
 
 
 
Figure 5.1: Detection Parameters component 
 
    To define, for what purpose the application will be used, is very important. Then it is easier to focus 
on tests which are useful. In my case, I expect that application will be used as a part of authentication 
system for logging to operation system. When user sits in front of his notebook, the distance between 
web camera and face is from 0.4 to 1 meter. Then the approximate size of user’s face in a frame from 
web camera is from 160x160 pixels to 300x300 pixels. Due to this information, it is easy to set 
suitable values of minimal and maximal detection scale. In the first test, the goal was to find the best 
scale increase rate value. I set minimal detection scale on 140 and maximal detection scale on 300. 
Value of minimal neighbours was set on 6.   
 
 
A              B 
Figure 5.2: A) distance from webcam is 1 meter B) distance from webcam is 40 cm. 
31 
 
   The second test of detection part was to find the best value for minimal neighbours. This value does 
not have influence on speed of detection but it is important for reducing of false positive rate or 
multiple detection of the same face.   
 
     Values of parameters in this test were set pursuant to values from the first test. That means 1.25 for 
scale increasing rate, 140 for minimal detection scale and 300 for maximal detection scale. In Figure 
5.3 are shown results of detections with different values of minimal neighbours. 
 
 
  A       B            C 
 
Figure 5.3: A) value of minimal neighbours set on 0, B) value of minimal neighbours set on 6, C) 
value of minimal neighbours set on 10 
 
    From Figure 5.3 is obvious that pictures “A” and “C” are not acceptable for next processing which 
is face recognition. Picture “A” shows multiple detection of one face. This is standard event but it 
must be handled. On the picture “C” is shown the opposite problem. Detector does not detect a face so 
the value 10 for minimal neighbours is not suitable also. The best result is shown on the picture “B”. 
 
     
 
 
Scale 
increase rate 
Computation time per 
frame (ms) 
Detection 
rate (%) 
Frames per 
second 
1.15 40.6 99 24 
1.2 35.0 97 28 
1.25 33.2 94 30 
1.30 30.1 78 33 
1.35 30.0 61 33 
1.4 28.4 46 35 
 
Figure 5.4: Scale increase rate table 
 
    In the Figure 5.4 there is possible to see, that the best ratio speed and detection rate has scale 
increase rate with value 1.25. Due these two tests I found the best default setting for my application. 
Default parameters are 1.25 for scale increase rate, 140 for minimal detection scale, 300 for maximal 
detection scale and 6 for minimal neighbours. According to these values, frames are processed with 
speed 30 frames per second and with 94% accuracy.  
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5.2 Tests of recognition 
 
    Testing of recognition is also divided into two parts. In the first test I focused on recognition of one 
person. Although SURF method is scale and rotation invariant, it is not 100% exact. Even when there 
was a train image in training set, recognizer had problem to recognize a face. This problem was solved 
by adding more images of one person to training set. These images capture face in different rotations 
and with different facial expressions. In the Figure 5.5 is demonstrated recognition with only one 
training image in training set. 
 
 
 
      
Figure 5.5: Bad results of recognition with only one image in training set 
 
    To solve the problem of recognition, I begun to add more images to training set. When I add 8 
images of one person I finally get acceptable results. In Figure 5.6 is shown set of images for one 
person and correct recognition of face. 
 
2 
 
 
Figure 5.6: Correct results of recognition with 8 images in training set 
 
    Next problem of recognition was false recognition. This situation occurred when in the training set 
were images with only one person and different person was detected and recognized as the person 
from database. This happened because sometimes image matcher found a few common interest points 
between two different faces.  
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To solve this problem, the number of good matches needs to be finds out. The average number of good 
matches between two images with faces of the same person is 27. The maximal number between two 
images with different persons is 10. With this knowledge, I set the minimal number of good matches 
for recognition. If the number is more than 15 then the face is recognized. Demonstration of this 
situation is shown in Figure 5.7. 
 
     
 
   A              B 
Figure 5.7: Eight images in training set and two situations of recognition. A) Incorrect recognition, B) 
Handled problem by setting the minimal number of matches for recognition 
 
    Once problems with recognition of one person were solved I start to test application for recognition 
of multiple persons. Two men and one woman attended to this test. Each person had 8 pictures of face 
in training set (Figure 5.8). 
 
     
 
    
 
Figure 5.8: Training set 
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The goal of this test was to find out how many times recognizer recognize person correctly. Results 
are shown in Figure 5.9. 
 
 Number of 
frames 
Correct 
recognition 
False 
recognition 
Unknown Correct 
recognition rate 
Michal 250 238 5 7 95,2 % 
Milan 250 240 4 6 96 % 
Marta 250 232 3 15 92,8 % 
All 750 710 12 28 94,6 % 
 
Figure 5.9: Results of tests 
 
    In Figure 5.9 is possible to see that my application correctly recognize persons on 94.6 %. For some 
application this result can be acceptable, but for authentication system results must be better. Main 
problem is high number of false recognition. 
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6 CONCLUSION 
 
 
    The goal of this thesis was to get acquainted with tools and methods of video processing, face 
detection and face recognition. The goal was achieved by releasing of software for face recognition. 
 
    I got acquainted with face detection and the summary of the knowledge acquainted is shown in 
Chapter 2. After analysis and consultations, Viola-Jones face detection method was found as the most 
suitable for my application. In Chapter 3 I dealt with issue of face recognition. To cope with this 
problem I chose SURF method because it is faster than others. 
 
    This thesis was intended as a part of authentication system. When I finished my task, I built 
software which combines Viola-Jones detection method and SURF recognition method. This software 
is successfully running in real time while it is able to process 30 frames per second with over 94% 
successfully recognized faces.  
 
    Through this thesis, I learned ways how images are processed by computers. It brought me closer 
look at object detection and recognition.     
 
    In the future I would like to continue in this project by tuning of detection and recognition. I would 
like to focus on methods of detection which are more rotation invariant. My application can be used as 
part of security system on public places but this purpose needs more hardware components. That is, 
why I would decide for other usage of my application. Under these circumstances the main goal to the 
future is to make authentication system which will use my face detector and recognizer 
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