In this paper, we study some control problems related to the control of coupled spin dynamics in the presence of relaxation and decoherence in nuclear magnetic resonance spectroscopy. The decoherence is modelled through a master equation. We study some model problems, whereby, through an appropriate choice of state variables, the system is reduced to a control system, where the state enters linearly and controls quadratically. We study this quadratic control system. Study of this system gives us explicit bounds on how close a coupled spin system can be driven to its target state and how much coherence and polarization can be transferred between coupled spins. Optimal control for the quadratic control system can be understood as the separation of closed cones, and we show how the derived results on optimal efficiency can be interpreted in this formulation. Finally, we study some finite-time optimal control problems for the quadratic control system. This article is part of the themed issue 'Horizons of cybernetical physics'.
Introduction
Many experiments in coherent spectroscopy and quantum information processing require transfer between different states of the coupled spin system. The presence of decoherence, arising owing to coupling to the environment, limits how close the state of a spin system can be driven to a target state. In this paper, we describe some problems of the optimal design of trajectories of coupled spin evolution that minimize decoherence loss. We show that by exploiting explicit models for decoherence, represented by a master equation [1] [2] [3] as in equation (1.2) , it is possible to design trajectories of the coupled spin system, so that they suffer minimum decoherence loss [4] [5] [6] .
The state of a closed quantum system, given by its density matrix, ρ, evolves (h = 1) as
where H(t) is the time-varying Hamiltonian. For an open quantum system, the evolution is no longer unitary. In many applications of interest, the environment can be approximated as an infinite thermostat, whose own state never changes. Under this assumption, also called the Markovian approximation, it is possible to write the evolution of the density matrix of the system
where the term L(ρ) is linear in ρ and models relaxation. The general form of L is
where V α are relaxation operators and k α,β are relaxation rates. For example, in nuclear magnetic resonance (NMR) spectroscopy of coupled spins, typical operators V α are spin operators I z , S z and 2I z S z , which model so-called chemical shift anisotropy and dipole-dipole relaxation mechanisms, respectively [5] ,
The form of the master equation (1.2) arises when the effect of the environment on the system is modelled by a Hamiltonian H 1 , which randomly fluctuates with time,
(1.
3)
The correlation time of these fluctuations is assumed to be significantly shorter than the fastest time scale in the system dynamics. Therefore, we model these fluctuations as a white noise process, such that the expectation E[ f (t + τ )f (t)] = kδ(τ ), where δ(τ ) is the Dirac-delta function. Then, we have and we obtain that, if we letρ = E(ρ(t)) (where expectation is over various realizations of the fluctuations),ρ where we have only retained terms of the order τ . This, then gives us that 
Model problems
A model problem in control of quantum dynamics in the presence of decoherence is as follows. Consider the four-state system
where the goal is to steer the above system from (1, 0, 0, 0) to (0, 0, 0, η) , maximizing the value of η. Here, the parameters J and k represent the coupling and relaxation in the system. Equation (2.1) represents a typical problem in the control of quantum systems in the presence of decoherence, where one requires natural dynamics, represented by the parameter J, to steer the system between points of interest, and the natural dynamics is dissipative, as represented by the parameter k. When the strength J is comparable to the parameter k, one necessarily dissipates, resulting in η < 1. Because the controls can be made much larger than the natural parameters in the system,
Writing an equation for r 1 and r 2 gives us d dt
where ξ = k/J, u 1 (t) = cos θ 1 (t) and u 2 (t) = cos θ 2 (t). The goal is to find −1 ≤ u 1 (t), u 2 (t) ≤ 1 that maximize transfer to the final state r 2 , starting from the initial state (r 1 , r 2 ) = (1, 0). We maximize the gain
where p = u 2 r 2 /u 1 r 1 is positive, as r 2 decreases for negative p. Differentiating with p, we get
where
The slope increases between roots η 1 and η 2 and decreases outside. The maximum is at η = η 2 . Substituting this value of p gives
along the optimal trajectory. Using the optimal return function for the problem as
we obtain, for m 1 = u 1 r 1 and m 2 = u 2 r 2 ,
A is negative semidefinite for η = 1 + ξ 2 − ξ , with the null vector at (1, η). Therefore, dV/dt ≤ 0 with dV/dt = 0, for m 2 /m 1 = u 2 r 2 /u 1 r 1 = η. 
. When a is negative, the slope is increasing between roots η 1 and η 2 and decreasing outside. The maximum is at η 2 (p > 0). When a is positive, the slope is decreasing between roots η 1 and η 2 with p < a −1 for − r 2 1 to be positive. Hence, the maximum is at η 1 . In both cases, we have
When we substitute the value of p, we obtain
Using V = η 2 r 2 1 + r 2 2 as the return function for the largest value of r 2 2 possible, we find on differentiation
where m 1 = u 1 r 1 and m 2 = u 2 r 2 . A is negative semidefinite for
when a is negative, and for η = b/2 when a = 0. The null vector is at (1, η) .
Consider a special choice of a and b which is motivated later. Let a = (χ/ξ) cos(θ + γ ) and
, which depend on three parameters in the system dynamics k a , k c , J. Subsequently, see equation (2.6) . This gives rise to the following system:
where we choose 0 ≤ u i ≤ 1 to maximum transfer to r 2 starting from (r 1 , r 2 ) = (1, 0). Then, using equation (2.4), where
The maximum of η < 1 is obtained when we choose tan γ
We can use
as the return function for the system in (2.5). We obtain, for m 1 = u 1 r 1 and m 2 = u 2 r 2 ,
where c = η(χ/2ξ )(η cos(θ + γ ) + η −1 cos(θ − γ )); where, for a special choice of γ , we have c 2 = η 2 and the matrix is negative semidefinite with null space (m 1 , m 2 ) = (1, η) ; otherwise, it is negative definite with dV/dt < 0. The system in equation (2.5) arises from the following transfer problem, which is of fundamental and practical interest in NMR spectroscopy [5] . Given the control system
find optimal (u(t), v(t)) such that, starting from (z 1 , y 1 , x 1 , x 2 , y 2 , z 2 ) = (1, 0, 0, 0, 0, 0), we obtain the largest value of (0, 0, 0, 0, 0, η). The above optimal control problem can be solved in closed form. Consider the vectors (x 2 , y 2 ) and (x 1 , y 1 ) with length l 2 and l 1 , respectively. Writing equations for r 1 = l 2 1 + z 2 1 and
where γ is the angle between l 1 and l 2 which is taken as a control variable. Equation (2.7) is the scaled model in equation (2.5). The optimal solution is then given by the following two invariants of motion. The ratio
is maintained constant and the angle γ between vectors l 2 and l 1 is maintained constant at tan γ = ((1 − η 2 )/(1 + η 2 )) tan θ . The maximum transfer of efficiency is then η. It is worthwhile pointing out that researchers in magnetic resonance have developed novel pulse sequences [7] [8] [9] [10] [11] [12] that have improved the transfer described in equation (2.6); however, the fundamental limits of the transfer described here were not known [5] . Figure 1 shows a plot of the transfer efficiency of various state-of-the-art pulse sequences as a function of the ratio k a /J for k c = 0.75. The CROP pulse sequence [5] obtained by solving the above transfer problem, using methods of optimal control (equation (2.8)), performs better than all state-of-the-art methods and provides significant improvement in sensitivity. Furthermore the methods of optimal control help to provide limits on how close a quantum dynamical system can be driven to a target state. Generalizing, we can consider a general dissipative control systeṁ
where • is the Hadamard product and u = (u 1 , . . . , u n ) , with {A} ij = a ij (A + A T is negative definite). By making a change in the time variable to τ , where dτ /dt = i u 2 i r 2 i , we can define m i = u i r i / i u 2 i r 2 i and p i = r 2 i /2; we then have the system dp dτ
By changing u i , we change m i and hence we treat m as the control. One possibility is to transfer from a given initial state p = (1, 0, . . . , 0) to a maximum possible value p n .
The reachable set takes the form (diag A is the diagonal of matrix A),
where M is a positive semidefinite (PSD) matrix. Thus, the problem reduces to finding optimal PSD M 0 such that diag(AM 0 ) = (−1, 0, . . . , 0, η 2 ) for maximum possible η.
Remark 2.1 (cone separation).
Let C = diag(AM). Then C is a convex cone. It has a nonempty interior as we can find m i , i = 1, . . . , n, such that Am i • m i are independent; else they lie in a subspace annihilated by e. If e k = 0, then e T Ay • y = 0, where y is 1 in the kth spot. Then, Note diag(AM 0 ) cannot be an interior point of C else we can proceed in the direction (0, . . . , 0, 1) and improve the efficiency. Hence, x 0 = diag(AM 0 ) is a boundary point of C and there exists
In the following, we consider a few examples. Applying remark 2.1 to
,
which is semidefinite when
As another example consider
where b > 0 and −2 < (a + b) < 2, 1 2 14) which is semidefinite when 15) and the null vector is m = (1, η). Equation (2.15) implies that η = a −1 + (1 − ab)/a 2 , when a is negative. This choice of root ensures η > 0. When a is positive, we have η = a −1 − (1 − ab)/a 2 aṡ p 1 < 0 in equation (2.10) for this choice.
As another example consider equation (2.5),
we have 16) which is semidefinite when
which gives the maximum value of η = 1
, as in equation (2.5 As another example [13, 14] , consider
we have
which is the case when S has a two-dimensional null space. This is not possible as S 13 = 0, while u 2 1 = S 11 = 0 and u 2 3 = S 33 = 0. This says that semidefinite S cannot be rank 1. Hence, it has only a one-dimensional null space. The null vector m must satisfy 
The case m 2 = 0 produces no transfer. We generalize the system a bit more to illustrate the richness of the problem. Consider
First, note λ 1 > 0 and λ 4 > 0. When λ 2 = λ 3 , three rows are independent. Hence, the rank of the matrix is not less than 3, and we look for rank 1 null space such that When λ 2 = λ 3 , we have a situation where the rank deficiency of ΛA + A Λ can be greater than 1:
The null space is of the form
. 
Finite-time optimal control
We now consider the system in equation (2.2), d dt
We consider the problem of steering (1, 0) to the maximum possible value of r 2 in finite-time T [4] . In the finite-time case, the optimal return function V(r 1 , r 2 , t) has explicit dependence on time and, by definition,
Expanding in δt , we obtain the well-known Hamilton-Jacobi-Bellman equation,
From equation (3.2), define the adjoint variables (λ 1 , λ 2 ) = (∂V/∂r 1 , ∂V/∂r 2 ). Let 
We consider three separate cases for the problem. 
where (λ 1 (T), λ 2 (T)) = (0, 1). From equations (3.1) and (3.3), we deduce that V = λ 1 r 1 + λ 2 r 2 is a constant for the optimal trajectory and equals the optimal cost r 2 (T) = λ 1 (0). Writing the equation for adjoint variables backwards in time, let σ = T − t; then d dσ
where (λ 1 (σ ), λ 2 (σ )) σ =0 = (0, 1). Now, u 1 (σ ) and u 2 (σ ) should be chosen to maximize λ 1 (σ )| σ =T . Observe that this is exactly the same optimization problem as (3.1), where the roles of u 1 and u 2 have been switched. From the symmetry of these two optimization problems, we then have
Observe from (3.1) and (3.3) that ab(t) is monotonically increasing and, because ab(0) = 0 and ab(T/2) = 1, we have ab(t) < 1 for t < T/2 and therefore (a − b)/2ξ ab > 1 for t < T/2 (else (a − b)/2ξ > 1 and ab < 1 implies the stated). Therefore u * 2 (t) = 1 for t < T/2. Depending on a(0), we have two cases. Case A: in this case a(0)/2ξ ≥ 1. Then, we start in case II discussed above and verify that, in this case, a − b is increasing for ab < 1, implying (a − b)/2ξ ab > 1 Therefore, we stay in this case, for all t ∈ [0, T/2] and therefore occurs at tan θ 2 = r 2 /r 1 = (1 − κ(τ ))/2ξ . Thus, the system spends T − 2τ in phase II. Then, we have
We now derive an explicit expression for r 2 (T). For t ≥ T − τ ,
is constant along the system trajectories and equals the optimal return function r 2 (T). At t = T − τ , we have r 2 (T − τ )/r 1 (T − τ ) = tan θ 2 = (1 − κ(τ ))/2ξ and therefore, from (3.4), we have
where R 1 = r 2 1 (t) + r 2 2 (t) for t = T − τ . Also note V(T/2) = 2r 1 (T/2)r 2 (T/2). At time t = T/2, we then have r 2 /r 1 = tan((θ 1 + θ 2 )/2) and therefore
where R 2 = r 2 1 (T/2) + r 2 2 (T/2). Note that, between T/2 and T − τ , the system evolves under u 1 = u 2 = 1. Therefore, R 1 = R 2 exp(−(T/2 − τ )). Because V is constant, equating (3.5) and (3.6), we get equation (3.7) . At time τ , the optimal trajectory (r 1 , r 2 ) passes from phase I to II and makes an angle θ 1 with the r 1 axis, and at time T − τ the optimal trajectory passes from phase II to phase III and makes an angle θ 2 with the r 1 axis (see figure 2) . The optimal efficiency η T for the finite time T is expressed in terms of these angles as
In the limit T goes to infinity τ = T/2 and θ 1 = θ 2 = tan −1 1 + ξ 2 − ξ and η T approaches η in (2.2). This corresponds to the unconstrained time case we discussed initially.
We now study control of coupled spin dynamics in the presence of longitudinal relaxation [15] . For this, we consider the system
where the goal is to drive the system from (1, 0, 0, 0) to the maximum possible value of z 2 . Because the controls can be made much larger than the natural parameters in the system, we define r 1 =
Writing an equation for r 1 and r 2 gives us the scaled equation
In the finite-time case, the optimal return function V(r 1 , r 2 , t) has explicit dependence on time and, by definition,
, where a = λ 2 /λ 1 and b = r 2 /r 1 . Then, equation (3.10) can be rewritten as
For the finite-time problem
We consider three separate cases for the problem 
where (λ 1 (T), λ 2 (T)) = (0, 1). From equations (3.9) and (3.11), we deduce that V = λ 1 r 1 + λ 2 r 2 is a constant for the optimal trajectory and equals the optimal cost r 2 (T) = λ 1 (0). Observe from (3.9) and (3.11) that ab(t) is monotonically increasing. We see that (a − b) is increasing in cases I and II; (a − b)/ab is decreasing in cases II and III; (a − b)/2ξ 2 ab > 1 to begin with. Therefore, u * 2 (t) = 1 to begin with. Depending on a(0), we have the following cases. If we start in case I, we can increase a − b and switch to case II. If (a − b)/ab decreases below a threshold, we switch to case III and stay there. We may start in case II and switch to case III and stay there or we may always stay in case II. This can be given in more detail, as follows.
If a(0)/2ξ < 1, then u * 1 (0) = a(0)/2ξ and the system begins in case I. Let κ 1 (t) = b/a. This satisfies
The solution to this equation is given by κ 1 (t) = 1 + 2ξ 2 1 − 2ξ 1 1 + ξ 2 1 coth( 1 + ξ 2 1 t + 2β), where sinh(β) = ξ 1 . After time τ 1 , (a − b)/2ξ 1 becomes equal to 1 and the system switches to case II. Putting (a − b)/2ξ 1 = 1 and (b/a)(t) = κ 1 (t), we get r 2 (τ 1 )/r 1 (τ 1 ) = 2ξκ 1 (τ 1 )/(1 − κ 1 (τ 1 )) (denote this ratio by tan θ 1 ).
In the case a(0)/2ξ > 1, we start in the case II discussed above and verify that, in this case, a − b is increasing and a − b/ab is decreasing. Therefore, we stay in this case for where u * 1 = u * 2 (t) = 1, before we may switch to case III.
In phase III, let
The solution to this equation is given by κ 2 (t) = 1 + 2ξ 2 2 − 2ξ 2 1 + ξ 2 2 coth 1 + ξ 2 2 t + 2β , where sinh(β) = ξ 2 .
At time T − τ 2 , when we switch to case III, we have (a − b)/2ξ 2 ab = 1 with (b/a)(T − τ 2 ) = κ 2 (τ 2 ). The switching to this case occurs at tan θ 2 = r 2 /r 1 = (1 − κ 2 (τ 2 ))/2ξ 2 . Thus the system spends T − τ 1 − τ 2 in phase II. Then we have 13) where the last equation follows from duality of r and λ, where we drive the λ equation backwards in time from the initial value λ(T) = (0, 1) to a maximum possible value of λ 1 (0). Given ξ 1 < ξ 2 , we stay all the time in case II when T ≤ tan −1 (1/2ξ 2 ). For T > tan −1 (1/2ξ 2 ) we have case II for time T − τ 2 followed by case III for time τ 2 , for a total time τ 2 + tan −1 ((1 − κ 2 (τ 2 ))/2ξ 2 ), as long as
If T is made even larger, we see all three phases. When ξ 2 < ξ 1 , we stay all the time in case II, when T ≤ tan −1 (1/2ξ 1 ). For larger T ≥ tan −1 (1/2ξ 1 ) we have case I for time τ 1 followed by case II for time T − τ 1 , as long as
For even larger T, we have all three stages. 
Physics of model problems
To motivate some of the model problems considered in §3, we consider a coupled spin system consisting of spins I and S. The Hamiltonian for the spin system takes the form
The first two terms of H 0 represent energy of the spins I and S in a static magnetic field along the z-direction. The term 2I z S z corresponds to the interaction Hamiltonian, which gives a positive contribution when spins are oriented alike and a negative contribution when the spins are oriented opposite to each other. The control consists of an oscillating magnetic field along the x-direction, whose amplitude, frequency and phase can be varied. In these experiments, J ω 1 , ω 2 ν I , ν S . Typical values of J and ω 1 , ω 2 are in Hz and kHz, respectively, while those of ν I and ν S at B 0 field strength of teslas are in hundreds of MHz.
The eigenstates of the Hamiltonian are the product operator bases |00 , |10 , |01 and |11 , where |0 and |1 are eigenstates of the σ z , with eigenvalues Figure 3b shows the state of a spin ensemble with the population in different states written below the energy bar. The proportion of the ensemble when spin I is in state |0 versus when spin I is in state |1 is 5 9 , while the ensemble has an equal number of spins S in the |0 and |1 states. Writing down a density matrix for this system then gives ρ = By transforming the ensemble so that more of the spins S become more polarized than their equilibrium state, it is possible to improve the sensitivity of NMR experiments that determine the Larmor frequency of spins S. This experiment is called the transfer of polarization experiment. To make matters more transparent, we assume α S = 0 as in figure 3 and drop the factor 1 4 1, as this part of the density matrix does not transform under rotations. We consider operations that will transform the spin ensemble from the initial state
One method for performing this manipulation is to first perform a rotation on spin I conditioned on the state of spin S, so that the |10 ↔ |00 , whereas |01 and |11 are unperturbed. In the language of quantum information processing, this is a so-called controlled not operation, and the corresponding unitary transformation inverts the state of spin I, conditioned on the state of spin S being |0 . This is depicted by the arc in figure 3b . Now, we can perform a controlled not operation on spin S, such that the S spin is inverted if spin I is 0. As a result of the first controlled not operation, the ensemble in (4.2) transforms to ρ = The equations describing the first transfer I z → 2I z S z are obtained by first writing the Schrödinger equation of the coupled spin system in terms of the product basis |00 , |01 , |10 and |11 . This gives us
We add decoherence into our system model by introducing fluctuations into the system Hamiltonian H(t) in equation (4.6). The resulting density matrix equation then takes the forṁ ρ = −i[H(t) + f 1 (t)I z + f 2 (t)S z + f 3 Now, by choosing the frequency of the radiofrequency field ω = ω I , where ω I is the resonance frequency of spin I, and transforming into a rotating frame described by taking the density matrix This would correspond to the selective inversion of the transition I in figure 3a .
We re-express the above equations with coordinates Z 1 = (z 1 + z 2 )/2 and Z 2 = (z 1 − z 2 )/2. Similarly, we define X 1 , X 2 , Y 1 , Y 2 . Then, we obtain the following control system:
This is the system we studied in this article. We provided some concrete examples of state transfer problems involving control of coupled spin dynamics in the presence of decoherence or relaxation. We showed how optimal control of these dissipative bilinear systems can lead to design of better experiments. There is complementary work in the quantum control literature on using control to decouple or refocus couplings to the bath [16] [17] [18] [19] [20] [21] . In all this work, it is assumed that fluctuations owing to the environment have long correlation times and hence can be refocused with control pulses or the environment represents itself as a coupling, which can be decoupled. In our work, we operate in the regime where the correlation time of environment fluctuation is too small and one has to necessarily work with master equations, which we showed how to optimally steer. A systematic study of the controllability and optimal control problems related to Lindblad equations of open quantum systems is expected to have an immediate impact in the areas of coherent spectroscopy and quantum information processing.
