In this paper we propose a convex programming based method to compute robust domains of attraction for state-constrained perturbed polynomial continuous-time systems. The robust domain of attraction is a set of states such that every trajectory starting from it will approach the equilibrium while never violating the specified state constraint, irrespective of the actual perturbation. With Kirszbraun's extension theorem for Lipschitz maps, we first characterize the interior of the maximal robust domain of attraction for state-constrained polynomial systems as the strict one sub-level set of the unique viscosity solution to a generalized Zubov's equation. Instead of solving this Zubov's equation based on traditional grid-based numerical methods, we synthesize robust domains of attraction via solving semi-definite programs, which are constructed from the generalized Zubov's equation. A robust domain of attraction could be obtained by solving a single semi-definite program, rendering our method simple to implement. We further show that the existence of solutions to the constructed semi-definite program is guaranteed and there exists a sequence of solutions such that their strict one sub-level sets inner-approximate the interior of the maximal robust domain of attraction in measure under appropriate assumptions. Finally, we evaluate our semi-definite programming based method on three case studies.
Introduction
The robust domain of attraction of interest in this paper is a set of states from which the system will finally approach the equilibrium while never breaching a specified state constraint regardless of the actual perturbation. Estimating it is a fundamental task in dynamical system analysis such as the analysis of power systems [1] and turbulence phenomena in fluid dynamics [5] .
Existing approaches to approximating robust domains of attraction can be divided into non-Lyapunov and Lyapunov based categories. Non-Lyapunov based approaches include, but not limited to, trajectory reversing methods [13] , polynomial level sets methods [34] and reachable set computation based methods [11] . Contrasting with non-Lyapunov based methods, Lyapunov-based methods are still dominant in estimating robust domains of attraction, e.g. [33, 18, 14] . Such methods are based on the search of a Lyapunov function V (x) and a positive scalar b such that the Lie derivative of V (x) is negative over the sub-level set C = {x | V (x) ≤ b}. Given such V and b, it can be shown that the connected component of C containing the equilibrium is a robust domain of attraction. Generally, the search for Lyapunov functions is non-trivial for nonlinear systems due to the nonconstructive nature of the Lyapunov theory, apart from some cases where the Jacobian matrix of the linearized system associated with the nonlinear system of interest is Hurwitz. Typically, with the rapid development of real algebraic geometry [26, 6] and positive polynomials [28, 16] in the last decades, especially the sum-of-squares (SOS) decomposition technique, finding a Lyapunov function which is decreasing over a given state constraint set can be formulated as a convex programming problem for polynomial systems. This results in a large amount of findings which adopt convex optimization-based approaches to the search for polynomial Lyapunov functions, e.g., [25, 8, 4] and the references therein. However, if we return to the problem of estimating robust domains of attraction, it resorts to addressing a bilinear semi-definite program, e.g., [17, 30, 31, 14] . The resulting bilinear semi-definite program falls within the non-convex programming framework and is notoriously hard to solve. Moreover, such methods cannot guarantee the existence of polynomial Lyapunov functions theoretically.
Another way to compute Lyapunov functions and estimate robust domains of attraction is based on solving Zubov's equation [36] , which is a Hamilton-Jacobi type partial differential equation. This equation was originally inferred to describe the maximal domain of attraction for nonlinear systems free of perturbation inputs and state constraints. Recently, it was extended to perturbed nonlinear systems in [7] and further to state-constrained perturbed nonlinear systems in [35] . The appealing aspect of Zubov's method in [35] is that it touches upon the problem of computing the maximal robust domain of attraction, whose interior is described exactly via the strict one sublevel set of the unique viscosity solution to a generalized Zubov's equation. Traditionally, numerical methods based on continuous discretization of the state space and perturbation space are employed to solve this equation [7, 35] . However, as such numerical methods exhibit exponential growth in computational complexity with the number of state and perturbation variables, the applicability of Zubov's method is generally limited to systems with dimension less than six.
In this paper we propose a convex programming based method to compute robust domains of attraction for state-constrained perturbed polynomial systems. We first customize the generalized Zubov's equation in [35] to characterize the maximal robust domain of attraction for state-constrained perturbed polynomial systems based on Kirszbraun's extension theorem for Lipschitz maps. Then we relax the customized Zubov's equation into a system of inequalities and further encode these inequalities in the form of sum-of-squares constraints, finally leading to a simple implementation method such that a robust domain of attraction can be generated via solving a single semi-definite program. Compared with traditional grid-based numerical methods for addressing Zubov's equation directly, the semi-definite programming based method trades off accuracy for computing speed. It falls within the convex programming framework and can be solved efficiently in polynomial time via interior-point methods, consequently providing a practical method for computing robust domains of attraction. Under appropriate assumptions, the existence of solutions to the constructed semi-definite programming is guaranteed and there exist solutions such that their strict one sub-level sets inner-approximate the interior of the maximal robust domain of attraction in measure. The semi-definite programming based method for synthesizing robust domains of attraction is the main contribution of this paper. Three selected case studies are employed to evaluate its performance. This paper is structured as follows. In Section 2 we introduce basic notations used throughout this paper and the problem of interest. In Section 3 we detail our semi-definite programming based method for computing robust domains of attraction for state-constrained perturbed polynomial systems. After evaluating our approach on three illustrative examples in Section 4, we conclude our paper in Section 5.
Preliminaries
In this section we first formulate the problem of generating robust domains of attraction in Subsection 2.1, and then introduce the concept of the maximal robust domain of uniform attraction in Subsection 2.2. The maximal robust domain of uniform attraction, which is the interior of the maximal robust domain of attraction, plays a particularly important role in our method for synthesizing robust domains of attraction.
The following basic notations will be used throughout the rest of this paper: R n denotes the set of n-dimensional real vectors. R[·] denotes the ring of polynomials in variables given by the argument. R k [·] denotes the set of real polynomials of degree at most k in variables given by the argument, k ∈ N. N denotes the set of non-negative integers. x denotes the 2-norm, i.e. x = n i=1 x 2 i , where x = (x 1 , . . . , x n ). Vectors are denoted by boldface letters. ∆
• , ∆ c and ∆ denote the interior, the complement and the closure of a set ∆, respectively. B(x, r) denotes the ball around x with radius r > 0 in R n .
Robust Domains of Attraction
The state-constrained perturbed dynamical system of interest in this paper is of the following form:
where Additionally, we have Assumption 1 for system (1) throughout this paper.
(2) there exist positive constants C, σ, r such that
for x 0 ∈ B(0, r) and d ∈ D, i.e., the equilibrium state 0 is uniformly locally exponentially stable for system (1).
(3) The state constraint set X does not touch the equilibrium x = 0, i.e., there exists r > 0 such that B(0, r) ⊂ X . We without loss of generality assume that this r is the same as that in (2) . In addition, we also assume that r is sufficiently small such that every trajectory starting from it will never leave the set X .
(4) The set X is of the following form
where
. Systems with locally exponentially stable equilibria are widely studied in existing literatures, e.g., [18] . Since it is not enough to know that the system will converge to an equilibrium eventually in many applications, there is a need to estimate how fast the system approaches 0. The concept of exponential stability can be used for this purpose [29] .
The goal of this paper is to synthesize robust domains of attraction of the origin for system (1) . The maximal robust domain of attraction, which is the set of states such that every possible trajectory starting from it will approach the origin while never leaving the constraint set X , is formally formulated in Definition 1.
The maximal robust domain of attraction R is defined as
A robust domain of attraction Ω is a subset of the maximal robust domain of attraction R, i.e. Ω ⊆ R.
Robust Domains of Uniform Attraction
In order to relate robust domains of attraction to Zubov's equation, a uniform version of the maximal robust domain of attraction R is presented in [35] . In this subsection we introduce the maximal robust domain of uniform attraction.
To this end, we define the distance between a point x ∈ R n and a set A ⊂ R n by dist(x, A) := inf y∈A x − y . Then, for δ ≥ 0, we define the set of δ−admissible perturbation input functions as
. The maximal robust domain of uniform attraction is then defined by
there exists a function β(t) satisfying
The set R 0 is a uniform version of R in the sense that for every x 0 ∈ R 0 the trajectories have a positive distance δ to X c and converge towards 0 with a speed characterized by β(t). Neither δ or β(t) depends on d ∈ D. The relation between R 0 and R is uncovered in Lemma 1.
Lemma 1. [35]
The following two statements hold:
R 0 = R • implies that R 0 and R coincide except for a set with void interior. From this point of view, a good estimation of the maximal robust domain of uniform attraction corresponds to a good estimation of the maximal robust domain of attraction in many real applications.
Computation of Robust Domains of Attraction
In this section we detail our method for synthesizing robust domains of attraction. Subsection 3.1 presents an auxiliary system, to which the global solution over t ∈ [0, ∞) exists for every x ∈ R n , and then Subsection 3.2 presents a customized Zubov's equation for state-constrained perturbed polynomial systems as well as a semidefinite programming based method for synthesizing robust domains of attraction. Finally, we show that the constructed semi-definite program is able to generate a convergent sequence of robust domains of attraction to the maximal robust domain of uniform attraction in measure under appropriate assumptions.
System Reformulation
As f ∈ R[x, d] in system (1), f is only locally Lipschitz-continuous over x. Therefore, the existence of a global solution φ d x0 (t) over t ∈ [0, ∞) to system (1) is not guaranteed for any initial state x 0 ∈ R n [9] . However, the existence of global solutions is a prerequisite for constructing the Zubov's equation, to which the strict one sub-level set of the viscosity solution characterizes the maximal robust domain of uniform attraction. In this subsection we construct a system, to which the global solution over t ∈ [0, ∞) starting from any initial state x 0 ∈ R n exists. Also, its solution coincides with the solution to system (1) over a compact set
where (5) plays three important roles in our semi-definite programming based approach, which is shown in Subsection 3.2.
1. The condition X ⊆ B(0, R) guarantees that the maximal robust domain of uniform attraction R 0 for system (1) can be exactly characterized by trajectories to the auxiliary system (6), as formulated in Proposition 1.
2. The condition ∂X ∩ ∂B(0, R) = ∅ assures that the strict one sub-level set of the approximating polynomial returned by solving (34) in Subsection 3.2 is a robust domain of attraction. It is useful in justifying Theorem 3 in Subsection 3.2.
3. The condition B(0, R) = {x ∈ R n | h(x) ≥ 0} with h(x) = R − x 2 is used to guarantee the existence of solutions to the semi-definite program (34) in Subsection 3.3. It is useful in justifying Theorem 4 in Subsection 3.3.
The auxiliary system is of the following form:
) over B(0, R)×D, implying that the trajectories governed by system (6) coincide with the ones generated by system (1) over the state space B(0, R).
The existence of system (6) is guaranteed thanks to Kirszbraun's theorem [12] , which is recalled in Theorem 1. (6), where z is an n-dimensional vector with each component equaling to one.
Thus, for any pair (d, x 0 ) ∈ D × R n , there exists a unique absolutely continuous trajectory
This requirement is the basis of deriving Zubov's equation in [35] . Moreover, we have the following proposition stating that the sets R and R 0 for system (1) coincide with the corresponding sets for system (6) as well.
there exists a function lim t→∞ β(t) = 0 with
where R and R 0 are respectively the maximal robust domain of attraction and the maximal robust domain of uniform attraction for system (1).
) over x ∈ X and d ∈ D, the trajectories for system (1) and (6) coincide in the set X , it is obvious that the conclusion holds.
Synthesizing Robust Domains of Attraction
In this subsection we first follow the procedure in [35] to characterize the maximal robust domain of uniform attraction R 0 of system (6) as the strict one sub-level set of the viscosity solution to a generalized Zubov's partial differential equation, and then relax this partial differential equation to a semi-definite program for generating robust domains of attraction.
In order to show the Zubov's equation we first introduce a running cost g(x) : R n → R and a function h (x) : R n → R satisfying Assumption 2 as done in [35] .
Herein, we define ln 0 = −∞.
h (x) fulfills the requirement in (A4) in [35] , i.e. h (x) is locally Lipschitz continuous on X , h (x) = ∞ iff x / ∈ X , and lim n→∞ h (x n ) = ∞ when lim n→∞ x n = x / ∈ X , h (0) = 0. Throughout this paper, the function g in Assumption 2 is chosen as
with sufficiently large constant s, where α > 0 and q(x) ∈ R[x] with q(x) > 0 for x = 0 is a nonnegative polynomial over x ∈ R n such that
is a nonempty robust domain of uniform attraction. Without loss of generality we assume that B(0, r) ⊂ X ∞ and ∂B(0, r) ∩ ∂X ∞ = ∅ since r in Assumption 1 can be sufficiently small. g(x) in (10) satisfies Assumption 2 and another important property shown in Lemma 2, which will lift the value functions in (16) and (17) shown later to be Lipschitz continuous.
Lemma 2. g(x) in (10) satisfies Assumption 2 and the following inequality,
where B(0, r) is defined in Assumption 1 and K is some positive constant.
Proof. We first prove that g(x) in (10) is locally Lipschitz continuous over x ∈ R n . It is obvious that for x, y ∈ X ∞ or x, y ∈ R n \ X ∞ , we have that there exists a constant K such that
In the following we just need to show that for x ∈ ∂X ∞ (Since X ∞ is open, x / ∈ X ∞ ), there exists a neighborhood B(x, σ) of x and a constant K > 0 such that
, it is obvious that there exists a constant
When y ∈ X ∞ , we have
The last inequality in (13) uses the fact that e −z ≤ 1 z for z ≥ 0. Therefore, there exists a neighborhood B(x, σ) of x satisfying 0 / ∈ B(x, σ) (since x = 0) and a constant K > 0,
Below we show that g(x) satisfies Assumption 2. It is trivial to prove that g(x) satisfies conditions (a) and (b) in Assumption 2. Next we prove that g(x) in (10) satisfies (c) in Assumption 2. Suppose that
Therefore, we have
where L g is the Lipschitz constant of g(x) over X and C, r, σ are defined in (2) . Therefore,
In the following we show that g(x) satisfies (12) over B(0, r). Let x, y ∈ B(0, r), M 1 and M 2 are two positive constants such that dist(z,
is Lipschitz continuous and B(0, r) is a compact set with B(0, r) ⊂ X ∞ and ∂B(0, r) ∩ ∂X ∞ = ∅.), and L dist is the Lipschitz constant of the distance function dist(·, X c ∞ ) over B(0, r), we have that
y is obtained in the following way:
y and λ is a constant falling within (0, 1). The proof is completed.
and
and δ is some positive constant. According to Theorem 3.1 in [35] , we have the following conclusion that
According to Proposition 4.2 in [35] , V (x) and v(x) satisfy the following dynamic programming principle.
x (τ ))dτ . Then the following assertions are satisfied:
1. for x ∈ R 0 and t ≥ 0, we have:
2. for x ∈ R n and t ≥ 0, we have:
We further exploit the Lipschitz continuity property of V (x) and v(x). The Lipschitz continuity property of v(x) plays a key role in guaranteeing the existence of polynomials solutions to the constructed semi-definite program (34) theoretically, which will be introduced later.
Lemma 4. Under Assumption 1 and Assumption 2, then
Proof. 1. Assume x, y ∈ R 0 . Then we obtain that
According to Lemma 2,
Thus, analogous to the proof of Proposition 4.2 in [7] , we obtain that
where L S is some positive constant. 
where L h is the Lipschitz constant of h over R 0 and L f is defined in (7).
Combining (22) and (23), we have that (16) is Lipschitz continuous on R 0 .
2. This proof follows the proof of Proposition 4.3 in [7] with small modifications. Let L 0 denote the Lipschitz constant of the value function V on X ∞ , whose existence is guaranteed by the first statement in this lemma. Also, let L g and L h denote the Lipschitz constants of g and h on R 0 respectively. For
and observe that V (x) ≥ αT x . If x, y ∈ R 0 , then for any > 0, there exists a perturbation input d ∈ D such that
). Let φ ∈ C 1 (R n ) be such that v(x) − φ has a local maximum at x 0 ∈ R 0 , where we may assume that v(x 0 ) − φ(x 0 ) = 0 and φ(x) ≤ 1, ∀x ∈ R n . Then V − ψ has a local maximum at x 0 for ψ(
According to Corollary 3 in [10] , we have
Hence, since δ ≥ L f α and v ≡ 1 in R n \ R 0 , we have that
for any x 0 ∈ R n and any φ ∈ C 1 (R n ) satisfying that v − φ has a local maximum at x 0 . This implies that v is Lipschitz continuous in R n with Lipschitz constant δ(L 0 + 
Likewise, the function v in (17) is the unique bounded and continuous viscosity solution of the generalized Zubov's equation
, v is Lipschitz continuous. As a direct consequence of (26), we have that if a continuously differentiable function u(x) : R n → R satisfies (26), then u(x) satisfies for x ∈ R n and d ∈ D the constraints:
Corollary 1. Assume a continuously differentiable function u(x) : R n → R is a solution to (27) , then v(x) ≤ u(x) over x ∈ R n and consequently Ω = {x | u(x) < 1} ⊂ R 0 is a robust domain of uniform attraction.
Proof. It is obvious that (27) is equivalent to
If u(x) is a viscosity super-solution to (26) , according to the comparison principle in Proposition 4.7 in [35] , v(x) ≤ u(x) holds. Consequently, Ω = {x | u(x) < 1} ⊂ R 0 is a robust domain of uniform attraction. In the following we show that u(x) is a viscosity super-solution to (26) Let's first recall the concept of viscosity super-solution to (26) . A lower semicontinuous function u l : R n → R is a viscosity super-solution of (26) [35] if for all φ ∈ C 1 (R n ) such that u l − φ has a local minimum at x 0 , we have min inf
Since u satisfies (28), it is enough to prove that
, where φ ∈ C 1 (R n ) and u − φ has a local minimum at x 0 . Without loss of generality, we assume that u(x 0 ) − φ(x 0 ) = 0. There exists a δ 0 > 0 such that
and consequently there exists a δ > 0 with δ ≤ δ 0 such that 
By applying Gronwall's inequality [15] to (31) with the time interval [0, θ], we have that
which contradicts the fact that
Therefore, we conclude that u(x) is a viscosity super-solution to (26) .
From Corollary 1 we observe that a robust domain of attraction can be found by solving (27) rather than (26) . However, u(x) is required to satisfy (27) over R n , which is a strong condition. This requirement renders the search for a solution to (27) nonetheless nontrivial. Regarding this issue, we further relax this condition and restrict the search for a continuously differentiable function u(x) in the compact set B(0, R) \ X ∞ , where
n \ X ∞ , we obtain the following system of constraints:
Theorem 3. Let u(x) be a continuously differentiable solution to (32) and δ > 0 is an odd integer, then Ω = {x ∈ B(0, R) | u(x) < 1} is a robust domain of attraction.
According to the second constraint in (33), i.e. u(x)
. . , n X , ∀x ∈ X \ X ∞ , we have that h j (x) < 1 for j = 1, . . . , n X if u(x) < 1, where x ∈ X \ X ∞ . Also, since u(x) − 1 ≥ 0 for x ∈ B(0, R) and X ∞ ⊆ X , Ω ⊂ X . Next we prove that every possible trajectory initialized in the set Ω will approach the equilibrium state 0 eventually while never leaving the state constraint set X .
Assume that there exist y ∈ Ω, a perturbation input d ∈ D and τ > 0 such that
Obviously, y / ∈ X ∞ and ψ
Applying Gronwall's inequality [15] Lastly, we prove that every possible trajectory initialized in the set Ω approaches the equilibrium state 0 eventually. Since every possible trajectory initialized in the set X ∞ approaches the equilibrium state 0 eventually, it is enough to prove that every possible trajectory initialized in the set Ω \ X ∞ will enter the set X ∞ within a finite time horizon. Assume that there exist y ∈ Ω and a perturbation input d such that ψ
Moreover, applying Gronwall's inequality [15] again to
contradicting the fact that u(ψ d y (t)) ≥ 0 holds for t ≥ 0. Therefore, every possible trajectory initialized in the set Ω will enter the set X ∞ within a finite time horizon and consequently will asymptotically approach the equilibrium state 0.
Therefore, Ω is a robust domain of attraction.
, based on the sum of squares decomposition for multivariate polynomials, (32) is recast as the following semi-definite program:
According to Theorem 3,
is the solution to (34) .
is still a robust domain of attraction if the origin 0 is asymptotically stable for (1) rather than uniformly locally exponentially stable, where u k (x) is the solution to (34) . The proof of Theorem 3 does not require that the equilibrium state 0 is uniformly locally exponentially stable. (34) In this subsection we exploit some properties pertinent to (34) and show that there exists solutions to (34) under appropriate assumptions. Moreover, we show that there exists a sequence of solutions to (34) such that their strict one sub-level sets approximate the interior of the maximal robust domain of attraction in measure.
Analysis of
Assumption 3. One of the polynomials defining the set D is equal to h
where c · l = B(0,R)\X∞ u k (x)dµ(x), l is the vector of the moments of the Lebesgue measure µ(x) over B(0, R) \ X ∞ indexed in the same basis in which the polynomial u k with coefficients c is expressed. δ is a user-defined odd positive integer. The minimum is over polynomial u k (x) ∈ R k [x] and sum-of-squares polynomials
, s 10,l,j (x), i = 4, . . . , 9, j, l = 1, . . . , n X , of appropriate degree. Since the constraints that polynomials are sum-of-squares can be written explicitly as linear matrix inequalities, and the objective is linear in the coefficients of polynomial u k (x), problem (34) is a semi-definite program, which falls within the convex programming framework and can be solved via interior-point methods in polynomial time (e.g., [32] ).
As argued in [19] , Assumption 3 is without loss of generality since the set D is compact, the redundant constraint d
Lemma 5 (Lemma B.5 in [21] ). Let B(0, R) be a compact subset in R n and u(x) : B(0, R) → R be a locally Lipschitz function. If there exists a continuous function β : Proof. Since v(x) in (17) satisfies (26), for any 1 > 0, v (x) = v(x) + 1 satisfies the following constraints:
According to Lemma 4, v(x) is locally Lipschitz continuous over x ∈ B(0, R) \ X ∞ if δ ≥ L f α . Therefore, v (x) is locally Lipschitz continuous over x ∈ B(0, R) \ X ∞ as well. According to Lemma 5, we have that for any 2 < 1 αδ with 2 > 0, there exists a polynomial p (x) such that
Assume that p(x) = p (x) + 2 . Then we have
Thus, we have
The polynomial p(x) is therefore strictly feasible in (34) , which follows from the classical Putinar's Positivstellensatz [28] . Since 1 is arbitrary and 2 < 1 αδ, the conclusion in Theorem 4 holds.
with k > 0 and lim k→∞ k = 0 with k ∈ N, according to Theorem 4, there exists a sequence
we next show that R k,0 inner-approximates the interior of the maximal robust domain of attraction in measure with k approaching infinity.
and R k,0 be the sequence in (37) and the set in (38) respectively. Then the set R k,0 converges to the interior of the maximal robust domain of attraction from inside in measure with k tending towards infinity, i.e., lim
Proof. Following the proof of Theorem 3 in [20] , we have that lim k→∞ µ(R 0 \ R k,0 ) = 0, where R 0 = {x ∈ R n | v(x) < 0}. According to Lemma 1, we have that lim k→∞ µ(R • \ R k,0 ) = 0.
Examples and Discussions
In this section we illustrate our approach on three examples. All computations were performed on an i7-P51s 2.6GHz CPU with 4GB RAM running Windows 10. For the numerical implementation, we formulate the sum-ofsquares problem (34) using the Matlab package YALMIP [22] and employ Mosek of the academic version [24] as a semi-definite programming solver. The parameters that control the performance of our method are illustrated in Table 1 . 
for which the origin is a locally uniformly exponentially stable state.
In this example X = {x | x 2 + y 2 < 1}, X ∞ = {x | x 2 + y 2 < 0.01}, B(0, R) = {x | x 2 + y 2 ≤ 1.01} and δ = 1 are used to perform computations. Therefore, q(x) = x 2 + y 2 and α = 0.01 in the semi-definite programming (34) according to (10) and (11) . Theorem 3 indicates that the strict one sub-level set of the solution to (34) is a robust domain of attraction. Plots of computed robust domains of attraction R k , k = 6, 8, 10, 12, 14, 16 , are shown in Fig.  1 . The relative volume errors, which are computed approximately by Monte Carlo integration, are also reported in Table 2 . From Fig. 1 and Table 2 we observe fairly good tightness of estimates since k = 6. Table 2 : Relative error estimations of computed robust domains of attraction to the maximal robust domain of attraction R as a function of the approximating polynomial degree for Example 1.
Example 2. We consider a system from [35] , whose dynamics are described bẏ
The origin for system (40) is locally uniformly exponentially stable. In this example D = [4.9, 5.1] and X = {x | x 2 + y 2 < 1}. In order to fit (34), we reformulate (40) as the following equivalent systeṁ
01} and δ = 1 are used to perform computations. Therefore, q(x) = x 2 +y 2 and α = 0.01 in the semi-definite programming (34) according to (10) and (11). Theorem 3 indicates that the strict one sub-level set of the solution to (34) is a robust domain of attraction. Plots of computed robust domains of attraction R k , k = 2, 4, 6, 8, 10, are shown in Fig. 2 . We also give an estimate of the maximal robust domain of attraction by simulation methods. By extracting perturbations from D according to uniform distribution and discretizing the state space [−1, 1] × [−1, 1], this estimate is computed by the first-order Euler method and corresponds to the gray region in Fig. 2. From Fig. 2 and Table 3 , which shows relative volume errors, we observe fairly good tightness of the estimates since k = 4.
Example 3. Consider a seven-dimensional system, which is mainly employed to illustrate the scalability issue of Table 3 : Relative error estimations of computed robust domains of attraction to the maximal robust domain of attraction R as a function of the approximating polynomial degree for Example 2.
our semi-definite programming based method in dealing with high dimensional system.
where D = {d ∈ R | d 2 − 0.25 ≤ 0}, X = {x | x 2 < 1} and X ∞ = {x | x 2 < 0.01}. The equilibrium state 0 is locally uniformly exponentially stable. In this example δ = 1, h(x) = 1.01 − x 2 , q(x) = x 2 and α = 0.01 in the semi-definite programming (34) are used for computations. Theorem 3 indicates that the strict one sub-level set of the solution to (34) is a robust domain of attraction. Plots of computed robust domains of attraction R k , k = 3, 4, 5, on planes x 1 − x 2 with x 3 = x 4 = x 5 = x 6 = x 7 = 0 and x 1 − x 7 with x 2 = x 3 = x 4 = x 5 = x 6 = 0 are shown in Fig. 1 . In order to shed light on the accuracy of the computed domains of attraction, we synthesize coarse estimations of the maximal robust domain of attraction on planes x 1 − x 2 with x 3 = x 4 = x 5 = x 6 = x 7 = 0 and x 5 − x 6 with x 1 = x 2 = x 3 = x 4 = x 7 = 0 respectively. They are the gray regions in Fig. 3 and computed by the first-order Euler method with perturbations extracted from D according to uniform distribution.
Based on Examples 1∼3, we conclude that approximating polynomials of higher degree return less conservative robust domains of attraction. Although the size of the semidefinite programs in (34) grows extremely fast with the number of state and perturbation variables and the degree of the polynomials in (34) , it is worth emphasizing that we are dealing with nonlinear non-convex infinite-dimensional problems (arguably a broad class of difficult mathematical problems) by solving a single semi-definite program, which is relatively simple to implement. Yet, despite the generality and the difficulty of the problems considered, this general methodology can provide tight estimates with mathematically rigorous convergence guarantees under appropriate assumptions. In order to improve the scalability issue of our method and further apply it to higher dimensional systems, some techniques such as exploiting the algebraic structure [27] of the semi-definition programming (34) and using template polynomials such as (scaled-) diagonally-dominant-sums-of squares polynomials [23, 2, 3] would facilitate such gains.
Conclusion
In this paper a convex optimization based method was proposed for synthesizing robust domains of attraction for state-constrained perturbed polynomial systems. In our method a robust domain of attraction could be obtained by solving a single semi-definite program. The semi-definite program, which falls within the convex programming framework and can be solved in polynomial time via interior-point methods, was constructed from a generalized Zubov's partial differential equation. Under appropriate assumptions, the existence of solutions to the constructed semi-definite program is guaranteed and there exists a sequence of solutions such that their strict one sub-level sets inner-approximate the interior of the maximal robust domain of attraction in measure. We finally evaluated the performance of our method on three case studies.
