Introduction
The first part of this paper presents a generalization of a portion of the theory of analytic functions in the unit disc. The theory to be extended consists of some basic theorems related to the Hardy class H v (1 ~<p~ co). For example, (i) the theorem of SzegS, Kolmogoroff and Krein on mean-square approximation of 1 by polynomials which vanish at the origin, (ii) the theorems of F. and M. Riesz, on the absolute continuity of "analytic" measures, and on the integrability of log [ / [ for / in H 1, (iii) Beurling's theorem on invariant subspaces of H 2, (iv) the faetorization of H p functions into products of "inner" and "outer" functions. The second part of the paper discusses the embedding of analytic discs in the maximal ideal space of a function algebra.
The paper was inspired by the work of Arens and Singer [3; 4] , Bochner [6] , Helson and Lowdenslager [14; 15] , Newman [24] , and Wermer [27] . Some of the proofs we employ are minor modifications of arguments due to these authors; however, the paper is selfcontained and assumes only standard facts of abstract "real variable" theory, e.g., fundamental theorems on measure and integration, Banach spaces, and Hilbert spaces. In particular, very little knowledge of analytic function theory is essential for reading the paper, since the classical results which are to be generalized are special cases of the theorems here.
The Hardy class H v (1 ~<p< 0o) consists of those analytic functions / in the unit disc for which the integrals fl f(rr176 I' 0 (1) This research was partially supported by the Office of Scientific Research, United States Air Force.
are bounded as r tends to 1. Since these spaces arise naturally in the study of Abel-Poisson summability of Fourier series, it was realized early in their development that many properties of H ~ functions belonged in the realm of "real variable" theory. Specifically, we mean that general compactness arguments enable one to write each H ~ function as the Foisson integral of an L ~ function on the boundary (or, a measure in the case p = 1); and thus, by identifying an H ~ function with its boundary-values, some results can be deduced without reference to the geometry of analytic mappings. It now appears that the portion of the theory which is susceptible of a "real variable" treatment is much larger than one would have imagined.
From the point of view which we adopt, the basic vehicle for the study of H p is the algebra of continuous functions on the unit circle whose Fourier coefficients vanish on the negative integers. The space H" is regarded as the completion of this algebra in the Banach space L ~ (of the unit circle). Thus, in our general treatment, we begin with a uniformly closed algebra A, consisting of continuous complex-valued functions on a compact Hausdorff space X. The role of the points of the unit disc is played by certain positive measures on the space X. In the case of the disc, these are the harmonic (Poisson) measures for the various points. What is most important to us is that these measures are multiplicative on the algebra:
f /gdm= f /dm f gdm (/,geA).
If we fix a measure m on X which is multiplicative on the algebra A, we can introduce HP(dm), the completion of A in the Banach space L~(dm). Of course, we cannot expect many interesting results about H ~ in such extreme generality. We need some hypothesis on the underlying algebra A which (roughly) forces it to resemble an algebra of analytic functions. Our hypothesis is that A is a logmodular algebra, by which we mean that each real-valued continuous function on X can be uniformly approximated by functions log [/], where both / and 1[/belong to A. For such algebras, and any multiplicative measure m, we can study H~(dm) with considerable success. We shall concentrate on the values p--1,2, and r
In their paper [14] , Henry Helson and David Lowdenslager studied algebras of continuous functions on special compact abelian groups. The algebras were isomorphic to rings of analytic almost periodic functions in a half-plane, and they are described in Example 3, section 3. Arens and Singer [4] began the study of analytic function theory for these algebras, in the sense of working directly on the compact groups. Helson and Lowdenslager discovered elegant proofs for most of the theorems itemized in the first paragraph of the Introduction (as they apply to H p as the completion of the algebra in L p of the compact group). After their paper appeared, Bochner [6] pointed out that several of their proofs could be applied to a general class of rings of functions. The abstract rings which Bochner described are much like certain function algebras which were being studied at the time, namely, Dirichlet algebras. (The algebra of continuous functions A is called a Dirichlet algebra provided each real-valued continuous function on X is a uniform limit of real parts of functions in A.) Indeed, a careful reading of Helson-Lowdenslager revealed that their proofs were valid for Diriehlet algebras, virtually without change. Wermer [27] made use of some of the arguments to embed analytic discs in the maximal ideal space of a Dirichlet algebra.
The Helson-Lowdenslager arguments are applied to the classical case in the author's book [18] . A description of the form of some of the results for Dirichlet algebras appears there, as well as in Wermer's expository paper [28] . However, a detailed treatment of the proofs in the Dirichlet algebra context has not been available until now.
Dirichlet algebras are special cases of what we call logmodular algebras. Thus, this paper will include a detailed development of the Dirichlet algebra results which we have been discussing. But, it will go considerably beyond this, for two reasons. First, even in the Dirichlet case, we shall affect a reorganization of the order of the theorems, as well as an increase in the number of theorems which are generalized. Second, for logmodular algebras, one cannot simply repeat the Helson-Lowdenslager arguments. They can be used, with :some modifications; however, one must first prove some basic theorems about a logmodular algebra. The most basic of these theorems are (i) each complex homomorphism of the algebra A has a unique (positive) representing measure on the space X, (ii) if m is such a representing measure on X, the functions in A and their complex conjugates span L~(dm).
These facts are evident for a Dirichlet algebra, but far from obvious for a logmodular algebra.
It is a tribute to the clarity and elegance of the Helson-Lowdenslager arguments that they are capable of generalization in many directions. If one wants only part of the results, there are various other hypotheses which one can place on the ring of functions A; for example, hypotheses such as (i) and (ii) of the last paragraph. We shall try to indicate ,some of these weakened hypotheses as we go along. It is the author's feeling that, if one wants the full strength of the results, logmodular algebras provide the natural setting. In any event, this setting does capture the full strength of the theorems; and, it allows for a considerable amount of non-trivial generality, as one can see from the examples in section 3.
There are two objections to our approach which might occur to one. First, we insist that ~)ur ring A should consist of continuous functions on a compact space. Second, we treat HP(dm), where m is an arbitrary measure which is multiplicative on A. One meets situations 18-- and m can easily be transferred to a measure on X.
After H p spaces have been discussed, we turn to analytic structures on subsets of the maximal ideal space of a logmodular algebra. Given our basic knowledge of logmodular algebras, one can employ the argument which Wermer [27] gave for Dirichlet algebras, to show that each Gleason "part" of the maximal ideal space is either one point or is an "analytic disc". This extension of Wermer's result is particularly interesting, because it applies to the algebra of hounded analytic functions in the unit disc. This algebra is (isomorphic to) a logmodular algebra, and very few things about the structure of its maximal ideal space are easy to treat.
The author would like to express his appreciation to Professor Richard Arens, for many enlightening discussions during the evolution of the concept of a logmodular algebra.
Notation and basic definitions
Throughout this paper, X will denote a compact Hausdorff space. We denote by (ii) the constant functions are in A;
(iii) A separates the points of X, i.e., if x and y are distinct points of X, there is an / in A with/(x) 4=/(y).
If A is a sup norm algebra on X, we shall have occasion to discuss other classes of functions associated with A, and we shall adopt a uniform type notation for these classes.
For example, A -1 will denote the set of invertibie elements of A, that is, the set of all functions / in A such that [-1 = 1//is also in A; Re A will denote the set of all real parts of functions in A; ~i will denote the set of complex conjugates of functions in A; and log I A-1[ will denote the set of logarithms of moduli of invertible elements of A. DEFINITION 2.2. Let A be a sup norm algebra on X. A complex homomorphism of A is an algebra homomorphism, from A onto the field of complex numbers.
Since the sup norm algebra A is uniformly dosed, it is a Banach space (Banach Mgebra)
under the sup norm. We need to know that each complex homomorphism (P is a bounded linear functional on that Banach space, indeed that Of course, (2.11) together with O(1)=1 tells us that the norm of 9 is precisely 1. DEFINITION 2.3. Let A be a sup norm algebra on X, and let (P be a complex homomorphism of A. A representing measure for (I) is a positive measure m on X such that
(/)=f/din (leA).
An Arens-Singer measure for (I) is a positive measure m on X such that loglr (l CA-i).
It is important to note that both representing measures and Arens-Singer measures are required to be positive. Since (I)(1)= 1, either type of measure satisfies
and is, consequently, a probability measure (positive measure of mass 1). 
l(x).
It is not difficult to see that x->(I)~ is a continuous map of X into M(A). Since A separates the points of X and X is compact, this map is a homeomorphism of X into M(A). Therefore, when it is convenient, we may employ the isometric isomorphism/-->/to regard A as a uniformly closed algebra of continuous functions on M(A); and we may also employ the homeomorphism x-->(P~ to regard X as a compact subset of M(A).
Logmodular algebras
We now introduce the class of algebras in which we are primarily interested.
I)EFINITIOI~ 3.1. Let A be a sup norm algebra on X. We say that A is a logmodular algebra on X if the set of functions log I A-11 is uniformly dense in C•(X).
It is important to note that, in order for A to be logmodular, we require the set log ] A -1 I to be dense, not its linear span. As we shall see, the distinction is important.
Dirichlet algebras provide a class of examples of logmodular algebras. A Dirichlet algebra on X is a sup norm algebra A on X such that the space Re A is uniformly dense in C'R(X). Certainly such an algebra is a logmodular algebra, because ReA is contained in log ]A-l I:
It is easy to see that A is a Dirichlet algebra on X if, and only if, / + A is uniformly dense in C(X), or, if, and only if, there is no non-zero real measure on X which is orthogonal to A.
We shall now give some specific examples of logmodular algebras, some of which are Dirichlet algebras and some of which are not. 
. ).
Then A is a Dirichlet algebra on X. This is a consequence of Fejer's theorem, or of the Weierstrass approximation theorem. We shall refer to this algebra as the standard algebra on the unit circle. It may also be described as the uniform closure (on the circle) of the polynomials p(z), or, as the algebra of boundary-values of continuous functions on the closed unit disc which are analytic in the interior. The last description arises from the fact that each / in A can be (analytically) extended to the disc by the Poisson integral formula: Haar measure on G, that is, the unique probability measure on G which is translation invariant.
The algebra A a is a Dirichlet algebra on G; because, the "trigonometric" polynomials 
T~:c2TJ-T
Under the same isomorphism, the algebra A a is carried onto the algebra consisting of the almost periodic functions F on the line which have a Dirichlet series supported on the non-negative part of G. In other words, the image algebra is the uniform closure of the exponential polynomials (3.33) for which each t~ is a non-negative element of G. Each function F in this algebra has an analytic extension to the upper half-plane. For the polynomials Q (3.33), the extension is Q(z) -5, ) .. e "~. Algebras of analytic ahnost periodic functions were studied some time ago by Bohr [7] and others. A systematic study of A G as a sup norm algebra was begun by Arens and
Singer [4] , and continued by Arens [1] , the author [17] , Helson and Lowdenslager [15] , and deLeeuw and Glicksberg [8] . Arens and Singer identified the maximal ideal space of A~, and it will be helpful for us to describe it. Topologically, it is the Cartesian produc_t of the unit interval and 0, with all the points (0, :r identified to a single point. Let B G be the uniformly closed subalgebra of C(S) which is generated by the functions 2~/t and their reciprocals. It is easy to see that each function in B~ attains its maximum over S on the "boundary", x = (e-~4) u d, which consists of two disjoint copies of G. We are going to show that By is a logmodular algebra on X if, and only if, G is a dense subgroup of the real numbers. Before we do this, let us note the concrete representation of the algebra B G. If one refers to that portion of Example 3 in which we identified A'a with an algebra of analytic almost periodic functions, one sees that B o is isomorphic to an algebra of analytic almost periodic functions in the strip 0 ~< Im z ~< 1. The algebra B~ is the uniform completion on S of the functions
P(r,:c)=~rt~(t~) (t~CG).

From this it is easy to see that B~ is isomorphic to the uniform completion of the exponential polynomials
Q(z)=Zl~e ~t~ (t~eG)
on the strip 0 ~< Im z < 1.
Note that B G is not a Dirichlet algebra on X. Let ju o be the measure on X which is "Haar measure on d minus Haar measure on (e-lG)":
It is easy to check that/to is orthogonal to Bc; hence, Ba is not a Dirichlet algebra on X.
We need to observe that any real measure on X which is orthogonal to B~ is a scalar multiple of/~o-Suppose/~ is such a measure, and write/~ as the sum of two measures, the real measure ~u 1 on ~ and the real measure lu2 on (e-lG). Since ~u is orthogonal to each monomial Mr, 
But, since/h is a real measure, we then have d/tl(~ ) =cd~, for some real scalar c. It is easy to see that d/t2(~ ) = -cd~, and hence that/t =c/t 0.
When G is a dense subgroup of the line, we wish to show that log ] BG* I is dense in CR(X). We know that log I Be* I contains Re Be, and that the annihilator of ReB e is the one dimensional space spanned by the measure/t 0. Therefore, in order to prove that B z is a logmodular algebra on X, it will suffice to prove that the uniform closure of log I B~* ] When G is not dense in the line, i.e., when G is isomorphic to the group of integers, the algebra B e consists of the continuous functions on the annulus e -1 ~< ] z I ~< l, which are analytic in the interior; and X is the boundary of the annulus. In this case, Be is not a l ogmodular algebra on X. Points inside the annulus do not have unique representing measures on X, whereas, we shall soon show that representing measures are unique for a logmodular algebra. It is worth noting (in the case of this annulus algebra) that the linear span of log [BGI[ is dense in Cn(X), although log ]B~ll itself is not dense.
Other examples of Dirichlet algebras may be found in Wermer [27; 28] . We shall see other examples of logmodular (non-Dirichlet) algebras later. We might point out that, if A is a logmodular algebra which is not a Dirichlet algebra, then the maximal ideal space M(A) cannot be simply connected, i.e., the Cech eohomology group HI(M(A); Z) cannot be trivial. For, if this group is trivial, a theorem of Arens and Calderon [2] states that every invertible element of A is of the form e f, with /6 A.
Representing measures
From this point on, we shall be studying a fixed logmodular algebra A on the space X. 
I@(/)n I~ (4.12, log I @(/) I -log I r I <
Now m is an Arens-Singer measure for r and g is invertible. Consequently log Io(g) I = f log Igidm = fugm.
By the left-hand inequality of (4.11) f udm <e+ f log(I/I +s)dm.
If we combine this with (4.12) we obtain logiO(/) I =log f/dm <2e+flog<lll +~>~m As e tends monotonically to 0, we obtain the Jensen inequality. Proo/. Let m x and m 2 be representing measures for dp. Let /E A-L Then
l< fllldm flll idm2.
Since this holds for every lEA -1 and loglA-11 is dense in Ca(X), we have
l<./e~dmife-~dm~ (u~CR(X)).
Fix u E CR(X) and define Several remarks are in order. Theorem 4.1 is due to Arcns and Singer [3] . Indeed, they proved this theorem under the hypothesis that the linear span of log I A-~I is dense in CR(X); this can be proved by slightly modifying the proof we gave for logmodular algebras.
The present proof is a minor modification of a proof for Dirichlet algebras which was shown to me by John Wermer. Because of Theorem 4.2, there is really no need to speak any longerof complex homo-morphisms of the ]ogmodular algebra A, we may instead discuss probability measures m on X which are multiplicative on A:
f/gdm= f/dm/gdm (/,g6A) .
In this language, the last two theorems say the following.
COROLLARY. Let m be any probability measure on X which is multiplicative on A. Then log f/dm<.flogl/Idm (/6A).
In particular, i[ ~ /dm#O then log I/] eLl(din) 9 1/ # is any positive measure such that / dm= ; / d# /or all ] 6 A, then kt = m.
For a discussion of the integrability of log ][[ when ;/dm = 0, see the remarks after the corollaries to Theorem 6.3.
We shall now extend to the class of logmodular algebras a theorem of Szeg5 [26] and Kolmogoroff and Krein [19] , concerning mean-square approximation of 1 by polynomials which vanish at the origin. The role of the polynomials will be played by the functions in A, and that of the origin will be played by a multiplicative measure on A.
DEFINITION 4.1. Let m be a probability measure on X which is multiplicative on A.
We denote by Am the set of all functions / in A such that ;/dm =0.
Of course, Am is a maximal ideal in the algebra A. The setting for the Szeg5 theorem is this. We are given m and also an arbitrary positive measure/x on X. We wish to compute the distance from the constant function 1 to the space Am, in the Hilbert space LZ(d#). 
The space H 2
We now begin to study the analogue (for logmodular algebras) of a segment of analytic function theory in the unit disc. When A is the standard algebra on the unit circle and m is normalized Lebesgue measure on the circle, the spaces H~(dm) are (isomorphic to) the Hardy spaces H p. These spaces are discussed from this point of view in [18] .
In this section, we shall/ix a probability measure m on X which is multiplicative on our logmodular algebra A, and concentrate on a study of the Hilbert space H2(dm). Pro@ If we employ (5.31) for t and -t and then add, we obtain 0< flog ll-~g~ldm (0<t<t~).
The measure m is multiplicative on H2(dm). Also, we have the Jensen
Let Et be the set on which 1-t2g~>0, and let E~ be its complement. Then
o <. f . log (1-t' f ) dm + f ..t log (t~ g~ -l ) dm.
We apply the inequality log (1-x)~<-x in the first integrand and the inequality log (x-1)<x in the second integrand. We obtain or 0.<-fj'+f..f. Now let : approach 0.
Thus we obta'.n and therefore g = 0.
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Since Et={g2<l/t 2} and g2 is integrable, lim m(Et)=l.
. The spt:ce IA +,~) is dense in L~(dm). Thus L"(,Im) = H2(dm) @/~m(am), where H~ is the closure o/ Am in L2(dm). In Tarticular, a Im~ction g in L~(dm) belongs to H2(dm) i/, and only i/, f /gdm=O (~eArn). Proo/. If A + ~I is not dense in L2(dm), there exists a non-zero function in L2(dm) which is orthogonal to A and ~. Thus there exists a non-zero real-valued g in L2(dm)
which is orthogonal to A. Each real scalar multiple of g will also be or~h~gonal to A.
By Theorem 5.2 this g satisfies f log]l-tg]dm>~O (-oo <t< oo).
By Lemma 5.3, this is impossible with g*0. We conclude that A +.~ is dense in L2(dm). Since A and -~m are orthogonal subspaces of L2(dm) and their sum is dense, we have L 2 = H2@H~. Thus H 2 is characterized as the subspace orthogonal to ~m, and wc are done.
Needless to say, it follows from the same argument that A +~ is dense in Lr(4m), 1 ~< p ~< 2. In the next section we shall prove the density for p > 2.
We turn now to the discussion of certain invariant subspaces of H2(dm). The result is a generalization of Beurling's theorem [5] , for the case in which A is the standard algebra on the unit circle. The proof we employ is due to tIelson and Lowdenslager [14] . Other relevant references are Lax [20] , Masani [22] , ttalmos [13] , and [18, Chapter 7] . 
TH~,OREM 5.5. Let S be a closed subspace o/H2(dm) which is invariant under multiplication by the/unctions in A. Suppose that ~ g dm ~: 0/or at least one/unction g in S. Then there is a/unction F in H2(dm) such that
The/unction F with these two properties is unique to within a constant/actor o/modulus 1.
Proo/. Let G be the orthogonal projection of 1 into S. Then (1 -G) is orthogonal to S.
Since G belongs to S and S is invariant under multiplication by the functions in A, the function (1 -G) is orthogonal to/G,/EA; that is
o=S(1-o)a/dm
In ease /eA~ then (/G)e//~ and so S/Gdm=O. Therefore, we have
o=S/Iol d (/eArn).
:By the uniqueness of m (Theorem 4.2), we must have
Since G belongs to S, the subspaee S contains GA. But G is a bounded function, and :so S contains GH 2. We can see that S = GH 2 as follows. Suppose g E S and g is orthogonal to GH ~. Then o= flOg m (leA). In order for this density to prevail, it is clearly necessary that ~ gdm=4=O. Since The following theorem will be important for our work in the next section, and will help us to characterize moduli of H 2 functions. The proof is due to Helson and Lowdenslager [14] . Also see [18; p. 44].
THEOREM 5.8. Let/~ be a positive measure on X, and assume that 1 i8 not in the L2(d/~) closure o/ Am. Let G be the orthogonal projection o/1 into the closed subspace o/L~(d/~) which
is spanned by A m .
(i) [ 1 -G I ~dl~ = Ic dm, where k is a positive constant.
(
ii) The/unction (1 -G) -1 is an outer/unction in H~(dm). (iii} I/dlz =h dm+ d/~s, where h eLl(din) and Iz8 is mutually singular with m, then (1 -G) h is in L~(dm).
( 
f/(l-G)-ldm=~ f,(1-G)-~ll-Gl'd~=~ f/' (1-O}d~=O because (1-G) is orthogonal to Am in L~(d#). By Theorem 5.4 we see that (1-G) -1 is in
H~(dm).
Since (iv), ~ log hdm = log k. Therefore
On the other hand,
Here, we have used the fact that (1-G) is orthogonal to G in L2(d#). Therefore
flog [1-G[-l dm= log l f (1-O)-l [ =o and (1-G) -1 is an outer function. THeOReM 5.9. Let h be a non-negative/unction in Ll(dm)
. The/oUowing are equivalent. Proo/. The equivalence of (ii) and (iii) is evident from Theorem 5.7. It is also clear that (iii) implies (i). Suppose (i) holds. Let d# =h din. Since logh is integrable, 1 is not in the closed subspace of L~(dl z) which is spanned by Am (Theorem 4.6). Let G be the orthogonal projection of 1 into that subspace of L2(dtz). By Theorem 5.8 (and its proof), (1 -G) -1 is an outer function in H2(dm) and
h=kil-G[ -2 (k=exp[floghdm]).
Let g = Yk(1 -G) -1, and then g is an outer function with I gl ~= h.
The spaces H 1 and H ~
We retain our fixed logmodular algebra A and the fixed probability measure m, which is multiplicative on A. In the last section, we introduced the spaces H~(dm), 1 <~p < ~, and studied H2(dm) to a certain extent. Now we consider Hl(dm) and its basic properties. We shall also define and discuss the space H~ Our first problem is to characterize 
~ /(1-G)hdm=O (leA,,).
Choose a sequence of elements/~ in Am which converge to G in L2(Ih]dm). Clearly, for any / in Am we have f /(1--G)hdm--li,m f /(1-/,)hdm.
But each function (1-/n)/is in Am, and h is "orthogonal" to Am. We conclude that (1-G)h is in He(dm), and the factorization of h which we seek is
COROLLARY. The space Hl(dm) consists o/ those /unctior~s h in Ll(dm) such that / hdm=O /or every/EA,n. Proo/.
Obviously any H 1 function is "orthogonal" to Am. On the other hand, if we are given an h in Ll(dm) with this orthogonality property, we can choose a constant c so that (c=-h) is orthogonal to Am and has mean different from 0. By ~he Theorem, (c+h) is the product of two H 2 functions. From this it is obvious that (c +h) is in the L 1 closure of A.
Hence h as in the L I closure of A, i.e., h is in Hl(dm).
We can now proceed to factor H 1 functions, just as we did H e functions. 
(dm). Certainly F = F 1 F 2 is an inner function, and it is easily checked that g =gig,, is an outer function in Hi(din).
Of course, we want to know that this factorization for H I functions is unique, just as it is for H 2 functions. To see this, it is both convenient and instructive to proceed as follows.
THEOaE.~ 6.3. Let g be a/unction in Hi(din). The following are equivalent. (i) g is an outer function. (fi) The space Ag is dense in Hl(dm). (ffi) S gdm4=O; and i/ h is any /uuction in Hl(dm) such that [h I <~ Ig[, then h/g is in H~(dm).
Proof. Suppose . Take m to be Haar measure on X. This is a situation which closely resembles the standard one on the unit circle. Arens [1] proved that ff / is a non-zero element of A, then log I/I eLl(dm), even if S/dm = 0; however, Helson and Lowdenslager [15] showed that there exist non-zero functions in H~176 which do not have an integrable logarithm. It is interesting to note that this algebra H~176 is again a logmodular algebra. This is true for the general logmodular algebra.
1= jlFl dm= j'(z +
+
TH~ OREM 6.4. Let h be a non-negative/unction in Ll( dm ). Then h = I/i, where / e Hl( dm ) and ~ /dm ~:0 i/, and only i/, log h is integrable with respect to m. A non-negative/unction h inLet(rim) has the/orm h = [ / I with /E H:C(dm) and ~ ] dm 40 i/, and only i/, log h is in L~(dm).
Proo/. Since every / in Hl(dm) for which ~/dm 40 is the product of two functions in H2(dm), this is immediate from Theorem 5.9.
One of the most beautiful theorems in the theory of analytic functions in the unit disc is due to F. and M. Riesz [25] . It provides a characterization of functions in the Hardy class H 1. It states that if # is a (complex) measure on the unit circle whose Fourier coefficients vanish on the negative integers, then/~ is absolutely continuous with respect to Lebesgue measure. The analogue of this theorem is false for logmodular algebras; however, there is a general theorem of this sort which easily implies the classical result. The proof is due to Helson and Lowdenslager [14] . See [18, page 46] for a discussion. fn -Gl de l.
By Theorem 5.8, the function (1 -G) -1 is (an outer function) in H2(dm), and (1 -G) (1 + [h I ) is in L2(dm). Therefore (1-G)h is in L2(dm).
Again, let/EArn. We claim that This proves that tta is orthogonal to Am; and hence that/x, is also. Its is mutually singular with m, then both h and Its are orthogonal to (A +.zI). By 6.7, h=0.
COROLLARY. Let g be a/unction in L l( dm), an let L be the linear ]unctional on the sub. space (A +.~) o/C(X) which is defined by L(/)= f/gdm (le(A+2)).
Then L has a unique Hahn-Banach (norm preserving) extension to a linear /unctional I, on C(X). Furthermore, this extension L is defined by
In particular 
Analytic structures in M(A)
We shall now regard the space X as embedded in the maximal ideal space M(A), as we described in Section 2. We shall once again discuss complex homomorphisms of A. The argument we present is due to Wermer [27] , who proved the corresponding result for Dirichlet algebras. We shall reorganize Wermer's proof considerably, in order to gain a slightly more general theorem. We continue to work with our logmodular algebra A, and will comment on the generality later. 
,~(,)]<<.K.[f[/i~dm] ' (lEA).
The reason for the terminology should be apparent. We are discussing a linear functional y~ which is bounded on the pre Hilbert space consisting of A with the (semi) norm of the space L~(dm). If y~ is so bounded, it is clear that y~ has a unique extension to a bounded linear functional on H~dm), the completion of A in Le(dm). We shall call this extended functional y~ also. It is clearly multiplicative: Define/~ by (7.22) . Let lEA. Then 
. ).
For n/> 0, this follows from the fact that S gdm = 0. For n < 0, it follows from the fact that g is orthogonal to ZH 2. Now, since ~(g)= 0, we have g = Gh, where h E H*. That completes the proof.
We Should now ask ourselves just which properties of a logmodular algebra were used in this argument. Actually, we employed only properties of a particular representing meas- 
Therefore (i) implies (ii).
It is evident that (ii) implies (i), and also that (ii) implies (iii). If (iii) holds, we can deduce (ii) immediately from part (ii) of Theorem 7.2. That completes the proof.
We can easily see (from this result) that 11r162 <2 is an equivalence relation on M(A). This relation, i.e., "belonging to the same part", means that the representing measures ml and m s are mutually absolutely continuous, with bounded derivatives each way.
If we combine the last theorem with Theorem 7.4, we have the following. It is easy to see (for example, by Theorem 7.5) that each point of X constitutes a onepoint part in M(A). A point not in X (i.e., not on the ~ilov boundary) may constitute a one-point part. One can raise the same questions for logmodular algebras that Wermer [27] raised for Diriehlet algebras. If A #C(X) is X a proper subset of M(A)? If A #C(X) must there exist a part in M(A) which contains at least two points?
In the various examples of section 3, it is relatively easy to identify the parts, except in the case of the algebra H ~ (Example 4). We shall discuss the parts for this algebra in a later paper. In Example 1, the open unit disc is one part, and the points of the unit Now (7.61) will not be affected if we replace u by su, ~ > 0. As e-->0 we have ]fl[-->l. Since circle constitute one-point parts. For the "Big Disc" algebra Aa of Example 3 (G not isomorphic to the integers) the description of the parts is as follows. Each point of the boundary G constitutes a one-point part. The "origin" of M(Aa), i.e., the ttaar homomorphism, is also a one-point part. The remaining parts are "analytic discs", each of which is dense in the entire maximal ideal space. These parts are easily described. The description of the parts for the algebra Ba of Example 5 is similar. In this case there are no one-point parts of the ~flov boundary X.
