Nomenclature i
subsystems symbol (i = 1,2,3, ......., s) j component of subsystems (j = 1,2,3, ... ..,)n R (t)
The reliability of the system at time t n The number of components used in the system i k The minimum number of members which are working for the system i z The index is allocated to the system i t The time of operation V maximum volume W The upper limit of weight v The volume of component j which is allocated to the system i w The weight of component j which is allocated to the system i λ The failure rate of component j which is allocated to the system i S number of sub-systems (First model) S Sets the system which uses cold standby redundancy policy (Second model) A collection of subsystems that are active redundancy policy C Sets the system that they use cold standby redundancy policy c
The cost of component j which is allocated to the system i V maximum volume W The upper limit of weight θ Life parameter β Shape parameter
Introduction
One of the important issues that researchers have to deal with is associated with the optimization of the reliability of the systems. There is an increasing attention on increasing the quality of products through design improvement capabilities. One of the goals of reliability is associated with designing highly reliable systems design. Different models can be used to optimize system reliability. In all existing models, redundancy strategy can improve the reliability of the system. Redundancy allocation problem was first presented by Fyffe et al. (1968) . On the issue of series-parallel system architecture subsystems K-out-of-n intends the possibility of allocating identical components to each subsystem and systems for active and standby redundancy. Fyffe et al. (1968) presented the mathematical model of redundancy allocation problem. Their proposed model aimed to maximize the reliability of the system under the weight and fee restrictions. In the proposed series-parallel structure, they considered an active redundancy policy and the possibility of allocating identical units to each subsystem components. They solved this problem by using dynamic programming. Misra and Sharma (1973) considered the question of redundancy allocation for the series-parallel subsystems k-out-of-n. In their model, active redundancy policy and the possibility of allocating to each sub-system components were assumed to be identical. They benefited of zero-one programming to solve the resulted problem. Chern (1992) proved that redundancy allocation problem in terms of computational time is NP-Hard and proposed appropriate innovative and meta-heuristic methods to solve the problem. Many innovative approaches in the past four decades have been provided for redundancy allocation problem. Redundancy allocation methods to solve public issues were provided by Sharma and Vnkastvran (1971) ; Aggarwal et al. (1975) ; Gopal et al. (1978); Misar, (1972) ; Nakagawa and Nakashyma (1981) . Interested readers are referered to Soltani (2014) for a comprehensive review.
In this paper, the issue is intended to form a bi-objective under the policy of k-out-of-n and the structure of the series-parallel is used. Each of the following parts has been formed under different distribution systems, e.g. Erlang or Weibull distribution. The goal here is to maximize reliability and to minimize the cost by considering some constraints. Fyffe et al. (1968) were first who presented the mathematical model of redundancy allocation problem. The proposed model aims to maximize the reliability of the system under the weight and cost restrictions. In the proposed series-parallel structure, they considered an active redundancy policy and the possibility of allocating identical unit o each subsystem components. They solved this problem by using dynamic programming. Nakagawa and Miyazaki (1981) solved 33 problems by replacing an exact method and explained that, it would be a better idea to use alternative methods instead of dynamic programming. Bulfin and Liu (1985) discussed allocating redundant components subject to resource constraints to optimize some measure of system performance. Chen and You (2005) considered the series-parallel redundant reliability problems where both the multiple component choices of each subsystem and the redundancy levels of every selected component were taken into account to maximize the system reliability. Coit and Liu (2000) proposed a method to select the components and redundancy levels to maximize system reliability given system-level constraints. Liang and Smith (2004) proposed an ant colony optimization algorithm for the redundancy allocation problem. Nahas et al. (2007) used coupling ant colony and the degraded ceiling algorithm for the redundancy allocation problem of series -parallel systems. Hsieh (2002) used a simple method to solve linear programming redundancy allocation problems. In the first phase of this method, the proposed problem was solved by estimating the objective function and some linear decision variables. This works in the second phase by using the issue of Knapsack problem to improve the results. The allocation for the sub-system redundancy with identical structure was a non-convex nonlinear programming model and Ha and Kuo (2006) presented a branch and bound to solve the problem. Lee et al. (2003) compared the computational complexity of the solutions produced by two methods of Nakagava and Nakashima (1977) with each other. KulturelKonak et al. (2006) proposed a tabu search approach to solve multi-objective combinatorial optimization problems. This procedure chooses an objective to become active for a given iteration with a multinomial probability mass function. Kim et al. (2004) used genetic algorithms simulation for solving redundancy allocation problems. Onishi et al. (2007) developed an exact solution to solve a series-parallel problem. As mentioned before, Nakagawa and Miyazaki (1981) solved 33 problems by replacing an exact method but their method could not find optimal solutions for three instances. Onishi et al. (2007) developed an alternative method and could manage to solve all 33 problems, successfully.
Literature review
Tavakkoli- Moghaddam et al. (2008) used a genetic algorithm to solve the redundancy problem. Chambari et al. (2012) studied a specific type of redundancy allocation problem (RAP) and developed a bi-objective RAP (BORAP). The model includes non-repairable series-parallel systems in which the redundancy strategy was taken into account as a decision variable for individual subsystems. There were two objective functions where the first one was to maximize system reliability and the second one minimized the system cost and there were also some constrains. They proposed non-dominated sorting genetic algorithms (NSGA-II) and multi-objective particle swarm optimization (MOPSO) to solve the problem. The proposed problem of this paper is similar with the model originally developed by Chambari et al. (2012) , except that we use different techniques to compare the results.
The problem statement

The proposed model and its assumptions principles
The proposed study of this paper considers the following assumptions:
-Active and standby redundancy are considered cold.
-New and used parts are taken into account.
-Two strategies are intended with size and weight limitations.
-Component failure are independent of each other.
-Components are placed on preventative maintenance.
-Component failure follows Erlang distribution.
General mathematical model (the first model)
subject to
z ∈ 1,2,3, … … … … , m i 1,2, … . . , s
As stated in the introduction section, there are two objective functions similar to Chambari et al. (2012) where the first one is associated with reliability and the second one is related to the cost. There are also two types of constrains including weight and volume. We consider 10 sub-systems to calculate the reliability of the system, as follows.
The reliability of the systems that follow the active politics
The number of working parts follows the binomial distribution with n and R parameters in k out of n sub system with independent and the same parts. R is the reliability of each component in the system i and n is the number of parts in the system i. So we have:
The reliability of sub-system k out of n is equal to the probability that the number of working parts is greater than or equal k. Therefore, the reliability of sub-system k out of n is equal to Eq. (8) as follows,
Multiplying the values of the sub-systems that use active policy is as follows,
Multiplying the values of the sub-systems that use cool ready-to-work policy, problems in this system
The reliability of the sub-system without redundancy policy
Multiplying the values of the sub-systems that do not use any police is as follows,
If all Eqs. (8-11) are multiplied together and the integral in the period (0 -T) is calculated, the average of moment reliability will be equal to the objective function reliability as follows,
∑ .
(13)
Solution
In this paper, both genetic algorithm and simulated annealing methods are used to solve the model and the results of both methods will be compared.
Genetic algorithm
In this section, we explain the proposed genetic algorithm to solve the problem. Population-based genetic algorithm is an algorithm to solve a variety of optimization problems. The problem is to study an optimization problem is non-binding. A chromosome is defined according to the statement of the problem carried out in the previous section as follows, The number of surplus 3 2 4 3 2 3 2 Fig. 1 . Chromosomes After generating a new chromosome, the chromosome must be evaluated, the total cost of the response must be specified. This is implemented by simply using the formula mentioned for the objective function to be performed in the third quarter. Binary tournament is proposed in selection operator in genetic algorithm. In addition to maintain the best answer obtained, so far, 10 percent of the best solutions in the current population are passed directly to the population. In this study, a three-strand structure is used to display chromosomes. For all three strands of the chromosome, after selecting two parents using the method mentioned in the previous section, for each subsystem, the corresponding number in the house is chosen randomly from one parent. Fig 2 shows an example of this type of intersection which contains 4 subsystems. Random string determines the child to inherit their genes from each parent. For example, to determine what sort of additional components is assigned to the first subsystem, referred to a random string, the corresponding number in the string is equal to one, therefore, the child, the type of subsystem components is used in its first surplus inherited from the first parent. Also, to determine what sort of additional components are assigned to the second subsystem, referred to a random string, the corresponding number in the string is equal to two, therefore, the child, and the type of subsystem components are used in its first surplus inherited from the first parent. By following this process, the child is shown in the figure is obtained. 
Fig. 2. The process of intersection
This method is used for the production of disciplines related to allocation strategies surplus and a surplus component. After the chromosomes crossover operator, mutation operator is applied on them. Mutation prevents the trapping algorithm from the optimal position. Operator mutation considered operator as a basis for maintaining population distribution. For the algorithm presented in this study, the maximum number of 100 iterations of the algorithm is intended as a termination condition. Twoparent crossover operator as input characteristics are combined to produce a child. Consequently, the children produce their properties inherited from their parents.
Genetic algorithm parameters
Here Pm, Pe and Psize represent mutation probability, the possibility of elitism and the number of population, respectively. In this section, operators and the appropriate parameters are selected using experimental design. These operations and parameters are given in Table 1 in the form of a number of factors. Due to the large number of parameters in the proposed algorithm, finding the right combinations of parameters that improves the algorithm performance is of great importance. Fractional factorial designs are used to tune the parameters (Taguchi, 1986) . A family of matrices developed that reduces the number of tests. In Taguchi method, orthogonal arrays are used to study a large number of decision variables by a small number of experiments. Degrees of freedom for factors considered in this study is equal to 11, so Taguchi design selected should be at least 11 rows and 3 columns. Taguchi test is available from standard designs selected design L25 (53) as an appropriate plan. But this plan needs to be improved. In this study, there is one factor that has 4 levels. For a perfect match with the chosen design, this factor must be level 5 and to remedy this gap for each factor deficient levels. Table 2 shows 25 tests for modified design L25 (53). After obtaining the results, Taguchi, S / N ratios are calculated using Minitab software. The results are shown in Table 3 , as it is clear from this table, the most important factor in the performance of genetic algorithm is proposed for size of the population. Based on the response variable defined, the values of these variables are less and the algorithm had a better performance. Therefore, the optimal values for each level will be determined based on Table 4 . {0.05} The probability of mutation (mut_rate) {0.1 }
Simulated Annealing (SA)
The concept of simulated annealing (SA) was first proposed by Kirkpatrick et al. (1983) . Simulated annealing algorithm proposes structure similar to what was used in the suggested genetic algorithm. At each step, the SA heuristic considers some neighboring state s' of the current state s, and probabilistically makes a decision between moving the system to state s' or remaining in state s. These probabilities eventually lead the system to lead to states of lower energy and this step is repeated until the system approaches to a state that is good enough for the application, or until a predetermined computation budget is reached. For the algorithm presented in this study, the maximum number of 200 iterations of the algorithm is intended as a termination condition. In this section we determine parameters and operators of simulated annealing algorithm. The number of operators and parameters are given in the Table 5 . Due to a large number of parameters in the proposed algorithm, we find the right combinations of parameters that improves the performance of the algorithm performance. Here, 4 factors determine the characteristics and parameters of the proposed algorithm. These factors include: Start temperature, coefficients cooling, temperature and number of repetitions for strategy to increase the number of repetitions in the each variety. The total number of possible combinations of these factors is equal to 81 and this number can be reduced to 27 by using the Taguchi method. The algorithm uses Taguchi method to reduce the number of performances which, as mentioned above, can be reduced to a quarter of the required performances. This is desirable to reduce the number of repetitions. Degrees of freedom for factors considered in this study is equal to 7, so Taguchi design selected should be at least 9 rows and 5 columns. Taguchi tests available from the standard designs are selected design L27 (34) as appropriate plan. Table 6 shows 27 tests for the modified design L27 (34). 3  1  3  2  1  3  3  3  3  2  1  3  1  3  3  3  3  2  1  3  2  1  2  3  3  2  1  3  2  1  2  3  3  3  2  1  2  1  2  3  3  3  2  1  2  2  3  1  3  3  2  1  2  2  3  1 After obtaining the results of Taguchi, S / N ratio is calculated using Minitab software. The results are shown in Table 7 , as it is clear from this table, the most important factor in the performance of the algorithm determines the size of the population. Based on the response variable defined, the values of these variables are less and the algorithm had a better performance. Considering this, the optimal values for each level will be determined according to Table 4 as follows. 
Second mathematical model
The second model considers the following assumptions:
 The policies of active redundancy, cold standby and no redundancy policy for each subsystem are used, 
We consider 10 sub-system to calculate the reliability of the system, as follows
The reliability of the systems that follow the active politics
The reliability of sub-system k out of n is equal to the probability that the number of working parts is greater than or equal k. Therefore, the reliability of sub-system k out of n is equal to Eq. (21) as follows,
Multiplying the values of the sub-systems that use cool ready-to-work policy is k -1 -NK . This indicates the number of parts assigned to each sub-system. * exp * .
Therefore, ,
We consider this model for both objectives and use meta-heuristic algorithms to solve them.
Solution
Multi-objective optimization problem
We first propose nondominated solution genetic algorithms (NSGA II) as a solution strategy. The proposed study of this paper has adopted the method given by Chambar et al. (2012) . Next, we use multi-objective particle swarm algorithm (MOPSO) as an alternative solution strategy. The implementation of the MOPSO is similar to the method developed by Chambar et al. (2012) . Like other algorithms, the performance optimization algorithm becomes suitable when we decide how to set parameters regarding the characteristics of the issue, therefore topic has been studied very carefully to set the parameters. For this purpose, a statistical method known as response surface methodology (RSM) is used to determine the optimal levels of significant factors. NSGAII setting values for the parameters of the algorithm in which the number and mutation probability and probability of crossover and maximum number of repetitions are n , p p , respectively are stated in Table 9 and Table  10 . In addition, Table 11 and Table 12 present details of parameter setting for MOPSO. Optimized values for MOPSO algorithm in which the population n and p According to the results of parameter setting, NSGAII algorithm shows better results.
Summary and Conclusions
Meta-heuristic methods need to be examined for performance testing. But the important issue here is to determine the algorithm with better performance. To answer this question it is necessary to use several methods to assess the suitability of the results they achieved an overall results. In this section, to assess the effectiveness of the proposed method, we compared the results using some statistical tests.
Comparison of metaheuristic using hypothesis testing
In this section for a more accurate comparison of the proposed algorithms, we used the hypothetical tests. Each test was conducted with the percentage of 95%. For tests, we have used the software Minitab version 16.2 for all tests and the assumptions considered are as follows:
If the P-value is achieved by the application of meaningful level, we rejected the null hypothesis. This means that there is a significant difference between the two algorithms α 1 0.95 0.05 .
Table 13
The results achieved by the algorithm criteria of SA and GA As is clear from the table, in terms of the execution time (CPU), that the performance of the methods is significantly different, because the P-value achieved is less than the significance level. Fig. 3 shows the performance of these two algorithms. SA has a running time of less than GA. Fig. 5 and Fig. 6 show the performance of these two algorithms in terms of running time and objective function, respectively. Simulated annealing algorithm has a running time of less than GA.
As a result of the implementation of algorithms, simulated annealing algorithm has a better performance and this performance is statistically significant. In terms of value of the objective function, simulated annealing algorithm has a better performance, but the difference was not statistically significant. So finally, the use of simulated annealing algorithm is recommended. In order to compare the performance of the proposed studies we have used TOPSIS method | (Yoon & Hwang, 1981) and the result indicates that NSGAII performs better than MOPSO. Details of the computations are given in Appendix.
Conclusion
In this paper, we have presented an empirical investigation to propose a mathematical model for k-outof-n redundancy problem. The proposed study of this paper has been formulated by considering two objectives; namely reliability and cost subject to volume and cost as constraints. Since the resulted model was classified as NP-Hard problem, we developed several methaheuristics to solve the resulted model and the performance of these method have been compared using different statistical tests. The preliminary results have indicated that NSGAII outperformed MOPSO in terms of different criteria. The proposed study of this paper can be extended for problems with more than two constraints and we leave it as a future research for interested researchers.
