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Abstract
Computing goal-directed behavior (sequential decision-making, or planning) is
essential to designing efficient AI systems. Due to the computational complexity
of planning, current approaches rely primarily upon hand-coded symbolic do-
main models and hand-coded heuristic-function generators for efficiency. Learned
heuristics for such problems have been of limited utility as they are difficult to
apply to problems with objects and object quantities that are significantly different
from those in the training data. This paper develops a new approach for learning
generalized heuristics in the absence of symbolic domain models using deep neural
networks that utilize an input predicate vocabulary but are agnostic to object names
and quantities. It uses an abstract state representation to facilitate data efficient,
generalizable learning. Empirical evaluation on a range of benchmark domains
show that in contrast to prior approaches, generalized heuristics computed by this
method can be transferred easily to problems with different objects and with object
quantities much larger than those in the training data.
1 Introduction
The computational complexity of automated planning [1, 2] has motivated research on heuristics
[3, 4, 5], that, in conjunction with search algorithms [6, 3] can efficiently find a solution. The primary
disadvantage of this technique is the initial investment required. Designing good heuristic generation
principles such as “delete-relaxation” [3] often requires a careful study of the representation language
or the structure of the underlying problems. These factors make automatic synthesis of heuristics
particularly attractive.
Our approach for synthesizing heuristics is to employ deep learning to learn the heuristic function.
Existing approaches for learning such heuristics have proved to be difficult to scale and to transfer
to problems with object names and object quantities not seen in the training data. Such approaches
often require hand-engineered domain models in a representational language such as the Planning
Domain Definition Language (PDDL) [7] (see Section 1.1 for details on related work).
This paper presents a method for learning generalizable heuristics when the domain model and/or
domain expert are unavailable. We utilize a small library of plans to train a generalized artificial
neural network (NN). We make the following contributions:
1. Generalized NN heuristics for efficient transfer learning We use the canonical abstraction
framework [8] to represent the input and output of the network. This allows our network to better
generalize to problems with different numbers of objects, different initial states and goal formulae.
Preprint. Under review.
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2. Encoding goal hints Goal hints have been shown to facilitate learning for planning [9, 10]. We
propose a method for encoding goal hints in canonical abstractions and show that this technique
allows the network to learn effectively.
3. Hybrid network heuristic Traditionally, a heuristic is a function that maps a state to a real
number. We mitigate the approximate nature of NN predictions by introducing a hybrid heuristic
that allows search to be biased by paths of high confidence within the search tree and show that
this approach significantly reduces the effort expended during search.
4. Empirical evaluation We analyze the performance of the learned generalized heuristic on a set
of benchmark domains and show that our approach is comparable with expert-developed heuristic
generation functions. We also showcase the generalizability of our method by evaluating our
learned heuristic on problems much larger than the training set and demonstrate that our heuristic
remains competitive and in some cases outperforms baselines by a factor of 80.
This paper is organized as follows. Section 1.1 summarizes related work. Section 2 presents the
necessary background definitions. Section 3 defines the learning problem and describes our approach
for learning followed by a description of using the learned heuristic for planning (Section 4). Section
5 discusses obtained results followed by conclusions (Section 6).
1.1 Related Work
In this section, we discuss existing work on learning for planning. We focus on deep learning based
approaches and refer the reader to [11, 12] for extensive surveys on planning and learning.
Value iteration networks [13] embed the standard value iteration computation within the network.
While this method demonstrates successful learning, it encodes the input as an image. This limits
its effectiveness in solving problems whose states do not have a natural representation as images.
Groshev et. al [14] learn generalized reactive policies and heuristics using a convolutional neural
network (CNN). One drawback of their approach is that their network architecture and input feature
vector representation are domain dependent and require a domain expert to provide them. ASNets
[15] learn generalized policies by a network composed of alternating action and proposition layers.
ASNets have a fixed receptive field that can potentially limit generalizability and often require access
to hand-coded heuristics like LM-cut [5] to allow for better generalization. STRIPS-HGNs [16] learn
domain-independent heuristics by approximating the shortest path over the delete relaxed hypergraph
of a STRIPS [17] problem. To do this, they define a Hypergraph Network Block, utilizing message
passing to increase the receptive field of the network. The generalizability of their network depends
on the number of message passing steps which can be a limiting factor as problem sizes scale up
to much larger than the training data. Both ASNets and STRIPS-HGNs require symbolic domain
models expressed in a language such as PDDL [7] as inputs.
Techniques for generalized planning [18, 19, 20, 21] primarily focus on computing algorithm-like
plans that can be used to solve a broad class of problems. These approaches do not generate heuristics
and instead the plan itself can be executed for an arbitrary number of objects.
Our approach differs from these prior efforts along multiple dimensions. Instead of relying on
specialized network blocks, we use a rich input representation that is independent of domain related
information. We use the canonical abstraction framework [8] which abstracts away problem dependent
information like object names but is rich enough to capture the state structure. We facilitate learning
by automatically augmenting the input representation with goal hints that can be derived without
requiring access to the domain model. Finally, we bias search for high confidence paths by combining
our action and plan length networks to form a hybrid heuristic.
2 Background
A planning problem is a tuple Γ = 〈O,P,A, sinit, g, δ〉 where O is a set of objects, P is a set of
predicates and A is a set of unit-cost actions. The state space S for a planning problem as defined
above is the set of all possible assignments of truth values to predicates in P instantiated with
objects from O. sinit ∈ S is the initial state and g is a goal condition expressed as a conjunctive
first-order logic formula over the instantiated atoms. δ : S × A → S determines the transition
function. Different planning problems from an application domain (e.g. logistics) share the same
2
P and A components and these components together define a planning domain. While a number
of representations have been developed to express domain-wide, “lifted” actions [17, 7, 22, 23];
such actions could also be implemented using arbitrary generative models or simulators. We assume
w.l.o.g., that an action a ∈ A can be parameterized as a(o1, . . . , on) where o1, . . . , on ∈ O; we do
not place any representational requirements on the specifications of A. A solution to Γ is a plan
pi = a0, . . . , an−1 which is a sequence of actions inducing a trajectory τ = s0, . . . , sn such that
s0 ≡ sinit, δ(si, ai) = si+1 and sn |= g. The plan length |pi|sifrom a state si is the number of states
starting from si+1 in τ . An optimal plan is one with the smallest plan length |pi|s0 . We will use P k
to refer to the set of predicates with arity k and P k+ to refer to those with arity k or greater.
A planning heuristic is a function h : S → R+0 ∪ {∞}, where h(s) estimates the cost of reaching
the goal state from a state s. The optimal heuristic h∗(s) provides the optimal cost of reaching the
goal from s. Typically, search algorithms maintain a priority queue of promising paths and use the
heuristic function to compute the keys in this queue [24]. For example, the utility value used in A* is
f(s) = g(s) + h(s) where g(s) is the length of the path up to s and h(s) is the heuristic value of s;
the node expanded is one with the minimum value of f(s) [6].
We use canonical abstractions [8, 21] for representing a concrete state such that information about
object names and numbers is lifted by grouping them using abstraction predicates. Grouping together
states can lead to certain predicates becoming imprecise. As a result, three valued logic (TVLA) [8]
is used to represent truth values of predicates in an abstract state. We introduce canonical abstraction
using the help of the following example.
Example 2.1. Consider the gripper domain, which consists of two rooms and a robot equipped with
a set of grippers to pickup or drop balls [25].
Let seg = {free1(g1), at2(b1, ra), at2(b2, rb), robotAt1(ra)} be a state in a gripper problem instance
Γ expressed in typed PDDL with O = {ra, rb, g1, b1, b2}, and g = at2(b1, rb) ∧ at2(b2, rb). Let
type(gripper) = {g1}, type(room) = {ra, rb} and type(ball) = {b1, b2} be the types of the objects.
Definition 2.1. (Role) The role of an object o ∈ O in a state s is the set of unary (1-ary) predicates
that it satisfies: role(o) = {p1|p1 ∈ P 1, p1(o) ∈ s}.
For the state in Example 2.1, the role of the object ra is role(ra) = {room, robotAt} whereas
role(rb) = {room}. We use a notation called ψ(r) = {o|o ∈ O, role(o) = r} to denote
the set of objects having a particular role r. Thus, ψ({room}) = {rb}, ψ({ball}) = {b1, b2},
ψ({room, robotAt}) = {ra} and ψ({gripper, free}) = {g1}. For a state with |P 1| unary predicates,
the maximum number of possible roles are 2|P
1| regardless of the number of objects.
Definition 2.2. (Canonical Abstraction) The canonical abstraction of a state s =
{pk(o1, ..., ok)|pk ∈ P, o1, ..., ok ∈ O} is an abstract state s = {pk(role(o1), ..., role(ok))|pk ≡
pk}. Let O = ψ(role(o1))× . . .× ψ(role(ok)) then pk is defined as follows:
• pk(role(o1), . . . , role(ok)) = 0 ⇐⇒ ∀(oi, . . . , oj) ∈ O pk(oi, . . . , oj) /∈ s.
• pk(role(o1), . . . , role(ok)) = 1 ⇐⇒ ∀(oi, . . . , oj) ∈ O pk(oi, . . . , oj) ∈ s.
• pk(role(o1), . . . , role(ok)) = 12 ⇐⇒ ∃(oi, . . . , oj) ∈ O pk(oi, . . . , oj) ∈ s
∧ ∃(oi, . . . , oj) ∈ O pk(oi, . . . , oj) /∈ s.
Let r0 = {gripper, free}, r1 = {room, robotAt}, r2 = {room} and r3 = {ball} be
the roles in the state seg. The canonical abstraction of the state seg is the abstract state
seg = {free1(r0), at2(r3, r1), at2(r3, r2), robotAt1(r1)}. The truth values for predicates in seg are
free1(r0) = 1, at2(r3, r1) = 12 , at
2(r3, r2) =
1
2 and robotAt
1(r1) = 1.
3 The Generalized Heuristic Learning Problem
We define the learning problem as follows:
Definition 3.1. (Learning Generalized Heuristics) Given a library of trajectories of the form Ξ =
{<pi, τ, g,O>} for a domain D = 〈P,A〉 where g is a goal formula, O is a set of objects, τ =
s0, . . . , sn, pi = a0, . . . , an−1 contain states and actions from a planning problem 〈D,O, sinit, g, δ〉
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Figure 1: The network architecture used in the paper. All hidden layers are fully connected with 32 tensors each.
Activations for NNA, (NN1, . . . ,NNAmax) and NNlen are SoftMax, Sigmoid and ReLU respectively. Each
Dense-32 block contains two ReLU activated hidden layers with 32 tensors each.
such that s0 ≡ sinit, δ(si, ai) = si+1 and sn |= g, learn a domain-wide generalized heuristic function
hD such that hD(s, g′, O′) estimates, for any planning problem Γ′ = 〈D,O′, s′init, g′, δ′〉 and any
state s in the state space of Γ′, the distance from s to a state satisfying the goal condition g′.
Our overall approach for model-agnostic planning involves solving the learning problem defined
above by training a Generalized Heuristic Network (GHN) (Section 3) and using the learned GHN
for planning (Section 4).
Vanilla training data generation To gather the training data T , we first generate a set of problem
instances and use an off-the-shelf solver to compute a plan for each problem to form a library of
trajectories Ξ = {<pi, τ, g,O>}. In this paper, FF [3] was used to compute the plans. Next, for each
trajectory ξ ∈ Ξ, we encode goal hints to every state s ∈ τξ using the approach in Section 3.2 to form
tuples (s, a, |pi|s) which are then converted to (s, s, a, |pi|s) using canonical abstraction (Definition
2.2) and added to T . As a part of the data generation process, we maintain a set of rolesR, actions
A, the maximum number of action parameters Amax and predicates P that occurred in the training
data. Together, they define the input-output dimensions of the network. Once T has been generated,
we use standard optimization techniques to minimize the network loss.
Training data generation using leapfrogging The training data generation method discussed
above assumes access to a planner that can solve the problems in the training set, preferably optimally.
It might be the case that access to such an oracle is either expensive or unavailable. In that case, we
use the leapfrogging technique [10] to incrementally generate training data in an iterative fashion.
This technique is similar to the bootstrapping technique described by Jabbari et. al [26] in that
the smallest problem instances Γ′0 are solved using blind search to generate training data T0. We
then learn a GHN leapi using the training data Ti. Next, we generate problem instances of sizes
Γ′0, . . . ,Γ
′
i+1 where problems in Γ
′
i+1 are larger than those in Γ
′
i. We then generate Ti+1 by using
leapi to solve Γ
′
0, . . . ,Γ
′
i+1 and learn a new GHN leapi+1 using Ti+1. This iterative approach allows
GHNs to effectively scale even in the absence of efficient, off-the-shelf mechanisms for generating
the seed plans.
3.1 Network Architecture
Our architecture is illustrated in Figure 1. We use two networks; one to predict the action and its
parameters and the other to predict just the plan length. We found such an approach to be the best in
providing good estimates of both the action probabilities and the plan length. We refer the reader to
supplementary information for our ablation study.
The output of the network is a vector NNA of length of |A| representing the action probability, a
set of vectors NN1, ...,NNAmax each of length |P1| that represent the prediction of the role of the
corresponding parameter of the action (recall that a role is a set of unary predicates) and a real value
number NNlen that represents the predicted plan length.
The input to the neural network is an abstract state that is represented as a set of vectors. We compute
inputs of two different types: (a) Binned Inputs and (b) Absolute Inputs. Absolute Inputs encode the
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actual counts of the roles in a state and also capture the count of the k-ary atoms that are true in a
state. For a state s and the corresponding abstract state s we represent all roles occurring in the state
as a vector υ of length |R|. Each k-ary predicate pk ∈ P2+ is encoded as a matrix mkp of dimensions
|R|k = |R|1 × . . .× |R|k. Absolute Inputs are encoded as follows:
∀r ∈ R υ[r] = |ψ(r)| (1)
∀pk ∈ P2+, (ri, . . . , rj) ∈ Rk mkp[ri, . . . , rj ] =
∣∣∣∣∣ ⋃
(oi,...,oj)∈
ψ(ri)×...×ψ(rj)
{pk(oi, . . . , oj)} ∩ s
∣∣∣∣∣ (2)
Absolute Inputs help in predicting the plan length since they contain exact information about the
number of objects in a role and also the structure of the k-ary predicates in the abstract state. However,
for predicting actions, this level of granularity is unnecessary and can lead to poor accuracy. We
compute Binned Inputs υ′ and m′kp by categorizing the Absolute Inputs υ and m
k
p into levels – which
is a configurable hyperparameter – that can express information about the structure of the state. In
our experiments, we encoded Binned Inputs as follows:
∀r ∈ R υ′[r] = min(υ[r], 2) (3)
∀pk ∈ P2+, (ri, . . . , rj) ∈ Rk m′kp[ri, . . . , rj ] =

0, if mkp[ri, . . . , rj ] = 0
1, if mkp[ri, . . . , rj ] = υ[ri]× . . .× υ[rj ]
0.5, otherwise
(4)
We encode υ′ depending upon whether ψ(r) contains zero, one or more than one objects. For m′kp
we simply use the TVLA value of the predicate pk(ri, . . . , rj) (as defined in Definition 2.2) in s.
3.2 Encoding Goal Hints
Inclusion of goal-relevant information has been shown to facilitate learning goal dependent concepts
[9, 10]. We propose a way to allow goal related information to be added to canonical abstractions
by allowing new unary predicates to be created automatically, without any domain knowledge, by
simply preprocessing a state.
For the state seg in Example 2.1 where g = at2(b1, rb) ∧ at2(b2, rb) we add atoms goal2at(b1, rb) and
goal2at(b2, rb) to seg. This allows the network to identify goal predicates. Since at
2(b2, rb) ∈ seg we
also add done2at(b2, rb) to seg which further allows the network to better identify relational structures
of a state. For at2(b1, rb) we add two unary atoms goal1at1(b1) and goal
1
at2(rb). We similarly add
two other unary atoms for at2(b2, rb). Doing so changes role(rb) from {room} to {room, goalat2}
and role(b1) from {ball} to {ball, goalat1}. This change in roles, allows a richer representation of
the abstract state since new roles demarcating objects which are part of goals have been introduced.
Finally, since at2(b2, rb) ∈ seg and there is no other atom at appearing in the goal where b2 is the
first parameter, done1at1(b2) is added to seg indicating that all atoms named at in g where b2 appears
as the first parameter are satisfied in the current state.
In general, let G refer to atoms in g for a problem Γ. For an atom pk(o1, . . . , ok) ∈ G add a new
atom goalkp(o1, . . . , ok) to the state. This captures goal related relational information in the state
s. Also add a set of atoms ∪ki=1{goal1pi(oi)} to the state. As a consequence, an object appearing
appearing only in G2+ now gets a defined role in s. Whenever a goal atom pk(o1, . . . , ok) ∈ s,
donekp(o1, . . . , ok) is added to the state else it is removed. Moreover, for an object o, when ∃i ∈
N, ∃pk ∈ G, ∀pk(. . . , oi, . . .) ∈ G pk(. . . , oi, . . .) ∈ s where oi = o is satisfied, done1pi(o) is added
to the state, else it is removed. Negative atoms appearing in the goal are handled similarly.
4 Planning Using Generalized Heuristic Networks
Searching using the learned heuristic network GHNs can be used in standard graph-search based
search algorithms like A* using a blackbox simulator for action application and retrieving the truth
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values of the predicates in a state. We used the A* search algorithm for our experiments. Given a
node in the A* search tree, we use a hybrid heuristic, fGHN(node) = g′(node) + h(node) described
below, to determine which node to expand next.
Hybrid heuristic function Both the predicted action probability as well as plan length can indi-
vidually be used as heuristics. Using just the action probability in an algorithm like policy-rollout
[27] can lead to poor performance since it does not provide estimates on the cost to reach the goal.
Generally, the neighborhood of a state has low variance in terms of the plan length predicted since
(a) different actions can lead to states encapsulated by the same abstract state, and (b) different
abstract states in the neighborhood are not substantially different. This can cause plan length based
search to get stuck expanding nodes in local minima. We mitigate these limitations by combining
them to form a hybrid heuristic. We define the artificial path cost g′(s) to be the sum of the action
probabilities along the path to s which we use to increase the path cost of low confidence paths. This,
in conjunction with the plan length helps arrive at better estimates concerning the nodes to expand.
Since path information is typically stored in nodes, we compute g′(node) and h(node) as follows:
Scorep(i, o) =
∑
uj∈P1∩role(o)
f(NNi[uj ], ) +
∑
uj∈P1\role(o)
f(1− NNi[uj ], )
|P1| (5)
Scorea(a(o1, ..., on)) = NNA[a]×
∑n
i=1 Scorep(i, oi)
n
(6)
g′(node) = g′(node.parent) + (1− Scorea(node.action)) (7)
h(node) = NNlen (8)
where role(o) is the role of the object o in node.state,  ∈ [0, 1] is a threshold and f is a filter:
f(x, ) = 1 if x ≥  and f(x, ) = 0 if x < . Scorea ∈ [0, 1] is the score of an action computed by
determining the probability of the action along with the confidence of the instantiated parameters.
A low value of the score indicates that the path is detrimental to search and should be penalized.
The score of an instantiated parameter oi, Scorep ∈ [0, 1] is a ratio of the total number of unary
predicates that were correctly predicted for role(oi). Actions a /∈ A and unary predicates u /∈ P1 are
assumed to have a probability NNA[a] = 0.5 and NN1,...,Amax [u] = 0. Using fGHN as the key in the
priority queue in A* only changes the order in which A* expands nodes. The actual (or real) path
cost, g(node.state) is used to determine if a visited state has been reached by a cheaper path under
standard operation of A*. The following result follows from the properties of A* when used with a
closed list [24].
Theorem 4.1. Planning with A* using fGHN is sound and complete on finite state spaces.
5 Empirical Evaluation
We conducted an extensive evaluation using benchmarks from the International Planning Competition
(IPC) [25]. Our results indicate that (a) GHNs are competitive when compared against hand-coded
heuristics and often outperform them, (b) GHNs generalize well to problems that are much larger
than those in the training data, (c) leapfrogging is an effective technique for data-efficient learning of
GHNs, and (d) encoding goal hints and using hybrid heuristics significantly improve performance.
We discuss the detailed configuration and methods used for evaluating these hypotheses below.
5.1 Empiricial Setup
Our hardware configuration consists of a cluster of Intel Xeon E5-2680 v4 CPUs with 28 CPU’s
per node. All cores were utilized for training, however each problem was solved on a single core.
Training was limited to 3 hours and each test problem was run with a time limit of 2700 seconds.
We used FF version 2.3 [28] as our primary baseline. The official FF source code only tracks the
nodes evaluated so we modified the code to track the nodes expanded. The next baseline we used
was FastDownward [29, 30] configured in two modes: A* with the FF heuristic (FD A*) and the
lama-first [31] configuration (FD LAMA). Our source code was implemented in Python. Unless stated
otherwise, we capped the number of nodes expanded to 5000 after which the search was concluded
to have failed. FF expanded on average 99% fewer nodes than FD A*. Due to implementation
6
Figure 2: Empirical results for our experiments (higher values are better). The x-axis represents the bins for
that domain. The top plot plots the ratio of the average number of nodes expanded by FF, nFF against a method
n. The bottom plot represents the total number of problems solved (100 per bin).
differences, we compare search algorithms on the number of nodes expanded, which is a standard
and implementation-independent metric for determining optimal efficiency [24]. For each domain,
we report the nodes expanded and the number of problems solved. A complete representation of
the information like plan length, time etc. as well as source code used in this paper (including our
heuristic implemented in Pyperplan [32]) can be found in the supplementary information.
In our experiments, we used the architecture illustrated in Figure 1 for all domains. We used the Keras
[33] implementation of RMSProp [34] configured with a learning rate, η = 0.001 and ˆ = 1e− 3
as the optimization algorithm. We trained each network using 100 epochs. The data was shuffled
and divided into batches of size 32. The network at the end of 100 epochs was used as the learned
GHN. We used categorical cross entropy, binary cross entropy and mean absolute error as the loss
minimization functions for the action NNA, action parameter NN1,...,Amax and plan length NNlen
layers respectively. Occasionally, our network would encounter loss stagnation due to dying ReLU.
When we encountered such a case, we regenerated the training data using a different seeds for the
generators and re-ran the training procedure for that step. In our experiments, the Spanner and
Goldminer domain experienced dying ReLU on 1 and 2 leapfrog iterations respectively.
Problems from the same domain were randomly generated using IPC generators [35]. We divided
the problems into “bins” where the membership depends on the number of objects. The bins were
indexed in order of increasing number of objects as B0, . . . , Bn. We used a special bin B+ to denote
problems larger than those that the network was trained on. Problems in B+ contained problems
which had up to twice the number of objects along all dimensions compared to Bn. For example,
in the Visitall domain we divided the problems based on the size n of the square grid b; B0: n = 2,
B1: n = 3, B2: n = 4, B+: n ∈ {5, . . . , 9}. The problem state spaces monotonically increase as
bin sizes increase. Each bin had 100 problems in the test set (see supplemental information for bin
sizes for each domain and number of problems in the training set). Our results are shown in Figure 2.
5.2 Analysis
(a) GHNs are competitive when compared against hand-coded heuristics and often outper-
form them We use leap∗ to indicate a GHN where leapfrogging was not used and instead
7
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Figure 3: The figure on the left shows the impact of encoding goal hints on the number of nodes expanded while
that on the right shows the impact of using hybrid heuristics on the same. Both plots used the Ferry domain.
(left) we did not encode goal hints for A* + notag, while goal hints were encoded for A* + tag (both used the
hybrid heuristic). (right) A* + artificialg refers to the fGHN as described Section 4, for A* + realg we used
f(node) = g(node.state)+NNlen, for A* + rollout we used f(node) = g′(node.parent)+Scorea(node.action)
as the key to the priority queue (all approaches encoded goal hints).
training data was provided by using FF to solve problems from all bins B0, . . . , Bn. The results
show that leap∗ is comparable to the baselines for B, outperforming FF as early as B0 while
solving the same number of problems. We report average improvements across all domains here.
For B0, GHNs narrowly beat FF by a factor of 1.03. This is expected since FF uses enforced hill
climbing (EHC) which is an incomplete search routine that works very well for small problems.
leap∗ outperforms FF by a factor of 2.0 and 16.6 on bins B1 and B2. A* using hybrid heuristics
yields improvements of factor 6.3 and 172.1 on bins B1 and B2 compared to using A* with
the FF heuristic. These results show that GHNs can efficiently solve problems compared to
hand-coded heuristics.
(b) GHNs generalize well to problems that are much larger than those in the training data
On average, leap∗ outperforms FF by a factor of 15.4 on B+, which consists of problems that
are much larger than those in the training set. In some domains like Visitall, Spanner and
Childsnack, leap∗ expends computational effort that is 11.9, 86.4 and 10.2 times less than that
of FF. A* using hybrid heuristics outperforms A* using the FF heuristic by a factor of 2677.9.
This showcases the generalization capabilities of GHNs since they were able to learn knowledge
to efficiently solve problems independent of problem-specific parameters like the number of
objects.
(c) Leapfrogging is an effective technique for data-efficient learning of GHNs For a leapfrog
step i + 1, leapi+1 is learned by training on problems from bin
⋃i+1
i=0Bi that are solved by
leapi. The user is required to only provide training data for the smallest problems, B0, while the
leapfrogging process can automatically learn heuristics that can solve B1 and above efficiently
in contrast to solving B0, . . . , Bn using blind search for training leap∗. In our case, FF was used
to solve B0 however even blind search can be used. We make the following observations:
– leapi is competitive on bins {0, . . . , i} Figure 2 demonstrates that leapi, whose training
data consists of bins B0, . . . , Bi is competitive or outperforms the baselines on bins
B0, . . . , Bi. For example, leap0, on average was factor 0.77 times FF on B0 and leap1
outperformed FF by a factor of 1.23 across B0 and B1 compared to leap∗ which was 1.03
and 1.5 for the same.
– leapi performance improves with each step Earlier iterations of leapi cannot generalize
well to larger sized problemsBi+1, . . . , Bn andB+. However, as we increase the steps, the
total number of problems solved and the quality of solutions gradually increases, e.g. for
Miconic, leap0 does very poorly on bins up to Bn but performance converges to leap∗ at
leap2 itself. This indicates that computational effort expended on solving bins B0, . . . , Bi
is less for leapi+1 than that of leapi which allows leapfrogging to scale in terms of the
number of steps as well.
– leapn attains the same performance as leap∗ As n increases, leapn eventually performs
similar to leap∗ whose training data was generated using an off-the-shelf planner. For
Goldminer, leap2 outperforms leap∗ which is attributed to leap∗ training on examples
solved by FF. Deeper investigation revealed that for Goldminer, FF-based training data
provided diverse labels for the same input making the network loss higher.
(d) Hybrid heuristics and encoding goal hints significantly improve performance Figure 3
shows that encoding goal hints and using hybrid heuristics improves performance. This is
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because encoding goal hints allows the network to provide better predictions and using hybrid
heuristics allows it to make better decisions in selecting nodes for expansion.
6 Conclusions
We presented a new approach for learning generalized heuristics. GHNs demonstrate the capability
to generalize to a very large number of objects, initial states and goal conditions. In the absence of
an off-the-shelf planner, leapfrogging can be used to gradually improve the quality of the learned
heuristic. Our results conclude that this approach is promising for future investigation. There is much
to explore in canonical abstraction and deep neural networks for learning heuristics and we believe
that our results might motivate future research.
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