Composition tables are used in AI for knowledge representation and to compute transitive inferences. Most of these tables are computed by hand, i.e., there is the need to generate them automatically. Furthermore, human preferred solutions and errors in reasoning can be explained as well based on these tables. First, we will report briefly psychological results about the preferences in calculi. Then we show that we can train ANNs on a simple calculus like the point algebra and the trained ANN is able to correctly solve larger calculi such as the Cardinal Direction Calculus. As human prefer specific conclusions, we are able to show that based on the ANN, which is trained on the preferred conclusions of the point algebra alone, is able to reproduce the results on the larger calculi as well. Finally, we show that humans preferred solutions can be adequately described by the networks. A brief discussion of the structure of successful ANNs conclude the paper.
INTRODUCTION
Consider the following problem:
(1) Ann is smaller than Beth.
Beth is smaller than Cath.
From the given premises, when asked what follows, it is easy for most people to conclude that Ann is smaller than Cath. Psychologists have studied problems like this, typically called three-term-series problems, for years in an attempt to determine which are most difficult, and equally as important, why. A typical resulting dataset from such an experiment can be thought of as a function that accepts the relationships between the arguments of the first premise and between the arguments of the second premise and returns the frequency of subjects various responses. In contrast to the domain of the above problem, which is one-dimensional, it is also possible to present threeterm-series problems using domains that are multidimensional. Doing so allows for problems with a much greater degree of underspecification between the domain and codomain, such that there are many more acceptable answers. It also happens that they are more ecologically valid. For example, consider the following (Ragni and Becker, 2010) :
(2) Berlin is Northeast of Paris. Paris is Northwest of Rome.
While it is possible to infer that Berlin must be North (N) of Rome, it is not possible to determine whether Berlin is East (E) or West (W) of Rome. As a result, it is likely that psychological preference plays a greater role in determining the possible conclusion. AI researchers have used a similar data structure, the composition table, in order to efficiently represent knowledge and compute transitive inferences (Cohn, 1997) . However, the unfortunate problem with composition tables is that populating them with data is often painstakingly slow and likely to introduce errors, as more often than not, these computations are done by hand. It would be of great use to researchers in both fields, AI and Psychology, if there were a way to accurately approximate the values in the final table using methods that were less resource intensive. The current paper proposes one such method, using Artificial Neural Networks (ANNs). We begin by showing that we can train ANNs on the Point Algebra (PA), a one-dimensional domain, and that these ANNs are able to correctly solve a larger and complex domain, the Cardinal Direction (C D). Then we present a psychological experiment using problems from C D and demonstrate than an ANN trained on human preferences in PA can reproduce the table of human preference data collected in C D. Finally, we discuss the structure of the ANNs. (Ragni and Becker, 2010) . The first line in each cell contains the number of and all possible relations, the second line the preferred relation, the third the percentage of participants who chose this relation. The grey/white shaded cells are the multiple/single solution cells. 
STATE-OF-THE-ART
For example, consider the domain of possible relationships between two points in one dimension, e.g. R. This domain is typically referred to as the Point Algebra (PA). Within PA, it always holds that between two points, there are only three possible relationships, at least one of which always holds: A can be either left of ( <), equal to (=), or right of (>) a second point B.
The PA, and many other domains like it, can be presented in the form of a composition table (cf. Table  2 ). Transitive inferences can be represented in composition tables (Bennett et al., 1997) . Using a set of three points a composition table can be constructed, depicting the relations between them (cf. Table 2 ). For instance, point A is left of point B, A < B (left column), and B is left of point C, B < C (first row), then point A can only be left of point C, A < C (entry in second column, second row). The cardinal direction calculus C D consists of 9 base relations (N = north, E = east, S = south, W = west and combinations such as NE = north-east). The points in the euclidean plane can be expressed by relations of PA-algebra: The relation of two points z 1 Nz 2 can be described by x 1 = x 2 and y 1 > y 2 for z ∈ R 2 with z i = (x i , y i ). Analogously, NW by (>,>) and so on. An interesting finding is that humans do not consider all possible models but that there is a so-called preference effect, i.e., in multiple model cases (nearly always) one preferred model is constructed from participants and used as a reference for the deduction process (Rauh et al., 2005) . In a previous experiment (Ragni and Becker, 2010 ) the participants received premises (like problem (2) but with letters instead of real cities) and their task was to give a relation that holds between the first and the last term. Similar to the point algebra above these problems can be formally described by the composition of two base relations and the question for satisfiable relations (cf. (Ragni and Becker, 2010) were confronted with all 64 problems and had to infer a conclusionshowing clear preference effects.
PROVOKING PREFERENCES
In order to make an ANN learn the PA the first step is to find a suitable encoding for the specified relations and an architecture of the ANN for the considered kind of problem. Since the problems considered here are 3-term problems, an architecture with two nodes in the input layer were used for classifying possible relations. For the encoding of the premises, −1 was used for the relation <, 0 for =, and 1 for >. For this kind of problems it is possible, that all three relations hold between two points. Therefor, three nodes within the output layer were used. Respectively one for each possible relation. If a relation holds for given premises, the corresponding output node returns 1, else it returns 0. For example, the premises [−1, 0] with the target output [1, 0, 0] is a suitable pattern for training the ANN. It represents the three-term-series problem with the premises a<b, b=c and the solution a<c. Furthermore, a hidden layer was used and the number of nodes iteratively increased to find a successful architecture for the given problem. For training the ANN, backpropagation was used as learning algorithm with 1000 training iterations, a learning rate of .3 and a momentum factor of .1. The tangens hyperbolicus was used as sigmoid activation function. As depicted in Table 3 , a suitable architecture requires six nodes within the hidden layer. Since the ANN was trained on the complete set of correct patterns of three-term-series problems of PA, it is some kind of over-fitted. However, in this case this does not matter, because the ANN is only used to provide real-valued outcomes in the complete process to determine possible sources for preferences. For this purpose, the target values will be varied from integers to real-values to reproduce preferences in PA reasoning. The result shows that PA is learnable by a quite small ANN with little effort and suggests a good architecture of an ANN for this kind of task. Human reasoning per- formance is known to be error prone and in cases of various solutions preferences for particular relations can be found (Rauh et al., 2005 used in the latter for Cardinal Directions problems, changes the rounded results shown in Table 3 in the way the reported preferences of humans suggest. Table 4 depicts the outcoming results for both of this changes by reasoning with PA with the previous described ANN with six nodes within the hidden layer.
With a mapping for a two-dimensional C D relation to two one-dimensional PA relations, the previous results could be used to pass preferences from one calculus to the other. Considering 3ts-problems in PA the previously described ANN is used to compute the possible relation for a given problem. Now, for 3ts-problems in C D the relations must be split by their xand y-dimensions and computed separately. To compute the PA outcome only one ANN is used. Given z 1 q 1,2 (x, y) z 2 := z 1 r 1,2 (x) z 2 ∧z 1 r 1,2 (y) z 2 , with q 1,2 ∈ C D and r 1,2 ∈ PA, and z 2 q 2,3 (x, y) z 3 := z 2 r 2,3 (x) z 3 ∧ z 2 r 2,3 (y) z 3 , with q 2,3 ∈ C D and r 2,3 ∈ PA the inputs for the ANN are r 1,2 (x) and r 2,3 (x) for the xdimensional information specified in the problem, and r 1,2 (y) and r 2,3 (y) for the y-dimensional information. The mapping of the C D relation is given in Table 4 . The result of the ANN concerning DeductiveReasoning-UsingArtificialNeuralNetworkstoSimulatePreferentialReasoning Table 5 : Mapping from the two ANNs output back to C D.
0,0,1 0,1,0 1,0,0 1,1,1 0,0,1 NE E SE SE,E,NE 0,1,0 N EQ S S,EQ,N 1,0,0 NW W SW SW,W,NW 1,1,1 NW,N,NE W,EQ,E SW,S,SE All the x-dimension is given by ANN x (r 1,2 (x), r 2,3 (x)) = (r 1,3 (x) 1 ∨ r 1,3 (x) 2 ∨ r 1,3 (x) 3 ) with r 1,3 (x) i ∈ B and i ∈ {1, 2, 3}, where i = 1 is interpreted as western, i = 2 as equal to, and i = 3 as eastern if the outcome for the corresponding index is true. The analog hold for the ANN if concerning the y-dimension, but the boolean outcome i = 1 is interpreted as southern, i = 2 as equal to, and i = 3 as northern. In a last step the two PA results are mapped back to one C D result set by recombining the xand y-dimension results. Therefor, the combina- Table 5 Table 1 and Table 6 ). 
CONCLUSIONS
Composition tables are central in the fields of knowledge representation and reasoning in dealing with inferences in qualitative calculi. They are both important for Artificial Intelligence, which uses them to check the consistency of a network (Bennett et al., 1997) , and human reasoning, which describes reasoning errors by wrong preferred relations (Rauh et al., 2005) . So far about all composition tables had been generated by hand. The problem becomes relevant with increasing calculi as the tables become much more difficult to compute. We could explain human preferred relations of complex calculi, like cardinal directions by preferences in the point algebra. The correct preferences of 56 of 64 (87,5%) of C D could be correctly reproduced. The problem of selecting an adequate neural network architecture for a given problem has become recently more and more in the research focus (Franco, 2006) . Here best fitting neural networks could be identified, which reproduce the correct composition tables and human preferences. An analysis shows that 6 hidden nodes provide the best fitting architecture for this approach. The described method seems fruitful for both formal and psychological reasoning.
