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A notion of “participation” of a subset S in a countable set U is investigated. 
Such a notion is needed to express the approximate behavior of computations. 
Different measures are proposed and their properties derived. Finally one 
particular measure associated with the density of points of S in U is shown to 
be both intuitively appealing and relatively invariant to change of enumerations. 
Computing machines are usually deterministic. Humans however have the 
ability to base decisions on rather fuzzy and approximate criteria. Therefore 
the evaluation of computing machines could be based on their approximate 
characteristics. 
The behaviour of computer programs and their properties have been 
investigated so far using only absolute notions and criteria derived and 
formalized as parts of logic, automata and recursive function theory. From 
the alarming number of unsolvable problems it seems that these tools are 
not always appropriate for dealing with problems in the computing field. 
Why not try to attack problems with different methods based on the concept 
of approximation ? 
A practical scientific problem is usually presented in a rather sketchy 
and fuzzy form. A simplified version is obtained by making reasonable 
assumptions and can then be attacked with theoretical tools. Sometimes 
the formal model is so unrealistic that the results do not bear any significance 
on the original problem. In this case, the only approach open is to attack 
the problem directly using approximate and statistical methods, e.g. Monte 
Carlo methods. The computing field has certainly sufficiently complex 
problems, which cannot be solved satisfactorily in a pure and absolute 
analytical way. Different heuristic techniques are currently used to attack 
the “dirty” problems. What the theoretician can do is to assist by formalizing 
* This Research was supported by the National Research Council of Canada Grant 
Number A7146. 
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and investigating approximate behaviour. The goal could be described as 
forming a field parallel to numerical analysis for non-numerical applications. 
Any notion of “on-the-average” behaviour is closely related with a notion 
of measure of “success” of a property (predicate) on a countable set [2, 3,4]. 
A measure of “success” on the other hand is equivalent to a notion of the 
“participation” of a subset S in a countable set U. This is therefore our 
starting point. 
1. PARTICIPATION MEASURES 
The objective of this discussion is, given a countable set U and one of 
its subsets S, to obtain a (participation) measure m(S/U) of S in U. An 
equivalent problem is the following: given a countable set U and a binary 
property (predicate) A, investigate a notion of average behaviour of property 
A on U. If U is finite we can use the density of the number of points in S 
to the number of points in U. From now on we will assume therefore, that 
U is infinite. 
We will insist that such a notion of measure should be intuitively acceptable. 
For instance, the set of odd numbers must have measure l/2 in the set 
of all integers. In general consider a countable set U = (x0, xi ,...} and one 
of its subsets S = {xi,, xi, ,... } such that S is periodic in U with period k/t. 
That is for every n, there are k points in the intersection of S and T, = 
(xi 1 n . t < i < (n + 1) . t}. According to our intuition a measure in U 
should give m(S) = k/t.1 Let us assume this as a working hypothesis. 
It would be nice to have a measure m(S/U) independent of the particular 
enumeration of U. This cannot be true however if we insist on the intuitive 
appeal of the measure. Consider, for example, the set of the positive integers 
U, = {1,2, 3,...}. Given a particular measure m we would like the measure 
of the odd numbers to be l/2. Consider now the positive integers with 
a different enumeration U, = (1, 3, 2, 5, 7,4, 9, I 1, 6 ,... }. Let us suppose 
we do not know anything about the “natural” enumeration U, . The set 
of the odd numbers is periodic with period 213 in the enumeration U, ; 
hence according to our hypothesis, we should associate the measure 213 
with the set of odd numbers. Note moreover that U, is a recursive enumera- 
tion: thus if we restrict the scope of allowable enumerations, it will not 
help much.2 Hence a measure cannot be both intuitively acceptable and 
independent of enumerations. From now on a particular enumeration will 
1 From now on we will write W(S) instead m(S/U), when there is no ambiguity 
about U. 
* Rose and Ullian [l] defined recursively approximable functions using only recursive 
enumerations. 
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be associated with every countable set U. The defined measures will usually 
depend on the enumeration. We will try to avoid measures which are very 
sensitive to the choice of an enumeration. 
A measure should have certain elementary properties in order to qualify. 
We define therefore: 
DEFINITION 1. I. Given a countable set U, a (participation) measure m 
on U is defined as a mapping from subsets of U to the real numbers satisfying 
the following axioms: 
MI. m(D) =0 
MII. If S, 1 Sa then m(S,) > m(S,) 
MIII. For every S, m(S) + m(S) = 1, where S is the complement 
of S with respect to U. 
According to Definition 1.1, a (participation) measure lacks only the 
additive property to qualify as a probability measure.3 The reason for giving 
a more general definition for our measure is twofold. First, the disjoint 
relation between two sets is very difficult to check in our framework. Second, 
probability measures are rather sensitive to enumerations as we will see 
later on. A conditional measure can be defined in the usual way. 
DEFINITION 1.2. Consider a countable set U and a measure m. Given 
two subsets S, , S, of U, the conditional measure m(S,/S.J exists by definition 
if m(S,) # 0 and m(S,/Ss) = m(S, n &J/m(S,). If m(S,) = 0, m(S,/SJ is 
undefined. The conditional measure does not always qualify as a participation 
measure. 
A measure always implies a notion of “average” behaviour of a property 
on a countable set and vice versa. 
DEFINITION 1.3. Given a countable set U = (x0 , xi ,...> and a binary 
property (predicate) A, then the rank r of A on S is defined as r(A) = m(S), 
where S = {xi 1 xi E U and xi has property A}. 
It is obvious that given a set S we can define a property A such that 
xi has A iff xi E S. Then m(S) = r(A). W e will associate some properties 
with measures. 
3 A probability measure on our sample space is a mapping from subsets to real 
numbers such that 
PI. For every S, m(S) > 0, m(4) = 0, m(U) = 1. 
PII. If S, r\ S, = 4 then m(S, u S,) = m(S,) + m(S,). 
PIII. If {S, , S, ,...) is a countable collection of disjoint sets, then trz(ui SJ = Ci m(SJ. 
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DEFINITION 1.4. A measure m over a countable set U is finite-oriented 
if m(S) > 0 for every subset S # O. 
DEFINITION 1.5. A measure m over a countable set U is limit-oriented 
if for every finite subset I’ and any subset S, m(S u I’) = m(S). 
Taking S = ,@, it follows that a limit-oriented measure associates measure 
zero with every finite set I’. 
THEOREM 1.1. A probability measure m over a countable set U cannot be 
limit-oriented. 
Proof. I f  m is a probability measure then it has countable additivity. 
Consider the collection of sets {x0}, {x13,... . Then m(Ui {xi}) = xi m{q}. 
But m(lJi {xi}) = m(U) = 1, hence for some j, m{xj} # 0. Therefore m is 
not limit-oriented. Q.E.D. 
2. WEIGHTED MEASURES 
The most elementary collection of measures can be obtained if we 
associate a weight to every element of the set U. 
DEFINITION 2.1. A set of weights Z is defined as an infinite sequence 
{xi} of non-negative real numbers such that 
7~~ = 1 (xstandsforf). 
z i=O 
With every set of weights we can associate a measure in a natural way. 
DEFINITION 2.2. Consider a countable set U = {x0 , x1 ,...} and a set of 
weights 2 = {so, xi ,... }. The weighted measure mz associated with the set 
of weights 2 is defined as follows: for every subset S of U 
m"(S) = 1 ziS(xi), 
2 
where S(xi) = i ~t?~~se 
It is easy to see that mz qualifies as a measure, namely satisfies the axioms 
of Definition 1.1. 
MI. m=(D) = 0, m”(S) 3 0 for every S 
MII. I f  S, 1 S, then mZ(SI) >, mZ(S,) 
MIII. For every S, m”(S) + mZ(S) = 1. 
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It is clear that a set of weights 2 such that zi # 0 for every i, will give 
rise to a measure mz such that m”(S) # 0 if S # ia. Hence we have: 
PROPOSITION 2.1. Given any set of weights such that zi # 0 for every i, 
the corresponding measure rnz is finite-oriented. 
PROPOSITION 2.2. Given any finite-oriented measure mz the notion of 
rank rz associated with mz is such that: 
(I) rZ(A) # 0 implies (3x)(A(x) = 1); 
(II) rZ(A) = 1 implies (Vx)(A(x) = 1). 
Weighted measures depend heavily on the choice of weights. For this 
reason results cannot be general in nature. For instance, for the set of weights: 
zi = 0 for i # n, z, = 1, the properties of the point X, alone determine 
the measure. Another unwelcome property of weighted measures is that 
they depend rather heavily on the enumeration. We will prove that given 
any weighted measure we can find very similar enumerations which give 
different measures for some subset. 
PROPOSITION 2.3. Conside any set of weights Z = {zi} and the measure m 
associated with them. There exists at least two enumerations, 
q = (x0 , x1 ,... xi ,... } and u, = {Xi , x1 )... x, ,...) 
differing only at two points and a set S such that m(S/Ul) = rn(L3lU.J. 
Proof. Since &zj = 1, there exists at least one i such that zi # x0 . 
Consider now the two enumerations 
u, = {x0 ) x1 ). ..) xi )... } 
and the subset S = {x0}. Then 
and u, = {Xi , x1 ,. ..) x0 ). ..) 
m(S/U,) = z, # zi = m(S/U,). Q.E.D. 
As an example of a weighted measure consider the set of weights 
2 = {l/2, 1/22, 1/2s ,... }. It is easy to see that for a subset S of U = {xl , x2 ,... }, 
m(S/u> = lim,,, 0. q1q2 ... qn , where qi = 1 if xi E S, = 0 otherwise, and 
the number 0. ql ... qn is in binary representation. This particular measure will 
give for the set of odd numbers in the positive integers U = {I, 2,...} : m, = 
m(O/U) = O.lOlOl... and for the even integers m, = m(E/U) = O.OlOlOl... . 
Hence m, = l/3, m, = 213 which is not so intuitively appealing. Suppose 
now that we switch around 1 and 2 in the enumeration U. Then we will 
have m,’ = 0.0110101... and m,’ = 0.1001010... . Hence m,’ = 5/12 and 
PARTICIPATION MEASURES 65 
m ’ -_ 
e- 7/12. We conclude therefore that weighted measures are very 
sensitive to enumerations, and sometimes they are not even intuitively 
reasonable. 
3. PROBABILITY MEASURES 
Probability measures are defined as participation measures with the 
additive property. It is easy to see that weighted measures are in fact 
probability measures. As another example consider the following. 
DEFINITION 3.1. A random sequence of weights 2 = {z,, , z1 ,...} is defined 
to be a continuous amplitude discrete random process with the properties: 
I. x:i E[zJ = 1, 
II. 0 < xi < 1 for every i, 
III. E[zi2] < co for every i. 
DEFINITION 3.2. Given a countable set U = {x0 , x1 ,...} a subset S and 
a random sequence of weights 2 = {x0 , zr ,...} consider the random 
variable y: 
y = 1 %s@i)*, 
z 
where S(xJ = A othe:w:sE’ 
I 
The measure m, associated with the random sequence of weights Z is defined 
as7 = E[y]. 
It is easy to see that m, qualifies as a measure. 
MI. For every S we have 
mZ(S) = y = E[J] = E [T ziS(xi)]5 = C E[zi] S(q). 
2 
Since 0 6 xi < 1, E[zJ 3 0 for every i. Hence 
m,(S) 3 0. 
For S = @, S(xJ = 0 for every i, 
nt,(S) = C E[zJ S(xJ = 0. 
, 
4 In view of the definition 3.1 this limit exists in the L1 sense i.e. lim,,, [Eb] - 
g&3(2$] = 0. 
6 This step is justified according to definition 3.2. 
409/36/1-s 
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MII. If S, 3 S, , then 
MIII. For every S, 
Moreover m, is a probability measure. If S, n S, = o then 
and additivity also holds for a countable collection of sets. 
Probability measures take advantage of results in probability theory, 
although the proper mapping of subsets into a random variable is not at 
all obvious. They have one shortcoming however, they are sensitive to 
enumerations. 
THEOREM 3.1. Given any probability measure m on U, we can always jind 
two enumerations U, = (x,, , x1 ,..., xi ,... } and iJ, = {xi , x1 ,..., x0 ,... } diSfering 
at only two points, and a subset S such that 
Proof. Since m is a probability measure, it will have the additive property. 
Consider the collection of disjoint subsets {x0} , {xi},... then rn(U$ {xi}) = 
xi m({xJ), or 1 = m( U,) = xi m{xj} h ence there exists at least one point 
{xi] such that m{x,,} # m{x,}. Hence the subset S = {x0} will have 
+WA) f m(SlUJ Q.E.D. 
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We see therefore that probability measures and in general, measures 
which associate a non-zero measure to an isolated point, are not particularly 
appealing for general results and are very sensitive to enumerations. Hence 
it is better to focus our attention on limit-oriented participation measures. 
4. LIMIT-ORIENTED PARTICIPATION MEASURES 
A limit-oriented participation measure is, by our definition, a measure 
which does not depend on a finite number of points. The most natural 
approach is to define such measures in connection with the density. Namely, 
given a subset S of U, we can construct the sequence {sn} where s, is the 
density of S in the first n + 1 points of U. This sequence is not necessarily 
a Cauchy sequence. We do not always have a limit to use as a measure, 
but we can use other accumulation points for this purpose. In accordance 
with this approach, we consider a measure d defined as follows: 
DEFINITION 4.1. For every subset S of U = {xi}, let 




PROPOSITION 4.1. The measure d(S) is cell defined. 
Proof MI. For every subset S and every n, s, = CbOS(xi)/(n + 1) > 0, 
therefore b s, > 0, E;i s, 3 0 and d(S) > 0. For S = i~(, s, = 0 for 
every n, hence &J s, = li;;;s,=Oandd(m)=O. 
MII. If S, 3 S, then for every n, s,l > s,~. Therefore lim s 1 > lim s 2 -n,-n 
and iii% s,l 3 Ei5 sn2. Hence d(S,) 3 d(S,). 
MIII. For every subset S consider its complement s and the sequence 
of densities S, . We have that for every n, S, = 1 - s, . Therefore 
Tiif;s,=l--lim? andlbs,=l-Eiiliifis,.Henced(S)=l-d(S). -12 
PROPOSITION 4.2. The wleasure d is liwtit-oriented. 
6 lim and lim stand correspondingly for lim-inf and lim-sup. - 
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Proof. Consider any subset S of U and a finite subset V. Let us define 
xi E s, 
otherwise, 
Xi E S or xi E V, 
otherwise. 
It is clear that lim{t, - sn} = 0. Therefore lim s, = &n~ t, and E s, = 
E tn. Hence d(S) = d(S + V). 
PROPOSITION 4.3. Consider a countable set U and some subset S such that 
the sequence {s,}, s, = CL, S(x,)/(n + I), is a Cauchy sequence. Then 
d(S) = lim s, 
Proof. Since {sn} is a Cauchy sequence lim s, = Es, = lim s, . 
Therefore 
d(S) = lim ‘, ; E ‘Pi = lim s, . Q.E.D. 
PROPOSITION 4.4. Consider a countable set U and a subset S periodic in U 
with period k/t. Then the measure d(S) = k/t. 
Proof. It is easy to see that for a periodic subset S the sequence {sn} 
is a Cauchy sequence with limit k/t. 
THEOREM 4.5. The measure d is not a probability measure. 
Proof. It follows immediately from Proposition 4.2 and Theorem 1.1. 
The measure d is not a probability measure, but for the majority of 
interesting cases the additive rule holds. 
THEOREM 4.6. If S, and S, are two subsets of a countable set U such that 
the sequences {snl} and {s,~} are Cauchy sequences, then the measure d is finitely 
additive. Namely S, n S, = .@ implies d(S,) + d(S,) = d(S, u S,). 
Proof. Suppose S, n S, = o and S, = S, u S, , then sn3 = s,l + sn2 
for every n. But from hypothesis {snl} and {s,~} are Cauchy sequences, hence 
{sm3} is a Cauchy sequence. Therefore 
d(S,) = lim sn3 = lim(sn2 + s,l) = lim sn2 + lim s,l = d(S,) + d(S,) 
Q.E.D. 
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It can be proved that if {snl} is Cauchy then for every S, 
d(S, u S,) < d(S,) + q&J. 
THEOREM 4.7. Consider a countable collection {&} of mutually disjoint 
subsets of a countable set U such that the sequence {sni} associated with each 
subset Si is a Cauchy sequence and the sequence {sn} associated with S = ui Si 
is again a Cauchy sequence. The additive rule d(u, Si) = xi d(si) does not 
necessarily hold. 
Proof. As a counterexample consider a countable set U = {x,, , x1 ,...I 
and the subsets Si = {xi} for every i. The subsets {&> are mutually disjoint 
and S = IJi Si = U. The sequences (sni} for every i and {So) are all Cauchy 
sequences with respect to n. Moreover lim sni = 0 for every i and lim s, = 1. 
Hence 
d(b%j =d(U)= 1 #O =xd(S,) 
I I 
Q.E.D. 
COROLLARY 4.8. The measure d is dependent on the enumeration of U. 
Proof. It follows from the observations of paragraph 1 and Proposi- 
tion 4.4. 
The important question is how sensitive is the measure d to enumerations 
of U? We will be able to prove that the measure d is invariant for a large 
collection of enumerations. 
DEFINITION 4.2. Two enumerations 
of the same countable set U are called compatible (with respect to d) if for 
every subset S of U, d(S/U,) = d(S/U,). 
We will give a sufficient condition for compatibility. 
THEOREM 4.9. Two enumerations U, = (x,, , x1 ,... } and U, = (xi, , xi1 ,... } 
of the same countable set U are compatible ;f  the following condition is true: 
For every real number E, 0 < 6 < 1 there exists an integer M(e) such that 
-W)/(n + 1) 2 1 - 6, for n > M(c), where E(n) is the number of points in 
the intersection of thejrst n + 1 points of U, and the first n + 1 points of U, . 
Proof. Suppose that U, and U, satisfy the above condition. Suppose 
further that they are not compatible. Then for some S, 
d(S/U,) = dI # d, = d(S/U,). 
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We can assume dl > d, , dl - ds = 0 # 0. We have from hypothesis that 
for n 2 M(0/4), E(n)/(n + 1) > 1 - e/4. But 









Hence for n > M(8/4), s,l - sn2 < e/4. It follows that 
e 
E s,l - 5 s,~ < - 
e 
4 
and ~IJ s,l - lim sn2 < - 
e 
4 
or dI - d2 < - . 
2 
But we assumed dl - d, = B which is a contradiction. Q.E.D. 
We will prove that if one enumeration is produced by another with a 
bounded perturbation of points then they are compatible. 
THEOREM 4.10. Given two enumerations 
Ul = &J , Xl Y.> and u2 = {Xi, , xi, Y>, 
if xi, = xj implies z ‘t - j < Nfor some fixed N, then U, and U, are compatible. 
Proof. Consider the n + 1 points of enumeration U, and the first n + 1 
points of enumeration U, for n > 3N. According to our condition E(n) > 
n - N. Hence E(n)/(n + 1) 3 1 - (N + l)/(n + 1). Therefore for any 
E > 0, close to zero, E(n)/(n + 1) 3 1 - E if n 2 (N + 1)/e and n 3 3N. 
Then according to Theorem 4.9 the enumerations U, and U, are compatible. 
Q.E.D. 
COROLLARY 4.11. Two enumerations U, and U, dz#ering only at a finite 
number of points are compatible. 
We will now investigate countable sets of k-tuples generated from the 
set of non-negative integers. 
DEFINITION 4.3. Given an enumeration U of k-tuples of non-negative 
integers we will call the enumeration uniformly increasing if the number 
of elements (x1 ,..., xk) below the element (t,..., t) grows as t”. Most enumera- 
tions used according to pairing functions are uniformly increasing. 
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We can move the points of an enumeration a non-finite distance and yet 
under some plausible restrictions still have compatible enumerations ac- 
cording to the measure d. 
THEOREM 4.12. Given a uniformly increasing enumeration U, of k-tuples 
consider another enumeration U, by changing the order of elements with only 
one condition: Every element corresponds to the same band between (t,..., t) 
and (t + l,..., t + 1) in both enumerations. Then U, and US are compatible. 
Proof. For every n there is a number t such that the n-th element of the 
enumeration U, is in the band (t ,..., t) to (t + l,..., t $ 1). Then we have 
that E(n) 3 Nt , where E(n) are the number of elements common in U, 
and U, in the first n elements and Nt are the number of elements below 
(t,..., t) in the enumeration U, . We also have n < Nt+, . Hence 
E(n) Nt 
nil ’ N,,, + 1 . 
But N, grows as tk since U, is uniformly increasing. Therefore 
lim E(n) __ = 
ntl 
1 
and U, and U, are compatible according to our definition. 
COROLLARY 4.13. Consider any enumeration of k-tuples according to the 
sum xi xi . All these enumerations are compatible. 
COROLLARY 4.14. Consider any enumeration of k-tuples according to the 
max{q ,..., xk}. All these enumerations are compatible. 
We see, therefore, that, although the measure d depends on the enumeration 
of the set, it is not very sensitive. 
CONCLUSIONS 
In order to express approximate behaviour of computations a notion of 
“participation” measure is needed. Several measures were investigated and 
finally a particular measure d(S/U) is proposed such that: 
(1) It is intuitively appealing. 
(2) It is not very sensitive with respect to change of enumerations. 
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Using this measure we are currently investigating different problems of 
approximate complexity and computability [2,3], trade-off between approxi- 
mation and complexity [4], logic based on approximation, etc. The goal of 
the research is to develop a theory of “on-the-average” behaviour of 
computations, which may shed some light on heuristic approaches and 
techniques. 
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