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‘No subject has more extensive relations with
the progress of industry and the natural sciences;
for the action of heat is always present,
it influences the processes of the arts,
and occurs in all the phenomena of the universe.’
–
Jean Baptiste Joseph Fourier [cf. 118, p. 241]

Abstract
A requirement for future thermoelectric applications are poor heat
conducting materials. Nowadays, several nanoscale approaches are
used to decrease the thermal conductivity of this material class. A
promising approach applies thin multilayer structures, composed
of known materials. Here, the nanoscale stacking affects the heat
conduction and provokes new emergent thermal properties; However,
the heat conduction through these materials is not well understood yet.
Therefore, a reliable measurement technique is required to measure
and understand the heat propagation through these materials. In
this work, the so-called 3ω-method is focused upon to investigate
thin strontium titanate (STO) and praseodymium calcium manganite
(PCMO) layer materials. Previously unexamined macroscopic
influence factors within a 3ω-measurement are considered in this
thesis by Finite Element simulations. Thus, this work furthers the
overall understanding of a 3ω-measurement, and allows precise
thermal conductivity determinations. Moreover, new measuring
configurations are developed to determine isotropic and anisotropic
thermal conductivities of samples from the micro- to nanoscale. Since
no analytic solutions are available for these configurations, a new
evaluation methodology is presented to determine emergent thermal




Zukünftige thermoelektrische Anwendungen erfordern thermisch
schlecht leitende Materialien. Hierfür werden heutzutage
verschiedene Ansätze verfolgt um die Wärmeleitfähigkeitszahl
dieser Materialklasse zu verringern. Ein vielversprechender Ansatz
verwendet dünne Vielschichtstrukturen die sich aus bekannten
Materialien zusammen setzen. Hier wird durch nanoskaliges
Schichten die Wärmeleitung beeinflußt und es werden neue
thermische Eigenschaften hervorgerufen. Jedoch ist die Wärmeleitung
durch solch ein Material bis heute noch nicht bis ins Detail verstanden.
Zu diesem Zweck bedarf es einer verläßlichen Messmethode, um
die Wärmeausbreitung durch solch ein Material messen und somit
verstehen zu können. Diese Arbeit konzentriert sich auf die so
genannte 3ω-Methode zur Erforschung dünner Strontium Titanat
(STO) und Praseodym Calcium Manganit (PCMO) Schichtmaterialien.
Bisher unbeachtete makroskopische Einflußfaktoren, die während
einer 3ω-Messung auftreten, werden in dieser Arbeit durch Finite
Element Simulationen berücksichtigt. Dadurch trägt dieses Werk
zum Gesamtverständnis einer 3ω-Messung bei und erlaubt eine
präzise Bestimmung der Wärmeleitfähigkeitszahl. Darüber hinaus
werden neue Messkonfigurationen zur Bestimmung der isotropen
als auch anisotropen Wärmeleitfähigkeitszahl für mikro- bis
nanoskalige Proben entwickelt. Da für diese Messkonfigurationen
keine analytischen Lösungen verfügbar sind, wird eine neue Methodik
zur Auswertung und Bestimmung der Wärmeleitfähigkeitszahl







1.1 Thermoelectricity and material selection . . . . . . . . . 8
1.2 Heat conduction in solids . . . . . . . . . . . . . . . . . 16
2 The 3ω-method 21
2.1 Concept, measurement principle and geometry
configurations . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Top down geometry . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Heat source on bulk materials . . . . . . . . . . . 26
2.2.2 Heat source on layer-substrate materials . . . . 35
2.3 Bottom electrode geometry . . . . . . . . . . . . . . . . 40
2.3.1 Heat source between bulk-like materials . . . . 40
2.3.2 Heater substrate platform . . . . . . . . . . . . . 42
3 Finite Element Model 45
3.1 Governing equations . . . . . . . . . . . . . . . . . . . . 46
3.1.1 Temperature field . . . . . . . . . . . . . . . . . . 46
3.1.2 Electromagnetic field . . . . . . . . . . . . . . . . 52
3.1.3 Mechanical field . . . . . . . . . . . . . . . . . . 59
3.2 Transient analysis . . . . . . . . . . . . . . . . . . . . . . 63
3.3 Eigenfrequency analysis . . . . . . . . . . . . . . . . . . 65
3.4 Mesh-block building system . . . . . . . . . . . . . . . . 67
ix
4 Investigation of varying structures and multiphysical
couplings 69
4.1 Top down geometry . . . . . . . . . . . . . . . . . . . . 69
4.1.1 Heat source on bulk materials . . . . . . . . . . . 69
4.1.1.1 Validation of Finite Element Model . . 69
4.1.1.2 Real substrate size . . . . . . . . . . . . 71
4.1.1.3 Geometrical variations of the heater
and its material properties . . . . . . . 73
4.1.1.4 General temperature distribution for a
heater substrate system . . . . . . . . . 76
4.1.1.5 Temperature dependent resistivity of
the heater . . . . . . . . . . . . . . . . . 78
4.1.1.6 Three-dimensional heat conduction in
the substrate . . . . . . . . . . . . . . . 80
4.1.1.7 Radiation at the heater’s surface . . . . 84
4.1.1.8 Surface roughness . . . . . . . . . . . . 86
4.1.1.9 Skin effect in the heater . . . . . . . . . 88
4.1.1.10 Thermal expansion and stresses . . . . 90
4.1.1.11 Eigenfrequency analysis . . . . . . . . 94
4.1.2 Heat source on layer-substrate materials . . . . 96
4.1.2.1 Monolayer configurations . . . . . . . 97
4.1.2.2 Multilayer configurations . . . . . . . . 104
4.2 Bottom electrode geometry . . . . . . . . . . . . . . . . 107
4.2.1 Bulk-like materials . . . . . . . . . . . . . . . . . 107
4.2.2 Thin layers . . . . . . . . . . . . . . . . . . . . . . 111
4.2.3 Application of heat sink . . . . . . . . . . . . . . 114
4.2.4 Patterned multilayer structures . . . . . . . . . . 119
4.3 Membrane structures . . . . . . . . . . . . . . . . . . . . 121
4.3.1 Two-dimensional models . . . . . . . . . . . . . 122
x
4.3.2 Three-dimensional 6-pad heater structure . . . . 127
4.4 Pillar and pad structure . . . . . . . . . . . . . . . . . . 138
5 Methodology to determine the isotropic and anisotropic
thermal conductivity 155
5.1 General methodology . . . . . . . . . . . . . . . . . . . . 155
5.2 Neural Network and Inverse Problem . . . . . . . . . . 157
6 Application examples 163
6.1 STO layer on an STO substrate . . . . . . . . . . . . . . 163
6.2 Bottom electrode geometry . . . . . . . . . . . . . . . . 168
7 Summary 175
A Detailed information on formula 181
A.1 Modulated voltage . . . . . . . . . . . . . . . . . . . . . . 181
A.2 Information about the approximate solution . . . . . . . 182
A.3 Definition of the skin depth and derivation of decoupled
equations for the magnetic and electric field intensity . 185
A.4 Derivation for the complex Helmholtz-Equation . . . . . 188
B Material properties and constants 189
C Technical drawing of the 6-pad heater structure 191
Publications 193
References 197






α linear temperature coefficient [ 1/K ]
β linear thermal expansion coefficient [ 1/K ]
ΩH area of the heater
Ωlay/m area of the layer or material
Ωs area of the substrate
σs stress tensor
Υ amplitude of motion
ε infinitesimal strain tensor
εT thermal strain
χ,$,ψ, φ complex terms of Borca-Tasciuc’s solution
∆R electric resistance oscillation [ Ω ]
∆TBH temperature amplitude due to Borca-Tasciuc
including heater properties [ K ]
∆TBh temperature amplitude due to Borca-Tasciuc
without heater properties [ K ]
∆TCh temperature amplitude due to Cahill [ K ]
∆TClay temperature amplitude due to layer [ K ]
∆Ť general temperature oscillation [ K ]
∆T temperature amplitude in the heater/material [ K ]
ε permittivity [ As/Vm ]
ε0 vacuum constant permittivity [ As/Vm ]
εr relative permittivity of specific material [ − ]
η Neural Network gradient scaling parameter
xiii
Γ boundary for the partial differential equation
γ Euler-Maschoneri constant [ − ]
ΓH1−4 boundary for the magnetic field
ΓInt interface boundary
κeff effective thermal conductivity [ W/mK ]
κ thermal conductivity [ W/mK ]
κe thermal conductivity due to electrons [ W/mK ]
κH thermal conductivity of the heater [ W/mK ]
κk, κk+1 thermal conductivities
of two contacting materials [ W/mK ]
κlay thermal conductivity of the layer [ W/mK ]
κmcrs cross-plane thermal conductivity
of the investigated material [ W/mK ]
κmin in-plane thermal conductivity
of the investigated material [ W/mK ]
κm thermal conductivity of the investigated material [ W/mK ]
κph thermal conductivity due to phonons [ W/mK ]
κs thermal conductivity of the substrate [ W/mK ]
E(W) Neural Network regulation term
G(W) Neural Network error term
Q Neural Network activation function
W
T+1 Neural Network iterative synaptic weight
W
T Neural Network actual synaptic weight
Wij Neural Network synaptic weights
Xj Neural Network input vector
Yj Neural Network output vector
µ permeability [ Vs/Am ]
µ0 vacuum constant permeability [ Vs/Am ]
xiv
µr relative permeability of specific material [ − ]
ν Poisson’s ratio [ − ]
Ω area of the partial differential equation
ω angular frequency of the current [ 1/s ]
Π Peltier coefficient [ W/A ]
ρ mass density [ kg/m3 ]
ρe electric charge density [ C/m2 ]
ρm mass density of the investigated material [ kg/m3 ]
σ mechanical stress [ N/m2 ]
σb Boltzmann constant [ J/K ]
σec electrical conductivity [ 1/Ωm ]
τ mechanical shear stress [ N/m2 ]
Θ correction value due to boundary mismatch [ − ]
θ angular of rotation [◦ ]
ϕ contact potential
%0 specific electric resistivity [ Ωm ]
%0(T) temperature dependent specific electric resistivity [ Ωm ]
ς phase shift [ ◦ ]
℘e electric charge density, complex quantity
Latin Symbols
1/q thermal penetration depth [ m ]
f volume force
Ajinit magnetic vector potential, initial complex quantity
Aj magnetic vector potential, complex quantity [ Vs/m ]
B magnetic flux density, complex quantity
D electric flux density, complex quantity
xv
E electric field intensity, complex quantity
H magnetic field intensity, complex quantity
Hmat magnetic field intensity in a certain material
J electric current density, complex quantity
F Fourier cosine transform
B magnetic flux density [ Vs/m2 ]
C elasticity tensor
D electric flux density [ As/m2 ]
E electric field intensity [ V/m ]
H magnetic field intensity [ A/m ]
j electric current density [ A/m2 ]
u mechanical displacement vector
A cross-sectional area of the heater [ m2 ]
a height of the heater [ m ]
Ap circular surface area of the pillar [ m2 ]
b half heater width [ m ]
beff effective half heater width [ m ]
cpm specific heat capacity
of the investigated material [ J/kgK ]
cp specific heat capacity [ J/kgK ]
durp pulse duration [ s ]
dT/dR specific temperature to resistance behavior [ K/Ω ]
dlay thickness of the layer [ m ]
dPCMO thickness of pillar PCMO layer [ m ]
Ds thermal diffusivity of the substrate [ m2/s ]
ds thickness of the substrate [ m ]
e surface emissivity [ − ]
fdp regime length [ s ]
xvi
fc frequency of the current [ Hz ]
fp pulse repetition rate [ s ]
G shear modulus [ N/m2 ]
htc heat transfer coefficient [ W/m2K ]
i complex number [ − ]
I0 peak current [ A ]
IB0 modified Bessel function of first kind and zero order
j0 peak current density [ A/m
2 ]
KB0 modified Bessel function of second kind and zero order
L length of the heater [ m ]
Lh(z) length of the heater in z-direction [ m ]
n normal to the cross-sectional cut
P released power [ W ]
p source term [ W/m3 ]
P0 applied power amplitude [ W ]
P0/L power per length [ W/m ]
Q amount of heat [ W ]
q heat flux [ W/m2 ]
R(T) measured electric resistance of the PCMO pillar [ Ω ]
R electric resistance [ Ω ]
r distance form line source [ m ]
R0 average electric resistance [ Ω ]
rp radius of the pillar [ m ]
sdp step size [ s ]
t time [ s ]
T0 ambient temperature [ K ]
Tav average temperature rise [ K ]
Tco constant temperature rise [ K ]
xvii
TH temperature in the heater [ K ]
Tinit initial temperature [ K ]
Tk,Tk+1 temperatures
of two contacting materials [ K ]
Tmeanmax maximum mean temperature in the heater [ K ]
Tmeanmin minimum mean temperature in the heater [ K ]
Tmean(t) time dependent mean temperature in the heater [ K ]
Tm temperature in the investigated material [ K ]
Ts temperature in the substrate [ K ]
U voltage
U3ω third harmonic voltage [ V ]
ux,y,z mechanical displacement in the respective spatial
direction [ m ]
x, y, z spatial coordinates [ m ]
Eσ Young’s modulus [ N/m2 ]
f arbitrary function
k complex quantity of Helmholtz-equation
S surface area [ m2 ]
I electric current [ A ]
S Seebeck coefficient [ µV/K ]
T temperature [ K ]
ZT figure of merit for thermoelectrics [ − ]
Miscellaneous
FES Finite Element Simulation





RRAM resistive random access memory
STO SrTiO3
YSZ compound of ZrO2 and Y2O3









By the year 2035, the global energy demand will have increased by
one-third of today’s consumption [75]. Although it is controversially
discussed from when on primary used energy resources will run
short, it is fact that costs for energy sources increased significantly
in the recent years and probably will in future [143]. To overcome
this dilemma, new technologies for energy production are necessary,
accompanied by efficiently using energy resources. In many cases, heat
engines are used to convert primary energy sources1 into mechanic and
electric energy. However, a tremendous amount of energy is lost by
waste heat [cf. 158]. Here, thermoelectric generators can contribute
to increase the overall efficiency by turning waste heat into electricity.
A typical application example are conventionally driven cars Fig.1(a).
Hot exhaust gases pass off into the environment without any use. Here,
the car’s overall efficiency could benefit from waste heat recovery.
However, besides the enhancement of existing heat engines,
thermoelectric generators can be used also at smaller scales in mini
devices for energy harvesting. Conceivable applications are embedded
electronic devices into human clothing such as sensors, mobile phones
or media players Fig.1(b). Application areas that don’t effect daily
life of general public are special stand-alone energy systems. Facing
the challenge of constant energy support over several years, some
satellites Fig.1(c) use radioisotope thermoelectric generators since the
early 1960s [129]. This kind of generator is also used in the famous
self-sustaining space rover Curiosity on Mars Fig.1(d).
1e.g. oil, coal and gas
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Based on the working principle, thermoelectric converters can also be
used to cool devices. In recent years, a trend towards electro mobility
emerged. The desired operating distance and the apparent mass of
the vehicle requires high performance batteries. These batteries emit
a significant amount of heat in comparison to small electronic devices
when discharged. Here, a cooling regulation might be needed while





Figure 1: Examples for thermoelectric generators: (a) application at an exhaust [65]; (b)
mini devices [153]; (c) stand-alone satellites [135]; (d) self-sustaining space rovers
[119]; (e) battery cooling [55].
2
1 Introduction
However, the yield of energy conversion in these materials is still
quite low today [cf. 122, 158]. Moreover, the materials with the highest
thermoelectric efficiency are in most cases not environmentally
friendly and relatively expensive [98]. These facts limit the
thermoelectric energy conversion to niche applications. Therefore, it
is desirable to develop new, environmentally friendly materials with
a good cost-benefit ratio to open up this technology for general public
applications. This can be achieved either by cheap and abundant
materials or by attaining higher efficiency.
Although, thermoelectric materials have been in use for decades for
energy conversion, their efficiency has remained at the same level
for almost half a century. This was due to a lack of physical insights
and new materials. Finally, a new conceptual approach arised in
1993. Hicks and Dresselhaus [70] reported on quantum size effects
on the thermoelectric efficiency. Since then, nanostructuring2 has
been applied on nanowires [72], phononic nanomesh structures [168],
quantum-dot systems [25], nanograined bulk materials [131] and
multilayer structures [157] to enhance the thermoelectric efficiency
[cf. 122].
Together with material physicist groups around Blöchl3, Jooss4 and
Volkert5, we are bound into a priority program of the German research
association (DFG SPP 1386). This program was founded to enhance
thermoelectric efficiency for power generation from heat through
nanostructured materials. As part of this program, we focus on
nanoscale structured multilayer and superlattice systems.
2Further information about nanoscale thermoelectrics is given by Pichanusakorn [129].
3Institute of Theoretical Physics, Clausthal University of Technology
4Institute of Materials Physics, University of Göttingen
5Institute of Materials Physics, University of Göttingen
3
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The high potential for multilayer thermoelectric materials has been
shown by Venkatasubramanian et al. [156] in 2000. They
increased the thermoelectric efficiency significantly by suppressing
the thermal conductivity perpendicular to the layered materials.6
Multilayers are amorphous or polycrystalline layered materials. In
contrast, in superlattice systems each layer is single crystalline
[31]. However, both consist of two different materials, which
alternate in a stack. The thickness of each layer material is on
the nanometer scale. For such systems the thermal conductivity
of the stack cannot simply be predicted from each layer material,
because here the transport of thermal energy depends on the phonon
propagation across the interfaces and along surfaces at various
wavelengths. Hence, the whole package represents a material with
new resultant thermal conductivity. Consequently, Fourier’s law of
heat conduction [cf. Eq.1.7] would be represented with an effective
thermal conductivity κeff.
However, to design highly efficient layered thermoelectric materials, it
is necessary to understand the influence of specific and intrinsic sample
properties onto the anisotropic thermal transport of each layer material
and the stack. Therefore, a reliable measurement technique is required
to determine the cross-plane and in-plane thermal conductivity of
nanoscale samples.
6Although the absolute values are discussed controversially in literature, it indicates a
tremendous decrease of the thermal conductivity.
4
1 Introduction
Figure 2: Exemplary collection of thermal conductivity values of different solid materials
at room temperature [cf. 71, 106].
Objectives of this work
In this work, we mainly focus on the 3ω-method to determine
the thermal conductivities of the investigated materials. While
several techniques exist to determine the thermal conductivity
of solids, thin films or multilayers, the 3ω-method is one of the
most well-established due to its high accuracy [78, 126]. This
method is especially convenient for poor heat conductors [28],
such as thermoelectric materials. In this work, we distinguish the
thermal conductivity of the materials to be either poorly-conductive,
moderately-conductive or highly-conductive. Since thermoelectric
materials are applied with direct currents and relative constant
temperature gradients, these terms refer only to the materials thermal
conductivity throughout this work. In Fig.2, an overview is given for
the thermal conductivity of different solid materials.
5
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However, there is still a demand to further the overall understanding
of macroscopic influence factors within a 3ω-measurement in order
to determine accurate thermal conductivities. Moreover, no analytic
solutions are available for complex measuring configurations, which
could allow to measure the anisotropic thermal conductivity in
poorly-conductive materials.
Therefore, the objectives of this work are: Examine macroscopic
influence factors within a 3ω-measurement, develop new geometry
configurations to measure the cross-plane and in-plane thermal
conductivity, and establish a new methodology, combining
experiments and simulations, to identify the isotropic and anisotropic
thermal conductivity of materials with nanoscale thickness, such as
layered films and pillar geometries.
6
1 Introduction
Outline of the present work
In the following introduction chapter, the fundamentals of
thermoelectricity are introduced and the materials of major interest are
presented. Subsequently, the notion of macroscopic heat conduction
in a continuum is derived. Chapter 2 covers the concept and working
principle of the 3ω-method. Different analytic solutions of various
geometry configurations are compared, the limits are examined
and discussed. In chapter 3, the principles of the Finite Element
Model are presented including the governing equations, the transient
analysis and information about the meshes. In chapter 4, different
geometry structures are investigated. First, different macroscopic
influence factors are studied for heat sources on top of bulk
material configurations and the relevance for a 3ω-measurement is
examined. Second, classic monolayer and multilayer configurations
are considered. Third, bottom electrode geometries are investigated
for bulk-like to thin layer materials. Fourth, two-dimensional
and three-dimensional membrane structures are studied. At last,
pillar structures are investigated for current induced pulse heating
applications. In chapter 5, a new methodology is presented to
determine the anisotropic thermal conductivity with Finite Element
simulations and Neural Networks. Chapter 6.1 contains two
application examples for the thermal conductivity determination with




1.1 Thermoelectricity and material selection
Thermoelectricity
In general, three distinct thermoelectric effects exist. The first
thermoelectric effect was discovered by Thomas Johann Seebeck in
1820-1821, however he dated his memorandum 1822-1823 [142]. The
‘Seebeck-effect’ induces a voltage when two electrically conducting
materials in a circuit (thermocouple) have different temperatures
(T1,T2) at their junctions [Fig.3].
Figure 3: ’Seebeck-effect’: Induced voltage in a thermocouple [cf. 10, 137].
The thermo voltage ∆V between the material junctions is defined as the
difference of the contact potentials ϕ1/2 [10] or the Seebeck coefficient
S times the temperature difference [74, p. 100]
∆V = ϕ1 − ϕ2 = S · (T1 − T2) . (1.1)
Shortly afterwards, Jean Charles Athanase Peltier (1834) discovered the
reversion of the ‘Seebeck-effect’. Applying a direct current through
a thermocouple, consisting of two different materials, leads one
intersection to heat up and the other one to cool down [Fig.4] [74,
p. 100].7
7The heat produced by the ‘Peltier-effect’ at the up heating intersection surpasses by far
8
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Figure 4: ’Peltier-effect’: Electric current flow in a thermocouple [cf. 74].
The amount of heat per unit time Q, which is absorbed at one
intersection and liberated at the other intersection is defined as [138]
Q = Π · I . (1.2)
Here, Π is the Peltier coefficient and I is the electric current. The
‘Peltier-effect’ is reversible and describes the change in heat content at
an intersection between two different materials. The change in heat
content results from the flow of electric current across it [137]. The
direction of the current flow determines whether the intersection heats
up or cools down.8 A connection between the Seebeck coefficient and
the Peltier coefficient is given [137] via the temperature by
Π = T · S . (1.3)
Approximately two decades after the ‘Peltier-effect’ was discovered,
William Thomson (1848-1854) observed an additional thermal effect
due to the electric current [52]. The ‘Thomson-effect’ describes the
fact that heat is either liberated or absorbed within the leg of a
thermocouple if an electric current flows through, while a temperature
gradient exists.
the heat produced by the ‘Joule-effect’ in the material [63, p. 349].
8Joule heating takes place in every electrical conductor when an electrical current flows
through it and does not require the existence of two different materials. Furthermore,





Figure 5: Working principle of a thermocouple for (a) electric energy generation and (b)
cooling application. Fig. (c) shows the arrangement of multiple thermocouples
in a module [cf. 145] and Fig. (d) shows a fabricated thermoelectric module [150].
10
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In thermoelectric converters, the thermocouple is rearranged to obtain
larger intersections between material A and B [Fig.5(a) and 5(b)].
Thus, the intersections are better exposed for thermal contacts. A
thermocouple can be used in two ways. First, applying an external
heat input induces a thermo voltage by the ‘Seebeck-effect’. Thus waste
heat can be transferred to electric energy. Second, applying an electric
current results in cooling of one side of the thermocouple (absorption
of heat) and heating up the other side of the thermocouple (heat
rejection). Hence, electric energy can be used by the ‘Peltier-effect’ for
cooling applications. Since both conversions involve a temperature
gradient, the ‘Thomson-effect’ occurs for both applications of the
thermoelectric converter, energy harvesting by the ‘Seebeck-effect’
and cooling application by the ‘Peltier-effect’. However, for energy
conversion in thermoelectric generators, the ‘Thomson-effect’ is not of
primary importance [137].
A key property of the converting modules is the material’s efficiency,




·T ; κ = κe + κph . (1.4)
Here, σec is the electrical conductivity, S the Seebeck coefficient, T the
temperature and κ the thermal conductivity. The thermal conductivity
is composed of a part due to electrons κe and a part due to phonons
κph [145]. Since every thermoelectric material has a peak performance
at a certain temperature [cf. 145], the temperature is included in the
‘figure of merit’ [137]. In general, this peak performance is in the
range of 370 − 1270 K [cf. 145]. Nowadays, industrial applications use
thermoelectric materials of which the maximum ZT ≈ 1 [158].
11
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Figure 6: Replacement of bulk-like material by multilayer structures.
Material selection
Consequently, the choice of materials is essential for efficient
thermoelectric converters. The conflicting terms of the ‘figure of
merit’ need to be optimized in order to increase the ZT value [cf. 145].
However, the distinct terms of the ‘figure of merit’ are connected with
each other since all quantities depend on electron properties. Here,
the new conceptual approach of Hicks and Dresselhaus [70] could
allow the reduction of the phononic part of the thermal conductivity
κph by structuring at the nanoscale and thus decrease the overall
thermal conductivity. Normally, each leg of a thermocouple consists of
bulk-like materials. These could be replaced by multilayer structures
[cf. Fig.6]. For the development of sustainable thermoelectrics, we
focus on environmentally friendly oxide materials. The two following
materials are of major interest in this work.9
The first material we focus on is the perovskite oxide material
strontium titanate SrTiO3 = STO. It consists of strontium, titanium
and oxygen. While STO has a cubic crystal structure above
105 K [cf. Fig.7(a)], a structural phase transformation towards a












Figure 7: STO crystal structure (a) above 105 K and (b) below 105 K [cf. 107].
tetragonal centrosymmetry takes place below this temperature [cf.
Fig.7(b)] [88, 107, 170]. The thermal conductivity of STO is around
10 W/mK, which we consider as moderately-conductive. However,
mechanical strain can decrease the thermal conductivity by 50% [164].
Furthermore, a high potential for the Seebeck coefficient S in STO
(so that ZT > 2) [125] and a high melting point (≈ 2350 K) [95] make
this material a promising thermoelectric.
The second material we focus on is the perovskite material
praseodymium calcium manganite Pr1−xCaxMnO3 = PCMO. It
consists of praseodymium, calcium, manganese and oxygen. A unit
cell of this material is shown in Fig.8. Considering the oxygens of the
next unit cell, an MnO6 octaeder can be recognized. This octaeder is
tilted and distorted between different unit cells [cf. 48, 53, 54, 85, 155].
In this work, PCMO is investigated for two different applications.
First, PCMO is interesting for thermoelectrics because it exhibits a low
thermal conductivity of around 1.5 W/mK and an electron-phonon
coupling [85]. Here, the electron-phonon coupling originates in
polarons. A polaron is regarded as a charge carrier, releasing
lattice vibrations (phonons) by moving through the crystal structure.
This electron-phonon coupling turns this material into a desirable






Figure 8: Crystal unit cell of PCMO including the MnO6 octaeder with its tilt and
distortion [cf. 85].
Second, micro- to nanoscale PCMO samples exhibit a change in
electric resistance by electric stimulation, such as impulse induced
high current densities [cf. 36, 49, 108]. Above a certain current density,
the electric resistance changes and remains afterwards the current
pulse is switched off. Typically, pulse durations are 100 ns up to 1 s
[cf. 59, 104]. The electric resistance obtained in this way, can further
increase or decrease, depending on the polarity of the voltage of the
next applied pulse and the magnitude of the current [108]. Based
on this behaviour, a so-called resistive switching effect occurs [cf.
7, 59, 89, 90, 104, 105, 108]. Due to this reversible resistance change,
PCMO is interesting for the application in memory devices [39]. A
possible arrangement of multiple resistive switching materials for
resistive random access memories (RRAM) is shown by Nauenheim
et al. [120]. They pattern sandwich structures of nanoscale resistive
switching materials between crossing bars so that an array exists as
shown in Fig.9. Although they apply a different resistive switching
material, this structure should also be feasible with PCMO.
However, the exact influences on the switching mechanism are
still unclear [cf. 49]. For instance oxygen migration in the PCMO
material could contribute to the resistive switching [105]. But, this
migration process would require a significant temperature increase
to initiate migration. However, it is absolutely unclear which
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Figure 9: Example for an arrangement of multiple resistive switching materials for
resistive random access memories [cf. 120]. The grey bars are the top and
bottom contacts for the electric current and the blue blocks represent the resistive
switching material.
temperatures occur for such high current densities and whether the
occurring temperatures have significant influence on the temperature
dependent resistivity or not. Thus here, Joule heating could contribute
significantly to a thermally assisted switching [cf. 105]. Since it is
exceedingly difficult to measure the temperature inside a small scale
PCMO material experimentally, the influence of Joule heating on the
electric resistance is studied in this work numerically. In contrast
to thin film investigations for thermoelectrics, micro- to nanoscale
cylindrical PCMO samples (pillars) are investigated.
15
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1.2 Heat conduction in solids
In general, propagation of heat takes place by three different types of
heat transfer, as shown in Fig.10.
Figure 10: Different types of heat transfer: (a) heat conduction, (b) convection and (c)
radiation.
Convection describes heat transfer between two media which are at
different temperatures. Here, at least one medium is a flowing fluid.
Radiation is heat transfer by electromagnetic waves. In comparison
to convection, radiation does not need an additional medium to be
involved [21, p. 4]. Thus, radiation can also take place in vacuum.
Conduction describes heat transfer through electron and phonon
movements and interactions within a body itself [cf. 145, 151].
Conduction takes place when a temperature gradient exists in a
material between two different points along an axis as shown in Fig.11.
Figure 11: Change of temperature.
According to Carslaw and Jaeger [35, p. 7], the flow of heat, per unit







where κ is the thermal conductivity of the material and T the
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Using the gradient operator ∇ and combining the spatial fluxes to the
vector identity ~q, Fourier’s law of heat conduction writes as
~q = −κ∇T . (1.7)
To derive the three-dimensional partial differential equation of heat
conduction, an infinitely small cubic volume element is taken [cf.
Fig.12].
Figure 12: Heat fluxes in three dimensions.
The heat flux balance of Fig.12 results in the stationary circumstance∂qx∂x + ∂qy∂y + ∂qz∂z
 dxdydz = 0 . (1.8)
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Time dependent temperature changes are taken into account by the
mass density ρ and the specific heat capacity cp through the term
ρcp ∂T∂t dxdydz [35, p. 9]. Thus, Eq. 1.8 becomes∂qx∂x + ∂qy∂y + ∂qz∂z
 + ρcp ∂T∂t = 0 . (1.9)
If heat is generated in the volume, a source term p(x,y,z,t) has to be
added to the right hand side [35, p. 10] so that Eq. 1.9 develops to∂qx∂x + ∂qy∂y + ∂qz∂z
 + ρcp ∂T∂t = p(x,y,z,t) . (1.10)
Substitution of the heat flux terms by the identities defined in Eq.1.6,

























= p(x,y,z,t) . (1.11)

























In case the temperature does not vary with time, Eq.1.11 simplifies to






















in which time-dependent parts do not exist. The previously discussed
equations are valid for isotropic thermal conductions. However,
naturally or artificially created materials can exhibit an anisotropy of
thermal conductivity in different spatial directions. The corresponding
heat conduction equations are discussed in Sec.3.1.1. Furthermore, it
has to be mentioned that in general the thermal conductivity of one
material is not constant but varies with temperature [cf. 35]. However,




2.1 Concept, measurement principle and geometry
configurations
Concept
The 3ω-method is an alternating current (ac) technique to measure the
thermal conductivity of micro- to nanoscale samples. This method
finds its origin in the early 20th century. According to literature [133],
Corbino [44] discovered a third harmonic component in the voltage
signal. Since then, various authors have exploited alternating current
techniques to determine thermal properties of samples.10 For example,
Birge et al. [16, 17] used 3ω-detection to measure the specific heat
of super cooled liquids, such as glycerol and propylene glycol, near
the glass transition phase in the 1980s. Approximately one decade
later, Cahill [28, 34] derived the analytic solution of the temperature
amplitude for a heater substrate system where the heater has a finite
width. Contemporary literature dealing with the 3ω-method refers
mostly to Cahill’s prominent work.
Measurement principle
The classical 3ω-method [28] uses a thin electrically conducting
metal strip deposited on the sample surface to measure the thermal
conductivity. The metal strip functions as both the heater and the
thermometer. An alternating current
I = I0 cos(ωt) (2.1)
10Dames et al. [47] compare different harmonic detections (1ω, 2ω, 3ω signals).
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is applied onto the heater. Here, I0 is the peak current, ω is the angular
frequency and t is the time. A classical heater substrate structure is








Figure 13: Application of the alternating current at the outer pads.
Passing an alternating electric current through a metal strip with an
electric resistance R releases power P as heat, known as Joule heating.
The released power writes as
P = R · I2 = R · I20 · cos
2(ωt)
= R · I20 ·
1
2
· (1 + cos(2ωt)) . (2.2)
The released power is shown in Fig.14.
Figure 14: Time dependent released power.
Here, P0 = R · I20 · 1/2 is the applied power amplitude. The time-average
mean component of the dissipated power produces a constant
temperature gradient with respect to the ambient temperature (T0 +
Tco), while the alternating component releases diffusive thermal waves
which propagate into the sample. Hence, the general temperature rise
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of the heater and the surrounding material is composed of an average
part Tav and alternating part ∆Ť due to a constant and an alternating
power input, respectively. The general temperature behavior is shown
in Fig.15.
Figure 15: General temperature behavior.
Considering a possible phase shift ς, the temperature rise writes to
T = Tav + ∆T cos(2ωt + ς) . (2.3)
Thus, a sufficient time must be given in the measurement until the
system reaches a ‘swung-in state’. The general temperature profile
and the phase shift in the heater depend on the thermal conductivity
and thermal mass of the sample material. Due to its temperature
dependence, the resistance of the metal strip R oscillates additionally
to an average resistance Rav at the modulated frequency 2ω with ∆R
so that
R = Rav + ∆R cos(2ωt + ς) . (2.4)
The inner pads of the metal strip are used to measure a voltage across
the heater [Fig.16].
Substitution of Eq.2.1 and Eq.2.4 into Ohm’s law leads to a voltage
signal U,
U = I ·R = I0Rav cos(ωt) +
I0∆R
2










Figure 16: Measurement of the modulated voltage at the inner pads.
containing information at ω and 3ω.11 Relating the voltage signal
to the desired thermal conductivity of the sample, a connection over
the temperature amplitude is required. In case of the 3ω-method, it
is assumed that the resistance oscillation is linearly connected to the
temperature amplitude. This circumstance is shown in Fig.17






Here, dT/dR is the specific temperature to resistance behavior of
the heater. Rearranging Eq.2.6 and including the third harmonic
component of the voltage U3ω = I0∆R/2 and the peak voltage
amplitude U1ω = I0Rav of the voltage at frequency ω , the temperature
11Find detailed and further information in App.A.1.
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This relation connects the voltage measured in experiments to the
analytically described temperature amplitude. This connection is
necessary to identify the sample’s thermal conductivity.
Geometry configurations
The third-harmonic detection is used in a wide range of applications
today. Although the working principle is consistent for each
approach, different geometry configurations have different analytical
descriptions for the temperature amplitude ∆T. One-dimensional like
structures, which are mainly free from mechanical supports, such
as standing nanopillars [148] or suspended nanowires/microwires
[14, 110, 165] are studied or used to determine the thermal properties
of surrounding matter such as gas [169] or fluids [87]. Moreover,
different groups investigated heater substrate platform structures
[cf. Sec.2.3] to determine the thermal conductivity of electrically
non-conducting [38, 117] and electrically conducting liquids [40]. In
this work, heater substrate platform structures are further investigated
for their potential to study bulk-like materials, patterned multilayer
structures, and thin films. Also, membrane structures are nowadays
used to determine the thermal conductivity of thin films. The group
of F. Völklein [159] has been applying membrane structures, made by
Micro Electro Mechanical Systems (MEMS-structures), since the 1990s.
Various groups are still investigating thermal properties with MEMS
where other geometry structures are inappropriate to determine the
thermal conductivity of the sample [cf. 58, 79, 82, 146].
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Especially the in-plane thermal conductivity is emphasized by
membrane MEMS geometries. However, utilizing MEMS, requires
either restrictive assumptions, or a three-dimensional analysis for the
heat flow. These assumptions concern radiation, heat flow along the
heater into the contact pads, and the heat spread in the membrane itself
[cf. 77]. To overcome the restrictive assumptions, three-dimensional
Finite Element simulations are performed in this work to take into
account several aspects of the heat flow. Furthermore, special
geometry configurations of the heater structure are presented to
determine the cross- and in-plane thermal conductivity.
2.2 Top down geometry
2.2.1 Heat source on bulk materials
The origin for the theoretical analysis of the 3ω-method can be found
in the fundamental textbook of Carslaw and Jaeger [35]. They solved
the partial differential equation of heat conduction [cf. Eq.1.11] in the
field Ω with a point source boundary condition Γ on a semi-infinite half
space in two-dimensions [cf. Fig.18(a)]. In the case of the 3ω-method,
the applied heat is given as power per length (P0/L) generated at the
frequency 2ω = 2 · 2 ·π · fc. Here, P0 is the amplitude of the applied
power and considered to be constant. With the assumption that the
heater length goes to infinity Lh(z)→ ∞, the substrate is semi-infinite
ds → ∞, and the heat input is a point source, the temperature










Figure 18: Heat source on bulk materials: (a) Considered system for Carslaw and Jaeger
[35]; (b) system for Cahill [28]; (c) system for Borca-Tasciuc et al. [22].




2 is the distance from the
line, κ the thermal conductivity of the semi-infinite material, KB0 the
modified Bessel function of second kind and zero order, and 1/q is the









The thermal penetration depth describes the characteristic decay of the
temperature amplitude in the material, and thus how deep significant
temperature effects propagate into a medium during one cycle of
heating [cf. 13, p. 314]. Hence, the ratio between the temperature
amplitude at the surface and the temperature amplitude below this
depth tends to zero. Consequently, possible changes of material
properties below this depth (e.g. different layers of material) have
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no retroactive influence on the temperature amplitude at the surface.
Since the 3ω-method uses a thin metal strip, the heat source has a finite
width [cf. Fig.18(b)]. To obtain the temperature amplitude over the
heater width, it is convenient [28] to use the Fourier cosine transform
of the temperature oscillation Eq.2.8 and the heater width itself. The
measurement of the temperature takes place in the heater itself, thus
at the surface of the sample. Therefore, y is set to zero so that only the
x-coordinate remains in Eq.2.8 [28].








f(x) · cos(kx)dx . (2.10)
Based on this definition, the Fourier cosine transform of Eq.2.8 is given


























Assuming heat enters the substrate evenly over the heater width, the




b , 0 ≤ x ≤ b
0, x > b
(2.12)
with respect to the symmetry at x = 0, shown in Fig.19 [cf. 27, 111].
Here, b is the half heater width.
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Figure 19: Rectangular function for the heater width.


















In Fourier space, convolution [26, p. 24] of Eq.2.11 and Eq.2.13 results
in































The latter equation describes the local temperature amplitude from
the center of the heater towards its side. However, since the measured
temperature amplitude is a mean value over the heater width, it is









































Figure 20: Cahill’s solution of Eq.2.17, Eq.2.18 and Eq.2.21 for a heat source on bulk-like
























This is the proposed solution of Cahill [28] for the temperature












Here, κs is the thermal conductivity of the substrate. The subscripts
h and s indicate heater and substrate respectively. The height and
thermal properties of the heater are neglected and no thermal resistance
between the heater and the substrate is taken into account.
Moreover, Cahill [28] proposed an approximate solution for the case
that the thermal penetration depth is large in comparison to the half
heater width (q−1  b → bq 1).
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Second, he assumes that
sin2(kb)
(kb)2
= 1 . (2.19)




























This linearized description contains a frequency dependent
real part Re(∆TCh ) = [−1/2 · ln(ω) + const] and an imaginary part




].12 The frequency dependent temperature
amplitude Re(∆TCh ) is shown in Fig.20 for the solution of Eq.2.17,
Eq.2.18 and Eq.2.21.13 First, the low frequency regime is considered.
While the solutions exhibit different axis intercepts, the slope of the
∆T -lines are the same so that these lines are parallel. However,
Eq.2.21 shows how the thermal conductivity of an isotropic substrate
can be determined from the slope of the real part Re(∆TCh ) of the
complex temperature amplitude versus the logarithm of the frequency.
12Find App.A.3 for detailed information on the derivation and the constant.
13In this work, we only plot the real part of the temperature amplitude Re(∆T) and
















































Figure 21: (a) Thermal penetration depth q−1 and (b) restriction bq 1 for two different
materials.
Given by the linear behavior in the low frequency regime, such as in

















from the slope. Hence, the different axis intercepts do not matter if
the thermal conductivity is determined in this way. From a physical
perspective, the linearized solution of Eq.2.21 is only valid for
frequencies where the temperature amplitudes are greater than zero
so that ∆T > 0. Amplitudes equal or smaller than zero can not occur.
Second, the high frequency regime is considered. Here, the solutions
exhibit a different curve progression. This difference occurs, because
at higher frequencies, the thermal penetration depth is on the order of




Despite the small thickness of the metal strip, the heat source still
has a finite height. Since a heat source with a finite height and
width represents a cross-section of a material, it is of interest to take
into account its material properties for a more realistic description.
Borca-Tasciuc et al. [22] considered this circumstance so that the






















Here, a is the height of the heater, ρHcpH is the thermal mass of
the heater and κcrs1 is the cross-plane thermal conductivity of the
material below the heat source. ∆TBh is Borca-Tasciuc’s solution of
the temperature amplitude without material properties of the heater.
The complex term χ contains information about the materials below
the metal strip, like the incorporated finite substrate thickness [cf.
Fig.18(c)]. For a semi-infinite isotropic substrate this solution is equal
to Cahill’s solution of Eq.2.17. However, this term is discussed in
detail in Sec.2.2.2. It has to be noted, that the thermal conductivity
of the metal strip is still neglected. Also a thermal contact resistance
between the heater and the investigated material can be regarded in
Eq.2.23, but this influence factor is not considered in this work.
A comparison of Cahill’s and Borca-Tasciuc’s solutions in Fig.22




























Figure 22: Comparison of Cahill’s solution of Eq.2.17 and Borca-Tasciuc’s solutions of
Eq.2.23 with an infinite and finite substrate. ds indicates the considered substrate
thickness of 1 mm for an STO substrate. The inset contains the detailed difference
between the solutions of Eq.2.23 with respect to Eq.2.17. The height of the
platinum heater is a = 100 nm.
Eq.2.23 can be solved with respect to an infinite and finite substrate
thickness. The solution of Eq.2.23 for a substrate with finite thickness
and adiabatic boundary condition differs slightly in the low frequency
regime from the solution for an infinite substrate [cf. Fig.22]. Here,
the boundary of the substrate interacts with the thermal penetration
depth. On the contrary, the thermal penetration depth is small for
high frequencies. Thus, the solution for an infinite and finite substrate
thickness is coincident in the high frequency regime in the inset of
Fig.22. However, in the high frequency regime, the influence of the
material properties of the heater become pronounced. This is due
to the small thermal penetration depth, being on the order of the
heaters width. Traditionally, 3ω-measurements are performed in a
frequency regime between 1 Hz and 10 kHz [cf. 28], and the thermal
conductivity of the heater and substrate are on the same order of
magnitude. Usually, the thermal properties of the heater can be
neglected within these boundaries [cf. 152]. However, the limitation
of this assumption is discussed more in detail in Sec.2.2.2.
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2.2.2 Heat source on layer-substrate materials
Since the 3ω-method uses a thin electrical conducting metal strip
deposited on the sample surface, this method is also convenient to
determine the thermal conductivity of thin layers which are placed
in between the heat source and the substrate material [cf. Fig.23].
Based on steady periodic temperatures at interfaces in composite slaps
[cf. 35], Kim et al. [91] derived a formalism to describe monolayer
and multilayer systems. Borca-Tasciuc took this formalism and
incorporated several options, like the real substrate size, and expanded
the solution for anisotropic layered systems, assuming the materials
to be infinite in the lateral direction. The complex term χ of Eq.2.24
































φg = ψgdg (2.28)






















Figure 23: Heat source on layer-substrate materials: Schematic heat spread for (a) broad
heaters on thin layers and for (b) narrow heaters on thick layers.
Here, num is the total number of layers (including the substrate) for
the corresponding subscript g. The subscript g belongs to the gth layer,
starting from top, down to the substrate. The subscript crs indicates
the cross-plane value of the corresponding quantity. The material
properties of each layer are given by the thickness dg and the respective
thermal diffusivity Dg. The effect of anisotropic thermal conduction
is taken into account by κin/crs, the ratio of in-plane to cross-plane
thermal conductivity. For a semi-infinite substrate $num = −1 while
for a finite thickness, $num = −tanh(ψnumdnum) for an adiabatic and
$num = −1/tanh(ψnumdnum) for an isothermal boundary condition
[22].14 However, the solution of Borca-Tasciuc is rather inconvenient
to determine the thermal conductivity of an investigated material,
since this convoluted solution is very processor-intensive, especially
for anisotropic multilayer structures. But treating the investigated
structures with some assumptions for the heat flow, Lee and Cahill [99]
proposed an elegant solution to determine the thermal conductivities
of thin poorly-conductive dielectric layers.15
14The solutions of Borca-Tasciuc are useful to understand complete system behaviors,
but depending on the numbers of layers and other conditions, computation costs can
be high.
15Also previously, numerous studies were published by Cahill’s group, dealing with the
determination of thin layer thermal conductivities, such as [32],[30] and [100].
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Figure 24: General system behaviour for the offset model.
The so-called offset model [99] regards a poorly-conductive layer as
a one-dimensional thermal resistor, so that the cross-plane thermal
conductivity can be determined. This model assumes the half heater
width to be much greater than the thickness of the layer and the thermal
conductivity of the substrate to be much greater than the thermal
conductivity of the layer:
b dlay
κs  κlay
 offset model (2.30)
Given these circumstances, a parallel shift along the temperature
amplitude axis arises in the low frequency regime onto the solution of
a heater substrate system [cf. Fig.24]. Here, the low frequency regime
corresponds to the restriction bq  1, given in Sec.2.2.1. The overall
measured temperature amplitude in the heater ∆TChls is now composed
of the temperature amplitude by the substrate ∆TCh of Eq.2.17 and an









With this temperature amplitude offset, the thermal conductivity of







Obviously, the temperature amplitude information of the substrate
must be given for this procedure. Hence, two measurements
are required in general for the investigated material. The first
measurement determines the thermal properties of the substrate (and
the ∆T over log fc plot is recorded). The second measurement is applied
on the layer substrate system to obtain the offset and thus determine
the thermal conductivity of the layer by Eq.2.32.16
Also multilayer and superlattice systems can be characterized with
the offset model under the circumstances of Eq.2.30. However, the
thickness of each individual layer of the investigated package needs to
be small enough in comparison to the heater’s width [cf. Sec.4.1.2.2].
The measured parallel offset along the temperature amplitude axis
corresponds then to an emergent cross-plane thermal conductivity of
the investigated package [cf. 24, 101, 156, 172].
Some material combinations require approaches where the
measurement frequencies are beyond the classic linear regime [cf.
126]. Different approaches in the high frequency regime are given
by Raudzis [134] (up to 0.2 MHz), Wang et al. [163] (up to 0.5 MHz)
and Ahmed et al. [2] (up to 1.0 MHz). Ahmed et al. [2] applied
the high frequency range to determine the thermal conductivity of the
investigated thin layer with just one measurement. In comparison to
Cahill’s offset model, here the thermal penetration depth is in the size
16Several variations of this procedure exist in literature, like the differential method or
the determination of the layer’s thermal conductivity without a reference sample [3].
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of the layer’s thickness. A fit is subsequently used to determine the
thermal conductivity of the thin layer by the characteristic transition
zone in the ∆T plot [cf. Sec.4.1.2]. This approach demonstrates
the upper limit of feasible frequencies, but would also require the
consideration of the thermal properties of the heater [cf. Sec.4.1.2].
Although the offset model is applied on geometrical systems, where
the half heater width is much greater than the thickness of the layer, the
slight in-plane heat spread affects the temperature amplitude even for
poorly-conductive layers. This in-plane heat spread needs to be taken
into account in order to determine accurate thermal conductivities [cf.
Fig.23]. Cahill and Lee [33] introduced a correction value in terms of
an effective heater width, so that
2beff = 2b + 0.88 ·dlay . (2.33)
This corrected offset model is compared in Sec.4.1.2 with the solution
of Borca-Tasciuc and the Finite Element simulations of this work.
In general, a reduction of the heater’s width 2b towards the dimension
of the layer’s thickness dlay increases the influence of the in-plane
heat spread. Moreover, the influence on the temperature amplitude
also increases for moderately- and highly-conductive layer materials.
Thus, the in-plane thermal conductivity can be determined in general.
Therefore, two measurements are required to distinguish between the
cross- and in-plane thermal conductivity. The cross-plane thermal
conductivity measurement applies a broad heater while the in-plane
measurement applies a narrow heater [cf. Fig.:23].
This approach is used by Borca-Tasciuc et al. [22] to determine the
thermal conductivity of 60 µm thick nanochanneled aluminum.
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Also, multilayer and superlattice structures with a total thickness
of 1 − 2 µm are investigated by several groups [cf. 22, 23, 152]. In
these references, either a tremendous thickness, or moderately- and
highly-conductive layer materials are investigated. But as mentioned
in Sec.1, poorly-conductive layer materials are a prerequisite for future
thermoelectrics.
However, in this work, the individual thickness of the investigated
materials is on the order of 0.1 − 0.5 µm and hence up to ten times
smaller. Here, the latter approach is no longer suitable, since
variations in ∆T are smaller than the measurement accuracies for
classic measuring configurations. Given these circumstances, there
is still a necessity to develop new measuring configurations for
the cross- and in-plane thermal conductivity determination of thin
poorly-conductive nanoscale materials.
2.3 Bottom electrode geometry
2.3.1 Heat source between bulk-like materials
In contrast to top down geometries, inverse 3ω-method systems have
the heater in between two materials, a so-called bottom electrode
geometry. Moon et al. [117] used an inverse application of the
3ω-method to measure the dynamic specific heat and the thermal
conductivity of liquids. Based on the one-dimensional heat diffusion,
the solution of the temperature amplitude with material on the
opposite side of a planar heater is derived under the assumption of





Figure 25: Heat source between bulk-like materials: (a) Considered system for Moon et
al. [117]; (b) system for Chen et al. [38]; (c) system for Choi et al. [40].
In this case, the extracted thermal conductivity is a sum of the thermal
conductivities of the two materials






where, the subscript m indicates the material to be investigated [117].
However, since a real heater has a finite height, this solution is not
exact because the ambient material on top encloses the heater [cf.
Fig.25(b)]. A so-called boundary mismatch [38] exists due to a heat
flow across the side walls of the heater into the liquid. Chen et al. [38],
designed a 3ω-method technique to measure the thermal conductivity
of liquids and solids, introducing an empirical correction value Θ due




Thus, Eq.2.34 rewrites to






Choi et al. [40] proposed a bottom electrode application for the
3ω-method to measure electrically conducting liquids. For this, a thin
dielectric layer is deposited on top of the heater to prevent electrical
leakage [cf. Fig.25(c)]. Here, the measurements are carried out at low
frequencies to ensure the thermal wave penetrates into the liquid.17
Both, the contour shape of the covering layer and its thermal properties
are neglected.
2.3.2 Heater substrate platform
In contrast to top down approaches, where the heat source is always
above the investigated material, thin layers on top of the heat source
are of special interest in this work. In this thesis, the potential for
a new heater substrate platform is investigated for nanostructured
materials.18 By always using the same heater substrate platform
as sample holder, an optimum reproducibility of the investigated
materials could be achieved. The platform, shown in Fig.26(A), could
be utilized to study subsequently patterned multilayer structures (B),
covering thin layers (C) or materials placed on top. In this work,
placing implies any method to establish thermal contact to the heater
such as gluing, pressing, or bonding for materials which cannot be
deposited. Examples are brittle crystals (D) or bulk-like materials (E).
17Similar applications are done for nano- and subnanoliter fluids [124, 127].
18Utilizing a heater substrate platform for nanostructured materials was the idea of the
joint project and especially the group around Jooss.
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In Sec.4.2.2, the sensitivity for the thermal and geometric properties of
thin dielectric layers, i.e., changes of the amplitude of the temperature
oscillations, in a 3ω-measurement is investigated. For systems where
material is placed on top, it is shown how thermal and geometric
properties affect the measured thermal conductivity in general and













Figure 26: The utilized (A) heater substrate platform for (B) subsequent patterned
multilayer structures, (C) a covering thin layer, (D) a placed crystal on top or
(E) a pressed on material.
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3 Finite Element Model
Finite Element modeling has two decisive advantages for the
thermal conductivity determination of nanoscale materials. First,
multiphysical coupling of several macroscopic influence factors allows
studying derivations from analytical descriptions and hence lead to
high precision analysis. Accordingly, the overall understanding of the
3ω-method can be furthered. Second, new measuring configurations
can be developed where no analytic solutions are available and thus
open new possibilities for nanostructured materials.
In general, the partial differential equation of heat conduction has to
be solved. Since the 3ω-measurement takes place in a steady state
oscillation level, where the temperature amplitude ∆T oscillates upon
a constant temperature gradient [cf. Sec.2.1], one could just perform
a harmonic analysis. However, this work applies a combination of
steady-state and a time-dependent analysis. By this combination, also
the absolute measuring temperatures can be evaluated besides the
determination of the temperature amplitudes.
In this work, COMSOL MultiphysicsR© is used for Finite Element
analysis. The interior mathematics interface for partial differential
equations is applied to implement the required macroscopic
conditions. Therefore, the governing equations are deduced in the
following sections to the form of their partial differential equation
existence.19
19An introduction for the governing equations of the temperature field is also given by
Wang et al. [161].
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3.1 Governing equations
3.1.1 Temperature field
We distinguish between three different general areas. The area of the
substrate, the heater and the investigated material [Fig.27]. If possible,
























Figure 27: System definition of areas and boundaries.
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The substrate is considered to be isotropic and without any source
















= 0 . (3.1)
Here Ds is the diffusivity of the substrate. Also the heater is assumed


















= 0 . (3.2)
Here, κH is the thermal conductivity of the heater. We take into account
a linear temperature coefficient α so that the heat source term p of
Eq.:3.2 reads as
p = %0 · (1 + α · (T − T0)) · j20 ·
1
2
· (1 + cos(2ωt)) . (3.3)
Here, T0 is the ambient temperature and j0 is the peak current
density. Since the 3ω-method applies a power per unit length W/1m
in z-direction, but is not specific about the heater’s properties, the
corresponding current density must be calculated. We calculate the













where L is the length of the heater and A is the cross-sectional area of
the heater.
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The thermal conductivity coefficients of a three-dimensional
anisotropic solid are components of a second-order tensor [cf. 35].
In this work, we distinguish between pure in-plane and cross-plane
thermal conduction since we focus on thin layered materials. Hence,















Here κmin and κmcrs represent the in-plane and cross-plane thermal
conductivities respectively. Tm is the temperature and ρmcpm is the
thermal mass of the investigated material. In case of two-dimensional
simulations, the derivatives in z-direction do not exist so that ∂∂z = 0.
For all areas, the intended measuring temperature represents the initial
condition for the temperature
Ω : T(t = 0) = Tinit , (3.7)
where, Tinit is the initial temperature and T(t = 0) is the intended
measuring temperature at time zero.
Since the investigation of various geometric structures in Sec.4 requires
different boundary conditions (BC), these conditions are given in each
section respectively.
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However, we assume for every investigation ideal thermal contact
between all materials [cf. 91] so that
Tk = Tk+1 . (3.8)








Here, the subscript k and k+1 indicate two contacting materials.
However, it has to be mentioned, that interface effects can influence
the heat transfer significantly under special circumstances [31].
The occurring temperature amplitude is determined by
∆T = Tmeanmax − Tmeanmin . (3.10)
Here, Tmeanmax and Tmeanmin are the maximum and minimum mean
temperature within one cycle of heating.20 The time dependent mean
temperature in the heater depends on the spatial dimensions of the
investigation. In the following we distinguish between three different
cases.
First, for the validation of the Finite Element solution, a heat flux BC
is used and thus the time dependent mean temperature is determined








20In the following work, we distinguish between the term mean and average in the
manner, that mean refers to a spatial coincident and average to a time dependent
coincident.
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Second, the time dependent mean temperature for a heater with height










Third, in case of a three-dimensional investigation, the time dependent
mean temperature is determined by
Tmean(t) =
1









In contrast to a 3ω-measurement, the PCMO pillar studies exhibit a
rotation symmetry since the sample is basically a cylinder. The system
and the coordinate system definition is shown in Fig.28.
(a) (b)
Figure 28: PCMO pillar: 28(a) System and axis definition and 28(b) reduction to cylinder
coordinates.
Consequently, the partial differential equations of each material can be
transferred to cylindrical coordinates with respect to cosine and sinus
functions. Here, we consider every material to be isotropic.
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Hence, the respective partial differential equations for the substrate,







































































In this work, these pillar configurations are studied up to several
hundred Kelvin. Here, a linear temperature coefficient is not sufficient
to study the temperature development accurately. Therefore, this
work applies a non-linear temperature dependent specific electric
resistivity which was measured in experiments. The dissipated power
is discussed in Sec.4.4 together with the electric resistance behavior.
Like for the 3ω-method simulations, we assume here also ideal thermal
contact between all materials. The boundary conditions for the outer
boundaries are given in Sec.4.4. The mean temperature of the heating









2πr ·T(t)drdz . (3.17)
Here, dPCMO is the thickness of the PCMO heating material. The
resulting temperature amplitude is again determined by Eq.3.10.
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3.1.2 Electromagnetic field
The development of new 3ω-methods includes besides new geometries
also temperature amplitude measurements at higher frequencies.
However, higher frequencies of the current lead to an increasing
tendency of current density distributions towards the surface area
in the cross-sectional cut [130]. The reason for this non-uniform
distribution is electromagnetic induction, where a time-dependent
electric field is accompanied by a magnetic field [130]. The magnetic
field decreases from the center of the conductor towards the surface.
Accordingly, electrons are pushed towards the surface. Hence, the
major part of the electric current flows between the surface and a
certain depth level, the so-called skin depth. This occurrence is also
known as the skin effect. Such an effect could result in different heating

























Figure 29: Changing heating distribution due to skin effect.
To study this influence factor, the Maxwell equations [115] are
introduced and the electromagnetic wave properties derived and
identified in a so-called complex Helmholtz-equation [cf. 61].
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The set of Maxwell equations are based on profound discoveries of
several scientists in the 18th century and especially the findings of
Faraday and Ampere in the 19th century [76]. These equations contain
the fundamental information to describe all classic electromagnetic
relations. An extensive description for the interaction of electric and
magnetic fields is given in [76], [50] and [66], as well as conversions
between different unit systems. Although the 3ω-method is performed
on a thin metal strip, its dimensions are considerably larger than the
atomic length scale and therefore, we consider the Maxwell equations






∇ ·D = ρe (3.19)




∇ ·B = 0 (3.21)
The first equation [Eq.3.18] is known as the extended Ampère’s
law. Here, ∇× represents the rotation operator, H is the magnetic
field intensity, D is the electric flux density, also known as the
dielectric displacement and j is the electric current density. The
bolt notations indicate vector quantities. As a consequence, electric
currents and dielectric displacements induce changes in the magnetic
field. Without the dielectric displacement term, Eq.3.18 reduces to
stationary incidents. In Eq.3.19, ∇ · represents the divergence of a
certain quantity and ρe is the electric charge density. This equation
relates the electric charge to the resulting electric field.
21For a concise derivation of the partial differential equation, which has to be solved for
the electric field, typical operator notation is used.
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Eq.3.20 is the Faraday’s law of induction. Here, E is the electric field
intensity and B is the magnetic flux density. This equation states
that a time dependent magnetic flux density changes the electric field.
Eq.3.21 states that the magnetic flux density is solenoidal, so that no
magnetic monopoles exist.
The current continuity equation can be obtained by taking the
divergence of the extended Ampère’s law [Eq.3.18] and subsituting







= ∇ · (∇ ×H) ≡ 0 →
∂ρe
∂t
+ ∇ · j = 0 (3.22)
Since a 3ω-measurement takes place at a steady state oscillation level,
it is quite convenient to transform the Maxwell equations, under
assumptions of time harmonic fields and linear material relations,
into their complex form. Assuming that no phase shift exists, the





(eiωt + e−iωt) . (3.23)
It is common to replace the whole cosine just with eiωt [130, p. 368].
While the first time derivative of the exponential function eiωt is iωeiωt,
the time derivatives in the Maxwell equations are just represented by
the prefactor iω. Consequently, time does not appear explicitly. The
detailed transformation behavior for this is shown in [130, p. 368].
22cos(z) = 12 (e
iz + e−iz)
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Hence, the Maxwell equations in complex form are:
∇ ×H = iωD + J (3.24)
∇ ·D = ℘e (3.25)
∇ × E = −iωB (3.26)
∇ ·B = 0 (3.27)
The blackboard bold typing in Eq.3.18-3.21 indicates the complex
quantities. The corresponding current continuity equation writes to
−iω℘e + ∇ · J = 0 . (3.28)
To connect the Maxwell equations to matter, constitutive relations are
necessary. The general relations for linear material behaviour write to
D = εE , (3.29) B = µH , (3.30) J = σecE . (3.31)
Here, ε is the permittivity, µ is the permeability and σec is the electrical
conductivity. For a linear and isotropic material, the permittivity ε and
the permeability µ are scalar and constant. Both consist of a vacuum
constant and a relative part due to the specific material. Thus, the
permittivity is ε = ε0εr and the permeability is µ = µ0µr [66, p. 180, p.
275].
In this work, an approach with the so-called magnetic vector potential
Aj is used to determine the influence of the skin effect [cf. 5, 18–20, 103,
130, 139]. This approach applies the magnetic vector potential as an
auxiliary quantity to represent field variables.23 According to literature
[19], the advantage of this potential is to reduce the overall degrees of
23The derivation and details of this quantity is given in [57, p. 14-1].
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freedom and thus save computing costs. Already in the 1980 − 1990th,
this approach was frequently encountered to solve electromagnetic
problems [cf. 19, 103]. The magnetic vector potentialAj [66, p. 416] is
introduced to the magnetic flux density so that
B = ∇ ×Aj . (3.32)
With this definition of the magnetic flux density, Eq.3.26 rewrites to
E = −iωAj . (3.33)
The definition of the magnetic vector potential arises with a certain
freedom for the potential. Here, it is possible to add a gradient of a
scalar function to the magnetic vector potential [76, p. 140], such as
Aj → A
′
j = Aj + ∇ f , (3.34)
without changing the magnetic field density since
∇ × (∇ f ) = 0 . (3.35)
Furthermore, a transversal gauge transformation is given by
∇ ·Aj = 0 , (3.36)
which is the so-called Coulomb gauge transformation. The physical
statement of Eq.3.36 is that the magnetic vector potential, and thus the
fields, are perpendicular to the direction of propagation [50, p. 174].
Now, the magnetic vector potential complies with the wave equations
and thus, the extended Ampère’s law and Faraday’s law can now be
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rearranged into a form where the magnetic and electric field intensity
are completely decoupled [cf. 76].24 However, both forms contain
information about the electromagnetic wave and thus the skin depth.25
We use a form of the extended Ampère’s law [Eq.3.24] which can be
rewritten to
(iωσec − ω2ε) ·Aj + ∇ × µ−1∇ ×Aj = 0 , (3.37)
where just the magnetic vector potential is the degree of freedom.26
Essentially, Eq.3.37 can be rearranged and compared to a so-called
complex Helmholtz-equation27 for waves [cf. 61] in which the complex
quantity k is identified by
−∇ · (µ−1∇Aj)+k2Aj = 0 (3.38)
k =
√
iωσec − ω2ε . (3.39)
According to literature [130, p. 374], terms of higher order can be
neglected for σec  ωε. Since this work utilizes only platinum heaters
and the maximum intended frequencies are below 1 MHz, the termω2ε
can be disregarded. To disband the concise writing with the operators
above, the partial differential equation which has to be solved for
the current density distribution in the area of the heater is presented.









+k2Aj = 0 . (3.40)
24Find App.A.3 for detailed information about the decoupled equations.
25Find App.A.3 for information about the skin depth.
26Find App.A.4 for the detailed derivation.
27Detailed information about the complex Helmholtz-equation can be found in [76].
28
∇
2 f = ∇ · (∇ f ) = ∆ f
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The initial condition for the magnetic vector potential is
ΩH : Ajinit = 0 . (3.41)
To derive the boundary conditions, it is important to recall Eq.3.18.
Just the area of the heater is considered and no interaction between the
different materials is taken into account. Thus, the continuity for the
magnetic field [cf. 66], simplifies from
n × (Hmat1 −Hmat2 ) = J to n × (H) = J , (3.42)
where n is the normal to the cross-sectional cut in direction of the
current flow [cf. Fig.30]. In Eq.3.42, J is the current density passing




U J ·dU) and thus can also
be seen as a surface current density, perpendicular to the magnetic
field intensity. This kind of approach is also used by other authors
like Jakubiuk and Zimny [83] and Gasiorski [61]. The notation for the
heater’s boundaries are:
Figure 30: Boundary definitions for the magnetic field intensity and the electric current
density.
For the contour of the heater, the equivalent of the peak current is
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Here, U = a + 2 · b is the contour of the half heater width. No current










= 0 . (3.44)
Since the current density distribution obtained in this way depends
on the frequency and the temperature dependent specific electric
resistivity, the current density distribution has to be calculated
continuously for every time step. The current density in Eq.3.3 is
now represented by the effective current density
jeff =
1
%0 · (1 + α · (T − T0))
· (−iωAj) . (3.45)
3.1.3 Mechanical field
The mechanical system behavior is of interest, especially for thin
covering layers, or membrane structures. The eventual exceeding
of critical stresses in thin films and in particular the deformation of
membrane structures can be examined. This allows besides other
determining effects, the investigation of the maximum applicable
power per length to limit certain deflections. To derive the partial
differential equation, which has to be solved for the mechanical field, a
small cut out of a bigger body is considered.29 For this mechanical
subarea equilibrium exists if the volume and surface forces are in
balance.
29Detailed derivation of stress vectors, stress tensor, deformation relations and
constitutive relations is given in [67] and [68].
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With respect to Cauchy’s formula, the condition for mechanical
equilibrium [68, p. 11] writes to
∇ ·σs + f = 0 , (3.46)
where σs is the stress tensor, f represents volume forces and ∇ · is
again the divergence operator.30 Based on the moment equilibrium,
the stress tensor σs is symmetric [68, p. 7]. σs is a tensor of second
order and f and 0 are three-dimensional vectors.
Essentially, thin films must not crack to determine proper thermal
conductivity values. Otherwise, the heat conduction could be in an
unpredictable path and thus different local thermal properties could
influence the measurement. Consequently, just small stresses and
deformations are aspired and considered in this work. With this
regard and the displacement description of Lagrange, the symmetric








where ∇ is the gradient and u is the mechanical displacement with
respect to the spatial direction. Due to symmetry, the strain relations




= uxx εyy =
∂uy
∂y




































30Forces of inertia are neglected here.
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Furthermore, linear elastic material behavior is assumed. The
linear stress strain regime is described by Hooke’s law. For the
one-dimensional case, Hook’s law writes to σs = Eε. A generalization
of this law
σs = C : ε , (3.50)
involves the so-called elasticity tensor C [68, p. 15],[93]. This tensor
represents the elastic properties of the material. In case of isotropic
materials, the elasticity tensor is defined by two independent material
constants, the so-called Lamé constants. These constants connect
the different material properties, like the Young’s modulus Eσ, the
Poisson’s ratio ν and the shear modulus G = Eσ/(2 · (1 + ν)).
In general, we assume the 3ω-measurement systems are initially stress
free. However, thermal expansions are given fundamentally by the
working principal of the 3ω-method. Given a mechanical isotropic
material, we assume the thermal strains to be proportional to the
temperature differences and equal in all spatial directions. The
connection between the strain εT and the temperature difference (T−T0)
is given with the linear thermal expansion coefficient to εT = β · (T−T0).
Here, εT represents a tensor of second order for the thermal expansion
coefficient of which just the trace is occupied. Taking into account
the thermal expansions, Eq.3.50 can be rewritten in form of the
Duhamel-Neumann’s law [68, p. 17] to
σs = C : (ε − εT) . (3.51)
Although this work considers only the interaction of temperature
leading to expansions, it has to be at least mentioned, that mechanical
expansion causes in reality also an entry in the source term of the heat
conduction equation [cf. 86, 113].
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In general, we assume the sample to be load free for a 3ω-measurement,
so that Eq.3.46 changes to
∇ ·σs = 0 . (3.52)
Basically this mechanical equilibrium has to be solved with the
expanded constitutive relation of Eq.3.51. Depending on the spatial
directions of the problem, two or three partial differential equations
have to be solved in the time domain. These partial differential
















































































G · (uzy + uyz )
]
= 0 (3.55)
For all areas, the initial condition represents a displacement free state
so that
Ω : ux = 0 ,uy = 0 ,uz = 0 . (3.56)
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The corresponding boundary condition for the axis of symmetry is
Γ1 : ux = 0 . (3.57)
On the contrary, we assume the substrate to be fully clamped to the
mount so that
Γ4 : ux = 0 ,uy = 0 ,uz = 0 . (3.58)
All other outer boundaries are free to move in the spatial directions.
Afterwards, the mechanical field is calculated with the given partial
differential equations, critical stresses and deformations can be
evaluated.
3.2 Transient analysis
In this work, the time dependent process of a 3ω-measurement is
treated by transient analysis. A segmentation is chosen for different
time regimes, since the temperature amplitude is determined in a
steady state oscillation level where the system reached a saturated
average temperature. Fig.31 shows the different regimes. In
Regime 1, a steady state calculation is applied with a time average
mean component of the dissipated power. Thus, we skip the time
regime but lift the system from ambient to measuring temperature.
Regime 2 proceeds with a transient calculation for a certain number
of temperature oscillations with low-time resolution. Thereby,
fluctuations of temperature in the whole system are induced to
represent a realistic measuring condition. In Regime 3, a transient
calculation with a high-time resolution is used to determine accurately
the temperature amplitude ∆T.
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Figure 31: Segmentation of the transient analysis into three different regimes.
Regime 2 and 3 apply the Backward Euler method with strict
time stepping for time integration. The Backward Euler method
is implemented in COMSOL MultiphysicsR©. The corresponding
step sizes sdp2−3, regime lengths fdp2−3 and numerical integration
tolerances are defined in Tab.1.
Regime step size regime length tolerance
1 1e-03
2 sdp2 = 0.025/fc fdp2 = 30.25/fc 1e-04
3 sdp3 = 0.003/fc fdp3 = 30.80/fc 1e-05
Table 1: Time and tolerance definitions for the different regimes in a
3ω-measurement simulation.
On the contrary, the analysis of the nanoscale pillars involves only
transient calculations. For every simulation a pulse repetition rate
of fp = 5 s is realized. The course of the applied power is shown
in Fig.32(a). The pulse duration varies for certain studies between
durp = 1 µs − 1 s. In Fig.32(b), the segmentation is given for
the temperature development. Here, the corresponding step sizes
sdp1−12 and regime lengths fdp1−12 are defined in Tab.2. A numerical
integration tolerance of 1e-12 is set for all pillar studies.
All 3ω-method and pillar simulations apply in every regime
the direct solver PARDISO. This solver is implemented in
COMSOL MultiphysicsR©.
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(a)
(b)
Figure 32: (a) Application of current density and (b) segmentation of the different regimes
for the temperature development.
3.3 Eigenfrequency analysis
The 3ω-method is an alternating current technique that applies a
time dependent harmonic current I(ωt) with the angular frequency
ω. Based on the alternating current, power is released with
two times the current’s angular frequency P(2ωt). Since the
mechanical displacement of a material depends on thermal expansion,
every 3ω-measurement induces mechanical vibrations with twice the
angular frequency of the current. If a system is able to oscillate in
motion, it has at least one natural frequency. This particular frequency
is called the eigenfrequency.
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Regime step size regime length
1 sdp1 = 1e-03 fdp1 = 3e-03
2 sdp2 = 1.4e-06 fdp2 = 3.0014e-03
3 sdp3 = 2e-08 fdp3 = 3.00148e-03
4 sdp4 = 1e-09 fdp4 = 3.0015e-03
5 sdp5 = 1e-13 fdp5 = 3.001500001e-03
6 sdp6 = 1e-12 fdp6 = 3.00150001e-03
7 sdp7 = 1e-11 fdp7 = 3.0015001e-03
8 sdp8 = 1e-10 fdp8 = 3.001501e-03
9 sdp9 = 1e-09 fdp9 = 3.00151e-03
10 sdp10 = 1e-08 fdp10 = 3.0018e-03
11 sdp11 = 1e-07 fdp11 = 3.003e-03
12 sdp12 = 1e-06 fdp12 = 3.01e-03
13 sdp13 = 1e-05 fdp13 = 3.5e-03
14 sdp14 = 1e-04 fdp14 = 5.0e-03
15 sdp15 = 1e-03 fdp15 = 1.0e-02
16 sdp16 = 1e-02 fdp16 = 1.0e-01
17 sdp17 = 1e-01 fdp17 = 1.0e+00
18 sdp18 = 1e-02 fdp18 = 1.1e+00
19 sdp19 = 1e-01 fdp19 = 1.5e+00
20 sdp20 = 5e-01 fdp20 = 2.0e+00
21 sdp21 = 1e+00 fdp21 = 5.0e+00
Table 2: Time definitions for the different regimes at nano/micro pillar studies.
The corresponding shape of motion is called the eigenmode [cf. 60, p.
124]. However, if the excitation frequency equals the eigenfrequency of
the used samples, a resonance catastrophe could occur. In resonance,
a system exhibits especially for the case of small damping large
amplitudes in vibration. As result, mechanical displacements with
large amplitude could occur which damage the small scale samples.
To study the eigenfrequencies, the partial differential equation of
motion of structural mechanics has to be solved.
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In this work, damping is neglected so that
∇ ·σs + f = ρü , (3.59)
has to be solved [68, p. 11]. Here, double overdots denote the second
derivative with respect to time. Moreover, we assume the force vector
f to be zero to solve the problem of natural frequencies [cf. 128]. To
obtain the eigenfrequencies, we seek a solution in the harmonic form
of
u = Υ · sin(ωt) , (3.60)
where Υ is the amplitude of motion [128, p. 12].
It has to be mentioned, that the geometry and the boundary conditions
can have significant influence on the obtained eigenfrequencies. The
respective boundary conditions and geometric dimensions are given
for each studied system in the respective section.
3.4 Mesh-block building system
Finite Element simulations always involve the challenge to find the
balance between accuracy and degrees of freedom. This concerns
besides careful considerations about the transient analysis also the
Finite Element mesh. It is necessary to adopt the element size, element
shape and shape-functions for certain macroscopic and geometrical
problems. In this work, quad elements with linear shape functions
are used. However, in order to achieve high precision analysis, this
work applies special geometry configurations to obtain a pre-defined
mesh.31 Upon the geometry lines a mapped meshing method is
applied.
31The special geometry configurations are generated with Altair HyperWorksR©.
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The essential advantage of the pre-defined mesh is a highly comparable
temperature amplitude in the heater or the pillar, because the mesh
constructed in this way, has almost no influence on the temperature
amplitude and hence a high comparability and reproducibility is
provided. Accordingly, even small deviations by macroscopic
influence factors onto the heater can be compared. Fig.33 shows the
geometry lines and illustrates the created mesh-blocks.
(a) (b)
(c)
Figure 33: Mesh-block system with geometry lines (blue) and applied mesh (gray).
Fig.(b) and (c) zoom in the upper left part of Fig.(a).
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4 Investigation of varying structures and
multiphysical couplings
4.1 Top down geometry
4.1.1 Heat source on bulk materials
This section examines several influence factors on a
3ω-measurement for heat sources on bulk materials. First, a
validation of the used Finite Element Model is given for a quasi
semi-infinite half space [cf. Fig.34(a)]. Afterwards, the substrate is
reduced to realistic dimensions and various heat transfer conditions
for the mount are studied [cf. Fig.34(b)]. Subsequently, we investigate
step by step the spatial extent of the heater and take into account
its material properties [cf. Fig.34(c)], the temperature dependent
resistivity, three-dimensional heat conduction in the substrate,
radiation, occurring surface roughness, the skin effect, and thermal
expansions and stresses. The following sections deal with the oxide
substrate materials MgO, STO and YSZ.32
4.1.1.1 Validation of Finite Element Model
First of all, the solution of the Finite Element Model for the temperature
amplitude has to be validated by the fundamental solution of Eq.2.17
from Cahill. To check the Finite Element Model by the semi-infinite
half space solution of Cahill, a quasi semi-infinite half space with a
tremendous size of ds = 0.5 m is modeled.
32Find App.B for further information.
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Figure 34: Considered systems for the Finite Element simulations: (a) Quasi semi-infinite
half space; (b) real substrate size with heat transfer coefficient; (c) spatial heater
with material properties.




= 0 , (4.1)
while Γ4 is isothermal
Γ4 : T0 = 300 K . (4.2)
Here the released power per length is applied as heat flux boundary
condition (heat flux BC) at Γh for 0 ≤ x ≤ b so that






· (1 + cos(2ωt)) . (4.3)
The solution of Eq.2.17 and the Finite Element solution are compared
in Fig.35(a). Evidently, the solutions are almost congruent in the low
frequency regime. For increasing frequency, there is a slight tendency
for the Finite Element Model to obtain a greater temperature amplitude
towards the high frequency regime.
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Figure 35: (a) Validation of Finite Element solution (FES) and (b) a corresponding mesh
study. The degrees of freedom for Mesh 1 − 7 are 1281, 2923, 4106, 13454, 28581,
49577 and 76310 respectively. The validation is calculated with Mesh 4. The
system properties are: P0/L = 5 W/m, 2b = 10 µm and MgO substrate.
Fig.35(b) shows a mesh study for several applied mesh-block systems.
Mesh 4 is chosen as a reasonable compromise between the accuracy
and the degrees of freedom because then, the Finite Element solution
yields an accuracy on the 4th decimal place. To guarantee this accuracy,
an integration tolerance of 1e-05 is realized in COMSOL MultiphysicsR©.
Consequently, it is now possible to compare temperature amplitudes
with this numerical precision.
4.1.1.2 Real substrate size
Since a real substrate has a finite thickness [cf. Fig.34(b)], the heat flow
from the substrate to the mount needs to be considered. Here, this





− htc · (Ts − T0) = 0 . (4.4)
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where qn/S indicates the flux per surface area. The boundaries Γ1−3
are adiabatic. First, an moderately-conductive substrate material is
considered to study the influence of thermal contact to the mount at
boundary Γ4. Fig.36(a) shows that a varying heat transfer coefficient
can have a significant influence on the temperature amplitude. For
instance, even though the thermal penetration depth in STO is three
times smaller than the substrate’s thickness, there is obviously an
influence on ∆T at fc = 1 Hz with a corresponding q−1 = 0.0003 m
[cf. Fig.21(a)]. However, the measured temperature amplitude is
less affected for higher frequencies.33 This circumstance is given by
the fact, that the temperature amplitude does not vary for increasing
htc above frequencies of fc = 10 Hz. Thus, we propose to perform
measurements at frequencies above fc = 10 Hz.34
Furthermore, in Fig.36(a) and 36(b), the mean average temperatures
over the heater’s width are indicated for several htc for two different
substrates. For small htc values, thus poor thermal contact, the
mean average temperatures are tremendously higher than for large
htc values. Hence, sufficiently good thermal contact must be given
to the substrate mount to avoid high system temperatures.
Given the htc and frequency restriction, the solution of the temperature
amplitude for a quasi semi-infinite substrate and the real substrate size
are almost coincident [cf. Fig.37].
33This result is consistent with Borca-Tasciuc’s solution for finite substrate thickness [cf.
Sec.2.2.1].
34Also Zong et al. [173] propose to measure at least from 10 Hz but with respect to the
heat spread in the heater’s length dimension [cf. Sec.4.1.1.6].
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Figure 36: Influence of thermal contact to the mount for a (a) STO and (b) YSZ substrate
material. The dimension of the substrate is ds = 1 mm in height and 2 mm in
width. Indicated are in addition the mean average temperatures over the heat
source width in time. The system properties are: P0/L = 5 W/m, 2b = 10 µm and
the ambient temperature is 300 K.
4.1.1.3 Geometrical variations of the heater and its material
properties
Like the substrate, a real heat source has a finite thickness [cf. Fiq.34(c)].
Typically, a platinum (Pt) heater with thickness arround a = 100 nm is
applied. Including the spatial dimensions is of course accompanied by
considering its thermal properties. Instead of a boundary condition,
the heat is now released through the cross-sectional cut of the heater’s
area ΩH by Eq.3.3. The heat input for the heat flux BC model is
evenly distributed over the heater width. However, actually the
incoming heat can rearrange over the heater’s width and height. This
circumstance is taken into account in this section. Here, we set α
in Eq.3.3 to zero, to develop step by step the different macroscopic
influence factors.
In Fig.38(a) and 38(b), a comparison between the BC model and
the more realistic heater is given for a highly-conductive and
poorly-conductive substrate material respectively. While the ∆T -lines
are for a highly-conductive substrate material almost coincident, the
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heat flux BC, quasi semi-infinite, with T0
heat flux BC, real substrate size with htc
(b)
Figure 37: System behavior for a (a) MgO and a (b) YSZ substrate, taking into account
a real substrate size. The system properties are: P0/L = 5 W/m, 2b = 10 µm,
ds = 1 mm and htc = 5 · 107 W/m2K.
lines are slightly different for a poorly-conductive material. This
is based on two facts. First, the occurring transversal heat spread
in the heater gets more pronounced the bigger the ratio in thermal
conductivities of heater to substrate is, which leads to slightly
smaller temperature amplitudes [cf. 78]. Second, and most essential,
both thermal conductivities (κ of platinum and the substrate) are
represented in the slope of the ∆T -line. Thus, one must obtain a slight
difference in ∆T even for small amounts of heater material. However,
the solution of Cahill in Eq.2.17 and Borca-Tasciuc in Eq.2.23 do not
consider the thermal conductivity of the heating material.
Depending on the extension of spatial directions, different affects on
the temperature amplitude can be observed. As shown in Fig.39(a), a
height variation results almost in the same slope and axis intercept in
the low frequency regime. But towards higher frequencies, profound
differences can occur [cf. 69, 161]. Based on the small derivations of
the different ∆T -lines in the low frequency regime for the same heater
width, the thermal properties of the heater are often neglected under
the conditions of a classic 3ω-measurement. Because here, the thermal
conductivity is determined by the slope of the ∆T -line.
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heat flux BC, real substrate size with htc
spatial heater, real substrate size with htc
(b)
Figure 38: Influence of spatial heater and its material properties for a (a) MgO and (b)
YSZ substrate. The system properties are: P/L = 5 W/m, 2b = 10 µm, a = 100 nm,
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2b = 20 µm
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(b)
Figure 39: Influence of the heater (a) height and (b) width on the temperature amplitude.
The system properties are: P/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm, STO
substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
A classic 3ω-measurement applies frequencies up to fc = 1000 Hz,
moderately- to highly-conductive substrate materials and a small
heater thickness.
On the contrary, a width variation results always in the same slope but
different axis intercepts in the low frequency regime [cf. Fig.39(b)].
However, evidentially, high-precision analysis beyond the classic
measuring configurations requires to take the heater properties into
account. This argument is even further supported in Sec.4.1.2.
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4.1.1.4 General temperature distribution for a heater substrate
system
In this section, the temperature distribution is examined in general.
Therefore, time points are defined within one temperature cycle in the
steady state oscillation level in Fig.40.
Figure 40: Various time points within one temperature cycle.
First, the maximum and minimum temperatures within a temperature
amplitude are considered. The boundary conditions are the same than
in the previous section and the source term is given by Eq.3.3.
Fig.41 shows the current temperature at the time points 2 and 4 .
Here, the maximum and minimum temperatures at fc = 10 Hz are
in each case higher and lower than for fc = 1 MHz. The lowest mean
temperature remains at a higher level for fc = 1 MHz, while the system
cools down almost to ambient temperature for fc = 10 Hz. Drawing a
horizontal cut between the heater and the substrate along the heater’s
width and a vertical cut along the axis of symmetry, Fig.42 shows
the actual temperatures for the time points 1 − 5 . The horizontal
cut in Fig.42(a) and 42(b) exhibits that the maximum temperature is
always below the center of the heater. This does not depend on the
current’s frequency. It illustrates furthermore, the higher minimumn
mean average temperature at fc = 1 MHz. While the vertical cut in
Fig.42(c) shows clearly decreasing temperature trends for each time
point without an overlap, the temperature lines in Fig.42(d) cross each
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(a) (b)
(c) (d)
Figure 41: Visualization of (a)(b) the maximum and (c)(d) minimum temperatures within
a temperature cycle for fc = 10 Hz on the left and fc = 1 MHz on the right side.
The system properties are: P0/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm,
MgO substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
other at a certain vertical depth. The crossing takes place at the thermal
penetration depth q−1, indicated by the black vertical line.
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Figure 42: Temperature distribution along a (a),(b) horizontal and (c),(d) vertical cut.
The system properties are: P0/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm,
MgO substrate, ds = 1 mm, htc = 5 · 107 W/m2K and fc = 10 Hz in (a),(c) and
fc = 1 MHz in (b),(d).
4.1.1.5 Temperature dependent resistivity of the heater
The analytic descriptions for the temperature amplitude by Cahill [28]
and Borca-Tasciuc et al. [22] assume a constant power per length.
However, since the electric resistivity is coupled with temperature,
the dissipated power changes even within a temperature cycle. This
circumstance is incorporated with the linear temperature coefficient α
into Eq.3.3. The BC’s are like in the previous section.
A comparison between a fix and a temperature dependent resistivity
is shown in Fig.43. In general two factors change the temperature
amplitude.
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Figure 43: Influence of the temperature dependent electrical resistivity in the heater for a
(a),(c) MgO and (b),(d) YSZ substrate. The system properties are: Pt heater, 2b =
10 µm, a = 100 nm, ds = 1 mm, htc = 5 · 107 W/m2K and P/L = 5 W/m in (a),(b)
and P/L = 20 W/m in (c),(d). The insets contain the difference in ∆T between a fix
(∆T fix) and a temperature dependent resistivity (∆T ).
First, a poorly-conductive material leads to a higher ∆T than a
highly-conductive material [cf. Fig.43(b) and 43(a)]. Thus, the
difference is greater for poorly-conductive substrate materials. Second,
a higher P/L increases the difference even more [cf. Fig.43(a) and
43(c)]. The biggest difference is consequently given in Fig.43(d), where
the models differ on the first digit after decimal place. However, it has
to be mentioned, that this represents the maximum in variation, since
usually a 3ω-measurement takes place at lower P/L and especially for
a ∆T around 1 K.
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4.1.1.6 Three-dimensional heat conduction in the substrate
The analytic descriptions for the temperature amplitude by Cahill [28]
and Borca-Tasciuc et al. [22] consider a two-dimensional model. To
be valid, the length of the heater must be much longer than its width,
so that L  2b. However, even though this restriction is fulfilled,





Figure 44: Considered system for the Finite Element simulation for three-dimensional
heat conduction into the substrate.
In this section, every outer boundary is adiabatic except the substrate
mount, where a htc is considered. The dissipated power is given
by Eq.3.3. The resulting temperature amplitude in the heater is
determined by Eq.3.13.
Fig.45 shows the three-dimensional temperature distribution for the
time points 2 and 4 [cf. Fig.40]. Like in Sec.4.1.1.4, the maximum
and minimum temperatures are for fc = 10 Hz always higher and lower
than for fc = 1 MHz. Therefore, compare Fig.45(a) and 45(c) versus
Fig.45(b) and 45(d). Moreover, one can notice for both frequencies and
time points a temperature drop along the heater towards the outer end.
This circumstance is illustrated in Fig.46. Here, the spatial dependence
of the temperature amplitude δT is plotted with the corresponding
maximum and minimum temperature in the inset.
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The cut is set along the z-axis below the center of the heater towards
the outer edge of the substrate (z = 1 mm and L/2 = 0.5 mm). A
comparison of a highly-, moderately- and poorly-conductive substrate
material is given for fc = 10 Hz in Fig.46(a), 46(b) and 46(c). Indicated
by the green rectangle, the spatial temperature amplitude decreases
towards the heater’s end significantly earlier for highly-conductive
than for poorly-conductive materials. On the contrary, a frequency
increase keeps the spatial temperature amplitude over a longer
distance constant. For this, compare Fig.46(b) versus 46(d).
A comparison between the two-dimensional models of Cahill of
Eq.2.17 and Borca-Tasciuc of Eq.2.23 and a two- and three-dimensional
Finite Element solution is given in Tab.3 for three different frequencies.
Solution Cahill Borca-Tasciuc FE-2D FE-3D
∆T Eq.2.17 Eq.2.23
10 Hz 0.68859 K 0.68856 K 0.69507 K 0.67404 K
100 Hz 0.51094 K 0.51085 K 0.52034 K 0.51360 K
1 MHz 0.01861 K 0.01453 K 0.02265 K 0.02267 K
Table 3: Comparison of different solutions for a heater substrate system. The system
properties are: P/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm, L/2 = 0.5 mm,
STO substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
According to Sec.4.1.1.1, the Finite Element solution is slightly above
the analytic descriptions for two dimensions. However, a comparison
of the two- and three-dimensional Finite Element solution results
in a smaller ∆T for the three-dimensional analysis than for the
two-dimensional case. This is due to a heat flow along the z-direction
in the heater and the substrate. Since the heater has not the length of
the substrate’s width, the heater has its coolest cross-sectional cut at
the end of its length. This circumstance is illustrated in Fig.45 and 46.
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(a) (b)
(c) (d)
Figure 45: Visualization of the maximum and minimum temperatures within a certain
temperature oscillation for (a)(c) fc = 10 Hz and (b)(d) fc = 1 MHz. The system
properties are: P/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm, L/2 = 0.5 mm,
STO substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
Hence, the mean temperature is lower for three-dimensional Finite
Element solutions than for two-dimensional Finite Element solutions.
Consequently, the experimentally measured temperature amplitude is
smaller than the predicted ∆T from Finite Element solutions for two
dimensions. Furthermore, it has to be mentioned that a cross-sectional
cut into the three-dimensional heater substrate system, at the axis of
symmetry (z = 0), results in the temperature amplitude ∆T of the
two-dimensional model.
Thus, the heater’s length must be sufficiently large and the
measuring frequencies high enough to apply the two-dimensional
models of Cahill and Borca-Tasciuc. But in any case, the
determination of the thermal conductivity with a smaller ∆T results
in a higher thermal conductivity. However, one has to distinguish
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fc = 1 MHz
Figure 46: Influence of the heater’s length on the spatial temperature amplitude δT along
the z-axis for a (a) MgO, (b),(d) STO and (c) YSZ substrate. The system properties
are: Pt heater, 2b = 10 µm, a = 100 nm, ds = 1 mm and htc = 5 · 107 W/m2K. The
insets contain the maximum and minimum temperature along the z-axis.
between a 2-pad and a 4-pad measurement. The simulated case would
represent a 2-pad measurement since the temperature amplitude in the
heater is determined over the same length then the structure is heated.
Thus also at the edges, where the temperature amplitude decreases
[cf. 12]. In comparison, a 4-pad measurement takes the voltage within
a defined length of a longer heater structure. Hence, this effect is
minimized. Although, the influence of the three-dimensional heat
flow is shown by Jacquot et al. [78], this study is necessary within this
work to understand the general heat flow required to develop a heater
substrate platform and three-dimensional membrane systems.
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4.1.1.7 Radiation at the heater’s surface
The previous sections consider exclusively heat transfer by heat
conduction. However, while heat transfer by convection is avoided
by performing a 3ω-measurement in vacuum, heat loss by radiation is
always existent [cf. Sec.1.2]. Although Cahill [28] already examined
the influence of radiation, the effect on the temperature amplitude
is also included in this work. Thus we can study the influence of
radiation for the material combinations which we use in this work,
and the effect of radiation can be compared quantitatively to the other
influence factors.
In general, heat loss by radiation is affected by four different factors.
First, a broad heater, compared to a narrow heater, offers a greater
surface for radiation to take place. Second, the more heat is conducted
through the substrate, the less is going to be radiated. Thus, the
thermal properties of the substrate limit indirectly the radiation losses.
Third, heat loss by radiation is non-linear and changes with σbe(T4−T40)
[cf. 35]. Hence, the ambient temperature T0 has crucial impact onto
the radiation losses. Here, σb is the Bolzmann constant and e is
the emissivity of the materials surface.35 To study the influence of
radiation loss on the temperature amplitude, we consider a linearized




− σbeT30 · (Ts/H − T0) = 0 . (4.6)
This linearized approximation is just appropriate for small temperature
changes [35, p. 18], like it is in a 3ω-measurement. Fourth, the
applied power per length defines basically the occurring temperatures.
35Find App.B. for detailed information about the Bolzmann constant and the emissivity.
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with radiation, worst case e = 1
(d)
Figure 47: Influence of heat loss by radiation at the heater’s boundaries for an ambient
temperature of (a),(b) 300 K and (c),(d) 1300 K. The system properties are: Pt
heater, 2b = 10 µm, a = 100 nm, STO substrate, ds = 1 mm, htc = 5 · 107 W/m2K
and the emissivity is assumed to be e = 1. The applied power is P/L = 5 W/m in
(a),(c) and P/L = 20 W/m in (b),(d). The insets contain the ∆T ra − ∆T difference
between a system taking into account radiation (∆T ra) and without (∆T ).
Consequently, this interacts with the non-linear changes of T4.
Boundary Γ1 and Γ3 are adiabatic and Γ4 considers the substrate mount,
where a htc is taken into account [cf. Fig.34(c)]. The dissipated power
is given by Eq.3.3. Since the heater’s width and the substrate material
are quasi-fixed system quantities, the influence of ambient temperature
and applied power per length are studied in Fig.47. To maximize the
influence of radiation, the emissivity is set to e = 1.
85
4 Investigation of varying structures and multiphysical couplings
While the difference in temperature amplitude (∆T ra − ∆T ) is almost
nonexistent for room temperature [cf. Fig.47(a) and 47(b)], there is
a slight difference for high temperatures [cf. Fig.47(c) and 47(d)].
However, even for a high power per length and high temperature,
the difference in temperature amplitude is first observed at the 4th
decimal place. Consequently, heat loss by radiation can be neglected
for classic measuring configurations.
4.1.1.8 Surface roughness
Also Half-Heusler alloys are nowadays subject of research for
thermoelectrics. While the surface of STO, PCMO and MgO is rather
flat, special Half-Heusler materials develop a surface roughness on
the order of several nanometers [cf. 80, 81]. If the heater has the
















Figure 48: Considered systems for the Finite Element simulation with (a) surface
roughness and (b) an effective heater width.
Here, we investigate the influence of surface roughness for a peak
height of 20 nm on a 200 nm base. The boundaries Γ1−3 are adiabatic
and Γ4 takes into account a htc. The dissipated power is given by
Eq.3.3. We study the difference between three different shapes of the
heater.
86


























roughness with effective width
Figure 49: Influence of surface roughness on the cross-sectional cut of the heater. A
waved surface of 20 nm peaks on a 200 nm base is realized. The system properties
are: Pt heater, 2b = 10 µm, a = 100 nm, MgO substrate, ds = 1 mm and htc =
5 · 107 W/m2K. The insets contain the difference between a flat heater (∆T ) and a
system taking into account modifications of the heater due to a surface roughness
(∆T mod).
The first shape is a rectangle with a smooth surface. The second shape
has the same heater width than the rectangle with the smooth surface
but exhibits a surface roughness. The third shape considers the same
path length of the heater than the first shape, however exhibits a surface
roughness too.
A comparison between these models is given in Fig.49. Here,
the inset shows a difference of the solutions (∆T − ∆T mod) on 4th
decimal place. Thus, a 3ω-measurement is almost unaffected by
such small variations of the heater geometry. However, it has to be
mentioned that the present Finite Element simulations neglect interface
resistances. But, if the heater is not perfectly connected to the material
below, interface resistances could become crucial.
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4.1.1.9 Skin effect in the heater
Since the 3ω-method is an alternating current technique, the current
density distribution has a tendency towards the boundary of the
cross-sectional cut of the heater [cf. Sec.3.1.2]. Apart from material
parameters, this tendency depends on the frequency of the current
fc. In general, the characteristic skin depth can be calculated
with Eq.A.324. Applying this formula results in a skin depth of
δskin = 0.1638 m and δskin = 0.0001638 m for fc = 10 Hz and fc = 1 MHz
respectively. Obviously, this spatial distance exceeds the heater’s
width 2b = 10 µm and height a = 100 nm by far, and thus almost
no difference should occur in current density distribution along the
heater’s spatial dimension. However, since we focus even on the
smallest changes in temperature amplitude, this effect is studied here
to examine the influence on ∆T .
The boundaries Γ1−3 are adiabatic and Γ4 takes into account a htc. The
dissipated power is given by Eq.3.3. However, in this equation, the
current density is represented by the effective current density jeff of
Eq.3.45.
The new occurring current density distribution is shown in Fig.50 for
two different heater widths and three different frequencies. While there
is almost no gradient observable for the heater width of 2b = 10 µm
at fc = 10 kHz in Fig.50(a), the distribution changes slightly towards
the outer edge of the heater for fc = 1 MHz in Fig.50(c) and 50(e). On
the contrary, a heater width of 2b = 50 µm also comprises a different
distribution at fc = 10 kHz [cf. Fig.50(b)]. Apparently, the distribution
does not vary in the heater’s height for both given configurations
[cf. 83]. Even if a tremendous heater with the dimensions of a =
2b = 50 µm would be applied for measurements, almost no gradient
is observable in the density distribution at fc = 10 Hz [cf. Fig.51(a)].
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Figure 50: Visualization of the current distribution for a heater width of 2b = 10 µm
(a),(c),(e) and 2b = 50 µm (b),(d),(f) for 10 kHz, 100 kHz and 1 MHz respectively.
The system properties are: P/L = 5 W/m, Pt heater, a = 100 nm, STO substrate,
ds = 1 mm and htc = 5 · 107 W/m2K.
(a) (b)
Figure 51: Visualization of the current distribution in a squared heater for (a) 10 Hz and
(b) 1 MHz. The system properties are: P/L = 5 W/m, Pt heater, dimensions of
a = 2b = 50 µm, STO substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
On the contrary, at fc = 1 MHz, a gradient would occur in the direction
of height and width [cf. Fig.51(b)] [cf. 64]. However, it has to be
mentioned that these heater dimensions are unlikely to be used for a
3ω-measurement.
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Figure 52: Influence of the skin effect for a (a) narrow and a (b) broad heater. The system
properties are: P/L = 5 W/m, Pt heater, a = 100 nm, STO substrate, ds = 1 mm
and htc = 5 · 107 W/m2K. The insets contain the ∆T − ∆T sk difference between
a system with an equally distributed current density and a system taking into
account the skin effect in the heater.
The influence on the temperature amplitude is shown in Fig.52. The
difference between a changed heating due to the skin effect and the
assumption of equal distributed current density is shown in the inset
for a heater width of 2b = 10 µm in Fig.52(a) and for 2b = 50 µm in
Fig.52(b). Even though a different density distribution exists towards
higher frequencies, the effect of the changed heating is negligible in
the high frequency regime.
4.1.1.10 Thermal expansion and stresses
The measurement principle of the 3ω-method is based on heat
production in the heater and dissipation into the investigated material.
Analytic descriptions of Cahill and Borca-Tasciuc consider exclusively
fixed geometries. However, a temperature change in a material is
often coupled with a mechanical deformation. Depending on the
thermal expansion coefficients of the respective materials, the spatial
dimension of the heater is subject to change.36
36Although we assume small deformations [cf. Sec.3.1.3], the influence of mechanical
expansion on the temperature amplitude is investigated here.
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Hence, the power input is given through a continuously changing
cross-sectional cut of the heater and thus, the current density varies
throughout a temperature cycle. To take into account the mechanical
displacement, the current density is calculated for every time step by
j =
I0
(a + uy(a)) · (b + ux(b))
, (4.7)
where, uy(a) and ux(b) are the mechanical displacements in height and
width at the outer edge of the heater. Hence, the heat source term of
Eq.3.3 writes now as
p = %0 · (1 + α · (T − T0)) ·
( I0





· (1 + cos(2ωt)) .
(4.8)
This time-varying process is taken into account for two representative
substrate materials (STO and YSZ) in Fig.53(a) and 53(b) respectively.
The thermal conditions are the same as in the previous section.
The conditions of the mechanical field are given in Sec.3.1.3. Since
the thermal expansion coefficient (1/ K) depends on the relatively
changing temperature, this effect can be maximized always by
applying a higher power per length. Assuming the materials are in
perfect mechanical contact, the difference in ∆T is at its maximum only
at the 3rd decimal place for low frequencies. This difference levels off
for higher frequencies. For the previously given study, the mechanical
behavior is visualized in Fig.54 for the maximum temperature at time
point 2 in Fig.40. According to the thermal and mechanical boundary
conditions of Sec.3, the maximum displacements in x-direction are
at the upper right edge of the cross-sectional cut of the system [cf.
Fig.54(a)].
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Figure 53: Influence of mechanical expansion for a (a) STO and (b) YSZ substrate material.
The system properties are: P/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm,
ds = 1 mm and htc = 5 · 107 W/m2K. The insets contain the ∆T me−∆T difference
between a system including mechanics and a system without mechanics.
The maximum displacement in y-direction is given at the upper left
edge of the system, thus at the top center of the heater. In both cases, the
maximum displacement is around a hundredth of the heater’s height.
The normal stresses in x- and y-direction are shown in Fig.54(c) and
54(d), and the shear stress is shown in Fig.54(e). The occurring stresses
are calculated by [8, p. 54]









β(T − T0) , (4.9)









β(T − T0) , (4.10)
and the shear stress is
τxy = G · (uxy + uyx ) . (4.11)
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Figure 54: Visualization of the mechanical displacements and resulting stresses for
the maximum temperature within a certain oscillation [cf. Fig.40]. (a) is the
displacement in x-direction, (b) is the displacement in y-direction, (c) is the stress
in x-direction, (d) is the stress in y-direction and (e) is the shear stress in the
x-y-plane. For the time point with maximum temperature, the distribution is
illustrated in (f). The system properties are: fc = 10 Hz, P/L = 5 W/m, Pt heater,
2b = 10 µm, a = 100 nm, STO substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
For each, the maximum stress occurs again at the center of the
heater. The absolute stress values are < 3 N/m2 which is several
orders of magnitude below critical stresses [cf. 6]. The corresponding
temperature distribution is shown in Fig.54(f).
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4.1.1.11 Eigenfrequency analysis
In this section, the eigenfrequencies are examined. Here, we consider
only heater substrate configurations where a spatial platinum heater
is placed on top the respective substrates. The platinum heater has
a width of 10 µm and a height of 100 nm. Corresponding to the
previous sections, the oxide substrate materials MgO, STO and YSZ are
studied for a thickness of 1 mm. The system configuraion is shown in
Fig.34(c). While the boundaries Γ2−Γ4 are fully free to move, we set the
mechanical displacement only for the axis of symmetry in x-direction
to zero so that
Γ1 : ux = 0 . (4.12)
First, the MgO substrate is considered. This substrate exhibits the first
eigenfrequency at ω = 1.56 MHz. However, this frequency must be
compared to the thermal excitation and not to the excitation of the
applied electric current. In a 3ω-measurement, the thermal excitation
equals the heating frequency 2ω. Hence, the obtained eigenfrequency
is already reached for ω/2. Thus, the first critical frequency for the
MgO substrate is 0.780 MHz. The corresponding eigenform describes
a flapping of the substrate symmetric to boundary Γ1. This eigenform
is shown in Fig.55. Due to the boundary conditions, this is the first
eigenform for every substrate material. The STO substrate exhibits
the first eigenfrequency at ω = 1.21 MHz and thus the first critical
frequency for the STO substrate is 0.605 MHz. The YSZ substrate
exhibits the first eigenfrequency at ω = 1.02 MHz and thus the first
critical frequency for the YSZ substrate is 0.510 MHz. However,
in a 3ω-measurement the substrate is always placed on a mount at
boundary Γ4 and hence this boundary can not move as freely as we
assumed it.
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Figure 55: Visualization of the eigenmode at the first eigenfrequency ω = 1.56 MHz for
an MgO substrate.
In any case, the given eigenfrequencies indicate that for these
substrates, 3ω-measurements can be performed up to 0.5 MHz
without a resonance catastrophe.
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4.1.2 Heat source on layer-substrate materials
This section examines the general system behavior for a heat
source on layer-substrate materials. First, monolayer configurations
are studied [cf. Fig.56(a)] and the solutions for the temperature
amplitude are compared to the descriptions of Lee and Cahill
[99] and Borca-Tasciuc et al. [22]. The potential for anisotropic
thermal conductivity determination is examined for highly-conductive
and poorly-conductive substrate materials. Afterwards, multilayer
configurations are studied [cf. Fig.56(b) and 56(c)] for the general
system behavior and the influence of different layer thickness and

















Figure 56: Considered layered systems for the Finite Element simulations: (a) Heat
source on one layer; (b) on two layers; (c) on a multilayer stack.
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In this section, only temperature fields are considered. The boundaries
Γ1−3 are adiabatic and Γ4 takes into account a htc [cf. Fig.27]. The power
input is given by Eq.3.3.
4.1.2.1 Monolayer configurations
In general, one must distinguish between two different layer
substrate configurations. On one hand, there can be a relatively
poorly-conductive layer material on top of a highly-conductive
substrate material and on the other hand, the opposite configuration.
First, the classic configuration with a relatively poorly-conductive layer
material is considered. Here, the 3ω-method is especially convenient
to determine the cross-plane thermal conductivity. However, even
though a 3ω-measurement is performed within the boundaries of the
offset model [cf. Eq.2.30], the temperature amplitude is affected by
the in-plane heat spread. Therefore, Cahill and Lee [33] proposed a
correction value to take this fact into account and revised the offset
model. Conversely, the solution of Borca-Tasciuc et al. [22] takes this
fact analytically into account. Moreover, this solution accounts for
thermal properties of the heater to describe the system behavior more
precisely in the high frequency regime.
A comparison between the solutions of the different models is given
in Fig.57(a). First, the low frequency regime is considered until a
frequency of fc = 10 kHz. Up to this frequency, the offset model of
Eq.2.31 is valid in general. In this regime, the corrected offset model
of Cahill [Eq.2.31 including Eq.2.33], the solutions of Borca-Tasciuc
[Eq.2.24 and Eq.2.23], and the Finite Element solution are almost
coincident. Only the original offset model of Cahill [Eq.2.31], without
the effective heater width differs slightly.
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Figure 57: (a) Influence of in-plane heat spread and of heater properties in the high
frequency regime. (b) The corresponding temperature distribution illustrates the
profound temperature drop below the heater at fc = 10 Hz. The system properties
are: P/L = 5 W/m, Pt heater, 2b = 10 µm, a = 100 nm, PCMO layer, dlay =
400 nm, isotropic layer, MgO substrate, ds = 1 mm and htc = 5 · 107 W/m2K.
Since the slight in-plane heat spread generally lowers the temperature
amplitude, this ∆T-line is slightly above the other four solutions. The
inset contains a scope of the temperature amplitude solutions between
10 Hz and 100 Hz. Here the analytic solutions agree even better
with the Finite Element solution than for the substrate validation in
Sec.4.1.1.1.
On the contrary, a comparison in the high frequency regime reveals
significant differences. Since the offset model treats the layer as a
one-dimensional resistor and thus does not include the frequency
dependence of the layer into the solution, the offset model solutions
must tend to a remaining temperature amplitude even for an infinite
fc [cf. Fig.24]. In contrast, the solutions of Borca-Tasciuc of Eq.2.24 and
Eq.2.23 decrease significantly towards fc = 100 MHz. The solution of
Eq.2.24, without the heater properties, remains for higher frequencies,
at considerably larger temperature amplitudes than the solution of
Eq.2.23 and the Finite Element solution. The significant decrease of
∆T at fc = 10 MHz is due to the thermal penetration depth.
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Figure 58: Influence of a thermal mass variation on the temperature amplitude for an
(a) PCMO layer and an (b) STO layer. The system properties are: P/L = 5 W/m,
Pt heater, a = 100 nm, 2b = 10 µm, dlay = 400 nm, MgO substrate, ds = 1 mm,
htc = 5 · 107 W/m2K.
Here, the penetration depth is on the order of the layer’s thickness.
However, if the thermal mass (ρ · cp) of the heater is considered
additionally in Borca-Tasciuc’s solution [Eq.2.23], the ∆T -line
decreases already at frequencies around fc = 300 kHz. This is due to
the thermal wave, which interacts now significantly with the thermal
properties of the layer and the heater. The Finite Element solution
considers in contrast to the analytic descriptions all material properties
of the heater. Since only the solution of Eq.2.23 takes into account
thermal porperties of the heater, this ∆T -line is the closest to the
Finite Element solution. Although the solutions of Borca-Tasciuc
can be seen as bounds from above and below, the Finite Element
Model helps to understand the ∆T evolution in the high frequency
regime. Furthermore, it demonstrates the necessity of Finite Element
simulations in terms of high precision analysis for new measuring
methods. Moreover, this result supports the assumption of neglecting
the thermal properties of the heater in the low frequency regime for
classic layer substrate geometries and configurations.
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On the contrary, the question arises how a thermal mass variation of
the layer material takes an influence on the temperature amplitude. To
study the influence on ∆T, the original thermal mass of an PCMO and
STO layer is varied by a factor of ten. Hence three different cases arise
for both materials. The resulting temperature amplitudes are shown in
Fig.58. Evidently, the thermal mass of the layer material influences
the temperature amplitude exclusively for higher frequencies.
The actual temperature distribution for the 400 nm thick PCMO layer
on top the MgO substrate is shown in Fig.57(b) for the time point 2 in
Fig.40. Even though a slight in-plane heat spread is present in the layer,
a strong pronounced vertical temperature drop below the heater exists.
Based on this temperature distribution, the offset model is justified.
On one hand, the in-plane heat spread is undesired for the cross-plane
thermal conductivity determination. One the other hand, the in-plane
heat spread can be used to determine the in-plane thermal conductivity.
As mentioned in Sec.2.2.2, some groups applied narrow heaters to
determine the in-plane thermal conductivity for relatively thick and
highly-conductive materials by this in-plane heat spread. However,
the materials investigated in this work are thin and poorly-conductive.
The sensitivity on the temperature amplitude is shown in Fig.59 for
tremendous varying cross- and in-plane thermal conductivities. In this
work, sensitivity is defined as significant derivation from the isotropic
case of the ∆T -line. This includes different slopes and changing
axis-intercepts at various frequencies. Numerically, changes can be
observed easily, but the value changes in the temperature amplitude
must significantly exceed the measurement error in experiments. The
measurement error of the experimental setup, used by our project
partners, is determined to be around 5% [cf. 164].
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Figure 59: Sensitivity for the anisotropic thermal transport. Changes in ∆T for a PCMO
layer including a (a) narrow 2b = 5 µm, (b) intermediate 2b = 10 µm and (c)
broad 2b = 50 µm heater width. Changes in ∆T for a STO layer including an
(d) intermediate heater width for 2b = 10 µm. The system properties are: P/L =
5 W/m, Pt heater, a = 100 nm, dlay = 400 nm, MgO substrate, ds = 1 mm, htc =
5 · 107 W/m2K.
In Fig.59(a),59(b) and 59(c), different heater widths are applied onto a
thin poorly-conductive PCMO layer. To investigate the sensitivity for
the anisotropic thermal conductivities, the isotropic case is varied by
a factor of ten. Hence five different cases arise. The case of extremely
poorly-conductive cross-plane thermal conductivity is neglected in
Fig.59.
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Except for moderately- and highly-conductive cross-plane thermal
conductivities, only small differences occur in the ∆T -lines for a
narrow, ‘normal’ and broad heater width [cf. Fig.59(a), 59(b) and
59(c)]. Also the anisotropic variation of an moderately-conductive STO
layer results only in small differences in the ∆T -lines [cf. Fig.59(d)].
Moreover, here the absolute values of the temperature amplitudes are
already small and the occurring differences in the ∆T -lines compared
to the tremendous variations of the thermal conductivities are even
smaller.
For classic systems with a highly-conductive substrate, one can
distinguish clearly between the influence of thermal conductivity and
thermal mass of the layer on the temperature amplitude. Because here,
a variation of the anisotropic thermal conductivity results in a constant
slope until the thermal penetration depth is on the order of the layer.
Moreover, since the slope is the same, but the axis intercept changes,
the offset model can be applied in general, if the variations in ∆T are
greater than the measurement accuracies. The ratio of the isotropic
thermal conductivity of layer to substrate are for the PCMO-MgO
system κlay/κs ≈ 0.03 and for the STO-MgO system κlay/κs ≈ 0.18. If a
PCMO layer would be applied onto a STO substrate, the ratio would
be κlay/κs ≈ 0.15. In this case, the offset model could also be used to
determine the cross-plane thermal conductivity.
The opposite layer substrate configuration, with a poorly-conductive
substrate, results in a completely different system behavior. Because
here, a comprehensive influence of the thermal conductivity and
thermal mass, thus the thermal diffusivity, is present over the whole
frequency regime. For these systems, the slope and axis intercept
change continuously. Here, a classic linear regime does not exist.
This system behavior is shown in Fig.60(a) for an STO layer and in
Fig.60(b) for an PCMO layer for various layer thicknesses.
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Figure 60: Non-offest system behaviour for a (a) STO and (b) PCMO layer at various
heights. The system properties are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b =
10 µm, YSZ substrate, ds = 1 mm, htc = 5 · 107 W/m2K.
Hence, there is also no clearly defined offset or downshift due
to the STO and PCMO layer in the ∆T -line. As consequence,
the cross-plane thermal conductivity cannot be determined by
the solution of Cahill and Lee [33] under these circumstances.
However, since we are especially interested in the anisotropic thermal
conductivity, the poorly-conductive substrate is further investigated.
The sensitivity for the anisotropic thermal conduction is shown
in Fig.61. Although we investigate tremendous variations in the
anisotropic thermal conductivity, just two cases vary significantly
from the isotropic case. The highly-conductive in-plane case for
STO [Fig.61(a)] and the poorly-conductive cross-plane case for PCMO
[cf. Fig.61(b)]. Even though the influence on the temperature
amplitude of the in-plane thermal conductivity can be increased
by a narrow heater, the YSZ substrate is also rather insensitive
for poorly-conductive in-plane thermal conductivities. Moreover,
the application of poorly-conductive substrates would require also
measurements with a highly-conductive substrate to determine also
the cross-plane thermal conductivity first.
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Figure 61: Sensitivity for the anisotropic thermal conduction for a (a) STO and (b) PCMO
layer. The system properties are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b =
10 µm, dlay = 400 nm, YSZ substrate, ds = 1 mm, htc = 5 · 107 W/m2K.
By this process, several unknown conditions are introduced by each
measurement so that the determination of the thermal conductivity
is adversely affected. Consequently, this work aspires to determine
the in-plane and cross-plane thermal conductivity within one
measurement for even thinner layers. Therefore, new measurement
configurations are still necessary. For this reason, this work focuses
also on the bottom electrode and membrane geometries in section
Sec.4.2 and Sec.4.3, respectively.
4.1.2.2 Multilayer configurations
Multilayer systems are configurations with at least two individual
layers. The term multilayer is not specific about the layer’s thickness.
However, new thermoelectric material properties are expected at
length scales around several nanometers for each layer thickness. Here,
especially a new emergent thermal conductivity arises. But since the
joint project is also interested in layer thicknesses up to several hundred
nanometers, the influence of layer thickness and stacking sequence is
investigated here.
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PCMO-STO stack, 10 · 100nm
STO-PCMO stack, 10 · 100nm
(d)
Figure 62: Influence of different layer ordering on the temperature amplitude. A
variation of the top layer in a twin configuration is given for a single layer
thickness of (a) 100 nm, (b) 500 nm and (c) 1000 nm. Influence of the layer
ordering in a multilayer system on the temperature amplitude for a stack thickness
of 1000 nm for (b) 2 · 500 nm and (d) for 10 · 100 nm. The system properties are:
P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, MgO substrate, ds = 1 mm,
htc = 5 · 107 W/m2K.
Therefore, different combinations are studied and shown in Fig.62.
While the layer ordering is almost irrelevant for a stack thickness
of 200 nm, the difference between the observed ∆T -lines is more
pronounced towards a stack thickness of 2000 nm [cf. Fig.62(a),
Fig.62(b) and 62(c)]. In the following, the different individual layer
thickness is compared for a stack thickness of 1000 nm.
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While an individual layer thickness of dlay = 500 nm results in two
clearly distinct ∆T -lines, the ∆T -lines are close to each other for
an individual layer thickness of dlay = 100 nm [cf. Fig.62(b) and
Fig.62(d)]. Thus, the individual layer thickness should be as thin
as possible to apply the offset model of Cahill. The reason for this
system behavior is the in-plane heat spread in the layer below the
heater. Shin et al. [144] also observed this upper layer influence.
Without the in-plane heat spread, the ∆T -lines would be coincident
until the thermal penetration depth is on the order of the stack
thickness. In this case, the cross-plane thermal conductivity could
be determined with the offset model without an influence of the
layer ordering. However, a transition between an individual layer
influence and a new representative material affects the temperature
amplitude measurements differently. This transition depends besides
each respective layer thickness also on the heater’s width and the
measuring frequency. But, it can be concluded from Fig.62(d), that
the in-plane heat spread from the upper layer can be neglected for
a poorly-conductive stack with a total thickness of dlaytot ≤ (2b)/10
and an individual layer thickness of dlay < 100 nm.
Thus, it is rather inappropriate to model each layer under these
circumstances. Here, a new representative layer package can
be regarded for the Finite Element simulations to represent the
stack. Consequently, anisotropic thermal conductivity variations of
a multilayer package are comparable with the monolayer studies of
Sec.4.1.2.1.
106
4 Investigation of varying structures and multiphysical couplings
4.2 Bottom electrode geometry
A possible new geometry for the 3ω-method is the bottom electrode
geometry with the so-called heater substrate platform [cf. Fig.26].37
A main advantage would be the improved reproducibility of
the corresponding measurements, as there are equal heat transfer
conditions to the substrate for each investigated material to be
characterized. Before a heater substrate platform can be applied
for nanostructured samples, one must understand the whole system
behavior. Thus, the following section examines the general ∆T -line
behavior for bulk-like materials first. Subsequently, full covering thin
films are studied. Afterwards patterned multilayers are considered
and compared to the classic geometry configuration.
Every subsequent section on the bottom electrode considers the same
thermal boundary conditions. Except the substrate mount, every outer
boundary is considered to be adiabatic. The substrate mount takes
into account a htc to develop a realistic system behavior. The liberated
power is given by Eq.3.3.
4.2.1 Bulk-like materials
In this section, three different geometry configurations are
investigated. First, only thermal contact is given over the boundaries
of the heater [cf. Fig.63(a)]. This geometry represents an ideal case
to study the influence of either thermal conductivity or thermal mass
variations on the temperature amplitude. The next step considers a
more realistic case. Here, the placed material above the heater substrate
platform also has spatial contact next to the heater [cf. Fig.63(b)].
37The bottom electrode concept is the basic idea of Ch. Jooss, Institute of Materials
Physics, University of Göttingen.
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At last, full thermal contact is established and compared to the spatial










Figure 63: Considered systems for the Finite Element simulations for (a) a heat source
between bulk-like materials, (b) a heat source between bulk-like materials with
spatial contact and (c) a heat source between bulk-like materials without a gap.
In general, the thermal diffusivity D = κ/(ρ · cp) can be varied by either
changing the thermal conductivity or the thermal mass. Consequently,
a variation of both could lead to the same diffusivity. However,
both variations have significantly different influences on the measured
temperature amplitude. Fig.64 shows the different influences. While
a thermal conductivity variation of the material above the heater
substrate platform tremendously changes the slope of the ∆T -lines
[cf. Fig.64(a)], a thermal mass variation only changes the axis
intercept but the slope remains the same [cf. Fig.64(b)].
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Figure 64: Influence of (a) thermal conductivity variation and (b) thermal mass variation
on the temperature amplitude. The system properties are: P/L = 5 W/m, Pt
heater, a = 100 nm, 2b = 10 µm, STO substrate material as origin, ds = dm =







































Figure 65: Influence of spatial contact between the substrate material YSZ and placed
material (a) YSZ and (b) MgO on the temperature amplitude. The system
properties are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, ds = dm =
1 mm, htc = 5 · 107 W/m2K.
Apparently, for both variations, the ∆T -lines must tend to zero
temperature amplitude for higher frequencies. Hence, one cannot
distinguish between the different influence factors here. For these
ideal systems, one could determine the thermal conductivity of the
sample on top of the heater substrate structure through the constant
slope in the linear regime by the proposed formula of Eq.2.34 given in
Sec.2.3.1.
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Figure 66: Influence on the temperature amplitude for decreasing material thickness on
top. The system properties are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm,
MgO material on top, ds = 1 mm, htc = 5 · 107 W/m2K.
However, these ideal systems are rather difficult to manufacture. In
most experiments, the sample on top would probably also be in
thermal contact with the substrate material [cf. Fig.63(b)]. Since
the thermal conductivity of both materials is contained in the slope
of the ∆T -line, the maximum difference is given for a high contrast
in thermal conductivities. In Fig.65(a), the same poorly-conductive
substrate material is taken as sample material on top so that κm/κs = 1.
In this case, the obtained ∆T -lines are coincident for various contact
distances c. On the contrary, for a contrast of κm/κs ≈ 30, a slight
difference can be observed even though the actual material parameters
remain the same [cf. Fig.65(b)]. Consequently, a precise determination
of the thermal conductivity of the investigated material also requires
the distance information for these configurations.
The previous studies assume a bulk-like material on top. However,
decreasing the thickness of the material [cf. Fig.63(c)] results
in completely different ∆T -lines. The thickness influence of the
placed material on the ∆T -lines is shown in Fig.66. For decreasing
material thickness, the temperature amplitude increases significantly.
Furthermore, thin materials on top lead to a continuously changing
slope over the whole frequency regime.
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4.2.2 Thin layers





Figure 67: Considered system for the Finite Element simulations for a thin covering layer
on top. The dash line indicates contour shape variations of the layer at the outer
edge of the heater.
For bulk-like materials on top, the thermal conductivity is clearly
represented in the slope of the ∆T -line [cf. Sec.4.2.1]. For such a
system, a high contrast in thermal conductivities from the material
on top to the substrate would be ideal to determine the thermal
conductivity of the investigated material. However, in case of
thin layers, the present thermal mass of the placed material is
rather small in comparison to the substrate material. Applying a
thin poorly-conductive layer material on top of a highly-conductive
substrate material results in almost no change for the obtained ∆T -line.
This is due to the small present thermal mass and the relatively high
thermal resistance of the layer material in comparison to the substrate
material. Here, a tremendous amount of heat is conducted through
the substrate. Hence, the influence of the thin layer on the temperature
amplitude is rather small. To increase the absolute temperature
amplitude and thus slight changes in the ∆T -line due to the layer,
one must choose a poorly-conductive substrate material.
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In the following, the influence of the layer’s contour shape, the
sensitivity for moderately- and poorly-conductive layers and the
influence of anisotropic thermal conductivity of the layer is examined
on the temperature amplitude. First, the contour shape is considered.
To maximize an eventual influence, a thin layer is applied. Fig.68
shows the ∆T -lines for three different shape variations at the outer
edge of the heater [cf. Fig.67]. Apparently, the ∆T -lines are coincident
and thus, the contour shape can be neglected. Second, the sensitivity
for an moderately- (STO) and poorly-conductive (PCMO) layer on top
of the YSZ substrate is considered in Fig.69(a) and 69(b), respectively.
While a difference occurs for the STO layer, there is almost no difference
in the ∆T -lines for the PCMO layer, even though the layer thickness
is varied over a wide range. Third, an anisotropy variation [cf.
Fig.70] bares, that even tremendous variations of the cross-plane
thermal conductivity are absolutely not detectable. On the contrary, a
highly-conductive in-plane thermal conductivity could be determined
for both layer configurations. However, since thermoelectric materials
are expected to be poorly-conductive, these two cases are rather less
important for the anisotropy determination. According to the studies
for bulk-like materials, the question arises whether additional material
above the layer could emphasize the thermal conductivity of the
investigated layer. This issue is examined in the next section.
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Figure 68: Shape variation for a thin covering (a) STO and (b) PCMO layer on top of a
YSZ substrate. The system properties are: P/L = 5 W/m, Pt heater, a = 100 nm,









































Figure 69: Sensitivity for thin covering (a) STO and (b) PCMO layers on top of a YSZ
substrate. The system properties are: P/L = 5 W/m, Pt heater, a = 100 nm,
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Figure 70: Anisotropic thermal conductivity variation for a thin covering (a) STO and
(b) PCMO layer on top of a YSZ substrate. The system properties are: P/L =
5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, dlay = 1000 nm, ds = 1 mm, htc =
5 · 107 W/m2K.
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4.2.3 Application of heat sink
In this section, the application of a heat sink on top is examined.
Basically, the heat sink concept is to enhance the influence of the thin
layer on the temperature amplitude in different frequency regimes.
As shown in Fig.64(a), a highly-conductive bulk-like material above
the heater substrate platform decreases the temperature amplitude
significantly. Thus, a poorly-conductive layer material acts as a thermal
resistor between the substrate and the bulk-like material above.
Besides thermal properties, geometrical variations of the heat sink are
also essential for the general system behavior. In this work, three




















Figure 71: Considered systems with heat sink on top: (a) Full covering heat sink; (b)
narrow heat sink directly above the heater; (c) heat sink applied next to the heater.
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Figure 72: Height variation for a full covering heat sink. A thin covering (a) STO and (b)
PCMO layer is placed between the sink and the substrate. The system properties
are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, dlay = 400 nm, Cu heat
sink, ds = 1 mm, htc = 5 · 107 W/m2K.
The intention of different geometries is to increase the influence of
either the cross- or in-plane thermal conductivity on the temperature
amplitude in different frequency regimes. First, a full covering
heat sink is examined for the anisotropic thermal conductivity
determination. Here, a ‘full covering’ heat sink does not equal
the substrate width [Fig.13], because the voltage and current pads
must not be covered by the material on top of the heater structure.
In the following systems, a full covering heat sink has a width of
2bsin = 500 µm. Also the height of the heat sink is limited. Due to
fabrication steps and the general feasibility, thin copper (Cu) foils are
desired as heat sink material. Therefore, we limit the height of the heat
sink to dsin = 50 µm.
Apparently, applying a heat sink on top changes the system behavior
for an STO [cf. Fig.72(a)] and PCMO [cf. Fig.72(b)] layer significantly.
Since the heat sink is placed on top of the structure, a misalignment
in positioning could occur. The influence on the ∆T -line is shown in
Fig.73.
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dsin=2µm, shift of 150µm
Figure 73: Comparison of a 500 µm broad centrosymmetric aligned heat sink and heat
sink with a 150 µm side shift. The system properties are: P/L = 5 W/m, Pt heater,
a = 100 nm, 2b = 10 µm, PCMO layer, dlay = 400 nm, Cu heat sink, ds = 1 mm,
htc = 5 · 107 W/m2K.
In relation to the tremendous shift of 150 µm to the side, the observed
difference is rather small. In case a slight misalignment is detected
after positioning, higher measuring frequencies can counteract the
shift.
Obviously, the heat sink changes the ∆T -lines significantly. However,
since the aim is to determine the anisotropic thermal conductivity of
the layer, the question arises whether the sensitivity for the layer is
enhanced. Therefore, the anisotropic variation is shown in Fig.74.
Here, a full covering heat sink with a height of 2 µm is applied.
In comparison to a pure applied layer on top [cf. Fig.70], the influence
of a poor cross-plane thermal conductivity is especially enhanced
by this heat sink configuration. On the contrary, this system is
completely insensitive for in-plane variations. Consequently, this
heat sink configuration is exclusively suitable for poorly-conductive
cross-plane determinations.
If the heat sink width is decreased, the system behaviour changes
towards the behavior of thin films on top. However, the heat sink
material is still present in the observed ∆T -line.
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Figure 74: Full covering heat sink with anisotropic variation of the layer. A thin covering
(a) STO and (b) PCMO layer is placed between the sink and the substrate. The
system properties are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, dlay =
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Figure 75: Influence of (a) different heat sink width on top of a PCMO layer and (b)
anisotropic variation of the PCMO layer for a sink width of 2bsin = 10 µm. The
system properties are: P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, dlay =
400 nm, Cu heat sink, dsin = 2 µm, ds = 1 mm, htc = 5 · 107 W/m2K.
In Fig.75(a), the heat sink width is varied tremendously. The dashed
lines indicate two different impacts on the ∆T -line. First, a heat
sink width up to the heater width, decreases the ∆T -lines just in the
high frequency regime while the ∆T -lines are almost coincident in
the low frequency regime. Second, a heat sink width bigger than the
heater width also affects the ∆T -lines significantly in the low frequency
regime.
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Based on this behavior, it is examined in Fig.75(b), whether a narrow
heat sink can increase the influence of either the cross- or in-plane
thermal conductivity at different frequencies. In comparison to a
full covering heat sink [cf. Fig.74(b)], a relatively highly-conductive
in-plane heat spread is still detectable. However, a poorly-conductive
cross-plane thermal conductivity changes the ∆T -lines just in the high
frequency regime. Consequently, these configurations are rather
inconvenient to determine the anisotropic thermal conductivity.
The third conceivable heat sink configuration places the heat
sink material next to the heater on top of the layer [cf.
Fig.71(c)]. Apparently, this configuration should enhance especially
highly-conductive in-plane thermal conductivities. The general
system behavior is shown in Fig.76(a) and Fig.76(b) for a small and
big distance from heater to heat sink respectively. While a big distance
has no profound advantage in comparison to pure thin covering layers
on top, a short distance fans out the different anisotropic cases in
the low frequency regime. Here, a distance of 1 µm is realized.
However, the distance of c = 10 µm and the distance of c = 1 µm
result in profoundly distinct ∆T -lines. Thus, the anisotropic thermal
conductivity determination would depend essentially on the contact
distance along the heater’s length. But since these contact distances are
around 0.1% of the heater’s length, a slight misalignment could occur.
In this case, an identification of the anisotropic thermal conductivity
is rather impossible because the ∆T -lines for a contact distance of
c = 1 µm and c = 10 µm are already significantly different.
Furthermore, it has to be mentioned, that the thermal conductivity of
thin Cu materials is remarkably thickness dependent [cf. 109]. Also
the heat capacity changes with the thickness of the applied heat sink
[cf. 167]. However, both thickness dependencies are not considered
here.
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Figure 76: Influence of anisotropic variation for a (a) far placed heat sink with a distance
c = 10 µm and a (b) near placed heat sink with a distance c = 1 µm. The heat sink
width on each side of the heater is 500 µm − 2b − c. The system properties are:
P/L = 5 W/m, Pt heater, a = 100 nm, 2b = 10 µm, dlay = 400 nm, Cu heat sink,
dsin = 2 µm, ds = 1 mm, htc = 5 · 107 W/m2K.
4.2.4 Patterned multilayer structures
Theoretically, it is also possible to place nanopatterned materials on






Figure 77: Considered system for nanopatterns on top.
The sensitivity for various patterned PCMO and STO combinations on
top of a poorly- and highly-conductive substrate material is shown in
Fig.78. The resulting ∆T -lines are almost exclusively affected in the
high frequency regime.
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PCMO-STO stack, 10 · 100nm
STO-PCMO stack, 10 · 100nm
(d)
Figure 78: Sensitivity of patterned materials. Influence of placing (a) PCMO, (b) STO
material on top of a MgO substrate. Fig.(c) and Fig.(d) show patterned multilayer
stacks on a MgO and YSZ substrate respectively. Here, the width of the material
equals the heater’s width. The system properties are: P/L = 5 W/m, Pt heater,
a = 100 nm, 2b = 10 µm, ds = 1 mm, htc = 5 · 107 W/m2K.
For significant changes, enormous stack heights would be required
for poorly-conductive thermoelectic materials. Moreover, these ideal
systems are rather difficult to manufacture. However, if these
structures could be manufactured, relatively high power per length
would be required in combination with measurements up to 1 MHz,
in order to obtain temperature amplitude variations bigger than the
error in the experimental measurement.
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4.3 Membrane structures
Every previously investigated geometric structure contained a
bulk-like substrate geometry. While most of these geometry
configurations are suitable to determine the cross-plane thermal
conductivity, not every configuration is adequate to determine the
in-plane thermal conductivity. Moreover, every configuration is almost
insensitive for poorly-conductive in-plane thermal conductivities.
However, since we focus especially on poorly-conductive materials,
a general configuration is required to also determine the
poorly-conductive in-plane case. Therefore, membrane structures are
investigated in this section.
First, two-dimensional membrane systems are considered to develop
an understanding of how temperature amplitude lines differ from
bulk-like substrates. Here, only thermal simulations are examined.
In the beginning, every outer boundary is considered to be adiabatic
expect the boundary to the substrate mount. This boundary takes
into account a htc. However, since the temperature amplitudes are
expected to be significantly higher than for bulk-like substrates with
the same applied power per length, radiation losses are also studied.
Therefore, we apply the radiation boundary condition of Eq.4.6 at the
outer boundaries of the membrane.
Second, three-dimensional membrane systems are examined. Here, we
consider every boundary, except the substrate mount to be adiabatic.
The substrate mount involves a htc. Moreover, we also consider the
mechanical field of Sec.3.1.3, to examine occurring displacements,
deflections, and stresses. The thermal and mechanical boundary
conditions are given in Sec.3.
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4.3.1 Two-dimensional models
Membrane systems with a great length to width ratio are considered
as two-dimensional models. For these membrane systems, the
in-plane heat spread refers clearly to the perpendicular direction of
the symmetry line in Fig.79. The system behavior for different applied
power per length is shown in Fig.80 for a membrane system without
the application of an additional layer material. The system sketch for





Figure 79: Membrane configuration without the application of an additional layer
material.
Since less material is present below the heater, less power per length
can be applied to obtain relatively high temperature amplitudes.
Furthermore, the inset contains the observed difference between a
system taking into account radiation and a system without radiation.
Here, the worst case is studied, so that the emissivity is e = 1 and
a power per length of P/L = 0.1 W/m is applied. Comparing the
temperature amplitude with the difference, an error of less than 1%
occurs. Like in Sec.4.1.1.7, this result proves again that radiation errors
are negligible for a 3ω-measurement.
In the following, the previous membrane system is considered to point
out the mean average temperatures of the heater for a power per length
of P/L = 0.01 W/m. Independent of the frequency, the heater’s mean
average temperature is always around 5 K.
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Figure 80: Comparison of different applied power per length P/L. The inset contains
the difference for a case with radiation at all outermost boundaries ∆T ra and
without radiation ∆T for a P/L = 0.1 W/m. The system properties are: Pt heater,
a = 100 nm, 2b = 10 µm, silicon nitride (SIN) membrane, 2bmem = 100 µm,
dmem = 100 nm, silicon (Si) substrate, ds = 0.5 mm, htc = 5 · 107 W/m2K.
However, the maximum mean temperature is approximately 10 K for
a frequency of fc = 10 Hz and approximately 5 K for a frequency of
fc = 1 MHz.
To investigate thin layer materials, three distinct configurations exist in
general [cf. Fig.81]. The investigated material is either placed between
the heater and the membrane, placed on top of the heater membrane
system, or placed below the membrane.
The general system behavior for different membrane widths is shown
in Fig.82. According to Fig.81, three different layer applications
are shown in comparison to a pure membrane system. Basically, a
broad membrane implies a higher temperature amplitude. Thus we
conclude, that small variations in the anisotropy change the ∆T signal
more significantly because the absolute values of ∆T are bigger
than for small membranes. In general, this does not depend on the
different layer application. Almost no difference occurs between the
different systems. In Fig.82, a poorly-conductive layer is applied. The
ratio between the thermal conductivity of the layer material to the
membrane material is κlay/κmem ≈ 0.66.
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Figure 81: (a) Investigated layer between heater and membrane; (b) layer placed on
top of heater membrane structure; (c) layer placed below the heater membrane
structure.
A highly-conductive layer material with a bigger κlay/κmem ratio
increases the difference between the various layer applications slightly.
After examining the general system behavior, different membrane
thicknesses are studied for the sensitivity to anisotropic thermal
conduction. Since the membrane is only used for the purpose of
investigating the layer material, its desired thickness has to be as thin
as possible. Furthermore, a non-conductive membrane would be ideal
to isolate the thermal properties of the layer material. Because in this
case, the temperature amplitude would only depend on the thermal
properties of the layer to be investigated. However, the membrane
must obviously exhibit thermal properties and a thickness.
The sensitivity for a poorly- and moderately-conductive layer material
is examined in Fig.83. First, a comparison of Fig.83(a)83(c)83(e)
and Fig.83(b)83(d)83(f) bares, that a thinner membrane increases the
temperature amplitude in general for both investigated materials.
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Figure 82: System behavior for two-dimensional membrane systems. (a) Pure membrane
on substrate system, (b) layer between the heater and the membrane, (c) layer
placed on top of heater and membrane and (d) layer placed below the membrane.
The system properties are: P/L = 0.01 W/m, Pt heater, a = 100 nm, 2b = 10 µm,
PCMO layer, dlay = 400 nm, SIN membrane, dmem = 100 nm, Si substrate, ds =
0.5 mm, htc = 5 · 107 W/m2K.
Second, these membrane systems are almost exclusively sensitive
to anisotropic in-plane thermal conductivity variations. Cross-plane
variations do not affect the temperature amplitudes. Moreover,
differences in ∆T occur only in the low frequency regime.
Consequently, the dimensions of the membrane limit essentially the
sensitivity for the in-plane conduction. However, we conclude that
membrane configurations which are fabricated via micro electro
mechanical systems (MEMS), with a bigger membrane width than
2b ≥ 100 µm and a thickness less than dmem ≤ 100 nm are suitable
to determine the in-plane thermal conductivity for both materials
PCMO and STO.
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Figure 83: Influence of membrane thickness for anisotropic layer material. Sensitivity
for an anisotropic PCMO layer material with a membrane thickness of (a) 200 nm,
(c) 100 nm and (e) 30 nm. Sensitivity for an anisotropic STO layer material for
a membrane thickness of (b) 200 nm, (d) 100 nm and (f) 30 nm. The system
properties are: P/L = 0.01 W/m, Pt heater, a = 100 nm, 2b = 10 µm, PCMO
layer, dlay = 400 nm, SIN membrane, 2bmem = 100 µm, Si substrate, ds = 0.5 mm,
htc = 5 · 107 W/m2K.
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4.3.2 Three-dimensional 6-pad heater structure
In the previous section, it is shown, that two-dimensional membrane
structures are suitable to determine the in-plane thermal conductivity.
However, these models ignore the heat conduction along the heater’s
length dimension. But towards the end of the heater’s length, thus
behind the membrane area, a bulk-like substrate is present. Here,
we apply a Si substrate. Si is regarded as a highly-conductive
substrate material. As shown in Sec.4.1.2.1, highly-conductive
substrates are especially appropriate to determine the cross-plane
thermal conductivity. Thus the question arises, whether a heater
structure could combine these properties. Hence it is examined in this
section, whether a three-dimensional designed geometric structure has
the potential to determine the cross- and in-plane thermal conductivity
with one geometry configuration. Moreover, we propose in this work
a special heater configuration with six contact pads. The investigated
layer material is placed between the heater and the membrane [cf.
Fig.81(a)]. The general system sketch is shown in Fig.84.38
We call this configuration a 6-pad heater structure. The idea of the
6-pad structure is to have two different measuring configurations.
The first configuration is the so-called short heater configuration [cf.
Fig.84(b)]. The current is applied through the middle pads (shaded in
red) and the voltage is measured at the inner pads (shaded in green).
We think that in this configuration, the voltage signal and thus the
temperature amplitude is dominated by the influence of the in-plane
thermal conductivity. The second configuration is the so-called long
heater configuration [cf. Fig.84(c)].
38A technical drawing of the 6-pad structure is given in App.C.
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(a)
(b) (c)
Figure 84: (a) General system sketch for a 6-pad heater structure; (b) short heater
configuration; (c) long heater configuration. The applied heating is marked in
red, the green color indicates the voltage tapping.
Here, the current is applied through the outer pads and the voltage is
measured at the middle pads. In this configuration, the voltage signal
and thus the temperature amplitude should also contain significantly
the influence of the cross-plane thermal conductivity. However, in
both configurations, only four pads are used for each measurement. A
main advantage of such a configuration would be the determination
of the cross- and in-plane thermal conductivity for one fabricated
sample and thus for persisting layer properties. The general system
behavior for the 6-pad structure is shown in Fig.85.
First, the STO layer material is considered. In general, both heater
configurations [cf. Fig.85(a) and Fig.85(b)] exhibit a similar system
behavior in comparison to the two-dimensional model of membrane
systems. It turns out that, the sensitivity for in-plane conduction is
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Figure 85: System behavior for a three-dimensional membrane system. Short heater
configuration for a (a) STO and (c) PCMO layer. Long heater configuration for
a (b) STO and (d) PCMO layer. The system properties are: P/L = 0.05 W/m,
Pt heater, a = 100 nm, 2b = 10 µm, PCMO layer, dlay = 500 nm, SIN membrane,
dmem = 100 nm, 2bmem = 250 µm, Si substrate, ds = 0.5 mm, htc = 5 · 107 W/m2K.
higher for the short heater configuration, than for the long heater
configuration. Moreover, a comparison of the long and short heater
configuration exhibits, that the temperature amplitude in the long
heater configuration is smaller than in the short heater configuration.
This is because more thermal mass is present below the long heater.
Second, the PCMO layer material is considered. Also here, the
∆T -lines for a short heater configuration are similar to the ∆T -lines
of the two-dimensional model of membrane systems.
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Figure 86: System behavior for a three-dimensional membrane system. The resulting
temperature amplitudes are shown in (a) for the short heater configuration and in
(b) for the long heater configuration. The system properties are: P/L = 0.05 W/m,
Pt heater, a = 100 nm, 2b = 10 µm, PCMO layer, cplay = 48 J/kgK, dlay = 500 nm,
SIN membrane, κmem = 30.1 W/mK, dmem = 100 nm, 2bmem = 250 µm, Si
substrate, ds = 0.5 mm, htc = 5 · 107 W/m2K.
However, for both materials the long heater configuration is not
suitable to determine also the cross-plane thermal conductivity.
Consequently, the proposed 6-pad heater structure can be applied to
determine the in-plane thermal conductivity for both materials STO
and PCMO. But, it is not possible to determine the in- and cross-plane
thermal conductivity of the STO and PCMO layer simultaneously.
However, in this work, we use a poorly-conductive SIN membrane.
But in literature, also moderatley-conductive SIN membranes are
reported with a thermal conductivity ofκmem = 30.1 W/mK [46]. Based
on such an SIN membrane material, we investigate further, if it would
be possible to determine the cross- and in-plane thermal conductivity
with the 6-pad structure. Moreover, for this investigation, we apply a
PCMO like layer material where the heat capacity is decreased by
a factor of ten so that cp = 48 J/kgK. The resulting temperature
amplitudes are shown in Fig.86. While the system behavior for the
short heater configuration is similar to Fig.85(c), the system behavior
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(a)
(b) (c)
Figure 87: (a) Illustration of the coordinate system, (b) the horizontal cut and (c) the cut
along the heater. The point of origin (0,0,0) is defined between the heater and the
layer material.
for the long heater configuration exhibits a distinctly different ∆T -line
for the extremely poorly-conductive cross-plane case [cf. Fig.86(b)].
Here, the ∆T -line shifts up over the whole frequency regime.
Thus essentially, the cross- and in-plane thermal conductivity of such
an extremely poorly-conductive layer material could be determined
by the proposed 6-pad heater structure with a moderately-conductive
SIN membrane.39 Here, the same power per length is applied than for
the poorly-conductive membrane so that Fig.86 is comparable to Fig.85.
However, since the membrane’s thermal conductivity is higher here,
the temperature amplitudes in Fig.86 are rather small. By applying
a power per length around P/L = 0.1 W/m, temperature amplitudes
up to one Kelvin can be achieved, but essentially, the system behavior
remains the same.
39If the heat capacity of the layer is cp = 480 J/kgK, the blue ∆T -line in Fig.86 would
decrease slightly in the high frequency regime, but the ∆T -line still differs significantly
from the other anisotropic cases.
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Figure 88: Temperature distribution along a (a),(b) horizontal and (c),(d) length cut.
The cutting lines are located in the center of the layer. The system properties
are: P/L = 0.05 W/m, Pt heater, 2b = 10 µm, a = 100 nm, dlay = 500 nm, STO
layer material, 2bmem = 250 µm, SIN membrane, Si substrate, ds = 0.5 mm and
htc = 5 · 107 W/m2K.
In the following, the spatial temperature distribution is examined for
the STO layer material to understand the system behavior. According
to Sec.4.1.1.4, five different time points are considered. In contrast to
two-dimensional model systems, one cut is regarded from the center
point of the heater towards the perpendicular side of the membrane.
The other cut is along the heater towards the support of the substrate.
Both cuts are situated in the center of the layer material. Fig.87
illustrates these two cuts. The temperature distribution is shown in
Fig.88 for these two cuts.
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Here, Fig.88(a) and 88(c) show clearly decreasing temperature trends
for each time point without an overlap. On the contrary, the
temperature lines in Fig.88(b) and 88(d) cross each other at a certain
spatial length. For these systems, the spatial temperature distribution
does not decrease as fast as for bulk-like materials. The reason is that,
less material is present below the heat source.
The cut along the heater’s length dimension exhibits a completely
different temperature distribution. Independent from the frequency,
the spatial temperature amplitude decreases significantly towards the
substrate support. This behavior indicates a high sensitivity for the
in-plane thermal conduction and a relatively low sensitivity for the
cross-plane conduction above the substrate support. This is because,
the temperature amplitudes are in general tremendously smaller than
in the area of the membrane. The overall temperature distribution
is shown in Fig.93 for the short heater configuration. Since a MEMS
applies a membrane with a big width to thickness ratio, the deflection
and occurring stresses within a measurement are investigated in the
following. According to results, the maximum deflection occurs at the
center of the membrane. Therefore, we observe the displacement of
a single point located between the heater and the membrane. Fig.89
illustrates the considered point for a short heater configuration.
Figure 89: Illustration of the considered point of deflection at (0,0,0) for the short heater
configuration.
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Figure 90: Deflection of the center point for a three-dimensional membrane system
with the short heater configuration. Deflection for a STO and PCMO layer at
(a)(c) 10 Hz and (b)(d) 1 MHz respectively. The system properties are: P/L =
0.05 W/m, Pt heater, a = 100 nm, 2b = 10 µm, dlay = 500 nm, SIN membrane,
dmem = 100 nm, 2bmem = 250 µm, Si substrate, ds = 0.5 mm, htc = 5 · 107 W/m2K.
The deflections of the center point are shown in Fig.90. The deflection
necessarily follows the temperature behavior in general for both
investigated materials. While the deflection returns almost to zero
for a frequency of fc = 10 Hz, the displacement remains at a higher
deflection for a frequency of fc = 1 MHz. However, for both
investigated materials, the deflections of the center point are certainly
less than 10 nm. Moreover, the maximum displacements of the other
spatial dimensions are even smaller [cf. Fig.93].
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Considering the mechanical field also allows to examine occurring
stresses besides displacement observations. The occurring stresses are
calculated by [8, p. 54]









β(T − T0) , (4.13)
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β(T − T0) , (4.15)
and the shear stresses are
τxy = G · (uxy + uyx ) , (4.16)
τxz = G · (uxz + uzx ) , (4.17)
τyz = G · (uyz + uzy ) . (4.18)
In this work, the stresses are discussed without the evaluation of a
stress hypothesis. In the following, three different cuts are considered.
Fig.91 illustrates these three cuts. Every cut originates in the center at





















Figure 91: Illustration of the different cuts for the stress evaluation. The horizontal cuts
are shown in blue color in the middle of the layer and the membrane. The vertical
cut through the heater, the layer and the membrane is shown in yellow color.
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Figure 92: Occurring stress for a cut (a) horizontal from the center point in the middle of
the layer and in the middle of the membrane towards the membrane’s side and
(b) a vertical cut over the height at the center point. The system properties are:
P/L = 0.05 W/m, Pt heater, a = 100 nm, 2b = 10 µm, STO layer, dlay = 500 nm,
SIN membrane, dmem = 100 µm, 2bmem = 250 µm, Si substrate, ds = 0.5 mm,
htc = 5 · 107 W/m2K.
While Fig.92(a) shows the occurring spatial stresses along a horizontal
cut line in the middle of the layer and the middle of the membrane,
Fig.92(b) shows the occurring spatial stresses over the thickness of
the heater layer and membrane package. First, the horizontal cut
is considered. The first inset of Fig.92(a) shows the stresses in the
middle of the layer. All stresses are almost zero, except the stresses
σx and σz. The layer is under pressure until the substrate mount. On
the contrary, the second inset of Fig.92(a) shows that the membrane
is under tension for approximately a quarter of the total membrane
width. All magnitudes decrease significantly towards the substrate
support. Second, the vertical cut is regarded. Fig.92(b) shows the
stresses along this cut. All stresses are almost zero, except the stresses
σx and σz. Here, these two stresses differ slightly from each material
to the neighboring material. While the heater and the layer are under
pressure, the membrane exhibits almost no stress. However, in general
all occurring stress magnitudes are extremely small and we don’t
expect any material to fail with this small applied power per length.
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Figure 93: The maximum temperature distribution for the short heater configuration on
top of an STO layer is shown in Fig.(a). A different scaling is shown in Fig.(c)
and (e) for this temperature distribution. Fig.(b),(d) and (f) show the maximum
spatial displacements for the x-, z- and y-direction respectively. The system
properties are: P/L = 0.05 W/m, Pt heater, a = 100 nm, 2b = 10 µm, STO layer,
dlay = 500 nm, SIN membrane, dmem = 100 nm, 2bmem = 250 µm, Si substrate,
ds = 0.5 mm, htc = 5 · 107 W/m2K.
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4.4 Pillar and pad structure
Contrary to a 3ω-measurement, the pillar and pad experiments apply
the PCMO material itself as a heating material. The three-dimensional
structure, the system definitions and the pillar’s and pad’s dimensions
are shown in Fig.94.
(a) (b)
(c) (d)
Figure 94: Scanning electron microscopy (SEM) images of the (a) three-dimensional pillar
structure and (b) the PCMO pad structure with an electrically insulating PMMA
layer. The SEM images were taken by our project partners at the University of
Göttingen. The corresponding system definitions and dimensions are given in (c)
for the pillar and in (d) for the pad structure.
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In the beginning, the PCMO pillar is considered [cf. Fig.94(c)]. Here,
we distinguish between two different configurations. First, a pillar
where only a small Pt electrode is placed on top of the PCMO material.
Second, a pillar where a tungsten (W) needle (Kleindiek) is in thermal
contact with the Pt top electrode.40
Afterwards, the PCMO pad device is considered [cf. Fig.94(d)].
Here, a PCMO layer is placed between a Pt top and bottom
electrode. This sandwiched structure encloses an electrically insulating
Polymethyl Methacrylate (PMMA) layer (C5H8O2) to realize a pillar
like PCMO structure.41 Although, the Pt materials above and below
the PCMO material exist to induce the current, both the pillar and
pad investigations, apply Joule heating only in the area of the
PCMO material, because the electric resistivity of Pt is negligible in
comparison to PCMO.
In contrast to the previous investigations for 3ω-measurements, the
pillars exhibit a rotation symmetry which we use for the simulations
to reduce computing time. The respective governing equations are
given in Sec.3.1.1. Here, the power input is not regarded as a power
per length and not applied with an angular frequency. According to
Sec.3.1.1, the heat source term of Eq.3.16 writes now to
p = %0(T) · j(t)2 . (4.19)
Here, %0(T) is the temperature dependent specific electric resistivity
and j(t) is the current density. Details about the application of the time
dependent current density are given in Sec.3.2.
40Find App.B for further information about W.
41Find App.B for further information about PMMA.
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Figure 95: (a)(b) Experimentally measured data points of the electric resistance and
corresponding fit function for the PCMO pillar of Fig.94(a) with a radius of rp =
3 µm and a height of dPCMO = 300 nm.





Here, Ap = π · r2p is the circular surface area of the pillar with the
radius rp and R(T) is the electric resistance behavior, which was
experimentally measured. Moreover, the electric resistance behavior
is strongly non-linear with temperature. The temperature dependent
resistivity is shown in Fig.95. Experimental data points are just existent
until 300 K.
However, since current densities are applied up to j = 1 · 1010 A/m2, we
expect a tremendous temperature increase. In this work, a fit function
is used. Thus, the known experimental data is represented and the
electric resistance behavior is further extrapolated. The fit function
decreases strictly monotonically up to several thousand Kelvin, but
always remains positive. The fit function writes to
R(T) = 77.86/
√
T · e1272.26/T [Ω] . (4.21)
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Although we do not know the melting point of PCMO, we know
that it must be over 1300 K since its thermoelectric properties are
characterized up to this temperature [cf. 43]. According to Sec.3.1.1,
we assume that no heat flows through the axis of symmetry Γ1 and
the outer boundaries Γ2 and Γ3. In contrast to the 3ω-simulations, the
substrate mount is considered isothermal so that
Γ4 : T = T0 . (4.22)
In the following, three different initial and ambient temperatures are
studied
Ω : Tinit = T0 = 300, 230, 160 K . (4.23)
Since the heat capacity of PCMO changes especially for low
temperatures [cf. 102], a linear function is used in this section for the
heat capacity of PCMO. This funtion writes to
cp =
0 ≤ T ≤ 230 : 2.087 ·T [J/kgK]230 < T < ∞ : 480 [J/kgK] . (4.24)
The resulting time dependent temperature behavior for the pillar
without the Kleindiek contact is shown in Fig.96. Here the temperature
represents the mean temperature in the PCMO material, determined
by Eq.3.17.
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Figure 96: The pillar’s time dependent mean temperature behavior for an initial
temperature of 300 K for (a) durp = 1 s and (b) durp = 1 µs and for an initial
temperature of 160 K for (c) durp = 1 s and (d) durp = 1 µs.
Fig.96 is discussed in the following. First, independent of the initial
temperature and pulse length, a current density of j = 1 · 1010 A/m2
results in the maximum temperature increase. Second, already
current densities which are applied for 1 µs result in remarkably high
temperatures in comparison to current densities which are applied for
1 s. Thus, the major part of heating takes place in the first micro second.
Third, for every initial temperature and simulated current density, the
temperature returns back to initial condition within the pulse repetition
rate fp, although temperatures up to 1200 K occur. This fact is shown
in Fig.97 for a reference current density of j = 1 · 1010 A/m2.
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(d)
Figure 97: The pillar’s time dependent mean temperature behavior for an initial
temperature of 300 K for (a) durp = 1 µs and (b) durp = 1 s and for an initial
temperature of 160 K for (c) durp = 1 µs and (d) durp = 1 s.
In the following we consider only this reference current density. For
an initial temperature of Tinit = 300 K, both pulse lengths indicate
a strictly monotonic increasing temperature behavior until the pulse
ends [Fig.97(a) and 97(b)]. Switching off the current results in a
strictly monotonic decreasing temperature behavior. In fact, the major
temperature development occurs within the first 100 − 500 ns.
In principal, the pillar’s mean temperature increases in the same
way for an initial temperature of Tinit = 160 K [Fig.97(c) and 97(d)].
However, although the initial electric resistance is tremendously
higher for an initial temperature of Tinit = 160 K in comparison to
an initial temperature of Tinit = 300 K, the resulting maximum mean
temperatures are similar.
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vertical cut
horizontal cut = hc1
hc2
hc3
Figure 98: Definition of a vertical cut (yellow) and three horizontal cuts (blue) within the
pillar configuration.
To understand the different temperature developments, vertical and
horizontal cuts through the pillars are taken into consideration in the
following. The cuts are defined in Fig.98. First, the pillar without
the Kleindiek contact is considered and the horizontal cut hc1 and the
vertical cut are examined. Subsequently, the pad device is examined
with two additional horizontal cuts, hc2 and hc3.
Fig.99 shows the temperature profiles for an initial temperature
of Tinit = 300 K at several time steps within the heating pulse.
Since basically, both pulse durations exhibit the same temperature
development along the vertical cut and the horizontal cut hc1 for the
first 1 µs, we consider only a pulse duration of 1 s in the following.
However, higher temperatures occur for a pulse duration of 1 s.
The time intervals for a vertical cut indicate a rapid temperature
increase in the center of the PCMO layer [cf. Fig.99(a)]. Since it requires
some time for heat to diffuse into the top Pt electrode, a time lag of
the respective local maximum temperature is visible. Despite this lag,
the temperature in the top electrode adapts to the temperature of the
PCMO layer before the pulse is completed. In case of the free standing
pillar, the maximum temperature occurs at the top of the PCMO layer.
The temperature below the PCMO layer increases significantly slower
since heat is conducted into the substrate.
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Figure 99: Temperature profiles for the pillar of Fig.94(c) without the Kleindiek contact
and an initial temperature of Tinit = 300 K and a pulse duration of durp = 1 s.
The vertical cut of 98 is shown in (a) and the horizontal cut hc1 is shown in
(b). The temperature profiles are simulated for the reference current density of
j = 1 · 1010 A/m2.
Figure 100: Indicated area below the temperature profile to illustrate the average
temperature along the vertical cut for comparison to the determined integral
temperature in the PCMO layer.
Moreover, the horizontal cut indicates that the maximum temperature
is always at the axis of symmetry and decreases towards the outer
side of the pillar [cf. Fig.99(b)]. Due to this fact, the determined
mean temperature of the PCMO layer can be correlated to the average
temperature along the vertical cut because the temperature gradient
is almost zero, so that ∂T/∂r ≈ 0. This circumstance is illustrated in
Fig.100. Regarding this circumstance, several time points in Fig.99(a)
illustrate the strictly monotonic temperature increase of Fig.97(a) and
97(b). Thus, the mean PCMO temperature must increase until the
pulse is completed because every increased time step results in higher
temperatures.
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Figure 101: Temperature profiles for a free standing pillar with an initial temperature
of Tinit = 160 K, a current density of j = 1 · 1010 A/m2 and a pulse duration of
durp = 1 s. The vertical cut of 98 is shown in (a) and the horizontal cut hc1 is
shown in (b).
In contrast, an initial temperature of Tinit = 160 K results in a different
temperature profile [cf. Fig.101]. The temperature profiles exhibit a
higher temperature increase in the center of the pillar within the first
hundred nanoseconds [cf. Fig.101(a)].
To understand this behavior, the resistance dependent total power
dissipation is shown in Fig.102 for the reference current density
of j = 1 · 1010 A/m2. With respect to this behavior, the temporal
temperature development can be explained. First, the initial
electric resistance produces extremely high liberated power, even
though the high temperature amplitude reduces the electric resistance
almost simultaneously within the first nanoseconds. However, since
PCMO has poor thermal conductivity, a tremendous amount of heat
remains in the pillar within this short time period. Thus here, a
maximum temperature gradient exists from the center of the PCMO
material towards the top and bottom electrode until heat conduction
towards these electrodes achieves significant influence. This temporal
maximum gradient is especially pronounced at t = 0, 0030015005 s in
Fig.101(a).
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Figure 102: Resistance dependent total power dissipation within a 1 s pulse in a free
standing pillar at Tinit = 160 K.
From this time point, the temperature increases especially in the
top electrode while the temperature in the bottom electrode remains
always lower. Hence, the temperature gradient from the center
of the pillar towards the top decreases and finally turns around.
Concurrently, tremendously less power is liberated since the electric
resistance decreased significantly [cf. Fig.102]. However, there is still
enough power released, to increase the temperature further. Especially
towards the end of the 1 s pulse, a significant average temperature
increase of the Pt bottom electrode and the substrate is observable.
Comparing the time point t = 1.0 s to the time point t = 0.0030025 s
in Fig.101 exhibits this fact. Based on this fact, a bigger temperature
gradient exists between the top and bottom electrode after 1 µs in
comparison to 1 s. Consequently, the mean PCMO temperature must
be smaller after 1 µs than after 1 s.
Subsequently, the pad device with the electrically insulating PMMA
layer is studied [cf. Fig.94(d)]. Here, just a pulse duration of durp = 1 s
and an initial temperature of T = 160 K is considered. Apparently,
a direct comparison of Fig.101(a) and Fig.103(a) exhibits a similar
system behavior of a free standing pillar and the PCMO pad device.
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Figure 103: Temperature profiles for a PCMO layer with insulating PMMA material for
an initial temperature of Tinit = 160 K, a pulse duration of durp = 1 s and a current
density of j = 1 · 1010 A/m2. The vertical cut of 98 is shown in (a), the horizontal
cuts hc1, hc2 and hc3 are shown in (b), (c) and (d) respectively.
However, the free standing pillar exhibits an approximately 100 K
higher maximum temperature in comparison to the PCMO pad device.
This circumstance is originated in the bigger spatial dimension of the
covering Pt electrode and the adjacent PMMA material. Because here,
induced heat spreads through the highly-conductive Pt electrode and
additional thermal mass (ρ · cp) of the Pt electrode and the PMMA
material has to be saturated. To illustrate these circumstances, the
temperature profiles are given for the three different cuts hc1, hc2 and
hc3 of Fig.98 in Fig.103(b), 103(c) and 103(d) respectively.
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The horizontal cut hc1 shows, that for every time point, almost no
temperature gradient exists from the axis of symmetry towards the
side. On the contrary, the horizontal cut hc2 exhibits a significant
temperature decrease from the actively heated PCMO material to the
non actively heated PCMO material. Moreover, horizontal cut hc3
shows, that already after 1 µs of heating, a significant temperature
gradient exists within the Pt top electrode. Thus, every horizontal
cut illustrates that heat is spread to the side. Consequently, the
mean temperature in the PCMO layer is less than for the free
standing pillar and hence, the electric resistance must be slightly
higher for the PCMO pad device in comparison to the free standing
pillar. A corresponding temperature visualization of Fig.103 is given
in Fig.104. This visualization helps to understand the previously
mentioned temperature developments and completes the picture of
heat spread.
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Figure 104: Temperature visualization for the PCMO pad device with insulating PMMA
material [cf. Fig.94(b)]. The conditions are: Initial temperature of Tinit = 160 K,
a pulse duration of durp = 1 s and a current density of j = 1 · 1010 A/m2. Shown
are the respective time steps of Fig.103.
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Figure 105: Temperature dependent resistance behavior for the free standing PCMO
pillar without the Kleindiek contact [cf. Fig.94(c)]. The ambient temperatures
are (a) 300 K, (b) 230 K and (c) 160 K. The insets contain the relative temperature
increase ∆T within the heating pulse.
As result, the respective resistance behavior is shown in Fig.105 for the
free standing PCMO pillar without the Kleindiek contact [cf. Fig.94(c)]
as example. The electric resistance of the pillar is calculated by Eq.4.21
with the maximum occurring mean temperature, which we find at the
end of the induced electric pulse [cf. Fig.97].
First, the initial temperature of Tinit = 300 K is considered. The
electric resistance remains almost the same until a current density
of j = 1 · 108 A/m2 is applied. From then on, the electric resistance
decreases extremely with increasing current density. Essentially,
the decrease in electric resistance occurs when the temperature also
increases significantly.
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The respective temperature amplitudes are indicated in the insets of
Fig.105. This tendency appears for both, a 1 µs and 1 s induced current
pulse. However, in general, the resistance always stays slightly higher
for a 1 µs than for a 1 s pulse. This implies in turn, that the major
heating takes place within 1 µs. Second, the initial temperature
of Tinit = 230 K is considered. Similar to an initial temperature of
Tinit = 300 K, the electric resistance remains almost the same for
small current densities. However, the decrease in electric resistance
already occurs for smaller current densities in comparison to the
initial temperature of Tinit = 300 K. Third, the initial temperature
of Tinit = 160 K is considered. Here, the electric resistance already
decreases for small current densities in comparison to the previous
initial temperatures. As result, the electric resistance decreases
tremendously for every initial temperature at high current densities.
A numerical comparison of the different temperature dependent
electric resistivity values is given in Tab.4 for the different pillar
configurations and the pad device [cf. Fig.94]. In general, the pillar
configurations and the pad device exhibit the same temperature
dependent resistivity behavior with increasing current densities.
However, evidently the pad device always results for increasing
current densities in the highest remaining electric resistance
afterwards the respective pulses were applied.
As an overall result, the previous given simulations prove that
extremely high temperatures occur for high current densities.
Consequently, is seems plausible that such high temperatures could
initiate oxide migration and hence assist the switching mechanism
thermally.
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5 Methodology to determine the isotropic
and anisotropic thermal conductivity
The analysis of the previously investigated geometry structures
exhibits to some extent completely different ∆T -line behaviors in
comparison to classic 3ω-method configurations. Thus, the offset
model and slope methods are no longer applicable to determine the
thermal conductivity since they are based on analytic descriptions
which are no longer valid for these systems. Hence, a new method is
required, which can be applied on various geometries, frequencies and
material combinations. In this work, a new methodology is presented
which combines the advantages of different structures and frequencies
to determine the isotropic and anisotropic thermal conductivity.
5.1 General methodology
This methodology involves experiments and numerical analysis for
the investigated materials. The general procedure is shown in Fig.106.
After the sample is fabricated, a 3ω-measurement is performed for the
investigated material first. Second, the presented Finite Element Model
is used to simulate the exact given geometry configuration. The Finite
Element simulations obtain the temperature amplitude ∆T as output.
Third, the Neural Network is established. The Neural Network has to
be trained in the range of the expected thermal conductivity. Moreover,
the more dependencies are known, the better is the solution of the
Neural Network in the end. In this work, the calculated ∆T for a given
thermal conductivity is used to train a Neural Network. Essentially, the
Network is trained in the opposite direction which means the Network
learns the dependencies for given ∆T ’s to κ.
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Figure 106: Illustration of the general procedure to determine thermal conductivities.
The ‘Sample Preparation’ and ‘Measurement’ pictures are taken from the
measurement setup, established by our project partners.
Since the Network can interpolate, it is able to solve the Inverse
Problem. However, as shown in previous sections, anisotropic thermal
conductivity variations can result for some geometry configurations
in different characteristics in the ∆T -lines. An example for this
behavior is given in Fig.86(b) for the long heater configuration of
the 6-pad heater structure. Comparing in this plot the black and
blue ∆T -lines exhibits, that the black line is above the blue line
for low frequencies but turns around for high frequencies. If we
assume that only one anisotropic thermal conductivity combination
can exist for a clear defined ∆T -line, this configuration of the 6-pad
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heater structure can be used to determine the anisotropic thermal
conductivity within one step (κx, κy). Therefore, this work applies
a new approach by using the information of different ∆T -lines in
general over a defined frequency regime instead of either the slope
or the axis intercept. However, some configurations are not suitable
to determine the cross- and in-plane thermal conductivity within one
step. In this case, still two measurements and two Neural Networks
are needed to identify the cross- and in-plane thermal conductivity
separately because the respective sensitivity is too small. The last
step combines the temperature amplitude, measured in experiments
with the established Neural Networks to identify the correspondent
thermal conductivities. By this procedure, we do not need to
employ any restricting assumptions that may be needed to derive
analytic solutions. Consequently, we can investigate many system
configurations.
5.2 Neural Network and Inverse Problem
A Neural Network constitutes a mathematical instrument to represent
and approximate arbitrary dependencies where no explicit analytical
expressions are available [cf. 73, 140]. Its definition is originated
in natural nervous systems and brains of humans and animals.
Information of nervous systems are processed by a big number of
simple and parallel working units [96]. These units are so-called
Neurons. Whether information is exchanged or not, depends on
activation signals.
Just as a human brain must learn dependencies in general, a Neural
Network must be trained on a certain data basis before an outcome
can be predicted.
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The amount of data, the formatting and eventual incorporated
mathematical background limits the ‘knowledge and accuracy’ of the
Neural Network. Subsequent to the training process, the Neural
Network is able to predict the previously unknown value as outcome.
The Neural Networks which we apply in this work are developed
by S. Scherrer-Rudiy [140] and especially N. Huber [73]. Just as
this work focuses on thermal conductivities of thin layer materials,
the fundamental work of N. Huber was used to identify mechanical
properties of thin layer materials in [73] and mechanical properties in
general by E. Tyulyukovskiy [154] and S. Scherrer-Rudiy [140].
In the following, the working principle of the Neural Network is
described. The mathematical treatment of a Neuron is shown in
Fig.107.
Figure 107: Illustration of the mathematical modeled Neuron.
Here,Xj is the input vector of the regarded Neuron. The entities of the
input vector are multiplied by the synaptic weightsWij and summed
up. The activation of the Neuron, and thus whether or not the output
vectorYi is greater than zero, depends finally on the activation function
Q. Possible activation function examples are step functions or tangent
hyperbolicus. A Neural Network contains several of such Neurons in
different layers. In this work, a conventional Feed-Forward Network
is used to describe the dependencies between temperature amplitude
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and thermal conductivities.42 The Neural Network scheme is shown
in Fig.108.
Figure 108: Illustration of a general Neural Network scheme with three different layers.
A Neural Network must contain at least one input and one output layer.
Existing layers in between are so-called ‘hidden layers’. While the
number of in- and output values in the respective vector are predefined
by the problem which has to be solved, the numbers of hidden layers
and internal Neurons are subject to change. In general, more hidden
layers and internal Neurons are necessary if the dependencies are
complex.
Neural Networks learn the dependencies of given training examples
by adapting the synaptic weightsW so that the given training example
is reproduced. The training examples contain a vector pair with the
input and output values. The training process uses an optimization
procedure for the object function
S(W) = G(W) + E(W) . (5.1)
42A Feed-Forward Network contains only relations from the previous layer to the next
layer. This means, no back loop exists from the next layer to the previous layer [96].
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The object function S(W) consists of an error term G(W) and a
regulation term E(W).43 The aim of the optimization is to find
optimum synaptic weights, so that the difference between the output
vector and the training example is as small as possible. By minimizing
the object function, the Neural Network is trained. Therefore, a
gradient method is applied for an iterative improvement of the
synaptic weightsW so that
W
T+1 =WT − η∇S(W) . (5.2)
Here, WT+1 is the next iterative synaptic weight, WT is the actual
synaptic weight, η is an empirically determined scaling parameter and
∇S(W) is the applied gradient on the object function S(W).
After sufficient iterative improvements, an optimum W is obtained
for which the Neural Network has a minimum error.44 However, the
training requires caution, since too much training or a local minimum
falsifies the result. Thus, the Neural Network has to be subsequently
validated. Therefore, a known data set for in- and output vectors
must be excluded from training and checked with the established
Neural Network afterwards. Finally, the Neural Network can be
used to predict the desired unknown values. In general, the quality
of the result depends primarily on the quantity and quality of the
used training examples. This means first: A sufficient fine pattern of
data points (vectors) must be given for the training process. Second,
the Network’s prediction towards the borders of the numerical data
contains a higher uncertainty since these data points are surrounded
by less training data points.
43Detailed information about the object function is given by S. Scherrer-Rudiy [140]
44Detailed information about the error is given by S. Scherrer-Rudiy [140].
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Third, predictions beyond the trained data basis are rather less reliable.
At last, the quality of the Network decreases for wrong vector pairs, if
they are used for training.45
In this work, Neural Networks are trained in a way, that they learn the
thermal conductivities corresponding to the temperature amplitudes,
so that
X(∆T )→ Y(κ) . (5.3)
Thus, the Network can use the temperature amplitudes which are
measured in experiments and interpolate the corresponding thermal
conductivities.
45Detailed descriptions and discussions about the quality of Neural Networks is given




6.1 STO layer on an STO substrate
In this section, the developed methodology is applied to determine the
thermal conductivity of a thin STO layer in the top down geometry [cf.
Fig.23]. Here we are interested in stress-strain dependent thermal
conductivity variations. However, applying different materials as
layer and substrate induces stresses into the thin layer by point defects
and different lattice parameters [164]. Because of this, we reduce the
degree of freedom of influence factors by applying the same substrate
material such as the investigated layer material. Hence, the STO layer
is placed on top of an STO substrate. The substrate is single crystalline.
This allows to study homoepitaxial grown layers where the occurring
compressive in-plane strain is purely induced by point defects [164].
The defects are incorporated by different thermal fabrication steps [cf.
164].
However, if two similar conducting materials are placed above each
other, the offset model of Cahill [28] is incapable to determine
the thermal conductivity. According to this problem, we apply
our developed methodology to determine the isotropic thermal
conductivity of several 300 nm thick pre-stressed STO layers. It has
to be pointed out, that the layers are only pre-stressed in experiments
and not in the Finite Elemente simulations.
In the following, a ∆T -line is defined by four frequency points
fc = 40, 60, 80, 100 Hz [cf. Fig.110(a)]. For these respective
frequencies, measurements and simulations are processed [cf. Fig.106].
Afterwards, the data basis of the Finite Element simulations is used
to train a Neural Network. Several Neural Networks have to be
established, since different conditions exist for different measurements.
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The varying conditions are: The power per length and heater’s height
vary between P/L = 5 − 7.5 W/m and a = 100 − 300 nm respectively.
The thermal conductivity of the substrate varies between different
STO samples and varies especially for different ambient temperatures.
The heat capacity of the STO layer and the substrate also changes
with different ambient temperature [51]. On the contrary, the heater’s
width 2b = 10 µm and the substrate thickness ds = 1 mm is the same
throughout every experiment. Consequently, various Finite Element
simulations are realized, to take the previously given conditions into
account. In this application study, only the temperature field is
considered. While we assume the boundaries Γ1−3 to be adiabatic,
we take into account a heat transfer from the substrate to the mount
at boundary Γ4 by Eq.4.4 [cf. Fig.109]. Moreover, all materials are
assumed to be isotropic. Hence, the partial differential equation for the
substrate and for the heater are given by Eq.3.1 and Eq.3.2 respectively.













= 0 . (6.1)
The training of the Neural Network is done first by declaring four
temperature amplitude values as an input vector. These values are
then correlated to the output vector, which is the thermal conductivity.
A schematic overview is given in Fig.110(b). Here, the training applies
two hidden layers and between 5 to 30 internal Neurons. It turned out
that the object function S(W) can be minimized more efficiently by
multiplying the ∆T values by 10, so that the input vectors X(∆T ) and










Figure 109: Considered system for the Finite Element simulation.
In this study, we investigate the thermal conductivity at room
temperature T0 = 300 K for different pre-strained layers first. An
example for several simulated data pairs is plotted together with
the respective measurement in Fig.110(c) for a strain of ε = 0, 62%.
The result of the Neural Network identification for the corresponding
thermal conductivity is shown in Fig.111(a). Moreover, this figure
contains the results for different pre-strained layers down to ε =
0, 17%. This study at room temperature exhibits, that the thermal
conductivity decreases from approximately 10 W/mK at ε = 0, 17 %
to approximately 5 W/mK at ε = 0, 62 %. Hence, the thermal
conductivity is reduced by 50% and thus decreases significantly.
Second, the temperature dependence on pre-strained layers is
investigated. An example for several simulated data pairs is
plotted together with the respective measurement in Fig.110(d) for
a temperature of T0 = 200 K and a strain of ε = 0, 62 %. The result for
the corresponding thermal conductivity is shown in Fig.111(b) together
with the results for measuring temperatures down to 40 K.
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In this figure, it is shown that, while the thermal conductivity of the
unstrained substrate increases slightly towards a temperature of 40 K,
the thermal conductivity of the thin STO layer decreases further. Here,
a thermal conductivity around κ ≈ 1 W/mK is determined at 40 K. As
an overall consequence, the previous results indicate a tremendous
impact of strain on the thermal conductivity of thin STO layers. For
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Figure 110: (a) Schematic assignment of thermal conductivities, based on a temperature
amplitude over frequency plot. (b) Sketch of the Neural Network for the
thermal conductivity determination. (c) Example of the line identification for
a measurement at a strain of ε = 0, 62 % within the numerical simulation data
base values for an ambient temperature of T0 = 300 K and an identified thermal
conductivity of κlay = 5.48 W/mK and (d) an identified thermal conductivity of
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Figure 111: (a) Results for the determined strain dependent thermal conductivity at
T0 = 300 K. (b) Results for the determined strain and temperature dependent




6.2 Bottom electrode geometry
In this section, the bottom electrode geometry is used in
combination with the developed methodology to determine the
thermal conductivity of a thin poorly-conductive STO layer. However,
as shown in Sec.4.2.2, a heater substrate platform is rather insensitive
for poor conductive layers on top. Due to this problem, we apply here
a heat sink on top of the layer material to increase the sensitivity
for the 3ω-method to determine the thermal conductivity of the
poorly-conductive layer. A scanning electron microscopy image is
shown in Fig.112 for the bottom electrode geometry configuration
which we investigate in this section.
Figure 112: SEM image of the bottom electrode geometry. The SEM image was taken by
our project partners of the University of Göttingen. The Pt layer on top of the Cu
sink is not present for the 3ω-measurement. It exists only to protect the bottom
electrode geometry for the SEM imaging process.
In the following, the manufacturing and measurement process
are described first and afterwards, the numerical simulations are
explained.
First, the heater substrate platform is fabricated and a 3ω-measurement
is performed to determine the thermal conductivity of the substrate [cf.
Fig.113(a)]. Here, a Pt heater with a height of a = 203 nm and a width
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of 2b = 10 µm is applied on top of a 1 mm thick YSZ substrate.46
Second, the thin STO layer is placed on top of the heater substrate
platform and a 3ω-measurement is performed [cf. Fig.113(b)]. Here,
the thin STO layer on top is at least as wide, as the substrate is thick.
Hence, the STO layer is considered as full covering. The thickness of
the STO layer is dlay = 221 nm.
Third, the Cu heat sink is placed on top of the layer by two deposition
steps. Afterwards, a 3ω-measurement is performed for this stacked
material combination [cf. Fig.113(c)]. Due to the fabrication process,
the Cu heat sink on top has a width of 2bsin = 500 µm and a
height of dsin = 1.454 µm. In this section, every measurement and
simulation applies a power per length of P/L = 5 W/m and measuring
frequencies of fc = 100, 200, 400, 600, 800, 1000 Hz. Fig.114 contains
the temperature amplitude measured in experiments at the defined
frequency points for the pure heater substrate platform (Pt-YSZ), the
heater substrate platform with the STO layer on top (STO-Pt-YSZ)
and the heater substrate platform with the additional heat sink on top
(Cu-STO-Pt-YSZ).
For this application example, the numerical analysis can be divided
into two major steps. In the first step, the thermal conductivity
of the substrate is determined, and in the second step, the thermal
conductivity of the investigated layer material is identified.
To determine the thermal conductivity of the substrate, the pure heater
substrate platform is considered [cf. Fig.113(a)]. For this system, Finite
Element simulations generate a data basis for thermal conductivity
variations of the substrate first. In this application study, only the
temperature field is considered.
46In this section, every material placed on top of the heater substrate platform is



















Figure 113: (a) Pure heater substrate platform; (b) thin layer on top of the heater substrate
structure; (c) heat sink applied on top of the layer.
While we assume the boundaries Γ1−3 to be adiabatic, we take into
account a heat transfer from the substrate to the mount at boundary
Γ4 by Eq.4.4 [cf. Fig.113(a)]. Moreover, all materials are assumed to be
isotropic. Hence, the partial differential equation for the substrate and
for the heater are given by Eq.3.1 and Eq.3.2 respectively.
Afterwards the Finite Element simulations are performed, the
established data basis is used to train a Neural Network. The training
of the Neural Network applies two hidden layers and 100 internal
Neurons. Here, the training is done by declaring six temperature
amplitude values as an input vector. These values are then correlated




















Figure 114: Temperature amplitudes measured in experiments at the defined frequency
points for the pure heater substrate platform (Pt-YSZ), the heater substrate
platform with the STO layer on top (STO-Pt-YSZ) and the heater substrate
platform with the additional heat sink on top (Cu-STO-Pt-YSZ). Here, every
measurement line is the arithmetic mean value of three different measurements
at exactly the same sample.
Subsequently, the established Neural Network is used to solve
the Inverse Problem and identify the thermal conductivity of the
substrate from the temperature amplitudes measured in experiments.
This identification is shown in Fig.115(c). The identified thermal
conductivity of the substrate is κs = 2.10 W/mK.47
In the second step, the thermal conductivity of the layer material is
identified. Therefore, Finite Element simulations are processed for
the stacked material combination of Fig.113(c). Thus for the heater
substrate platform with layer material and heat sink on top. Here,
the previously determined thermal conductivity of the substrate is
used. In this second step, the thermal conductivity of the investigated
STO layer material is varied in the Finite Element simulations. Here,
we also assume every outer boundary to be adiabatic except for the
substrate mount, where we take into account again a heat transfer from
the substrate to the mount.
47The literature value for the thermal conductivity of YSZ is κ = 1.8 W/mK.
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Also here, every material is assumed to be isotropic. The partial
differential equation for the substrate and for the heater are given
by Eq.3.1 and Eq.3.2. The partial differential equations for the heat
























= 0 . (6.3)
Based on the Finite Element simulations, a second Neural Network
is established. Again, the training of the Neural Network is done
by declaring six temperature amplitude values as an input vector.
These values are then correlated to the output vector, which is now
the thermal conductivity of the layer material. Finally, this second
Neural Network is used to solve the Inverse Problem and identify the
thermal conductivity of the investigated STO layer material from the
temperature amplitudes measured in experiments. The corresponding
identification is shown in Fig.115(d). The identified thermal
conductivity of the layer is κlay = 1.2 W/mK. This identified thermal
conductivity of the STO layer seems rather small in comparison to
the other STO layers of this work. However, in case of the bottom
electrode, the placed STO layer is grown polycrystalline. Hence, we
believe that the thermal conductivity should be significantly smaller.
However, as shown in Sec.4.2.3, this bottom electrode geometry
configuration is especially sensitive and suitable to determine poor
cross-plane thermal conductivities. Consequently, this identified
thermal conductivity is the cross-plane thermal conductivity of the
layer material. Moreover, this application example proofs that the
the bottom electrode geometry can be used to determine the thermal
conductivity of poorly-conductive layer materials in combination
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Figure 115: (a) Schematic assignment of thermal conductivities, based on a temperature
amplitude over frequency plot. (b) Sketch of the Neural Network for the thermal
conductivity determination. (c) Example of the line identification for the heater
substrate platform measurement within the numerical simulation data base values
for an identified thermal conductivity of κs = 2.10 W/mK and (d) an identified




This work aims to deepen the understanding of thermal conduction in
nanostructured materials to design new thermoelectrics with higher
efficiency than these materials exhibit today. However, therefore a
measurement technique is required where we focus on the 3ω-method.
Thus, the primary objectives of this work are to examine macroscopic
influence factors within a 3ω-measurement, to develop new geometric
measuring configurations in order to determine the isotropic and
anisotropic thermal conductivity, and to establish a new evaluation
methodology. Since thermoelectricity and the 3ω-method are based
on heat propagation, the fundamentals of heat conduction are derived
in the beginning.
The second section elucidates the concept, basic principles, and
geometric configurations of the 3ω-method. Existing literature
is reviewed and several solutions of the top down geometry are
compared. The range of applicability is also examined. Moreover,
fundamental work for the bottom electrode geometry is introduced
and the potential use of a new heater substrate platform is presented.
The third section presents the governing equations of the used
Finite Element Model. Here, the equations are derived in a partial
differential sense. The interaction between the distinct macroscopic
influence factors are explained and the respective consideration
is motivated. This includes the temperature dependent electric
resistivity of the heater, the electromagnetic induced skin effect, and
the mechanical displacements within a measurement. Moreover,
details for the time-dependent analysis are given and a mesh-block
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building system is presented to obtain a pre-defined mesh in order to
achieve high precision analysis.
The fourth section applies the presented Finite Element Model
on various geometric structures. Moreover, macroscopic influences,
which are not commonly adressed in literature are examined. For
instance, a temperature dependent electrical resistivity changes the
temperature amplitude on the 4th decimal place. Taking into account
thermal expansion can have an impact on the 3rd decimal place. On
the contrary, the occurring skin effect has almost no influence on the
temperature amplitude for frequencies up to 1 MHz.
Furthermore, mono- and multilayer configurations are investigated.
First, analytic descriptions are compared to the Finite Element
solution and differences are identified. In comparison to the given
descriptions, the Finite Element solution appears to be the most precise
solution at high frequencies. Hence, the performed simulations allow
understanding the system behavior especially in the high frequency
regime. Second, in order to determine the anisotropic thermal
conductivity, different heater geometries are studied on top of mono-
and multilayer configurations. Here, also non-classic layer substrate
configurations are studied where poorly-conductive substrates are
applied.
Additionally, a bottom electrode geometry is investigated to
determine the isotropic and anisotropic thermal conductivity of
nanoscale samples. Here the bottom electrode is especially examined
for the anisotropic thermal conductivity determination of thin layers.
This includes the application of heat sinks on top of the layer.
In principal, the investigated heat sink configurations allow the
determination of the anisotropic thermal conductivity. However,
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since fabrication seems rather complicated, these configurations are
inconvenient to determine the anisotropic thermal conductivity.
We think, that membrane structures are the solution to determine
the anisotropic thermal conductivity. Therefore, these structures
are investigated in this work. First, two-dimensional models are
studied to understand the general system behavior. This includes
different geometrical properties of the membrane, the applied power
per length, and heat loss by radiation. Second, a three-dimensional
model is developed in this work. The so-called 6-pad heater
structure allows to determine for both materials, STO and PCMO, the
in-plane thermal conductivity. Moreover, if a moderately-conductive
membrane could be applied, the 6-pad heater structure would also
provide the possibility to determine the in-plane thermal conductivity
as well as the cross-plane thermal conductivity for an extremely
poorly-conductive layer material.
Since micro- to nanoscale PCMO samples exhibit a change in electric
resistance by electric stimulation (resistive switching), such as short
impulse induced high current densities, this material has also been
investigated in pillar geometries. Here the simulations provide a
substantial contribution to understand the temperature development
and thus the electric resistivity behavior in these experiments.
The fifth section presents a new methodology to determine the
thermal conductivity, where no analytic solution is available.
Since Finite Element simulations and experimental measurements
result in temperature amplitudes, a procedure is necessary to
merge simulations and experiments for the thermal conductivity
determination. In this work, Finite Element simulations and Neural
Networks are combined to evaluate experimental measurements.
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Here, the Neural Networks are based on Finite Element results and
connect experimental measurements with their respective simulated
thermal conductivities. Hence, this allows to solve the Inverse Problem
and thus determine the desired sample properties. The presented
methodology can be applied to various geometric configurations such
as the bottom electrode or the 6-pad heater structure. However, classic
configurations can also be studied, where no offset model or slope
method is applicable.
The last section is dedicated to two application example of the new
methodology. The first example applies the developed methodology
on a top down geometry. Here, a thin STO layer is investigated for
stress-strain dependent thermal conductivity. To exclude an influence
through the substrate by different lattice parameters of layer and
substrate, the STO layer is deposed by a sputtering process on top
of an STO substrate. Hence, a top down configuration exists, where
no clear defined offset occurs. Based on the precise Finite Element
simulations and the new developed methodology, it is possible to
study the influence of strain on the thermal conductivity. As result,
the thermal characterization exhibits a strong influence of strain on
the thermal conductivity of thin STO layer material.
The second example applies the developed methodology on a bottom
electrode geometry where a heat sink is applied on top of the
investigated layer material. This example proofs the feasibility for a
bottom electrode geometry to determine the thermal conductivity of
a poorly-conductive thermoelectic material.
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Overall, this thesis presents a comprehensive understanding on
macroscopic factors, influencing Joule heating measurements at small
scales. The simulations quantify the absolute temperature and
temperature amplitude for structures used in 3ω-measurements and
in pillar and pad structure experiments. Based on these simulations,
new geometric configurations are developed for the 3ω-method and
combined with a new methodology to determine the isotropic and
anisotropic thermal conductivity. Finally, the developed evaluation
methodology can be generalized and consequently be applied to a
wider range of Joule heating applications for characterizing thermal
properties of small scale materials.
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Appendix A. Detailed information on formula
A.1 Modulated voltage
U = I ·R (A.11)
= I0 cos(ωt) · [Rav + ∆R cos(2ωt + ς)]
= I0Rav cos(ωt) + I0∆R cos(ωt) cos(2ωt + ς)
= I0Rav cos(ωt) + I0∆R
1
2
[cos(ωt − (2ωt + ς)) + cos(ωt + (2ωt + ς))]
= I0Rav cos(ωt) + I0∆R
1
2
[cos(ωt) cos(2ωt + ς)
+ sin(ωt) sin(2ωt + ς) + cos(ωt) cos(2ωt + ς)
− sin(ωt) sin(2ωt + ς)]
U = I0Rav cos(ωt) +
I0∆R
2
(cos(3ωt + ς) + cos(ωt + ς)) (A.12)
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A.2 Information about the approximate solution
Cahill [28] proposed an approximate solution for the case that the
thermal penetration depth is large in comparison to the half heater
width (q−1  b → bq 1). He sets the limits of the integral from 0
to 1/b and assumes that
sin2(kb)
(kb)2
= 1 . (A.23)
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Moreover, the temperature oscillation of the line heat source ∆T(r) from
Eq.2.8 is also approximated in the following. If the distance r from the
heat source is small in comparison to the thermal penetration depth,
the modified Bessel function KB0 can be approximated by neglecting
terms of higher order so that KB0 reads as [1, p. 375]



























= −ln(s) + ln(2) − γ . (A.27)
Here, γ = 0.577215... [37] is the Euler-Maschoneri constant and KB0
involves the modified Bessel function of first kind and zero order IB0 .
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With the latter approximation, the modified Bessel function KB0 reads
as
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With the latter approximation of the modified Bessel function, the



















Appendix A. Detailed information on formula
A.3 Definition of the skin depth and derivation of
decoupled equations for the magnetic and electric
field intensity
First, the skin depth is introduced. The quantity of the skin depth
describes the decrease of the current density with increasing distance
from a surface of a material into it [130]. Per definition [130, p. 385],






For high frequencies, the current is restricted to an extremely thin layer
near the conductors surface [130].
Second, the decoupled equations for the magnetic and electric field
intensity are derived. Therefore, the following vector identity [cf. 76]
is given under consideration of Eq.3.21:
∇ × ∇ ×H = ∇(∇ ·H) − ∇2H (A.312)
= ∇(µ−1 · ∇ ·B) − ∇2H
= −∇2H (A.313)
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To get the wave equation, one can take the curl of the extended
Ampère’s law [Eq.3.18]. Thus, we get with the constitutive relations:
∇ × ∇ ×H = ∇ ×
∂D
∂t
+ ∇ × j (A.314)
−∇






+ ∇ × (σec ·E)







































Equivalent to the previous equation, a similar derivation can be done













for the electric field intensity. Thus both, the magnetic and electric
field intensity can be decoupled but still contain the information
about the electro-magnetic waves. Considering the first and second
time derivative [cf. Sec.3.1.2], iω and −ω2 respectively, Eq.A.315 and
Eq.A.316 develop to:
∇
2H = (−ω2εµ + iωσecµ)H (A.317)
∇
2E = (−ω2εµ + iωσecµ)E (A.318)
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This pair of equations are the so-called complex Helmholtz-equations.
They can be written as
−∇
2H + k2H = 0 , (A.319)
−∇
2E + k2E = 0 , (A.320)
where k2 describes the complex wave. If terms of higher order are
neglected, as mentioned in Sec.3.1.2, k2 reduces to





With the mathematical identity
√













·ωσecµ · (1 + i) . (A.323)
With the skin depth definition of Eq.A.311, Eq.A.323 becomes√
1
2
·ωσecµ · (1 + i) =
1
δskin
(1 + i) . (A.324)
Consequently, the information of the skin depth is present in both
decoupled complex Helmholtz-equations.
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A.4 Derivation for the complex Helmholtz-Equation
∇ ×H = iωD + J (A.425)
∇ ×H = iωD + σ · (−iωAj)
∇ ×H = iωε ·E + σ · (−iωAj)
∇ ×H = iωε · (−iωAj) + σ · (−iωAj)




= ω2ε ·Aj + σ · (−iωAj)
∇ × µ−1∇ ×Aj = ω
2ε ·Aj + σ · (−iωAj)
(iωσ − ω2ε) ·Aj + ∇ × µ−1∇ ×Aj = 0 (A.426)
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Stefan-Boltzmann constant σb = 5.670 · 10−8 W/m2K4 [106]
electric permittivity vacuum constant ε0 = 8.854187 · 10−12 F/m [106]
magnetic permeability vacuum constant µ0 = 4π · 10−7 N/A2 [106]
Euler-Maschoneri constant γ = 0.577215... [37]
Table 6: Collection of used constants.
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Appendix C. Technical drawing of the 6-pad
heater structure
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Einführung in Künstliche Neuronale Netze, Evolutionäre
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and T. Noll, Nano-Crossbar Arrays for Nonvolatile Resistive RAM
(RRAM) Applications, NANO’08. 8th IEEE conference on
Nanotechnology, (2008), pp. 464–467.
[121] ndtguide. http://ndtguide.com/ wiki/ mp/ Permeability.pdf, (10:43
a.m., 14 Jun. 2013).
[122] K. Nielsch, J. Bachmann, J. Kimling, and H. Bttner,
Thermoelectric Nanostructures: From Physical Model Systems
211
References
towards Nanograined Composites, Advanced Energy Materials, 1
(2011), pp. 713–731.
[123] Y. Nomura, R. Horlein, P. Tzallas, B. Dromey, S. Rykovanov,
Z. Major, J. Osterhoff, S. Karsch, L. Veisz, M. Zepf,
D. Charalambidis, F. Krausz, and G. D. Tsakiris, Attosecond
phase locking of harmonics emitted from laser-produced plasmas,
Nature Physics, 5 (2009), pp. 124–128.
[124] D.-W. Oh, A. Jain, J. K. Eaton, K. E. Goodson, and J. S. Lee,
Thermal conductivity measurement and sedimentation detection of
aluminum oxide nanofluids by using the 3ω method, International
Journal of Heat and Fluid Flow, 29 (2008), pp. 1456–1461.
[125] H. Ohta, S. Kim, Y. Mune, T. Mizoguchi, K. Nomura, S. Ohta,
T. Nomura, Y. Nakanishi, Y. Ikuhara, M. Hirano, H. Hosono,
and K. Koumoto, Giant thermoelectric Seebeck coefficient of a
two-dimensional electron gas in SrTiO3, Nature Materials, 6
(2007), pp. 129–134.
[126] B. W. Olson, S. Graham, and K. Chen, A practical extension of
the 3ω method to multilayer structures, Review of Scientific
Instruments, 76 (2005), pp. 053901–7.
[127] B. K. Park, J. Park, and D. Kim, Note: Three-omega method to
measure thermal properties of subnanoliter liquid samples, Review of
Scientific Instruments, 81 (2010), pp. 066104–3.
[128] M. Paz and W. Leigh, Structural Dynamics - Theory and
Computation, Kluwer Academic, (2004).
212
References
[129] P. Pichanusakorn and P. Bandaru, Nanostructured
thermoelectrics, Materials Science and Engineering: R: Reports,
67 (2010), pp. 19–63.
[130] Z. B. Popovic and B. D. Popovic, Introductory Electromagnetics,
Addison-Wesley Pub. Co., (1999).
[131] B. Poudel, Q. Hao, Y. Ma, Y. Lan, A. Minnich, B. Yu, X. Yan,
D. Wang, A. Muto, D. Vashaee, X. Chen, J. Liu, M. S.
Dresselhaus, G. Chen, and Z. Ren, High-Thermoelectric
Performance of Nanostructured Bismuth Antimony Telluride Bulk
Alloys, Science, 320 (2008), pp. 634–638.
[132] S. S. Rao, The Finite Element Method in Engineering,
Butterworth-Heinemann, imprint of Elsevier, (2011).
[133] C. E. Raudzis, Anwendung und Erweiterung der 3ω Methode zur
Charakterisierung komplexer Mehrschichtsysteme in der
Mikrosystemtechnik, Der Andere Verlag, Tönning Lübeck
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221
Ebenso möchte ich Prof. Kamlah für die Übernahme des
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A requirement for future thermoelectric applications are poor heat conducting 
materials. Nowadays, several nanoscale approaches are used to decrease the thermal 
conductivity of this material class. A promising approach applies thin multilayer struc-
tures, composed of known materials. However, the heat conduction through these 
materials is not well understood yet. Therefore, a reliable measurement technique is 
required to measure and understand the heat propagation through these materials. 
In this work, the so-called 3ω-method is focused upon to investigate thin strontium 
titanate (STO) and praseodymium calcium manganite (PCMO) layer materials. 
Previously unexamined macroscopic influence factors within a 3ω-measurement are 
considered in this thesis by Finite Element simulations. Thus, this work furthers the 
overall understanding of a 3ω-measurement, and allows precise thermal conductivity 
determinations. Moreover, new measuring configurations are developed to deter-
mine isotropic and anisotropic thermal conductivities of samples from the micro- to 
nanoscale. Since no analytic solutions are available for these configurations, a new 
evaluation methodology is presented to determine emergent thermal conductivities 
by Finite Element simulations and Neural Networks.
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