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Abstract: The present paper provides a characterisation of exchangeable
pairs of random measures (µ˜1, µ˜2) whose identical margins are fixed to co-
incide with the distribution of a gamma completely random measure, and
whose dependence structure is given in terms of canonical correlations. It is
first shown that canonical correlation sequences for the finite-dimensional
distributions of (µ˜1, µ˜2) are moments of means of a Dirichlet process hav-
ing random base measure. Necessary and sufficient conditions are further
given for canonically correlated gamma completely random measures to
have independent joint increments. Finally, time-homogeneous Feller pro-
cesses with gamma reversible measure and canonical autocorrelations are
characterised as Dawson–Watanabe diffusions with independent homoge-
neous immigration, time-changed via an independent subordinator. It is
thus shown that Dawson–Watanabe diffusions subordinated by pure drift
are the only processes in this class whose time-finite-dimensional distribu-
tions have, jointly, independent increments.
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sures, Laguerre polynomials, Dawson-Watanabe processes, Random Dirich-
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1. Introduction
The definition of probability distributions on Rd, with fixed margins, has a
long history. An approach that stands out for its elegance, and the wealth of
mathematical results it yields, is due to H.O. Lancaster (see [20]) who used
orthogonal functions on the marginal distributions. This can be summarised in a
formulation that is strictly related to the purpose of the present paper as follows.
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Suppose π1 and π2 are two probability measures on R
d and let {Q1,n : n ∈ Zd+}
and {Q2,n : n ∈ Zd+}∞n=1 be collections of multivariate functions that form
complete orthonormal sets on π1 and π2, respectively. Moreover, let X and
Y be random vectors defined on some probability space (Ω,F ,P) and taking
values in Rd with probability distribution π1 and π2, respectively. If for every
m and n in Zd+ one has
E [Q1,n(X)Q2,m(Y )] = ρn δn,m, (1)
with δn,m = 1 if n = m and 0 otherwise, then X and Y are said to be
canonically correlated, and {ρn : n ∈ Zd+} is called the canonical correlation
sequence of (X,Y ). For d = 1 a complete characterisation of the set of all
possible canonical correlation sequences for bivariate distributions with gamma
marginals is given in [12]. In this case the Laguerre polynomials identify a family
of orthogonal functions.
In the present paper we aim at characterising canonical correlations in infinite
dimensions for pairs of random measures with identical marginal distributions
given by the law of a gamma completely random measure. To this end, we
first need to introduce some notation and point out a few definitions. Let X
be a complete and separable metric space and X the Borel σ-algebra on X .
Set MX as the space of boundedly finite measures on (X ,X ) equipped with a
Borel σ–algebra MX (see [4] for details). A completely random measure (CRM)
µ˜ is a measurable mapping from (Ω,F ,P) into (MX ,MX ) such that, for any
finite collection {A1, . . . , Ad} of disjoint sets in X and any d ∈ N, the random
variables µ˜(Ai) are independent, for i = 1, . . . , d. In particular, µ˜ is a gamma
CRM with parameter measure cP0 if
φ(c,P0)(f) := E
[
e−µ˜(f)
]
= exp
{
−c
∫
X
log(1 + f(x))P0(dx)
}
for any measurable function f : X → R such that ∫ log(1+ |f |) dP0 <∞, where
c > 0 and P0 is a probability measure on X . Henceforth we will use the notation
ΓcP0 when referring to it. Furthermore, P0 is assumed non–atomic.
In section 4 we will define a pair of random measures (µ˜1, µ˜2) to be in canon-
ical correlation if all its finite-dimensional distributions have canonical correla-
tions. The distributional properties of any such pair, when each µ˜i is a gamma
CRM with identical parameter, will be investigated by resorting to the Laplace
functional transform
φ(f1, f2) = E
[
e−µ˜1(f1)−µ˜2(f2)
]
(2)
for any pair of measurable functions fi : X → R such that
∫
log(1 + |fi|) dP0 <
∞, for i = 1, 2. It will be shown that a vector (µ˜1, µ˜2) of gamma CRMs has
canonical correlations if and only if its joint Laplace functional has the following
representation:
φ(f1, f2)
φ(c,P0)(f1)φ(c,P0)(f2)
= E
[
exp
{∫
X
f1f2
(1 + f1)(1 + f2)
dK
}]
(3)
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for some random measure K which can be appropriately expressed as a linear
functional of an independent, gamma random measure µ˜ with random intensity.
This is our main Theorem 4. We will also find out a surprising fact: the canoni-
cal correlations associated to the finite–dimensional distributions of (µ˜1, µ˜2) can
be represented as mixed moments of linear functionals of Dirichlet processes.
This follows from the combination of Theorems 3 and 4 below and connects
our work to various, and seemingly unrelated, areas of research where means of
Dirichlet processes play an important role. See [22] far a detailed account. Using
orthogonal functions expansions, along with the interpretation as moments of
Dirichlet random means, simplifies the analytic treatment of canonically cor-
related gamma measures, and lead to easy algorithms for sampling from their
joint distribution. We will describe such algorithms and show that they can all
be thought of as generalisations of a neat Gibbs sampling scheme proposed in
[6] for a class of one-dimensional gamma canonical correlations. This analysis
also allows us to identify the form of canonical correlations that yield a vector
(µ˜1, µ˜2) which is a CRM vector itself.
Our investigation is, finally, extended to encompass a characterisation of
canonical (auto)correlations for continuous time, time-homogeneous and re-
versible measure-valued Markov processes with gamma stationary distribution.
We will use, once again, the connection with Dirichlet random means to prove
that all the Markov processes in this class can be derived via a Bochner-type
subordination of a well-known measure-valued branching diffusion process with
immigration (its generator is recalled in Section 5, (38)), to which we will refer as
the Γ-Dawson-Watanabe process. We also prove that the Γ-Dawson-Watanabe
process is, up to a deterministic rescaling of time, the only instance in this
class with the property that all its time-bidimensional distributions are, jointly,
completely random measures. We also use our algorithms and a result of [11]
on Γ-Dawson-Watanabe process, to derive a simple expansion for the transition
function of general stationary gamma processes with canonical autocorrelations.
The outline of the paper is as follows. In Section 2 we recall some background
on canonical correlations for random variables and specialise the discussion to
the gamma case. In Section 3 we move on to considering canonically correlated
vectors with independent gamma random components. Algorithms for simulat-
ing such vectors are also described. In Section 4 we prove the characterisation
(3) of canonically correlated Gamma CRMs in terms of their joint Laplace func-
tional and in terms of moments of Dirichlet random means. Section 5 discusses
several notable examples corresponding to different specifications of the canon-
ical correlations or, equivalently, of the driving measure K. Finally, Section 6
characterises time–homogenous and reversible Markov processes with values in
MX with canonical autocorrelations.
2. Canonical correlations for gamma random variables
Canonical correlations were originally defined via orthogonal polynomials, and
firstly applied in Statistics in [20]. Let π be a probability measure on Rd and
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{Qn : n ∈ Zd+} a complete system of orthonormal polynomials with weight
measure π indexed by their degree n ∈ Zd+. The total degree of Qn will be
denoted by |n| = n1+· · ·+nd. Hence
∫
QnQm dπ = δn,m. It can be easily shown
that any two random vectors X and Y , sharing the same marginal distribution
π, are canonically correlated as in (1), with canonical correlation sequence {ρn :
n ∈ Zd+}, if and only if
E [Qn(Y ) | X = x] = ρnQn(x) n ∈ Zd+, (4)
for every y in the support of π. Under this condition, since any function f such
that
∫
Rd
f2 dπ <∞ has a series representation in L2(Rd, π):
f(x) =
∞∑
n∈Zd+
f̂(n)Qn(x)
where f̂(n) := E [f(X)Qn(X)], for any n ∈ Zd+, then one has
E [f(Y ) |X = x] =
∑
n∈Zd+
f̂(n)ρnQn(x).
Note that ρ0 must be equal to 1 in order, for the conditional expectation opera-
tor, to map constant functions to constant functions. The canonical correlation
coefficients ρ thus contain all the information about the dependence between X
and Y . At the extremes, “ρn = 0 for every n ∈ Zd+ \{0}” implies independence
and “ρn = 1 for every n ∈ Zd+” corresponds to perfect dependence. Expansions
in L2 can be easily determined for the joint and conditional Laplace transforms
as soon as an appropriate generating function for the orthogonal polynomials is
available, as in the Gamma case.
We now focus on the case where d = 1 and π is a gamma distribution, namely
π(dx) = Γα,β(dx) =
1
βαΓ(α)
xα−1 e−
x
β dx 1(0,∞)(x)
where α > 0 and β > 0 and 1A is the indicator function of A. It is worth
recalling a few well–known facts about gamma random variables in canonical
correlation, mostly owed to several works of Eagleson and Griffiths (see for
example [10, 12, 13]).
The Laplace transform of a Γα,β distribution is denoted as φα,β(t) = (1 + βt)
−α
.
With no loss of generality in the sequel we maintain the assumption β = 1, un-
less otherwise stated.
A complete system of orthogonal polynomials with respect to Γα,1 is repre-
sented by the Laguerre polynomials
Ln,α(x) =
(α)n
n!
1F1(−n;α;x)
for α > 0, where 1F1 is the confluent hypergeometric function
1F1(a; b; z) =
∞∑
n=0
(a)n
(b)n
zn
n!
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and (α)n = Γ(α+ n)/Γ(α) is the n–th ascending factorial of α. It can be easily
checked that ∫
R+
Ln,α(x)Lm,α(x) Γα,1(dx) =
(α)n
n!
δn,m.
Hence, a collection of orthonormal polynomials {L∗n,α : n ≥ 1} can be defined
by setting L∗n,α = (n!/(α)n)
1/2 Ln,α. Finally, Laguerre polynomials with leading
coefficient equal to unity will be henceforth denoted as L˜n,α, where L˜n,α =
n!(−1)n Ln,α. From this definition one finds out that
cn,α := E
[
L˜n,α(X)
2
]
= n! (α)n. (5)
Under this scaling, closed form expressions can be determined for the generating
functions
Gα(r, x) :=
∞∑
n=0
L˜n,α(x)
rn
n!
= (1 + r)−αe
xr
1+r |r| < 1 (6)
and the Laplace transform
ψn,α(t) :=
∫ ∞
0
e−txL˜n,α(x)Γα,1(dx) = (α)n
( −t
t+ 1
)n
(1 + t)−α. (7)
See [10]. An important result we refer to was proved in [12] and is as follows.
Theorem 1 (Griffiths [12]). A sequence (ρn)n≥0 is a sequence of canonical
correlation coefficients of the law of a pair (X,Y ) with identical marginals Γα,1
if and only if ρn = E[Z
n], for a random variable Z whose distribution has
support [0, 1].
Theorem 1 implies that the set of all gamma canonical correlation sequences
is convex and its extreme points are in the set {(zn)n≥0 : z ∈ [0, 1]}. For any
z ∈ [0, 1], set Ez as the expected value computed with respect to the proba-
bility distribution of (X,Y ) associated to the “extreme” canonical correlation
sequence (zn)n≥0. Then
φz(s, t) = Ez
[
e−sX−tY
]
= (1 + s)−α(1 + t)−α
∑
n≥0
(α)n
n!
zn θn
= φα,1(s)φα,1(t)φα,z(−θ) (8)
where θ = st(1 + s)−1(1 + t)−1. The corresponding density is well-known (see
e.g. [1], formula (6.2.25), p. 288) to be
pz(dx, dy) = Γα,1(dx)Γα,1(dy)
e−
(x+y)z
1−z
(xyz)
α−1
2
Iα−1
(
2(xyz)
1
2
1− z
)
, (9)
where Ic is the modified Bessel function of order c, c > −1. If we allow the
re-parametrisation z = e−t (for some t ≥ 0), we recognise in (9) the well-known
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joint distribution of two coordinates, taken a time t apart from each other, of
a one-dimensional continuous state branching process with homogeneous immi-
gration (CSBI), also known, in the literature of mathematical finance, as the
Cox-Ingersol-Ross (CIR) process, whose generator, under an appropriate scaling
of the parameters, is given by
Lf =
1
2
x
∂2
∂x2
f +
1
2
(α− x) ∂
∂x
f, (10)
for f ∈ C2c ([0,∞)). The measure-valued extension of this process will play a
central role in the second part of this paper (Sections 5.1 and 6). One can use
(7) and (6) to deduce a simple form for the conditional Laplace transform of Y
given X in the extreme family, namely
Ez
[
e−sY | X = x] = (1 + s)−αGα ( −sz
1 + s
, x
)
= φα,1(s(1 − z)) e−x
sz
1+s(1−z) . (11)
Thus, for general gamma canonical correlation sequences ρ = (ρn)n≥0, by Theo-
rem 1 the corresponding joint Laplace transform is a mixture of extreme Laplace
transforms φρ(s, t) = E [φZ(s, t)], where Z is the random variable defining ρ via
ρn = E [Z
n] .
A simple algorithm is available to simulate from the joint distribution of a pair
(X,Y ) of Γα,1 random variables with canonical correlation in the extreme family
(i.e. of the form ρn = z
n, n ∈ Z+, z ∈ (0, 1)). After re-scaling, the algorithm
reduces to a version of a Gibbs-sampling scheme (the so-called Poisson/Gamma
θ-chain) proposed by Diaconis, Khare and Saloff-Coste ([6], Proposition 4.6)
to build one-step Markov kernels with Γα,β stationary measure and orthogonal
polynomial eigenfunctions.
Algorithm A.1
(0) Initialise by choosing α > 0 and b ∈ [0,∞)
(i) Generate a sample X = x from the Γα,1 measure
(ii) Generate N = n from a Poisson distribution with mean bx
(iii) Generate Y from Γα+n,(1+b)−1
We thus have:
Lemma 1. The pair (X,Y ) generated by Algorithm A.1 is exchangeable, with
identical Γα,1 marginal distributions and canonical correlation coefficients of the
form ρn = z
n, n ∈ Z+ where z = b/(1 + b). Conversely, every bivariate gamma
pair with canonical correlations of the form ρn = z
n, n ∈ Z+, z ∈ (0, 1), can be
generated via Algorithm A.1 with b = z/(1− z).
Proof. From the algorithm, one can see that, for every x ∈ [0,∞), the condi-
tional distribution of Y given X has the representation
pb(x, dy) =
∞∑
n=0
(bx)ne−bx
n!
Γα+n,(1+b)−1(dy). (12)
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Thus the conditional Laplace transform is:
E
[
e−tY | X = x] = ∞∑
n=0
(bx)ne−bx
n!
φα+n,(1+b)−1(t)
=
(
1 +
t
1 + b
)−α ∞∑
n=0
(bx)ne−bx
n!
(
1 + b
1 + b+ t
)n
=
(
1 +
t
1 + b
)−α
exp
{
bx
(
1 + b
1 + b+ t
− 1
)}
= (1 + t(1− z))−α e− xtz1+t(1−z) , (13)
where the second equality comes from the form of the gamma Laplace transform,
the third from the form of the Poisson probability generating function, and the
last one by substituting z = b/(1 + b). The right-hand side of (13) is equal to
(11) and that suffices to prove both the necessity and the sufficiency part of the
Lemma.
If we denote U = bX and V = bY, where (X,Y ) is the pair generated by
Algorithm A.1, then (U, V ) is a bivariate pair with identical Γα,b marginal laws.
Furthermore, the distribution of V conditional on U = u coincides with the one-
step transition distribution of Diaconis et al.’s θ-chain. See [6], formula (4.7),
and compare it to (12). Thus one can think of canonical correlations in the
extreme family as the one-step correlations obtained by re-scaling the values of
the θ-chain by a factor of (1 − z)/z. Lemma 1 also shows that Algorithm A.1
(with b = e−t/(1− e−t)) is all one needs to simulate from the bivariate density
of a CSBI/CIR process with generator (10).
In the light of Theorem 1, algorithm A.1 can be extended in a way that it
incorporates a randomisation of b: the resulting variable, denoted as B, has
some probability distribution P ∗ on R+ and is independent of X and Y . One,
then, runs algorithm A.1 conditional on B = b and the output will still be a
set of realisations of a canonically correlated vector (X,Y ) with Γα,1 marginals.
This is the key idea at the basis of Algorithm A.2 proposed in the next section
to generate general canonically correlated gamma vectors in d dimensions.
3. Canonical correlations and algorithms for gamma product
measures
In the present Section we derive a characterisation of canonical correlations
for pairs of random vectors with independent gamma coordinates, extending
Griffiths’ result recalled in Theorem 1. It is a preliminary step for stating the
main result that will be discussed in the next Section. We shall focus on d–
dimensional vectors X and Y having the same marginal distribution, π1 =
π2 = Γα,1 := ×di=1Γαi,1. Since it is always possible to generate orthogonal
polynomials for d-fold product measures as products of the d corresponding
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“marginal”orthogonal polynomials, canonical correlations are then determined
by (1) with
Q1,n(x) = Q2,n(x) =
d∏
i=1
L˜ni,αi(xi)√
cni,αi
where L˜ni,αi stands for the Laguerre polynomial of degree ni with leading coeffi-
cient of unity and constant of orthogonality cni,αi as described in Section 2, and
we will henceforth use the short notation L˜n,α(x) =
∏d
i=1 L˜ni,αi(xi) for any x =
(x1, . . . , xd) ∈ Rd, n = (n1, . . . , nd) ∈ Nd and α = (α1, . . . , αd) ∈ (0,∞)d. The
leading coefficient is equal to one and cn,α := E[L˜
2
n,α(X)] =
∏d
i=1 ni! (αi)ni . A
key for generating canonically correlated gamma random vectors is provided by
the following algorithm.
Algorithm A.2
(0) Initialise by setting α ∈ Rd+ and a probability distribution P ∗ on Rd+
(i) Generate a sample B = b from P ∗
(ii) Given b, generate d conditionally independent runs of Algorithm A.1
whereby, for every j = 1, . . . , d, the j-th run is initialisiseed by (αj , bj).
(iii) Return Xj , Yj for any j = 1, . . . , d.
According to the next statement, the above algorithm does indeed charac-
terise canonically correlated gamma random vectors and further provides a de-
scription of the canonical correlations.
Theorem 2. Let (X,Y ) be a pair of random vectors in Rd+ with identical
marginal distribution Γα,1, with α ∈ Rd+. Then (X,Y ) has canonical correla-
tions if and only if it can be generated via Algorithm A.2 for some probability
measure P ∗ on Rd+. The canonical correlation coefficients are of the form
ρn = E
[
d∏
i=1
Znii
]
(14)
where Zi = Bi/(1 + Bi), i = 1, . . . , d, and the vector B = (B1, . . . , Bd) has
distribution P ∗.
Proof. Conditioning on B = (b1, . . . , bd) the distribution is the same one would
obtain by running d independent copies of algorithm A.1, each i-th copy being
initialised by αi, bi, i = 1, . . . , d. Then from Lemma 1
E
[
L˜n,α (X) L˜m,α (Y )
]
= E
[
E
[
L˜n,α (X) L˜m,α (Y ) | B
]]
= E
[
d∏
i=1
cni,αiδnimi
(
Bi
1 +Bi
)ni]
= cn,αδnmE
[
d∏
i=1
Znii
]
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where Zi := Bi/(1 +Bi), i = 1, . . . , d and the sufficiency part follows.
For the necessity, we use an approach similar to one used in [14] to construct
bivariate Poisson vectors. Let us suppose the pair (X,Y ) have canonical corre-
lation sequence ρ(α) = {ρn(α)}. Let f ∈ L2(×di=1Γαi,1) and set
fˆ(n) := Eα
[
f(X)L˜n,α(X)
]
.
From (4),
E [f(Y ) |X = x] =
∑
n∈Zd+
fˆ(n)
cn,α
ρn(α)L˜n,α(x).
Then for every s ∈ Rd+,
E
[
e−〈s,Y 〉 |X = x
]
=
∑
n∈Zd+
ρn(α)
1
cn,α
d∏
i=1
L˜ni,αi(xi)ψni,αi(si)
=
{
d∏
i=1
(1 + si)
−αi
} ∑
n∈Zd+
ρn(α)
d∏
i=1
L˜ni,αi(xi)
ni!
(−si)ni
(si + 1)ni
.
(15)
Note that, replacing each ρn(α) with 1, the series becomes
∑
n∈Zd+
d∏
i=1
L˜ni,αi(xi)
ni!
(−si)ni
(si + 1)ni
=
d∏
i=1
G
( −si
si + 1
, xi
)
=
d∏
i=1
(
1
1 + si
)−αi
e−xisi , (16)
where G(r, x) is the generating function (6). Since
ρn(α) =
d∏
i=1
1
cni,αi
E
[
d∏
i=1
L˜ni,αi(Xi)L˜ni,αi(Yi)
]
by the Cauchy-Schwarz inequality
|ρn(α)|2 ≤
d∏
i=1
1
c2ni,αi
E
[
L˜2ni,αi(Xi)
]
E
[
L˜2ni,αi(Yi)
]
= 1.
Then 0 ≤ ρn(α) ≤ 1. Hence (16) implies, in particular, that the sum in (15)
converges absolutely. Now, for every x > 0,
E
[
e
−
∑d
i=1 si
Yi
Xi | Xi = x, i = 1, . . . , d
]
=
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d∏
i=1
(
1 +
si
x
)−αi ∑
n∈Zd+
ρn(α)
d∏
i=1
L˜ni,αi(x)
ni!
(−si)ni
(si + x)ni
=: φρ,x(s).
The limit of φρ,x(s), as x→∞, is still the Laplace transform of a d-dimensional
probability distribution, again thanks to the boundedness of the canonical cor-
relation coefficients. In particular,
φρ(s) := lim
x→∞
φρ,x(s) =
∑
n∈Zd+
ρn(α)
d∏
i=1
(−si)ni
ni!
is continuous at the origin. Thus {ρn(α) : n ∈ Zd+} has the interpretation as
the moment sequence of a random variable Z ∈ Rd+. Since one further has
ρn(α) ≤ 1, it is the moment sequence of a random variable in [0, 1]d.
Finally, it remains to prove that every canonical correlation sequence corre-
sponds to an algorithm of the type A.2. Let f be any function on Rd+ with finite
Γα,1-variance. Then
E [f(Y ) |X = x] =
∑
n∈Zd+
fˆ(n)
cn,α
ρn(α)L˜n,α(x)
=
∑
n∈Zd+
fˆ(n)
cn,α
E [Zn] L˜n,α(x)
= E
 ∑
n∈Zd+
fˆ(n)
cn,α
ZnL˜n,α(x)
 ,
whereZn :=
∏d
i=1 Z
ni
i . The sums can be interchanged because
∑
n
cn,α
−1(fˆ(n))2 <
∞ and both |ρn| ≤ 1 and |Zn| ≤ 1, thus all the sums converge. The inner series
can therefore be interpreted as a version of the conditional expectation
E [f(Y ) |X = x,Z = z]
where (X,Y ) is the pair generated by step (iii) of Algorithm A.2, conditional
on the realisation B = (zi/(1− zi) : i = 1, . . . , d) . The proof is thus complete.
In Algorithm A.2, given X = x and B = b, the random variables Y1, . . . , Yd
are independent and the distribution of Yj is a mixture of gamma distributions.
Consider the particular case whereby, in Algorithm A.2, P ∗ is degenerate on R+
so that with probability 1 one has B = (b, . . . , b) ∈ Rd+. Since d independent
Poisson random variables, conditioned to their total sum, form a multinomial
vector, then an algorithm for simulating realisations of Y conditional onX = x
and B = (b, . . . , b) is
Algorithm A.3.
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(0) Initialise by fixing b ∈ R+,x ∈ Rd+, α ∈ Rd+.
(i) Sample N = n from a Poisson distribution with parameter b |x|.
(ii) Sample N1 = n1, . . . , Nd = nd from a multinomial distribution with pa-
rameter vector (n; x1/|x|, . . . , xd/|x|)
(iii) Sample Y from Γα+n, (1+b)−1 = ×di=1Γαi+ni,(1+b)−1
Example 1. (d-dimensional CSBI). Consider a Rd+-valued process (Xt : t ≥
0) = ((X1,t, , . . . , Xd,t) : t ≥ 0) whose coordinates (Xi,t : t ≥ 0) (i = 1, . . . , d)
are independent continuous-state branching processes with immigration with
stationary gamma(αi, 1) distribution, respectively. The generator of each coor-
dinate is of the form (10). Then the generator of the vector is the sum of the
marginal generators and the transition function of (Xt) is simply derived as the
product of the individual coordinates’ transition functions:
pα1,...,αdt (x, dy) =
d∏
i=1
pαit (xi, dyi)
=
∑
n1
· · ·
∑
nd
e−ni/2L˜ni,αi(xi)L˜ni,αi(yi)Γαi,1(dyi)
=
∑
n
e−|n|t/2L˜n.α(x)L˜n.α(y)Γα,1(dy). (17)
Then, for each t, the process has canonical correlations of the form ρn1,...,nd(t) =
e−|n|t/2. Therefore it is easy to see that an algorithm for sampling from the tran-
sition function (17) is given by Algorithm A.3 for b = z(1− z)−1 and z = e−t/2.
This class has an important infinite-dimensional extension, the Γ-Dawson-Watanabe
processes mentioned in the Introduction. It will be studied later in Sections 5.1
and play an important role in Section 6.
4. Dependent gamma CRMs
Let us now move on to characterizing dependent vectors of gamma CRMs that
are in canonical correlation. Since we are now dealing with infinite–dimensional
objects, we need to make precise what we mean by a vector of random mea-
sures in canonical correlation. To simplify notation, for any collection A =
{A1, . . . , Ad} of pariwise disjoint measurable subsets of X we set
µ˜j,A := (µ˜j(A1), . . . , µ˜j(Ad))
for each j = 1, 2. Denote by X ∗ the set whose elements are all the finite
collections of disjoint Borel sets of X, and set Z∗+ =
⋃
d≥1 Z
d
+. Throughout this
and the next Sections the symbol A will be used for a generic element of X ∗
and by d(A) the cardinality of A.
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Definition 1. A pair (µ˜1, µ˜2) of random measures, with µ˜1
d
= µ˜2, is in canonical
correlation if µ˜1,A and µ˜2,A are canonically correlated, for every A ∈ X ∗.
The corresponding canonical correlation sequences in (1) shall be denoted by
ρ(A) := {ρn(A) : n ∈ Zd(A)+ }. We denote the collection of all such sequences
{ρn(A) : n ∈ Zd(A)+ ,A ∈ X ∗} by ρ.
Notice that the finite-dimensional distributions of (µ˜1, µ˜2), for non-disjoint
sets, can always be expressed in terms of (polynomials of) finite-dimensional
distributions on disjoint sets, therefore, by linear extension, Definition 1 fully
describes the dependence in (µ˜1, µ˜2). For pairs of Gamma(c, P0) CRMs, the
coefficients ρn(A) will be expectations of products of polynomials L˜n,cP0(Ai)
(i = 1, . . . , d(A)). Furthermore, notice that Definition 1 involves any choice of
disjoint Borel sets A = {A1, . . . , Ad} but it is sufficient to check it only for those
collections such that P0(Ai) > 0, i = 1, . . . , d. Indeed, if one of the sets, Ai say,
has P0 null measure, then L˜n,cP0(Ai) = δn,0 and therefore
ρn1,...,nd(A1, . . . , Ad) = ρn1,...,ni−1,ni+1,...,nd(A1, . . . , Ai−1, Ai+1, . . . , Ad).
Of course, if (µ˜1, µ˜2) is a pair of gamma measures in canonical correlation,
then Theorem 2 indicates that, for any d and A = (A1, , . . . , Ad) the canonical
correlation coefficients ρ(A) of (µ˜1(A), µ˜2(A)) must be the moment sequence of
a random vector (ZA1 , . . . , ZAd) ∈ [0, 1]d. The first result shows an important
identity in distribution among all such ZA, as A varies in X , induced by the
Kolmogorov consistency property of (µ˜1, µ˜2). This will pave the way for the
main Theorem 4 of this Section.
Lemma 2. Let (µ˜1, µ˜2) be a vector of gamma CRMs with parameter measure
cP0. (µ˜1, µ˜2) is in canonical correlation if and only if there exists a sequence
of [0, 1]-valued random variables {ZA : A ∈ X } such that for every d ≥ 1
and collection A = {A1, . . . , Ad} of pairwise disjoint sets in X , the finite-
dimensional vectors µ˜1,A and µ˜2,A are canonically correlated via the sequence
of moments
ρn(A) = E
[
d∏
i=1
ZniAi
]
(18)
Moreover, for any disjoint pair A,B ∈ X ,
ZA∪B
d
= εA,BZA + (1− εA,B)ZB (19)
where εA,B is a beta(cP0(A), cP0(B)) random variable, independent from {ZA, ZB}.
Proof. Suppose (µ˜1, µ˜2) is in canonical correlation and introduce simple func-
tions f =
∑d
i=1 si1Ai and g =
∑d
i=1 ti1Ai , where A1, . . . , Ad are measurable
disjoint subsets of X . From Theorem 2, one then has
E
[
e−µ˜1(f)−µ˜2(g)
]
=
∑
n∈Zd+
ρn(A)
d∏
i=1
ψni,αi(si) ψni,αi(ti)
(αi)ni ni!
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=
{
d∏
i=1
φαi,1(si)φαi,1(ti)
} ∑
n∈Zd+
ρn(A)
d∏
i=1
(αi)ni
ni!
(θi)
ni
=
{
d∏
i=1
φαi,1(si)φαi,1(ti)
}
E
[
d∏
i=1
∞∑
ni=0
(YiZi)
ni
ni!
θnii
]
(20)
for some random vector (Z1, . . . , Zd) ∈ [0, 1]d, where θi = siti/[(1 + si)(1 +
ti)], for each i = 1, . . . , d, and the Yis are independent random variables with
respective distributions Γαi,1, also independent of the Zis. The series expansion
in the expected value above leads to
E
[
e−µ˜1(f)−µ˜2(g)
]
=
{
d∏
i=1
φαi,1(si)φαi,1(ti)
} ∫
(R+)d
e〈θ,v〉 pA(dv) (21)
where pA is a probability distribution on (R+)
d such that∫
(R+)d
vn pA(dv) = E
[
d∏
i=1
Znii
]
d∏
i=1
(αi)ni (22)
and vn =
∏d
i=1 v
ni
i . Now choose any two indices i, j ∈ [d] = {1, . . . , d} and
set si = sj and ti = tj . The very same argument leading to (21) allows us to
identify new random variables Zij and (Z
′
k : k 6= i, j), say, via
∫
(R+)d−1
vn pA˜(dv) = E
(Zni+njij ) ∏
k 6=i,j
Z ′
nk
k

× (αi + αj)ni+nj
 ∏
k 6=i,j
(αk)nk
 . (23)
Note that (22) and (23) need to be identical (by construction and by (21) with
si = sj , ti = tj). In particular, on one hand the vector (Z
′
k : k ∈ [d], k 6= i, j)
must be equal in distribution to the vector (Zk : k ∈ [d], k 6= i, j) (setting
ni = nj = 0 in (22) and (23) shows that all their moments coincide). On the
other hand, setting Ki = ZiYi and Kij = Zij(Yi + Yj) we thus see that
E[Knij ] = E[(Ki +Kj)
n]
But since Yi has distribution Γαi,1 and is independent of (Z1, . . . , Zd) for every
i, this also implies that
E[Znij ] =
E[Knij ]
(αi + αj)(n)
=
E[(Ki +Kj)
n]
(αi + αj)(n)
=
n∑
k=0
(
n
j
)
(αi)(j)(αj)(n−k)
(αi + αj)(n)
E[Znii Z
nj
j
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= E[(ǫi,jZi + (1− ǫi,j)Zj)n]
where ǫi,j ∼ Beta(αi, αj), is independent of (Zi, Zj). Equivalently,
Zij
d
= ǫi,jZi + (1− ǫi,j)Zj .
Now we can identify, in the previous construction, ZAi := Zi, i = 1, . . . , d, and
ZAi∪Aj := Zij and see that the above distributional equation coincides with
(19) for A = Ai, B = Aj . But since the choice of A, i, j was arbitrary, we have
proved that (19) holds for all A,B ∈ X and, by induction, we have proved the
necessity part of the Lemma.
To prove sufficiency, assume that there exists a set of [0, 1]-valued random
variables {ZA : A ∈ X } satisfying (19). For every d and disjoint sets A =
{A1, , . . . , Ad}, the mixed moments E
[
Zn1A1 · · ·ZndAd
]
identify a sequence of canon-
ical correlation coefficients for a pair (X(A),Y (A)) of random vectors with
identical marginal distribution ×di=1Γαi,1, where αi = cP0(Ai), i = 1, . . . , d.
The Laplace transform of (X(A),Y (A)) is of the form (20), for any pair of
functions f =
∑d
1 siXi(A) and g =
∑d
1 tiYi(A), where Zi = ZAi , X(A) =
(X1(A), . . . , Xd(A)) and Y (A) = (Y1(A), . . . , Yd(A)). Denote by φA(s, t) such
a Laplace transform. We now show that the property (19) makes it possible
for φA to identify, as A varies, the finite-dimensional distributions of a pair of
random measures with identical ΓcP0 -marginals. First of all, if A− = A\Ad one
easily notices that
φA(s1, . . . , sd−1, 0; t1, . . . , td−1, 0) = φA−(s1, . . . , sd−1; t1, . . . , td−1). (24)
Furthermore, if Ai ↓ ∅, for some i = 1, . . . , d, then P0(Ai)→ 0 and
lim
Ai↓∅
φA(s; t) = φA−i(s−i,; t−i) (25)
where A−i = A \ Ai, while s−i, and t−i and the s and t vectors with the i–th
component removed. In particular, for d = 1, φ1,α1(s; t)→ 1 as A1 ↓ ∅. Finally,
when d = 2, note that
φA(s, s; t, t) =
2∏
i=1
φαi,1(s)φαi,1(t) E
[
2∏
i=1
∞∑
ni=0
(YiZAi)
ni
ni!
θni
]
= φα1+α2,1(s)φα1+α2,1(t)
× E
[
∞∑
n=0
(Y1 + Y2)
n
n!
× θn
n∑
k=0
(
n
k
)
(XZA1)
k[(1 −X)ZA2]n−k
]
,
(26)
where X := Y1/(Y1 + Y2) is a Beta(α1, α2) random variable, independent of
(ZA1 , ZA2) and of (Y1 + Y2), the latter having distribution Γα1+α2,1. By (19),
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the expectation on the right hand side of (26) can then be written as
E
[
∞∑
n=0
(Y12ZA1∪A2)
n
n!
θn
]
with Y12
d
= Y1 + Y2 and one may then conclude that
φA(s, s; t, t) = φ{A1∪A2}(s, t). (27)
The properties (24),(25) and (27) effectively coincide with the necessary and
sufficient conditions for φA to determine the full set of finite-dimensional distri-
butions of a uniquely defined random measure on X ×X (see conditions 9.2.VI
Lemma 9.2.IX of [4]). Since all such finite-dimensional distributions correspond
to gamma vectors in canonical correlations, this proves the sufficiency part of
the claim.
4.1. Random Dirichlet means.
We first recall that a Dirichlet process with base measure cP0, where c > 0 and
P0 is some probability measure on (X Xcr), can be defined as the normalisation
of a Gamma process µ˜ on (X ,X ) with parameters (c, P0), by its total mass
µ˜(X ). It will henceforth be denoted as p˜cP0 . A nice and surprising consequence
of Lemma 2, is a connection between canonical correlations in (18) and linear
functionals of a Dirichlet process. If for any d ≥ 1 the collection {A1, . . . , Ad} is
a measurable partition of A ∈ X , then (19) can be trivially extended to
ZA
d
=
d∑
i=1
εi ZAi with εi =
µ˜(Ai)
µ˜(A)
(28)
which entails that ZA
d
=
∫
fd(x) p˜H∗A(dx), where fd(x) =
∑d
i=1 ZAi 1Ai(x) and
H∗A( · ) = cP0( · ∩ A). Since such a representation holds for every d, it suggests
that, at least in the case in which all ZAi are independent, taking the limit as
d → ∞, ZA can be seen as a linear functional of a Dirichlet process, whose
parameter measure is supported by A. This is summarised by the following
result.
Theorem 3. Let (µ˜1, µ˜2) be a pair of Gamma random measures, with parameter
(c, P0), in canonical correlation Then (µ˜1, µ˜2) has independent increments if and
only if there exists a probability kernel Q on X × B([0, 1]) such that, for every
A ∈ X , the canonical correlation coefficients are moments ρn(A) = E [ZnA]
where,
ZA
d
=
∫ 1
0
s p˜A(ds), A ∈ X (29)
with p˜A a Dirichlet process with parameters (cP0(A), GA) and
GA(ds) :=
∫
A
Q(x; ds)P0(dx)
P0(A)
.
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Proof. One direction of the result is immediate. If the ZA’s are independent,
for any collection A of pairwise disjoint sets, and defined as in (29), they satisfy
(28) and identify the canonical correlations ρn(A) of gamma CRM vector whose
increments are independent.
The proof of necessity is trickier. In the following we denote H := cP0 and
note that, if (µ˜1, µ˜2) has independent increments, then the canonical correlation
coefficients must be of the form ρn1,n2(A,B) = ρn1(A)ρn2(B), for every pair A
and B of disjoint sets in X . This, combined with (18), implies that ZA and
ZB are independent. It can be further shown that for every sequence {An :
n ≥ 1} of pairwise disjoint sets in X , the random variables {ZAi : i ≥ 1} are
mutually independent. Introduce, now, a sequence Π := (Πm)m≥1 of nested and
measurable partitions of A in such a way that Πm := {Aε : ε ∈ {0, 1}m} and,
for any ε ∈ {0, 1}m, one has Aε = Aε0 ∪ Aε1. From (28) one trivially deduces
ZA
d
=
∑
ε∈{0,1}m
ZAε π˜A(Aε) (30)
where π˜A is a Dirichlet process with parameters (cP0(A), HA) and HA(·) :=
H( · ∩ A)/H(A). Moreover, all ZAε in the sum are independent. The stick–
breaking representation of the Dirichlet process, as established in [26], allows us
to set
πA(Aε) =
∞∑
j=1
P˜A,jδYj (Aε)
where (P˜A,j)j≥1 is a so–called GEM(H(A)) sequence meaning that (VJ )j≥1,
with Vj = P˜A,j/[1 −
∑j−1
i=1 P˜A,i], is a sequence of iid random variables whose
common distribution is Beta(1, H(A)). Moreover, (Yj)j≥1 is a sequence of iid X–
valued random variables, independent of (P˜A,j)j≥1, with common distribution
HA. In view of this, one can rewrite (30) as follows
ZA
d
=
∞∑
j=1
P˜A,j Um,j , m = 1, 2, . . . (31)
where Um,j :=
∑
ε∈{0,1}m ZAεδYj (Aε) for any m and j in N. Note that, for
every m, the sequences (Um,1, Um,2, . . .) and (Um,2, Um,3, . . .) have the same
distribution. Then we can rewrite (31) as
ZA
d
= P˜A,1Um,1 + (1 − P˜A,1)Z∗m,A, m = 1, 2, . . . (32)
where, for every m, P˜A,1 is independent of (Um,1, Z
∗
m,A) and Z
∗
m,A
d
= ZA. More-
over, since for any m
EZnA =
n∑
j=0
(
n
j
)
E
[
P jA,1(1 − P˜A,1)n−j
]
E
[
U jm,1Z
∗
m,A
n−j
]
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=
n∑
j=0
(
n
j
)
j!(θ)(n−j)
(1 + θ)(n)
EU jm,1Z
∗
m,A
n−j
and the moments of Z∗m,A do not depend on m, one has that Um,1 converges in
distribution to a random variable in [0, 1], as m → ∞. In view of , to conclude
the proofSet
Em,j :=
∑
ε∈{0,1}m
ǫ 1Aε(Yj), j ≥ 1.
For each m, j ∈ N, Em,j identifies the unique set in the partition Πm that
contains Yj , for every j ≥ 1, namely Um,j = ZAEm,j . Note that, if P0 is diffuse,
then
P (Em,i = Em,j) = E
 ∑
ε∈{0,1}m
max{1Aε(Yi),1Aε(Yj)}
→ 0 m→∞.
Thus, for every C and D in B([0, 1]),
lim
m→∞
P (Um,1 ∈ C,Um,j ∈ D) = lim
m→∞
P
(
ZAEm,1 ∈ C,ZAEm,j ∈ D | Em,1 6= Em,j
)
= lim
m→∞
P
(
ZAEm,1 ∈ C
)
P
(
ZAEm,j ∈ D
)
because the (ZA, ZB) are independent for any disjoint A,B by assumption. The
same can be seen by taking triplets, quadruplets, etc., of JUm,i’s and the limiting
sequence (Uj) is, thus, iid. so that we can write, for every A ∈ X ,
ZA
d
=
∞∑
j=1
P˜A,j Uj
d
=
∫ 1
0
x p˜A(dx) (33)
where (P˜A,j)j≥1 and (Uj)j≥1 are independent and p˜A is a Dirichlet process
on [0, 1] with parameter (H(A), GA), for some probability measure GA(·), being
the distribution of U1. The second distributional equation follows from the series
representation of the Dirichlet process. If B in X is such that A ∩B = ∅, one
then has tat p˜A and p˜B denote independent Dirichlet processes and by virtue
of (19)
ZA∪B
d
=
∫ 1
0
x p˜A∪B(dx)
d
= ǫA,B
∫ 1
0
x p˜A(dx) + (1− ǫA,B)
∫ 1
0
x p˜B(dx)
where p˜A∪B is a Dirichlet process on [0, 1] with parameters (H(A ∪B), GA∪B),
for some probability distribution GA∪B restricted to A ∪ B, and ǫA,B is beta–
distributed with parameters (H(A), H(B)) and is independent from both p˜A
and p˜B. Therefore it has to be
H(A ∪B)GA∪B(·) = H(A)GA(·) +H(B)GB(·)
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for every A,B ∈ X disjoint. In other words, there is a measure G on the
product space X × B([0, 1]) satisfying G(A × [0, 1]) = H(A) and GA(C) =
G(A×C)/H(A) for every A ∈ X and C ∈ B([0, 1]). Correspondingly, there will
be a probability kernel Q(x, dz) on X × B([0, 1]) such that
G(A× C) =
∫
A×C
H(dx)Q(x, ds)
which is what we wanted to prove.
4.2. Laplace functional.
We are now in a position to state then main result of this section: gamma (c, P0)
random measures in canonical correlation form a convex set whose extreme
points are indexed by certain linear functionals of a gamma (c, P0) completely
random measure.
Theorem 4. Let (µ˜1, µ˜2) be a vector of gamma CRMs with parameter mea-
sure cP0. (µ˜1, µ˜2) is in canonical correlation if and only if its joint Laplace
functional is as in (3), for a random measure K on (X ,X ) with exchangeable
increments determined as follows: there exists a (possibly random) probability
kernel Q(x, dz) = Qx(dz) on X × B([0, 1]) such that,
K(f)
d
=
∫
X×[0,1]
sf(x) µ˜(dx, ds) (34)
where µ˜ is, conditionally on Q, a Gamma random measure on X × [0, 1] with
parameter (c,G) where G(dx, ds) := cP0(dx)Qx(ds). Then (µ˜1, µ˜2) defines a
CRM vector if and only if the underlying kernel Q is deterministic.
Proof. We want to prove that (19) implies the “only if”part of the claim. To
this end, consider the measures pA defined by (22) in the proof of Lemma 2.
We show that the collection P ′ := {pA : A ∈ X d, d ≥ 1} uniquely identifies
a random measure on (X ,X ). Notice that the system P ′ can be extended to
define a family P = {pB1,...,Bd : Bi ∈ X , d ≥ 1} in such a way that P is
consistent and
pB({(x, y, z) ∈ (R+)3 : x+ y = z}) = 1
for any A and B in X such that A ∩ B = ∅ and B = {A,B,A ∪ B}. More-
over, if d = 1 and A = {A1}, pA coincides with the probability distribution of
ZA1 µ˜(A1), where µ˜ is a Gamma CRM with parameters (c, P0), independent of
ZA1 . Hence, if (Bn)n≥1 is a sequence of elements in X such that limnBn = ∅
and Bn = {Bn} for any n ≥ 1, pBn ⇒ δ0 almost surely, where ⇒ stands
for weak convergence. By Theorem 5.4 in [17] there exists a unique random
measure, say K, on (X ,X ) admitting P as its system of finite–dimensional
distributions.
Such a measure K has necessarily exchangeable increments. Indeed, chose A =
(A1, . . . , Ad) disjoint such that cP0(Ai) = cP0(Aj) for i, j = 1, . . . , d. Then
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E
[
d∏
i=1
L˜ni,αi(Xi)L˜ni,αi(Yi)
]
= E
[
d∏
i=1
L˜ni,ασ(i)(Xi)L˜ni,ασ(i)(Yi)
]
for any permutation σ of (1, . . . , d). Hence
ρn(A) = ρn(σA) ∀σ
(in particular, by (18), the vector (ZA1 , . . . , ZAd) is exchangeable). Thus the
vector (K(A1), . . . ,K(Ad)) (whose Laplace transform is given by the expec-
tation of (20)), is exchangeable, hence K has exchangeable increments. This
means that K can be seen as a convex linear combination of measures with
independent increments (see e.g. [18], Proposition 1.21). Theorem 3 provides a
characterisation for the extreme points of such convex combination: in the case
of K with independent increments, the coordinates of
(K(A1), . . . ,K(Ad))
d
= (ZA1 µ˜(A1), . . . , ZA2 µ˜(Ad))
are independent and
ZA =
∫
[0,1]
z p˜A(dx)
are Dirichlet Process means with the same notation as in Theorem 3. Using
θd =
∑d
i=1 θi1Ai and the d sets A1, . . . , Ad in X being pairwise disjoint, (20))
induces the following expansion for the Laplace functional of K: letting Yi =
µ˜(Ai) (i = 1, . . . , d)
E
[
eK(θd)
]
= E
[
d∏
i=1
d∑
ni=0
(θiYiZAi)
ni
ni!
]
= E
[
d∏
i=1
eθiYiZAi
]
=
d∏
i=1
E
[
(1− θiZAi)−cP0(Ai)
]
. (35)
Using the so–called Markov-Krein, or Cifarelli–Regazzini, identity (see [16] and
[22]) (35) can be rewritten as
E
[
eK(θd)
]
= exp
{
−
d∑
i=1
∫
[0,1]
log(1− θis) cP0(Ai)GAi(ds)
}
(36)
So, if θd → θ pointwise as d→∞, then
E
[
eK(θd)
]
→ exp
{
−c
∫
X×[0,1]
log(1− θ(x)s) P0(dx) Qx(ds)
}
for a kernel Qx as given in Theorem 3. The form of this exponent indicates that
K(θ) =
∫
X×[0,1]
s θ(x) µ˜(dx, ds),
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with µ˜ being a Gamma CRM with parameter measure cP0(dx)Qx(dz). In other
words,
K(dx) =
∫ 1
0
s µ˜(dx, ds).
The converse of the theorem is much simpler. Assume that the Laplace func-
tional of (µ1, µ2) is of the form (3) with a measure K satisfying (34) with a
random kernel Q. With f =
∑d
i=1 si1Ai and g =
∑d
i=1 ti1Ai and the d sets
A1, . . . , Ad in X being pairwise disjoint, the Laplace transform φ(f, g) in (3) is
of the form (21), and since in (35) ZA and µ˜(A) are still independent even if,
when Q is random, the collection (ZA) does not necessarily have independent
coordinates. For every A ∈ X , an expansion for φ(f, g) is thus precisely of the
form (20), which shows that (µ˜1, µ˜2) are in canonical correlations with ρn as in
(18).
Remark 1. It is interesting to note that Theorem 4 is reminiscent of a result
by Griffiths and Milne ([14], formula (12)) for a class of dependent Poisson
processes with identical marginal intensity, say H .
Remark 2. According to Theorem 4, when (µ˜1, µ˜2) are in canonical correlation
but do not have independent joint increments, they still do have exchangeable
increments. Correspondingly, in the light of Theorem 3, for any A ∈ X , the
canonical coefficients ρn(A) = E [Z
n
A] are moments of a Dirichlet random mean
of the form (29), except that the driving kernel Q is random. The established
connection with random Dirichlet means is therefore preserved in full generality.
This also leads to determine a closed form expression for the canonical corre-
lations of any vector of Gamma CRMs. Indeed, on the basis of (29) and of a
result in [28] one can provide a combinatorial expansion for ρn. The proof is
a direct application of Proposition 2 in [28], with the caveat that here we are
dealing with random baseline measures.
Corollary 1. Let (µ˜1, µ˜2) be a vector of canonically correlated Gamma CRMs,
whose marginal parameters are (c, P0). For any finite collection A = {A1, . . . , Ad}
of pairwise disjoint sets in X and n ∈ Zd+, the corresponding canonical corre-
lations can be represented as
ρn(A) = 1∏d
i=1(cP0(Ai))ni
n1∑
k1=1
· · ·
nd∑
kd=1
E
[
d∏
i=1
Bni,ki(r1,i, 2!r2,i, . . . , (ni − ki + 1)!rn−k+1,i)
]
(37)
where rj,i = c
∫
Ai×[0,1]
sj Q(x, ds)P0(dx)/P0(Ai) and Bn,k is, for any k ≤ n,
the partial exponential Bell polynomial.
Remark 3. Besides being relevant for the goals set forth in this paper, Theorem
3 and Theorem 4 are further interesting in that they reproduce and complete a
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result on one-dimensional gamma canonically correlated random variables with
infinitely divisible joint distribution, obtained by Griffiths in [13]. We restate
Griffiths’ result as follows.
Corollary 2. A sequence (ρn)n≥1 defines the canonical correlations for an
infinitely divisible vector (X,Y ) ∈ R2+ with marginally Γc,1 distributed ran-
dom variables if and only if ρn = E [(p˜(f))
n
], with p˜ being a Dirichlet pro-
cess with parameter measure cP0 for some probability measure P0 on a Pol-
ish space (X ,X ) and for some measurable function f : X → [0, 1] such that∫
log(1 + |f |) dP0 <∞.
Proof. Any such infinitely divisible pair (X,Y ) can be interpreted as the vector
of total masses (µ˜1(X ), µ˜2(X )) where (µ˜1, µ˜2) is a pair of canonically correlated
gamma(c, P0) random measures with joint independent increments i.e. those
considered in Lemma 3. The proof thus follows immediately from Theorem 3
and Theorem 4.
5. Illustrations
It is apparent from the previous results that the dependence between µ˜1 and µ˜2
is determined by K and, more specifically, by the (possibly random) probability
kernel {Qx : x ∈ X} underlying the distribution of K, where Qx(·) = Q(x, ·).
We will refer to Qx as the directing kernel for the pair (µ˜1, µ˜2) for K. We will
now proceed with ilustrating a few examples that correspond to different choice
of Qx.
5.1. Qx degenerate at a deterministic constant, and
Dawson-Watanabe processes
The simplest example one might think of corresponds to assuming Qx = δz, for
any x ∈ X and for some constant z ∈ (0, 1). It is then obvious that ZA = z,
for every ω in Ω and A in X . Consequently, ρn(A) = z|n| for every collection
A = {A1, . . . , Ad} of d pairwise disjoint and measurable subsets of X and for
any vector of non–negative integers n = (n1, . . . , nd) with |n| =
∑d
i=1 ni. For
X compact, the resulting distribution of the pair (µ˜1, µ˜2) has the interpretation
as the distribution of (λξλ,0, λξλ,t) for any λ ∈ R+, where t = −2 log z/λ and
ξλ = (ξλ,t : t ≥ 0) is a Dawson-Watanabe measure-valued continuous-state
branching process associated to the generator
L = 1
2
∫
X
µ(dx)
δ2
δµ(x)2
+
1
2
c
∫
X
P0(dx)
δ
δµ(x)
− 1
2
λ
∫
X
µ(dx)
δ
δµ(x)
, (38)
where δ/δµ(x) are Gateaux derivatives. The domain D(L) of the generator is
given by the space{
ϕ : ϕ(µ) ≡ F (µ(f1), . . . , µ(fd)) , F ∈ C2c (Rd+), f1, . . . , fd ∈ C(X ), d ∈ N
}
D. Spano` and A. Lijoi/Canonical correlations for dependent gamma processes 22
where C(X ) is the space of all continuous functions on X and C2c (Rd+) the space
of all continuous, twice differentiable functions on Rd+ with compact support.
We will refer to any such process as a Γc,P0-DW process. This process is the
measure-valued extension of the CSBI with generator (10) mentioned in Section
2, important in our perspective in that it constitute the extremal set in the
convex class of gamma canonical correlations in one dimension (Theorem 1).
The joint Laplace functional transform of the Γc,P0-DW process
φt(f, g) = e
−c [
∫
X
log(1+ 1λ [f(x)+g(x)+C−λ(t)f(x)g(x)]) P0(dx)] (39)
for every t ≥ 0, where Cλ(t) := (eλt/2 − 1)/λ, has been determined in [11] and
extend (9) to infinite dimensions. Indeed one can see that, if λ = 1, (39) coincides
with (43) with z := 1−C−1(t). From (39), it is immediate to see that, for every
λ, the re-scaled DW process ξ∗ = λξλ is a process whose bivariate distributions
(ξ∗s , ξ
∗
s+t) have, for every s, t ≥ 0, canonical correlations {zn} given by
z = 1− λC−λ(t) = e−λt/2.
In [11] an expansion was derived for the transition function of the Γ-DW process
that can be used straight away for all bivariate gamma measures in this class,
i.e. induced by ζ(x) = z. One can then state the following result as a direct
application of formula (1.8) in [11], where we just substitute 1 − λC−λ(t) with
z.
Corollary 3. Let (µ˜1, µ˜2) be a pair of gamma (c, P0) CRMs with canonical
correlations driven by a degenerate homogeneous kernel Qx = δz, where z ∈ (0, 1]
is a constant. The conditional distribution of µ˜2, given µ˜1 = m1, can be expanded
as
pβ(m1, dγ) =
∞∑
n=0
Po(βm¯1)(n)
×
∫
Xn
Pnm1(dx1, . . . , dxn) Γ(c+n)P∗n ,(1+β)−1(dγ) (40)
where: β = z/(1− z), m¯1 = m1(X ), Pm1(A) := m1(A)/m¯1,
P ∗n(dx) = [cP0(dx) + n
n∑
i=1
δxi(dx)]/(c + n)
and, for every β > 0, ΓcP0,β denotes the probability distribution of βµ where µ
is a Gamma CRM with parameters (c, P0).
An algorithm for simulating from (the finite-dimensional distributions of)
(40) is therefore Algorithm A.3 with b = β.
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5.2. Qx degenerate at a deterministic function
Suppose that Qx = δz(x), for every x in X , where z : X → [0, 1] is some fixed
measurable function. Then K(A) =
∫
A
z(x) µ˜(dx) for any A in X . In this case
ZA
d
=
∫
A
z(x) p˜A(dx) =
∫ 1
0
x p˜A ◦ z−1(dx)
that is, ZA reduces to a linear functional of a Dirichlet process with deterministic
parameter cP0(A∩z−1(C)) for any C ∈ B([0, 1]). Hence, one has a simplification
of the canonical correlations. Indeed, if one defines rj,i = c
∫
Ai
zj(x)P0,Ai (dx),
then
ρn(A) =
d∏
i=1
1
(cP0(Ai))ni
ni∑
ki=1
Bni,ki(r1,i, 2r2,i, . . . , (ni − ki + 1)!rni−ki+1,i)
Having ascertained that ρn has a product form, one finds out that in this case
the vectors (µ˜1(Ai), µ˜2(Ai)), for i = 1, . . . , d, are independent. Hence (µ˜1, µ˜2) is
a bivariate CRM.
5.3. Qx degenerate at a random constant
Suppose Qx = δZ(ω) for every x ∈ X and ω ∈ Ω, where Z is a random variable
taking values in [0, 1]. Hence K = Z µ˜. Under this circumstance, one has ZA
d
=
Z, for any A in X , so that by virtue of Theorem 4
ρn(A) = E
[
Z |n|
]
which does not depend on A = {A1, . . . , Ad}. Unlike the example in Section 5.1,
where Z is degenerate at a point z in [0, 1], when Z is random one has
ρn(A) 6=
d∏
i=1
ρni({Ai})
that is, the increments of (µ˜1, µ˜2) are not independent. Nonetheless, it is easy
to find a useful representation for the conditional distribution of µ˜2 given µ˜1,
namely
p(m1, dγ) = E [pB(m1, dγ)]
where B := Z/1 − Z and, conditional on B = β, pβ is as in (40). This also
suggests a simple algorithm for generating µ˜i,A conditional on µ˜j,A = x ∈ Rd+,
for i, j ∈ {1, 2} : i 6= j:
Algorithm A.4.
(0) Initialise by fixing a distribution PZ on [0, 1].
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(i) Sample Z = z from PZ .
(ii) Run Algorithm A.3. initialised by (z/1− z),x, cP0(A).
A particular choice of PZ leads to a more explicit formula that is pointed out
below.
Corollary 4. Suppose Z has a beta distribution with parameters (ηc, (1− η)c),
where η ∈ (0, 1). The canonical correlations are, then, of the form
ρn(A) =
(ηc)|n|
(c)|n|
(41)
for any collection A = {A1, . . . , Ad} of d pairwise disjoint and measurable
subsets of X . Moreover, if fi : X → R are measurable functions such that∫
log(1 + |f |)dP0 < ∞, for any i = 1, 2, the Laplace functional transform of
(µ˜1, µ˜2) evaluated at (f1, f2) is
φ(f, g) = φ(cP0)(f1)φ(cP0)(f2) E
[(
1 +
∫
θ dp˜cP0
)−ηc]
(42)
where p˜cP0 is a Dirichlet process with parameter measure cP0 and θ = f1f2(1 +
f1)
−1(1 + f2)
−1.
Proof. The form of the canonical correlations in (41) follows from Theorem 6
the fact that Zi = Z for any i = 1, . . . , d. Moreover, given K = Zµ˜ one has
E
[
e
∫
θ dK
]
= E
[
1
(1− Zη
∫
θ dp˜)c
]
= E
[
1
(1 − ∫ θ dp˜)ηc
]
where the first equality follows from the Markov–Krein identity for random
Dirichlet means, and the last one is a well-known hypergeometric identity that
can be easily recovered directly by expanding the joint Laplace transform of
(µ˜1, µ˜2). This shows (42).
In (42) one notices that the expectation on the right–hand side is the gener-
alised Cauchy–Stieltjes transform of the mean
∫
θdp˜cP0 of a Dirichlet process.
Note that if f1 and f2 are simple functions taking on a finite number of values, i.e.
f1 =
∑d
i=1 si1Ai , f2 =
∑d
i=1 ti1Ai for a collection A1, . . . Ad, of pairwise disjoint
sets in X , such a transform can be expressed in terms of the fourth Lauricella
hypergeometric function FD. Indeed, upon setting θi = siti(1 + si)
−1(1 + ti)
−1
and αi = cP0(Ai), for i = 1, . . . , d, one has
φ(f1, f2)
φ(cP0)(f1)φ(cP0)(f2)
=
∏d
i=1 Γ(αi)
Γ(|α|) FD (ηc, α1, . . . , αd; c; θ1, . . . , θd)
where |α| =∑di=1 αi.
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5.4. Model with random elements in common
In the previous subsections we have been considering a broad class of examples
of canonically correlated gamma CRMs whose directing kernel is of the form
Qx(ds) = δζ(x,ω)(ds) ∀x ∈ X ∀ω ∈ Ω,
implying that the s component is degenerate at a measurable function ζ : X ×
Ω → [0, 1]. It, then, follows that K(f) d= ∫
X
f(x)ζ(x) µ˜∗(dx), where µ˜∗ is a
Gamma CRM with parameter (c, P0). Equivalently, K is a weighted gamma
CRM on (X ,X ), conditional on ζ. The corresponding bivariate gamma CRMs
have thus a joint Laplace transform of the form
φ(f, g) = φcP0(f) φcP0(g)E
[
ec
∫
log(1+ζ fg(1+f)(1+g) ) dP0
]
. (43)
The canonical correlation sequences could have been derived from an expansion
of (43) with both f and g as simple functions. In particular, by Theorem 4, they
were determined by joint moments of random variables of the form:
ZA
d
=
∫
A
ζ(x, ω) p˜A(dx), i = 1, . . . , d (44)
where p˜A is a Dirichlet process with parameter measure cP0 restricted to set A.
A different structure for the directing kernel needs to be identified if one wants
to construct vectors of CRMs being in canonical correlation in the spirit of [14],
where the authors study a class of Poisson random measures (J˜1, J˜2) such that
J˜i = Ji + J0 where J1, J2 and J0 are independent Poisson random measures
with J1
d
= J2. Dependence is, thus, induced by a common source of randomness
in J0. A finite-dimensional version of this model was proposed in [19] where the
connection with canonical correlations was studied for a large class of marginals
including multivariate Poisson and multivariate Gamma. The particular case
where J0 has intensity measure ηcP0 and Ji, for i = 1, 2, have intensity (1 −
η)cP0 (η ∈ [0, 1]) was employed by [24] to build dependent nonparametric priors
for inference on partially exchangeable data. In our measure-valued setting,
with Gamma marginals, the latter model can be viewed as corresponding to a
directing kernel of the type
Qx(ds) = Q
η(ds) := η δ{0}(ds) + (1− η)δ{1}(ds), (45)
for any x ∈ X and for some η ∈ (0, 1). In this case it can be easily seen that K
is a Gamma CRM with parameters (c(1 − η), P0). Finally, recall that if p˜ is a
Dirichlet process on [0, 1] parameter (c,Qη), the random variable Z =
∫ 1
0
z p˜(dz)
has distribution Beta(cη, (1 − η)c) (see [22]), thus yielding
Corollary 5. Let µ1, µ2 and µ0 be independent Γ(1−η)cP0 , Γ(1−η)cP0 and ΓηcP0
CRMs, respectively. Consider a vector (µ˜1, µ˜2) of gamma CRMs in canonical
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correlation with directing kernel Qη. Then the distribution of (µ˜1, µ˜2) is the
model with random elements in common
µ˜1 = µ1 + µ0 µ˜2 = µ2 + µ0 (46)
and the canonical correlations are
ρn(A) =
d∏
i=1
(ηcP0(Ai))(ni)
(cP0(Ai))(ni)
=
d∏
i=1
E
[
ZniAi
]
, (47)
where (ZAi : i = 1, . . . , d) are independent random variables, respectively with
beta (ηcP0(Ai), (1− η)cP0(Ai)) distribution, for i = 1, . . . , d, for any collection
A = {A1, . . . , Ad} of disjoint and measurable subsets of X . Thus the process has
jointly independent increments.
Proof. The law of a pair (µ˜1, µ˜2) directed byQ
η and the law of a pair constructed
as in (46) have the same Laplace functional with identical driving CRM K. In
order to identify the canonical correlations we determine an expansion of the
Laplace transform of K evaluated at a simple function f =
∑d
i=1 si1Ai with
sets Ai ∈ X being pairwise disjoint. It can then be seen that
E
[
eK(f)
]
=
∑
n∈Zd+
E
[
d∏
i=1
Kni(Ai)
ni!
snii
]
=
∑
n∈Zd+
d∏
i=1
(cP0(Ai))ni
(ηcP0(Ai))(ni)
(cP0(Ai))(ni)
snii
ni!
and this implies that the canonical correlations are as in (47). Hence the ZAi ’s
are independent beta random variables with respective parameters (ηcP0(Ai), (1−
η)cP0(Ai)) and the proof is complete.
6. Measure–valued Markov processes with canonical correlations
In this Section we apply Theorem 4 to characterise the class of time-homogeneous,
reversible, Feller transition functions {Pt : t ≥ 0} defined on MX ×MX , with
ΓcP0 reversible (stationary) measure such that, for every µ ∈ MX and t ≥ 0,
all the finite dimensional distributions associated to Pt(µ, ·) have multivari-
ate Laguerre polynomial eigenfunctions. In other words, for every t > 0, the
pair (ξ0, ξt) will be distributed as a pair of ΓcP0 random measures in canonical
correlation. We will then say that {ξt : t ≥ 0} has canonical autocorrelation
with respect to its gamma(c, P0) reversible measure. We prove that the law of
any such process corresponds to the law of a Dawson-Watanabe process with
generator (38), time-changed by means of some independent, one-dimensional
subordinator. From now on we will assume, for simplicity, that X is a compact
metric space.
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We will derive our characterisation in two steps. First, we fix a collection of
d pairwise disjoint Borel sets A = {A1, . . . , Ad} and correspondingly set α =
(cP0(A1), . . . , cP0(Ad)). We will establish (Section 6.1) necessary and sufficient
conditions for a time-homogeneous Markov process {XAt : t ≥ 0} to be in
gamma-canonical autocorrelation i.e. to have Γα,1 = ×di=1Γαi,1 as stationary
measure and to satisfy, for every t ≥ 0,
E
[
L˜α,n(X0)L˜α,m(Xt)
]
= δmn ρn(t) m,n ∈ Zd+ (48)
for some sequence of functions {ρn(t) : n ∈ Zd+, t ≥ 0} guaranteeing the Markov
property. We will prove that all such Markov vectors can be derived via a time-
change of a d-dimensional continuous-state Branching process with immigration
[ref to model], by means of an independent, d-dimensional subordinator (see
later, Definition 2).
As a second step, in Section 6.2 we will look for conditions guaranteeing that, for
a measure-valued process {ξt : t ≥ 0}, both Markovianity and (48) hold consis-
tently for all its finite-dimensional projections ξt(A) := (ξt(A1), . . . , ξt(Ad)) as
we let d and A1, . . . , Ad ∈ X d vary. It is just such consistency condition that will
lead us to conclude that, at the infinite-dimensional level, all canonically auto-
correlated Gamma measure-valued processes can be obtained by time-changing
a Dawson-Watanabe process merely by means of one-dimensional subordinators.
6.1. Step 1. Markov gamma vectors
The approach we use is similar to the method suggested in Bochner [3] to study
Gegenbauer processes on [−1, 1], and employed by Griffiths [12] to characterise
one-dimensional Laguerre stochastic processes. Assume {Xt : t ≥ 0} is a Rd+-
valued time-homogeneous Markov process with canonical autocorrelation and
with Γα,1 = ×di=1Γαi,1 as stationary measure, whereα = (α1, . . . , αd) ∈ (0,∞)d.
Consider the associated conditional expectation operator
Ptf(x) = E [f(Xt) |X0 = x] t ≥ 0
for every bounded measurable functions f : Rd+ → R. Note that, in order for
Pt to correspond to a Markov transition kernel, t 7→ Pt must be continuous in t
and P0 must be the identity operator. From (4) one has
PtL˜n,α(x) = ρn(t) L˜n,α(x) ∀t ≥ 0.
The conditions above and the semigroup (Chapman-Kolmogorov) property Pt+s =
PtPs, for all non negative s and t, are satisfied if and only if, for every n ∈ Zd+,
ρn(t+ s) = ρn(t) ρn(s) ∀s, t ≥ 0 (49)
ρn(0) = 1 (50)
t 7→ ρn(t) continuous (51)
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These properties define an ordinary kinetic equation for t 7→ ρn(t) for any n,
that is: (49)-(51) hold if and only if there exists a sequence of (non-negative)
reals λn such that
ρn(t) = e
−tλn ∀t ≥ 0.
So long as the conditions above are satisfied, then {Pt : t ≥ 0} is a Feller semi-
group in that Pt maps the space L2(R
d
+,Γα,1) onto itself (being the Laguerre
polynomials an orthogonal basis for it) and, in particular, it maps the space of
all bounded continuous functions vanishing at infinity onto itself.
In the light of this discussion, we aim at characterising all possible multi-
indexed sequences {λn : n ∈ Zd+} that may serve as “rates” for the canonical
autocorrelations of X. It turns out that each such sequence of rates is given by
the Laplace exponent, evaluated at n ∈ Zd+, of some multivariate subordinator.
Definition 2. [2] A Rd+-valued multivariate subordinator Y = {Yt : t ≥ 0}
(starting at (0, . . . , 0)) is a stochastic process whose Laplace transform admits,
for every t, a Le´vy-Kintchine representation of the form
−1
t
logE
[
e−
∑d
i=1 φiYi,t
]
=
d∑
i=1
φici +
∫
Rd+
(
1− e−
∑d
i=1 φiui
)
η(du) (52)
for any (φ1, . . . , φd) ∈ Rd+, from some constants ci ≥ 0, i = 1, . . . , d and Le´vy
measure η on Rd+ concentrated on (0,∞)d.
Note that η must be such that
∫
Rd+
(‖u‖ ∧ 1)η(du) < ∞, with ‖u‖ denoting
the Euclidean norm ([2], Theorem 3.1). This implies that Yt has, for every t ≥ 0,
a multivariate infinitely divisible law. Henceforth, we shall denote the Laplace
exponent of Y , i.e. the right–hand side of (52), as ψc,η, omitting the subscript
when there is no risk of confusion. A consequence of (49)-(51) is the following
Theorem 5. For every d ≥ 1 and every collection α = (α1, . . . , αd) ∈ (0,∞)d,
a time-homogeneous Markov process {Xt : t ≥ 0} in Rd+, with Γα,1 stationary
distribution, is time-reversible with canonical autocorrelation function ρ if and
only if there is a multivariate subordinator S = {St : t ≥ 0} with corresponding
Le´vy exponent ψ such that
(Xt : t ≥ 0) d= (XDWSt : t ≥ 0) (53)
for every n ∈ Zd+, and t ∈ R+, where (XDWt : t ≥ 0) is a continuous-state
branching process with transition function (17) with parameter α. The corre-
sponding canonical correlation coefficients are of the form:
ρn(t) = e
−tψ(n). (54)
Proof. IfX has canonical autocorrelations, then Theorem 4 and (49)-(51) imply
that for every t, on one hand, there exists a random vectorZt = (Z1,t, . . . , Zd,t) ∈
[0, 1]d such that
ρn(t) = E
[
Zn11,t · · ·Zndd,t
]
;
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on the other hand, that
ρn(t) = e
−λnt
for a constant λn. If Ht is the law of Zt, then
ρn(t)− ρn(0)
t
=
∫
[0,1]d
(
d∏
i=1
znii − 1
)
Ht(dz1, . . . , dzd)
t
.
and by definition of exponential function,
λn = lim
t↓0
ρn(0)− ρn(t)
t
.
For every t consider the measure G (·, t) defined by
G (B, t) :=
∫
B
(
1−
d∏
i=1
zi
)
Ht(dz1, . . . , dzd)
t
,
for every Borel set B of [0, 1]d. Since ρn(0) = 1 for every n, G
(
[0, 1]d, t
)
=
t−1
(
1− e−tλ1) , where 1 = (1, 1, . . . , 1). Thus G(·, t) has, for every t ≤ δ, say,
a total mass that is uniformly bounded by a constant that only depends on
δ. Thus, for every set I(y) := ⊗di=1[0, yi], the function y 7→ G(I(y), t) is a
uniformly bounded function, non-decreasing in its arguments. It is therefore
possible (Helly’s first theorem, see [23], Theorem 1.3.9) to choose a sequence tk ↓
0 for which G(I(y), tk) converges weakly, as t → 0, to a function y 7→ G(I(y))
non-decreasing in all its arguments. By continuity on [0, 1]d of the function
1−∏di=1 znii
1−∏di=1 zi ,
we can thus rewrite (Helly’s second Theorem, see [23], Theorem 3.1.10),
λn = lim
t↓0
∫
[0,1]d
(
1−∏di=1 znii
1−∏di=1 zi
)
G(dz, t) =
∫
[0,1]d
(
1−∏di=1 znii
1−∏di=1 zi
)
G(dz)
Denoted H(dz) :=
(
1−∏di=1 zi)G(dz1 · · ·dzi), we see that
λn =
∫
[0,1]d
(
1−
d∏
i=1
znii
)
H(dz)
The change of variable si = − log zi, along with the corresponding change of
measure G˜(B) = G
({z ∈ [0, 1]d : (− log z1, . . . ,− log zd) ∈ B}) for any B in
B(Rd+), leads to
ρn(t) = exp
{
−t
∫
Rd+
(
1− e
∑d
i=1 nisi
)
G˜(ds)
}
. (55)
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This, in turn, implies that
S = {(− logZ1,t, . . . ,− logZd,t) : t ≥ 0}
is a d-dimensional subordinator starting at the origin with Le´vy measure G˜. We
have just seen that, for every n and t,
ρn(t) = E
[
e−
∑d
i=1 niSi,t
]
for a d-dimensional subordinator with Le´vy intensity G˜ hence it is of the form
(54). The identity in distribution (53) follows. Indeed, consider a d-dimensional
continous-state branching process (XDWt : t ≥ 0), with parameters α, for sim-
plicity, with time rescaled by a factor of 2. We have seen in Section 1 (see (17))
that it has Γα,1 stationary distribution and canonical autocorrelations
ρn(t) = e
−|n|t,
(with t instead of t/2 thanks to the time-rescaling) and its transition function
can be generated from Algorithm A.3. Therefore, for every L2(Rd+,Γα,1) func-
tion,
PDWt f(x) =
∑
n
e−|n|tf̂(n)Ln,α(x)
=
∑
n
[
d∏
i=1
e−nit
]
f̂(n)Ln,α(x). (56)
Consider the subordinated process X˜t = X
DW
St
, where (St) has Le´vy intensity
G˜ and is independent of XDW . Then
E
[
f(X˜t) | X˜0 = x
]
= E
[
f(XDW
St
) |XDW0 = x
]
=
∑
n
E
[
e−
∑d
i=1 |n|Si,t
]
f̂(n)Ln,α(x)
=
∑
n
ρn(t)f̂(n)Ln,α(x) (57)
where ρn(t) is given by (55). In other words, (X˜t) has the same transition
semigroup as (Xt), thus the laws of the two processes coincide which proves the
necessity part of the theorem.
The equality (57) also immediately proves the sufficiency part as well: time-
changing a d-dimensional CSBI process by an independent subordinator will
give a new Markov process with canonical autocorrelations of the form (55).
6.1.1. Discrete-time construction.
To give an heuristic interpretation to the Theorem (especially the sufficency
part), one can consider the following “Poisson continuous-time embedding”of
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the following discrete-time construction (similar one-dimensional constructions
have been proposed e.g. in [3], [12] and [15]). Consider a Markovian sequence
X0,X1, . . . of d–dimensional random vectors such that for every j = 0, 1, . . . ,
(Xj ,Xj+1) is a bivariate gamma(α, 1) random pair of vectors with canonical
correlations ρn(1) =
∫
[0,1]d
∏d
i=1 z
ni
i F (dz) for some measure F. It is easy to see
that, from the symmetry of the one-step kernel, the chain is reversible and that
E
[
L˜n,α(Xk) |X0 = x
]
= ρk
n
(1) L˜n,α(x), k = 0, 1, . . .
that is (X0,Xk) have canonical correlations ρn(k) = ρ
k
n(1) for any k. Consider
now a Poisson process {Nt : t ≥ 0)} on R+ with rate γ, independent of (Xk)k≥0
and set
X˜(t) :=XN(t), t ≥ 0.
By construction, {X˜t : t ≥ 0} is again a Markov process and has canonical
autocorrelations
ρn(t) = E
[
ρN(t)
n
]
= exp {−tγ [1− ρn(1)]}
But this can also be written as
γ [1− ρn(1)] =
∫
[0,1]d
(
1−
d∏
i=1
znii
)
Hγ(dz)
where Hγ := γF . This property is preserved even as γ → ∞, if γ and F are
chosen so that the limit measure (with respect to the topology of the weak
convergence) H := limγ→∞ γF exists, so that
γ[1− ρn(1)] =
∫
[0,1]d
(
1−
d∏
i=1
znii
)
Hγ(dz)→
∫
[0,1]d
(
1−
d∏
i=1
znii
)
H(dz).
So, after the change of variable si = − log zi, denoting with G˜∗ is the corre-
sponding induced measure on Rd+,
ρn(t) = exp
{
−t
∫
Rd+
(
1− e−
∑d
1 nisi
)
G˜∗(ds)
}
is, for every t, a canonical correlation sequence and, since it satisfies (49)-(51),
it is a Markov canonical correlation sequence, and it is in a (multivariate) Le´vy-
Kintchine form.
6.2. Step 2. Markov gamma measure-valued processes
We are now ready to derive the characterisation of measure-valued gamma
processes we are seeking, as Dawson-Watanabe processes time-changed by a
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one-dimensional subordinator. From Section 5.1, we know that a DW process
ξ = {ξt : t ≥ 0} with (sub)criticality parameter λ = 1 has canonical correlations
ρn(A, t) = e−|n|t/2
for every n ∈ Zd+, d ∈ N, t ≥ 0 and A = {A1, . . . , Ad}. The exponent does not
depend on A. Moreover, it corresponds to the Laplace exponent of a pure drift
one-dimensional subordinator and, thus, all its finite-dimensional distributions
on disjoint subsets are of the form (54). Now take any (one-dimensional) sub-
ordinator S = {St : t ≥ 0}, driven by a Le´vy measure ν, defined on the same
probability space as and independent of ξ. Denote with ψν its Le´vy exponent
and define the process ξS as
ξS :=
{
ξSt : t ≥ 0
} d
= {ξSt : t ≥ 0}
The process ξS is still a Markov process, since every time-change via a sub-
ordinator maps any Markov process to a new Markov process (see e.g. [25],
Chapter 6). The stationary measure is unchanged so that, if {PDWt : t ≥ 0} and
{PSt : t ≥ 0} denote the semigroup corresponding to the transition function of
ξ and ξS respectively, then, for every bounded test function ϕ = ϕ(µ) in the
domain D(L) of the generator of (PDWt : t ≥ 0),
E
[
PSt ϕ(µ)
]
= E
[
EcPo
[
PDWSt ϕ(µ)
]]
= EcP0ϕ(µ),
where EcP0 indicated the expectation with respect to the DW stationary mea-
sure ΓcP0 . It can be seen that the process of the finite-dimensional distributions
of ξS obeys to
PSt L˜n,α(x) = E
[
e−|n|St/2
]
L˜n,α(x) = e
−tψν(|n|/2)L˜n,α(x)
for every n ∈ Zd+ and A ∈ X ∗ such that cP0(A) = α. Consequently ξS has
Markov canonical correlation coefficients satisfying (54) and, thus, subordinated
Γ-DW processes have canonical auto-correlation. Moreover, they are Feller pro-
cesses since ξ is a Feller process. We have just proved the sufficiency part of the
next Theorem. A less immediate task is to prove the necessity part.
Theorem 6. A time-reversible, time-homogeneous Feller process ξ = {ξt :
t ≥ 0} with values in (MX ,MX ) and stationary measure ΓcP0 , has canoni-
cal autocorrelations if and only if the law of (ξt : t ≥ 0) is equal to the law of
(ξDWSt : t ≥ 0) where ξDW = (ξDWt : t ≥ 0) is a Dawson-Watanabe process with
ΓcP0 stationary distribution and criticality parameter λ = 1, and S = (St : t ≥ 0)
is a one-dimensional subordinator independent of ξDW . The generator of ξ is
thus given by
LSϕ(µ) = LDWϕ(µ) +
∫ ∞
0
PDWs ϕ(µ) ν(ds)
where LDW and (PDWt : t ≥ 0) are-respectively, the generator (38) and the
semigroup of the DW diffusion ξDW (see Section 5.3) and ν is the Le´vy mea-
sure of the subordinator S. D(L) is a core for the domain of LS .
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Proof. Suppose ξ = {ξt : t ≥ 0} is a time-homogeneous, reversible, measure–
valued Feller process with ΓcP0 stationary measure and canonical autocorrela-
tions ρ. Then by Proposition 2, for every t, every d and everyA = (A1, . . . , Ad) ∈
X ∗, the canonical correlations of (ξ0(A1), . . . , ξ0(Ad)) and (ξt(A1), . . . , ξt(Ad)),
must satisfy
ρn(A, t) = e−tψA(n) = E
[
e−
∑d
i=1 niSAi,t
]
, n ∈ Zd+ (58)
for a multivariate subordinator SA = ((SA1,t, . . . , SAd,t) : t ≥ 0) with Laplace
exponent ψA. Our goal is to prove that, for every t, every A and every d,
SA1,t = . . . = SAd,t = St (59)
almost surely, for a unique subordinator (St : t ≥ 0). This will prove the claim
for then
ρn(A, t) = E
[
e−|n|St
]
= e−tψ(|n|)
where ψ is the Le´vy exponent of (St), and this is precisely the form of the
canonical correlation coefficients of a Dawson-Watanabe process time-changed
by a one-dimensional subordination. Now, from Lemma 2, for every A ∈ X and
every measurable partition A0, A1 of A, we know that the canonical correlation
coefficients must obey to
ρn(A, t) = ρn(A0 ∪ A1, t)
=
n∑
j=0
(
n
j
)
(cP0(A0))j(cP0(A1))n−j
(cP0(A))n
ρj,n−j(A0, A1, t)
= E [ρJ,n−J(A0, A1, t)] (60)
where J is a random variable whose distribution is beta–binomial distribution
with parameter (n; cP0(A0), cP0(A1)) and we can interpret
ρj,n−j(A0, A1, t) = E
[
e−JSA0,t−(n−J)SA1,t | J = j
]
.
where J and (SA0,t, SA1,t) are independent. But by virtue of (52), necessarily
ρn(A, t) = ρtn(A, 1) for any t ≥ 0, which entails
ρtn(A, 1) = E
[
ρtJ,n−J(A0, A1, 1)
] ∀t ≥ 0.
This equality for t = 2, shows that
E
2 {ρJ,n−J(A0, A1, 1)} = E
[
ρ2J,n−J(A0, A1, 1)
]
i.e. the random variable
ρJ,n−J(A0, A1, 1) = E
[
e−JSA0,1−(n−J)SA1,1 | J
]
has variance 0 whence, almost surely, SA0,1 = SA1,1. By Lemma 2 this must
hold true for every choice of A and of a partition {A0, A1} of A. This argument
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also leads to state that SA,1 = SAc,1 = SX,1 almost surely for every A. Thus,
for every A, ρn(A, 1) = E
[
e−nSX,1
]
= ρn(X , 1) and
ρj,n−j(A,A
c, 1) = E
[
e−nSX,1
]
= ρn(X , 1).
The same can be proven, with identical arguments, to hold for any d-dimensional
correlation sequences {ρn(A, t)} for every collection A = {A1, . . . , Ad} of pair-
wise disjoint sets in X . Since ρn(X , t) = ρtn(X , 1) for every t ≥ 0, then
S = {S(t) := SX ,t : t ≥ 0} is indeed a subordinator, thanks to (52) and
ρn(A, t) = E
[
e−|n|St
]
, n ∈ Zd+,
This shows just what we wanted to prove: the process ξ with canonical cor-
relations in this form has the same law as a subordinated Dawson-Watanabe
process. The form of the generator of ξ comes as a direct application of [25],
Theorem 32.1.
An immediate consequence of Theorem 6, in combination with Theorem 4,
is the following equivalent characterisation.
Corollary 6. A time-reversible, homogeneous measure-valued Markov process
ξ = {ξt : t ≥ 0} with Gamma (c, P0) reversible measure has canonical autocor-
relations if and only if, for every t ≥ o the joint Laplace distribution of (µ0, µt)
is of the form (34) with underlying random probability kernel given by
Qx = δe−St/2 ∀x ∈ X
for a subordinator {St : t ≥ 0}.
Proof. The form of the kernel Qx = δe−St/2 follows from the time-change t 7→
St/2 applied to ξ.
Remark 4. Let {ξt : t ≥ 0} be a measure-valued reversible Markov process
with canonical autocorrelations and ΓcP0 stationary distribution. Theorem 6 and
Corollary 3 imply that there exists a R+-valued subordinator S = {St : t ≥ 0}
such that, for every t ≥ 0, Algorithm A.4 initialised by the probability distribu-
tion of e−St , generates a realisation of {(ξ0(Ai), ξt(Ai)) : i = 1, . . . , d} for every
d and every measurable partition A = (A1, . . . , Ad) of X .
We conclude this Section by pointing out another interesting consequence of
Theorem 4. Suppose S is a degenerate process such that, for every t, St = 2ct
for some positive constant 2c. If ξ is a Γ-DW process with criticality λ = 1, the
canonical autocorrelations of {ξSt : t ≥ 0} are determined by powers of z = e−ct.
We have seen in Section 5.3 that this forms the canonical correlation sequence
of a re-scaled DW process with criticality parameter λ = 2c. These are the
only instances of Markov canonical autocorrelations directed by a deterministic
probability kernel (namely, of the form Qx = δe−ct for all x). In all other cases
where a non-trivial subordinator S is involved in the time-change, the kernel
becomes degenerate at a random constant, i.e. Qx = δe−S(t) for all x, yielding,
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for every t, time-bivariate distributions with a structure as in Section 5.3. By
the last assertion of Theorem 4 this just proves a new characterisation of the
DW process:
Theorem 7. Let {ξ∗t : t ≥ 0} be a measure-valued Markov process with ΓcP0
stationary distribution and canonical auto-correlations. The pair (ξ∗0 , ξ
∗
t ) is a
bivariate completely random measure, for every t, if and only if it is a DW
measure-valued branching diffusion with immigration, up to a deterministic re-
scaling, namely {ξ∗t : t ≥ 0} = {λξλ(t) : t ≥ 0} for some λ ∈ R.
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