We introduce a notion of sub-exponential of rank p random vectors, i.e. a random vectors ξ = (ξ 1 , ..., ξ n ) is sub-exponential of rank p if there is a positive constant K such that E exp(|ξ|
Norms of sub-exponential random vectors
For x = (x i ) n i=1 ∈ R n and p ≥ 1 let |x| p denote the p-th norm of x, i.e. |x| p = (
Definition 1.1. We call a random vector (ξ i ) n i=1 sub-exponential of rank p (p ≥ 1) if there exists a constant K > 0 such that
The family of all sub-exponential of rank p n-dimensional random vectors defined on a common probability space (Ω, F , P) we will denoted by Exp n (p) (Ω).
Remark 1.2. Let us observe that in the one-dimensional case the p-th norms are equal to the absolute value and we have the classic example of exponential type Orlicz spaces Exp 1 (p) (Ω) = Exp (p) (Ω) that is the spaces generated by the function exp(|·| p )−1 (compare [2, Rem.2.3.1]). In multi-dimensional case instead of the absolute value we introduce the p-th norms of vectors that correspond to the exponent p.
Just like in the one-dimensional case, we define the equivalent to the Luxemburg standard of the form
By definition, ξ ∈ Exp n (p) (Ω) if and only if ξ E(p) < ∞. One can show that the above formula define a norm for each n ∈ N, moreover we have the following estimations of the Luxemburg standard of random vector by the Luxemburg norms of its coordinates.
and the first inequality is satisfied. Let now M denote max 1≤i≤n ξ i E(p) . Using the multi-factorial Hölder inequality with exponents
and, in consequence, each factor is less or equal 2 1/n . It implies the second inequality. Remark 1.4. The above lemma means that a random vector is sub-exponential of rank p if and only if its coordinates belong to the exponential type Orlicz space Exp (p) (Ω).
∈ N (0, I); g i 's are independent standard normally distributed and belong to Exp (2) (Ω). Let A be n × n matrix and A denote its operator norm. We estimate the norm Ag E(2) but first we calculate the norm of g E (2) . Recall that |g|
n -distributed with n degrees of freedom and the moment generating function M χ 2
Since |Ag| 2 ≤ A |g| 2 , we get
It means that
2 Bernstein-type inequalities for chaoses in dependent random vectors
To prove our main theorem we will need two technical lemmas. We defer their proofs to the Appendix.
be a random vector and p ≥ 1. There exist positive constants K, L, M such that the following conditions are equivalent:
Remark 2.2. Let us emphasize that we can take in property 1 K = ξ E(p) and then property 3 follows with the same constant, i.e. it is satisfied with M = ξ E(p) (see the proof).
Lemma 2.3. Let η be a nonconstant centered random variable that satisfies the Cramér condition E exp(a|η|) < ∞ for some positive a > 0. Let b be a constant such that the kumulant generating function of η satisfies condition ln E exp(tη) ≤ bt 2 /2 for t ∈ [−a, a]. Then for every t ≥ 0 we have
where
Remark 2.4. Let us observe that g(t) ≥ min{t 2 /(2b), at/2} and we may rewrite the thesis of the above lemma in a weaker but more traditional form of the Bernstein-type inequality as follows
Let A be a multi-indexed array of real numbers
Observe that applying the Hölder inequality to S d (x) with exponents p and p/(p − 1) we get
Let us recall that for a random vector ξ = (ξ i ) n i=1 a random variable S d (ξ) is called chaos of order d. Let us note that for sub-exponential random vectors we have the following.
Proof. By (2) we get
It means that the Luxemburg norm of
By the definition of the norm · E(1) and the Jensen inequality applied to a convex function exp{| · |/a} (a > 0) we get
which means that
. Now we formulate and prove our main theorem.
Proof. For the moment generating function of S d (ξ) − ES d (ξ) we have estimates
The first inequality follows from E(S d (ξ) − ES d (ξ)) = 0 and then taking the absolute value; the second one holds by property 3 of Lemma 2.1 applied to the one-dimensional random variable S d (ξ) − ES d (ξ) by p = 1. Now by (3) and Lemma 2.5 we get
where the last inequality is valid for |t| ≤ 1/(4
. By the above, using the inequality 1 + x 2 ≤ exp(x 2 ), we get that
. In the case of quadratic forms we can take the operator norm A instead of the HilbertSchmidt norm A 2 . Using the weaker form of Bernstein-type estimate (see Rem. 2.4) we get
The similar result was obtained in [1, Th.2.5] but under the assumption that ξ has the convex concentration property with some constant K (see therein). Let us emphasize that in our approach K is the Luxemburg norm ξ E(2) .
The above result has the form of the Hanson-Wright inequality for independent random variables which was proved in [3, 7] and recently derived in [8] . In [4] one can find other definition of subgaussian random vectors and other form of tail inequality for their quadratic forms for dependent r.v.s. Let us emphasize that we introduce the notion of sub-exponential of any rank p random vectors (not only p = 2). Let us stress that the definition (1) of the norm of sub-exponential of any rank p random vectors can also be used in other contexts, for example to estimate moments of chaoses in dependent settings.
Example 2.8. By (2) and Lemma 2.1 with Remark 2.2, for ξ ∈ Exp n (p) (Ω) (p ≥ 1), we have
. By Stirling's formula there exist a constant C(d/p) (that depends on the ratio d to p) such that Γ(dα/p + 1)
1/α ≤ C(d/p)α d/p and we get
Let us emphasize that this is only an upper bound but for dependent sub-exponential of rank p random variables. In independent settings, under some additional assumptions, it is possible to obtain much more subtle two-sided bounds for L p -norms (see [6] and also [5] for instance) holds for s, t > 0, giving we get the proof.
