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Nederlandstalige
samenvatting
Deze thesis bestudeert reciproke relaties en transitiviteitseigenschappen van
deze relaties en onderzoekt het bestaan van transitieve sluitingen en openin-
gen.
Reciproke relaties worden gebruikt in verschillende contexten om graduele
preferenties of probabiliteiten te modelleren. Meestal worden dergelijke relaties
bestudeerd vanuit een specifieke context, met het oog op een bepaalde interpre-
tatie. Een studie van de klasse van reciproke relaties als wiskundige structuur
bleek echter nog niet te zijn gebeurd.
Gebaseerd op de klassieke scherpe relaties wordt een structurele context
opgebouwd waarin de reciproke relaties kunnen bestudeerd worden. Daarbij
wordt vertrokken van de structuur van een specifieke deelklasse van de scherpe
relaties, met name de complete relaties. Via het verband met de deelklasse
van 3-waardige reciproke relaties wordt ge¨ıllustreerd dat reciproke relaties in
het algemeen kunnen beschouwd worden als een natuurlijke uitbreiding van
de klassieke complete scherpe relaties. Als deel van deze structuur voor de
klasse van reciproke relaties wordt een orderelatie gedefinieerd, waaruit verder
de definities voor de unie en de doorsnede van reciproke relaties kunnen worden
opgesteld.
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In een inleidend hoofdstuk geven we een korte situering van reciproke rela-
ties en beschrijven we de nodige basistheorie omtrent scherpe relaties en tralies.
In Hoofdstuk 2 bekijken we enerzijds de voornoemde complete relaties, van de
definitie tot een aantal eigenschappen. Anderzijds wordt ook het raamwerk op-
gebouwd betreffende de reciproke relaties en wordt het 1-1-verband tussen de
complete scherpe relaties en de 3-waardige reciproke relaties vastgelegd. Hier-
door kunnen de eigenschappen die gelden binnen de klasse van complete relaties
worden overgedragen naar de klasse van 3-waardige reciproke relaties en zo ver-
der veralgemeend worden naar de klasse van reciproke relaties.
In Hoofdstuk 3 wordt transitiviteit onder de loep genomen. Opnieuw ver-
trekken we van de klassieke definitie voor scherpe relaties, die rechtstreeks toe-
pasbaar is op de deelklasse van complete relaties. Ook enkele varianten van
transitiviteit worden bekeken. Vervolgens wordt er gefocust op een aantal types
van stochastische transitiviteit. Deze soort van transitiviteit is erg geschikt in
de context van reciproke relaties omdat ze het specifieke karakter van deze re-
laties in rekening brengen. Ook hier bekijken we op welke manier stochastische
transitiviteit voortvloeit uit de klassieke definities en bestuderen we een aantal
verwante definities.
Hoofdstuk 4 begint met een veralgemening van bekende resultaten omtrent
het bestaan van sluitingen met betrekking tot een willekeurige eigenschap. We
tonen aan dat deze resultaten eenvoudig te veralgemenen zijn naar een minimale
theoretische context. Vervolgens passen we deze veralgemeende resultaten toe
op de klasse van reciproke relaties en onderzoeken we een aantal nodige en/of
voldoende voorwaarden voor het bestaan van stochastisch transitieve sluitingen.
De gevonden theoretische resultaten worden ook omgezet naar een praktische
context. Verschillende algoritmen worden voorgesteld die, indien deze bestaat,
de stochastisch transitieve sluiting voor een gegeven relatie genereren. Een
belangrijk startpunt hierbij is het Floyd-Warshall Algoritme, dat gebruikt wordt
voor het genereren van transitieve sluitingen van scherpe relaties.
Hoofdstuk 5 verloopt parallel aan het voorgaande hoofdstuk. Hierin worden
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gekende theoretische resultaten betreffende de opening van scherpe relaties ver-
algemeend en toegepast op de klasse van reciproke relaties. Tot slot worden ook
hier de gevonden resultaten omgezet naar een aantal praktische algoritmes.
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Chapter 1
Introduction
1.1 Why and how we study stochastic transitive
reciprocal relations
Preference relations
In preference modelling, an agent, expert or system assigns a preference to
any pair of alternatives in a certain universe. The set or system consisting of
all these assignations is then called a preference relation. If the preferences
are expressed as yes-or-no, then for any two elements in the universe, four
assignations are possible: an expressed preference for any of the two alternatives,
an indifference between the two alternatives or an incomparability of the two
alternatives. There are several ways to model such preference relations [44].
Classically, such a preference relation can be represented by a crisp relation that,
for two alternatives x and y, contains either the couple px, yq or the couple py, xq
in case of a strict preference, both couples in case of indifference or neither of the
couples in case of incomparability. In the absence of incomparable alternatives,
a preference relation can be represented by a complete crisp relation.
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A disadvantage of this crisp representation is that the information on both
couples, px, yq and py, xq, is needed to learn whether there is a preference or
an indifference between the alternatives. A different representation that does
not share this disadvantage is that of 3-valued reciprocal relations. However,
this representation does not distinguish between indifference and incomparabil-
ity. Three different values, usually 0, 12 and 1, are used to represent either a
preference to the first (1) or second (0) of two alternatives or an indifference
(or incomparability) p 12 q. A reciprocity condition ensures that this assignation
is mirrored by the symmetric couple of alternatives, yielding an asymmetric
set-up.
In addition, 3-valued reciprocal relations can easily be extended to reciprocal
relations taking values in a specified interval. Usually the unit interval is used as
a natural extension of t0, 12 , 1u. This makes general reciprocal relations very well
suited to model graded preferences, which is not possible with crisp relations.
Graded preferences can be regarded in different ways, representing a degree of
preference, a probability of preference, . . .
The use of reciprocal relations is not restricted to preference relations. They
have been used in various other fields such as group decision making [36, 50],
game theory [27], voting theory [37] and mathematical psychology [29].
Consistent preferences
Intuitively, when alternative x is preferred to alternative y and alternative y is
preferred to alternative z, it is expected that alternative x is also preferred to
alternative z. For crisp relations, this behaviour is formalised by the classical
concept of transitivity. For reciprocal relations, different kinds of definitions
exist that formalise this concept, taking into account the specific nature of
such relations. A notable family of definitions is that of stochastic transitiv-
ity, for which a general definition was proposed in [17]. Some other types of
transitivity definitions suitable for reciprocal relations are cycle-transitivity and
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FG-transitivity [14, 17, 24, 49].
Starting from a pairwise assignation of preferences, it is not guaranteed that
the resulting preference relation, however modelled, possesses an appropriate
property of transitivity. In such case, the preference relation is labelled ‘incon-
sistent’ [9, 35]. This raises the question of how a given relation that does not
satisfy transitivity can be approximated with a relation that does satisfy this
property. From a semantical point of view, an analysis can be made of the rea-
son why the relation is inconsistent. There can be conflicting preferences with
the expert or the system that assigns the preferences. The inconsistency can
also be caused by uncertainty of this expert or system or there even might not
be sufficient information to consistently assign all the preferences.
Another point of view is one of purely mathematical nature: one regards
the relation, crisp or reciprocal, as a mathematical object which has its place
in a particular mathematical structure. Within this structure, it can be exam-
ined whether there are other objects that are suitable to approximate or even
represent the original object.
Closures and openings
To approximate a given object, an intuitive argument can be that the approxi-
mation should not deviate too much or should not be ‘too far’ from the original
object. When the structure to which the object under consideration belongs,
is equipped with an ordering, one is led to the study of the formal concepts of
closures and openings. These are respectively the smallest and greatest objects
satisfying a desired property that are comparable with the object one wishes to
approximate.
In the context of crisp as well as fuzzy relations, there are well-known results
regarding the existence of closures and openings. In [1], general conditions have
been established for the overall existence of these concepts and they have been
applied to several properties. In [12], these results have been applied to the case
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of T -transitive closures.
An important algorithm for finding the transitive closure of a crisp relation is
the Floyd-Warshall algorithm, also known as Floyd’s algorithm, Roy-Warshall
algorithm or Roy-Floyd algorithm [30, 47, 54]. This algorithm has originally
been designed in the context of graph theory, but has nonetheless found its use
in many other applications. More recently, still quite some investigations are
devoted to the development of computational methods for computing closures
and openings, see e.g. [8, 23, 34, 42]. Additional research aims at finding par-
ticular results for cases in which the uniqueness of closures or openings is not
guaranteed.
It is in this line of reasoning that our research presented in this thesis can
be situated.
1.2 Outline
For our research, we have taken crisp and reciprocal relations out of any seman-
tical context and studied these as purely mathematical objects. In Chapter 2,
we design a set-theoretical context for reciprocal relations, defining notions such
as inclusion, union and intersection. We show how reciprocal relations can be
seen as a natural extension of a subclass of crisp relations, namely complete
crisp relations. This set-theoretical context provides us with an ordering of re-
ciprocal relations that allows us to examine the concepts ‘smallest object greater
than’ and ‘greatest object smaller than’, which leads to closures and openings.
Chapter 3 gives an overview of the family of properties that we further consider,
namely different types of stochastic transitivity. We analyse existing definitions
for stochastic transitivity, illustrate how they form an extension to the classical
definition of transitivity of crisp relations and consider a number of seemingly
natural extensions, defined for both crisp and reciprocal relations. In Chapter 4
we first generalise existing theoretical results on closures, which leads to general
conditions for the individual as well as overall existence of closures with re-
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spect to the types of transitivity discussed in Chapter 3. These results are then
applied to crisp relations, repeating the known results, complete relations and
finally reciprocal relations. A similar discussion regarding openings is presented
in Chapter 5. Finally, in a closing chapter, we point out some possible paths
for further investigations.
1.3 Preliminaries
In this section, we give an overview of the basic notions on sets, relations and
lattices that are used throughout this thesis. The reader familiar with these
concepts is free to proceed to the following chapter. Anyone interested in a more
in-depth discussion is referred to the literature. An interesting introduction to
lattice theory can be found in [11].
1.3.1 Crisp relations, posets and lattices
Basically, a binary crisp relation on a universe X is a set of couples of elements
of X, i.e. a subset of X2. The set of all binary crisp relations is PpX2q, the
powerset of X2. As we will consider only binary relations, in what follows, we
omit the term ‘binary’.
A crisp relation R P PpX2q is often identified with its characteristic mapping
R : X2 Ñ t0, 1u. If px, yq P R, usually denoted as xRy, then Rpx, yq  1, else
Rpx, yq  0. In the case of a finite universe X  tx1, . . . , xnu, the relation R
can be represented by an n n-matrix R with elements Rpxi, xjq P t0, 1u. For
a finite universe X with |X|  n, it is well known that |PpX2q|  2pn2q.
A relation R on a universe X can also be represented graphically, by means
of a directed graph, i.e. a pair of sets GR  pVR, ERq, with VR  X, the set
of nodes or vertices, representing the elements of X and ER  tpxi, xjq P V 2R |
Rpxi, xjq  1u the set of directed arcs, indicating the relationship between the
elements of X.
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Example 1. On the universe X  tx, y, z, uu, the relation
R  tpx, xq, px, zq, py, uq, pz, xq, pz, yq, pz, uqu
has the following matrix and graphical representation.
R x y z u
x 1 0 1 0
y 0 0 0 1
z 1 1 0 1
u 0 0 0 0
Special properties and order relations
The more interesting relations are those that satisfy one or more special prop-
erties. A complete list of possible properties can be quite long. Here we discuss
only a select few, those which will be used further on.
Definition 1. A crisp relation R P PpX2q is
Reflexive if p@x P XqpRpx, xq  1q.
Irreflexive if p@x P XqpRpx, xq  0q.
Symmetric if p@x, y P XqpRpx, yq  Rpy, xqq.
Asymmetric if p@x, y P XqpRpx, yq  0_Rpy, xq  0q.
Antisymmetric if p@x, y P Xqpx  y ñ Rpx, yq  Rpy, xqq.
Transitive if p@x, y, z P XqppRpx, yq  1^Rpy, zq  1q ñ Rpx, zq  1q.
Complete if p@x, y P XqpRpx, yq  1_Rpy, xq  1q.
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In some contexts, one sometimes makes a distinction regarding completeness
(e.g. [46]). The above formulation is then referred to as strong completeness,
while a relation is said to be complete if it satisfies
p@x, y P Xqpx  y ñ pRpx, yq  1_Rpy, xq  1qq .
We will not make this distinction. In the present context, one sometimes uses
‘total’ as a synonym for ‘complete’.
A relation that combines reflexivity and symmetry is called a tolerance re-
lation [1, 55]. An equivalence relation, or transitive tolerance relation, has
the property that it divides the universe X in so-called equivalence classes,
i.e. X  X1 Y . . . Y Xk, with Xi X Xj  H if i  j and such that for x P Xi
and y P Xj , Rpx, yq  1 if and only if i  j.
Order relations
Some relations induce an arrangement of the elements of the universe X. A
minimal requirement for this is that the relation is transitive and reflexive, in
which case it is called a quasi-order or preorder . A preorder arranges some of the
elements in the universe and possibly considers some clusters of elements to be
equivalent or of equal importance. A preorder can be upgraded in two ways. By
adding completeness, it becomes a weak order . In a weak order, all elements are
ordered, but still some elements can be equivalent. By adding antisymmetry to
a preorder, it becomes a partial order . In a partial order, not all elements of X
are ordered, but all elements are considered as individuals, none are considered
equivalent in any way. A preorder that is complete as well as antisymmetric is
called a simple order , linear or total order . It arranges all elements of X ‘on
a line’, i.e. it induces a numbering on X such that Rpxi, xjq  1 if and only if
i ¤ j.
If R is a partial order included in a linear order R1, then R1 is called a linear
extension of R. The order-extension principle states that every partial order
has a linear extension.
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Posets, lattices and semilattices
The importance of order relations is that they reveal or impose a structure of
the underlying set, thereby giving rise to a number of interesting notions.
Equipping a set S with a partial order, denoted by ¤S , results in a partially
ordered set or poset . If for s1, s2 P S, it holds that s1 ¤S s2, then s1 is called
smaller than or a subelement of s2 and s2 is called larger than or a superelement
of s1. In general, s1 and s2 are called comparable when either s1 ¤S s2 or
s2 ¤S s1.
For any s P S, the down-set of s gathers all of its subelements:
Ós  ts1 P S | s1 ¤S su ,
while the up-set of s gathers all of its superelements:
Òs  ts1 P S | s ¤S s1u .
When a particular property P is considered, the P-down-set and P-up-set re-
spectively gather all subelements or superelements that satisfy this property,
i.e.
ÓPs  ts1 P S | s1 ¤S s, s1 satisfies P u ,
ÒPs  ts1 P S | s ¤S s1, s1 satisfies P u .
The set of all superelements of s that are subelements of s1 is denoted by
the interval rs, s1s, i.e.
rs, s1s  ÒsX Ós1  tt P S | s ¤S t ¤S s1u .
Clearly, rs, s1s is empty whenever s1  S s or s and s1 are incomparable.
A maximal element of S is an element that has no superelements in S apart
from itself, i.e. Òs  tsu. A maximum element or maximum s of S is an element
that is a superelement to all elements of S, i.e. s P Òt for all t P S. It is possible
that there is more than one maximal element in S, but a maximum element is
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by definition unique. Similarly, s P S is a minimal element if Ós  tsu and s P S
is a minimum element if s P Ót for all t P S. If a maximum or minimum exists,
we will use the notations sJ and sK, respectively.
Note that, if pS,¤Sq is a poset, then for any subset S 1 of S, pS 1,¤Sq is a
poset too.
Given a subset S 1 of S, t P S is an upper bound of S 1 if for all s P S 1, t P Òs.
Similarly, t P S is a lower bound of S 1 if for all s P S 1, t P Ós. If a smallest upper
bound exists, this element is called the supremum of S 1, denoted by supS 1,
while, if it exists, the largest lower bound is called the infimum of S 1, denoted
by inf S 1. The supremum and infimum of a pair are commonly referred to as
the join and meet of the two elements.
A poset pS,¤Sq is called a lattice if for every two elements s, t P S both the
supremum supts, tu and the infimum infts, tu exist. By extension, for every non-
empty finite subset of a lattice, the infimum and supremum exist. A complete
lattice is a lattice in which the supremum and infimum exist for every subset S 1
of S. In particular, for a lattice pS,¤Sq the infimum and supremum exist for the
set S itself and for the empty subset. Therefore, a complete lattice necessarily
has a maximum and a minimum and it holds that
sJ  supS  inf H , sK  inf S  supH .
Note that it is not necessary to explicitly demand both the existence of all
suprema and all infima. For example, if for every subset of S the supremum
exists, consider for any subset S  S, the set Sl containing all lower bounds of
S and let s0  supSl. Clearly, any s P S is an upper bound of Sl and since
s0 is its smallest upper bound, it is a lower bound of S. Hence it is its largest
lower bound, i.e. supSl  inf S. The same reasoning shows that the existence
of all infima implies the existence of all suprema.
Lattices and complete lattices in particular, are commonly known and well-
studied structures. Less known are the related semi-lattices. As the name
suggests, these can be regarded as ‘half of a lattice’, where it is required that
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either the supremum exists for all non-empty finite subsets or that the infimum
exists for all non-empty finite subsets. In the former case, the poset is called
an upper-semi-lattice or join-semi-lattice, in the latter case it is called a lower-
semi-lattice or meet-semi-lattice. Clearly, any lattice is both an upper- and
lower-semi-lattice. As was shown above, the existence of all suprema is equiva-
lent with the existence of all infima, which means that a complete semi-lattice
is simply a complete lattice. More interesting in the context of semi-lattices
is the weaker concept of conditional completeness. A semi-lattice pS,¤Sq is
called conditionally complete if any non-empty subset of S that has an upper
bound, has a smallest upper bound and any subset of S that has a lower bound,
has a largest lower bound. Again, it is easily shown that the existence of the
supremum of all non-empty upper bounded subsets implies the existence of the
infimum of all non-empty lower bounded subsets and vice versa. Note that a
finite upper-semi-lattice has a maximum and a finite lower-semi-lattice has a
minimum. Sometimes the term ‘complete semi-lattice’ is used instead of condi-
tionally complete semi-lattice [11].
1.3.2 The lattice of crisp relations
Focusing again on crisp relations, the class PpX2q inherits the standard tools
from set theory, namely inclusion, union and intersection. When using the func-
tional representation, thus identifying a relation with its characteristic mapping,
R1 P PpX2q is included by R2 P PpX2q, denoted as R1  R2, if
p@px, yq P X2qpR1px, yq ¤ R2px, yqq . (1.1)
For two relations R1, R2 P PpX2q, the union R1 Y R2 contains all couples
that belong to either R1 or R2, possibly both. The intersection R1XR2 contains
only those couples that belong to both R1 and R2. In functional notation, the
union and intersection of R1 and R2 are respectively given by
R1 YR2px, yq  maxpR1px, yq, R2px, yqq (1.2)
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and
R1 XR2px, yq  minpR1px, yq, R2px, yqq . (1.3)
It is clear that both relations are included in their union and that the intersection
is included in both relations, i.e. for i  1, 2
R1 XR2  Ri  R1 YR2 . (1.4)
Both definitions, as well as the above connection with , are easily extended to
the union and intersection of a family pRiqiPI of relations, in that case denoted
as

iPI Ri and

iPI Ri. This is based on the fact that both the union and
intersection are commutative and associative operators.
To any crisp relation R P PpX2q correspond the following crisp relations:
R  tpx, yq P X2 | Rpx, yq  0^Rpy, xq  0u ,
RÐ  tpx, yq P X2 | Rpx, yq  0^Rpy, xq  1u ,
RÑ  tpx, yq P X2 | Rpx, yq  1^Rpy, xq  0u ,
RØ  tpx, yq P X2 | Rpx, yq  1^Rpy, xq  1u .
It holds for any R P PpX2q that R  RÑ Y RØ and that the four associated
relations form a partition of X2, i.e.
R YRÐ YRÑ YRØ  X2 .
The following proposition is easily verified.
Proposition 1. For any R1, R2 P PpX2q, it holds that
pR1 XR2qØ  RØ1 XRØ2 , (1.5)
pR1 YR2q  R1 XR2 . (1.6)
Furthermore, if R1  R2, then R1  R2 and RØ1  RØ2 .
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The inclusion of relations is itself a relation on PpX2q, i.e.
 P P  PpX2q2 .
It provides a partial order for PpX2q. Indeed,  is reflexive, since for any
R P PpX2q we have R  R, it is antisymmetric, having both R  R1 and
R1  R implies that R  R1 for any R,R1 P PpX2q, and it is transitive, since
if R  R1 and R1  R2 hold, then R  R2 holds, for any R,R1, R2 P PpX2q.
Moreover, pPpX2q,q is a complete lattice, as the union and intersection of
any family of relations yield the supremum and infimum for that family. The
largest element of PpX2q is the relation RJ  X2, with RJpx, yq  1 for all
x, y P X and its smallest element is the relation RK  H, with RKpx, yq  0 for
all x, y P X. For RJ and RK, it holds that
RJ
  RJÐ  RJÑ  H , RJØ  X2 , (1.7)
RK
  X2 , RKÐ  RKÑ  RKØ  H . (1.8)
1.3.3 Hasse diagram
The arrangement induced by an order relation can be visualised in a Hasse dia-
gram. A Hasse diagram is a simplified version, or more specifically the transitive
reduction, of the digraph that represents the order relation. The elements of
the poset serve as the vertices of the diagram. An edge is drawn between s and
s1 if and only if rs, s1s  ts, s1u. To emphasise the structure, s is placed lower
than s1.
Example 2. For the complete lattice pPpX2q,q, the Hasse diagram can be
arranged to exhibit a diamond-like structure. For example, on a universe X
consisting of two elements, there are 16 crisp relations and the lattice pPpX2q,q
can be represented by the following diagram.
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Restricted by the simple rules stated above, the arrangement of the nodes in the
diagram is not unique. Specific arrangements can be used to emphasise some
symmetric or underlying structure that is present in the lattice. For example,
the nodes in the above diagram can be rearranged to emphasise the fact that
this lattice has the structure of a 4-dimensional cube.
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2.1 Complete crisp relations
Focusing on complete crisp relations, we denote by CX the set of all complete
crisp relations, or complete relations, on a universe X, i.e.
CX  tR P PpX2q | R is completeu . (2.1)
The completeness of a relation R P PpX2q can be formulated alternatively as
p@x, y P XqpmaxpRpx, yq, Rpy, xqq  1q . (2.2)
Clearly, a complete relation is reflexive, i.e. Rpx, xq  1 for all x P X.
Proposition 2. A crisp relation R P PpX2q is complete if and only if R  H.
Hence, for R P CX it holds that X2  RÐ Y RÑ Y RØ and a complete
relation R is determined by RÑ (or even RÐ) alone, but not by RØ alone.
For any two distinct elements x, y P X, condition (2.2) allows for three
possible situations, namely
• px, yq P RØ, i.e. Rpx, yq  Rpy, xq  1,
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• px, yq P RÑ, i.e. Rpx, yq  1, Rpy, xq  0,
• px, yq P RÐ, i.e. Rpx, yq  0, Rpy, xq  1.
Therefore, if |X|  n, there are 3n
2n
2 complete relations.
2.1.1 Inclusion and union of complete relations
Since CX is a subset of PpX2q, it inherits definitions (1.1)–(1.3) for inclusion,
union and intersection.
Proposition 3. If R P CX , R1 P PpX2q and R  R1, then R1 P CX .
Proof. Let R and R1 be as stated above. Since R is smaller than R1, i.e. for all
x, y P X we have Rpx, yq ¤ R1px, yq, it follows that
1  maxpRpx, yq, Rpy, xqq ¤ maxpR1px, yq, R1py, xqq  1 .
Proposition 4. For any R1, R2 P CX , it holds that R1  R2 if and only if
RÑ1  RÑ2 and RØ1  RØ2 .
Clearly, RJ is a complete relation and therefore the largest element of CX .
Equally clear is that RK is not complete. Instead of a unique minimum, CX
contains a set RK of minimal relations,
RK  tR P CX | p@px, yq P X2qpRpx, yq  1 ñ pRpy, xq  0_ x  yqqu , (2.3)
consisting of those relations R for which RØ is minimal, i.e. RØ  tpx, xq | x P
Xu. Note that RK consists of the antisymmetric relations in CX . Of the three
possible situation for any distinct x and y mentioned above, only two remain.
So if X is finite, with |X|  n, there are 2npn1q2 relations in RK.
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Example 3. For X  tx, y, zu, the 23 minimal complete relations are
x y z
x 1 1 1
y 0 1 1
z 0 0 1
x y z
x 1 1 1
y 0 1 0
z 0 1 1
x y z
x 1 1 0
y 0 1 1
z 1 0 1
x y z
x 1 1 0
y 0 1 0
z 1 1 1
x y z
x 1 0 1
y 1 1 1
z 0 0 1
x y z
x 1 0 1
y 1 1 0
z 0 1 1
x y z
x 1 0 0
y 1 1 1
z 1 0 1
x y z
x 1 0 0
y 1 1 0
z 1 1 1
Using the union, the set RK suffices to build any other complete relation.
Proposition 5. For any R P CX there exist R1, R2 P RK such that R  R1YR2.
Proof. Given R P RK, we construct the minimal relations R1 and R2 as follows.
Consider two distinct elements x and y in X.
• If px, yq P RÑ Y RÐ, we set R1px, yq  R2px, yq  Rpx, yq and R1py, xq 
R2py, xq  Rpy, xq.
• If px, yq P RØ, we arbitrarily assign values such that
R1px, yq  R2py, xq  R2px, yq  R1py, xq .
This construction obviously results in two minimal relations and it holds that
R1 YR2  R.
If there are r pairs tx, yu with px, yq P RØ and x  y, then there exist 2r
minimal relations smaller than R and the previous construction can be achieved
in 2r1 ways, taking into account the commutativity of the union.
If two minimal relations suffice, then of course using all minimal subrelations
amounts to the same result.
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Corollary 1. For any R P CX it holds that
R 
¤
ÓRXRK

¤
tR1 P RK | R1  Ru .
Combining (1.4) with Proposition 3 shows that the union is internal in CX .
Proposition 6. For a non-empty family pRiqiPI  CX , it holds that

iPI Ri P
CX . Furthermore it holds that¤
iPI
Ri
Ñ

£
iPI
RÑi .
2.1.2 Intersection and compatible complete relations
The intersection of complete relations, on the other hand, is not necessarily
complete. This, combined with the preceding, implies that pCX ,q is an upper-
semilattice, but not a lattice.
Example 4. Let R1, R2 P CX be such that R1px, yq  R2py, xq  1 and
R1py, xq  R2px, yq  0 for at least one pair x, y P X. Then R1 X R2px, yq 
R1 XR2py, xq  0, whence R1 XR2 T CX .
In order to identify the situations in which intersection on CX is meaningful,
we introduce the notion of compatibility on CX .
Definition 2. A non-empty family of complete relations pRiqiPI  CX is said
to be compatible if it has a lower bound. In case of two complete relations R1
and R2, compatibility is denoted by R1  R2.
From here on, we let the term compatible family imply that the family is
non-empty. The compatibility relation  on CX is reflexive and symmetric,
which makes it a tolerance relation on CX . The compatibility of two complete
relations can be expressed in terms of RÑ and RØ.
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Proposition 7. Two relations R1, R2 P CX are compatible if and only if
RÑ1 zRØ2  RÑ2 zRØ1 . (2.4)
In a compatible family, any two relations are pairwisely compatible. The
converse, although less obvious, is also true.
Proposition 8. For a compatible family pRiqiPI  CX and a relation R0 P CX
such that R0  Ri for all i P I, it holds that the extended family pRiqiPIYt0u is
compatible.
Proof. Since pRiqiPI is compatible, this family has at least one lower bound and
we can take the union of all lower bounds of pRiqiPI :
R 
¤
tR1 P CX | p@i P IqpR1  Riqu .
By the properties of the union, R too is a lower bound of pRiqiPI .
Supposing that R0  R, by Proposition 7 there exist x, y P X such that
Rpx, yq  R0py, xq  R0px, yq  Rpy, xq ,
implying that for at least one i P I
RÑ0 zRØi  RÑi zRØ0
or that Ri  R0, a contradiction. Hence, R0 and R are compatible, and so is
the family pRiqiPIYt0u.
In a finite setting, the number of complete relations compatible with a given
complete relation R increases with the size of RØ, i.e. increases with the number
of pairs tx, yu  X for which Rpx, yq  Rpy, xq  1. Note that this number lies
between n  |X|, in the case of a minimal relation, and n2, in the case of RJ.
Proposition 9. Let |X|  n. A complete relation R P CX is compatible with
2
1
2 pn
2rq3
1
2 prnq
complete relations, where r  |RØ|.
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Proof. Let X  tx1, . . . , xnu and consider two elements xi and xj with i   j.
Three mutually exclusive situations must be distinguished:
1. If pxi, xjq P RÑ, then for any compatible R1 there are two options:
pxi, xjq P R1Ñ or pxi, xjq P R1Ø.
2. If pxj , xiq P RÑ, then for any compatible R1 there are again two options:
pxj , xiq P R1Ñ or pxi, xjq P R1Ø.
3. If pxi, xjq P RØ, then for any compatible R1 there are three options:
pxi, xjq P R1Ø, pxi, xjq P R1Ñ or pxj , xiq P R1Ñ.
Since there are 12 pn2  rq pairs txi, xju with i   j and either pxi, xjq P RÑ or
pxj , xiq P RÑ, and 12 pr  nq pairs txi, xju with i   j and pxi, xjq P RØ, the
proposition follows immediately.
Example 5. The relation RJ is compatible with any other complete relation
on the same universe. Indeed, since RÑJ  H and RØJ  X2, both sides of (2.4)
are empty. As r  n2, we count 3n
2n
2  |CX | compatible relations.
Example 6. Consider the complete relation R on X  tx, y, zu given by
R x y z
x 1 1 0
y 0 1 1
z 1 0 1
We find RÑ  tpx, yq, py, zq, pz, xqu and RØ  tpx, xq, py, yq, pz, zqu. With n  3
and r  3, R has 2330  8 compatible relations. Apart from RJ and R itself,
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these are
R11 x y z
x 1 1 0
y 1 1 1
z 1 0 1
R12 x y z
x 1 1 1
y 0 1 1
z 1 0 1
R13 x y z
x 1 1 0
y 0 1 1
z 1 1 1
R14 x y z
x 1 1 1
y 0 1 1
z 1 1 1
R15 x y z
x 1 1 1
y 1 1 1
z 1 0 1
R16 x y z
x 1 1 0
y 1 1 1
z 1 1 1
In this case, the family consisting of the relations R,R11, R
1
2, R
1
3, R
1
4, R
1
5, R
1
6, RJ
is compatible.
Example 7. For the complete relation R on X  tx, y, zu given by
R x y z
x 1 1 1
y 1 1 1
z 0 0 1
we find RÑ  tpx, zq, py, zqu and RØ  tpx, xq, py, yq, pz, zq, px, yq, py, xqu. R
is compatible with 2231  12 relations, being RJ, R and the following ten
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relations:
R11 x y z
x 1 1 1
y 0 1 1
z 0 0 1
R12 x y z
x 1 0 1
y 1 1 1
z 0 0 1
R13 x y z
x 1 1 1
y 0 1 1
z 1 1 1
R14 x y z
x1 1 0 1
y 1 1 1
z 1 1 1
R15 x y z
x 1 1 1
y 0 1 1
z 0 1 1
R16 x y z
x1 1 0 1
x2 1 1 1
x3 0 1 1
R17 x y z
x 1 0 1
y 1 1 1
z 1 0 1
R18 x y z
x 1 1 1
y 0 1 1
z 1 0 1
R19 x y z
x 1 1 1
y 1 1 1
z 1 0 1
R110 x y z
x 1 1 1
y 1 1 1
z 0 1 1
In this case, R11 and R
1
2, for example, are not compatible. Hence, the family
consisting of the relations R,R11, . . . , R
1
10, RJ is not compatible either.
It follows easily from the definition that comparable relations are compatible.
Proposition 10. For any R1, R2 P CX , if R1  R2 then R1  R2.
Example 8. As it holds for any R P CX that R  RJ, we retrieve the same
result as in Example 5, namely that RJ is compatible with any other complete
relation.
However, the converse of Proposition 10 is not true.
Example 9. It is clear that R,R16 P CX as defined in Example 7, although
compatible, are not comparable.
The notion of compatibility provides a necessary and sufficient condition for
the intersection of two complete relations to be complete.
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Proposition 11. For any R1, R2 P CX , the following statements are equivalent:
(i) R1  R2;
(ii) R1 XR2 P CX ;
(iii) pR1 XR2qÑ  RÑ1 YRÑ2 ;
(iv) pR1 YR2qØ  RØ1 YRØ2 .
Proof. We first prove that (i) implies (ii). If pR1 X R2qpx, yq  0, then there
exists i P t1, 2u such that Ripx, yq  0, Ripy, xq  1 and py, xq P RÑi . According
to (2.4), for j  3 i, either py, xq P RØj or py, xq P RÑj . Both situations imply
that Rjpy, xq  1. Hence, R1 XR2py, xq  minpR1py, xq, R2py, xqq  1.
Next, we prove that (ii) implies (i). If px, yq P RÑ1 zRØ2 , we have
R1 XR2py, xq  minpR1py, xq, R2py, xqq  minp0, R2py, xqq  0 .
The intersection being complete, it holds that
R1 XR2px, yq  1  minp1, R2px, yqq  R2px, yq
and px, yq P RÑ2 zRØ1 .
To prove that (i) is equivalent to both (iii) and (iv) is a matter of direct
verification.
Proposition 11 is easily generalised to families of complete relations.
Proposition 12. For any family pRiqiPI  CX of complete relations, the fol-
lowing statements are equivalent:
(i) the family pRiqiPI is compatible;
(ii)

iPI Ri P CX ;
(iii) piPI RiqÑ  iPI RÑi ;
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(iv) piPI RiqØ  iPI RØi .
Proof. We first prove that (i) implies (ii). Assuming (i), there exists a R1 P CX
such that R1  Ri for all i P I. Thus R1 

iPI Ri and

iPI Ri P CX .
Next, we prove that (ii) implies (i). Since

iPI Ri  Rj for all j P I, it
follows immediately that the family is compatible.
Again, the proof of the other equivalences is a matter of direct verification.
Corollary 2. For any R0 P CX and any compatible family pRiqiPI  CX , it holds
that R0 

iPI Ri if and only if the extended family pRiqiPIYt0u is compatible.
Proof. According to Proposition 11, the compatibility R0 

iPI Ri is equiva-
lent to the completeness of the intersection
R0 X
£
iPI
Ri


£
iPIYt0u
Ri ,
which in its turn, due to Proposition 12, is equivalent to compatibility of the
extended family.
The previous discussion has shown that the upper-semilattice pCX ,q is
conditionally complete. Moreover, for any R P CX , it holds that prR,RJs,q is
a complete lattice, since any family in rR,RJs is compatible.
Example 10. The Hasse diagrams of pCX ,q in the cases |X| P t1, 2u are quite
simple. For |X|  3, CX contains 27 relations and the diagram is shown below.
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Note that this diagrams consist of four levels such that any two relations R
and R1 at the same level satisfy |RØ|  |R1Ø|.
In general, the Hasse diagram of the case |X|  n has in total npn1q2  1 such
levels and we can label each level from top to bottom with i  0, . . . , npn1q2 such
that any R at level i has |RØ|  i. The top level, with i  0, always consists
only of RJ, while it can be seen that for i ¡ 0, the ith level contains Ti 
Ti1pnpn1q2pi1qq
2 relations. Any relation at level i is connected to i relations
at level i 1 (i ¡ 0) and npn 1q  2i relations at level i  1 (i   npn1q2   1).
2.1.3 Asymmetric relations
Knowing that the complete relations ‘make up the top part’ of PpX2q, one may
wonder if a similar structure can be found in ‘the bottom part’.
Let us consider the subset of PpX2q containing the asymmetric crisp rela-
tions,
CcX  tR P PpX2q | p@px, yq2 P X2qpminpRpx, yq, Rpy, xqq  0qu . (2.5)
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The asymmetry of a relation R P PpX2q can be formulated alternatively as
p@x, y P XqpminpRpx, yq, Rpy, xqq  0q
and it is clear that any asymmetric relation is irreflexive, i.e. it holds that
Rpx, xq  0 for all x P X.
Similar to the case of complete relations, the following characterisation holds.
Proposition 13. A crisp relation R P PpX2q is asymmetric if and only if
RØ  H.
Hence, for any asymmetric relation R P CcX , it holds that X2  RÐYRÑY
R. Again, R is determined by RÑ, or RÐ, alone, but not by R alone.
Where CX contains a maximum and a set of minimal relations, CcX contains
a minimum and a set of maximal relations, namely RK and the set
RJ  tR P CX | p@px, yq P X2qpRpx, yq  0 ñ pRpy, xq  1_ x  yqqu (2.6)
containing the relations R for which R is minimal.
A similar analysis as was done for CX would reveal that pCcX ,q is a con-
ditionally complete lower-semilattice. This conclusion, however, can also be
achieved by considering the complement on PpX2q: for any relation R P PpX2q,
its complement is the relation Rc given by Rcpx, yq  1Rpx, yq.
It is well known that taking the complement is an order-reversing isomor-
phism on PpX2q, that is if R is smaller than R1, then R1c is smaller than Rc.
The following proposition sums up the connections between the complement
and inclusion, intersection and union.
Proposition 14. For R,R1 P PpX2q the following hold.
• R  R1 ô R1c  Rc,
• pRYR1qc  Rc XR1c,
• pRXR1qc  Rc YR1c.
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It is easily verified that a relation is complete if and only if its complement
is asymmetric. Hence, when only regarding CX and CcX , we observe that taking
the complement still serves as an order-reversing isomorphism, that maps the
conditionally complete upper-semilattice pCX ,q to the conditionally complete
lower-semilattice pCc,q. This fact implies that whatever is said about CX , can
be translated to CcX , by reversing the inclusion order and interchanging union
and intersection. In particular, the Hasse diagram of CcX is found by simply
turning the corresponding diagram for CX upside down.
Note that the union of CX and CcX does not make up PpX2q. For example,
relations with Rpx, xq  1 for some x P X and Rpy, yq  0 for some other y P X
are not included in either CX or CcX .
2.2 Reciprocal relations
A mapping Q : X2 Ñ r0, 1s is called a reciprocal r0, 1s-valued relation if it
satisfies
p@px, yq P X2qpQpx, yq  Qpy, xq  1q . (2.7)
We denote by QX the class of all reciprocal r0, 1s-valued relations, or in short
reciprocal relations, on a universe X. As with crisp relations, if the universe
X is finite, with |X|  n, then a reciprocal relation can be represented by an
n  n-matrix Q P r0, 1snn and by a weighted directed graph GQ  pVQ, EQq
with vertices VQ  X and weighted edges EQ  tpx, y,Qpx, yqq | x, y P Xu.
Example 11. When representing a reciprocal relation by a weighted graph,
there is quite a lot of information to be added. This can quickly saturate
the graph and make it unreadable. The reciprocity of the relation, however,
permits a number of simplifications to overcome this problem. We can omit
the loops for every vertex, as these are all valued with 0.5, and we can omit
one of every two weighted arcs between two distinct vertices. Note that this
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simplified graphical representation still holds all the information that determines
the reciprocal relation.
Q x y z u
x 0.5 0.7 1 0.2
y 0.3 0.5 0 0.5
z 0 1 0.5 0.9
u 0.8 0.5 0.1 0.5
An interesting subclass of QX is the class of 3-valued reciprocal relations. A
3-valued reciprocal relation is a mapping Q : X2 Ñ t0, 12 , 1u satisfying the reci-
procity condition (2.7). We denote the class of all 3-valued reciprocal relations
by QX . In Section 2.2.3 we investigate this subclass in more detail.
With any reciprocal relation Q P QX , three crisp relations can be associated:
QÐ  tpx, yq P X2 | Qpx, yq   1
2
u , (2.8)
QÑ  tpx, yq P X2 | Qpx, yq ¡ 1
2
u , (2.9)
QØ  tpx, yq P X2 | Qpx, yq  1
2
u . (2.10)
It holds that QÐ YQÑ YQØ  X2.
2.2.1 Inclusion of reciprocal relations
Reciprocal relations can, theoretically, be considered as fuzzy relations. One
might consider introducing the standard inclusion order (1.1) on QX , i.e.
Q1  Q2 ô p@px, yq P X2qpQ1px, yq ¤ Q2px, yqq .
Analysing this relation on QX , we find that if it holds for Q1, Q2 P QX and
some px, yq P X2 that Q1px, yq ¤ Q2px, yq, then from the reciprocity condition
(2.7) it follows that Q1py, xq ¥ Q2py, xq. Hence, with no comparable elements,
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the standard inclusion provides for a very uninteresting structure on QX . Thus,
semantically, reciprocal relations are different from fuzzy relations.
The reason for the previous observation is that the standard inclusion does
not take into account the reciprocal nature of these relations. To that end, we
design the following relation on QX . Note that this definition bears a striking
resemblance with the sharper than relation between fuzzy sets, often used in the
context of entropy measures of fuzzy sets, such as in the work of De Luca and
Termini [21].
Definition 3. Let Q1, Q2 P QX . Q1 is smaller than Q2, or Q2 is larger than
Q1, denoted as Q1  Q2, if
p@px, yq P X2q

Q1px, yq ¥ Q2px, yq ¥ 1
2


_

Q1px, yq ¤ Q2px, yq ¤ 1
2



. (2.11)
To justify the use of the terms smaller and larger and be able to call the
relation defined by (2.11) an order relation, we need to prove that it is at least
reflexive and transitive. These properties, as well as antisymmetry, follow quite
naturally.
Proposition 15. The relation  is a partial order on QX , i.e.  is reflexive,
antisymmetric and transitive.
Proof. The reflexivity and antisymmetry of  follow from the reflexivity and
antisymmetry of the weak inequality ¤ on r0, 1s. To verify transitivity, assume
that Q1  Q2 and Q2  Q3 and consider px, yq P X2. If Q1px, yq ¥ Q2px, yq ¥ 12
and Q2px, yq ¥ Q3px, yq ¥ 12 , we find Q1px, yq ¥ Q3px, yq ¥ 12 . If Q1px, yq ¥
Q2px, yq ¥ 12 and Q2px, yq ¤ Q3px, yq ¤ 12 , then necessarily Q2px, yq  12 
Q3px, yq, which again leads to Q1px, yq ¥ Q3px, yq ¥ 12 . The remaining two
cases lead to Q1px, yq ¤ Q3px, yq ¤ 12 .
The previous proposition indicates that pQX ,q is a partially ordered set.
In analogy with crisp and complete crisp relations, we will refer to  as inclusion
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of reciprocal relations, inclusion on QX or simply inclusion if it is clear from the
context that we are dealing with reciprocal relations. Analysing the inclusion
on QX , we find that there is a unique maximal element, namely the reciprocal
relation QJ for which QJpx, yq  12 for all px, yq P X2, and a set of minimal
elements
QK  tQ P QX | p@x, y P XqpQpx, yq  1_Qpx, yq  0_ x  yqu ,
which contains 2
npn1q
2 relations if X is finite and |X|  n. Clearly, QX can be
written as the non-disjoint union of intervals
QX 
¤
QPQK
rQ,QJs . (2.12)
Note that QJ as well as all relations in QK are 3-valued reciprocal relations.
2.2.2 Union, intersection and compatible reciprocal rela-
tions
The next step in the evaluation of pQX ,q is to analyse the existence of infima
and suprema.
Let us first consider the existence of suprema. We can immediately rule
out that any family of relations has a supremum, as the absence of a minimum
implies that there is no smallest upper bound for the empty set. For any other
family, we show that the following definition meets the requirements. Note that
the reciprocal character of the relations is met by the different cases in the
definition.
Definition 4. For a non-empty family pQiqiPI of reciprocal relations, denote
by

iPI Qi the reciprocal relation defined by
§
iPI
Qipx, yq 
$'''&'''%
infiPI Qipx, yq , if infiPI Qipx, yq ¥ 12
supiPI Qipx, yq , if supiPI Qipx, yq ¤ 12
1
2 , otherwise.
(2.13)
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When the family pQiqiPI consists of only two relations, say Q1 and Q2, we
put

iPI Qi  Q1 \Q2. In this case, (2.13) can be reduced to
Q1 \Q2px, yq 
$'''&'''%
minpQ1px, yq, Q2px, yqq , if minpQ1px, yq, Q2px, yqq ¥ 12
maxpQ1px, yq, Q2px, yqq , if maxpQ1px, yq, Q2px, yqq ¤ 12
1
2 , otherwise.
(2.14)
For any non-empty family pQiqiPI ,

iPI Qi is indeed a reciprocal relation,
since the properties of inf and sup on r0, 1s yield that infiPI Qipx, yq ¥ 12 if and
only if supiPI Qipy, xq ¤ 12 and
inf
iPI
Qipx, yq  inf
iPI
p1Qipy, xqq  1 sup
iPI
Qipy, xq .
It is readily seen that that \ is commutative and associative.
Proposition 16. For two families pQiqiPI and pQiqiPJ of reciprocal relations,
it holds that §
iPI
Qi \
§
iPJ
Qi 
§
iPJ
Qi \
§
iPI
Qi 
§
iPIYJ
Qi .
Remark that formula (2.13) clearly fails in the case of an empty family. With
the values of the relations restricted to the interval r0, 1s, we have
inf
iPH
Qipx, yq  1 , sup
iPH
Qipx, yq  0 ,
such that both the first and second case in (2.13) are satisfied and would assign
a different value to

iPHQipx, yq. For any other family of reciprocal relations,
(2.13) yields the supremum.
Proposition 17. The supremum of a non-empty family pQiqiPI of reciprocal
relations is given by

iPI Qi.
Proof. If

iPI Qipx, yq ¡ 12 then

iPI Qipx, yq  infiPI Qipx, yq ¤ Qipx, yq, if
iPI Qipx, yq   12 then

iPI Qipx, yq  supiPI Qipx, yq ¥ Qipx, yq. Hence, for
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all i P I, it follows that Qi 

iPI Qipx, yq, or that

iPI Qi is an upper bound
of pQiqiPI .
For any upper bound Q of pQiqiPI it holds that either Qipx, yq ¤ Qpx, yq ¤
1
2 or Qipx, yq ¥ Qpx, yq ¥ 12 for all i P I, from which it follows that either
supiPI Qipx, yq ¤ Qpx, yq ¤ 12 or infiPI Qipx, yq ¥ Qpx, yq ¥ 12 , or

iPI Qi  Q.
We conclude that

iPI Qi is the smallest upper bound of pQiqiPI .
Having dealt with suprema, let us turn to infima. In general, it is clear that
any two distinct reciprocal relations in QK, both minimal elements, do not share
a common lower bound.
Example 12. On the universe X  tx, y, zu, consider the relations Q,Q1 P QK
given by
Q x y z
x 0.5 1 0
y 0 0.5 1
z 1 0 0.5
Q1 x y z
x 0.5 1 1
y 0 0.5 1
z 0 0 0.5
A lower bound of Q and Q1 would be required to have both the value for px, zq
and for pz, xq be equal to 0.
Although a common lower bound is not guaranteed in QX , a family of recip-
rocal relation that does possess a lower bound, also has a largest lower bound
or infimum. Before proving this statement, we introduce the notion of compat-
ibility for reciprocal relations.
Definition 5. A non-empty family of reciprocal relations pQiqiPI  QX is
called compatible if it has a lower bound. In case of two reciprocal relations
Q1, Q2 P QX , compatibility is denoted as Q1  Q2.
From here on, we let the term compatible family imply that the family is
not empty. We find that the properties concerning compatibility of reciprocal
relations are similar, if not the same as for complete relations.
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Proposition 18. Two relations Q1, Q2 P QX are compatible if and only if
QÑ1 zQØ2  QÑ2 zQØ1 . (2.15)
For reciprocal relations too, compatibility of a family is equivalent with
pairwise compatibility of any two relations in the family.
Proposition 19. For a compatible family pQiqiPI  QX and a relation Q0 P
QX such that Q0  Qi for all i P I, it holds that the extended family pQiqiPIYt0u
is compatible.
Proof. The proof uses the same line of reasoning as the proof of Proposition 8.
Counting the number of relations compatible with a given reciprocal relation
is irrelevant, as there is an infinite number of such relations. What can be
counted is the number of compatible 3-valued reciprocal relations. Here too,
the proof is similar to the proof of the corresponding proposition for complete
relations.
Proposition 20. Let |X|  n. A reciprocal relation Q P QX is compatible with
2
1
2 pn
2rq3
1
2 prnq
3-valued reciprocal relations, where r  |QØ|.
A practical importance of compatibility is highlighted in the following corol-
lary.
Corollary 3. Let pQiqiPI be a compatible non-empty family of reciprocal rela-
tions. Then for all x, y P X it holds that either
p@i P IqpQipx, yq ¥ 1
2
q or p@i P IqpQipx, yq ¤ 1
2
q .
Proof. Since pQiqiPI is compatible, there exists a Q P QX that is a lower bound
to pQiqiPI . Hence, for any x, y P X we have that either Qpx, yq ¥ Qipx, yq ¥ 12
or Qpx, yq ¤ Qipx, yq ¤ 12 .
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Using the notion of compatibility, we show that, whenever the following
definition is applicable, it provides a largest lower bound. Again, the different
cases in this definition take care of the reciprocity.
Definition 6. For a compatible family pQiqiPI of reciprocal relations, denote
by

iPI Qi the reciprocal relation defined by
¦
iPI
Qipx, yq 
$&%supiPI Qipx, yq , if infiPI Qipx, yq ¥ 12infiPI Qipx, yq , if supiPI Qipx, yq ¤ 12 (2.16)
When the family pQiqiPI consists of only two relations, say Q1 and Q2, we
put

iPI Qi  Q1 [Q2. In this case, (2.16) can be reduced to
Q1 [Q2px, yq 
$&%maxpQ1px, yq, Q2px, yqq , if minpQ1px, yq, Q2px, yqq ¥ 12minpQ1px, yq, Q2px, yqq , if maxpQ1px, yq, Q2px, yqq ¤ 12
(2.17)
For a compatible family pQiqiPI , Proposition 3 ensures that (2.16) and (2.17)
indeed result in a reciprocal relation. The commutativity of[ is straightforward,
for associativity we need to verify compatibility when relations are shuﬄed
between families.
Proposition 21. For two compatible families pQiqiPI and pQiqiPJ in QX , it
holds that

iPI Qi 

iPJ Qi if and only if the joined family pQiqiPIYJ is com-
patible.
Proof. The proof is similar to the proof of Corollary 2.
Proposition 22. For two compatible families of reciprocal relations pQiqiPI and
pQiqiPJ , it holds that¦
iPI
Qi [
¦
iPJ
Qi 
¦
iPJ
Qi [
¦
iPI
Qi 
¦
iPIYJ
Qi .
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Should Definition 6 be applied to a family that is not compatible, the result
is in general not a reciprocal relation.
Example 13. The relations Q and Q1 as defined in Example 12 are not com-
patible. Ignoring the condition of compatibility in Definition 6 and applying
(2.17) to Q and Q1 yields
x y z
x 0.5 1 0
y 0 0.5 1
z 0 0 0.5
which is clearly not reciprocal.
Similar to the case for \, formula (2.16) also fails if applied to an empty
family. For any other family, we have the following result.
Proposition 23. A non-empty family pQiqiPI of reciprocal relations has an in-
fimum if and only if it is a compatible family. If the family pQiqiPI is compatible,
the infimum is given by

iPI Qi.
Proof. Obviously, if a family pQiqiPI of reciprocal relations has a largest lower
bound, then the latter is a reciprocal relation that is smaller than all reciprocal
relations in the family and the family is compatible. Conversely, assume that
pQiqiPI is compatible, then for any lower bound Q of pQiqiPI it holds that
either Qpx, yq ¤ Qipx, yq ¤ 12 , for all i P I or Qpx, yq ¥ Qipx, yq ¥ 12 for
all i P I, from which it follows that either Qpx, yq ¥ infiPI Qipx, yq ¥ 12 or
Qpx, yq ¤ supiPI Qipx, yq ¤ 12 , or

iPI Qi  Q. We conclude that

iPI Qi is the
largest lower bound of pQiqiPI .
Although the largest lower bound is not always available, we extend the
analogy with crisp and complete relations and adopt for \ the terminology
union of reciprocal relations, union on QX and for [ intersection of reciprocal
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relations, intersection on QX . If the context permits, we will simply use union
and intersection.
The combination of Proposition 17 and 23 reveals that pQX ,q is a con-
ditionally complete upper-semilattice. Moreover, for every Q,Q1 P QX , the
poset prQ,Q1s,q is a complete bounded lattice. In view of (2.12), this means
that pQX ,q is the union of the complete bounded lattices prQ,QJs,q, with
Q P QK.
The following identities are verified in the same way as the corresponding
identities for complete relations.
Proposition 24. For a non-empty family pQiqiPI of reciprocal relations, it holds
that
(i) piPI QiqÑ  iPI QÑi .
If pQiqiPI is compatible, then it further holds that
(ii) piPI QiqÑ  iPI QÑi ,
(iii) piPI QiqØ  iPI QØi .
2.2.3 3-valued reciprocal relations
It was mentioned earlier, but what exactly makes the subset of QX containing
all 3-valued reciprocal relations so interesting? It is clear that both Definitions 4
and 6 are internal to QX , i.e. applied to a respectively non-empty or compatible
family of 3-valued reciprocal relations, both yield a 3-valued reciprocal relation.
Therefore, pQX ,q too is a conditionally complete upper-semilattice, with the
same largest element QJ and set of minimal elements QK that were found for
pQX ,q and with the union p\q and intersection p[q providing suprema and,
if existing, infima.
If |X|  n, there are 3 pn
2nq
2 elements in QX . This is exactly the same
number of elements in CX . Moreover, both have the same number of minimal
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elements and equipped with their proper inclusion, both being conditionally
complete upper-semilattices, we have two structures that are suspiciously alike.
In particular, the set of minimal reciprocal relations too is sufficient to build up
any 3-valued reciprocal relation.
Proposition 25. For any Q P QX there exist Q1, Q2 P QK such that Q 
Q1 \Q2.
Proof. Given Q P QX , we construct the minimal relations Q1 and Q2 as follows.
Consider x  y and the corresponding values Qpx, yq and Qpy, xq. If Qpx, yq 
Qpy, xq, then we set Q1px, yq  Q2px, yq  Qpx, yq and Q1py, xq  Q2py, xq 
Qpy, xq. If Qpx, yq  Qpy, xq  12 , taking values in t0, 1u, we arbitrarily set
Q1px, yq  Q1py, xq  Q2py, xq  Q2px, yq .
This construction obviously results in two minimal relations and it holds that
Q1 \Q2  Q.
If there are k pairs tx, yu with Qpx, yq  12 and x  y, there exist 2k minimal
relations smaller than Q and the previous construction can be achieved in 2k1
ways, taking into account the commutativity of the union. Again, using all
minimal reciprocal relations yields the same result.
Corollary 4. For any Q P QX it holds that
Q 
§
ÓQXQK

§
tQ1 P QK | Q1  Qu .
An order isomorphism
The similarities between 3-valued reciprocal relations and crisp complete rela-
tions are of course not just coincidence. The mapping Ψ : CX Ñ QX defined
by
ΨpRqpx, yq  1 Rpx, yq Rpy, xq
2
, (2.18)
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maps any complete relation R P CX to a 3-valued reciprocal relation QR 
ΨpRq P QX . Vice versa, the mapping Φ : QX Ñ CX defined by
ΦpQqpx, yq 
$&%1 , if Qpx, yq ¥ 120 , if Qpx, yq   12 (2.19)
maps any 3-valued reciprocal relation Q P QX to a complete relation RQ 
ΦpQq P CX . One easily verifies that ΨpRJq  QJ and ΦpQJq  RJ. In general,
the following result holds.
Proposition 26. The mappings Ψ and Φ are each other’s inverse, i.e.
Φ Ψ  idCX and Ψ  Φ  idQX .
Proof. First consider a complete relation R P CX and x, y P X. We distinguish
three cases:
(i) Rpx, yq  Rpy, xq  1: then ΨpRqpx, yq  ΨpRqpy, xq  12 , whence
ΦpΨpRqqpx, yq  ΦpΨpRqqpy, xq  1.
(ii) Rpx, yq  1 and Rpy, xq  0: then ΨpRqpx, yq  1 and ΨpRqpy, xq  0,
whence ΦpΨpRqqpx, yq  1 and ΦpΨpRqqpy, xq  0.
(iii) Rpx, yq  0 and Rpy, xq  1: similar to case (ii).
Hence, Φ  Ψ  idCX . The proof of the second identity is a matter of direct
verification as well.
It is easy to see that the mapping Ψ is an order isomorphism between pCX ,q
and pQX ,q. The following propositions show that inclusion, union and inter-
section are preserved between complete relations and reciprocal relations. All
proofs can be completed by direct verification.
Proposition 27. For any R1, R2 P CX and any Q1, Q2 P QX , it holds that
(i) R1  R2 ô ΨpR1q  ΨpR2q ,
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(ii) Q1  Q2 ô ΦpQ1q  ΦpQ2q .
Corollary 5. If for R1, R2 P CX it holds that R1  R2, then ΨpR1q  ΨpR2q.
Similarly, if for Q1, Q2 P QX it holds that Q1  Q2, then ΦpQ1q  ΦpQ2q.
Proposition 28. For any non-empty family pRiqiPI  CX it holds that
(i) ΨpiPI Riq  iPI ΨpRiq,
(ii) If pRiqiPI is compatible, then Ψp

iPI Riq 

iPI ΨpRiq.
For any non-empty family pQiqiPI  QX it holds that
(iii) ΦpiPI Qiq  iPI ΦpQiq,
(iv) If pQiqiPI is compatible, then Φp

iPI Qiq 

iPI ΦpQiq.
For any R P CX and any Q P QX it holds that
(v) ΨpRqÑ  RÑ,ΨpRqÐ  RÐ,ΨpRqØ  RØ,
(vi) ΦpQqÑ  QÑ,ΦpQqÐ  QÐ,ΦpQqØ  QØ,
(vii) ΦpQq  QÑ YQØ.
The advantage of using the 3-valued representation ΨpRq of a complete rela-
tion R is that the information concerning both Rpx, yq and Rpy, xq is contained
in ΨpRqpx, yq alone or, equivalently, in ΨpRqpy, xq alone. We made this obser-
vation when simplifying the graphical representation of a reciprocal relation in
Example 11. Note that the Hasse diagram of pQX ,q is the same as the one
for pCX ,q, shown in Figure 10.
Clearly, QX can be mapped to CcX as well. The mapping Ψ1 : CcX Ñ QX
defined by
Ψ1pRqpx, yq  1 Rpx, yq Rpy, xq
2
, (2.20)
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maps any relation R P CcX to a 3-valued reciprocal relation Ψ1pRq P QX , while
the mapping Φ1 : QX Ñ CcX defined by
Φ1pQqpx, yq 
$&%1 , if Qpx, yq ¥ 120 , if Qpx, yq   12 (2.21)
maps any 3-valued reciprocal relation Q P QX to a relation Φ1pQq P CcX . It is
easily shown that Ψ1 is an order reversing isomorphism between pCcX ,q and
pQX ,q.
Reducing QX to QX
Without referring to the theoretical understanding of the term, QX can be said
to be the lattice on which QX is suspended.
By formally, but not semantically, regarding a reciprocal relation Q P QX
as a fuzzy relation, we can consider its alpha-cut pQqα:
pQqαpx, yq 
$&%1 , if Qpx, yq ¥ α0 , if Qpx, yq   α (2.22)
In particular for α  12 , the resulting cut is a complete relation, i.e. for any
Q P QX it holds that pQq 1
2
P CX . Obviously, the 12 -cut for reciprocal relations
is an extension of Φ to QX . From here on, we therefore consider Φ : QX Ñ CX .
It is readily seen that “equality of 12 -cuts”, or “equality after Φ” is an equiv-
alence relation on QX , with the equivalence classes given by
rQs  tQ1 P QX | pQ1q 1
2
 pQq 1
2
u . (2.23)
Relations belonging to the same equivalence class share the corresponding crisp
relations QÑ, QÐ and QØ. Note that rQJs  tQJu, as QJ is the only relation
with QØJ  X2.
Proposition 29. For Q,Q1 P QX , rQs  rQ1s if and only if
QÑ  Q1Ñ and QØ  Q1Ø .
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Given a reciprocal relation Q P QX , the only 3-valued reciprocal relation be-
longing to the same equivalence class is ΨpΦpQqq. QX can therefore be identified
with the quotient set of this equivalence relation.
The composition Ψ  Φ is in fact a mapping from QX to QX , which is
characterized by
Ψ  ΦpQqpx, yq  ΨpΦpQqqpx, yq 
$'''&'''%
1 , if Qpx, yq ¡ 12
1
2 , if Qpx, yq  12
0 , if Qpx, yq   12
(2.24)
For simplicity, we denote Ψ  ΦpQq  ΨpΦpQqq by Q. From (2.24), it is seen
that for any Q P QX , the smallest relation in rQs is always Q.
Proposition 30. For any Q P QX , it holds that Q  Q. Furthermore, Q  Q
if and only if Q P QX .
Proposition 30 allows to reformulate the definition of compatibility, requiring
a 3-valued relation as lower bound. It also implies that any equivalence class as
given by (2.23) is a compatible family in QX .
Corollary 6. For any family pQiqiPI of reciprocal relations, the following hold:
(i) pQiqiPI is compatible if and only if there exists some Q P QX such that
Q  Qi for all i P I.
(ii) If Qi  Qj for all i, j P I, or equivalently if Qi P rQs, for all i P I and
some Q P QX , then pQiqiPI is compatible.
Note that the converse of (ii) does not hold, as QJ is compatible with any
complete relation Q, while it does not hold that Q  QJ for any such Q. Note
also that the ordering on QX implies an ordering of the equivalence classes rQs.
Proposition 31. For any Q1, Q2 P QX , if Q1  Q2, then Q1  Q2 .
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However, starting from two comparable 3-valued reciprocal relations, any
two relations taken from the respective equivalence classes are not necessarily
comparable.
Example 14. For Q1, Q2 P QX given by
Q1 x y z
x 0.5 0.9 0.5
y 0.1 0.5 0.6
z 0.5 0.4 0.5
Q2 x y z
x 0.5 0.5 0.5
y 0.5 0.5 0.8
z 0.5 0.2 0.5
it holds that Q1  Q

2 . Yet, Q1 and Q2 are incomparable.
The following proposition extends the results of Proposition 28. All identities
can be proven by direct verification.
Proposition 32. For any non-empty family pQiqiPI  QX , it holds that
Φp
§
iPI
Qiq 
¤
iPI
ΦpQiq and Ψp
¤
ΦpQiqq 
§
iPI
Qi .
If pQiqiPI is compatible, then
Φp
¦
iPI
Qiq 
£
iPI
ΦpQiq and Ψp
£
iPI
ΦpQiqq 
¦
iPI
Qi .
The structure of rQs
Apart form the interesting relationship between QX and QX , each of the classes
rQs in QX has some interesting properties in itself.
Since there is a smallest element in each rQs, namely Q, any family pQiqiPI
of reciprocal relations contained in some rQs is compatible and its intersection
iPI Qi exists. Moreover, it also belongs to rQs.
Proposition 33. For any Q P QX and any non-empty family pQiqiPI in rQs,
it holds that ¦
iPI
Qi

 Q .
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Proof. As noted before, pQiqiPI is compatible.
(i) If Qpx, yq  12 , then Qipx, yq  12 for all i P I and hence

iPI Qipx, yq  12 .
(ii) If Qpx, yq ¡ 12 , then Qipx, yq ¡ 12 for all i P I and

iPI Qipx, yq 
supiPI Qipx, yq ¡ 12 .
(iii) Finally, if Qpx, yq   12 then Qipx, yq   12 for all i P I and

iPI Qipx, yq 
infiPI Qipx, yq   12 .
Although the union

iPI Qi always exists inQX , \ is not necessarily internal
in rQs.
Proposition 34. For any Q P QX and any non-empty family pQiqiPI P rQs,
pQiqiPI has an upper bound in rQs if and only if§
iPI
Qi

 Q .
Proof. The compatibility of pQiqiPI implies that the union can be written as
§
iPI
Qipx, yq 
$&%infiPI Qipx, yq , if infiPI Qipx, yq ¥ 12supiPI Qipx, yq , if supiPI Qipx, yq ¤ 12 .
If pQiqiPI has an upper bound in rQs, there exists a Q0 P rQs such that Qi  Q0
for any i P I.
(i) If Qpx, yq  12 , then Qipx, yq  12 for all i P I and hence

iPI Qipx, yq  12 .
(ii) If Qpx, yq ¡ 12 , then Qipx, yq ¡ 12 for all i P I and

iPI Qipx, yq 
infiPI Qipx, yq ¥ Q0px, yq ¡ 12 .
(iii) Finally, if Qpx, yq   12 , then Qipx, yq   12 for all i P I and

iPI Qipx, yq 
supiPI Qipx, yq ¤ Q0px, yq   12 .
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If piPI Qiq  Q, then iPI Qi is an upper bound contained in rQs.
Example 15. Note that every non-empty family pQiqiPI in rQs is obviously
upper bounded by QJ, but does not necessarily have an upper bound in rQs.
Consider Q0 P QX given by
Q0 x y z
x 0.5 0.5 0.5
y 0.5 0.5 1
z 0.5 0 0.5
then rQ0s  tQc | c P s1{2, 1su, with Qc given by
Qc x y z
x 0.5 0.5 0.5
y 0.5 0.5 c
z 0.5 1 c 0.5
However, §
cPs 12 ,1s
Qc  QJ
is not contained in rQs.
This example is not an isolated case, as the following proposition shows.
Proposition 35. For any Q P QX , it holds that suprQs 
rQs  QJ.
Proof. If Q  QJ, then the result trivially holds. For any other Q, it suffices to
consider for any couple pu, vq such that Qpu, vq ¡ 1{2 the set
Qu,v  tQcu,v | c P s1{2, 1su  rQs
with
Qcu,vpx, yq 
$'''&'''%
Qpx, yq , if px, yq  pu, vq
c , if px, yq  pu, vq
1 c , if px, yq  pv, uq .
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Obviously §
tpu,vq|Qpu,vq¡1{2u
§
Qu,v  QJ .
The previous discussion leads to the conclusion that prQs,q is a condi-
tionally complete lattice. When combining all these equivalence classes, they
seamlessly fit together to form QX ,
QX 
¤
QPQX
rQs .
Finally, note that the only Q P QX such that prQs,q has a largest element is
Q  QJ.
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Chapter 3
Notions of transitivity
The mathematical notion of transitivity formalises the intuitive idea that for
any indirect connection between two objects, via a waypoint object or situation,
there should be a direct connection between these objects.
We start by analysing transitivity and some possible variants for complete
relations. We then translate the definitions to 3-valued reciprocal relations and
investigate how these can be generalised for all reciprocal relations. We also
check some characteristics and restrictions that result from the definitions of
transitivity.
3.1 Transitivity of complete relations
3.1.1 Definitions and basic properties
Evidently, as CX is a subclass of PpX2q, the standard definition for transitivity,
recalled below, applies to complete relations.
Definition 7. A relation R P PpX2q is called transitive (has property T) if
p@x, y, z P XqppRpx, yq  1^Rpy, zq  1q ñ Rpx, zq  1q . (3.1)
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Recall that transitive complete relations are called weak orders on X. More-
over, the elements of ÓTRJ XRK are exactly the linear orders on X.
Several variations, weaker, stronger or incomparable, of the above definition
of transitivity can be achieved by tweaking in the transitivity condition (3.1)
either the antecedent part, affecting the number of triples that require evalua-
tion, the consequent part, modifying what exactly such triples need to satisfy,
or both.
One such variation, called negative transitivity, is found by demanding that
not the relation R itself satisfies condition (3.1), but the complement Rc.
Definition 8. A relation R P PpX2q is called negatively transitive (NT) if
p@x, y, z P XqppRpx, yq  0^Rpy, zq  0q ñ Rpx, zq  0q . (3.2)
With complete relations in mind, a logical modification is to evaluate only
those triples for which px, yq and py, zq belong to RÑ. Such modification narrows
down the number of triples that need to satisfy the consequent and so we expect
the result to be a weaker property.
Definition 9. A relation R P PpX2q is called pseudo-transitive (PsT) if
p@x, y, z P XqppRpx, yq  1^Rpy, xq  0^Rpy, zq  1^Rpz, yq  0q
ñ Rpx, zq  1q .
(3.3)
In (3.3) only the antecedent is restricted to RÑ. Doing the same in the
consequent leads to the notion of quasi-transitivity, requiring that for a relation
R, RÑ satisfies transitivity, i.e. condition (3.1). For more information on quasi-
transitivity, we refer the reader to e.g. [48].
Definition 10. A relation R P PpX2q is called quasi-transitive (QT) if
p@x, y, z P XqppRpx, yq  1^Rpy, xq  0^Rpy, zq  1^Rpz, yq  0q
pñ Rpx, zq  1^Rpz, xq  0qq .
(3.4)
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When dealing only with complete relations, quasi-transitivity and negative
transitivity are equivalent, as for a complete relation R, the condition Rpx, yq 
0 is the same as Rpx, yq  0 ^ Rpy, xq  1. By comparing conditions (3.3)
and (3.4), it is clear that quasi-transitivity is a stronger condition than pseudo-
transitivity. Yet, it is still weaker than transitivity, as is seen from the following
proposition.
Proposition 36. A relation R P PpX2q is transitive if and only if both RÑ
and RØ are transitive.
Proof. The transitivity of RØ follows directly. Suppose that R is transitive and
consider x, y, z P X such that Rpx, yq  1, Rpy, xq  0, Rpy, zq  1, Rpz, yq  0,
then Rpx, zq  1. If additionally Rpz, xq  1, then transitivity implies both
Rpy, xq  1 and Rpz, yq  1. Thus, by contradiction, we have Rpz, xq  0.
Conversely, consider px, yq P RÑ and py, zq P RØ. If RÑ is transitive, then
pz, xq T RÑ and if RØ is transitive, then px, zq T RØ. Hence, if both are
transitive, px, zq P RÑ. Analogously if px, yq P RØ and py, zq P RÑ.
The analogous result for quasi-transitivity follows directly from the defini-
tion, as RØ is quasi-transitive by default. Note that RØ is not necessarily
transitive in this case.
Proposition 37. A relation R P PpX2q is quasi-transitive if and only if both
RÑ and RØ are quasi-transitive.
The same proposition does not hold for pseudo-transitivity. Note that (3.3)
can be written as
p@x, y, z P Xqpppx, yq P RÑ ^ py, zq P RÑq ñ px, yq P RÑ YRØq ,
showing that the consequence does not distinguish between RÑ and RØ.
Remark that we have omitted an obvious fourth variation, namely the one
satisfying the condition
p@x, y, z P XqppRpx, yq  1^Rpy, zq  1q ñ pRpx, zq  1^Rpz, xq  0qq .
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This condition excludes reflexive relations and is therefore not relevant in the
context of complete relations.
3.1.2 Characterisation of transitivity
Transitivity, pseudo-transitivity and quasi-transitivity (and negative transitiv-
ity) are characterised by focusing on any three elements in X, that is, any
triangle in the graph of the relation. So, a general analysis of these properties
for complete relations starts on a universe consisting of only three elements. In
that case there are 33  27 distinct complete relations. However, these rela-
tions can be grouped into seven types. Indeed, for any of these relations the
elements of the universe can be (re)labeled x, y and z such that one the fol-
lowing matrix representations is applicable. In Figure 3.1 the corresponding
graphical representations are shown. For simplicity, the loops due to reflexivity
are omitted.
Ra x y z
x 1 1 1
y 0 1 1
z 0 0 1
Rb x y z
x 1 1 1
y 1 1 1
z 0 0 1
Rc x y z
x 1 1 1
y 0 1 1
z 0 1 1
Rd x y z
x 1 1 1
y 1 1 1
z 1 1 1
Re x y z
x 1 1 1
y 1 1 1
z 0 1 1
Rf x y z
x 1 1 1
y 0 1 1
z 1 0 1
Rg x y z
x 1 1 0
y 0 1 1
z 1 0 1
(3.5)
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(a) Ra (b) Rb (c) Rc
(d) Rd (e) Re (f) Rf
(g) Rg
Figure 3.1: Illustration of basic types a, b, c, d, e, f and g of complete relations
on the universe X  tx, y, zu.
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Example 16. The relation R P CX as given below, is a relation of type b. It is
sufficient to let u  x, v  z and w  y.
R u v w
u 1 1 1
v 0 1 0
w 1 1 1
In all, there are 6 complete relations of each of the types a, e and f, 3 of the
types b and c, 2 of type g and 1 of type d. Analysing the seven basic types of
complete relations, we make the following observations.
(i) Types a–d are transitive;
(ii) Types a–e are quasi-transitive;
(iii) Types a–f are pseudo-transitive.
The only configuration not included above, namely type g, corresponds to a
strict cycle. In case of a general universe X containing n ¥ 3 elements, a
relation R P CX satisfies transitivity if any three elements in X can be labeled
x, y, z such that the restriction of R to tx, y, zu is equal to one of Ra, Rb, Rc or
Rd, and similarly for quasi- and pseudo-transitivity.
3.1.3 Minimal building blocks
Considering the nature of minimal complete relations, for any three distinct
elements x, y, z P X the only types that occur are a and g. This leads to the
fact that a minimal complete relation either has all of the above properties or
none of them.
Proposition 38. If a minimal complete relation R P RK is pseudo-transitive,
then it also is transitive.
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It was shown that any complete relation can be decomposed by means of
the minimal complete relations, such that R   ÓRXRK. For quasi-transitive
complete relations, this result can be refined in an interesting way.
Proposition 39. Any quasi-transitive complete relation R P CX is the union
of its transitive subrelations in RK, i.e.
R 
¤
ÓTRXRK .
Proof. Let R be a quasi-transitive complete relation. As observed before, the
crisp relation RÑ is quasi-transitive and by definition it is antisymmetric. Any
linear extension of RÑ is a transitive minimal complete relation and a subre-
lation of R. Hence, the relations in ÓTR X RK are exactly the linear exten-
sions of RÑ. For any distinct x, y P X for which px, yq P RØ, or equivalently
Rpx, yq  Rpy, xq  1, there exist at least two linear extensions R1, R2 P RK
such that R1py, xq  0 and R2px, yq  0. Hence, the union of all linear extensions
yields R.
From this property, together with the fact that transitivity implies quasi-
transitivity, it follows that:
Corollary 7. R P CX has a transitive subrelation if and only if R has a quasi-
transitive subrelation.
The union of all transitive minimal subrelations of a pseudo-transitive com-
plete relation does not necessarily return the original relation, as illustrated in
the following simple example.
Example 17. The pseudo-transitive complete relation Rf P CX , shown in
Fig 3.1, has exactly two minimal subrelations, namely the transitive Ra and
the non-pseudo-transitive Rg. Obviously, Rf  Ra.
Example 18. For a given quasi-transitive relation R P CX , not necessarily all
transitive minimal subrelations are required to build up R. For instance, the
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reciprocal relation R given as
R x y z u v w
x 1 1 1 1 1 1
y 1 1 1 1 1 1
z 1 1 1 1 1 1
u 0 1 0 1 1 1
v 0 0 1 1 1 1
w 1 0 0 1 1 1
is quasi-transitive, yet not transitive. It has 48 transitive minimal subrelations
and can be written as the union of three of them, e.g. as the union of the
following complete relations R1, R2 and R3.
R1 x y z u v w
x 1 1 1 1 1 1
y 0 1 0 0 1 1
z 0 1 1 1 1 1
u 0 1 0 1 1 1
v 0 0 0 0 1 1
w 0 0 0 0 0 1
R2 x y z u v w
x 1 0 0 1 1 0
y 1 1 1 1 1 1
z 1 0 1 1 1 1
u 0 0 0 1 0 0
v 0 0 0 1 1 0
w 1 0 0 1 1 1
R3 x y z u v w
x 1 1 1 1 1 1
y 0 1 1 1 1 1
z 0 0 1 1 1 1
u 0 0 0 1 1 1
v 0 0 1 1 1 1
w 0 0 0 0 0 1
When dealing with transitive complete relations, a proper generalisation of
Proposition 5 can be proven.
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Proposition 40. For any transitive relation R P CX there exist transitive rela-
tions R1, R2 P RK such that R  R1 YR2.
Proof. Let R P CX be transitive. For any R1 P ÓTRXRK, and x  y we have
px, yq T RØ ô px, yq P RÑ YRÐ
ô pRpx, yq  R1px, yqq ^ pRpy, xq  R1py, xqq .
(3.6)
Fixing one such R1, the construction described in the proof of Proposition 5 can
be completed by the complete relation R2 defined by
R2px, yq 
$&%R1px, yq , if px, yq T RØ _ x  y ,1R1px, yq , if px, yq P RØ ^ x  y ,
for every x, y P X. By construction, R2 is minimal and R1YR2  R. Note that
for any x  y, (3.6) holds for R2 as well. To verify the transitivity of R2, assume
that R2px, yq  R2py, zq  1. Due to the transitivity of R, we distinguish four
possible situations, namely
(i) if px, yq, py, zq P RÑ, then px, zq P RÑ,
(ii) if px, yq P RÐ, py, zq P RØ, then px, zq P RÑ,
(iii) if px, yq P RØ, py, zq P RÑ, then px, zq P RÑ,
(iv) if px, yq, py, zq P RØ, then px, zq P RØ.
In situations (i), (ii) and (iii), we have R2px, zq  R1px, zq  Rpx, zq  1, while
in situation (iv) we have R2px, zq  R1pz, xq  1. Hence, R2 is transitive.
3.2 Transitivity of 3-valued reciprocal relations
The 1-to-1 link with complete relations allows us to translate the notions of
transitivity, pseudo-transitivity and quasi-transitivity to the class of 3-valued
reciprocal relations.
60 Notions of transitivity
Definition 11. A relation Q P QX is called transitive (T) if ΦpQq is transitive.
Definition 12. A relation Q P QX is called pseudo-transitive (PsT) if ΦpQq is
pseudo-transitive.
Definition 13. A relation Q P QX is called quasi-transitive (QT) if ΦpQq is
quasi-transitive.
Such definitions, however, do not provide much insight. More practical is to
use the mapping Φ to translate conditions (3.1), (3.3) and (3.4) to the context
of reciprocal relations. The following propositions are easily verified.
Proposition 41. A 3-valued reciprocal relation Q P QX is transitive if and
only if
p@x, y, z P Xq

Qpx, yq ¥ 1
2
^Qpy, zq ¥ 1
2


ñ Qpx, zq ¥ 1
2


. (3.7)
Proposition 42. A 3-valued reciprocal relation Q P QX is pseudo-transitive if
and only if
p@x, y, z P Xq

Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq ¥ 1
2


. (3.8)
Proposition 43. A 3-valued reciprocal relation Q P QX is quasi-transitive if
and only if
p@x, y, z P Xq

Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq ¡ 1
2


. (3.9)
The observations made concerning complete relations can be rephrased for
3-valued reciprocal relations. The proofs of the subsequent propositions can be
completed either by relying on the isomorphism between CX and QX , or by
carrying out the verification using the conditions (3.7), (3.8) and (3.9). It can
be remarked that, due to the nature of reciprocal relations, these conditions
have a slightly higher readability than their counterparts for complete relations,
which allows for a somewhat more direct formulation when verifying proofs,
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and justifies a preference for the 3-valued reciprocal setting above the complete
setting. To illustrate this, we will redo some of the proofs already verified in
the previous section.
The transitivity or quasi-transitivity of a 3-valued reciprocal relation Q is
inherited by the crisp relations QÑ and QØ.
Proposition 44. A reciprocal relation Q P QX is (quasi-)transitive if and only
if QÑ and QØ are (quasi-)transitive.
The same implicational order is still valid, namely quasi-transitivity implies
pseudo-transitivity and transitivity implies quasi-transitivity, or
T ñ QT ñ PsT .
Proposition 45. If a reciprocal relation Q P QX is transitive, then it also is
quasi-transitive.
Proof. Suppose that Q is transitive and consider x, y, z P X such that Qpx, yq 
1 and Qpy, zq  1, then Qpx, zq ¥ 1{2. If additionally Qpx, zq  Qpz, xq 
1{2, then the transitivity implies that Qpz, yq ¥ 1{2, a contradiction. Hence,
Qpx, zq  1.
3.2.1 Characterisation
Similar to the case of complete relations, the 27 3-valued reciprocal relations can
be grouped into 7 types, characterised by the following matrix representations.
It is easily verified that ΦpQαq  Rα for all α P ta,b,c,d,e, f,gu. The graphical
representations are identical to the ones for complete relations, shown in Fig. 3.1.
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Qa x y z
x 12 1 1
y 0 12 1
z 0 0 12
Qb x y z
x 12 1
1
2
y 0 12 0
z 12 1
1
2
Qc x y z
x 12 0
1
2
y 1 12 1
z 12 0
1
2
Qd x y z
x 12
1
2
1
2
y 12
1
2
1
2
z 12
1
2
1
2
Qe x y z
x 12
1
2 1
y 12
1
2
1
2
z 0 12
1
2
Qf x y z
x 12 1
1
2
y 0 12 1
z 12 0
1
2
Qg x y z
x 12 1 0
y 0 12 1
z 1 0 12
(3.10)
As for complete relations, we observe that, if the restriction of Q P QX to any
three elements in the universe can be represented by
(i) type a, b, c or d, then Q is transitive;
(ii) type a, b, c, d or e, then Q is quasi-transitive;
(iii) type a, b, c, d, e or f, then Q is pseudo-transitive.
3.2.2 Minimal building blocks
A minimal reciprocal relation either possesses all three properties, or has none
of them.
Proposition 46. If a minimal reciprocal relation Q P QK is pseudo-transitive,
then it also is transitive.
For transitive reciprocal relations, the same decomposition into transitive
minimal reciprocal relations is possible, thereby refining Corollary 4.
Proposition 47. Any quasi-transitive reciprocal relation Q P QX is the union
of its transitive subrelations in QK, i.e.
Q 
§
ÓTQXQK .
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The pseudo-transitive 3-valued reciprocal relation Qf P QX has exactly two
minimal subrelations, the transitive Qa and the non-transitive Qg. Obviously,
Qf  Qa.
Example 20. For a given quasi-transitive relation Q P QX not necessarily all
transitive minimal subrelations are required to build up Q. For instance, the
reciprocal relation Q defined by
Q x y z u v w
x 0.5 0.5 0.5 1 1 0.5
y 0.5 0.5 0.5 0.5 1 1
z 0.5 0.5 0.5 1 0.5 1
u 0 0.5 0 0.5 0.5 0.5
v 0 0 0.5 0.5 0.5 0.5
w 0.5 0 0 0.5 0.5 0.5
has 48 transitive minimal subrelations, is quasi-transitive, yet not transitive. It
can be written as the union of three of them, e.g. as the union of the reciprocal
relations Q1, Q2 and Q3 given below.
Q1 x y z u v w
x 0.5 1 1 1 1 1
y 0 0.5 0 0 1 1
z 0 1 0.5 1 1 1
u 0 1 0 0.5 1 1
v 0 0 0 0 0.5 1
w 0 0 0 0 0 0.5
Q2 x y z u v w
x 0.5 0 0 1 1 0
y 1 0.5 1 1 1 1
z 1 0 0.5 1 1 1
u 0 0 0 0.5 0 0
v 0 0 0 1 0.5 0
w 1 0 0 1 1 0.5
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Q3 x y z u v w
x 0.5 1 1 1 1 1
y 0 0.5 1 1 1 1
z 0 0 0.5 1 0 1
u 0 0 0 0.5 0 1
v 0 0 1 1 0.5 1
w 0 0 0 0 0 0.5
Note that Q cannot be written as the union of any 2 of the 48 transitive minimal
subrelations.
For a transitive 3-valued reciprocal relation, two transitive minimal relations
are sufficient.
Proposition 48. For any transitive Q P QX there exist transitive Q1, Q2 P QK
such that Q  Q1 \Q2.
3.3 Stochastic transitivity of reciprocal relations
3.3.1 Definitions
As reciprocal relations take values in the entire unit interval, there is no unique
way to define the notion of transitivity on QX . Many proposals have been
suggested in the literature. However, all share the common goal of providing an
extension of the classical notion of transitivity of crisp relations.
A common type of transitivity for reciprocal relations is stochastic transitiv-
ity , for which a general definition was given in [14, 17].
Definition 14. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 . A reciprocal relation Q P QX is called g-stochastic transitive
(g-transitive, gT) if for any px, y, zq P X3 it holds that:
Qpx, yq ¥ 1
2
^Qpy, zq ¥ 1
2


ñ Qpx, zq ¥ gpQpx, yq, Qpy, zqq . (3.11)
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Example 21. Definition 14 generalises the known types of stochastic transi-
tivity, namely
• Weak stochastic transitivity [40] (WS-transitivity) when g  12 ,
• Moderate stochastic transitivity [40] (MS-transitivity) when g  min,
• Strong stochastic transitivity [40] (SS-transitivity) when g  max,
• λ-transitivity [4], with λ P r0, 1s, when g  λmax p1 λqmin.
The condition gp 12 , 12 q ¤ 12 in the above definition ensures that g-transitivity
generalises transitivity of 3-valued reciprocal relations, i.e. if Q P QX is transi-
tive, then Q is g-transitive for any mapping g of the specified type. A maximal
requirement could be to insist that the only 3-valued reciprocal relations that
are g-transitive are precisely the transitive 3-valued reciprocal relations. In
that case, the additional condition 0   gp 12 , 12 q should be imposed. Hence, if
0   gp 12 , 12 q ¤ 12 , then g-transitivity and transitivity of 3-valued reciprocal re-
lations coincide. Yet another requirement could be to demand that for any
g-transitive reciprocal relation Q it holds that Q is transitive as well. This
leads to the additional condition gp 12 , 12 q ¥ 12 , which combined with the prevail-
ing condition yields gp 12 , 12 q  12 . Note that the mappings g of Example 21 all
satisfy this stronger condition.
Proposition 49. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q  12 . Then Q P QX is WS-transitive if and only if Q is g-transitive in
QX .
Note that WS-transitivity amounts to expressing Proposition 41 on QX .
Obviously, the following equivalence holds.
Proposition 50. A reciprocal relation Q P QX is WS-transitive if and only if
Q is transitive.
66 Notions of transitivity
As for 3-valued reciprocal relations, it is possible to consider variants of the
above definition by replacing one or more weak inequalities by strict inequalities
at appropriate places. Doing this in the antecedent part, leads to the notion of
pseudo-g-stochastic transitivity. Note that the value 12 is no longer relevant in
the domain of g. However a mapping g with arguments in the half open interval
is easily extended to a mapping with arguments that take values in the closed
interval.
Definition 15. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q ¤ 12 . A reciprocal relation Q P QX is called pseudo-g-stochastic transitive
(pseudo-g-transitive, PsgT) if for any px, y, zq P X3 it holds that:
Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq ¥ gpQpx, yq, Qpy, zqq .
The condition gp1, 1q ¤ 12 in the above definition ensures that pseudo-g-
transitivity generalises pseudo-transitivity of 3-valued reciprocal relations. A
maximal requirement could again be to insist that the only 3-valued recip-
rocal relations that are pseudo-g-transitive are precisely the pseudo-transitive
3-valued reciprocal relations. In that case, the additional condition 0   gp1, 1q
should be imposed. Hence, if 0   gp1, 1q ¤ 12 , then pseudo-g-transitivity and
pseudo-transitivity of 3-valued reciprocal relations coincide. Yet another re-
quirement could be to demand that for any pseudo-g-transitive reciprocal rela-
tion Q it holds that Q is pseudo-transitive as well. This leads to the additional
condition g ¥ 12 , or gpt1, t2q ¥ 12 for any t1, t2 ¡ 12 , which combined with the
prevailing condition yields that the only mapping eligible is the constant map-
ping g  12 . This corresponds to the ‘pseudo’ version of WS-transitivity, i.e. the
literal application of Definition 3.3 to reciprocal relations.
Similarly, we obtain the following definition for quasi-g-stochastic transitiv-
ity.
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Definition 16. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q   1. A reciprocal relation Q P QX is called quasi-g-stochastic transitive
(quasi-g-transitive, QgT) if for any px, y, zq P X3 it holds that:
Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq ¡ gpQpx, yq, Qpy, zqq .
The condition gp1, 1q   1 in the above definition ensures that quasi-g-
transitivity generalises quasi-transitivity of 3-valued reciprocal relations. A
maximal requirement could again be to insist that the only 3-valued reciprocal
relations that are quasi-g-transitive are precisely the quasi-transitive 3-valued
reciprocal relations. In that case, the additional condition gp1, 1q ¥ 12 should
be imposed. Hence, if 12 ¤ gp1, 1q   1, then quasi-g-transitivity and quasi-
transitivity of 3-valued reciprocal relations coincide. Yet another requirement
could be to demand that for any quasi-g-transitive reciprocal relation Q it holds
that Q is quasi-transitive as well. Combined with the prevailing condition, this
now leads to 12   gpt1, t2q   1 for t1, t2 P s 12 , 1s.
Unexpectedly, there exists yet another way of extending the notion of quasi-
transitivity from 3-valued reciprocal relations to reciprocal relations. Indeed, it
is straightforward to realise that a 3-valued relation Q P QX is quasi-transitive
if
p@x, y, z P Xq

Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq  1


, (3.12)
by interpreting the strict inequality Qpx, zq ¡ 12 as a weak inequality Qpx, zq ¥
1. This implies that we can devise a definition that is formally similar to that
of pseudo-g-stochastic transitivity, but which will differ in the restrictions on
g to ensure that it is a proper generalisation of quasi-transitivity. In order to
distinguish the resulting property from the above quasi-g-stochastic transitivity,
we will name it partial-g-stochastic transitivity, for reasons that will become
clear after.
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Definition 17. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping. A reciprocal
relation Q P QX is called partial-g-stochastic transitive (partial-g-transitive,
PgT) if for any px, y, zq P X3 it holds that:
Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq ¥ gpQpx, yq, Qpy, zqq .
Note that there is no initial condition on g, apart from the trivial requirement
that gp1, 1q ¤ 1, i.e. partial-g-transitivity always generalises quasi-transitivity
of 3-valued reciprocal relations. Requiring that the only 3-valued reciprocal
relations that are partial-g-transitive are precisely the quasi-transitive 3-valued
reciprocal relations leads to the condition gp1, 1q ¡ 12 . Finally, demanding
that for any partial-g-transitive reciprocal relation Q it holds that Q is quasi-
transitive as well leads to the all encompassing condition gpt1, t2q ¡ 12 for any
t1, t2 ¡ 12 .
The notion of partial stochastic transitivity of reciprocal relations introduced
by Fishburn [29] formally corresponds to partial-g-transitivity with g  min,
revealing also our source of inspiration for the name of this property.
Clearly, if gp1, 1q   1, then quasi-g-transitivity implies partial-g-transitivity.
Note also that the condition gp1, 1q ¤ 12 implies both gp 12 , 12 q ¤ 12 and gp1, 1q   1.
Hence, if for a given g it makes sense to consider pseudo-g-transitivity, then this
is also the case for g-transitivity, quasi-g-transitivity and partial-g-transitivity,
but not the other way around. In such case, quasi-g-transitivity implies partial-
g-transitivity which then also coincides with pseudo-g-transitivity.
Moreover, g-transitivity implies partial-g-transitivity, but it does not nec-
essarily imply quasi-g-transitivity, given, of course, that both gp 12 , 12 q ¤ 12 and
gp1, 1q   1, as the following example shows. Trivially, if g is the constant map-
ping g  12 , then g-transitivity implies quasi-g-transitivity. These observations
already indicate that partial-g-transitivity is a more natural generalisation of
quasi-transitivity of 3-valued reciprocal relations, as will be confirmed later on.
Example 22. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 and gp1, 1q   1, and different from the constant mapping g  12 .
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Consider pa, bq P s 12 , 1s2 such that gpa, bq ¡ 12 . The reciprocal relation Q on
tx, y, zu defined by
Q x y z
x 0.5 a gpa, bq
y 1 a 0.5 b
z 1 gpa, bq 1 b 0.5
is g-transitive, but not quasi-g-transitive.
3.3.2 Impact of the mapping g on the range of values for
g-transitive reciprocal relations
For pseudo-, quasi- and partial-g-transitivity, only three distinct elements in
the universe can activate the condition Qpx, zq ¥ gpQpx, yq, Qpy, zqq. For g-
transitivity, every two distinct elements x, y P X activate two conditions that
need to be satisfied. If Qpx, yq ¥ 12 , these conditions are
gp1
2
, Qpx, yqq ¤ Qpx, yq and gpQpx, yq, 1
2
q ¤ Qpx, yq .
Any value for which either of these conditions is not satisfied is a value that
can not occur in any g-transitive reciprocal relation. Note that the above
conditions also occurred when studying g-transitivity in the context of cycle-
transitivity [17].
Proposition 51. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 . For any g-transitive reciprocal relation Q P QX it holds that
Qpx, yq ¥ 1
2
ñ Qpx, yq ¥ maxpgp1
2
, Qpx, yqq, gpQpx, yq, 1
2
qq ,
for all px, yq P X2.
Corollary 8. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 . If maxpgp 12 , t1q, gpt1, 12 qq  g1 ¡ t1 for some t1 P r 12 , 1s, then
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for any g-transitive reciprocal relation Q it holds that
Qpx, yq T rt1, g1r
for any x, y P X.
This leads us to consider the set
Mg  tt P r1
2
, 1s | maxpgp1
2
, tq, gpt, 1
2
qq ¤ tu
containing all values in the range r 12 , 1s that can occur in any g-transitive rela-
tion.
Example 23. For any a P Mg, the relations Q and Q1 defined as follows, are
g-transitive. Fixing x P X, let
• Qpx, uq  Q1pu, xq  a for any u P Xztxu,
• Qpu, xq  Q1px, uq  1 a for any u P Xztxu,
• Qpu, vq  Q1pu, vq  12 for any other pu, vq P X2.
Example 24. For any two a, b P Mg, the reciprocal relation Q defined as
follows, is g-transitive. Fixing x, y P X, let
• Qpx, yq  1, Qpy, xq  0,
• Qpx, uq  a,Qpu, xq  1 a for all u P Xztx, yu,
• Qpu, yq  b,Qpy, uq  1 b for all u P Xztx, yu,
• Qpu, vq  Q1pu, vq  12 for any other pu, vq P X2.
Example 25. For any two a, b P Mg such that gpa, bq P Mg, the reciprocal
relation Q defined as follows is g-transitive. Fixing x, y P X, let
• Qpx, yq  gpa, bq, Qpy, xq  1 gpa, bq,
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• Qpx, uq  a,Qpu, xq  1 a for all u P Xztx, yu,
• Qpu, yq  b,Qpy, uq  1 b for all u P Xztx, yu,
• Qpu, vq  Q1pu, vq  12 for any other pu, vq P X2.
For any mapping g satisfying the primary conditions of Definition 14, the
values 1 and 12 are included in Mg. Evidently, for any mapping g that satisfies
maxpgp 12 , tq, gpt, 12 qq ¤ t for any t P r 12 , 1s, we have that Mg  r12 , 1s. This is
especially the case for mappings g ¤ max. For an associative mapping g and
any a, b P Mg it holds that
gp1
2
, gpa, bqq  gpgp1
2
, aq, bq ¤ gpa, bq ,
gpgpa, bq, 1
2
q  gpa, gp1
2
, bqq ¤ gpa, bq .
Hence, for an associative mapping g we have gpa, bq P Mg for any a, b P Mg.
The fact that values not included in Mg are excluded from g-transitive re-
lations, implies that not all values in the range of g are relevant. In extreme
situations, it is possible that Mg  t 12 , 1u.
Example 26. The mapping g defined by
gpt1, t2q 
$&% 12 , if t1  t2  121 , otherwise
only allows transitive reciprocal relations in QX .
Proposition 52. Let g and g1 be two increasing r 12 , 1s Ñ r0, 1s mappings such
that Mg  Mg1 . If gpt1, t2q  g1pt1, t2q for all pt1, t2q P Mg then g-transitivity
and g1-transitivity are equivalent.
If Mg  r 12 , 1s, this proposition allows us to choose the most simple mapping
that coincides with the original g on Mg. Note that r 12 , 1szMg too is closed under
supremum.
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A similar phenomenon has occurred in the quest for a suitable definition
of the concept of a fuzzy preference structure [19, 52]. We will return to this
issue when investigating conditions for the existence of g-transitive closures and
openings.
3.4 Isostochastic transitivity of reciprocal rela-
tions
3.4.1 Definitions
In [14, 17], a stricter type of stochastic transitivity was introduced.
Definition 18. Let h : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. A reciprocal relation Q P QX is called h-
isostochastic transitive (h-ISO-transitive, h-transitive) if for any px, y, zq P X3
it holds that
Qpx, yq ¥ 1
2
^Qpy, zq ¥ 1
2


ñ Qpx, zq  hpQpx, yq, Qpy, zqq . (3.13)
The conditions imposed on the mapping h are needed to guarantee that h-
transitivity is a generalisation of transitivity of 3-valued reciprocal and complete
crisp relations. In particular, the conditions are found by evaluating the four
basic types a, b, c and d of transitive 3-valued reciprocal relations. These
conditions are more restrictive than those imposed on g in Definition 14 and any
mapping h satisfying the conditions of Definition 18 satisfies the conditions of
Definition 14, hence h-transitivity implies h-transitivity, i.e. g-transitivity with
h  g. Moreover, these conditions also include the strongest additional condition
h ¥ 12 we considered, which implies that for any h-transitive reciprocal relation
Q it holds that Q is transitive as well. All mappings g considered in Example 21
satisfy the conditions of Definition 18.
When evaluating the basic pseudo-transitive 3-valued reciprocal relations
for h-transitivity, two conflicting conditions arise, namely hp1, 1q  1 and
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hp1, 1q  12 , making some kind of pseudo-variant for isostochastic transitivity
redundant. For quasi-transitive relations, only the first of these conditions is
required. Considering that the conditions for quasi-g-transitivity do not contain
any equality, we opt for the following terminology.
Definition 19. Let h : s 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
hp1, 1q  1. A reciprocal relation Q P QX is called partial-h-isostochastic tran-
sitive (Ph-ISO-transitive, Ph-transitive) if for any px, y, zq P X3 it holds that
Qpx, yq ¡ 1
2
^Qpy, zq ¡ 1
2


ñ Qpx, zq  hpQpx, yq, Qpy, zqq . (3.14)
Based on less restricting conditions, it is clear that h-transitivity implies
partial-h-transitivity. Partial-h-transitivity always implies partial-h-transiti-
vity, the latter not having any restriction on the mapping h. Moreover, it holds
that the only 3-valued reciprocal relations that are partial-h-transitive are the
quasi-transitive ones. Should we demand that for any h-transitive reciprocal
relation the corresponding 3-valued reciprocal relation is quasi-transitive, then
the additional condition h ¡ 12 is required, the same condition that was found
for partial-h-transitivity.
3.4.2 Impact of the mapping h on the range of values for
h-transitive relations
Similar to g-transitivity, for a h-transitive relation Q P QX and for any two
distinct elements x, y P X, if Qpx, yq ¥ 12 two conditions need to be satified,
namely
Qpx, yq  hp1
2
, Qpx, yqq and Qpx, yq  hpQpx, yq, 1
2
q .
Hence, for a given mapping h not necessarily all values in r 12 , 1s can occur in a
h-transitive reciprocal relation.
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Proposition 53. Let h : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. For any h-transitive reciprocal relation
Q it holds that
Qpx, yq ¥ 1
2
ñ Qpx, yq  hp1
2
, Qpx, yqq  hpQpx, yq, 1
2
q
for any px, yq P X2.
This proposition leads to the observation that the values of h-transitive
relations are restricted if either of hp 12 , tq and hpt, 12 q is different from the identity
mapping or hp 12 , tq  hpt, 12 q. Note that this second condition implies the first.
Corollary 9. Let h : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. If hp 12 , t0q  hpt0, 12 q or hp 12 , t0q  t0 for
some t0 Ps 12 , 1s, then for any h-transitive relation Q it holds that
Qpx, yq T rt0, hp1
2
, t0qr
for any x, y P X.
Denoting by Mh the set
Mh  tt P r1
2
, 1s | hp1
2
, tq  hpt, 1
2
, tq  tu ,
all values that occur in h-transitive relation are included in Mh .
Example 27. It is easily verified that the relations constructed in Example 23
are h-transitive when a is taken from Mh .
Example 28. For a, b P Mh , there exists a h-transitive reciprocal relation
Q with Qpx, yq a and Qpy, zq  b only if hpa, bq P Mh . In that case, the
construction of Example 25 can be repeated to yield a h-transitive relation.
The conditions hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1 show that Mh too
always contains at least two values.
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In [17] is has been remarked that, although it is not required that h is
associative, it does follow naturally. Consider for instance an h-transitive
reciprocal relation Q such that Qpx, yq ¥ 1{2, Qpy, zq ¥ 1{2 and Qpx, zq ¥ 1{2.
Then it holds that
Qpx, uq  hpQpx, yq, Qpy, uqq  hpQpx, yq, gpQpy, zq, Qpz, uqqq
and
Qpx, uq  hpQpx, zq, Qpz, uqq  hpQpx, yq, gpQpy, zq, Qpz, uqqq
whence at least for the triplet pQpx, yq, Qpy, zq, Qpz, uqq the mapping h is asso-
ciative. For an associative mapping, it follows that if a, b P Mh then hpa, bq P
Mh too.
The observation regarding associativity also holds in the case of partial-h-
transitivity.
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Chapter 4
Transitive Closures
Given a set, or more specifically a relation, what is the smallest superset, or
superrelation, that satisfies a given property P? Does this superset exist in
the first place? Those are the main questions when investigating P-closures.
Although traditionally, this concept is studied in set theory, it can be noted
that it has only two prerequisites, the first being some property relevant to the
objects under consideration and the second an ordering of these objects that
allows for the notion ‘smaller’.
4.1 Definitions and theory
Definition 20. Consider a property P that elements of a poset pS,¤Sq can
satisfy or fail to satisfy. If for a given s P S, an element s1 P S satisfies
(i) s1 P ÒPs satisfies P,
(ii) if s2 P ÒPs, then s1 ¤S s2,
then s1 is called a P-closure of s.
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Obviously, if a P-closure of an object s exists, it must be unique. In that
case, we denote the P-closure by psP, or if there is no chance of confusion, simply
by ps. Clearly, an object s has property P if and only if its P-closure coincides
with s. For any object s there is an immediate candidate for P-closure.
Proposition 54. Consider a poset pS,¤Sq. For a given s P S, the P-closurepsP exists if and only if
(i) ÒPs  H,
(ii) inf ÒPs exists and satisfies property P.
Moreover, if the P-closure exists, it is given by psP  inf ÒPs.
Proof. First assume that the P-closure of s exists. Then psP P ÒPs, satisfying
condition (i), and psP is a lower bound of ÒPs. Hence, psP  inf ÒPs, satisfying
condition (ii).
Now assume that both conditions are satisfied. Clearly, we have inf ÒPs ¥S
s, inf ÒPs P ÒPs and for any s1 P ÒPs, it holds that inf ÒPs ¤S s1. Hence, the
P-closure of s exists and is given by psP  inf ÒPs.
From this proposition, we can now distinguish four scenarios for a given
s P S:
(1) conditions (i) and (ii) are satisfied, the P-closure exists,
(2) condition (i) is satisfied, inf ÒPs exists but does not have property P,
(3) condition (i) is satisfied, but inf ÒPs does not exist,
(4) condition (i) is not satisfied.
While scenario (4) can be considered a dead-end, scenario (2) offers room for
a further discrimination, leading to the weaker notion of P-semi-closure. Infor-
mally, this is the largest superelement that is smaller than all P-superelements
of a given object, thereby dropping the condition that it satisfies property P.
Formally, this yields the following definition.
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Definition 21. Consider a property P that elements of a poset pS,¤Sq can
satisfy or fail to satisfy. If for a given s P S with ÒPs  H, an element t P S
satisfies
(i) t P Òs,
(ii) ÒPs  Òt,
(iii) for any t1 P Òs such that ÒPs  Òt1, it holds that t P Òt1,
then t is called a P-semi-closure of s.
As with P-closures, if a P-semi-closure of s exists, it is unique and clearly it
is given by inf ÒPs. The existence of the P-semi-closure satisfies the major part
of the conditions required by Proposition 54, while both conditions are fully
satisfied if the P-semi-closure has property P.
Corollary 10. Consider a property P that elements of a poset pS,¤Sq can
satisfy or fail to satisfy. The P-closure of s P S exists if and only if the P-semi-
closure of s exists and satisfies P.
Quite an interesting situation is when the P-closure exists for every object
under consideration. In such case, it is possible to define a P-closure operator
on pS,¤Sq. The necessary and sufficient conditions for this to occur have been
established by Bandler and Kohout [1] in the context of crisp as well as fuzzy
relations, recalled hereafter for crisp relations. The results essentially state that
the conditions of Proposition 54 should be satisfied for all elements in the poset.
Theorem 1. The P-closure exists for all elements of pPpX2q,q if and only if
(i) RJ satisfies P;
(ii) The intersection of every non-empty family of relations, all of which satisfy
P, satisfies P.
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Corollary 11. Let P be a property such that the P-closure exists for all elements
of pPpX2q,q. For any R P PpX2q, its P-closure is given by
pRP £ ÒPR . (4.1)
Note that both the set of crisp relations and the set of fuzzy relations are
complete lattices. However, the conditions for the existence of a P-closure op-
erator do not require such a rich setting. Theorem 1 and the accompanying
corollary can be generalised as follows. The proof is a simple adaptation of that
of Bandler and Kohout in [1].
Theorem 2. Let pS,¤Sq be a conditionally complete upper semi-lattice with
greatest element sJ. The P-closure exists for all elements in pS,¤Sq if and only
if
(i) sJ satisfies P ;
(ii) For every non-empty, lower bounded subset in S, all elements of which
satisfy P, its greatest lower bound satisfies P.
Proof. We first prove the necessity of (i) and (ii). According to the definition,
sJ ¤S xsJP, while xsJP ¤S sJ, since sJ is the greatest element of S. Thus, sincexsJP  sJ, sJ satisfies P .
Consider a lower bounded subset A  S, the elements of which all satisfy P.
Let s be the largest lower bound of A. According to the definition, psP is a lower
bound of A and therefore psP ¤S s. It follows that s  psP and that s satisfies P.
Next, we prove the sufficiency of (i) and (ii). Consider s P S and let A be
the subset consisting of all s1 P S that are greater than or equal to s and satisfy
P. Clearly, A contains sJ. As A is lower bounded by s, it has a greatest lower
bound s0, which, according to the assumptions, satisfies P. Finally, it is easily
seen that s0 is the P-closure of s.
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Corollary 12. Let P be a property such that the P-closure exists for all elements
in the conditionally complete upper semi-lattice pS,¤Sq with greatest element
sJ. For any s P S, its P-closure is given by
psP  inf ÒPs . (4.2)
In a conditionally complete upper semi-lattice with a smallest element, any
subset has a supremum.
Theorem 3. Let pS,¤Sq be a conditionally complete upper semi-lattice with
largest element sJ. The P-semi-closure exists for all elements in pS,¤Sq if and
only if sJ satisfies P.
4.2 Existence of transitive closures
4.2.1 Crisp and complete relations
It is well known that the transitive closure of a crisp relation always exists.
Clearly, RJ is transitive and it is easily verified that transitivity is preserved
by taking the intersection on PpX2q, thereby fulfilling both conditions of The-
orem 1. By Corollary 11, the transitive closure pRT of any crisp relation R is
given as
pRT £ ÒTR £tR1 P PpX2q | R  R1 and R1 is transitiveu . (4.3)
From Corollary 12, we observe that, not only for transitivity, but for any
property P, if the P-closure of some element exists in PpX2q, it preserves com-
pleteness. Therefore, the P-closure in CX coincides with the P-closure in PpX2q.
Corollary 13. Let P be a property such that the P-closure exists for all elements
of pPpX2q,q. The P-closure of any R P CX is complete as well and is given by
pRP £ ÒPR . (4.4)
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The above result is also achieved by applying Theorem 2 directly to the
conditionally complete upper-semi-lattice pCX ,q. Note that, for any R P CX
and any property P the set ÒPR  CX is compatible whenever it is not empty.
Corollary 14. The poset pCX ,q trivially satisfies the conditions of Theorem 2.
If for a given property P, the P-closure exists for all elements in pPpX2q,q,
then it also exists for all elements in pCX ,q. Moreover, the P-closure of R P CX
in the smaller poset pCX ,q coincides with that in the larger one pPpX2q,q.
As RJ is quasi-transitive and pseudo-transitive too, for any crisp relation
R the semi-closures inf ÒQTR and inf ÒPsTR exist. Corollary 12 again assures
that both are complete if R is complete. However, neither quasi-transitivity nor
pseudo-transitivity is preserved by intersection on PpX2q nor on CX .
Example 29. Consider the compatible relations R1 and R2 given by
R1 x y z
x 1 1 1
y 1 1 1
z 0 1 1
R2 x y z
x 1 1 1
y 1 1 0
z 1 1 1
Both are quasi-transitive, belonging to type e. Their intersection, however, is
pseudo-transitive but not quasi-transitive, we have that R1 XR2  Rf.
Example 30. The compatible relations R1 and R2 given by
R1 x y z
x 1 1 1
y 0 1 1
z 1 0 1
R2 x y z
x 1 1 0
y 0 1 1
z 1 1 1
are pseudo-transitive, belonging to type f. Their intersection however is not
pseudo-transitive, we have that R1 XR2  Rg.
Exploiting the shortcoming exposed in the previous examples, a rather strong
fact on the existence of quasi- and pseudo-transitive closures can be shown.
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Proposition 55. For any R P PpX2q, both the PsT-semi-closure and the QT-
semi-closure coincide with R, i.e.
R  inf ÒPsTR  inf ÒQTR .
Proof. For any distinct x, y P X, let Rxy be the complete relation for which
RÑxy  tpx, yqu. Any such relation is both pseudo- and quasi-transitive. Now,
for any R P CX , the set
ER  tRxy P CX | px, yq P RÑu
is included in both ÒPsTR and ÒQTR. Moreover,

ER 

R1PER
R1  R and
since R is a lower bound to ÒPsTR and ÒQTR, this proves the proposition.
Corollary 15. For any R P CX it holds that
• the pseudo-transitive-semi-closure is pseudo-transitive if and only if R is
pseudo-transitive,
• the quasi-transitive-semi-closure is quasi-transitive if and only if R is
quasi-transitive.
4.2.2 3-valued reciprocal relations
The above observations for complete relations can be translated to the 3-valued
representation, i.e. the poset pQX ,q.
Proposition 56. For any Q P QX , its transitive closure exist and is given by
pQT ¦ ÒTQ . (4.5)
For any reciprocal relation Q and any property P that is satisfied by QJ,
the P-semi-closure is inf ÒPQ.
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Proposition 57. For Q P QX , both the PsT-semi-closure and the QT-semi-
closure coincide with Q, i.e.
Q  inf ÒPsTQ  inf ÒQTQ .
Corollary 16. For Q P QX , it holds that
• the pseudo-transitive-semi-closure is pseudo-transitive if and only if Q is
pseudo-transitive,
• the quasi-transitive-semi-closure is pseudo-transitive if and only if Q is
quasi-transitive.
4.3 Existence of stochastic transitive closures
The investigation of the existence of transitive closures in the upper-semi-lattice
pQX ,q requires us to verify whether the two conditions of Theorem 2 hold for
the different types of stochastic transitivity defined in Chapter 3. Easiest is the
condition concerning QJ. As there are no x, y P X such that QJpx, yq ¡ 12 , QJ
is by default pseudo-, quasi- and partial-g-transitive for any eligible mapping g.
The condition gp 12 , 12 q ¤ 12 ensures that QJ is g-transitive. This immediately
leads to the fact that for any of these properties the semi-closure exists and is
equal to
 ÒPQ, with P P tPsg, Qg, Pg, gu.
4.3.1 Pseudo-, quasi- and partial-g-stochastic transitivity
Since pseudo-, quasi- and partial-g-transitivity are designed as generalisations
of pseudo- and quasi-transitivity for 3-valued reciprocal relations, we expect
that the closures for these properties do not exist in general on QX , as they do
not exist on the subset QX . Less expected, perhaps, is that we find the same
results on QX as observed on QX , namely that for pseudo-, quasi- and partial-
g-transitivity too, the semi-closure always coincides with the original relation.
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To prove this, the same loophole, translated to reciprocal relations, is used as
in the proof of Proposition 55 for complete relations.
Proposition 58. Let g be an appropriate increasing s 12 , 1s2 Ñ r0, 1s-mapping,
then for all Q P QX it holds that
• Q   ÒPsgQ if gp1, 1q ¤ 12 ,
• Q   ÒQgQ if gp1, 1q   1,
• Q   ÒPgQ,
i.e. the pseudo-g-transitive semi-closure, the quasi-g-transitive semi-closure and
the partial-g-transitive semi-closure coincide with Q.
Proof. For any Q P QX and x, y P X consider the relation Qxy defined by
Qxypu, vq 
$&%Qpu, vq , if pu, vq P tpx, yq, py, xqu ,1
2 , otherwise.
For any x, y P X, the relation Qxy is by default pseudo-, quasi- as well as
partial-g-transitive, for any eligible mapping g. It holds that
Q 
¦
px,yqPX2
Qxy ,
from which the above equalities follow.
Corollary 17. Let g be an appropriate increasing s 12 , 1s2 Ñ r0, 1s-mapping. For
Q P QX it holds that
• the pseudo-g-transitive closure of Q exists if and only if Q is pseudo-g-
transitive,
• the quasi-g-transitive closure of Q exists if and only if Q is quasi-g-transi-
tive,
• the partial-g-transitive closure of Q exists if and only if Q is partial-g-
transitive.
86 Transitive Closures
4.3.2 g-stochastic transitivity
The story for g-transitivity does not stop with the semi-closure. Evidently, the
specific mapping g plays an important role in this story. If we let gK  gp 12 , 12 q
and gJ  gp1, 1q, then the range of g lies within rgK, gJs and is equal to this
interval if g is continuous. We consider a number of families of mappings based
on their range.
Constant mappings g  gK
The easiest case is when the mapping g takes on a constant value gK  gJ ¤ 12 .
Considering any x, y, z P X such that Qpx, yq ¥ 12 and Qpy, zq ¥ 12 , it is required
that Qpx, zq ¥ gK.
Proposition 59. For any Q P QX the g-transitive closure for g  gK exists
and is given by
 ÒgTQ.
Proof. We only need to verify that for g  gK the compatible intersection of g-
transitive relations is still g-transitive. Therefore, assume that pQiqiPI is a com-
patible family of g-transitive relations. If

iPI Qipx, yq ¥ 12 and

iPI Qipy, zq ¥
1
2 , then by the compatibility of pQiqiPI , for all i P I we have that Qipx, yq ¥ 12
and Qipy, zq ¥ 12 and thus Qipx, zq ¥ gK. The compatibility furthermore yields
that either one of two cases holds:
(i) For all i P I,Qipx, zq ¥ 12 and

iPI Qipx, zq  supiPI Qipx, zq.
(ii) For all i P I,Qipx, zq ¤ 12 and

iPI Qipx, zq  infiPI Qipx, zq.
In both cases, however, it holds that

iPI Qipx, zq ¥ gK, which completes the
proof.
Included in this family of mappings is the constant mapping g  12 , corre-
sponding to weak stochastic transitivity.
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Example 31. Consider the constant mapping g  c0 ¤ 12 . For any g-transitive
relation Q it holds that if we have Qpx, yq ¥ 12 and Qpy, zq ¥ 12 for some
x, y, z P X, then it follows that Qpz, xq ¤ 1 c0. Hence for a reciprocal relation
Q that is not g-transitive, the closure is found by assigning the value 1 c0 to
Qpz, xq for any such x, y, z P X with Qpz, xq ¥ 12 .
Mappings g ¤ 12
If the mapping g does not take any value above 12 , i.e. g ¤ 12 , then a relation
Q P QX is g-transitive if for any x, y, z P X such that Qpx, yq ¥ 12 , Qpy, zq ¥ 12
and Qpz, xq ¥ 12 , not one, but three conditions are satisfied, namely
Qpx, zq ¥ gpQpx, yq, Qpy, zqq ,
Qpy, xq ¥ gpQpy, zq, Qpz, xqq ,
Qpz, yq ¥ gpQpz, xq, Qpx, yqq .
This behaviour makes it quite hard to get a clear view of a general g-
transitive relation and to find a general condition for this type of mappings
with respect to the overall existence of closures. Finding appropriate values to
assign to Qpx, zq, Qpy, xq and Qpz, yq such that the above conditions are satis-
fied, strongly depends on the specific values of the mapping g and this poses an
even bigger obstacle when trying to construct a family of such relations for a
general mapping g.
Mappings g ¥ 12
Next, we focus on the family of increasing mappings that satisfy the condition
gp 12 , 12 q  12 and thus gpt1, t2q ¥ 12 for all pt1, t2q P r 12 , 1s2. In view of its
monotonicity, the mapping g can then be considered a r 12 , 1s2 Ñ r 12 , 1s mapping.
As observed earlier, QJ is g-transitive for any mapping g. Hence, all reciprocal
relations have a g-transitive closure if and only if the intersection of a compatible
family of g-transitive relations is again g-transitive. By expressing this formally
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in the current case, a sufficient condition is established. Recall that the set Mg
contains all values that can occur in any g-transitive relation.
Proposition 60. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 . The g-transitive closure exists for all Q P QX if g satisfies
sup
iPI
gpai, biq  gpsup
iPI
ai, sup
iPI
biq (4.6)
for any families paiqiPI and pbiqiPI in Mg.
Proof. Since g is increasing, it holds that
sup
iPI
gpai, biq ¤ gpsup
iPI
ai, sup
iPI
biq
Let pQiqiPI be a compatible family of g-transitive reciprocal relations. Consider
x, y, z P X and suppose that¦
iPI
Qipx, yq ¥ 1
2
and
¦
iPI
Qipy, zq ¥ 1
2
.
It then holds that Qipx, yq ¥ 12 and Qipy, zq ¥ 12 for any i P I and since Qi is
g-transitive,
Qipx, zq ¥ gpQipx, yq, Qipy, zqq ¥ 1
2
Hence, assuming that (4.6) holds,¦
iPI
Qipx, zq  sup
iPI
Qipx, zq
¥ sup
iPI
gpQipx, yq, Qipy, zqq
 gpsup
iPI
Qipx, yq, sup
iPI
Qipy, zqq
 gp
¦
iPI
Qipx, yq,
¦
iPI
Qipy, zqq .
which proves the g-transitivity of

iPI Qi.
For families paiqiPI and pbiqiPI for which gpai, biq P Mg, for all i P I, (4.6) is
necessary condition too. In such case, we can use the construction of Example 25
and express that the intersection of a family of such relations is g-transitive.
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Proposition 61. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 and Mg  r 12 , 1s. If the g-transitive closure exists for all Q P QX ,
then g satisfies
sup
iPI
gpai, biq  gpsup
iPI
ai, sup
iPI
biq (4.7)
for any families paiqiPI and pbiqiPI in Mg such that gpai, biq P Mg, i P I.
Proof. Consider two families paiqiPI and pbiqiPI in Mg with gpai, biq P Mg. Fix-
ing x, y P X, construct the compatible family pQiqiPI of g-transitive reciprocal
relations such that for any i P I,
• Qipx, yq  gpai, biq, Qipy, xq  1 gpai, biq,
• Qipx, uq  ai, Qipu, xq  1  ai and Qipu, yq  bi, Qipu, yq  1  bi for
any u P Xztx, yu,
• Qipu, vq  12 for any other pu, vq in X2.
Assuming the intersection

iPI Qi is g-transitive as well, we find
sup
iPI
gpai, biq 
¦
iPI
Qipx, yq
¥ gp
¦
iPI
Qipx, uq,
¦
iPI
Qipu, yqq
 gpsup
iPI
ai, sup
iPI
biq .
Since g is increasing, the converse inequality holds too, and (4.7) follows.
The necessary condition and the sufficient condition elegantly merge when
gpa, bq P Mg for all a, b P Mg. As noted before, this is the case if Mg  r 12 , 1s or
if g is associative.
Theorem 4. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 and gpa, bq P Mg for all a, b P Mg. The g-transitive closure ex-
ists for all Q P QX if and only if g satisfies
sup
iPI
gpai, biq  gpsup
iPI
ai, sup
iPI
biq (4.8)
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for any families paiqiPI and pbiqiPI in Mg.
Condition (4.8) is closely related to left-continuity. A mapping g : r 12 , 1s2 Ñ
r 12 , 1s is called left continuous if it is left continuous in each argument. For an
increasing mapping g, left-continuity in the first argument is equivalent with
sup
iPI
gpai, bq  gpsup
iPI
ai, bq
for any family paiqiPI and b in r 12 , 1s. In the same sense, for an increasing
mapping g : r 12 , 1s2 Ñ r 12 , 1s left-continuity is equivalent with
sup
iPI
gpai, biq  gpsup
iPI
pai, biqq .
Condition (4.8) implies left-continuity, but not conversely, as the following ex-
ample illustrates.
Example 32. The mapping gλ  λmax p1  λqmin is such that for all t P
r 12 , 1s it holds that gλp 12 , tq  gλpt, 12 q ¤ t. gλ satisfies (4.8) if and only if
λ  1. Indeed, it is trivially satisfied by g  max. However, for a1  b2  12 ,
a2  b1  1 and λ   1, it holds that
maxpgλp1
2
, 1q, gλp1, 1
2
qq  1
2
p1  λq   gλp1, 1q  1 .
When applied to λ  0, this means that reciprocal relations do not have an
MS-transitive closure in general.
Condition (4.6) identifying the mappings g for which g-transitive closures
exist in general is rather restrictive. It is only satisfied by mappings g that are
distortions of the maximum on Mg. Note that left-continuity of g implies that
Mg is closed under supremum.
Theorem 5. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 . Then g fulfills (4.6) if and only if there exist two increasing
r 12 , 1s Ñ r12 , 1s-mappings δ1 and δ2 such that
4.3. Existence of stochastic transitive closures 91
(i) δip 12 q  12 for i  1, 2,
(ii) δi is left continuous on tt P r 12 , 1s | δiptq ¤ tu, i  1, 2,
(iii) tt P r 12 , 1s | maxpδ1ptq, δ2ptqq ¤ tu  Mg,
(iv) gpt1, t2q  maxpδ1pt1q, δ2pt2qq for all t1, t2 P Mg.
Proof. Suppose that g satisfies (4.6), then in particular for I  t1, 2u, a1  a,
b2  b and a2  b1  12 , it holds that
maxpgpa, 1
2
q, gp1
2
, bq  gpmaxpa, 1
2
q,maxp1
2
, bq  gpa, bq .
Let δ1 : r 12 , 1s Ñ r 12 , 1s be the mapping defined by δ1ptq  gpt, 12 q and δ2 :
r 12 , 1s Ñ r12 , 1s be the mapping defined by δ2ptq  gp 12 , tq. Clearly, for i  1, 2,
δi is increasing and δip 12 q  12 it holds that
Mg  tt P r1
2
, 1s | maxpδ1ptq, δ2ptqq ¤ tu .
Since g is left continuous on Mg in both arguments, δ1 and δ2 are left continuous
on Mg as well.
Conversely, if g is of the given form, equality (4.6) follows from the fact that
both δ1 and δ2 are increasing and left continuous on Mg.
If in addition, the mapping g is symmetric, then δ1  δ2
Corollary 18. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 . Then g is symmetric and fulfills (4.8) if and only if there exists an
increasing mapping δ : r 12 , 1s Ñ r12 , 1s such that
(i) δp 12 q  12 ,
(ii) δ is left continuous on tt P r 12 , 1s | δptq ¤ tu,
(iii) tt P r 12 , 1s | δptq ¤ tu  Mg,
(iv) gpt1, t2q  δpmaxpt1, t2qq, for all t1, t2 P Mg.
92 Transitive Closures
Example 33. The family of mappings δu : r 12 , 1s Ñ r 12 , 1s, with u P r1,8s,
defined by
δuptq  1
2
  pt 1
2
qu (4.9)
satisfies the conditions of Theorem 5. The corresponding family of mappings
gu : r 12 , 1s2 Ñ r 12 , 1s defined by gu  δu  max, includes g1  max with δ1  id
and g8  12 with δ8  12 , corresponding to SS- and WS-transitivity. Note that
δu ¤ id and Mgu  r 12 , 1s, for any u P r1,8s.
Example 34. Another class of suitable mappings δ can be obtained as follows.
Consider an automorphism φ of the unit interval, then the mapping δφ : r 12 , 1s Ñ
r 12 , 1s defined by
δφptq  φp2t 1q   1
2
is increasing and satisfies δφp 12 q  12 and δφp1q  1. For instance, considering
φptq  t2, one obtains δφptq  2t2  2t   1. For the corresponding mapping g
we have Mg  r 12 , 1s.
Example 35. Consider the mapping δφ of Example 34 with φptq 
?
t, i.e.
δφptq 
?
2t 1  1
2
.
It holds that δφptq ¡ t for all t P s 12 , 1r, or Mg  t 12 , 1u for the corresponding
mapping g  δφ max. Hence, the only reciprocal relations that are g-transitive
with respect to this particular mapping g are the 3-valued reciprocal relation in
QX that are transitive in QX .
From Proposition 52 we know that we can replace the given mapping δφ
with the mapping δ defined by
δptq 
$&% 12 , if t  12 ,1 , if t ¡ 12 , (4.10)
that is for g  δ  max and g as above, g-transitivity is equivalent to g-
transitivity.
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Example 36. Consider the mapping δφ of Example 34 with φptq  4t36t2 3t,
i.e.
δφptq  16t3  36t2   27t 6 .
It holds that δφptq ¡ t for all t P s 12 , 34 r. For the corresponding g-transitivity,
with g  δφ max, Mg  t 12u Y r 34 , 1s. Again recalling Proposition 52, this type
of g-transitivity is equivalent to the one corresponding to
δptq 
$'''&'''%
1
2 , if t  12 ,
3
4 , if t P s 12 , 34 s ,
δφptq , if t P s 34 , 1s .
(4.11)
The case gK   12   gJ
A third family of mappings g we have not yet discussed is one for which the
range has both values below and above 12 . For such mappings, the domain
divides into two parts. We have r 12 , 1s2  D  12 YD¥ 12 , with
D  12  tpt1, t2q P r
1
2
, 1s2 | gpt1, t2q   1
2
u ,
D¥ 12  tpt1, t2q P r
1
2
, 1s2 | gpt1, t2q ¥ 1
2
u .
When dealing with such mappings, the approach will also depend on the specific
reciprocal relation at hand. If Q P QX does not provide any couples in D  12 ,
that is if for any x, y, z P X such that Qpx, yq ¥ 12 and Qpy, zq ¥ 12 it holds that
gpQpx, yq, Qpy, zqq ¥ 12 , then since g is an increasing mapping, we may pretend
that g ¥ 12 . If on the other hand for any x, y, z P X such that Qpx, yq ¥ 12 and
Qpy, zq ¥ 12 it holds that gpQpx, yq, Qpy, zqq   12 , we can not immediately draw
a conclusion and we need to analyse the particular mapping that is considered.
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Example 37. Consider the mapping gpt1, t2q  t1t2 with range equal to r 14 , 1s
for t1, t2 P r 12 , 1s. Considering in particular the relation Q P QX given by
Q x y z
x 0.5 0.6 0.3
y 0.4 0.5 0.6
z 0.7 0.4 0.5
we observe that Q is not g-transitive. This relation has two incomparable g-
transitive superrelations Q1 and Q2, the intersection of which is equal to Q.
Q1 x y z
x 0.5 0.6 0.4
y 0.4 0.5 0.6
z 0.6 0.4 0.5
Q2 x y z
x 0.5 0.51 0.3
y 0.49 0.5 0.51
z 0.7 0.49 0.5
We conclude that for the mapping g as above, the g-transitive closures do not
exist in general.
4.4 Existence of h-isostochastic transitive clo-
sures
For h-transitivity, only the case h ¥ 12 remains, as the definition requires
that hp 12 , 12 q  12 . QJ still satisfies this stricter form or transitivity and again
we are left to investigate whether the intersection of any compatible family of
h-transitive relations yields a h-transitive relation.
As it is not necessarily the case that the set
Mh  tt P r1
2
, 1s | hp1
2
, tq  hpt, 1
2
q  tu
is closed under supremum, it is not guaranteed that the intersection of a com-
patible family of h-transitive relations takes values only in Mh , which is a first
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necessary condition for the overall existence of h-transitive closures. Further
we find that expressing that compatible intersection preserves h-transitivity
leads to the same condition that was found for g-transitivity.
Theorem 6. Let h : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. The h-transitive closure exists for
all Q P QX if and only if h satisfies
sup
iPI
hpai, biq  hpsup
iPI
ai, sup
iPI
biq , (4.12)
for any families paiqiPI and pbiqiPI in Mh with hpai, biq P Mh .
Proof. Considering any two families paiqiPI and pbiqiPI as above, construct the
compatible family of h-transitive relation pQiqiPI with, fixing x, y P X, Qi
defined by
• Qpx, yq  hpai, biq, Qpy, xq  1 hpai, biq,
• Qpx, uq  ai, Qpu, xq  1 ai for any u P Xztx, yu,
• Qpu, yq  bi, Qpy, uq  1 bi for any u P Xztx, yu,
• Qpu, vq  12 for any other pu, vq in X2.
Expressing that

iPI Qi is h
-transitive yields (4.12). If we respectively let
bi  12 for all i P I, and ai  12 for all i P I, we find
sup
iPI
ai  sup
iPI
hpai, 1
2
q  hpsup
iPI
ai,
1
2
q , sup
iPI
bi  sup
iPI
hp1
2
, biq  hp1
2
, sup
iPI
biq ,
implying the necessity of Mh being closed under supremum.
Considering any compatible family pQiqiPI of h-transitive reciprocal rela-
tions, we have for all i P I that if Qipx, yq ¥ 12 and Qipy, zq ¥ 12 , then
Qipx, yq, Qipy, zq, Qipx, zq P Mh .
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Assuming that (4.12) holds we find, for any relevant x, y, z P X,¦
iPI
Qipx, zq  sup
iPI
Qipx, zq  sup
iPI
hpQipx, yq, Qipy, zqq
 hpsup
iPI
Qipx, yq, sup
iPI
Qipy, zqq
 hp
¦
iPI
Qipx, yq,
¦
iPI
Qipy, zqq ,
or

iPI Qi is h
-transitive.
This condition, of course, is met for any mapping h with Mh  r12 , 1s, in
particular for g  max.
Example 38. Recall that a reciprocal relation Q P QX is called multiplicatively
transitive [10, 51] if for any px, y, zq P X3 it holds that
Qpx, zq
Qpz, xq 
Qpx, yq
Qpy, xq 
Qpy, zq
Qpz, yq .
It was shown that this type of transitivity is equivalent to hT -isostochastic
transitivity [17] with hT defined by
hT pt1, t2q  t1t2
t1t2   p1 t1qp1 t2q .
Note that the latter formulation is also more appropriate as it avoids division
by zero. For any t P r 12 , 1s it holds that hpt, 12 q  hp 12 , tq  t, or MhT  r 12 , 1s.
For a1  b2  12 and a2  b1  t P s 12 , 1r, it holds that
maxphT p1
2
, tq, hT pt, 1
2
qq  t  t
2
t2   p1 tq2  hT pt, tq .
This means that reciprocal relations do not have a multiplicative transitive
closure in general.
In particular, h  max satisfies these conditions and in general only those
mappings h that coincide with max on Mh .
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Theorem 7. Let h : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
hp 12 , 1q  hp1, 12 q  1. Then h fulfills (4.12) if and only if for all t1, t2 P Mh it
holds that hpt1, t2q  maxpt1, t2q.
Proof. Since max satisfies the condition, any restriction of max does too.
Assuming that h satisfies condition (4.12), for any t1, t2 P Mh we have
maxpt1, t2q  maxphp1
2
, t1q, hpt2, 1
2
qq  hpt1, t2q .
We conclude that the only type of h-transitivity that allows for closures
for all reciprocal relations and for which the full range is available for at least
some Qpx, yq is when h  max.
Example 39. The family of mappings δα : r 12 , 1s Ñ r 12 , 1s, with α P r 12 , 1r,
defined by
δαptq 
$&% 12 , if t P r 12 , αst , if t P sα, 1s (4.13)
satisfies the conditions of Theorem 7. For α  12 , the corresponding h equals
max. For α ¡ 12 , any Q P QX taking values in s 12 , αs is not h-transitive.
Example 40. Letting h  δ max with δ defined by
δptq 
$'''&'''%
1
2 , if
1
2 ¤ t ¤ 58
1
4 , if
5
8 ¤ t ¤ 78
1 , if 78   t ¤ 1
yields a mapping satisfying the conditions of Theorem 7 which allows only h-
transitive relations that take values in Mh  t 12 , 14 , 1u.
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Example 41. Another mapping satisfying the condition of Theorem 7 is h 
δ max with the mapping δ given by
δptq 
$'''''''''&'''''''''%
t , if 12 ¤ t ¤ 610
6
10 , if
6
10 ¤ t ¤ 710
t , if 710   t ¤ 810
8
10 , if
8
10 ¤ t ¤ 910
t , if 910   t ¤ 1
.
4.5 Generating transitive closures
In this section, we investigate how to compute the closure of a given reciprocal
relation for those types of g- and h-transitivity for which closures exist. We
consider a finite universe X  tx1, . . . , xnu.
4.5.1 Transitive closures of crisp and 3-valued reciprocal
relations
An algorithm for computing the transitive closure of a crisp relation was pro-
posed by Warshall [54]. This algorithm is listed in Algorithm 4.1 and is called
TCCrisp. Evaluating the transitivity condition for all triples of vertices in the
universe, making an adjustment if necessary, this algorithm has a time complex-
ity of Op|X|3q.
Corollary 13 guarantees that, when we apply TCCrisp to a complete rela-
tion R, its transitive closure pRT is produced. Note that at any time during the
nested iteration loops, when starting from a complete relation R, completeness
is preserved.
In the language of 3-valued reciprocal relations, Algorithm 4.1 is easily trans-
lated into Algorithm 4.2, called TC3Reciproc, which returns the transitive
closure of a given reciprocal relation Q P QX . Evidently, it has the same time
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Algorithm 4.1 TCCrisp
1: Data: X, R P PpX2q
2: Result: RÐ pRT
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if pRpy, xq  1q ^ pRpx, zq  1q ^ pRpy, zq  0q then
7: Rpy, zq Ð 1
8: end if
9: end for
10: end for
11: end for
complexity as the original algorithm.
4.5.2 Stochastic transitive closures of reciprocal relations
Before turning to a general mapping, we first consider the two most used in-
stances of g-transitivity for which the closures exist in general, namely weak
and strong stochastic transitivity.
Weakly stochastic transitive closures
We have found that the WS-transitive closure always exists. An easy way of
computing it, is by using the transitive closure of the corresponding 3-valued
reciprocal relation.
Lemma 1. For any Q P QX , it holds that xQ \ Qpx, yq ¥ 12 if and only ifxQpx, yq ¥ 12 .
Proof. Let x, y P X such that xQ \ Qpx, yq ¥ 12 . We distinguish the following
cases:
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Algorithm 4.2 TC3Reciproc
1: Data: X, Q P QX
2: Result: QÐ pQT
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if pQpy, xq ¥ 1{2q ^ pQpx, zq ¥ 1{2q ^ pQpy, zq   1{2q then
7: Qpy, zq Ð 1{2
8: Qpz, yq Ð 1{2
9: end if
10: end for
11: end for
12: end for
(i) If xQ \Qpx, yq ¡ 12 , then the definition of \ implies that
minpxQpx, yq, Qpx, yqq ¡ 1
2
,
and hence xQpx, yq ¡ 12 .
(ii) If xQ \ Qpx, yq  12 , then the definition of \ and the compatibility ofxQ and Q imply that xQpx, yq  12 and/or Qpx, yq  12 . However, if
Qpx, yq  12 , then Qpx, yq  12 and hence also xQpx, yq  12 .
Summarizing, it holds that xQ \ Qpx, yq ¥ 12 implies xQpx, yq ¥ 12 . Similarly,
one can show that xQ\Qpx, yq   12 implies xQpx, yq   12 . Combined, this leads
to the more elegant equivalence stated.
Theorem 8. For any Q P QX , its WS-transitive closure pQWS is given bypQWS  xQ \Q .
Proof. Obviously, Q  pQWS. Next, we show that xQ \ Q is WS-transitive.
Indeed, suppose that xQ \Qpx, yq ¥ 12 and xQ \Qpy, zq ¥ 12 , or, equivalently,
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according to Lemma 1, xQpx, yq ¥ 12 and xQpy, zq ¥ 12 , whence xQpx, zq ¥ 12 ,
or, equivalently, xQ \Qpx, zq ¥ 12 .
Finally, for any WS-transitive superrelation Q1 of Q, it holds that Q
 xQ  Q1  xQ1 and it follows that xQ \Q  Q1.
One way of executing the previous result in order to produce the WS-
transitive closure of Q would be to compute xQ using Algorithm TC3Reciproc
and to subsequently take the union with the original Q, thus finding pQWS. How-
ever, this can be realised in a single pass, as is expressed in Algorithm 4.3, called
WSTCReciproc. This algorithm is formally the same as TC3Reciproc, only
differing in the fact that it now also takes general reciprocal relations as input.
Its correctness is easily verified.
Algorithm 4.3 WSTCReciproc
1: Data: X, Q P QX
2: Result: QÐ pQWS
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if pQpy, xq ¥ 1{2q ^ pQpx, zq ¥ 1{2q ^ pQpy, zq   1{2q then
7: Qpy, zq Ð 1{2
8: Qpz, yq Ð 1{2
9: end if
10: end for
11: end for
12: end for
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Strongly stochastic transitive closures
Computing the SS-transitive closure of a reciprocal relation Q requires the ap-
propriate lowering of some Qpx, yq ¡ 12 , some of which remain strictly greater
than 12 , while others become
1
2 . The latter are exactly the same as the ones
that have to be adapted in order to compute the WS-transitive closure. This
follows from the fact any reciprocal relation Q and its WS-transitive closurepQWS have the same SS-transitive closure. As these adaptations are indispens-
able, we propose to follow a 2-step procedure: first we compute Q0  pQWS, then
we compute xQ0SS  pQSS. This procedure is expressed in Algorithm 4.4, called
SSTCReciproc.
Algorithm 4.4 SSTCReciproc
1: Data: X, Q P QX
2: Result: QÐ pQSS
3: QÐ pQWS
4: S Ð tpx, yq P X2 | Qpx, yq ¡ 12u
5: repeat
6: Get px, yq P S with minimal Qpx, yq
7: for all z P X do
8: if pQpx, zq ¥ 12 q ^ pQpz, yq ¥ 12 q then
9: Qpx, zq Ð minpQpx, zq, Qpx, yqq
10: Qpz, xq Ð 1Qpx, zq
11: Qpz, yq Ð minpQpz, yq, Qpx, yqq
12: Qpy, zq Ð 1Qpz, yq
13: end if
14: end for
15: S Ð Sztpx, yqu
16: until S is empty
For a given reciprocal relation, the algorithm first computes its WS-transitive
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closure (line 3), which can be done by invoking WSTCReciproc. The remain-
der of the algorithm consists of one main loop (lines 5-16) considering all arcs
having a weight strictly greater than 12 . Moreover, these arcs are considered in
increasing order of their actual weights, an ordering step successfully used in
other transitive closure algorithms [18, 41]. Note that each pass of the main
loop can change the order of pending arcs. If at line 6 different arcs have the
same minimal weight, one is chosen arbitrarily. In lines 8-13, given px, yq with
current minimal weight Qpx, yq ¡ 12 , for all nodes z P X the weights Qpx, zq and
Qpz, yq are adjusted so that the triangular subgraph with nodes x, y, z is made
strongly stochastic transitive. This is done by lowering Qpx, zq and Qpz, yq to
the value Qpx, yq, if necessary. Since the weight of the currently considered arc
is not smaller than the weight of any previously considered arc, any previous
adjustments are not affected. The time complexity of the repeat-loop does not
exceed that of computing the WS-transitive closure. Hence, SSTCReciproc
too has complexity Op|X|3q.
Theorem 9. SSTCReciproc generates the SS-transitive closure for any Q P
QX .
Proof. We can assume that Q is WS-transitive. Let us call Q SS-transitive at
px, yq P X2 if
p@z P XqpminpQpx, zq, Qpz, yqq ¥ 1
2
ñ Qpx, yq ¥ maxpQpx, zq, Qpz, yqqq .
Consider the instance px, yq  pxi, yiq of the main loop of the algorithm.
We denote by Qi1 the intermediate result when entering and by Qi the result
when leaving the corresponding pass. Note that Qi and Qi1 only differ in the
weights of pxi, zq and pz, yiq.
For every z P X we find that if Qi1pxi, zq ¥ 12 and Qi1pz, yiq ¥ 12 , then
maxpQipxi, zq, Qipz, yiqq ¤ maxpQi1pxi, yiq, Qi1pxi, yiqq
 Qi1pxi, yiq  Qipxi, yiq .
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Hence, Qi is SS-transitive at pxi, yiq. Moreover, the adjustments from Qi1
to Qi are the minimal ones necessary for guaranteeing the SS-transitivity at
pxi, yiq.
Now assume that Qi1 is SS-transitive at pxj , yjq and that the instance
px, yq  pxj , yjq has been treated in a previous pass of the main loop. Then,
necessarily Qi1pxi, yiq ¥ Qi1pxj , yjq. SS-transitivity at pxj , yjq can only be
violated if xj  xi or yj  yi. However, if xj  xi, then
Qipxj , yjq  minpQi1pxj , yjq, Qi1pxi, yiqq  Qi1pxj , yjq
and analogously if yj  yi. Hence, Qi is SS-transitive at pxj , yjq.
As in every pass the necessary minimal adjustments are put in place, we con-
clude that SSTCReciproc generates the smallest SS-transitive relation greater
than or equal to Q, i.e. the SS-transitive closure of Q.
g-stochastic transitive closures
The results of the previous section can be generalised to the case of g-transitivity
for the mappings g considered in Theorem 5, i.e. gpt1, t2q  maxpδ1pt1q, δ2pt2qq,
with δi : r 12 , 1s Ñ r 12 , 1s an increasing mapping with δip 12 q  12 and left-
continuous on tt P r 12 , 1s | δiptq ¤ tu. As we have argued that the particular
values of δi outside the previous set do not matter, we can assume that for every
maximal interval sa, br on which δiptq ¡ t, it holds that δiptq  δipbq. By this
assumption, δi is left continuous on r 12 , 1s for i  1, 2. Note that for such an
interval it must hold that δipaq ¤ a and δipbq  b. In the following, we use the
pseudoinverse δp1q of δ defined by
δp1qptq  suptt1 P r1
2
, 1s | δpt1q   tu . (4.14)
If δi is strictly increasing, then δ
p1q
i  δ1i . For any mapping δ as described
above, it holds that δp1qptq P tt1 P r 12 , 1s | δpt1q ¤ t1u. Indeed, if δptq ¤ t, then
this follows from
δptq ¤ δp1qptq ¤ t .
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If δptq ¡ t, then t is contained in some maximal interval sa, br on which δpt1q ¡ t1
and we have that δp1qptq  a and δpaq ¤ a.
Note that the considered class includes δ1  δ2  id, corresponding with
SS-transitivity. For any mapping g in the considered class, we have g ¥ 12 .
Hence, it holds that g-transitivity is stronger than WS-transitivity and we find
Q  pQWS  pQgS. Again, computing the g-transitive closure of a given Q can be
done in two steps. Algorithm 4.5, called GSTCReciproc, is an adaptation of
SSTCReciproc.
Algorithm 4.5 GSTCReciproc
1: Data: X, Q P QX , g, δp1q1 , δp1q2
2: Result: QÐ pQg
3: QÐ pQWS
4: S Ð tpx, yq P X2 | Qpx, yq ¡ 12u
5: repeat
6: Get px, yq P S with minimal Qpx, yq
7: for all z P X do
8: if pQpx, zq ¥ 12 q ^ pQpz, yq ¥ 12 q then
9: Qpx, zq Ð minpQpx, zq, δp1q1 pQpx, yqqq
10: Qpz, xq Ð 1Qpx, zq
11: Qpz, yq Ð minpQpz, yq, δp1q2 pQpx, yqqq
12: Qpy, zq Ð 1Qpz, yq
13: end if
14: end for
15: S Ð Sztpx, yqu
16: until S is empty
Theorem 10. Let δi : r 12 , 1s Ñ r 12 , 1s, i  1, 2, be increasing left-continuous
mappings such that δp 12 q  12 and for every maximal interval sa, br on which
δiptq ¡ t it holds that δiptq  δipbq and consider the corresponding mapping
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defined by gpt1, t2q  maxpδ1pt1q, δ2pt2qq. For any Q P QX , GSTCReciproc
generates the g-transitive closure of Q.
Proof. We can assume that Q is WS-transitive. Since for both δ1 and δ2 it holds
that
δp1qptq P tt1 P r1
2
, 1s | δpt1q ¤ t1u
all values that are assigned in the process of the algorithms are contained in
Mg. Now let us call Q g-transitive at px, yq P X2 if
p@z P XqpminpQpx, zq, Qpz, yqq ¥ 1
2
ñ Qpx, yq ¥ gpQpx, zq, Qpz, yqqq .
Consider the instance px, yq  pxi, yiq of the main loop of the algorithm.
We denote by Qi1 the intermediate result when entering and by Qi the result
when leaving the corresponding pass. Note that Qi and Qi1 only differ in the
weights of pxi, zq and pz, yiq.
For every z P X we find that if Qi1pxi, zq ¥ 12 and Qi1pz, yiq ¥ 12 , then
gpQipxi, zq, Qipz, yiqq ¤ δpmaxpδp1qpQi1pxi, yiqq, δp1qpQi1pxi, yiqqqq
 Qi1pxi, yiq  Qipxi, yiq .
Hence, Qi is g-transitive at pxi, yiq. Moreover, the adjustments from Qi1 to Qi
are the minimal ones necessary for guaranteeing the g-transitivity at pxi, yiq.
Now assume that Qi1 is g-transitive at pxj , yjq and that the instance
px, yq  pxj , yjq has been treated in a previous pass of the main loop. Then,
necessarily Qi1pxi, yiq ¥ Qi1pxj , yjq. g-transitivity at pxj , yjq can only be
violated if xj  xi or yj  yi. Since δptq ¤ t for any t P r 12 , 1s, it follows that
δp1qptq ¥ t for any t P r 12 , 1s. Hence, if xj  xi, then
Qipxj , yjq  minpQi1pxj , yjq, δp1qpQi1pxi, yiqqq  Qi1pxj , yjq ,
and analogously if yj  yi. Hence, Qi is g-transitive at pxj , yjq.
As in every pass the necessary minimal adjustments are put in place, we
conclude that GSTCReciproc generates the g-transitive closure of Q.
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GSTCReciproc also provides an indication why in general a g-transitive
closure does not exist for other mappings than those considered. For a mapping
gpt1, t2q  maxpδ1pt1q, δ2pt2qq, each step of the algorithm forces two values of the
relation to be lowered. For a mapping not of this form, for example g  min, we
might have in each step the choice to adjust either of these two values. Although
we will not go further into it, this thought can lead to a strategy to find all the
minimal g-transitive superrelations, namely to execute all such possible choices.
h-isostochastic transitive closures
We have found that only for h  max does the h-transitive, or strong iso-
stochastic transitive, closure exist for all reciprocal relations. Clearly, for any
Q P QX , the h-transitive closure includes the h-transitive closure, or the strong
stochastic transitive closure for h  max. Taking into account that GSTCRe-
ciproc is a 2-step algorithm, Algorithm 4.6, called HISTCReciproc can be
considered a 3-step algorithm.
Algorithm 4.6 HISTCReciproc
1: Data: X, Q P QX
2: Result: QÐ pQSIS
3: QÐ pQSS
4: for all x P X do
5: for all y P X do
6: for all z P X do
7: if pQpy, xq ¥ 1{2q ^ pQpx, zq ¥ 1{2q then
8: Qpy, zq Ð maxpQpy, xq, Qpx, zqq
9: Qpz, yq Ð 1Qpy, zq
10: end if
11: end for
12: end for
13: end for
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Theorem 11. HISTCReciproc generates the SIS-transitive closure for any
Q P QX .
Proof. We can assume that Q is SS-transitive. Let us call Q SIS-transitive at
x P X if
p@py, zq P X2qpminpQpy, xq, Qpx, zqq ¥ 1
2
ñ Qpy, zq  maxpQpy, xq, Qpx, zqqq .
Consider the instance x  xi of the outer for-loop. We denote by Qi1 the
intermediate result when entering and by Qi the result when leaving this pass.
For every py, zq P X2, if Qi1py, xiq ¥ 12 and Qi1pxi, zq ¥ 12 , then
maxpQipy, xiq, Qipxi, zqq  maxpQi1py, xiq, Qi1pxi, zqq  Qipy, zq .
Hence, Qi is SIS-transitive at xi. Moreover, the adjustments made are minimal.
Now assume that Qi1 is SIS-transitive at xj , i  j, and that the instance
x  xj has been treated in a previous pass. Consider py, zq P X2 such that
Qi1py, xjq ¥ 12 and Qi1pxj , zq ¥ 12 , then we need to show that
maxpQipy, xjq, Qipxj , zqq  Qipy, zq ,
knowing that
maxpQi1py, xjq, Qi1pxj , zqq  Qi1py, zq .
For this, assume that Qi1py, xiq ¥ 12 and Qi1pxi, zq ¥ 12 . Two cases need to
be distinguished.
1. If Qi1pxj , xiq ¥ 12 , then we have
Qi1py, xiq  maxpQi1py, xjq, Qi1pxj , xiqq .
The following adjustments will be made
Qipy, zq  maxpQi1py, xiq, Qi1pxi, zqq ,
Qipxj , zq  maxpQi1pxj , xiq, Qi1pxi, zqq .
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The associativity of max implies that
maxpQipy, xjq, Qipxj , zqq
 maxpQi1py, xjq,maxpQi1pxj , xiq, Qi1pxi, zqqq
 maxpmaxpQi1py, xjq, Qi1pxj , xiqq, Qi1pxi, zqq
 maxpQi1py, xiq, Qi1pxi, zqq  Qipy, zq .
2. If Qpxi, xjq ¥ 12 , then we have
Qi1pxi, zq  maxpQi1pxi, xjq, Qi1pxj , zqq .
The following adjustments will be made
Qipy, zq  maxpQi1py, xiq, Qi1pxi, zqq .
Qipy, xjq  maxpQi1py, xiq, Qi1pxi, xjqq .
The associativity of max again implies that
maxpQipy, xjq, Qipxj , zqq
 maxphpQi1py, xiq, Qi1pxi, xjqq, Qi1pxj , zqq
 maxpQi1py, xiq,maxpQi1pxi, xjq, Qi1pxj , zqqq
 maxpQi1py, xiq, Qi1pxi, zqq  Qipy, zq .
Hence, Qi is SIS-transitive at xj .
As in every pass the necessary minimal adjustments are put in place, we
conclude that HISTCReciproc generates the SIS-transitive closure of Q.
The previous proposition could be generalised to show that if the h-transi-
tive closures exists for some Q then it is generated by HISTCReciproc if h
is associative. For a mapping h that is not associative, the same result might
require multiple passes of HISTCReciproc.
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Chapter 5
Transitive Openings
While with closures we are interested in a smallest superelement having a certain
property, with openings we want to find a largest subelement that has this
property. The concept of opening is dual to that of closure and the following
discussion is quite parallel to the one in Chapture 4, starting with a formal
definition.
5.1 Definitions and theory
Definition 22. Consider a property P that elements of a poset pS,¤Sq can
satisfy or fail to satisfy. If for a given s P S, an element s1 P S satisfies
(i) s1 P ÓPs,
(ii) if s2 P ÓPs, then s2 ¤S s1,
then s1 is called a P-opening of s.
If a P-opening of an object s exists, it is unique and we denote it by qsP.
Clearly, an object s satisfies property P if and only if its P-opening coincides
with s. Again, we have an obvious candidate for P-opening.
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Proposition 62. Consider a poset pS,¤Sq. For a given s P S, the P-openingqsP exists if and only if
(i) ÓPs  H,
(ii) sup ÓPs exists and satisfies property P.
Moreover, if the P-opening exists, then qsP  sup ÓPs.
Proof. First assume that the P-opening of s exists. Then qsP P ÓPs, satisfying
condition (i), and qsP is an upper bound of ÓPs. Hence, qsP  sup ÓPs and
condition (ii) follows.
Now assume that (i) and (ii) are satisfied. Clearly, sup ÓPs P ÓPs and for
any s1 P ÓPs, it holds that s1 ¤S sup ÓPs. Hence, the P-opening of s exists and
is given by sup ÓPs  qsP.
For a given s P S, we distinguish four scenarios:
(1) conditions (i) and (ii) are satisfied, the P-opening exists,
(2) condition (i) is satisfied, sup ÓPs exists, but does not have property P,
(3) condition (i) is satisfied, but sup ÓPs does not exist,
(4) condition (i) is not satisfied.
Here too, scenario (2) tempts some further investigation, leading to the weaker
notion of semi-opening .
Definition 23. Consider a property P that elements of a poset pS,¤Sq can
satisfy or fail to satisfy. If for a given s P S with ÓPs  H, an element t P S
satisfies
(i) t P Ós,
(ii) ÓPs  Ót,
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(iii) for any t1 P Ós such that ÓPs  Ót1, it holds that t P Ót1,
then t is called a P-semi-opening of s.
Again, if a P-semi-opening of s exists, it is unique and it is given by sup ÓPs.
If this P-semi-opening satisfies property P, then it is the P-opening of s. This
is expressed by the following corollary.
Corollary 19. Consider a property P that elements of a poset pS,¤Sq can
satisfy or fail to satisfy. The P-opening of s P S exists if and only if the P-
semi-opening of s exists and satisfies P.
To be able to define a P-opening operator on pS,¤Sq, it should hold that a P-
opening exists for all elements in the poset. For this too, Bandler and Kohout [1]
have laid bare the necessary and sufficient conditions in the context of crisp as
well as fuzzy relations. Again, we recall their results for crisp relations.
Theorem 12. The P-opening exists for all elements of pPpX2q,q if and only
if
(i) RK satisfies P;
(ii) The union of every non-empty family of relations, all of which satisfy P,
satisfies P.
Corollary 20. Let P be a property such that the P-opening exists for all ele-
ments of pPpX2q,q. For any R P PpX2q, its P-opening is given by
qRP ¤ ÓPR .
Theorem 12 too can be generalised, following the same line of reasoning as
in Chapter 4.
Theorem 13. Let pS,¤Sq be a conditionally complete lower semi-lattice with
smallest element sK. The P-opening exists for all elements in pS,¤Sq if and
only if
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(i) sK satisfies P,
(ii) For every non-empty, upper bounded subset in S, all elements of which
satisfy P, its smallest upper bound satisfies P.
The proof in [1] needs only a simple adaptation, dual to the proof of Theo-
rem 2.
Corollary 21. Let P be a property such that the P-opening exists for all el-
ements in the conditionally complete lower semi-lattice pS,¤Sq with smallest
element sK. For any s P S, its P-opening is given by
qsP  sup ÓPs .
In a conditionally complete lower semi-lattice with a smallest element, any
subset has an infimum.
Theorem 14. Let pS,¤Sq be a conditionally complete lower semi-lattice with
smallest element sK. The P-semi-opening exists for all elements in pS,¤Sq if
and only if sK satisfies P.
5.2 Existence of transitive openings
5.2.1 Crisp relations
It is known that, contrary to the case for transitive closures, not every crisp
relation has a transitive opening. Easy examples show that the union does not
preserve transitivity, nor pseudo- or quasi-transitivity.
Example 42. The crisp relations R1 and R2 given by
R1 x y z
x 1 1 1
y 0 1 1
z 0 0 1
R2 x y z
x 1 0 0
y 1 1 1
z 1 0 1
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are both transitive, while their union is not.
R1 YR2 x y z
x 1 1 1
y 1 1 1
z 1 0 1
Both R1 and R2 are maximal transitive subrelations of R1 YR2. Note that all
three relations are complete.
Example 43. The crisp relation R3 and R4 are transitive, pseudo-transitive as
well as quasi-transitive.
R3 x y z
x 0 1 0
y 0 0 0
z 0 0 0
R4 x y z
x 0 0 0
y 0 0 1
z 0 0 0
The union R3 YR4 satisfies neither of these properties.
R3 YR4 x y z
x 0 1 0
y 0 0 1
z 0 0 0
As RK satisfies all of these types of transitivity and the union exists for any
family of crisp relations, any crisp relation does have a semi-opening with respect
to transitivity, pseudo-transitivity and quasi-transitivity. In general, these do
not satisfy the corresponding properties. In fact, using a similar technique as
in the case of semi-closures, it can be shown that for any of these properties the
semi-opening coincides with the original relation.
Proposition 63. For any R P PpX2q it holds that
R 
¤
ÓTR 
¤
ÓQTR 
¤
ÓPsTR .
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Proof. Let Ro be the reflexive part of R, that is Ropx, xq  1 if Rpx, xq  1
and Ropx, yq  0 if x  y, and for any distinct x, y P X, let Rpx,yq be the crisp
relation for which RÑpx,yq  tpx, yqu and
Rpx,yq  tpu, vq P X2 | u  v ^ pu, vq  px, yq ^ pu, vq  py, xqu .
These relations all satisfy transitivity, pseudo-transitivity and quasi-transitivity.
Hence, for any R P PpX2q, the set
ER  tRou Y tRpx,yq P PpX2q | Rpx, yq  1^ x  yu
is contained in ÓTR, ÓQTR and ÓPsTR. Clearly,

ER  R.
Corollary 22. For any R P PpX2q it holds that
(i) the pseudo-transitive opening exists if and only if R is pseudo-transitive,
(ii) the quasi-transitive opening exists if and only if R is quasi-transitive,
(iii) the transitive opening exists if and only if R is transitive.
This result does not exclude the existence of maximal P-subrelations for any
of these properties.
5.2.2 Complete and 3-valued relations
Narrowing our view to complete relations, the situation changes considerably.
There is no longer a minimum relation and the technique used in Proposition 63
is not transferable to complete relations. Moreover, the down-set for a complete
relation is different when considered in PpX2q or in CX . Hence, the analysis has
to be redone. We choose to do this in pQX ,q, keeping in mind that all results
are transferable to pCX ,q.
Without a smallest reciprocal relation, the structure required in Theorem 13
is not met and we are forced to turn to Proposition 62 and Corollary 19. For
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any property P, in particular for transitivity, pseudo-transitivity and quasi-
transitivity, and any reciprocal relation Q P QX , there are two questions that
require an answer:
(i) Does the P-semi-opening of Q exist?
(ii) Does the P-semi-opening of Q satisfy P?
The first question comes down to finding a P-subrelation, since the union of
any non-empty set of reciprocal relations exists. Hence, a reciprocal relation Q
has a P-semi-opening if and only if Q has a P-subrelation. That the latter is
not the case for all reciprocal relations is readily seen, for example by regarding
the minimal relations.
Example 44. Let Q P QK be such that for some x, y, z P X it holds that
Qpx, yq  Qpy, zq  Qpz, xq  1, then Q is neither transitive, pseudo-transitive
nor quasi-transitive.
In the case that a P-subrelation is present, we need to verify whether or not
the union of all these P-subrelations still satisfies property P.
Pseudo-transitivity
There is a straightforward way to determine whether a given relation has a
pseudo-transitive subrelation.
Proposition 64. Q P QX has a pseudo-transitive subrelation if and only if Q
is pseudo-transitive.
Proof. It suffices to show that if Q P QX is not pseudo-transitive, then it does
not have a pseudo-transitive subrelation. Indeed, if Q is not pseudo-transitive,
one can always label three elements in X as x, y, z such that Q restricted to
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tx, y, zu is equal to Qg.
Qg x y z
x 12 1 0
y 0 12 1
z 1 0 12
Hence, Q does not have a pseudo-transitive subrelation.
Although it can be shown that pseudo-transitivity is preserved by taking
the union, this result is of little use, as the following equivalences immediately
follow.
Proposition 65. For any Q P QX , the following statements are equivalent.
(i) Q is pseudo-transitive,
(ii) the pseudo-transitive semi-opening of Q exists,
(iii) the pseudo-transitive opening of Q exists.
Quasi-transitivity and transitivity
Proposition 64 further implies that only pseudo-transitive relations can have a
quasi-transitive subrelation, as quasi-transitivity implies pseudo-transitivity.
Example 45. The non-quasi-transitive, yet pseudo-transitive 3-valued recipro-
cal relation Qf P QX has a single (quasi-)transitive subrelation Qa, which thus
is its quasi-transitive opening.
Unfortunately, not every 3-valued pseudo-transitive reciprocal relation has
a quasi-transitive subrelation.
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Example 46. The reciprocal relation Q P QX defined by
Q x y z u
x 12 1
1
2 0
y 0 12 1
1
2
z 12 0
1
2 1
u 1 12 0
1
2
is pseudo-transitive, but not quasi-transitive. Obviously, there exists no quasi-
transitive subrelation of Q. Hence, it does not have a quasi-transitive semi-
opening.
If Q P QX has a quasi-transitive subrelation, then we know from Corollary 7
that Q also has a transitive subrelation. Propositions 39 and 40 then allow us
to simplify the corresponding semi-openings.
Proposition 66. If Q P QX has a quasi-transitive subrelation, then the quasi-
transitive-semi-opening and the transitive-semi-opening exist and coincide. Fur-
thermore, it holds that¤
ÓQTQ 
¤
ÓTQ 
¤
ÓQTQXQK 
¤
ÓTQXQK .
Proof. It suffices to apply the mentioned propositions to any of the (quasi-
)transitive subrelations and gather all the minimal transitive subrelations.
The next step is to verify whether this (quasi-)transitive-semi-opening is
quasi-transitive or even transitive. This is the case if the union preserves either
of these properties. Example 42 illustrates that this is not generally true for
transitivity. For quasi-transitivity, a more positive result is found.
Proposition 67. The union of a non-empty family of quasi-transitive 3-valued
reciprocal relations is quasi-transitive.
Proof. Consider a family pQiqiPI of pseudo-transitive 3-valued reciprocal rela-
tions. Assume that

iPI Qipx, yq ¡ 12 and

iPI Qipy, zq ¡ 12 . Then it holds
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that §
iPI
Qipx, yq  inf
iPI
Qipx, yq  1 ,
§
iPI
Qipy, zq  inf
iPI
Qipy, zq  1 ,
hence Qipx, yq  Qipy, zq  1 for all i P I. Since all Qi are quasi-transitive, it
follows that for all i P I, Qipx, zq  1  infiPI Qipx, zq 

iPI Qipx, zq or that
iPI Qi is quasi-transitive.
So, if Q P QX has a transitive subrelation, its quasi-transitive-opening exists.
If this opening is also transitive, then it evidently is the transitive opening.
Proposition 68. The transitive opening of Q P QX exists if and only if the
quasi-transitive opening of Q exists and is transitive.
Three situations can be distinguished for a non-transitive reciprocal relation
Q. If it does not have a transitive subrelation, it does not have a transitive semi-
opening. If there is a transitive subrelation and the quasi-transitive opening
is transitive, the transitive opening is found. Otherwise, if the quasi-transitive
opening is not transitive, this means that there is a number of maximal transitive
subrelations, rather than a unique one. These can be found by taking the union
of all subsets of
 ÓQTQXQK and verifying the (quasi-)transitivity of the result.
We conclude that the key to understanding transitive openings of 3-valued
reciprocal relations lies in the study of their quasi-transitive openings.
5.3 Existence of stochastic transitive openings
With pQX ,q we still lack the proper structure that enables us to apply Theo-
rem 13. However, in Chapter 2, we found out that the upper semi-lattice formed
by the class of reciprocal relations can be seen as the union of the equivalence
classes rQs. Equipped with the inclusion defined on QX , for any Q P QX ,
prQs,q is a conditionally compete lattice with minimum Q, to which Theo-
rem 13 is applicable. If Q and Q1 are comparable for Q,Q1 P QX , then this
theorem can also be applied to prQs Y rQ1s,q.
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The same two questions we analysed for crisp relations and 3-valued rela-
tions, namely
(i) Does the P-semi-opening exist?
(ii) Does the P-semi-opening satisfy property P?
now require an answer in the context of reciprocal relations. In pQX ,q too, the
union exists for every non-empty family, hence for any property P the P-semi-
opening exists if and only if a P-subrelation exists. For the second question we
again need to verify whether the specific properties are preserved by taking the
union.
5.3.1 Pseudo-g-stochastic transitivity
First turning to the weakest property, we show that union preserves pseudo-g-
transitivity.
Proposition 69. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q ¤ 12 . The union of a non-empty family of pseudo-g-transitive reciprocal
relations is pseudo-g-transitive.
Proof. Consider a non-empty family pQiqiPI of pseudo-g-transitive reciprocal
relations. If

iPI Qipx, yq ¡ 12 , then

iPI Qipx, yq  infiPI Qipx, yq ¡ 12 , whence
Qipx, yq ¡ 12 for all i P I. Similarly, for all i P I, Qipy, zq ¡ 12 if

iPI Qipy, zq ¡
1
2 .
We distinguish three cases:
(i) If Qipx, zq ¡ 12 for all i P I, then§
iPI
Qipx, zq  inf
iPI
Qipx, zq
¥ 1
2
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq ,
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where the second inequality follows from the fact that g ¤ 12 .
(ii) If Qipx, zq   12 for all i P I, then§
iPI
Qipx, zq  sup
iPI
Qipx, zq
¥ Qipx, zq
¥ gpQipx, yq, Qipy, zqq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
(iii) If Qjpx, zq ¥ 12 for some j and Qkpx, zq ¤ 12 for some k, then§
iPI
Qipx, zq  1
2
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
Note that pseudo-g-transitivity is only invoked in the second case.
Corollary 23. The pseudo-g-transitive opening of Q P QX exists if and only if
Q has a pseudo-g-transitive subrelation.
Unfortunately, similar to the 3-valued case, this result is of little use, as the
pseudo-g-transitive semi-opening only exists for pseudo-g-transitive relations,
hence coinciding with the original relation.
Proposition 70. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q ¤ 12 . For any Q P QX , the following statements are equivalent:
(i) Q is pseudo-g-transitive,
(ii) the pseudo-g-transitive semi-opening of Q exists,
(iii) the pseudo-g-transitive opening of Q exists.
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Proof. It suffices to show that if Q P QX is not pseudo-g-transitive, then it
does not have a pseudo-g-transitive subrelation. Indeed, if Q is not pseudo-g-
transitive, one can always label three elements in X as x, y, z such that
Qpx, yq ¡ 1
2
, Qpy, zq ¡ 1
2
and Qpx, zq   gpQpx, yq, Qpy, zqq ¤ 1
2
.
For any subrelation Q1 of Q it holds that
Q1px, yq ¥ Qpx, yq ¥ 1
2
,
Q1py, zq ¥ Qpy, zq ¥ 1
2
,
Q1px, zq ¤ Qpx, zq ¤ 1
2
.
Obviously, Q1 is not pseudo-g-transitive either.
5.3.2 Quasi-g-stochastic transitivity
When taking the union of a family of quasi-g-transitivity relations, we are faced
with the problem of dealing with the strict inequality in the consequence of the
defining condition. For finite families, this strict inequality is preserved and
consequently the resulting relation is quasi-g-transitive.
Proposition 71. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q   1. The union of a non-empty finite family of quasi-g-transitive recip-
rocal relations is quasi-g-transitive.
Proof. Consider a non-empty finite family pQiqiPI of quasig-transitive reciprocal
relations. If

iPI Qipx, yq ¡ 12 , then

iPI Qipx, yq  miniPI Qipx, yq ¡ 12 and
Qipx, yq ¡ 12 for all i P I. Similarly,

iPI Qipy, zq ¡ 12 leads to Qipy, zq ¡ 12 for
all i P I.
We distinguish three cases:
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(i) If Qipx, zq ¡ 12 for all i P I, then
Qipx, zq ¡ gpQipx, yq, Qipy, zqq
¥ gpmin
iPI
Qipx, yq,min
iPI
Qipy, zqq
and hence §
iPI
Qipx, zq  min
iPI
Qipx, zq
¡ gpmin
iPI
Qipx, yq,min
iPI
Qipy, zqq
 gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq ,
where the finiteness of I was used to infer the strict inequality.
(ii) If Qipx, zq   12 for all i P I, then§
iPI
Qipx, zq  max
iPI
Qipx, zq
¥ Qipx, zq
¡ gpQipx, yq, Qipy, zqq
¥ gpmin
iPI
Qipx, yq,min
iPI
Qipy, zqq
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
(iii) If Qjpx, zq ¥ 12 for some j and Qkpx, zq ¤ 12 for some k, then§
iPI
Qipx, zq  1
2
¥ min
iPI
Qipx, zq
¡ min
iPI
gpQipx, yq, Qipy, zqq
¥ gpmin
iPI
Qipx, yq,min
iPI
Qipy, zqq
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
Note that quasi-g-transitivity is invoked in all three cases.
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When trying to redo the proof in the case of an infinite family, the minimum
and maximum need to be replaced by the infimum and supremum. In that
case the strict inequality is weakened and we can only assure that the resulting
relation is partial-g-transitive.
The argument used in the proof of Proposition 70 provides an indication for
the situation in which a reciprocal relation does not have a quasi-g-transitive
subrelation.
Lemma 2. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that gp1, 1q  
1. If for Q P QX there exist x, y, z P X such that
Qpx, yq ¡ 1
2
, Qpy, zq ¡ 1
2
, Qpx, zq   1
2
and
Qpx, zq ¤ gpQpx, yq, Qpy, zqq ,
then Q does not have a quasi-g-transitive subrelation.
Proof. For any subrelation Q1 of Q it holds that
Q1px, zq ¤ Qpx, zq ¤ gpQpx, yq, Qpy, zqq ¤ gpQ1px, yq, Q1py, zqq .
In the absence of such indication, one has to resort to modifying the given
relation until either a quasi-g-transitive subrelation is found or until the condi-
tions of Lemma 2 are met. For a mapping g such that 12   gpt1, t2q   1 for all
t1, t2 P s 12 , 1s, the search for a quasi-g-transitive subrelation can be restricted to
QX .
Although Proposition 71 does not exclude that the union of an infinite fam-
ily of quasi-g-transitive reciprocal relations can be quasi-g-transitive, the strict
inequality in the consequent part of Definition 16 contradicts with the notion
of ‘largest subrelation’. This implies that a reciprocal relation cannot have a
quasi-g-transitive opening, unless it is quasi-g-transitive itself. In that case it
coincides with its quasi-g-transitive opening.
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Proposition 72. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q   1. For any Q P QX , the following statements are equivalent:
(i) Q is quasi-g-transitive,
(ii) the quasi-g-transitive opening of Q exists.
Proof. It suffices to show that if Q P QX is not quasi-g-transitive, then it does
not have a quasi-g-transitive opening. So assume that Q is not quasi-g-transitive
and that ÓQgTQ is not empty. The first assumption implies that there exist
x, y, z such that Qpx, yq ¡ 12 , Qpy, zq ¡ 12 and Qpx, zq ¤ gpQpx, yq, Qpy, zqq.
The second assumption, combined with Lemma 2 implies that Qpx, zq ¥ 12 .
For any Q0 P ÓQgTQ it holds that Q0px, yq ¥ Qpx, yq, Q0py, zq ¥ Qpy, zq
and
Q0px, zq ¡ gpQ0px, yq, Q0py, zqq ¥ gpQpx, yq, Qpy, zqq ¡ Qpx, zq ¥ 1
2
.
Let c  maxtgpQ0px, uq, Q0pu, zqq | Q0px, uq ¡ 12 ^ Q0pu, zq ¡ 12u. Since Q0 is
quasi-g-transitive, it holds that Q0px, zq ¡ c ¥ 12 . Now consider the reciprocal
relation Q1 defined by
Q1px, zq  1
2
pQ0px, zq   cq   Q0px, zq ,
Q1pz, xq  1Q1px, zq
and coinciding with Q0 elsewhere. Evidently, Q1 is a quasi-g-transitive relation
and Q1 P rQ0, Qs. Hence, a largest quasi-g-transitive subrelation does not
exist.
5.3.3 Partial-g-stochastic transitivity
Partial-g-transitivity is preserved by taking the union, as shown in the following
proposition.
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Proposition 73. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping. The union
of a non-empty family of partial-g-transitive reciprocal relations is partial-g-
transitive.
Proof. Consider a non-empty family pQiqiPI of partial-g-transitive reciprocal
relations. If

iPI Qipx, yq ¡ 12 , then

iPI Qipx, yq  infiPI Qipx, yq ¡ 12 and
Qipx, yq ¡ 12 for all i P I. The same holds for Qipy, zq if

iPI Qipy, zq ¡ 12 .
We distinguish three cases:
(i) If Qipx, zq ¡ 12 for all i P I, then
Qipx, zq ¥ gpQipx, yq, Qipy, zqq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
and hence
§
iPI
Qipx, zq  inf
iPI
Qipx, zq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
 gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
(ii) If Qipx, zq   12 for all i P I, then§
iPI
Qipx, zq  sup
iPI
Qipx, zq
¥ Qipx, zq
¥ gpQipx, yq, Qipy, zqq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
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(iii) If Qjpx, zq ¥ 12 for some j and Qkpx, zq ¤ 12 for some k, then§
iPI
Qipx, zq  1
2
¥ inf
iPI
Qipx, zq
¥ inf
iPI
gpQipx, yq, Qipy, zqq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
Note that partial-g-transitivity was invoked in all three cases.
Corollary 24. The partial-g-transitive opening of Q P QX exists if and only if
Q has a partial-g-transitive subrelation.
Regarding the existence of a partial-g-transitive subrelation, we can make
similar remarks as for quasi-g-transitivity.
Lemma 3. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping. If for Q P QX
there exist x, y, z P X such that
Qpx, yq ¡ 1
2
, Qpy, zq ¡ 1
2
, Qpx, zq   1
2
and
Qpx, zq   gpQpx, yq, Qpy, zqq ,
then Q does not have a quasi-g-transitive subrelation.
If g satisfies gpt1, t2q ¡ 12 for all s 12 , 1s2, then Q is quasi-transitive for any
partial-g-transitive Q and it suffices to look for a partial-g-subrelation amongst
the 3-valued reciprocal relations.
If gp1, 1q   1, then the existence of the partial-g-transitive opening of a
reciprocal relation Q is related to the existence of its quasi-g-transitive semi-
opening.
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Proposition 74. Let g : s 12 , 1s2 Ñ r0, 1r be an increasing mapping such that
gp1, 1q   1. If Q P QX has a quasi-g-transitive semi-opening, then it has a
partial-g-transitive opening that contains the quasi-g-transitive semi-opening.
Proof. This follows immediately for the fact that the quasi-g-transitive semi-
opening is partial-g-transitive.
The converse is not true in general. Indeed, a partial-g-transitive recip-
rocal relation does not necessarily have a quasi-g-stochastic subrelation, as is
illustrated by the following example.
Example 47. Let g : s 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp1, 1q   1 and gpa, bq   1{2 for some pa, bq P s 12 , 1s2. The reciprocal relation Q
on tx, y, zu defined by
Q x y z
x 0.5 a gpa, bq
y 1 a 0.5 b
z 1 gpa, bq 1 b 0.5
is partial-g-transitive. Since the conditions of Lemma 2 are met, it has no
quasi-g-transitive subrelation.
However, this problem disappears if we restrict the mapping g to values
strictly greater than 12 .
Proposition 75. Let g : s 12 , 1s2 Ñs 12 , 1r be an increasing mapping. Q P QX
has a quasi-g-transitive subrelation if and only if it has a partial-g-transitive
subrelation.
Proof. With the conditions on the mapping g, we have
(i) any quasi-g-transitive relation is partial-g-transitivity,
(ii) if Q1 is partial-g-transitive, then Q1 is both partial-g-transitive and quasi-
g-transitive.
130 Transitive Openings
5.3.4 g-stochastic transitivity
As the union of transitive 3-valued reciprocal relations is not necessarily tran-
sitive, this is neither the case for g-transitive reciprocal relations. However,
Theorem 13 requires only that g-transitivity is preserved for an upper bounded
family, which is exactly the property we find when focusing on any of the con-
ditionally complete lattices prQs,q. Note that if pQiqiPI is a finite family in
rQs, then it always has an upper bound in rQs.
Proposition 76. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 . For any Q P QX and any non-empty family pQiqiPI in rQs with an
upper bound in rQs, it holds that if all Qi are g-transitive, then also their union
iPI Qi is g-transitive.
Proof. First of all, Proposition 34 guarantees that

iPI Qi P rQs. Assume that
iPI Qipx, yq ¥ 12 and

iPI Qipy, zq ¥ 12 . Since Qi P rQs for all i P I, it then
follows that Qipx, yq ¥ 12 for all i P I and Qipy, zq ¥ 12 for all i P I. We
distinguish three cases:
(i) If Qipx, zq ¥ 12 for all i P I, then
Qipx, zq ¥ gpQipx, yq, Qipy, zqq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
and hence
§
iPI
Qipx, zq  inf
iPI
Qipx, zq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
 gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
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(ii) If Qipx, zq ¤ 12 for all i P I, then§
iPI
Qipx, zq  sup
iPI
Qipx, zq
¥ Qipx, zq
¥ gpQipx, yq, Qipy, zqq
¥ gpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
¥ gp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq .
(iii) The case Qjpx, zq ¥ 12 for some j and Qkpx, zq   12 for some k cannot
occur since Qi P rQs for all i P I.
This result allows us to apply Theorem 13 to the lattices prQs,q.
Corollary 25. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 and Q P QX . The g-transitive opening exists for every reciprocal
relation in prQs,q if and only if Q is g-transitive.
If it exists, this status of largest g-transitive subrelation is not restricted to
rQs, but can be extrapolated to QX .
Proposition 77. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 and Q0 P QX . If Q1 is the g-transitive opening of Q in prQ0s,q,
then Q1 is the g-transitive opening of Q in pQX ,q.
Proof. For any Q1 P ÓgTQ, consider the relation Q1 \Q1. Since Q1 is a subrela-
tion of Q, we have Q1  Q  Q1  Q0 and pQ1\Q1q  Q0, or Q1\Q1 P rQ0s.
Clearly, Q1  Q1 \Q1  Q. To show that Q1 \Q1 is g-transitive, assume that
Q1 \ Q1px, yq ¥ 12 and Q1 \ Q1py, zq ¥ 12 . With Q1 and Q1 compatible, this
means that
minpQ1px, yq, Q1py, zq, Q1px, yq, Q1py, zqq ¥ 1
2
.
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Since g is increasing, it holds that
minpgpQ1px, yq, Q1py, zqq, gpQ0px, yq, Q0py, zqq
¥ gpminpQ1px, yq, Q1px, yqq,minpQ1py, zq, Q1py, zqqq
 gpQ1 \Q1px, yq, Q1 \Q1py, zqq , (5.1)
while Q1 \Q1px, zq is either equal to
maxpQ1px, zq, Q1px, zqq or minpQ1px, zq, Q1px, zqq .
Combining either of these situations with the above, we find
Q1 \Q1px, zq ¥ gpQ1 \Q1px, yq, Q1 \Q1py, zqq .
Since Q1 is the g-transitive opening of Q, it follows that Q
1 \Q1  Q1. As any
g-transitive subrelation of Q is a subrelation of Q1, we conclude that Q1 is the
g-transitive opening of Q in QX .
Of course, it is very well possible that a maximal g-transitive subrelation of
Q is found not in rQs, but in another such class rQ1s, with Q1  Q.
Proposition 78. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
gp 12 , 12 q ¤ 12 and let Q0 P QX be a maximal 3-valued subrelation for Q P QX
such that rQ0s contains a g-transitive subrelation of Q. Then rQ0s contains a
maximal g-transitive subrelation of Q if and only if rQ0s X ÓgQ has an upper
bound in rQ0s.
Proof. Clearly, if rQ0s contains a maximal g-transitive subrelation of Q, it is
the required upper bound.
If rQ0s X ÓgQ has an upper bound in rQ0s, we can apply Proposition 76 to
show that
rQ0sXÓgQ is g-transitive. Applying Proposition 77 shows that this
is a maximal g-transitive subrelation of Q in QX .
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Note that in the case of Proposition 77, Q itself provides the upper bound
that is required in Propositions 76 and 78.
Given Q P QX , the existence of the required upper bound depends both on
the capability of the mapping g of ‘dealing with’ the non-transitive relations
corresponding to types e, f and g and on the specific values that occur in Q.
In that view, Lemmas 2 and 3, in the case of quasi- and partial-g-transitivity,
translate to the fact that there is no mapping g that can deal with a relation
corresponding to type g that is not transitive. As only boundary conditions
have changed, the same negative result holds for g-transitivity.
Lemma 4. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping. If for Q P QX
there exist x, y, z P X such that
Qpx, yq ¥ 1
2
, Qpy, zq ¥ 1
2
, Qpx, zq   1
2
and
Qpx, zq   gpQpx, yq, Qpy, zqq
then Q does not have a g-transitive subrelation.
Corollary 26. Let g : r 12 , 1s2 Ñ r0, 1s be an increasing mapping. If a reciprocal
relation Q has a g-transitive subrelation, then for any x, y, z P X such that
Qpx, yq ¥ 12 , Qpy, zq ¥ 12 and Qpx, zq   12 the transitivity condition is satisfied,
i.e. it holds that
Qpx, zq ¥ gpQpx, yq, Qpy, zqq .
For the sake of simplicity, we further restrict our attention to mappings g for
which gp 12 , 12 q  12 . Recall that for such g, Propositions 49 and 50 imply that
Q P QX is transitive for any g-transitive relation Q P QX . Moreover, Q P QX
is transitive if and only if rQs contains a g-transitive relation.
Proposition 79. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 . A reciprocal relation Q P QX has a g-transitive subrelation if and
only if Q P QX has a transitive subrelation.
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Proof. If Q1 is a g-transitive subrelation of Q, then Q

1 is a transitive subrelation
of Q. Conversely, if Q2 P QX is a transitive subrelation of Q, then Q2 is g-
transitive and a subrelation of Q.
In particular, we can consider WS-transitivity. Although formally identical
to transitivity of 3-valued reciprocal relations, in the context of openings the
results are quite different.
Example 48. Consider the reciprocal relations Qc, c P r 12 , 1s, defined by
Qc x y z
x 0.5 1 c
y 0 0.5 1
z 1 c 0 0.5
For any c  12 , the relation Qc is WS-transitive. However,

cPs 12 ,1r
Qc  Q 1
2
is not WS-transitive. The family pQcqc¡ 12 P rQ1s contains all WS-transitive
subrelations of Q
1
2 and indeed does not have an upper bound in rQ1s. Hence, Q 12
has no WS-transitive opening in QX . When considered as a 3-valued reciprocal
relation, however, the transitive opening of Q
1
2 exists and is given by Q1.
The above example is not an isolated observation. Indeed, it holds in general
that if a reciprocal relation is not WS-transitive, then it has no WS-transitive
opening. Simply put, the mapping g  12 cannot deal with relations correspond-
ing to type e nor type f and that are not weakly stochastic transitive.
Proposition 80. The WS-transitive opening Q P QX exists if and only if Q is
WS-transitive.
Proof. Consider a reciprocal relation Q P QX that is not WS-transitive. Then
there exist tx, y, zu  X such that the restriction of Q to tx, y, zu corresponds
to type e, f or g of the prototypical 3-valued reciprocal relations.
(i) Type g: This is in fact considered in Lemma 4.
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(ii) Type f: Suppose that the WS-transitive opening of Q exists, and denote
it Q0, then Q0px, yq ¥ Qpx, yq ¡ 12 , Q0py, zq ¥ Qpy, zq ¡ 12 and Q0px, zq ¡
1
2  Qpx, zq. Now consider a reciprocal relation Q1 such that
Q0px, zq ¡ Q1px, zq ¡ 1
2
¡ Q1pz, xq ¡ Q0pz, xq
and coinciding with Q0 elsewhere. Evidently, Q1 is a WS-transitive rela-
tion that is at the same time a subrelation of Q as well as a superrelation
of Q0, contradicting the fact that Q0 is the opening.
(iii) Type e: Suppose that the WS-transitive opening of Q exists, and denote it
Q0, then Q0px, zq ¥ Qpx, zq ¡ 12 and one of the three following situations
occurs:
(a) Q0px, yq ¡ 12 and Q0py, zq ¡ 12 ;
(b) Q0px, yq ¥ 12 and Q0py, zq   12 ;
(c) Q0px, yq   12 and Q0py, zq ¥ 12 .
As in (ii), we can in each of these three situations construct a WS-transitive
superrelation of Q0 that is still a subrelation of Q, contradicting the fact
that Q0 is the opening.
This problem persists, although less drastically, for mappings g with either
gp1
2
, tq  1
2
_ gpt, 1
2
q  1
2
, for some t P s1
2
, 1s , (5.2)
or
gpt1, t2q  1
2
, for some t1, t2 P s1
2
, 1s . (5.3)
For a mapping that satisfies condition (5.2), such as g  min, a non-transitive
relation corresponding to type f poses a problem similar to situation (ii) in
the previous proof, while for mappings satisfying condition (5.3), which implies
(5.2), additionally relations corresponding to type e can induce situation (iii)
analysed above.
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Example 49. Let Q P QX be the relation defined by
Q x y z
x 0.5 0.5 0.5
y 0.5 0.5 a0
z 0.5 1 a0 0.5
with a0 ¡ 12 . Q is not moderate stochastic transitive, but there are two maximal
transitive subrelations in QX , namely Q1 with Q1px, zq  1, Q1pz, xq  0 and
Q2 with Q2px, yq  1, Q2py, xq  0, both coinciding with Q elsewhere. Any
relation in rQ1s is of the form Qa,b, with a, b P s 12 , 1s,
Qa,b x y z
x 0.5 0.5 b
y 0.5 0.5 a
z 1 b 1 a 0.5
Qa,b is MS-transitive for any a, b ¡ 12 , and it is a subrelation of Q if a ¥ a0.
rQ1s does not contain an upper bound to the family pQa,bq b¡ 12
a¥a0
and the union
of this family is equal to Q.
Similar observations can be made for the relations Qa,c, with a, c P s 12 , 1s,
contained in rQ2s.
Qa,c x y z
x 0.5 c 0.5
y 1 c 0.5 a
z 0.5 1 a 0.5
Example 50. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that and
gpa0, b0q  12 for some a0, b0 P s 12 , 1s. The relation Q, defined by
Q x y z
x 0.5 a0 0.5
y 1 a0 0.5 b0
z 0.5 1 b0 0.5
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is not g-transitive, since Qpz, yq   gpQpz, xq, Qpx, yqq. Defining for c P s 12 , 1s the
relation Qc by
Qc x y z
x 0.5 a0 c
y 1 a0 0.5 b0
z 1 c 1 b0 0.5
then pQcqc¡ 12 is a family of g-transitive subrelations of Q and Q1  Qc
 is the
transitive opening of Q. This family does not have an upper bound in rQ1s
and the g-transitive opening of Q does not exist.
Example 51. Consider the mapping g of the previous example, with a0 and b0
as before, and assume that for some a1, b1 P s 12 , 1s, gpa1, b1q ¡ 12 . Then for the
relation Q1 on the universe tx, y, z, uu given by
Q1 x y z u
x 0.5 a0 0.5 a1
y 1 a0 0.5 b0 0.5
z 0.5 1 b0 0.5 1 b1
u 1 a1 0.5 b1 0.5
which coincides with Q on tx, y, zu, the g-transitive opening exists and is given
by
|Q1gT x y z u
x 0.5 a0 gpa1, b1q a1
y 1 a0 0.5 b0 0.5
z 1 gpa1, b1q 1 b0 0.5 1 b1
u 1 a1 0.5 b1 0.5
The previous examples lead us to consider mappings g for which gpt1, t2q ¡ 12
whenever maxpt1, t2q ¡ 12 . For a specific reciprocal relation Q P QX , it is
sufficient for the existence of a g-transitive opening that this condition is fulfilled
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for t1 and t2 in the value set of a subrelation Q
1 of Q, i.e.
tt P r1
2
, 1s | pDpx, yq P X2qpQ1px, yq  tqu .
For the sake of simplicity, however, we assume that the condition is fulfilled for
all t1, t2 P r 12 , 1s. In that case, it can be shown that the required upper bound in
Proposition 78 exists for any reciprocal relation, at least in the case of a finite
universe X.
Proposition 81. Let g : r 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
gp 12 , 12 q  12 and gpt1, t2q ¡ 12 whenever maxpt1, t2q ¡ 12 . For any Q P QX ,
Q has a maximal transitive subrelation Q0 if and only if Q has a maximal
g-transitive subrelation that is contained in rQ0s.
Proof. Due to Propositions 78 and 79, it remains to be shown that the family
rQ0s X ÓgTQ has an upper bound in rQ0s. Assuming that Q  QJ, we compute
a  mintQpx, yq | Qpx, yq ¡ 1
2
u ,
b  mintgpQpx, yq, Qpy, zqq | maxpQpx, yq, Qpy, zqq ¡ 1
2
u ,
and c  minpa, bq. Relying on a finite universe, c ¡ 12 . Now consider the relation
Q1 defined by
Q1px, yq 
$'''&'''%
c , if Qpx, yq  12 ^Q0px, yq  1 ,
1 c , if Qpx, yq  12 ^Q0px, yq  0 ,
Qpx, yq , elsewhere.
Clearly, Q1 P rQ0s. For any Q1 P ÓgQX rQ0s, it holds that
(i) if Qpx, yq  Q0px, yq  1, then Q1px, yq ¥ Qpx, yq  Q1px, yq;
(ii) if Qpx, yq  Q0px, yq  12 , then Q1px, yq  Qpx, yq  Q1px, yq  12 ;
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(iii) if Qpx, yq  12 and Q0px, yq  1, then
Q1px, yq ¥ maxtgpQ1px, zq, Q1pz, yqq | Q1px, zq ¥ 1
2
^Q1pz, yq ¥ 1{2u
 maxtgpQ1px, zq, Q1pz, yqq | maxpQ1px, zq, Q1pz, yqq ¡ 1{2u
¥ maxtgpQpx, zq, Qpz, yqq | maxpQpx, zq, Qpz, yqq ¡ 1{2u
¥ c  Q1px, yq .
The equality in the second transition is based on the fact that Q1 P rQ0s,
Q0 is transitive and Q0px, yq  1, whence impossibly Q1px, zq  12 and
Q1pz, yq  12 .
Hence, Q1  Q1. Proposition 76 again implies that Q
1   ÓgTQ X rQs is a
g-transitive subrelation of Q that is contained in rQ0s. Obviously, since Q0 is
maximal, Q1 is again a maximal g-transitive subrelation of Q.
We have found that for the considered class of mappings, the existence of
the g-transitive opening of Q P QX is closely related to the existence of the
transitive opening of the 3-valued reciprocal relation Q. In Section 5.2.2 it was
shown that Q P QX either has no transitive subrelation or has a number of
maximal transitive subrelations. In case there is a unique maximal subrelation,
it is the transitive opening of Q.
Proposition 82. The g-transitive opening of Q P QX exists if and only if the
transitive opening of Q P QX exists. Moreover, if it exists, the g-transitive
opening of Q, denoted by qQgT, is given by
qQgT § ÓgTQ
Corollary 27. If the g-transitive opening of Q P QX exists, then p qQgTq  |Q .
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5.4 Existence of isostochastic transitive open-
ings
For isostochastic transitivity too, we will examine the existence of openings in
the conditionally complete lattices prQs,q.
5.4.1 Partial-h-isostichastic transitivity
Partial-h-transitivity requires a mapping h : s 12 , 1s2 Ñ r12 , 1s with hp1, 1q  1.
This condition ensures that any quasi-transitive relation Q P QX is partial-h-
transitive. If the mapping h additionally satisfies hpt1, t2q ¡ 12 for all t1, t2 P
s 12 , 1s, thus never taking the value 12 , then for every Ph-transitive relation Q it
holds that Q is quasi-transitive, providing an easy way to check the existence
of a Ph-transitive subrelation.
Proposition 83. Let h : s 12 , 1s2 Ñs 12 , 1s be an increasing mapping such that
hp1, 1q  1. Then Q P QX has a Ph-transitive subrelation if and only if it has
a quasi-transitive 3-valued subrelation.
Examining the preservation of Ph-transitivity under union, we find a con-
dition quite resembling the condition found in the case of g-transitive and h-
transitive closures.
Proposition 84. Let h : s 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
hp1, 1q  1. The union of a non-empty family of partial-h-transitive reciprocal
relations is partial-h-transitive if and only if h satisfies
inf
iPI
gpai, biq  hpinf
iPI
ai, inf
iPI
biq (5.4)
for any families paiqiPI and pbiqiPI in s 12 , 1s.
Proof. Consider a non-empty family pQiqiPI of partial-h-transitive reciprocal
relations. If

iPI Qipx, yq ¡ 12 , then

iPI Qipx, yq  infiPI Qipx, yq ¡ 12 and
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Qipx, yq ¡ 12 for all i P I. The same holds for Qipy, zq if

iPI Qipy, zq ¡ 12 .
Furthermore, for any i P I, it holds that
Qipx, zq  hpQipx, yq, Qipy, zqq ¥ 1
2
.
Assuming (5.4) holds, we find that§
iPI
Qipx, zq  inf
iPI
Qipx, zq
 inf
iPI
hpQipx, yq, Qipy, zqq
 hpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq
 hp
§
iPI
Qipx, yq,
§
iPI
Qipx, yqq ,
or

iPI Qi is partial-h
-transitive.
Now consider two families paiqiPI and pbiqiPI in s 12 , 1s and construct the
family pQiqi P I of reciprocal relations such that for x, y, z P X, Qipx, yq  ai,
Qipx, yq  bi and Qipy, zq  hpai, biq for all i P I, and taking value 12 for all
other couples in X2. Clearly Qi is partial-h
-transitive. Assuming that the
union

iPI Qi is h
-transitive as well, we find
inf
iPI
hpai, biq 
§
iPI
Qipx, zq
 gp
§
iPI
Qipx, yq,
§
iPI
Qipx, yqq
 gpinf
iPI
ai, inf
iPI
biq .
Similar to the condition found for g-transitive and h-transitive closures,
condition (5.4) is closely related to, but more restrictive than right-continuity,
which can be expressed as
inf
iPI
hpai, biq  hpinf
iPI
pai, biqq
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for any families paiqiPI and pbiqiPI .
Condition (5.4) demands that for any a, the smaller of the partial map-
pings hpa, tq and hpt, aq is constant. For symmetrical mappings, this leaves only
mappings that are distortions of the minimum.
Proposition 85. Let h : s 12 , 1s2 Ñ r 12 , 1s be an increasing mapping such that
hp1, 1q  1. Then h is symmetric and fulfills (5.4) if and only if there exists a
right-continuous increasing mapping δ : s 12 , 1s Ñ r 12 , 1s, with δp1q  1, such that
h  δ min .
Proof. For a symmetric mapping h, (5.4) leads to
hpt1, t2q  hpt2, t1q  hpt1, t1q
for any 12 ¤ t1 ¤ t2. Then δptq  hpt, tq meets the requirements. Conversely, for
any right-continuous and increasing mapping δ, h  δ min satisfies (5.4).
Partial-h-transitivity implies partial-h-transitivity. Hence, if for some Q P
QX the partial-h-transitive opening qQPhT exists, then it is a partial-h-transi-
tive subrelation and the partial-h-transitive opening qQPhT exists too. Moreover,qQPhT is the partial-h-transitive opening of qQPhT.
5.4.2 h-isostochastic transitivity
For h-transitivity we require an increasing mapping h : r 12 , 1s2 Ñ 0, 1s for
which hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. Without any further conditions, a
reciprocal relation has a h-transitive subrelation if and only if it has a quasi-
transitive 3-valued subrelation. Since h-transitivity implies h-transitivity we
find the following.
Proposition 86. Let h : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. Q P QX has an h-transitive subrelation
if and only if Q has an h-transitive subrelation.
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Proof. As mentioned, a h-transitive subrelation is h-transitive and if Q has a
h-transitive subrelation, then Q is h-transitive.
Examining the conditions needed for the union to preserve h-transitivity,
it is no surprise that we find a combination of conditions we encountered in the
case of g-transitivity.
Proposition 87. Let h : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. If the union of any non-empty family of
h-transitive relations is h-transitive, then Mh is closed under infimum and
inf
iPI
hpai, biq  hpinf
iPI
ai, inf
iPI
biq (5.5)
for any two families paiqiPI and pbiqiPI in Mh such that hpai, biq P Mh for all
i P I.
Proof. We assume that the union of any non-empty family of h-transitive
relations is h-transitive.
First, consider the family pQiqiPI of h-transitive reciprocal relations, with,
fixing x P X, Qi defined by
• Qipx, uq  ai, Qipu, xq  1 ai for any u P Xztxu,
• Qipu, vq  12 for any other pu, vq P X2,
for any family paiqiPI in Mh . Since

iPI Qi is zh-transitive, for any u P Xztxu
we have §
iPI
Qipx, uq  inf
iPI
Qipx, uq  inf
iPI
ai P Mh .
Next, consider two families paiqiPI and pbiqiPI for which hpai, biq P Mh for
all i P I and construct the family pQiqiPI of h-transitive reciprocal relations,
with, fixing x, y P X, Qi defined by
• Qipx, yq  hpai, biq, Qipy, xq  1 hpai, biq,
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• Qipx, uq  ai, Qipu, xq  1 ai, for all u P Xztx, yu,
• Qipy, uq  1 bi, Qipu, yq  bi, for all u P Xztx, yu,
• Qipu, vq  12 for any other pu, vq P X2.
Expressing the h-transitivity of

iPI Qi leads to
inf
iPI
Qipx, yq  hpinf
iPI
Qipx, uq, inf
iPI
Qipu, yqq
and after substitution with the proper values, yields (5.5).
In order to find a sufficient condition, we need to restrict the family of h-
transitive reciprocal relations to some rQs. For the union of this family to belong
to rQs it is necessary that this family has an upper bound contained in rQs.
Proposition 88. Let h : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1 and let Q P QX . The union

iPI Qi
of any non-empty family pQiqiPI  rQs of h-transitive relations, that has an
upper bound in rQs, is h-transitive if and only if Mh is closed under infimum
and h satisfies
inf
iPI
hpai, biq  hpinf
iPI
ai, inf
iPI
biq (5.6)
for any families paiqiPI and pbiqiPI in s 12 , 1s such that infiPI ai ¡ 12 and infiPI bi ¡
1
2 .
Proof. Only half of the proposition remains to be proven, so assume that Mh is
closed under infimum and that h satisfies (5.6) for any families paiqiPI and pbiqiPI
in s 12 , 1s such that infiPI ai ¡ 12 and infiPI bi ¡ 12 . Considering a non-empty,
upper-bounded family pQiqiPI  rQs of h-transitive relations, by Proposi-
tion 34,

iPI Qi P rQs. Assume that

iPI Qipx, yq ¥ 12 and

iPI Qipy, zq ¥ 12 .
Since piPI Qiq  Qi  Q for all i, only four situations can occur.
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(i) If for all i P I, Qipx, yq  Qipy, zq  12 then it holds that
Qipx, zq  hpQipx, yq, Qipy, zqq  1
2

§
iPI
Qipx, zq .
(ii) If for all i P I, Qipx, yq  12 and Qipy, zq ¡ 12 , then it holds that Qipx, zq 
hp 12 , Qipy, zqq and because Mh is closed under infimum, it holds that
inf
iPI
Qipx, zq  inf
iPI
hp1
2
, Qipy, zqq  hp1
2
, inf
iPI
Qipy, zqq .
(iii) Similarly, if for all i P I, Qipx, yq ¡ 12 and Qipy, zq  12 , it holds that
inf
iPI
Qipx, zq  inf
iPI
hpQipx, yq, 1
2
q  hpinf
iPI
Qipx, yq, 1
2
q .
(iv) If for all i P I, Qipx, yq ¡ 12 and Qipy, zq ¡ 12 , then condition (5.6) yields
inf
iPI
Qipx, zq  inf
iPI
hpQipx, yq, Qipy, zqq  hpinf
iPI
Qipx, yq, inf
iPI
Qipy, zqq .
In all cases it follows that§
iPI
Qipx, zq  hp
§
iPI
Qipx, yq,
§
iPI
Qipy, zqq
or that

iPI Qi is h
-transitive.
Condition (5.6) is the same as the one found in the case of partial-h-
transitivity, where we have shown that the only symmetrical mappings satis-
fying the condition are of the form h  δ  min. Due to the additional initial
conditions for h-transitivity, only a very restricted family of eligible mappings
satisfy condition (5.6).
Proposition 89. Let h : r 12 , 1s2 Ñ r0, 1s be an increasing mapping such that
hp 12 , 12 q  12 and hp 12 , 1q  hp1, 12 q  1. Then h satisfies condition (5.6) if and
only if hpt1, t2q  1 for any t1, t2 P Mh .
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Proof. Condition (5.6) implies that for any t1, t2 P Mh , t1 ¡ 12 and t2 ¡ 12 ,
minphpt1, 1q, hp1, t2qq  hpt1, t2q ,
while for an increasing mapping with hp 12 , 1q  hp1, 12 q  1, it holds that
hpt1, 1q  hp1, t2q  1 for any such t1, t2.
The only degree of freedom allowed for this family of mappings lies in the
values for hp 12 , tq and hpt, 12 q, i.e. in the set Mh .
5.5 Generating transitive openings
5.5.1 Quasi-transitive and transitive openings of com-
plete crisp and 3-valued reciprocal relations
The parallel discussions on the existence of openings of complete crisp rela-
tions and of 3-valued reciprocal relations have shown that in order to find, if it
exists, the transitive opening of a given relation, we first need to find the quasi-
transitive opening of this relation. If the latter exists and satisfies transitivity,
we have also found the transitive opening.
Elaborating only for reciprocal relations, the discussion provides us with two
possible methods to construct, in case it exists, the quasi-transitive opening of
a given 3-valued reciprocal relation. One way, based on Propositions 66 and
67, would be to generate all the relations in ÓQTQXQK, i.e. all quasi-transitive
minimal subrelations of Q, which are at the same time all the transitive minimal
subrelations of Q, and subsequently to take their union. There are three possible
outcomes to this method:
1. No transitive minimal subrelations are found: in this case neither a quasi-
transitive nor a transitive opening exists.
2. At least one quasi-transitive minimal subrelation is found, but the union
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of all these relations is not transitive: the quasi-transitive opening exists,
but the transitive opening does not exist.
3. At least one transitive minimal subrelation is found and the union of all
these relations is transitive: both the quasi-transitive and the transitive
opening exist.
In the second case, it can be desirable to find explicitly the maximal transitive
subrelations of Q. According to Proposition 47, these are among the unions of
any two transitive minimal subrelations.
This ‘buttom-up’ method, however, does not seem to be very efficient, as
it requires to generate a number of transitive relations, take the union of these
relations and check whether or not the result is transitive.
A seemingly more efficient way is a ‘top-down’ approach. To find the
quasi-transitive opening, an adaptation of the Floyd-Warshall algorithm can
be used. For the case of 3-valued reciprocal relations, such an adaptation,
called QTO3Reciproc, is listed in Algorithm 5.1. A variant for complete
relations, which would be less elegant, can easily be produced by translating
QTO3Reciproc to complete relations.
For a given Q P QX , QTO3Reciproc evaluates quasi-transitivity for every
triple px, y, zq in the universe (line 6) and adjusts the relevant values if possible
(line 8). If such an adjustment is not possible, QTO3Reciproc reports that
the given 3-valued reciprocal relation does not have a transitive opening (line
7). Otherwise, in each step of the algorithm, a subrelation of the previous
intermediate result is generated for which the opening is identical to the opening
of the original relation and at the end of the algorithm, the quasi-transitive
opening is returned.
It is trivial to check whether this relation satisfies transitivity, i.e. whether
this relation is the transitive opening. In case it does not, the maximal transitive
subrelations are found by repeating the following procedure.
Step 1: Identify any triple px, y, zq for which Qpx, yq  Qpy, zq  12 and
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Algorithm 5.1 QTO3Reciproc
1: Data: X, Q P QX
2: Result: QÐ qQQT
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if pQpy, xq ¡ 1{2q ^ pQpx, zq ¡ 1{2q then
7: if Qpz, yq ¡ 1{2 then Mark NoOpening
8: else Qpy, zq Ð 1
9: Qpz, yq Ð 0
10: end if
11: end if
12: end for
13: end for
14: end for
Qpx, zq  1, Qpz, xq  0.
Step 2: Generate the two subrelations Q1 and Q2 coinciding with Q except for
the values Q1px, yq  1, Q1py, xq  0 and Q2py, zq  1, Q1pz, yq  0.
Step 3: For both Q1 and Q2, verify quasi-transitivity and transitivity.
- If Qi is not quasi-transitive, erase Qi.
- If Qi is transitive, it is a maximal transitive subrelation.
- If Qi is quasi-transitive, but not transitive, apply the procedure for
Qi.
Note that if a relation is quasi-transitive but not transitive, then this is always
due to a situation such as indicated in Step 1.
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5.5.2 Stochastic transitive openings of reciprocal relations
Partial-g-transitivity
For any increasing mapping g : s 12 , 1s2 Ñ r0, 1s, the partial-g-stochastic transi-
tive opening exists for any relation that has a partial-g-transitive subrelation.
QTO3Reciproc is easily adjusted into the algorithm called PgTOReciproc,
listed in Algorithm 5.2. PGSTOReciproc proceeds similarly to QTO3Re-
ciproc, taking into account the specific mapping g. The following proposition
Algorithm 5.2 PGSTOReciproc
1: Data: X, Q P QX , g
2: Result: QÐ qQQg
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if pQpy, xq ¡ 1{2q ^ pQpx, zq ¡ 1{2q then
7: if pQpz, yq ¡ 1{2q^pQpy, zq   gpQpy, xq, Qpx, zqqq then Mark
NoOpening
8: else Qpy, zq Ð maxpQpy, zq, gpQpy, xq, Qpx, zqqq
9: Qpz, yq Ð 1Qpy, zq
10: end if
11: end if
12: end for
13: end for
14: end for
shows that this algorithm is effective for mappings that are associative and do
not take values 12 or below.
Proposition 90. Let g be an increasing and associative s 12 , 1s2 Ñs 12 , 1s map-
ping. If for Q P QX the partial-g-transitive opening exists, it is generated by
applying PGSTOReciproc.
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Proof. By construction, in each step of the algorithm a subrelation is generated
for which the opening is the same as for the original relation. Let us call Q
partial-g-transitive at x P X if it holds that
p@y, z P XqppQpy, xq ¡ 1
2
^Qpx, zq ¡ 1
2
q ñ Qpy, zq ¥ gpQpy, xq, Qpx, zqqq .
Denoting by xi the variable evaluated in the ith instance of the outer loop and
by Qi the intermediate result at the end of this loop, it is clear that Qi is
partial-g-transitive at xi.
Assuming that Qi1 is partial-g-transitive at xj for j   i, we verify that the
same holds for Qi. Therefore, let y, z P X be such that Qi1py, xjq ¡ 12 and
Qi1pxj , zq ¡ 12 .
• If Qi1pxj , xiq  12 , then the values for py, zq, py, xjq and pxj , zq are iden-
tical for Qi1 and Qi.
• If Qi1pxj , xiq ¡ 12 , then it holds that
Qpy, xiq ¥ gpQi1py, xjq, Qi1pxj , xiqq ¡ 1
2
.
If additionally Qi1pxi, zq ¡ 12 , then
Qipxj , zq  maxpQi1pxj , zq, gpQi1pxj , xiq, Qi1pxi, zqqq ,
Qipy, zq  maxpQi1py, zq, gpQi1py, xiq, Qi1pxi, zqqq ,
while Qipy, xjq  Qi1py, xjq. Assuming that
Qipxj , zq  gpQi1pxj , xiq, Qi1pxi, zqq ,
due to the associativity of g, we find
gpQipy, xjq, Qipxj , zqq  gpQi1py, xjq, gpQi1pxj , xiq, Qi1pxi, zqqq
 gpgpQi1py, xjq, Qi1pxj , xiqq, Qi1pxi, zqq
¤ gpQi1py, xiq, Qi1pxi, zqq ¤ Qipy, zq .
5.5. Generating transitive openings 151
• If Qi1pxj , xiq   12 , then it holds that
Qpxi, zq ¥ gpQi1pxi, xjq, Qi1pxj , zqq ¡ 1
2
.
If additionally Qi1py, xiq ¡ 12 , then
Qipy, xjq  maxpQi1py, xjq, gpQi1py, xiq, Qi1pxi, xjqqq ,
Qipy, zq  maxpQi1py, zq, gpQi1py, xiq, Qi1pxi, zqqq ,
while Qipxj , zq  Qi1pxj , zq. Assuming that
Qipy, xjq  gpQi1py, xiq, Qi1pxi, xjqq ,
due to the associativity of g, we find again
gpQipy, xjq, Qipxj , zqq  gpgpQi1py, xiq, Qi1pxi, xjqq, Qi1pxj , zqq
 gpQi1py, xiq, gpQi1pxi, xjq, Qi1pxj , zqqq
¤ gpQi1py, xiq, Qi1pxi, zqq ¤ Qipy, zq .
Hence, Qi is still partial-g-transitive at xj . We conclude that, when finished,
PgTOReciproc either reports that the opening does not exists or returns the
partial-g-transitive opening.
It is easily seen that the proof might fail for a non-associative mapping, that
it is not guaranteed that the result of PGSTOReciproc is partial-g-transitive.
For a mapping that takes on the value 12 , the proof fails if, by effecting the
associativity, an argument for the mapping g occurs that is equal to or less
than 12 . In such cases, additional applications of the algorithm will result in the
opening, in case it exists. Finally, note that QTO3Reciproc can be seen as a
special case of PGSTOReciproc, namely with g  1.
Example 52. For λ-transitivity, with λ  0.5 we have
gpx, yq  0.5 maxpx, yq   0.5 minpx, yq  0.5px  yq .
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Applying algorithm PGSTOReciproc to the relation
Q1 x1 x2 x3 x4
x1 0.50 0.70 0.70 0.60
x2 0.30 0.50 0.90 0.70
x3 0.20 0.10 0.50 0.60
x4 0.40 0.30 0.40 0.50
and assuming that the elements xi are treated from 1 to 4, the resulting relation
Q11
Q11 x1 x2 x3 x4
x1 0.50 0.70 0.80 0.70
x2 0.30 0.50 0.90 0.75
x3 0.20 0.10 0.50 0.60
x4 0.30 0.25 0.40 0.50
is not transitive with respect to the given mapping g, since
Q11px1, x4q  0.70   gpQ11px1, x2q, Q11px2, x4qq  0.725 .
The λ-transitive opening is found after a second application of PGSTORe-
ciproc.
Note that if the elements xi are treated from 4 to 1, a single application of
PGSTOReciproc returns the λ-transitive opening of Q1.
g-transitivity
Clearly, for any eligible mapping g, if the g-stochastic transitive opening exists,
it is included in the partial-g-stochastic transitive opening. Similar to the 3-
valued case, after applying PGSTOReciproc, we can verify whether or not
the result also satisfies g-transitivity. In case it does not, then this is due to
some px, yq P X2 for which the partial-g-transitive opening takes value 12 and
further evaluation of such situations is needed. A similar procedure as described
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for 3-valued relations could be applied to generate the maximal g-transitive
subrelations.
For a mapping g that does not take values below 12 , a second method is
possible. Fur such mappings, the maximal g-transitive subrelations of a given
relation Q P QX are directly related to the maximal transitive subrelations of
Q.
Let us first assume that we start from a relation Q that is weakly stochastic
transitive. Then Q is the unique maximal transitive 3-valued subrelation of Q,
the g-transitive opening of Q exists and is contained in rQs. The following algo-
rithm, called GSTOReciproc, helps us to find this opening. GSTOReciproc
Algorithm 5.3 GSTOReciproc
1: Data: X, Q P QWSX , g
2: Result: QÐ qQgT
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if Qpy, xq ¥ 12 ^Qpx, zq ¥ 12 then
7: Qpy, zq : maxpgpQpy, xq, Qpx, zqq, Qpy, zqq
8: Qpz, yq : 1Qpy, zq
9: end if
10: end for
11: end for
12: end for
is guaranteed to yield the g-transitive opening,provided that we add some re-
strictions to the mapping g. A first and expected condition is that g is asso-
ciative. As with PGSTOReciproc, for a mapping g that is not associative,
additional applications of GSTOReciproc might be required. A second condi-
tion assumes that g only takes values contained in Mg, so that GSTOReciproc
does not produce values that can not occur in any g-transitive relation. As we
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argued before, it is always possible to modify the given mapping such that this
property is satisfied, without modifying the type of transitivity.
Proposition 91. Let g be an associative increasing r 12 , 1s2 Ñ r 12 , 1s mapping
with gp 12 , 12 q  12 and minpgp 12 , aq, gpa, 12 qq ¤ a for all a P r12 , 1s. For any
Q P QWSX , GSTOReciproc will generate qQgT.
Proof. We assume that Q is WS-transitive. Let us call Q g-transitive at x P X
if
p@y, z P XqpminpQpy, xq, Qpx, zqq ¥ 1
2
ñ Qpy, zq ¥ gpQpy, xq, Qpx, zqqq .
Considering an instance x  xi of the outer loop of the algorithm, we denote
by Qi1 the intermediate result when entering and by Qi the result when leaving
the corresponding pass. Note that Q0  Q and that Qi  Q. We show that
for every i, Qi is g-transitive at xj , j ¤ i.
Assume that for y, z P X we have minpQi1py, xiq, Qpxi, zqq ¥ 12 . Since
Qi1pxi, zq  Qipxi, zq and Qi1py, xiq  Qipy, xiq, it follows that
Qipy, zq  maxpgpQi1py, xiq, Qi1pxi, zqq;Qi1py, zqq
¥ gpQipy, xiq, Qipxi, zqq
i.e. Qi is g-transitive at xi. Now suppose that Qi1 is g-transitive at xj for
j   i. If minpQipy, xjq, Qipxj , zqq ¥ 12 , then it also holds that
Qi1py, zq ¥ gpQi1py, xjq, Qi1pxj , zqq ,
Q1py, zq  maxpQpy, zq, gpQpy, x1q, Qpx1, zqqq .
We need to examine two cases with respect to Qi1pxj , xiq.
1. If Qi1pxj , xiq ¥ 12 , then additionally we have
Qi1py, xiq ¥ gpQi1py, xjq, Qi1pxj , xiqq ,
Qipxj , zq  maxpQi1pxj , zq, gpQi1py, xiq, Qi1pxi, zqqq .
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If Qipxj , zq  Qi1pxj , zq, then
gpQipy, xjq, Qipxj , zqq  gpQi1py, xjq, Qi1pxj , zqq ,
while Qipxj , zq  gpQi1py, xiq, Qi1pxi, zqq leads to
gpQipy, xjq, Qipxj , zqq  gpQipy, xjq, gpQi1py, xiq, Qpxi, zqqq
 gpgpQi1py, xjq, Qi1py, xiqq, Qi1pxi, zqq
¤ gpQi1py, xiq, Qi1pxi, zqq .
2. If Qi1pxj , xiq ¥ 12 , then we have
Qi1pxi, zq ¥ gpQi1pxi, xjq, Qi1pxj , zqq ,
Qipy, xjq  maxpQi1py, xjq, gpQi1py, xiq, Qi1pxi, xjqqq .
If Qipy, xjq  Qi1py, xjq, then
gpQipy, xjq, Qipxj , zqq  gpQi1py, xjq, Qi1pxj , zqq ,
while Qipy, xjq  gpQi1py, xiq, Qi1pxi, xjqq yields
gpQipy, xjq, Qipxj , zqq  gpgpQi1py, xiq, Qi1pxi, xjqq, Qi1pxj , zqq
 gpQi1py, xiq, gpQi1pxi, xjqq, Qi1pxj , zqq
¤ gpQi1py, xiq, Qi1pxi, zqq .
In both cases we find Qipy, zq ¥ gpQipy, xjq, Qipxj , zqq and we may conclude
that Qi is g-transitive at xj .
Considering now all instances of the outer loop of the algorithm, we have
Q  Q0  Q1  Q2  . . .  Qn ,
in which Qi is g-transitive at xj for 1 ¤ j ¤ i and is the largest relation g-
transitive at xi that is smaller than Qi1. Therefore, if Q
2 is g-transitive and
Q  Q0  Q2, it follows that Qi  Q2. We conclude that Qn  qQgT.
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GSTOReciproc provides us with a method of constructing the g-transitive
opening of a given WS-transitive relation. However, we still require a method
that allows us to adapt a given reciprocal relation into one that belongs to an
equivalence class with a WS-transitive representative. A setback in this is that
the WS-transitive opening of a given non-WS-transitive relation does not exist.
However, a workaround for this problem would be to pretend the given relation
is WS-transitive. More precisely, we can do this by using a maximal transitive
subrelation to evaluate whether a value needs to be adjusted or not. This is
achieved by modifying line 6 in GSTOReciproc, resulting in the algorithm
called GSTOReciprocVAR.
Algorithm 5.4 GSTOReciprocVAR
1: Data: X, Q P QX , Q0 P QX , g
2: Result: QÐ qQg
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if Q0py, xq ¥ 12 ^Q0px, zq ¥ 12 then
7: Qpy, zq : maxpgpQpy, xq, Qpx, zqq, Qpy, zqq
8: Qpz, yq : 1Qpy, zq
9: end if
10: end for
11: end for
12: end for
Proposition 92. If Q0 P QWSX is a maximal transitive subrelation of Q with
Q P QX then GSTOReciprocVAR generates a maximal g-transitive subrela-
tion of Q.
Proof. This follows from Propositions 78 and 91.
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Workaround for weak stochastic transitivity
If a relation is not weakly stochastic transitive, its weakly stochastic transitive
opening does not exist. The problem arises from the fact that in r0, 1s there
are no values ‘closest’ to 12 . This continuous situation can not be achieved in
an algorithm, which will suffer some input precision. Assume that this input
precision is   12m for some m P N, then a relation Q takes its values in the
discrete set t 12   k | k  m, . . . ,mu. Working with a discrete set of values,
the notion of greatest WS-transitive subrelation becomes relevant, in the same
way as for 3-valued reciprocal relations, for which we could consider m  1.
Adapting TO3Reciproc by incorporating the previous consideration yields the
algorithm TO3ReciprocEps, which constructs the WS-transitive opening in
QX , given a descrete set of values as described above.
Algorithm 5.5 WSTO3ReciprocEps
1: Data: X, Q P QX , 
2: Result: QÐ qQWS
3: for all x P X do
4: for all y P X do
5: for all z P X do
6: if pQpy, xq ¡ 1{2q ^ pQpx, zq ¡ 1{2q then
7: if Qpz, yq ¡ 1{2 then Mark NoOpening
8: else Qpy, zq Ð 12   
9: end if
10: end if
11: end for
12: end for
13: end for
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5.5.3 Isostochastic transitive openings
Partial-h-transitivity and h-transitivity
If the partial-h-transitive opening of a reciprocal relation exists, then its partial-
h-transitive opening exists too. Hence, a first step in constructing the former is
to generate the latter, as is done in the algorithm called PHISTOReciproc.
Further changes made by this algorithm ensure that any existing strict inequal-
ity is turned into an equality, thereby satisfying the condition for partial-h-
transitivity. A proof of the validity of PHISTOReciproc can be found by
applying similar techniques that we used to prove the validity of the previous
algorithms.
Algorithm 5.6 PHISTOReciproc
1: Data: X, Q P QX
2: Result: QÐ qQPh
3: QÐ qQPh
4: for all x P X do
5: for all y P X do
6: for all z P X do
7: if pQpy, xq ¡ 1{2q ^ pQpx, zq ¡ 1{2q then
8: Qpy, xq Ð maxpδp1qpQpy, zq, Qpy, xqq
9: Qpx, zq Ð maxpδp1qpQpy, zq, Qpx, zqq
10: Qpx, yq Ð 1Qpy, xq
11: Qpz, xq Ð 1Qpx, zq
12: end if
13: end for
14: end for
15: end for
The same observation can be made for h-transitivity, i.e. to generate the
h-transitive opening we can start from the h-transitive opening. An algo-
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rithm called HISTOReciproc is found by making the obvious adjustments in
PHISTOReciproc.
Algorithm 5.7 HISTOReciproc
1: Data: X, Q P QX
2: Result: QÐ qQh
3: QÐ qQh
4: for all x P X do
5: for all y P X do
6: for all z P X do
7: if pQpy, xq ¥ 1{2q ^ pQpx, zq ¥ 1{2q then
8: Qpy, xq Ð maxpδp1qpQpy, zq, Qpy, xqq
9: Qpx, zq Ð maxpδp1qpQpy, zq, Qpx, zqq
10: Qpx, yq Ð 1Qpy, xq
11: Qpz, xq Ð 1Qpx, zq
12: end if
13: end for
14: end for
15: end for
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Chapter 6
Conclusions and future
prospects
Designing a set-theoretical framework for reciprocal relations has allowed us
to study the conditions for the existence of transitive openings of these objects,
where we have focused on stochastic transitivity. When dealing with g-stochastic
transitivity, for a mapping g satisfying particular boundary conditions, the ex-
istence of g-stochastic closures in general, the case when all reciprocal relations
have such a closure, heavily depends on the mapping g satisfying a condition
closely related to left-continuity. The existence of openings, on the other hand,
is more dependent on whether or not a transitive subrelation exists, but right-
continuity also plays an important role. We were able to deduce general condi-
tions for the existence of openings by focusing on a collection of substructures,
rather than examining the structure of the set of all reciprocal relations as a
whole.
With our focus on the general case, we did not set out to examine any such
mapping in particular, apart from some illustrating examples. Someone inter-
ested in specific results concerning a particular type of stochastic transitivity
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will be able to use our theoretical results as a starting point. Moreover, these
theoretical results are not restricted to stochastic transitivity, but can be applied
to any other type of transitivity, such as cycle-transitivity or FG-transitivity,
or other properties that are relevant in the context of reciprocal relations, as it
was done in [1] for crisp and fuzzy relations.
A number of algorithms are provided that enable us to generate closures and
openings of a given reciprocal relation with regard to a given type of stochastic
transitivity. These were constructed from a mathematical point of view, mean-
ing that they provide a method which has been proven to be correct, but they
might not be very efficient. We imagine that quite some progress is possible
concerning the implementation and complexity of these algorithms.
Closures and openings can be regarded as theoretically optimal approxima-
tions of a given relation, with respect to a certain property. Another way of
finding an approximation could be to ignore any ordering of the class of rela-
tions, but to change all values individually until the adjusted relation satisfies
the given property. In such a setting, one could strive to find a distance op-
timal solution with respect to some chosen distance function. Although not
included in this work, we did some research in this direction, resulting in an
algorithm that generates a semi-optimal solution [32]. Two important problems
have arisen during these investigations. It became immediately clear that the
optimisation problem quickly becomes quite complex. More importantly, how-
ever, is a semantical question: how does one choose an appropriate definition for
the distance between reciprocal relations? Easy choices include the Euclidian
distance and its generalisations based on p-norms. However, such definitions
do not take into account the reciprocity of the considered relations. This leads
to the question whether there is any mapping satisfying the triangle inequality
that properly deals with reciprocity.
Classically, the existence of transitive closures is related to the composition
of relation, a result which again can be found in [1]. We have briefly investigated
whether this connection and corresponding properties can be translated to the
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context of reciprocal relations. This led us to define several possible variants for
the composition of reciprocal relation. As we did not look further into possible
properties resulting from these definitions, this leaves open another potentially
interesting path for further research.
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