A five-point one-step block method based on the Newton backward divided difference formulae for the solution of first-order delay differential equations is derived. The proposed block method will approximate the solutions of initial value problems at five points simultaneously using variable step size. The approximation of the delay term is calculated using Neville's interpolation. The block method will be formulated in terms of linear multistep method, but the method is equivalent to one-step method. The order of the block method will be discussed. The P-stability and Q-stability regions of the block method using Neville's interpolation for the delay term are presented for a fixed step size. Numerical results are given to show the efficiency of the proposed method and compared with the existing method.
Introduction
Delay differential equations (DDEs) are similar to ordinary differential equations (ODEs), but their evolution involves past values of the state variable. The solution of DDEs requires knowledge of not only the current state, but also of the state at a certain time previously. In this paper, we consider the numerical solution of first-order DDEs of the form:
where ϕ(x) is the initial function, τ (x, y(x)) is the lag function and y(x − τ (x, y(x))) is the solution of the delay term or commonly referred to as the delay term only. The lag function can be constant, time dependent where τ i = τ i (x) or state dependent, i.e. τ i = τ i (x, y(x)).
The study of series solutions of DDEs has attracted some of the best mathematical minds and has led to important developments in the theory of special analytic functions. Oberle and Pesh [14] solved the DDEs based on the well-known Runge-Kutta Fehlberg method where the retarded argument is approximated by an appropriate multipoint Hermite interpolation. In 2002, Ismail et al. [9] solved DDEs using embedded diagonally implicit Runge-Kutta (SDIRK) method and *Corresponding author. Email: zana_majid99@yahoo.com applied the Hermite interpolation to compute the delay terms. The same approach as in [14] is employed to calculate the delay term. Then, Ismail et al. [10] compared the numerical results of SDIRK based on Newton divided difference and In't Hout interpolations in solving first-order DDEs.
The idea to solve differential equations in block methods has been proposed by several authors such as Rosser [16] , Shampine and Watts [18] , Chartier [4] , Iavernaro and Mazzia [7] , Majid et al. [12] , Tian et al. [19] and; Majid and Suleiman [11] . Shampine and Watts [18] proposed an implicit block method for numerical solutions of first-order ODEs using the trapezoidal rule as predictor. While Majid et al. [12] proposed the 3-point implicit block methods for solving first-order ODEs. Tian et al. [19] have proposed a continuous block theta-methods for solving ordinary and DDEs.
Solving DDEs in the block method has been proposed by several researchers such as Tian et al. [19] , Zhang and Chen [23] , Ishak et al. [8] , San et al. [17] , Tian et al. [20] and Radzi et al. [15] . Recently, Tian et al. [20] have proposed a continuous block implicit hybrid one-step methods for solving ordinary and DDEs. Ishak et al. [8] implemented the predictor-corrector scheme based on the generalized multistep methods using variable order variable step size techniques to solve DDEs. The numerical results showed that the block method is more accurate compared with the one-point sequential method. Concurrently, Zhang and Chen [23] suggested a block boundary value method for the initial value problems of DDEs by adapting the numerical method for solving ODEs. While San et al. [17] have proposed a coupled block method for solving DDE of the retarded type.
The most common approach for solving Equation (1) is by adapting the numerical method for solving ODEs to solve DDEs. Mohamed et al. [13] employed the polynomial spline functions to approximate the solution of a system of first-order DDEs. Evans and Raslan [5] have extended the numerical method developed by Adomian [1] to solve the DDEs.
The aim of this paper is to introduce the five-point one-step block method of order 6 to solve DDEs presented as in the simple form as the multistep method, but the implementation is equivalent to the one-step method. The block method will be implemented using variable step size and the delay term will be approximated using Neville's interpolation.
Formulation of the method
In this section, the five-point one-step block method will be derived and the formulae are obtained by using the Newton backward difference formula. The proposed block method will consist of five approximating solutions, i.e. y n+1 , y n+2 , y n+3 , y n+4 and y n+5 at x n+1 , x n+2 , x n+3 , x n+4 and x n+5 , respectively. Those five points will be simultaneously computed in a block.
To approximate y n+1 , take x n+1 = x n + h and integrate
which is equivalent to
Then, we replace f (x, y) in Equation (3) with the polynomial interpolation P n+5 (x) as follows:
By replacing dx = hds and changing the limit of integration gives
where
Then, solving Equation (6) will produce the formulae for the first point as follows:
Now, taking x n+2 = x n+1 + h in Equation (4), replacing dx = h ds and changing the limit of integration from −4 to −3 gives
Again by solving Equation (8) will give the formula for the second point as follows:
The same process is applied to derive the next three points in the five-point one-step block method. The general formula of the one-step block method can be written as
where p is the number of points and r = 1, 2, . . . , p.
The values of coefficients β p,w for the five-point one-step block method are given in Table 1 .
The order of this developed method is identified by referring to [6] . By applying the formulae for the constants C p , the order and error constant of the method will be obtained. The formulae are defined by 
. . .
The method is order p if C 0 = C 1 = · · · = C p = 0, C p+1 = 0 where C p+1 is the error constant. Thus, by implementing as in Equation (11) the corrector formulae in Equation (10), we found that the order of the block method is six and the error constant is 
Numerical treatment of DDEs
In this paper, we solve DDEs by adapting the numerical solution for solving ODEs using the five-point one-step block method when applied to the following linear DDEs
is solved at the point x n+1 to x n+5 . The general form of the equation can be written as
where r = 1, 2, . . . , 5. The values of y n+1 to y n+5 are the approximation to y n+1 , y n+2 , y n+3 , y n+4 and y n+5 respectively, and z n+j is the approximation to y(x − τ ), the delay term which is obtained by Neville's interpolation. In the programme, the location of (x − τ ) is required because the calculation of the delay term depends on this location. The calculation of the delay term is done using six values of current x and y that are closer to the delay term. Then, the solutions of the delay term, z n+j are approximated using Neville's interpolation. However, in Equation (1), we may take z n+j = ϕ(x) whenever x n − τ ≤ 0. The type of interpolation used for a particular method should be tied in some way to the integration method in order to preserve the desired order of accuracy. If a higher order method is used to integrate the problem but linear interpolation is used to approximate the delayed variables, large errors can occur. In our case, the order of Neville's interpolation used to approximate is the same order as the method used. The solutions of DDEs can have discontinuities in their derivatives. These may affect the step size strategies and interpolation accuracy; therefore, if a discontinuity occurs the step size will be reduce to half.
Implementation of the method
The predictor-corrector scheme based on the generalized multistep method is implemented in the variable step size technique. In our coding, the Euler method is used to obtain the initial values of y. Then, the values of y n+1 to y n+5 are approximated using the corrector scheme, which is based on the Newton backward divided difference and the values are iterated to convergence by using the convergence criterion:
where s is the number of iterations.
In order to avoid uncontrolled increase in the step size, we only allow constant or doubling the step size. If the local truncation error (LTE) is smaller compared with the given tolerance, the step is considered a success.
Supposed that the integration step is accepted then the next step size, h next has to be selected. In the code, we only allow constant or doubling the step size. The estimates for the next step size are as follows:
where C = 0.8 is a safety factor and k + 1 is the order of the method. The purpose of having the safety factor is to avoid having too many rejected step. The test in Equation (15) will allow the step size to vary only by constant or doubling. The formula ( * ) is for doubling the step size and ( * * ) is to keep the step size remain the same. The step failure occurs when the LTE is larger than the chosen tolerance hence the code will reduce the step size by half. It is important that we control the error for the entire computing process of the code in order to avoid uncontrolled increase in the maximum error.
The errors calculated are defined as
where the error test specified as absolute, relative or mixed error test depends on the values of A and B. The test is absolute if A = 1 and B = 0 and relative when A = 0 and B = 1, while A = 1 and B = 1 correspond to the mix error test. In the code we used the mixed error test.
The local errors were controlled at the fifth point. It has shown in the running process that the method is more efficient when we control the error at the last point in the corrector scheme.
Stability of the method for solving DDEs
There are many concepts of stability of numerical methods when applied to DDE, depending on the test equation as well as the delay term involved. Al-Mutib [2] has introduced some definitions for the stability properties of the numerical methods for DDEs. Zhang [22] has focussed on the behaviour of implicit one-block methods for the numerical solution of systems of DDEs.
The most common test equation in the literature is the linear test equation of the form
and
where λ and μ are complex numbers. We consider a fixed step size x n = x 0 + nh, H 1 = hλ, H 2 = hμ and mh = τ , m ∈ I + . Such test equation has been used by Barwell [3] , Al-Mutib [2] and Zennaro [21] . Based on Equation (16), Barwell [3] introduced the following concepts of stability.
Definition 5.1 For a fixed step size h and λ, μ ∈ R in Equation (16), the region R P in the complex H 2 -plane is called the P-stability region if for any H 2 ∈ R P the numerical solution of (16) vanishes as x n → ∞.
Definition 5.2 For a fixed step size h and μ ∈ C in (17) , the region R Q in the complex H 2 -plane is called the Q-stability region if for any H 2 ∈ R Q , the numerical solution of Equation (17) vanishes as x n → ∞.
In this paper, we focused on finding the P-and Q-stability of the method using the test Equations (16) and (17) .
Fivepoint one-step block method:
Rewriting in the matrix form ⎡ 
The general form
where 
The elements of B i are the coefficients of the method itself. The P-and Q-stability polynomial is obtained by applying Equations (19)- (16) and (17) respectively where h = τ/m, m ∈ I + . Thus, the P-stability polynomial for the fivepoint block method, ψ(ς), is given by
and the Q-stability polynomial π(ς) is given by the determinant of
The P-and Qstability regions when m = 1 for fivepoint block method are shown in Figures 1  and 2 respectively. The P-stability region of the method lies inside the open-ended region given in Figure 1 . The Q-stability region in Figure 2 is symmetric about the real axis and the bounded region indicates that the method is suitable for solving non-stiff DDEs. 
Numerical results
In order to study the efficiency of the developed code, we present some numerical results for the following problems: Problem 1:
Solution:
τ (x) = x − ln(y(x)).
Solution:
y(x) =
x, 1≤ x ≤ e, exp x e , e ≤ x ≤ e 2 . Problem 3:
y(x) = sin(x).
Problem 4:
y (x) = cos(x)y(y(x) − 2) 0 ≤ x ≤ 10
Solution:
y(x) = sin(x) + 1.
The numerical results obtained when the problems are solved using five-point one-step block method using Neville's interpolation to approximate the delay term are given in Tables 2-5 . The numerical results in Tables 2-5 clearly indicate that 5PBVS performs better in terms of total number of steps compared with SDIRK(A), SDIRK(B), SDIRK(C) and CB (5, 6) . This is expected since 5PBVS approximates the solutions at five points simultaneously at each step. Furthermore, the total function calls for 5PBVS is less compared wiht SDIRK when solving all tested problems at all tolerances. Therefore, the computational costs at all tolerances obviously decrease when the code is implemented in 5PBVS. The maximum error is better when using 5PBVS except for Problem 3 where 5PBVS gives two or three order larger value of maximum error compared with SDIRK and CB (5, 6) , but still acceptable and within the given tolerance. The 5PBVS method gives less number of failed steps in most tested problems.
Conclusion
In this paper, we have proposed the five-point one-step block method which is suitable for solving DDEs. The block method has shown better numerical results in terms of total steps, function calls and maximum error at all tolerances.
Notations

TOL
the chosen tolerance STEP the number of successful steps FSTEP the number of failed steps FN number of function evaluations MAXE maximum error MTD method employed 5PBVS
implementation of the method that has been derived in this paper using Neville's interpolation SDIRK(A) implementation of the SDIRK method (4,5) in (5, 6) implementation of coupled block method of order five and six using divided difference interpolation in San et al. [17] 
