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Abstract
We present bounds of discrete Green functions in the energy norm
for the standard (or modified) streamline diffusion finite element method
(SDFEM) on Shishkin triangular meshes.
1 Problem
We consider the singularly perturbed boundary value problem
´ε∆u` b ¨∇u` cu “ f in Ω “ p0, 1q2,
u “ 0 on BΩ, (1.1)
where ε ! |b| is a small positive parameter, b “ pb1, b2qT is a constant vector
with b1 ą 0, b2 ą 0 and c ą 0 is constant. It is also assumed that f is sufficiently
smooth. The solution of (1.1) typically has two exponential layers of width
Opε lnp1{εqq at the sides x “ 1 and y “ 1 of Ω.
2 The SDFEM on Shishkin meshes
2.1 Shishkin meshes
When discretizing (1.1), we use Shishkin meshes, which are piecewise uniform.
See [5, 7, 2] for a detailed discussion of their properties and applications.
First, we define two mesh transition parameters, which are to be used to
specify the mesh changes from coarse to fine in x´ and y´direction,
λx :“ min
"
1
2
, ρ
ε
β1
lnN
*
and λy :“ min
"
1
2
, ρ
ε
β2
lnN
*
,
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where β1 and β2 are defined as in [3, Assumption 2.1]. For technical reasons, we
set ρ “ 2.5 in our analysis which is the same as ones in [9] and [8]. The domain
Ω is dissected into four parts as Ω¯ “ Ωs YΩx YΩy YΩxy (see Figure 1), where
Ωs :“ r0, 1´ λxs ˆ r0, 1´ λys , Ωx :“ r1´ λx, 1s ˆ r0, 1´ λys ,
Ωy :“ r0, 1´ λxs ˆ r1´ λy, 1s , Ωxy :“ r1´ λx, 1s ˆ r1´ λy, 1s .
Assumption 1. We assume that ε ď N´1, as is generally the case in practice.
Furthermore we assume that λx “ ρεβ´11 lnN and λy “ ρεβ´12 lnN as otherwise
N´1 is exponentially small compared with ε.
Next, we define the set of mesh points tpxi, yjq P Ω : i, j “ 0, ¨ ¨ ¨ , Nu
xi “
"
2ip1´ λxq{N for i “ 0, ¨ ¨ ¨ , N{2,
1´ 2pN ´ iqλx{N for i “ N{2` 1, ¨ ¨ ¨ , N
and
yj “
"
2jp1´ λyq{N for j “ 0, ¨ ¨ ¨ , N{2,
1´ 2pN ´ jqλy{N for j “ N{2` 1, ¨ ¨ ¨ , N .
By drawing lines through these mesh points parallel to the x-axis and y-axis
the domain Ω is partitioned into rectangles. Each rectangle is divided into
two triangles by drawing the diagonal which runs from pxi, yj`1q to pxi`1, yjq.
This yields a triangulation of Ω denoted by TN (see Fig. 1). The mesh sizes
hx,i :“ xi`1 ´ xi and hy,j :“ yj`1 ´ yj satisfy
hx,i “
$’’&
’’%
Hx :“ 1´ λx
N{2 for i “ 0, ¨ ¨ ¨ , N{2´ 1,
hx :“ λx
N{2 for i “ N{2, ¨ ¨ ¨ , N ´ 1
2
and
hy,j “
$’’&
’’%
Hy :“ 1´ λy
N{2 for j “ 0, ¨ ¨ ¨ , N{2´ 1,
hy :“ λy
N{2 for j “ N{2, ¨ ¨ ¨ , N ´ 1.
The mesh sizes hx,i and hy,j satisfy
N´1 ď Hx, Hy ď 2N´1 and C1εN´1 lnN ď hx, hy ď C2εN´1 lnN.
For convenience, we shall use some notations: K1i,j for the mesh triangle
with vertices pxi, yjq, pxi`1, yjq and pxi, yj`1q; K2i,j for the mesh triangle with
vertices pxi, yj`1q, pxi`1, yjq and pxi`1, yj`1q (see Fig. 2); τ or K for a generic
mesh triangle.
2.2 The streamline diffusion finite element method
On the above Shishkin meshes we define a C0 linear finite element space
V N :“ tvN P CpΩ¯q : vN |BΩ “ 0 and vN |K P P1pKq, @K P TNu.
Now we are in a position to state the standard SDFEM for (1.1) which reads:$&
%
Find uN P V N such that for all vN P V N ,
aSDpuN , vN q “ pf, vN q `
ÿ
KĂΩ
pf, δKb ¨∇vN qK , (2.1)
where
aSDpuN , vN q “εp∇uN ,∇vN q ` pb ¨∇uN , vN q ` pcuN , vN q
`
ÿ
KĂΩ
p´ε∆uN ` b ¨∇uN ` cuN , δKb ¨∇vN qK .
Note that ∆puN |Kq “ 0 for uN |K P P1pKq. Following usual practice [7], the
parameter δK :“ δ|K is defined as follows
δ :“ δpx, yq “
"
C˚N´1 if px, yq P Ωs,
0 otherwise,
(2.2)
where C˚ is referred to [7, Lemma 3.25].
We set
b :“
b
b2
1
` b2
2
, β :“
ˆ
b1
b2
˙
{b, η :“
ˆ´b2
b1
˙
{b and vζ :“ ζT∇v
for any vector ζ of unit length. By an easy calculation one shows that
p∇w,∇vq “ pwβ , vβq ` pwη, vηq.
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We rewrite (2.1) as
εpuNβ , vNβ q ` εpuNη , vNη q ` pbuNβ ` uN , vN q `
ÿ
KĂΩ
pbuNβ ` cuN , δKbvNβ qK
“ pf, vN q `
ÿ
KĂΩ
pf, δKbvNβ qK .
For technical reasons in the later analysis, we increase the crosswind diffu-
sion(see [1, 4, 6]) by replacing εpuNη , vNη q by εˆpuNη , vNη q where ε ď εˆ ď N´1 and
εˆ is constant on each of subdomains including Ωs,ΩzΩs. For convenience, we
denote εˆ|Ωsby εˆs. We will consider two cases: (1) εˆ “ ε; (2) εˆ defined as in [3,
pg 463], that is
εˆ “
"
ε˜ if x P Ωs,
ε if x P ΩzΩs
where ε˜ :“ max `ε,N´3{2˘.
We now state a streamline diffusion method with artificial crosswind diffusion
(ACD), also called a modified SDFEM:#
Find uN P V N such that for all vN P V N
aMSDpuN , vN q “ pf, vN ` δbvNβ q,
with
aMSDpuN , vN q :“εpuNβ , vNβ q ` εˆpuNη , vNη q ` pbuNβ ` uN , vN q
`
ÿ
KĂΩ
pbuNβ ` uN , δKbvNβ qK . (2.3)
Finally, we define a special energy norm associated with aMSDp¨, ¨q:
}vN}2MSD :“ ε}vNβ }2 ` εˆ}vNη }2 ` }vN }2 `
ÿ
KĂΩ
δK}bvNβ }2K , @vN P V N .
For brevity, we often write εpuNβ , vNβ q`
ř
KĂΩ
pbuNβ , δK bvNβ qK as pε`b2δqpuNβ , vNβ q.
3 The discrete Green function
Let x˚ be a mesh node in Ω. The discrete Green’s function G P V N associated
with x˚ is defined by
aMSDpvN , Gq “ vN px˚q @vN P V N . (3.1)
The weight function ω is defined by
ωpxq :“ g
ˆ px´ x˚q ¨ β
σβ
˙
g
ˆ px´ x˚q ¨ η
ση
˙
g
ˆ
´px´ x
˚q ¨ η
ση
˙
4
where
gprq “ 2
1` er for r P p´8,8q.
Now, we are to derive a global estimate on G in the weighted energy norm
~G~2ω :“ε}ω´1{2Gβ}2 ` εˆ}ω´1{2Gη}2 `
b
2
}pω´1q1{2β G}2 (3.2)
` c}ω´1{2G}2 `
ÿ
K
b2δK}ω´1{2Gβ}2K .
From (2.3) and (3.2), we have
~G~2ω “aMSDpω´1G,Gq ´ εppω´1qβG,Gβq ´ εˆppω´1qηG,Gηq (3.3)
´
ÿ
K
pbpω´1qβG` cω´1G, δK bGβqK .
Considering (3.1) we also have
aMSDpω´1G,Gq “ aMSDpE,Gq ` aMSDppω´1GqI , Gq
“ aMSDpE,Gq ` pω´1Gqpx˚q
(3.4)
where E :“ ω´1G´ pω´1GqI .
Lemma 3.1. If
σβ ě kpε` δM q and ση ě kεˆ1{2M , (3.5)
where δM :“ maxxPΩ δ and εˆM :“ maxxPΩ εˆ, then for k ą 1 sufficiently large
and independent of N and ε, we have
aMSDpω´1G,Gq ě 1
4
~G~2ω.
Proof. Ho¨lder inequalities, Cauchy inequalities and [3, Lemma 4.1] give
pε` b2δq ˇˇppω´1qβG,Gβqˇˇ
ďCε1{2σ´1{2β }pω´1q1{2β G} ¨ ε1{2}ω´1{2Gβ}
`
ÿ
K
Cbδ
1{2
K σ
´1{2
β }pω´1q1{2β G}K ¨ bδ1{2K }ω´1{2Gβ}K
ď1
2
ε}ω´1{2Gβ}2 ` Cεσ´1β }pω´1q1{2β G}2 `
1
4
ÿ
K
b2δK}ω´1{2Gβ}2K
` C
ÿ
K
δKσ
´1
β }pω´1q1{2β G}2
ď1
2
ε}ω´1{2Gβ}2 ` 1
4
ÿ
K
b2δK}ω´1{2Gβ}2K ` Cpε` δqσ´1β }pω´1q1{2β G}2.
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Similarly, we have
εˆ
ˇˇppω´1qηG,Gηqˇˇ ď Cεˆ1{2σ´1η ¨ }ω´1{2G} ¨ εˆ1{2}ω´1{2Gη}
ď 1
2
εˆ}ω´1{2Gη}2 ` 1
2
Cεˆσ´2η c}ω´1{2G}2
and ÿ
K
pcω´1G, δK bGβqK ď
ÿ
K
c1{2δ
1{2
K c
1{2}ω´1{2G}K ¨ bδ1{2K }ω´1{2Gβ}K
ď 1
4
c}ω´1{2G}2 `
ÿ
K
cδK ¨ b2δK}ω´1{2Gβ}2K
ď 1
4
c}ω´1{2G}2 ` 1
2
ÿ
K
b2δK}ω´1{2Gβ}2K .
If (3.5) holds true and k is taken sufficiently large and independent of N and
ε, then we have
pε`b2δq|ppω´1qβG,Gβq|`ε|ppω´1qηG,Gηq|`
ÿ
K
|pcω´1G, δK bGβqK | ď 3
4
~G~2ω.
Considering (3.3), we are done.
Lemma 3.2. If 1 ě σβ ě kpε` δM q, with k ą 0 sufficiently large and indepen-
dent of N and ε. Then for each mesh point x˚ P ΩzΩxy, we haveˇˇpω´1Gqpx˚qˇˇ ď 1
16
~G~2ω `
"
CN2σβ if x
˚ P Ωs
CN lnN if x˚ P Ωx Y Ωy
where C is independent of N , ε and x˚.
Proof. First let x˚ P Ωs. Let τ˚ be the unique triangle that has x˚ as its
north-east corner. Thenˇˇpω´1Gqpx˚qˇˇ ď CN}G}τ˚ ď CNmax
τ˚
ˇˇˇ
pω´1q´1{2β
ˇˇˇ
¨ }pω´1q1{2β G}τ˚.
Calculating pω´1q´1β pxq explicitly, we see that
pω´1q´1β pxq ď Cσβ @x P τ˚.
Thus the arithmetic-geometric mean inequality givesˇˇpω´1Gqpx˚qˇˇ ď CN2σβ ` 1
16
~G~2ω.
Next, let x˚ P Ωx. (The case x˚ P Ωy is similar.) Write x˚ “ pxi, yjq. Then
ˇˇpω´1Gqpx˚qˇˇ “ |Gpx˚q| “ ˇˇˇˇ
ż 1
xi
Gxpt, yjqdt
ˇˇˇ
ˇ ď CH´1y
ż 1
xi
ż yj`1
yj
|Gxpt, yq| dydt
ď CNpε lnN ¨N´1q1{2}Gx}Ωx ď CN1{2 ln1{2N~G~
ď CN lnN ` 1
16
~G~2ω.
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Thus, we are done.
Lemma 3.3. If
pε` b2δq1{2}ω1{2Eβ} ` εˆ1{2}ω1{2Eη} ` δ´1{2s }ω1{2E}Ωs
` ε´1{2}ω1{2E}ΩzΩs ď Ck´1{2~G~ω.
(3.6)
where k ą 1 sufficiently large and independent of N and ε, then
aMSDpE,Gq ď 1
16
~G~2ω
where E “ pω´1GqI ´ ω´1G.
Proof. Ho¨lder inequality gives
|aMSDpE,Gq| ďpε` b2δq1{2}ω1{2Eβ} ¨ pε` b2δq1{2}ω´1{2Gβ}
` εˆ1{2}ω1{2Eη} ¨ εˆ1{2}ω´1{2Gη}
` C}ω1{2E} ¨ }ω´1{2Gβ} ` }ω1{2E} ¨ }ω´1{2G}.
ď 1
16
~G~2ω, apply (3.6) and take k sufficiently large.
Set hτ “ maxthx,τ , hy,τu. For @τ P TN we have
}ω1{2E}τ ď Cpmax
τ
ωq1{2 ¨ h2τ
`}pω´1Gqββ}τ ` }pω´1Gqβη}τ ` }pω´1Gqηη}τ˘
and
}ω1{2Eβ}τ ď Cpmax
τ
ωq1{2 ¨ hτ
`}pω´1Gqββ}τ ` }pω´1Gqβη}τ ` }pω´1Gqηη}τ˘ ,
}ω1{2Eη}τ ď Cpmax
τ
ωq1{2 ¨ hτ
`}pω´1Gqββ}τ ` }pω´1Gqβη}τ ` }pω´1Gqηη}τ˘ ,
where we have used [3, Corollary 3.1]. Clearly, the following estimate holds
}pω´1Gqββ}τ ` }pω´1Gqβη}τ ` }pω´1Gqηη}τ
ďC `}pω´1qββG}τ ` }pω´1qβGβ}τ˘
` C `}pω´1qβηG}τ ` }pω´1qβGη}τ ` }pω´1qηGβ}τ˘
` C `}pω´1qηηG}τ ` }pω´1qηGη}τ˘ .
Set αω :“ pmin
τ
ωq´1{2. Lemma 4.1 in [3] yields
}pω´1qββG}τ ď Cαω ¨ σ´3{2β ¨ }pω´1q1{2β G}τ ,
}pω´1qβGβ}τ ď Cαω ¨ σ´1β ¨ }ω´1{2Gβ}τ ,
}pω´1qβηG}τ ď Cαω ¨ σ´1{2β σ´1η ¨ }pω´1q1{2β G}τ ,
}pω´1qηGβ}τ ď Cαω ¨ σ´1η ¨ }ω´1{2Gβ}τ ,
}pω´1qηηG}τ ď Cαω ¨ σ´2η ¨ }ω´1{2G}τ .
(3.7)
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Similarly, for τ Ă Ωs we have
}pω´1qηGη}τ ď Cαω ¨
#
σ´1η N ¨ }ω´1{2G}τ if εˆs ď N´2
σ´1η εˆ
´1{2
s ¨ εˆ1{2s }ω´1{2Gη}τ if εˆs ě N´2
(3.8)
and for τ Ă ΩzΩs
}pω´1qηGη}τ ď Cαω ¨ ε´1{2σ´1η ¨ ε1{2}ω´1{2Gη}τ . (3.9)
For τ Ă Ωs, we have
}pω´1qβGη}τ ď Cmax
τ
pω´1qβ ¨ }Gη}τ ď Cmax
τ
pω´1qβ ¨N ¨ }G}τ
ď CN
´
max
τ
pω´1qβ
¯1{2 ´
min
τ
pω´1qβ
¯1{2
¨ }G}τ
ď Cαω ¨Nσ´1{2β ¨ }pω´1q1{2β G}τ (3.10)
where we have used [3, Lemma 4.1 (vii)]. For τ Ă ΩzΩs, we have
}pω´1qβGη}τ ď Cαω ¨ ε´1{2σ´1β ¨ ε1{2}ω´1{2Gη}τ . (3.11)
Set
σηpεˆq “
"
σ´1η N if εˆs ď N´2
σ´1η εˆ
´1{2
s if εˆs ě N´2 . (3.12)
From (3.7)–(3.11) and [3, Lemma 4.1 (iii)], we have
}ω1{2E}Ωs `N´1
´
}ω1{2Eβ}Ωs ` }ω1{2Eη}Ωs
¯
ďCN´2`σ´3{2β ` σ´1β δ´1{2s ` σ´1{2β σ´1η ` σ´1η δ´1{2s ` σ´2η ` σηpεˆq ` σ´1{2β N˘~G~ω,Ωs
}ω1{2E}ΩzΩs `N´1
´
}ω1{2Eβ}ΩzΩs ` }ω1{2Eη}ΩzΩs
¯
(3.13)
ďCN´2`σ´3{2β ` σ´1β ε´1{2 ` σ´1{2β σ´1η ` σ´1η ε´1{2 ` σ´2η ˘~G~ω,ΩzΩs .
To make sure that (3.6) holds, we should have
}ω1{2Eβ}Ωs ď Ck´1{2pε` δsq´1{2~G~ω,Ωs , (3.14)
}ω1{2Eη}Ωs ď Ck´1{2εˆ´1{2s ~G~ω,Ωs , (3.15)
}ω1{2Eβ}ΩzΩs ` }ω1{2Eη}ΩzΩs ď Ck´1{2ε´1{2~G~ω,ΩzΩs , (3.16)
}ω1{2E}Ωs ď Ck´1{2δ1{2s ~G~ω,Ωs , (3.17)
and
}ω1{2E}ΩzΩs ď Ck´1{2ε1{2~G~ω,ΩzΩs . (3.18)
To ensure that (3.14) holds true, we can set
σβ ě kN´1,
ση ě kN´3{4, ση ě σ˚η :“
#
kN´1{2 if εˆs ď N´2
kεˆ
´1{2
s N
´3{2 if εˆs ě N´2
.
(3.19)
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Assume that (3.19) holds true, then (3.14)–(3.17) hold and we have
}ω1{2E}ΩzΩs ď Ck´1ε´1{2N´1~G~ω. (3.20)
Next, we are to obtain sharper bounds for }ω1{2E}ΩzΩs . Following the tech-
niques of (see [3, Lemma 4.4]), we have
pω1{2Eqpxq “
ż Γpxq
x
pω1{2Eqηds (3.21)
where x P ΩzΩs, Γpxq P BΩ satisfies px ´ Γpxqq ¨ β “ 0 and the following
condition:
|x´ Γpxq| “ min
y
|x´ y|,where y P BΩ and px´ yq ¨ β “ 0,
From (3.21), we have
}ω1{2E}2ΩxYΩxy “
ż 1
1´λx
ż 1
0
«ż Γpxq
x
pω1{2Eqηds
ff2
dydx
ď Cλ2x
!
}pω1{2qηE}2ΩzΩs ` }ω1{2Eη}2ΩzΩs
)
ď Cε2 ln2N
´
σ´2η }ω1{2E}2ΩzΩs ` }ω1{2Eη}2ΩzΩs
¯
.
Similar argument holds for Ωy. Thus, we have
}ω1{2E}2
ΩzΩs
ď Cε2 ln2N
´
σ´2η }ω1{2E}2ΩzΩs ` }ω1{2Eη}2ΩzΩs
¯
. (3.22)
To make sure that (3.18) holds, according to (3.22) the following estimates
should hold
ε2 ln2Nσ´2η }ω1{2E}2ΩzΩs ď Ck´1ε~G~2ω,ΩzΩs
}ω1{2Eη}2ΩzΩs ď Ck´1ε´1 ln´2N~G~2ω,ΩzΩs (3.23)
From (3.23) and (3.20), we can set
σβ ě kN´1 lnN, ση ě kN´1 lnN, ση ě kε1{4N´1{2 ln1{2N. (3.24)
Assume that (3.19) and (3.24) hold true, substituting (3.20) and (3.23) into
the right-hand side of (3.22), we have
}ω1{2E}2
ΩzΩs
ď Ck´1ε~G~2ω. (3.25)
Thus, we have the following lemma.
9
Lemma 3.4. Assume that σβ and ση satisfy (3.19) and (3.24), where k ą 1
sufficiently large and independent of N and ε, then we have
}ω1{2E}Ωs ď Ck´1{2N´1{2~G~ω,Ωs ,
}ω1{2E}ΩzΩs ď Ck´1{2ε1{2~G~ω,ΩzΩs
and
}ω1{2Eβ}Ωs ` }ω1{2Eη}Ωs ď Ck´1{2N1{2~G~ω,Ωs ,
}ω1{2Eβ}ΩzΩs ` }ω1{2Eη}ΩzΩs ď Ck´1{2ε´1{2 ln´1N~G~ω,ΩzΩs .
Theorem 1. Assume that σβ and ση satisfy (3.5), (3.19) and (3.24), where k
is chosen so that Lemmas 3.1, 3.2 and 3.3 hold. Then for x˚ P ΩzΩxy, we have
}G}MSD ď
?
8~G~ω ď
#
CNσ
1{2
β if x
˚ P Ωs
CN1{2 ln1{2N if x˚ P Ωx Y Ωy
Proof. The readers are referred to [3, Theorem 4.1] for the estimate }G}MSD ď?
8~G~ω. Considering (3.3), (3.4) and Lemmas 3.1–3.3, we obtain
1
4
~G~2ω ďaMSDpω´1G,Gq “ aMSDpE,Gq ` pω´1Gqpx˚q
ď1
8
~G~2ω `
"
CN2σβ if x
˚ P Ωs
CN lnN if x˚ P Ωx Y Ωy .
Thus we are done.
From (3.5), (3.19) and (3.24) we have
σβ ě kN´1 lnN, ση ě kmaxtεˆ1{2M , N´3{4, σ˚η , N´1 lnN, ε1{4N´1{2 ln1{2Nu
where σ˚η “
#
kN´1{2 if εˆs ď N´2
kεˆ
´1{2
s N
´3{2 if εˆs ě N´2
. Note that if N ě 4, then N1{2 ě lnN
and
N´1{2 ě N´1 lnN, N´1{2 ě ε1{4N´1{2 ln1{2N for N ě 4.
Now, we consider the case of εˆ “ ε. Clearly, εˆM “ εˆs “ ε.
• If ε ď N´2, then σ˚η “ kN´1{2 and we have
N´1{2 ě ε1{2, N´1{2 ě N´3{4,
N´1{2 ě N´1 lnN for N ě 4,
N´1{2 ě ε1{4N´1{2 ln1{2N for N ě 4.
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• If N´2 ă ε ď N´3{2, then σ˚η “ kε´1{2N´3{2 and we have
ε´1{2N´3{2 ě ε1{2, ε´1{2N´3{2 ě N´3{4.
It means that ση ě kmaxtε´1{2N´3{2, N´1 lnN, ε1{4N´1{2 ln1{2Nu. Note
that if N´2 ă ε ď N´3{2,
N´1{2 ą ε´1{2N´3{2
N´1{2 ą N´1 lnN for N ě 4,
N´1{2 ą ε1{4N´1{2 ln1{2N for N ě 4.
• If N´3{2 ă ε ď N´1, then σ˚η “ kε´1{2N´3{2 and we have
ε1{2 ě ε´1{2N´3{2, ε1{2 ě N´3{4.
It means that ση ě kmaxtε1{2, N´1 lnN, ε1{4N´1{2 ln1{2Nu. Note that if
N´3{2 ă ε ď N´1,
N´1{2 ą ε1{2
N´1{2 ą N´1 lnN for N ě 4,
N´1{2 ą ε1{4N´1{2 ln1{2N for N ě 4.
These mean that in the case of εˆ “ ε we can set ση ě kN´1{2.
If εˆ “
"
ε˜ if x P Ωs,
ε otherwise,
where ε˜ :“ max `ε,N´3{2˘. Clearly, εˆM “ εˆs “ ε˜.
Note that σ˚η “ kε˜´1{2N´3{2 for εˆs ě N´3{2.
• If ε ď N´3{2, then εˆM “ ε˜ “ N´3{2 and we have
εˆ
1{2
M “ ε˜1{2 “ N´3{4, ε˜´1{2N´3{2 “ N´3{4.
It means that ση ě kmaxtε˜1{2, N´1 lnN, ε1{4N´1{2 ln1{2Nu. Note that
ε˜1{2 ln1{2N ą N´1 lnN for N ě 4,
ε˜1{2 ln1{2N ą ε1{4N´1{2 ln1{2N for N ě 4.
• If N´3{2 ă ε ď N´1, then ε˜ “ ε ą N´3{2 and we have
ε˜1{2 ą ε´1{2N´3{2,
ε˜1{2 ln1{2N ě N´1 lnN for N ě 4
ε˜1{2 ln1{2N ě ε1{4N´1{2 ln1{2N for N ě 4
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These mean that we can take ση ě kε˜1{2 ln1{2N .
From the above derivations, we have the following remark.
Remark 3.1. If we set εˆ “ ε, we can take
σβ “ kN´1 lnN, ση “ kN´1{2.
If we set εˆ as in [3, pg 463], i.e.,
εˆ “
"
ε˜ if x P Ωs,
ε otherwise,
where ε˜ :“ max `ε,N´3{2˘, we can define
σβ “ kN´1 lnN, ση “ kε˜1{2 ln1{2N.
It seems that the definition of σβ in [3] is not proper.
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