Logistic regression is a widely used method in several fields. When applying logistic regression to imbalanced data, for which majority classes dominate over minority classes, all class labels are estimated as "majority class." In this article, we use an F-measure optimization method to improve the performance of logistic regression applied to imbalanced data. While many F-measure optimization methods adopt a ratio of the estimators to approximate the F-measure, the ratio of the estimators tends to have more bias than when the ratio is directly approximated. Therefore, we employ an approximate F-measure for estimating the relative density ratio. In addition, we define a relative F-measure and approximate the relative F-measure. We show an algorithm for a logistic regression weighted approximated relative to the F-measure. The experimental results using real world data demonstrated that our proposed method is an efficient algorithm to improve the performance of logistic regression applied to imbalanced data.
Introduction
Class imbalanced data are data for which the ratio of class labels is imbalanced, such as 2:8 or 1:9. Given the development of the various sophisticated techniques for data acquisition, the amount of imbalanced data has been increasing. A classifier trained by imbalanced data tends to predict that all objects belong to the "majority class." This problem occurs because of the assumption of the classifier. Many classification methods implicitly assume that the proportion of class labels is 5:5. To solve this problem, there are three approaches, which can be ultimately considered variations of the weighting method.
The first approach is the sampling method. To uniformize class balance, we undersample large class objects and oversample small class objects. The most common method is the synthetic minority over-sampling technique (SMOTE), proposed by Chawla et al. [3] . The second approach is the cost-sensitive method. Under this method, the cost is given for the class misclassifications of each object. In class imbalanced classification problems, costs are given as reciprocal of the number of classes. Bahnsen et al. proposed cost-sensitive logistic regression for credit scoring [1] .
The final approach is changing the misclassification criteria. Accuracy is the most widely used criteria for classification tasks. If we use accuracy for a classifier that predicts all subjects as majority class for 1:9 data, it will be 0.9. In this case, we often use the receiver operating characteristics (ROC) curve and F-measure [12] . In this method, such as the area under the ROC curve [2] and the F-measure [10] . The F-measure is commonly used for classification and is defined as the harmonic mean between precision and recall, calculated as the ratio of score and class. However, optimizing the F-measure is often difficult because of its non-convexity. Therefore, many methods of approximating the F-measure have been proposed to solve the optimization problem.
Depending on the approximation method, the F-measure is treated differently. One method is using the F-measure as an error function. For example, Jansche [6] proposed using logistic regression to maximize the approximated F-measure. Similarly, Liu et al. [7] suggested minimizing the approximated log F-measure. The model proposed by Liu et al. [7] is linear, which is similar to a logistic regression model, and uses L1 and L2 regularization. Another method is to use an approximated F-measure is as a regularization term. For example, Musicant et al. [8] proposed a support vector machine (SVM) using the F-measure, in which the approximated F-measure is included as a regularization term in the error function of a standard SVM. Chinta et al. [4] recommended an SVM for maximizing the F-measure and feature selection simultaneously by using three regularized terms: one based on L p regularization and the other two based on the F-measure. Ye et al. [9] reported theoretical results for the optimization of the F-measure.
Whether the approximated F-measure is used as an error function or regularization term, its actual approximation is often challenging. Specifically, the F-measure is often approximated by estimating the score and label and, then, taking the ratio of those parameters. However, as pointed out by Huang et al. [5] , using the ratio of the estimated score and label as an approximation of the F-measure yields more bias than directly approximating the ratio.
In this article, we thus propose using the relative density ratio [13] as a direct approximation of the Fmeasure. Additionally, we propose an algorithm for F-measure maximization in the logistic regression model, in which the approximated F-measure we consider as a density ratio is alternatively estimated by using the concept of weighted importance [11] . Although we focus on logistic regression and binary classification, the concept of our algorithm is useful not only for linear discriminant analyses but also nonlinear discriminant analyses. Moreover, it is easy to expand binary classifications to multi-class and multi-label classifications.
Relevant Background
Assume we are given dataset
, and y i ∈ {0, 1}. Let input vector x = (x 1 , x 2 , ..., x d ) ⊤ and class label y be binary (i.e., y can be either 1 or 0).
Logistic Regression
Probability y = 1 can be modeled as follows, given x:
where
∼ B(1, p i ), the likelihood function can be written as
We can define the error function by taking the negative logarithm of likelihood, which gives a cross-entropy error function L(β) of the following form:
Parameter β in the model is determined so that L λ , a regularized cross-entropy error function, is minimized.
where penalty term λ β ||β|| 2 is included for regularization purposes and λ β (≥ 0) denotes the regularization parameter. 
F-measure
In a binary classification, an instance is mapped into one of two classes: positive (y = 1) or negative (y = 0). Table 1 summarizes these outcomes and their notation. The number of positive instances is n p = TP + FN. Similarly, the number of negative instances is n n = FP + TN. We also define precision as follows:
Similarly, recall is defined as
Precision (Equation 3) denotes the ratio of the number of true positive (TP) and that of predicted positive instances m p . Similarly, the recall (Equation 4) denotes ratio TP and number of positive instance n p . The F-measure is defined as
This F-measure denotes the harmonic mean of the precision and recall. Similarly, the α-relative F-measure is defined as
where 0 ≤ α ≤ 1. The relative F-measure denotes the α-weighted harmonic mean of the precision and recall. When α = 1/2, F α is equivalent to F .
Proposed Method
Here, we present the method developed for imbalanced data learning. We can approximate the α-relative F-measure (Equation 6) with the α-relative density ratio (Equation 8). Weight w α (x) maps the α-relative F-measure. When α = 0.5, the weight w α (x) is mapped onto the F-measure. Using our method, we can estimate β with a weighted cross-entropy error function to obtain the following optimization problem:
whereŵ
The weighted cross-entropy error function ( Equation 7) is convex and its analytical solution is the global solution.
Assume we are given independent and identically distributed(i.i.d.) samples {y i } n i=1 from a one-dimensional distribution P y with density f y (p) and i.i.d. samples {p i } n i=1 from the one-dimensional distribution P p with density f p (p):
For
Let weight w α (p) be the α-relative weight of f p (p) and f y (p):
The relative F-measure is given as
Ideally, because of FN = 0, we can approximate TP by m p , and F α is approximated by:
We need to predict the label to obtain m p . In order to predict the label, we need a prediction model. We can approximate m p by f p (p) and approximate n p by f y (p). Then, F α is approximated by:
Weight w(p) denotes the divergence between the true label and model. The weight can then be modeled as
where K(p, p i ) is a kernel basis function. In this case, we use the Gaussian kernel:
where σ(> 0) is the kernel width. Parameter α adjusts the model as non-parametric or parametric. When α = 1, because of w(p) = 1, this method is equivalent to a logistic regression. This is the full parametric model. On the other hand, when α = 0, this is a non-parametric model. When α = 0.5, the F-measure is approximated by w(p). We can estimate θ via the relative unconstrained least-squares importance fitting(RuLSIF; Yamada et al., 2013 [13] ), to minimize the following objective function:
The tuning parameter σ and λ θ can be optimized via cross-validation.
and True Label {yi}
Output: Parameter Vector β β = minimize CrossEntropy({xi}
Experiment
We compare the proposed method, whose α was set to 0.5, with L2 regularized logistic regression, L2 regularized logistic regression via SMOTE [3] , L2 regularized logistic regression via cost-sensitive method [1] and Janche's model by the area under the curve (AUC) of the testing data. AUC is defined as follows:
where I(·) is an indicator function.
To tune the hyper-parameters of the proposed method and L2 regularized logistic regression, we used grid search. Specifically, we set the range of penalty terms λ θ and λ β to {0.01, 0.1, 1, 10}, the range of σ for the Gaussian kernel to {0.01, 0.1, 1, 10}, and the range of the number of variables to {1, 2, · · · , d}. We selected the best AUC performance hyper-parameters by five-fold cross-validation. Table 2 gives an overview of the datasets. We used two types of datasets to evaluate performance: one with a data ratio of 2:1 between majority and minority class labels and one with a ratio of 9:1. The Yeast 1 dataset was taken from the UCI Repository of Machine Learning Databases at http://www.ics.uci.edu/~mlearn/ MLRepository.html and the Oil dataset from Open ML (https://openml.org/). We first eliminated objects with NA observations. Then, the datasets were randomly divided into training and testing data. The ratio of the number of objects in the training and testing datasets was 7:3. The data were then normalized with a zero mean and standard deviation. Tables 3, 4 , and 5 respectively show the mean and standard deviation of AUC score, F-measures, and accuracy. From table 3, SMOTE has good performance in terms of AUC. From table 4, the proposed method shows a good performance by the F-measure. Finally, from table 5, logistic regression has the highest accuracy score for the Oil dataset. This proves the proposed method has the highest F-measure, meaning we could obtain better discriminant result by using the F-measure. 1, 0, −1, −1, 1, −2, 0, 0, 0, 0) 0.37 Setting 3 (1, 0, 0, 0, 0, 0, 0, −1, 2, 0) 0.64 Setting 4 (0, 0, 0, −1, 2, 0, 0, 0, 0, 0) 0.50 Setting 5 (−4, 0, 0, 0, 2, 0, 0, 0, 0, 0) 0.06 Setting 6 (4, 0, 0, 3, 0, 0, 0, 0, 0, 0) 0.88
Real Data Example

Numerical Example
We created the synthetic data as follows.
∼ B(1, p i ) Table 6 shows the setting of the true β and positive case ratio for each dataset. Test data were also created under these settings. Table 7 shows the AUCs for the numerical example. SMOTE has the best performance under settings 3, 5, and 6. On the other hand, the proposed method's best performance is under settings 1, 2, and 4. For class imbalanced data, SMOTE shows good performance from the perspective of AUC. Table 8 presents the F-measures for the numerical example. The proposed method has the best performance of all settings. As such, for class imbalanced data, the proposed method shows good performance from the perspective of using the F-measure. Table 9 gives the accuracy for the numerical example, with the proposed method and logistic regression having the best performances.
However, from Tables 7 and 8 , the proposed method is not better at estimating the probability ofp as it has better performance for discrimination, but not AUC scores.
Conclusions
In this article, we proposed an F-measure maximizing logistic regression using the relative density ratio. We show that the proposed method has better performance than the others from the perspective of the F-measure in the class imbalanced real data example. In this result, the proposed method is useful in the case of a discriminant. On the other hand, the AUC of the proposed method is not higher than that of SMOTE. The reason is that the weights of object near the decision boundary are higher than in the other methods. That is, the order of estimated probability is unstable near the decision boundary.
Our future work will involve developing this theoretical approach. There are three problems to be tackled. First, the theoretical predictive performance of our model is unclear. In the experiment, our method is used on imbalanced data. However, it is unclear asymptotic properties. Second, the performance of the approximation to the relative F-measure should be investigated. In the experiment, the prediction performance of our model is effective from the view of AUC. However, we should discuss the performance of the approximation as well. Finally, we should show the appropriateness of the relationship of the density ratio of p andp, and of the Fmeasure. Overall, we obtained better discriminant performance from using the density ratio experimentally, but did not obtain theoretically relevant results. 
