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1. INTRODUCTION 
1.1. General Remarks 
When two solids collide, the general character of the behavior 
of the media in the region of contact depends strongly on the speed of impact 
of the two bodies. If this speed is very low, a very accurate estimate of 
the magnitude and distribution of the contact stress can be obtained by a 
~uasi-static analysis. This is the type of solution obtained if one uses 
the Hertz Theory of Impact [l].t 
If the speed of impact is very high (hypervelocity impact), one 
or both of the solids may li~uefy in the zone of contact. For impact problems 
of this type results obtained by a hydrodynamic analysis compare reasonably 
well with results obtained experimentally [2]. 
The method of characteristics can be used, as in Ref. [3], to obtain 
exact solutions for certain problems involving the longitudinal impact of 
elastic-plastic bars of finite length. 
The purely elastic dynamic contact problem should be a reasonable 
model for some intermediate speeds of contact. Inelastic behavior in regions 
near mathematical singularities will not be taken into account. The contact 
problems considered in this study involve the indentation of a linearly 
elastic half space by arbitrarily-shaped rigid dies. The solutions obtained 
take full account of the transient character of the disturbance and are exact 
within the limits of the classical theory of elasticity. The method which is 
used to solve these impact problems is also used to obtain the general solution 
r Numbers in s~uare brackets refer to entries in the List of References. 
2 
for any problem involving transient loads acting on the surface of a linearly 
elastic half space. This class of boundary value problems has been studied 
in considerable detail by Smirnov and Sobolev [4,5,6J, by Cagniard [7J, and 
by Ewing, Jardetzky and Press (8J, and many others. However, it is only the 
first pair of authors who have obtained solutions using a method which does 
not lead to formidable mathematical difficulties. With the aid of the 
method which was developed Smirnov and Sobolev and later modified by 
Kostrov [9], solutions can be obtained almost by inspection for any boundary 
load problem as well as for many impact problems. It is this method which 
is used to solve the dynamic contact problems that are considered in this 
study. 
Kostrov was partially successful in solving the problem in which 
a rigid wedge- or cone-shaped die indents an elastic half space. T In the 
only case considered by Kostrov the rate of indentation was assumed to be 
both constant and slow enough that the speed of the boundary of the contact 
region would never exceed the speed of the Rayleigh (surface) wave. This 
condition was ~posed because it was incorrectly reasoned that greater indenta-
tion speeds would re~uire an infinite flow of power across the surface of the 
die. 
There is a second fundamental error in Kostrov's work. In determining 
the final deformed shape of the surface of the half space in the region beneath 
the die, Kostrov failed to consider the displacement which each point would 
have at the instant that it came in contact with the die. Even in static 
contact problems, the final shapes of the deformed contacting bodies are matched, 
t For brevity in what follows a rigid wedge-shaped die is referred to as a 
wedge, a rigid cone-shaped die as a cone. 
3 
and the approach cannot be calculated Ivithout considering the deformations 
of the entire body (see Ref. [1]). Kostrov assumed that the deformed position 
of a surface point beneath the die could be determined simply by multiplying 
the downward speed of the die by the length of time that the point in question 
has been in contact with the die. Fortunately, the actual deformation of the 
surface beneath the contact stresses determined by Kostrov is a wedge or 
conical shape. Thus, the solution obtained by Kostrov is not wrong but is 
correct for a wedge or cone with some different apex angle. 
1.2. Objectives of the Study 
The first purpose of this report is to determine the contact stress 
for the wedge and cone problems including cases in which the speed of the 
boundary of the contact region is greater than the speed of the surface wave. 
It will be seen later that once these stresses are known, it is not difficult 
to determine the transient disturbance at any point in the half space. 
The rigid wedge- and cone-shaped dies are assumed to be shallow 
enough that the usual assumptions of the small displacement theory of 
elasticity are satisfied and that displacements normal to these dies are 
essentially normal to the original position of the surface of the half space. 
It will be shown that the small displacement theory of elasticity 
predicts that the stress field is singular beneath the apex of a wedge or cone 
for all indentation velocities and that another singularity is present at the 
edge of the contact zone for a certain range of indentation velocities. As 
indicated above, the inevitable non-linear behavior of the half space near 
these points is not considered. 
As one might expect, the stress near the edge of the region of 
contact is strongly dependent on the speed of the boundary of this region 
4 
relative to the speeds of the dilatation, shear, and surface waves. For 
reasons that will be apparent later, the following four ranges of speeds 
must be solved separately: 
1) the speed of the boUndaryr is less than the speed of the 
surface wave, 
2) the speed of the boundary is in the small range between the 
speeds of the surface and shear waves, 
3) the speed of the boundary is between the speeds of the shear 
and dilatation waves, and 
4) the speed of the boundary exceeds the speed of the dilatation 
wave. 
In what follows, these ranges of speed will be referred to as the ITslow ," 
ITfirst intermediate,TI llsecond intermediateTl and !lsuperseismic tT ranges, 
respectively. 
To solve these problems, all possible distributions of contact 
stress which cause surface points within the region of contact to move down-
ward with the same constant velocity will be determined. It is then a simple 
matter to select from these that single stress distribution which causes a 
wedge- or cone-shaped deformation of the surface of the half space within 
the region of contact. 
The second purpose of this study is the derivation of the closed 
form solution for ITsuperseismicT! contact problems which involve an arbitrarily 
shaped rigid die and a linearly elastic half space. The term II superseismic T! 
is used to describe any contact problem in which the boundary of the region 
of contact moves along the surface of the half space more rapidly than the 
T That is, the speed of the edge of the boundary of the contact region. 
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dilatation wave. It is apparent that the contact must always be superseismic 
for a finite interval of time if two bodies impact at a point where the 
surface of each is smooth. 
1.3. The Method of Solution 
The contact problems considered in the report will be solved by 
means of a modified form of a self-Similart potential method developed in the 
early 1930 l s by V. I. Smirnov and S. L. Sobolev. Using this method, which is 
explained in detail in Chapter 2, the above authors obtained a closed form 
solution for both the two- and three-dimensional problem of an impulse 
acting on the surface of a linearly elastic half space.tt From these results 
the solution of any problem involving transient loads on the boundary can be 
obtained by the method of superposition. 
Since the work of Smirnov and Sobolev is not well known outside the 
U.S.S.R., the method of self-similar solutions is developed in detail and 
used to solve various two- and three-dimensional traction problems, that is, 
problems with loads acting on the surface of the half space. 
The self-similar method, sometimes referred to as the method of 
functional invariant solutions, is closely related to the dTAlembert approach 
used for one-dimensional problems. The first step in the solution of the 
two-dimensional problem is the determination of a suitable function of the 
space and time variables which identically satisfies the two-dimensional wave 
equation. Using this function as the argument of any second function, one 
can easily construct an infinite family of functions, each of which satisfies 
t See Sec. 2.2 for a definition of the term Tlself-similar. T! 
ttBecause these problems were initially solved by Lamb [lOJ, they are 
frequently referred to as "Lamb T s Problem. TI 
6 
the wave equation identically. In Sec. 2.4, we prove that tne function, or 
superposition of functions of this type, which satisfies the bO'undary 
conditions for a given problem, is the complete solution of that problem. 
The corresponding three-dimensional problems are only slightly 
more difficult to solve. Solutions are obtained by a superposition of two-
dimensional solutions, as is described in Chapter 2. 
It will be shown later that the contact problems mentioned in 
Sec. 1.2 as well as any problem involving transient loads can easily be 
solved by self-similar methods. 
1.4. Previous Related Studies 
It is also possible to solve wave propagation problems by Laplace 
transform and harmonic wave methods. However, there are certain difficulties 
inherent in each of these approaches. With the first method, transformations 
are encountered which are difficult to carry out analytically except for 
problems such as Lamb's Problem which have boundary conditions that are 
homogeneous functions of the space and time variables. 
Using Laplace transforms, Cagniard [7] solved Lamb1s Problem without 
actually having to carry out any of the transformations. Several other problems 
have also been solved in the same way [11,12].t Somewhat surprisingly, it does 
not appear that any of the authors using this approach have recognized that 
solutions for any problem with homogeneous boundary conditions can be solved 
as simply as Lambfs Problem. As is shown later in this study, one can solve 
these same problems almost .by inspection using the method of self-similar 
solutions. 
t In the literature, this particular method of solving wave propagation 
problems is frequently referred to as the method of Cagniard. 
7 
The relation of the simple Smirnov-Sobolev computation to the more 
circuitous approach of Cagniard is but one more instance of a very useful 
principle enunciated by Lame:r 
Lorsqu'on parvient a un resultat simple par des 
calculs compliques, il doit exister une maniere 
beaucoup plus directe dtarriver au meme resultat; 
toute simplification qui s'opere, tout facteur 
qui disparait dans le cours du calcul primitif, 
est l'indice certain dtune methode a chercher, ou 
cette simplification serait toute faite, ou ce 
facteur ntapparaitrait pas. 
When wave propagation problems are solved by the harmonic wave 
method the potentials satisfying the governing wave equations are expressed 
as functions of the space variables multiplied by a harmonic function of 
time [8]. However, unless the source of the disturbance varies in a harmonic 
fashion, one has the formidable task of evaluating a Fourier integral in order 
to satisfy the boundary and initial conditions for the problem being considered. 
Even when a "solution" is found which satisfies the boundary conditions, one 
must introduce a radiation conditionttin order to eliminate any component of 
the Tlsolution" which is associated with a disturbance originating at infinity. 
Craggs [15,16,17,18] has solved several wave propagation problems 
using a method that was derived independently, but is essentially equivalent 
to the method of Smirnov and Sobolev. However, the form of the general 
solution given by Craggs is neither as compact nor as convenient for the 
stu~ of contact problems as the form of solution that can be derived with 
the approach of Smirnov and Sobolev. 
It has already been indicated that all traction protlems and the 
two types of contact problems mentioned in Sec. 1.2 can be solved in a 
r See Ref. [13], page 111. 
tt See Ref. [14], page 189. 
8 
straightforward manner by the self-similar method. This approach has also 
been used to solve such diverse problems as the growth of tension and shear 
cracks [19,20], the reflection and refraction of waves within a multi-layered 
medium [2l,22J, and the diffraction of plane waves at the edge of a narrow 
slit [23J. Additional problems that have been solved by this method can be 
found in Refs. [24,25,26]. 
In Chapters 2 and 3, where solutions are derived for many traction 
problems, reference is made to papers in which the problems are solved by 
other methods. No attempt is made to discuss these papers except to remark 
that the self-similar method gives solutions in a few lines where the other 
methods often involve pages of detailed calculations. 
1.5. Organization of the Study 
Chapter 2 contains the motivation and development of a method of 
solving two-dimensional wave propagation problems by means of self-similar 
potentials. To illustrate the use of this method, solutions are obtained 
for several problems which have been solved previously by more complicated 
methods. These include the problem in which a line of impulses acts in an 
infinite body, and problems in which line impulses and fixed and moving line 
loads act on the surface of a half space. This chapter also contains a 
complete description of the variation of the stresses and displacements in 
the vicinity of the surface wave and wave fronts for the problem in which an 
impulse acts vertically downward at a point on the surface of a half space. 
A method of solving axially symmetric three-dimensional wave propa-
gation problems is developed in Chapter 3. Solutions are found for the three-
dimensional impulse problems whose two-dimensional counterparts were solved 
in Chapter 2. 
9 
In Chapter 4, problems which involve rigid dies pressed into an 
elastic half space are considered. Initially, the plane strain problem is 
solved for a wedge-shaped die moving at a constant rate into the half space. 
The solution is then obtained for the three-dimensional problem in which an 
axially symmetric conical die penetrates the elastic medium at a constant 
rate. Next, it is shown how the solution can be obtained for any problem in 
which a die of arbitrary shape indents the half space rapidly enough to 
cause the boundary of the region of contact to move along the surface of the 
half space more rapidly than the speed of the dilatation wave. 
The stress and velocity fields for the wedge and cone problems are 
evaluated numerically by techniques described in Chapter 5. These techniques 
are presented in great detail, since some care is required in performing 
integrations in the vicinity of the singularities associated with the wave 
fronts. 
Chapter 6 contains a description of the results obtained by the 
methods of Chapter 5 and a comparison of the solutions for point loads and 
slowly indenting wedges and cones. 
In Chapter 7, the results obtained for the contact problems solved 
in this study are summarized. In addition, some further problems of technical 
interest which might be solved by the method of self-similar potentials are 
described. 
1.6. Notation 
The symbols used ~n this study are defined where they first appear. 
For convenience, frequently used symbols are listed below. 
a Speed of the P wave (\I~+2~i). p 
b 
c 
H 
i 
r,w,y 
t 
D.t 
u ,u 
x y 
u ,u 
r y 
* * * u ,u ,u 
x y z 
P P 
u ,u 
r y 
S S 
u ,u 
r y 
v ,v 
x y 
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Speed of the S wave (1 f.l i). 
P 
Speed of the Rayleigh (surface) 
Secs. 2.2,2.3 and 2.4). 
Speed of the P wave 
Speed of the S wave 
See Eq. (4.25). 
See Eq. (3.41). 
(same 
(same 
Heaviside step functi'on. 
~. 
as a). 
as b) . 
wave (except in 
Line impulses on the surface of a half space in the 
horizontal and vertical directions, respectively. 
Cylindrical space coordinates. 
Rayleigh function (see Eq. (2.56)). 
Time coordinate. 
Arrival time of the P wave. 
Arrival time of the S wave. 
Arrival times of the head, Sand P waves, respectively. 
Arrival times of the Mach fronts associated with the 
P and S waves, respectively. 
Increment of time. 
Components of the displacement field for plane 
strain problems. 
Components of the displacement field for axially 
symmetric problems. 
Complex displacements associated with u
x
' uy and ur ' 
P-wave uisplacement components. 
S-wave displacement components. 
Components of the velocity fields for plane strain 
problems. 
v ,v 
r y 
v* v* v* 
x' y' r 
P P 
v ,v 
r y 
S S 
v ,v 
r y 
R R 
v ,v 
r y 
v 
x,y,z 
ex 
O(x) 
0' 1 
p 
0" ,0" ,0" 
X Y z 
0" ,0" ,0" 
r w y 
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Components of the velocity field for axially symmetric 
problems. 
Complex velocities associated with v
x
' Vy and vr" 
P-wave velocity components. 
S-wave velocity components. 
Velocities associated with surface wave disturbances. 
Downward velocity of the rigid die 
Cartesian space coordinates. 
Coordinates of a specific point. 
Speed of the boundary of the region of contact 
(for Chapters 4, 5 and 6). 
Argument, i.e. phase of the Rayleigh function. 
Apex angle of a rigid wedge or cone. 
Dirac delta function. 
See Eq. (2.18). 
See Eq. (2.18). 
dOl/del' 
d02/de2 · 
See Eqs. (2.30) . 
Value of e at a point on the front of the P and S waves, 
respectively" 
Lame constants of elasticity. 
See Eqs. (6.6) and (6.10). 
Density of the elastic solid. 
Normal stresses for plane strain problems. 
Normal stresses for axially symmetric problems. 
* * * a ,a ,a x y z 
*' a y 
p p p 
a ,a ,a 
r w y 
S S S 
a .a ,a 
r w y 
R R R 
a ,a ,a 
r w y 
'T T 'T 
xy' xz' yz 
T T T 
ry' rw' yw 
* T 
xy 
P S R 
T ,T ,T 
ry ry ry 
cp,tIr 
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Complex normal stresses associated with a , a and a . 
x y z 
ca*/ce for plane strain problemsj ca*/ce 2 for axially y y 
symmetric problems. 
Normal stress components for the P wave. 
Normal stress components for the S wave. 
Normal stress components associated with the 
Rayleigh wave. 
Fictitious tractions (see Eqs. (2.87)). 
Fictitious complex tractions (see Eqs. (2.87)). 
She~r stresses for plane strain problems. 
Shear stresses for axially symmetric problems. 
Complex shear stress associated with 'T 
xy 
Components of T associated with the P, Sand 
ry 
Rayleigh waves, respectively. 
Scalar irrotational and equivoluminal potentials 
for plane strain problems. 
Complex irrotational and equivoluminal potentials 
associated with ~ and tIr. 
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2. STRESS WAVE PROPAGA.TION IN AN ELASTIC MEDIUM 
2.1. General Equations 
When stress waves propagate in a homogeneous, isotropic solid 
." which has elastic properties defined by the Lame constants ~ and ~, the 
equations of motion can be expressed in terms of the displacements as 
follows, 
c.6 if c
2
u 
x (t-. + ~) dx + ~ u P 
ct2 x x 
c.6 .if c
2
u 
(t-. + ~) ?Jy + ~ uy p ~ (2.1) 
ct2 
c6 if- c
2
u 
z (t-. + ~) dZ + ~ u P 
ct2 z z 
where if- c2 c2 c2 = -- + --+ --
cx
2 ?Jy2 cz2 
P is the density of the solid, u , u , and u are the components of a 'dis-
x y z 
placement vector U, and .6 is the dilatation, 
em 
z 
dz 
For linear wave propagation problems it is customary to express 
the displacement vector as the sum of the gradient of a scalar potential ~ 
and the curl of a vector potential ~, i.e. 
U grad cp + curl ~ (2.2) 
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where * satisfies the condition div ~ = O. The first term is an irrotational 
displacement; the second is e~uivoluminal. 
For the e~uations of motion to be satisfied, it is both a necessary 
and sufficient condition that the potentials satisfy the wave e~uations, 
? 1 '02 (\T - 2 -) cp 0 
c l dt
2 
(2.3) 
2 (if - 1 '0 ) - 0 2 -'if 
c2 dt
2 
where ={f . 
The constants cl and c2 are the speeds of the irrotational and e~uivoluminal 
waves, respectively. In what follows the customary geophysical designation 
of P and S waves will be used in place of the awkward terms TlirrotationalTl 
and II e~ui voluminal. If 
The sufficiency of E~s. (2.3) can be established by straightforward 
subst.itution of (2.2) into the e~uations of motion (2.1). The necessity of 
E~. (2.3) is more difficult to prove. The initial proof is due to Duhem [27J. 
Later, the sufficiency was proved in a more straightforward manner by 
Sobolev [4] and by Sternberg [28]. 
For the plane strain problem in which the displacements are zero 
in the z direction, the components of * in the x and y directions are zero. 
The complete solution of the two-dimensional wave propagation problem is 
then given by the scalar potentials cp and ~ which satisfy the e~uations, 
z 
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(if - 1 d2 --) cp 0 2 dt2 c l 
2 (if - ~ 2-) Ijr 0 c~ dt2 z 
where Ijr is the z-component of ~, and if has been redefined as 
z 
(2.4) 
The differential operator of either of Eqs. (2.4) is sometimes referred to 
as the d'Alembertian. 
In terms of the scalar potentials the components of the displace-
ment vector are given as 
where Ijr = Ijr • 
z 
u 
z 
o , 
Along a boundary, Eqs. (2.4) are coupled in an involved manner by 
the equations which express the boundar,y conditions as functions of the 
potentials of the P and S waves. The least complicated problems involving 
a boundary concern the propagation of stress waves in a semi-infinite medium 
whose only boundary is the y = 0 plane. However, these problems are still 
difficult to solve by means of the harmonic wave method of Ewing, Jardetzky 
and Press [8J, or by the particular Laplace transform approach that is 
generally referred to as Cagniard's method [7]. By contrast, if the self-
Similar f potential method of Smirnov and Sobolev [5,6J is used, the required 
T See Sec. 2.2 for the definition of the term "self-similar." 
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P- and S-wave potentials can be determined almost directly from the equations 
for the boundary tractions or displacements on the y = 0 surface. This 
method is hardly described at all in the non-Russian literature, and its 
description in the Russian references, which are difficult to obtain, is 
somewhat less than satisfactory. Therefore, a motivation and derivation of 
the Smirnov-Sobolev method is given in the next section. 
2.2. Self-Similar Solutions of the Two-Dimensional Wave Equations 
Consider the class of wave propagation problems for the half plane 
y ::: 0 that are solved by Tlself-similar ll potentials. A potential is said to 
be self-similar if for t < 0 its value is zero and for t > 0 its value is 
constant on any straight line passing through the origin of the x, y, t 
space. Thus, if ~ and ~ are self-similar potentials, they must satisfy the 
equations 
cp o for t < 0 
cp cp(x/t,y/t) for t > 0 (2.6) 
~ ~(x/t,y/t) for t > 0 
The condition of self-similarity means physically that the loading 
is applied initially at the origin. In the work that follows, solutions are 
obtained for a wide variety of problems of this type. 
2.2.1. Determination of Self-Similar Potentials Associated with the 
Characteristic Surfaces of the Wave Equations 
Each of Eqs. (2.'3) can be written in the form 
o 
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with c and g replacing cl and ~, and c2 and ~, in the first and second of 
E~s. (2.3), respectively. Obviously, any solution of E~. (2.7) can be 
modified to give a solution of each of E~s. (2.3). 
The characteristic surfaces for E~. (2.7) can be determined in the 
following manner [29J. Let any surface in the x, y, t space be denoted 
symbolically as S = S(x,y,t) = O. A system of mutually orthogonal 
coordinates ~l' ~2' ~3 is chosen such that ~2 and ~3 lie in the surface S = 0, 
and ~l is always directed normal to that ·surface. Along S = 0, the derivatives 
of g with respect to ~2 and A3 are customarily referred to as interior 
derivatives while the derivatives of g with respect to ~l are referred to as 
exterior derivatives [29J. 
In terms of this new coordinate system, E~. (2.7) has the form 
3 3 
I I 
i=l j=l 
where ~. = ~.(x,y,t) 
l l 
ij i 
and the a 's and a 's 
a 
ij 
i 
a 
a 
ij 
are 
d~. 
l 
~ 
3 
d2g )' i it 0 dA1dAj + a = I.--.J i=l l (2.8) 
i = 1,2,3 
determined from the e~uations 
d~. d~. d~. 1 d~. d~. d2f + l J l J dY (if -2dtdt c 
i,j 1,2,3· 
Let us assume that the values of g and dg/d~l are specified at 
every point on S O. If the coefficient of the d2g/dAi term in E~. (2.8) 
is not zero, i.e., all ~ 0, this e~uation can be used to determine the value 
of d2g/d~i at every point on S = O. Then by taking successive derivatives 
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of Eq. (2.8) with respect to the exterior coordinate Al , all the higher 
order exterior derivatives of g can also be found. In this way, the value 
of g on S = 0 can be extended to fill the entire x, y, t space. 
11 When a = 0 the surface S = 0 is called a characteristic surface. 
Along such a surface neither d2g/dA~ nor any higher order exterior derivative 
of g can be found. Consequently, these derivatives may have discontinuous 
values of any magnitude on a characteristic surface. 
To determine the equation for the characteristic surface, set 
i j = 1 and all = 0 in Eq. (2.9). Then the complete integral of the first 
order partial differential equation, 
o (2.10) 
defines the characteristic surfaces of Eq. (2.7). This integralt'is 
K (2.11) 
where K is a constant and the a's are parameters which satisfy the equation 
(2.12) 
If the initial disturbance is concentrated at the origin of the 
y ~ 0 half space, it is only the characteristic surfaces through that point 
which are of interest. On these surfaces, K must be zero. Without loss of 
generality, Eq. (2.11) can then be simplified further by dividing through 
by a c. The result is 
o 
t See Ref. [291, p. 199-
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o (2.13) 
It is apparent from Eq. (2.13) that a1/a
O 
can be expressed in 
terms of a2/ao ' or a2/aO in terms of al/ao ' The latter of these is chosen 
since it yields the simpler form of Eq. (2.13) at points on the y = 0 surface 
where boundary conditions must be satisfied. Consequently, a convenient 
form of Eq. (2.13) is given by the equation 
t - ex - ~ 2 2' Y c -e = 0 (2.14) 
where a 
-al 
a c 
and 
0 
a2 
'" c -2 
t 2' 
- - e a c (2.15) 
0 
The characteristic surfaces defined by Eq. (2.14) for values of a 
-1 < a < c-l 1 h f h h in the range -c are panes, eac 0 w ic is tangent to the cone 
2 2 
x + y (2.16) 
It follows that each characteristic plane can be parameterized uniquely by 
the value of a on its surface. For convenience, these surfaces are denoted 
symbolically by the equation s(a) = O. The intersection of several of these 
surfaces and the t = 1 plane is shown schematically in Fig. 1. 
t The negative sign is taken so that the results of the work which follows 
will agree with the results obtained by Smirnov and Sobolev [5], and by 
Kostrov [9]. The radical itself is specified as equal to +c-1 at the 
origin and is analytic everywhere in the a plane except across cuts 
outward along the real axis from +c- l and -c-l . 
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Since the characteristic surfaces are planes, the A.l , A.2 , A.3 
coordinate system can be taken as Cartesian. The a i coefficients defined 
by the second of Eqs. (2.9) are then identically equal to zero. As a result, 
the only terms in Eq. (2.8) which have non-zero coefficients are those which 
are differentiated at least once with respect to A.2 or A.3 . 
Because these 
coordinates lie in the characteristic surface, the wave equation will be 
satisfied identically by any function which has a constant value on each 
of these surfaces. 
The quantity B which has been introduced parametrizes each 
characteristic surface. Therefore, it would appear that e or any sufficiently 
smooth function of e solves the wave equation. This can be verified as 
follows. Assume that f(e) has continuous first and second derivatives 
except at t = 0 where all the derivatives are necessarily discontinuous. 
Then the left-hand side of Eq. (2.7) can be rewritten as 
The various derivatives of e can be found from Eq. (2.14). For convenience_, 
a new variable 0 is defined as follows: 
Then 
where 
o - t - Bx - Y ~ c -2 
dO/dO 
-di dB 
o (2.18) 
(2.19) 
(2.20) 
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d2e 1 de e [do' dO'deJ 
dx2 5'di- (6,)2 dx+d8dx 
and 
1 [de e e dO' de J 6' dx+5"'-6'dBdx 
1 [e dO' 5' 2'6'-d"B e
2 J 
. 612 
1 d [e
2
J 51' de 5' 
Thus, de e and d
2
e ~ .l.. d [e2J dx - 6' 2 6' de 6' 
'ox 
In the same way it can be shown that 
.a / -2 2 I 
'V c -e 
6' 
de 1 
dt = - 5' 
(2.21) 
(2.22) 
If these expressions are used to evaluate the quantities within the brackets 
of (2.17), the ~ollowing results are obtained: 
and 
1 
B' o 
o (2.23) 
(2.24) 
.:J 2 -p ( L) ) df ( 8 ) 
Since u ~~v and de are finite everywhere, expression (2.17) is 
de 
I 
identically zero and we have verified that f(e) satisfies the wave equation, i.e. 
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2 (~ _ 2- L) fee) 
c
2 ot2 
o (2.25) 
Nowhere in this verification was it necessary to consider that the point in 
question in the x, y, t space lay outside the cone, i.e. that e satisfied 
the condition lei ~ c-l . It was only necessary that e be defined by Eq. (2.18). 
Thus, it is possible to interpret Eq. (2.18) and the corresponding function 
f(a) for points inside the cone. 
Solving Eq. (2.18) for a yields 
where 
a 
2 
r 
2 2 
x + y and i = ..r:l 
(2.26) 
Except along the y = 0 surface a has two possible complex values at each 
point inside the cone. Since these are merely conjugate pairs, one of them 
can be chosen arbitrarily. The following definition of a is taken to conform 
with the definition used by Smirnov and Sobolev [5]: 
a 
.1 2 2 2' 
xt iy~t -r /c 
'2 + 2 
r r 
The other possible value at each point is given by the equation 
(2.28) 
Inside the cone, fCe) and fee) are generally complex. Consequently, 
both the real and imaginary parts of these functions are real analytic 
functions of· the variables x, y, and t. Furthermore, these analytic functions 
must be self-similar potentials which independently satisfy the wave equation. 
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It will be seen later that each constant value of e outside the 
-1 -1 
range -c < e < c corresponds to a straight line which passes through 
the origin and lies entirely within the cone 
2 2 
x + y 
The results of this section can be summarized as follows: 
1) If e is defined by Eq. (2.18), then any sufficiently smooth 
function of e, fee), is a solution of the two-dimensional 
wave equation. 
2) At points outside the cone, e and fee) have constant values 
on planes which are tangent to the cone and fill the entire 
region of the x, y, t space outside the cone. 
3) At points inside the cone, e and fee) have constant values 
on every straight line through the origin. 
It follows directly that the potentials ~(el) and ~(e2) solve the 
first and second of Eqs. (2.4), respectively, if e. is defined implicitly 
l 
by the equation 
o i 1,2. 
2.3. The Completeness of the Self-Similar Solutions 
The purpose of this section is to show that any self-similar 
solution of the two-dimensional wave equation can be written as a function 
of the parameter e defined implicitly by Eq. (2.30). This may be proved 
as follows. 
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Since self-similar potentials are functions of the two independent 
variables x/t and y/t, there must always be a second system of coordinates 
l) 
t 
such that the wave equation can be reduced to one of the following canonical 
forms: 
'02 '02 
. g(T)l,T)2) (-+ -) 0 2 2 
'0111 '011 2 
'02 '02 
(2.32) 
(- - -) . g(T)l,T)2) 0 2 2 
'OT)l 'OT)2 
Equations (2.32) have general solutions of the form 
and 
respectively, where the gi's are arbitrary functions of their arguments. 
The re~uired transformation of coordinates, expressed symbolically 
by Eq. (2.31), has been derived by several authors, including Smirnov and 
Sobolev [5J, and Ward [30J. 
At points inside the cone the transformation 
(2.34) 
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reduces the wave e~uation to the canonical form given by the first of 
E~s. (2.33). Thus, the governing differential e~uation is elliptic in this 
region. At points outside the cone the transformation 
xt 
TJ l 2 
r 
~ -Vt2_r2/c2 ' 
r 
reduces the wave e~uation to the second of E~s. (2.33), and the governing 
e~uation is hyperbolic. Thus, the surface of the cone sep~rates the regions 
in the x,y,t space in which the wave e~uation is hyperbolic (outside) and 
elliptic (inside). Outside the surface of the cone the radical ~t2_r2/c2i 
has an imaginary value, whereas inside the cone it is real-valued. As a 
result the arguments of each of E~s. (2.33) can be written in the 'form 
xt 2 + 
r 
. .. I 2 2 2' 
lY"Y t -r / c 
2 
r 
From E~. (2.26) of the previous section it may be seen that the above 
functions are identical with the two possible values of e which satisfY the 
e~uation 
o 
As a result, every self-similar solution of the two-dimensional wave e~uation 
is a function of one of the two possible values of e which satisfY E~. (2.25). 
Moreover, these functions are analytic at every point within the cone defined 
by E~. (2.16). 
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The self-similar problems considered by Craggs in Refs. 15 and 18 
were solved by a method which is equivalent to but s less direct than the 
method developed by Smirnov and Sobolev. Craggs first reduced the number 
of independent variables from three to two (in the manner described above) 
and then sought potentials of the same form as those of Eqs. (2.33) which 
would lead to the satisfaction of the boundary conditions. It will be seen 
in the work that follows that the solution of these problems can be obtained 
virtually by inspection with the aid of the method of Smirnov and Sobolev. 
2.4. The Mapping of Points in the x,y,t Space into the Complex e Plane 
The variable e(x/t, y/t), which is defined implicitly by the 
equation 
Y 
./c-2 t - ex - 'V( o 
maps every point in the x,y,t space into the complex e plane. Solving 
Eq. (2.38) for e gives 
2 
where r 
e 
2 2 
x + Y • 
At every point in the x,y,t space both values of e given by 
Eq. (2.39) will satisfy Eq. (2.25). However, for self-similar disturbances 
induced by loads which act initially at the origin, the initial and boundary 
conditions can be satisfies if e is defined as a single-valued function by 
the equations 
e (2.40) 
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for points inside the cone and 
e xt - 1r2/..c
2 2l 
;y: - t x > 0 2 
r 
(2.41) 
xt + ;y:1r2/..c2 _ t 2 
x < 0 2 , e 
r 
for points outside the cone. The reason for defining e in this fashion is 
discussed later. 
Figures 2 and 3 show how points in the half space y ~ 0 are mapped 
into the upper half plane of e. Within the cone, points on each straight 
line through the origin map into a single point in the e plane. Specifically, 
lines that lie in the y = 0 surface are mapped into the real axis while 
those lines that are not in the y = 0 surface are mapped into points off 
the real axis. Typical examples of this mapping are the lines AO, EO, CO, 
IX), FO and GO in Figs. 2a and 38., which map into the points A', B', C', D', 
F' and G', respectively, in Fig. 2b. 
In the region of the x,y,t space outside the cone, e has a constant 
value on the portion of each tangent plane which is bounded by the y 0 
surface and the line of tangency with the cone. It follows that every point 
in the bounded portion of each plane maps into a single point on the e plane. 
o 0 Thus the bounded portions of the planes HOH and JOJ shown in Fig. 3b map, 
respectively, into the points HI and JI in the e plane. 
At points outside the cone, e has been specified by E~. (2.41) in 
anticipation of the solution of problems which involve disturbances propa-
gating along the surface more rapidly than the P-waves or S-waves. These 
waves have plane fronts which are similar to the tangent planes HOH o and JOJo, 
which are shown in Fig. 3b. 
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At points inside the cone, the way in which e is specified 
uniquely merely determines whether points in the half space y > 0 map into 
the upper or lower half of the complex e plane. Both definitions of e lead 
to the same final results. The mapping defined by Eq. (2.40) takes points 
from the half space y > 0 into the half plane 1mB ~ O. 
In the previous section it was proved that a self-similar potential 
for a wave propagation problem must be an analytic function of e at every 
point inside the cone except the origin. Since the region maps into and 
fills the entire region above the real e axis, it follows that the potentials 
must be analytic functions everywhere in the half plane Ime > 0, with the 
exception of the point at infinity which corresponds to the origin of the 
x,y,t space. Furthermore, the y = 0 surface, along which the boundary 
conditions must be satisfied, and the region outside the cone, which is 
initially free of disturbance, are both mapped into the real e axis. Thus, 
the boundary and initial conditions in the x,y,t space simply become boundary 
conditions on the real e axis of the half plane Irue > O. Standard mathematical 
techniques can then be used to determine the potential which satisfies the 
boundary conditions on the real axis and is analytic in the upper half plane 
with the exception of the points at infinity. 
2.5. Determination of the Self-Similar Potentials 
2.5.1. Preliminary Considerations 
The determination of the self-similar potentials which solve T 
a particular wave propagatton problem is simplified by the introduction of 
r It is actually ~ and *, the real parts of ~ and ~, respectively, which 
solve the problem. 
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complex-valued functions for the displacements and stresses. These functions 
of the independent variables x, y, and t are defined by the e~uations 
* 
M>(B l ) d'¥ (B 2) 
u dX + dY x 
(2.42) 
* 
6P(B l ) d'¥(B 2) 
u dY dX y 
and 
2ru.* 
a* f...l:::.*+ x 
x 2f..L dx 
* ~*+ 
2ru.* 
2f..L Y a dY y 
2ru.* 2ru.* 
1"* f..L("d.f + d!) xy 
* "'f.,b.* a 
z 
* 
eu* eu* 
x ~ 6- --+ dX where 
Since it is the real part of ~(Bl) and '¥(B 2) which solve the 
problem, the actual displacements and stresses are given by the e~uations 
= Re * Re * u u a a 
x x x x 
= Re * Re * (2.44) u u a a y y y y 
Re * Re 1"* a a 1" 
z Z x:y xy 
E~uations (2.42) and (2.43) can be simplified by means of E~s. (2.21) and 
(2.22) which give expressions for the derivatives of self-similar functions. 
E~uations (2.42) become 
* - I ( ) u
x 
cp 81 
U; = cpl (81 ) 
where 
and 
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IJc;2 -81 BT + pI (8 2 ) 51 1 
~C~2 _ 2' 81 
- \f'f (8
2
) 0 1 1 
and 
2' 
8. 
l 
2' 
8
2 
8
2 
.p-
2 
i = 1,2, (2.46) 
In what follows, a and b will frequently be used in place of cl and c2 . 
It can easily be verified that Eqs. (2.43) simplify to the 
following: 
where 8 is a dummy variable in each integral. 
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From E~s. (2.45) and (2.47), it can be seen that the stresses and 
displacements are expressed in terms of the first derivatives of the 
potentials rather than the potentials themselves. As a result, the problem 
is solved in terms of the first derivatives of the potentials and to avoid 
constant repetition these ~uantities will be referred to as potentials. 
This will never lead to ambiguity because ¢(81 ) and ~(82) do not occur in 
any of the e~uations. 
Since the potentials are homogeneous functions of degree zero, 
Eqs. (2.45) and (2.47) can only be satisfied by expressions for the dis-
placements and stresses which are homogeneous functions of degree -1 and 
-2, respectively. That is, 
¢Y (kx,ky,kt) = ¢T (x,y,t) '1" (kx,ky,kt) = ~'(x,y,t) 
u (kx,ky,kt) 
x 
k-lu (x,y,t) 
x 
u (kx,ky,kt y = k-lu (x,y,t) y 
cr (kx,ky,kt) 
x 
k-2cr (x,y,t) 
x (2.48) 
cr (kx,ky,kt) y k-
2
cr (x,y,t) y 
cr (kx,ky,kt) 
z 
k-2cr (x,y,t) 
z 
1" (kx,ky,kt) -2 (x,y,t) k 1" 
xy xy 
The problem now is to determine the uni~ue set of potentials, ~'(el) and 
~T (8 2 ), which solve a wave propagation problem in the half space y 2 ° when 
the specified boundary tractions satisfy conditions (2.48). 
2.5.2. Expressing the Potentials as Functions of Self-Similar Tractions 
On the surface y = 0, the parameters 81 and 82 are both e~ual to t/x. 
Conse~uently, for points on that surface, the first and third of E~s. (2.47) 
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can be written as follows: 
* 
8 
(J d2 J {(b -2 -2e2 )<p' (e) b-2_e 2 '1" (e)} de 1 - 28 
I-l = dt2 
0 
* 
8 
1:' d2 J a-2_e2 'I"(e) + (b-2_2e2)'I',(e)} de .2SL 28 I-l = dt2 
0 
where 8 = t/x, and cr* and T* are unknown complex-valued tractions related y x:y 
to the known tractions, (J and 1:' ,by the e~uations y x:y 
* (J = Re (J y y 
It is convenient to integrate E~s. (2.49) twice with respect to 
time. This integration gives 
Z::y(8) 
I-l 
T* (8) 
xy 
8 J {(b -2 -2e2 )<p' (e) - 2e b -2 _e2 '1" (e)} 
o 
e J {2e a -2 _e2 <p' (e) + (b -2 -2e2)'I' , (e) 
o 
(2.51) 
* * on y = 0, where and T are self-similar, complex-valued functions defined y xy 
by the e~uations 
2::*(8) 
Y 
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t tl 
11 ~* (x,O,t )dt dtl 2SY 0 0 
o ° 
Integrating E~s. (2.50) twice with respect to time gives 
T 
xy 
Re 
Re 
* y 
T* 
Y;Y 
where ry and Txy are self-similar, real-valued functions defined as follows: 
t tl 
1 J' 0y(x,o, toldtodtl 
° ° 
t tl 
11 
o ° 
It is convenient to consider that Land T are fictitious y xy 
* *' tractions, and that Land T are complex-valued fictitious tractions 7" xy 
(2.54) 
* * related to r. and T in the same way that cr and ~ are related to the y xy y xy 
actual tractions, cr and ~ y xy It will be shown later that E~s. (2.53) and 
(2.54) and certain additional conditions determine uni~uely the functions 
* ~ and Txy. Hence, the value of the potentials on the y = ° surface can 
than be determined by solving E~s. (2.51). The following result can easily 
be verified: 
cpt (e) 1 
!-L 
'f" (8) 
2:*1 (8) where --y 
function 
1 
f.l 
d8 
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dT* (8) 2 
~ and R(8 ) is the Rayleigh 
It is not difficult to show that the Rayleigh function has only one zero in 
2 2-2 the 8 plane and that this zero lies on the real 8 axis to the right of b , 
In the work that follows, c-2 is used to denote this zero. Consequently, 
O and C-2 > b-2 , Th d d f -2 th 1 f P' I e epen ence 0 c on e va ue 0 Olsson s 
ratio is shown graphically in Fig. 4. 
Along the y = 0 surface, the potentials of Eq. (2.55) are 
determined uniquely by the first derivatives of Z* and T*. Since the y = 0 
:l xy 
surface maps into the real axes of the eO and 82 planes, ~(e) and pl(8) must 
be the boundary values for ~I and pI in the 81 and 82 half planes, 
respectively. It will now be shown that the value of' the potentials at 
points off the real 8 i (i = 1,2) axes t can be determined by substituting 81 
and 82 for 8 in the first and second of Eqs. (2.55), respectively. That is, 
the potentials are defined by the equations 
1 
f.l 
1 
f.l 
(b-2-2ei) ~'(el) + 2el~b-2-ei' T~(el) 
-R(8i) 
-2e2A,ja-2-e~21 I:y*' (8
2
) + (b-2_28~)T*1 (8
2
) 
y;y 
T I]he notation e i will be used whenever a condition applies to both the 
81 and 82 planes. 
where 81 anj 82 are the single-valued functions defined by E~s. (2.30) 
of Sec. 2.2.1. 
In Sec. 2.3) it was shown that) with the exception of points at 
infinity) the potentials which solve a wave propagation problem must be 
analytic functions everywhere in the half planes 1m 8. > O. These potentials 
l 
must also be analytic at 8. 
l 
o since this poin~ corresponds to the point at 
infinity in the x/t) y/t plane. These conditions will be satisfied by ~'(81) 
and P' (G
2
) of E~s. (2.57) if) and only if') the functions 2::* I (8 .) and T*' (G . ) Y l xy l 
are analytic at G. = 0 and at all G. off the real axes) with the exception 
l l 
of the point at infinity. It follows that ~1(Gi) and pI (82 ) will be possible 
solutions if there exist complex-valued fictitious tractions 2::*(8.) and y l 
T* (G.) which satisfy E~s. (2.53) on the boundary of the 8. half-planes and 
xy l l 
are analytic at G. = 0 and at every point off the axes) except at infinity. 
l 
The possibility of a singularity at infinity makes the boundary 
value problem difficult to solve in the 8. half planes. However) the upper 
l 
half of the x/t) y/t plane maps into the lower half of the T}. = 1/8. planes 
l l 
in such a way that the point at infinity in the former plane corresponds to 
the point at infinity in the T}l' planes. Conse~uently) functions 2:: 0 (T}.) and, 
, Y l 
TO (T}.)) which are e~ual to 2::*(8.) and T* (8.), respectively, must be 
xy l Y l x:y l 
analytic at infinity if only a finite region of the surface is loaded. 
Moreover, 2:: 0 (T}.) and TO (T}.) will be analytic at points off the real T}l' axes y l xy l 
* * because 2:: (8.) and T (G.) are analytic at points off the real axes, except y l xy l 
at infinity. On the real T}. axes, the value of the real parts of ~o(T}.) 
l Y l 
and TO (T}.) can be obtained. from E~s. (2.53). Each of these functions is 
xy l 
determined uni~uely up to an imaginary constant by the conditions given above. r 
t Since it is the derivatives of 2::*(8) and T* (8) which are re~uired in 
E~s. (2.57), it is convenient toYassume th~ the value of each of the 
imaginary constants is a zero. 
Moreover, each function can be constructed without difficulty using the 
Cauchy integral theorem for the half Plane. t The result is 
~ f }(~/t) d ~ 00 ;.(~,t) * )'0 ( 11 . ) 1 J L'y(B i ) d~ y l i7r ~ t - 11. (t) i1T ~-x l 
_00 _00 
(2.58) 
* TO (11.) l f T (~/t) d(i) T (B. ) 
- i7T ~Tt - l/B. xy l xy l t 
l 
_00 
-~ f' Txy(b t ) 
i7T ~ - x d~ 
_00 
* * With ~ and Txy constructed in this fashion, Eqs. (2.57) define 
potentials which are possible solutions of the problem in question. The 
uniqueness of these solutions can be proven as follows. 
Suppose there exist a second set of potentials W2(B l ) and 'P2(e 2 ) 
which are analytic everywhere off the real e. axes except at infinity. If 
l 
the above potentials are equal to W'(e) and 'P' (B) on the real axes then the 
both identically zero on the axes. Consequently, these functions are analytic 
everywhere except &t iufinity. Since the only analytic function which is zero 
along a line is zero itself,tt it follows that 
t The form of the Cauchy integral theorem used here can be obtained directly 
from the results presented in Ref. [31] page 251. 
tt This is the identity theorem [32]. 
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and Eqs. (2.57) define uniquely the potentials which solve the problem 
being considered. 
The results of this section can be summarized as follows. For any 
problem in which the tractions are homogeneous functions of degree -2, t a 
unique pair of functions ~ and T~ can be found from Eqs. (2.54) and (2.58). 
Substituting the derivatives of these functions into Eqs. (2.57) gives the 
required potentials for the problem in question. 
With the potentials known, the displacements and stresses can be 
calculated directly from Eqs. (2.45) and (2.47). The problem is then 
completely solved. 
The method that has been used to obtain these potentials can 
easily be extended to problems involving loads acting at the interior of a 
multi-layered or homogeneous elastic medium. For the homogeneous medium 
the same results. could be obta ined by means of the Kelvin solution [1]. 
2.6. A Line of Impulses on the Surface of a Half space TT 
In the previous section it was shown that each pair of self-similar 
p- and S-wave displacement potentials solves a probJem in which the tractions 
on the boundary are homogeneous functions of degree -2. It follows then from 
Eq. (2.48) that the fictitious tractions for these problems are necessarily 
homogeneous functions of degree zero. 
t The results of this section are generalized in Sec. 2.8 with the result 
that any problem with homogeneous boundary conditions can be solved by 
self-similar potentials" 
TI This problem was solved initially by Lamb using the method of Laplace 
transforms [10]. Later, Smirnov and Sobolev solved this problem using 
self-similar potentials. 
Let us now determine the problem that is solved if the fictitious 
normal and tangential tractions satisfy the following very simple equations: 
T 
xy 
I 
v 
- 20: 
0 
0 
for 
for 
for 
Ixl < at 
lx/ > at 
(2.60) 
all x , 
where Iv is a constant with units of Ib-sec/in. Since LY acts over the 
expanding region ~t ~ x ~ + at, the resultant of this fictitious traction 
is a fictitious load of magnitude I ·t. This load acts vertically downward 
v 
at the origin and is independent of the value of a. Since the actual 
boundary tractions and loads are the second time derivatives of their 
respective fictitious counterparts, it follows that, in the limit as a tends 
to zero, Eq. (2.60) defines the fictitious traction for a problem in which 
an impulse of magnitude I acts vertically downward at the origin at time 
v 
t = o. 
2.6.1. The Potentials for Vertical and Horizontal Impulses 
It is now a simple matter to determine the potentials for this 
problem. If the values of Land T given by Eq. (2.60) are substituted y xy 
into Eq. (2.58) and the required integration carried out, the following 
expressions for the self-similar complex-valued tractions are obtained: 
L* (e. ) 
I 1 + ae. 
v log l 
- 8:):i'Tf 1 - ae. y l 
l (2.61) 
T* (e.) = 0- i 1,2. xy l 
* It can easily be verified that ~ = Re r for all real values of e .. y y l 
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In the limit as a tends to zero the above e~uations reduce to the 
following: 
* ry(e i ) 
* T (e.) 
xy 1. 
Therefore, 
I 
-.;i. e. 
1.1T 
0 
I 
V 
ilT 
1. 
i 
T*I (e.) 
y;y 1. 
1,2. 
o 
Direct substitution of these results into E~. (2.57) yields 
(b -2 _2e2) I 
<p'(e.) 1 v 
1. R(8~) ilT~ 
~ -2 2l I 
pI (8 2) 
28 2 a -e2 v 
R(8~) i77l-L 
(2.62) 
(2.64) 
E~uations (2.64) define the self-similar potentials which solve the problem 
of an impulse of magnitude I acting vertically downward at the origin at 
v 
time t = O. The use of a limiting process to solve this problem ensures 
that the potentials defined by E~. (2.64) have no component which corresponds 
to a self-e~uilibrating stress singularity at any point in the x,y,t space. 
For the problem in which an impulse of magnitude Ih acts 
horizontally in the positive x direction, an almost identical procedure 
leads to the potentials 
I 
V 
ilT~ 
(2.65) 
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2.6.2. The Displacement Field for a Vertical Impulse 
The equations which define the displacements at any point are 
found by taking the real part of the expressions obtained when the potentials 
of Eqs. (2.64) are substituted in Eqs. (2.45). The result is 
where 
u 
x 
u y 
o! 
l 
Re fv [-
(b-2_28 2 )e 
1 1 
~ -2 2'1 -2 2' 
282 a -82 b -82 ] } 
R(e 2 )of + llJ.'TT 
1 1 
Re tV [- (b-2 _2e 2) ~a -2 _e 21 1 1 llJ.'TT 
yeo 
l 
R(e2)o' 1 1 
. ~t2 2 _2L l -r C. 
l 
- x + ---- = ------1 -2 _e 2 i 
c. . 
l l 
~ -2 2 c. -e. 
l l 
R(e2)o' 2 2 
_ 28~~a-2-8~'l } 
R( e2 )0' _i 2 2 
2 2 
= x + y 
(2.66) 
On the y = 0 surface these equations simplify to the following: 
where 
u 
x 
u y 
Re{_IV_r __ b-_2_~_a_-2_-_e2_IJ} 
lJ.iIT L xR(e2) 
e = t/x. 
These equations are equivalept to those obtained by Lamb [10]. 
For t > 0 the displacements are finite and continuous except 
(a) at the fronts of the P and S waves where the term 
t 2 r 2c72 is zero, and 
l 
(2.68) 
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(b) on the y = 0 surface at the two positions of the surface 
wave. At these locations u and u are unbounded since 
x y 
A further investigation of Eqs. (2.66) reveals that the irrotational 
component of the displacement field is zero, as expected, beyond the front 
of the P wave. However, the equivoluminal component of this field is zero 
-1 -1 
only in the portion of the x,y,t space which maps into the -a S 8 2 < a 
segment of the real 82 axis. The portion of the x,y,t space which maps into 
"I I -1 the a- S le2 S b segments of the real 82 axis is bounded by the y = 0 
surface, the front of the S wave, and the planes along which /82 1 = a-
l
.
T 
The equivoluminal component of the displacement field in these regions is 
customarily referred to as the head wave component. 
The head wave disturbances can be thought of as the equiyoluminal 
disturbances which result from the interaction of the front of the P wave 
and the free surface of the half space. It will be seen in the work that 
follows that head wave disturbances occur whenever there is no constraint 
on the displacements of the surface of the half space near the front of the 
P wave. 
2.6.2.1. Displacements Behind the Wave Fronts 
It is apparent from Eqs. (2.66) and (2.67) that the P and S wave 
-1)1/2 components of the displacement vary as (t - rc. " just behind their 
l 
respective wave fronts. At points a greater distance behind these fronts, 
the displacements are finite and continuous. 
t The mapping of the x,y,t space into the complex e plane was described 
in Sec. 2.4. 
42 
If a head wave passes through the point being considered, it will 
do so before the arrival of the S wave. By expanding Eq. (2.66) asymptotically 
-1 
about 82 = a ,it can easily be verified that the equivoluminal component 
of the displacement at a point just behind this front varies as the square 
root of the distance between the front and the point in question. That is, 
these displacements vary in the same way as the imaginary part of the 
radical ~a -l - 8 2 . 
2.6.2.2. Surface Wave Displacements 
The singular displacements near the surface waves are obtained 
-1 from the asymptotic expansion of Eq. (2.66) about the points e = ~ c . The 
way in which these displacements vary along the surface has previously been 
studied by Lamb [10]. In this study the variation at points beneath the 
y = 0 surface is also considered. 
-1 Near e = c ,the asymptotic expansions of Eqs. (2.66) have the 
following form: 
D2 
------- + -t-
] 
1, 
+ ... ~ 
J 
where 
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21c-2 _ a _2' c-2 1c-2 _ b-2 
R' (c-2 ) 
c(b c2 _ 2c-2 ) ~C-2 _ a-2i 
R'(c,;.2) 
2c-2 ~-2 _ a-21 
R'(c-2 ) 
and the remaining C's and D's are real-valued constants. 
In each of Eqs. (2.69), the first two terms combine to give a 
displacement which is singular at B = c-l These displacements are' referred 
to as the surface wave displacements. The remaining terms in the expansion 
-1 give a non-singular displacement, the magnitude of which falls off as t . 
Consequently, at a considerable distance from the origin only the surface 
wave disturbances are significant for points which are on or near the y.= 0 
surface. The patterns of these displacements are found in the following way. 
At any given time t xo/c, the linear approximation of the term 
-1 Bi - c near Xo = ct has the form 
-1 B. - c 
l 
:::::. ~ -2 iy -1 A I -2 -2 i 
- t c + 1; c 'Vc - ci 
where ~ = x - xO. Substituting this result in Eqs. (2.69) yields the following 
expressions for the surface wave displacements: 
u 
x 
u y 
~ ~:~ [ _________ C_o__________ + 
-c -2S+iYc -l"j c -2 -a -2 
~ { Iv [ ____ D_O ____ + 
~~ -2 -1.1 -2 -2 
-c S+iyc 'Vc -a 
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___ Cl__ J .... ~ 
j 
-2 . -1 ./ -2 -2 
-c S+lYC ~c -b 
(2.71) 
____ D_l __ J } 
-2 . -1 .1 -2 -2 
-c S+lYC ~c -b 
It is apparent from Eqs. (2.71) that the surface wave displacements 
propagate in a manner which is independent of time. It is also apparent that 
the magnitude of these displacements at points on a x/y = constant plane 
through Xo = ct (8 = c-l ) varies inversely as the distance away from the 
surface wave. The variation of the surface wave displacements along different 
y = constant planes is shown in Fig. 5, where the curves have been non-
dimensionalized by plotting 
ux (~ , ~) 
u (0.0,0.1) 
x 
and vs S 
E 
2.6.2.3. Displacements on the Surface of the Half Space 
At points on the y = ° surface between the shear and dilatation 
waves) both u and u are finite and continuous. Inside the S wave the 
x y 
-1 horizontal displacement is zero on y = ° except at 8 = ~ c ,where the 
singular character is given by the first of Eqs. (2.68). 
The vertical displacement on y = ° varies continuously except 
near the surface waves. At the origin u varies inversely with time. At y 
time zero this displacement is infinite as would be expected for an impulsive 
force concentrated at a single point. 
For an actual force which must be distributed continuously over time 
and space" there will be no singularities in either the displacement field or 
the stress field. 
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2.6.3. The Stress Field for a Vertical Impulse 
For a vertical impulse I , the stresses at any point are defined 
v 
by the following e~uations: 
(J 
z 
where 5~ is defined by E~. (2.67). 
l 
2.6.3.1. Stresses Behind the Wave Fronts 
The behavior of the stresses immediately behind the wave fronts 
can be determined by expanding E~s. (2.72) asymptotically in these regions. 
The most rapidly varying portion of each stress near these wave fronts is 
given by the first term of the expansion. Each of these terms can be found 
directly from E~s. (2.72). 
Behind the P-wave front 
(J ~ Re 
x 
t ) 
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\b-2_2e2)2~-2_e2 i I 
t ) ~ Re v ( O. 0 G 
Y 7r 
. R(e~) (t2 _r2a -2)3/ 2 
I (b-2_2e2)(b-2_2a-2)~a-2_e2i 
v ~ Re (0 0 t ) G 
Z 7r R(e2) (t2 _r2a-2 )3/2 
0 
I 2eo(a-2-e~)(b-2_2e~) 
V ~ Re ( T 
x:y 
where 
7r 
x -1 
eO = r a 
R(e~) 
Behind the S-wave front 
G ::.-G y X 
T ,...., -Re 
xy-
t ) 
(t2_r2a-2 )3/2 
t ) 
(2·74) 
x -1 
where eO = r b . Since there is no S-wave component of GzJ this stress 
varies smoothly across the front of the S wave. 
The second term in the expansion of Eqs. (2.72) gives stresses 
which vary as (t _ -1)1/2 rc. . 
l 
The coefficients of these terms can be calculated 
straightforwardly. 
It is not difficult to show that the S-wave components of the 
stresses behind the front of" the head wave vary as the inverse of the square 
root of the distance behind this front. 
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2.6.3.2. Surface Wave Stresses 
In order to determine the stresses near the position of the 
surface waves, Eqs. (2.72) are expanded asymptotically about either of the 
-l( points e = ~ c xo = ~ ct). Expanding the first of these equations about 
e = c-l results in the following series approximation of 
where ( 
-2 -2)( -2 -2 -2) b -2cb -2a +2c 
c
2R'(C-2 ) 
4c-2 ~c-2_a-2i~c-2_b-2i 
c2R,(c-2 ) 
and the Bls are all real-valued constants. The first pair of terms in each· 
series define stresses that are singular at the position of the surface wave. 
These are the surface wave stresses. The remaining terms in each series 
are finite and can be neglected at large distances from the origin since 
the singular terms dominate near e = c-l 
If Eq. (2.40) is used to express e. = c-l as a function of the 
l 
distance from the point Xo =. ct, then Eq. (2.75) can be rewritten in the 
form 
(J 
x 
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r1 [All A12 ] } 
::::. Re ti; -1 ..;, -2 -2 2 + -1 .1 -2 -2 2 
[-c s+iy c ~a] [-c s+iy ~c -b ] 
The surface wave components of the remaining stresses are computed in a 
similar manner. The results are 
where 
(J 
y 0::. Re 
-r "" Re flv [A31 A32 ] } 
xy l rr - -1 _ / -2 -2' 2 + -1 / -2 -2' 2 
(J 
z 
[-c s+iy~c -a] [-c s+iy~c -b ] 
A41 } 
-1 . 1 -2 _2' 2 [-c s+iy~c -a ] 
( -2 -2)( -2 -2) b -2c b -2a 
The surface .-lave stresses propagate in a manner which is independent 
of time. Moreover) these stresses vary inversely as the square of the distance 
away from the surface wave along any x/y = constant plane through Xo = ct 
(8 = c- l ). 
The variation of these stresses along different y = constant planes 
is shown in Figs. 6 and 7. These curves have been non-dimens ionalized by 
plotting 
T (0.0,0.1) 
xy 
and 
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T (0.0,0.1) 
xy 
~xy(~ , ~) 
T (0.0,0.1) 
xy 
vs S 
E 
2.6.3.3. Stresses on the Surface of the Half Space 
It is apparent from E~s. (2.72) that cr and T are zero eve~here y xy 
on the surface of the half space. Furthermore, these stresses are very small 
at points just below the surface except near the surface wave where their 
variation has already been studied. 
On the y = ° surface, cr has a non-zero value only in the region 
x 
between the P and S waves. Inside the S wave the value of cr is zero on 
x 
the surface and small at points just below the surface except in the region 
of the surface wave. The variation in this region was considered in the 
previous section. 
To summarize, the stresses and displacements are continuous and 
finite except at the wave fronts and the two locations of the surface wave. 
Furthermore, at every point the stresses and displacements are homogeneous 
functions of degree -2 and -1 respectively. 
2.7. Line Loads in an Infinite Medium 
The method of self-similar solutions used in previous sections to 
solve half space problems can also be applied to problems involving line 
disturbances in an infinite, linearly elastic, homogeneous bOdy.T To illustrate 
t An alternate method of solving these problems involves the straightforward 
superposition of the Kelvin solution of the problem in which a time dependent 
load acts at a point in an infinite body. This solution is given in 
Ref. [1], page 304. 
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how this is done, consider the problem shown in Fig. 8 where a concentrated 
load pet) acts vertically downward at the point x 0, y = 0. As in previous 
sections, the load is assumed to act initially at t = 0. From considerations 
of symmetry we note the following: 
u (x,O,t) 
x 
IT (x,O,t) y 
° 
° 
for all x 
for all x f 0. 
It follows that the problem defined above is equivalent to the 
problem (see Fig. 8) in which a y > ° half space with boundary conditions 
IT (x,O,t) y 
u (x,O,t) ° 
x 
pet) 5(x) 
2 
is placed directly above a y < ° half space with the boundary conditions 
IT (x,O,t) y p~t) 5(x) 
u (x,O,t) ° 
x 
(2.80) 
It can easily be verified that these half space problems have, the 
same shear and verti:cl displacement on the y = ° surface. Consequently, the 
disturbance in the in~i~ite body caused by the load pet) can be determined 
by solving the half sp3:e problems defined by Eqs. (2.79) and (2.80). 
2.7.1. A Line of Impulses in an Infinite Medium 
The potentials which solve the two-dimensional problem in which an 
impulse of magnitude Iv act9 vertically downward at the origin of the x,y,t 
space and found by solving the half space problems with the following 
boundary conditions: 
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for the y ~ ° half space 
t 
J 
° 
cr (x,O,-r)d-r y 
u (x,O,t) ° 
x 
I 
- 2.. 6(x) 2 
and for the y S ° half space 
t 
J 
° 
I 
cry(x,O,~)d-r - ; 6(x) 
u (x,O,t) = ° x 
The potentials which solve these half space problems can be 
(2.81) 
(2.82) 
determined in much the same manner as were the potentials which solve the 
vertical impulse problem of Sec. 2.6.1. 
As in Sec. 2.6.1, the first of Egs. (2.81) requires that 
0. 
For the second of Eqs. (2.81) to be satisfied (rather than the cond.! i··,ion that 
the surface of the half space be free of shear) the following equation must 
also be satisfied by the boundary values of the unknown potentials: 
° 
for y 0. (2.84) 
It follows as in Sec. 2.5.2 that 
,¥I (2.85) 
Y· I . -2 2 2l~'1T b -82 
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-1 -1 If a cut is made between -c. and c. in each B. plane in order 
l l l 
that the radical ./c~2_B~ j be single-valued at every point, t the potentials 
'V l l 
defined by Eq. (2.85) will also solve the y S 0 half space problem whose 
boundary conditions are defined by Eq. (2.81). 
The stresses and displacements at any point in the infinite medium 
can be computed directly from Eqs. (2.44), (2.45) and (2.47). 
In dealing with arbitrary loads it is convenient to have potentials 
corresponding to a line impulse of magnitude Ih acting in the positive 
x direction at the origin of the x,y,t space. These potentials are 
(2.86) 
By the method of superposition solutions can be obtained from 
Eqs. (2.85) and (2.86) for any two-dimensional problem involving dis-
turbances in an infinite medium. 
One of the most important applications of the potentials which 
have been found is to the problem of a disturbance originating in the interior 
of a half space. The potentials calculated in this section are potentials 
of waves incident on the surface (incident potentials). The additional 
disturbances arising from the presence of the surface can be expressed in 
terms of a new set of self-similar potentials which might be termed 
Tlreflected potentials." 
t This radical is specified as having negative imaginary values at all 
points on the real Bi axis to the right of cil. 
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Solutions which are exact for all t > 0 have been obtained by 
Smirnov [21J) Zvolinskii [24], and others [22)26J, for problems which 
involve disturbances originating in Ghe interior of a homogeneous or layered 
half space. It turns out that the reflection and refraction of waves at a 
plane boundary can be solved in a remarkably simple fashion with the use of 
the method of self-similar potentials. 
2.8. A Generalization of the Method of Self-Similar Displacement Potentials 
In this section) we show how solutions can be obtained with the 
aid of self-similar potentials for any problem for which the tractions are 
homogeneous functions of x and t of order n. These problems are solved in 
the same way as were the problems of Sec. 2.5.2 for which the tractions were 
homogeneous functions of x and t of order -2. That is, a pair of fictitious, 
self-similar tractions are constructed by differentiating the actual 
tractions n times with respect to the variable t. If the fictitious tractions 
are denoted by LY and Txy' that is 
dna (x)t) dnT (x,t) 
Ly(X)t) y T (x, t) xy 
dtn xy dtn 
n * n * 
(2.87) 
1.::* (8) 
d a (x,t) 
* 
d T (x)t) 
then y: T (8) xy 
Y dtn xy dtn 
and the potentials which solve the problem being considered will be defined 
by Eq. (2.57) for all values of n.t However) the displacements and stresses 
t If n is negative, we int~grate n times. Thus, for example, 
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at any point in the half space will no longer be defined in terms of the 
potentials by Eqs. (2.45) and (2.47) of Sec. 2.5.1, but rather by the 
equations which follow: 
u 
x 
u y 
(J 
x 
~ 
a 
z 
f.l 
o 0 o 
o 0 o 
o 0 o 
o 0 o 
o 0 o 
o o 
o o 
o o 
o 
o o 
(2.88) 
where W' (8) and pl(e) are defined by Eqs. (2.57) and the e. '8 are defined 
l 
implicitly by the equation 
A I -2 2 I Tl - e.x - y 'Vc. -e. 
l l l 
o 
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2.8.1. A Uniforml Load Acting over an Expanding Region 
To illustrate the way in which Eqs. (2.B8) are used, we consider 
the problem in which a uniformly distributed stress of magnitude 60 acts 
vertically downward over the expanding region ~t ~ x ~ at. If the tangential 
traction is zero, then the boundary conditions for this problem are defined 
as follows: 
o (x,t) y 
1" (x,t) 
xy 
-60 
o 
o 
for Ixl < at 
for Ixl > at 
for - co < X < + co 
Equations (2.B9) define tractions which are homogeneous functions of x and t 
of order zero. Hence, this problem can be solved in terms of self-similar 
potentials, and the fictitious tractions defined by Eq. (2.87) are identical 
to the actual tractions. That is, 
r. (x,t) y 
T (x, t) 
xy 
o (x,t) y 
1" (x,t) 
xy 
It follows that the fictitious complex valued tractions, l:; and T~, which 
are constructed from ~ and T by means of Eqs. (2.58), are identical to y xy 
* the quantities 0 y * and 1" xy That is 
* * ~ (8) cr (x,t) y y 
* * T (8) 1" (x,t) 
xy x:y 
where 8 t/x. 
(2.91) 
t This problem was solved by Craggs [151 using a method which is equivalent 
to but less direct than that presented here. 
It follows from E~s. (2.58) that 
0-*(8) 60- (1 + a81 - - log y i7r (1 - aB 
0-*'(8) 60- a:x 
y i7r 1 _ a 2 82 
1"* (8) 1"*' (8) 0 
"XY Y;Y 
2.8.2. Concentrated Loads Which Increase Linearly with Time 
The functions 0-*(8) and 0-*' (8) for a concentrated load of magnitude y y 
Ft which acts vertically downward at the origin can be obtained directly 
from Egs. (2.92) by replacing 26o-a by F and then letting a tend to zero. 
The following results are obtained: 
0-*(8) 
Y 
-FB/i7r 
0-*'(8) 
y -F/i7r (2.93) 
1"* (8) 1"*' (8) 0 y;y Y;y 
For the problem in which a point load of magnitude Ft moves along the surface 
with a speed a, it is not difficult to prove that 0-*(8) and 0-*' (8) are y y 
defined as follows: t 
* a (8) y 
8F -F 
i7r(1-a8 ) 
It is obvious that Egs. (2.93) and (2.94) are identical for a = O. 
The stresses and displacements at any point in the half space can 
be determined in a straightforward manner from Egs. (2.58) and (2.88) and 
t This problem was solved by Payton [11] using Laplace transforms. 
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the equations which define a*f (e) and 'T~fT (e) for the problem being 
y ~'Y 
considered. 
2.8.3. Some Useful Relations for Problems with Self-Similar Tractions 
For problems in which the tractions are self-similar, the 
velocities must also be self-similar. It follows that these velocities can 
be expressed in terms of complex-valued functions by equations of the form 
v (x,y,t) 
x 
If the tangential traction is zero, it is not difficult to show 
* * that the derivatives of a (e) and v (e) are related on the y = 0 surface y y 
by the equation 
V*T (e) 
y 
On the y = 0 surface e = el = 82 = t/x as in previous sections. This 
relationship will be used repeatedly in Chapter 4 where solutions are 
obtained for various contact problems. 
A number of other useful relations can be derived from the solutions 
obtained in Secs. 2.8.1 and 2.8.2 for problems involving uniformly distributed 
and concentrated loads. The validity of these relations for all problems in 
which the distribution of the traction is self-similar follows from the 
linearity of the governing djfferential equations. 
1) The load on the surface of the half space is related to 
the fictitious complex-valued normal traction by the equation 
2) 
4) 
. *1 ( ) is analytic at every point on the The functlon 0 8 
Y. 
real 8 axis where do (8)/08 is zero and non-analytic at y 
every point where ocr (8)/08 is not zero. t y 
. *1 ( ) There is a simple pole in 0 8 at each point along the y 
real 8 axis where there is a step discontinuity in 0 (8). 
Y 
There is a pole of order 2 in o*! (8) at each point along y. 
the finite portion of the real e axis where there is a 
vertical point load of finite magnitude. 
5) On the y = 0 surface, 
e 
Re iTr t·6(x) 
e 
and Re iTr(1~8) = t·6(x~t), where 6(x) is the Dirac delta 
function .. The.first of these relationships will recur 
frequently in the work that follows. 
t Analogous .relations exist between 0*'(8) and 0 , v*!(8) and v , etc. 
~ x y. y 
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3. THEORY FOR THREE-DIMENSIONAL SELF-SIMILAR PROBLEMS 
3.1. General Remarks 
In this chapter, a method is developed for the direct determination 
of solutions of a variety of three-dimensional problems. These include any 
traction and superseismic contact problem and any axially symmetric contact 
problem which has boundary conditions that are homogeneous functions of the 
variables of space and time. This method was developed in 1933 by Smirnov 
and Sobolev [6J, and used by these authors to solve the three-dimensional 
impulse problem and certain problems involving the propagation of spherical 
waves in a layered medium. 
The basis of the procedure is the fact that in the cases of 
interest a one-to-one correspondence exists between the axially symmetric 
problem and some fictitious two-dimensional problem. In fact, the solution 
of the axially symmetric problem is expressible as a simple ~uadrature of 
quantities involved in the fictitious two-dimensional problem. 
If ~he two-dimensional problem can be solved easily, as is often 
the case ~ith ~he aid of the Smirnov-Sobolev method, the only remaining step 
is to define ~he :ictitious two-dimensional problem in terms of the actual 
axially symmetri2 problem under consideration. 
If the boundary and initial conditions for the axially symmetric 
problem are not homogeneous functions of the variables of space and time, 
the corresponding conditions for the plane problem must be determined by 
solving an Abel integral equation which relates the boundary conditions for 
the two problems [24J. However, if these conditions are homogeneous, the 
boundary and initial conditions for the plane problem can be determined, 
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virtually by inspection, if one uses the method which Kostrov [9J employed 
in solving the problem of a slowly-indenting conical die. 
The one-to-one correspondence which exists between axially symmetric 
and plane strain problems holds for static as well as dynamic problems. 
Weber [33J used this approach to solve static problems. It appears that 
Weber rediscovered this one-to-one correspondence independently, several 
years after Smirnov and Sobolev published the more general dynamic relationship. 
3.2. Determination of the Correspondence Between Plane Strain and Axially 
Symmetric Problems 
The basis for the solution of the axially symmetric problems 
treated in this study is the following observation. For every two-dimensional 
vector or scalar field UO(~,y), where ~ = rcosw, it is possible to form a 
corresponding axially symmetric field by a tlrotational superposition lT : 
Here ~ takes the place of x in the two-dimensional treatment of Chapter"2. 
If we let Uo be a displacement field for same plane strain problem, then 
the Ul field determined in accordance with Eq. (3.1) also satisfies the three-
dimensional equations of elasticity, since it is the superposition of states 
which themselves satisfY the equations of three-dimensional elasticity.t 
Not only can axially symmetric fields be found from Eq. (3.1), but, 
as will be shown, to every ~xially symmetric field there corresponds at least 
t This follows fram the equations of linear elasticity in the isotropic 
homogeneous case. 
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one two-dimensional field Uo satisfying E~. (3.1). With a simple restriction 
on the form of UO' this correspondence between Uo and Ul is, in fact, one-to-
one. These statements will be proved in Sec. 3.3.1. 
Let 1)r and liy denote the horizontal and vertical components, 
respectively, for a plane strain displacement field which has no component 
of displacement in a direction normal to the plane along which w = O. From 
Fig. 9, it can easily be seen that the radial, circumferential, and vertical 
components of the displacement field are defined at any point by the 
e~uations 
lirO cosw uH(rcosw, y) 
u
wO sinw uH(rcosw, y) 
uyO ~(rcosw, y) 
It follows from our previous remarks that the corresponding 
components for the axially symmetric fieid will be defined as follows: 
21T 
urI J cosw . uH(rcosw, y)dw 
o 
Now let 
uH 
J2vsinw . ~(rcosw, y)dw 
o 
J2v "v(rcosw, y )dw 
o 
uH and ~.be written as follows 
S A 
1)r+ uH 
S A 
~=~+ ~ 
(3.4) 
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where u~ and { are the displacements which solve the symmetric portion of 
A A the plane strain problem, and ~ and ~ are the displacements which solve 
the antisymmetric portion of the problem. These components satisfy e~uations 
of the form 
s 
uH(s,y) s -~(-S,y) 
s 1ly(~,y) s ~( .-~,y) 
and 
A ~(~,y) A ~(-~,y) 
A 1ly(~,y) A -~(-~,y) 
It can easily be verified that the rotational superposition of 
any antisymmetric displacement field results in zero displacements. Con-
se~uently, the axially symmetric field VI determined in accordance with 
E~. (3.1) depends only on the symmetric portion of the plane strain displace-
ment field VO. In the work that follows, we restrict our attention to those 
symmetric two-dimensional problems whose displacements satisfy E~s. (3.5). 
For any problem of this type, E~s. (3.3) can then be simplified to the 
following form 
iT' 
r> 
U J cosw . ux2 (rcosw, y)dw r 
0 
u 0 (3.7) w 
iT' 
u J uy2 (rcosw, y)dw y 
0 
where u 
r 
redefined as u
x2 and uy2 ' respectively. 
In these equations we assume that the z axis is normal to the w = 0 plane. 
For axially symmetric problems the stresses are defined in terms 
of the strains by the equations 
cr M+ 21-1E 
r r 
cr M+ 21-1E 
W w 
(3.8) 
cr M+ 21-1E 
Y y 
'[ 1-11 '[ 0 '[ 0 xy ry rw yw 
where A and I-l are Lame's constants, 6 = E + E + E , and E , E, E and), 
r w y r y ry 
are the radial, circumferential, vertical and shear strains, respectively. 
These quantities are defined in terms of the dlsplacement as follows: 
du 
r E 
= dr r 
u 
r 
Ew r 
(3.9) 
du 
E 
= dYY Y 
du du 
Iry 
r df dY+ 
Consider the third of Eqs. (3.8). Using Eqs. (3.5), (3.7) and 
(3.8), we find that the vertical stress is defined in terms of the plane 
displacements as follows: 
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7r 
CJ (r,y) y J Oux2 ux2 Ou 2 Ou (~(~ cosw + r cosw + ~) + 2~ .. ~2) dw 
Since 
and 
o 
7f ; J u
x2 • coswdw 
o 
drcosw 
~r 
7r 
1 . sinw·u I 
r x2 
o 
cosw 
! . 2 dux2 d + Sln w ~ w 
o 
the integrand of Eq. (3.10) can be written in the form 
(3.10) 
But this quantity is precisely the vertical stress CJy2 for the plane strain 
problem. Consequently, Eq. (3.10) can be written in the form 
CJ (r,y) y 
7r J °y2 (rcosw,y) dw 
o 
In an analogous manner we find that 
7r 
CJ J (OZ2 + 2~Ex2 sin2w)dw w 
0 
7r 
J (Ox2 - 2~E .2) CJ Sln w dw r x2 
0 
7r 
1" J'rXY2 cosw dw 1" ry rw 
0 
(3.14b) 
T 0 
UJy 
where, for the plane strain problem, ° 2 is the stress in the z direction, 
z 
0
x2the stress in the x direction, Txy2 the only non-zero shearing stress, 
and Ex2 the strain in the x direction. 
When we consider the wedge and cone problems we shall require the 
expression for the slope of the surface of the half space. This can be 
determined from the following equation: 
dU (r,O) y 
dr Jrr ~2 cosw ~ (r~osw,O)dw 
o 
00 00 2 
where ~ and ~ denote the slope for the axially symmetric and plane 
strain problems, respectively. Equation (3.15) is derived in the same way 
as those for the stresses and displacements. 
3.3. Determination of the Boundary and Initial Conditions for the 
Plane Strain Problem 
In this section, we show how the boundary and initial conditions 
for the fictitious plane strain problem are determined from the analogous 
conditions for the particular axially symmetric problem being considered. 
We first consider a method which holds for both static and dynamic problems. 
Later we introduce a convenient method of calculation which was developed 
by Kostrov and can only be used for dynamic problems which have boundary 
and initial conditions that are homogeneous functions of the variables rand t. 
3·3·1. The General Method t 
To illustrate the·method which holds for all axially symmetric 
problems, assume that the bo~ndary and initial conditions for the problem 
t This method appears to be due to Smirnov and Sobolev [6J. 
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being considered are specified functions of a and ~ y ry For such a problem, 
the first and fourth of Eqs. (3.14) must be solved to determine the corre-
sponding quantities for the plane strain problem. This can be done as 
follows. 
Let A = rcosw. Then dA = -rsinwdw, and with the appropriate change 
in the limits of integration, Eqs. (3.14) can be written in the following 
form: 
(3·16) 
where AO = r. If we restrict our attention to plane strain problems whose 
displacement fields satisfY Eqs. (3.5), then Egs. (3.16) can be simplified 
to the following: 
So 
'L 2 ( .JT,y) 
~ry( ~,y) J xy ds 
.JT; .J~ 0 0 
(3.17) 
So 
aye .JI;,y) J fJy2 ( .,[f,y) J ds .J~ 0 ' _ s 0 
2 2 
where s = A and So = AO. This transformation results in a pair of independent 
Abel integral equations which can be solved without difficulty. The result is 
t See Ref. [34]. 
~ 
T,cy2 (,Tf, y) =.JTa ~g J Try ( .J~, y) 
° 
.-JTT 
° 
CJ (".;f, y) yz 
For y = 0, Eqs. (3.18) define the tractions for a symmetric plane 
strain problem which corresponds to the axially symmetric problem being 
considered. Since the displacement field which solves this plane problem 
is unique, the axially symmetric displacement field determined by the 
operation of rotational superposition on the plane field is also unique. 
Moreover, this three-dimensional field solves the problem whose tractions 
are determined by the rotational superposition of the tractions for the plane 
problem. However, the axially symmetric tractions determined in this way 
are identical to the tractions for the axially symmetric problem being 
considered. Hence, by uniqueness, the three-dimensional field determined 
above is the solution of the axially symmetric problem in question. It 
follov:s that every axially symmetric problem can be solved by the methods 
proposed in this section. 
3.3.2. The Technique of Kostrov 
Now let us consider axially symmetric problems having boundary 
and initial conditions which are homogeneous functions of the variables 
rand t. The analogous conditions for the corresponding plane strain 
problems must necessarily b~ homogeneous functions of the variables x and t. 
In Sec .. 2.8 it was shown that two-dimensional problems of this type could 
be solved by expressing the boundary conditions in terms of complex-valued 
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~nctions of the variables el and e2 , where both of these are equal to t/x 
on the y = 0 surface. 
To illustrate the technique which Kostrov [9J used to solve 
problems of this type, assume that the boundary conditions are defined in 
terms of a normal and tangential traction on the surface of a half space. 
Moreover, assume that the functions which define these tractions are homo-
geneous of degree zero. It follows from our previous remarks that the 
axially symmetric and plane strain tractions are related by the equations 
7T' 
cr (r,t) = Re J a *(e2)dw y y 
0 
(3.19) 
7T' 
'T (r,t) Re J cosw 1"* (e 2 )dW ry 2P.1 
0 
where e = e l = e2 = t/x = t/rcoswo * * As in Chapter 2, cr and 1" are complex-y y;y 
valued ~nctionsof e whose real parts are equal to 0y2 and 1"xy2' respectively. 
It is frequently more convenient to work with the time derivatives of these 
tractions rather than the tractions themselves. These quantities are 
determined from the equations 
iT 
cr (r,t) J .* 2 Re a (e )dw y y 
0 
(3.20) 
7T' 
~ (r,t) J .* 2 Re cosw.1"xy(e )dw 
xy 
0 
If we change the variable of integration from w to e, the following 
results are obtained: 
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Re J ! dO;(92 ) de d8 r 1e2 _e 2 Cl 0 
2)1-* (e 2) (3.21) J 1 80 de Re y;y rB ~§ 1e2-e~ Cl 
where 80 = t/r. 
Each path of integration is the contour Cl shown in Fig. 10. This 
contour extends along the real 8 axis from eO to +00, then along a semi-
circular path in a counterclockwise direction from +00 to _00, and finally 
along the negative portion of the real e axis from _00 to -80 , The radical 
(82_8~)+1/2 is specified as equal to +i80 at the origin and is analytic 
everywhere in the 8 plane except across cuts outward along the real axis 
from +eO and -80 , 
Equations (3.21) can be simplified further by changing the 
2 
variable of integration from e to ~ where ~ = e. The result is 
Re J 1 00; (~) d!) r d~ ~ C2 0 
Re J ! 80 d'r~(~) d!} r,fT) dTj ~ C2 0 
2 
where TjO = eO' and the contour of integration is now the closed path C2 
shown in Fig. 11. 
For the two-dimensional dynamic problems of Sec. 2.4 it was shown 
that every complex potential expressed as a function of B. is analytic off 
1. 
the real axis of the e. plane. Since the upper half e plane maps into the 
1. 
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entire ~ Flane, the integrands of Eqs. (3.22) must be analytic except at 
Faints or regions along the real ~ axis between ~ and +00: As a result, the 
contour of integration can be deformed into any curve which begins at a 
point just above ~O on the real ~ axis, ends at a point just below ~O' and 
does not cross the positive real ~ axis between ~O and the origin. Several 
curves of this type are shown in Fig. 11. The curve C3 , which is used 
frequently in the work that follows, lies just above the axis in passing 
from ~O to the origin and just below the axis in passing from the origin 
back to a point directly beneath ~O. 
Since the integrands of Eqs. (3.22) are functions which are 
analytic everywhere off the positive ~ axis, the value of these functions 
at every Faint in the ~ plane is determined completely by the non-
analyticities along the axis, the behavior at infinity, and the position of 
the point ~O. 
Using the Cauchy Integral Theorem and Morera1s Theorem, we arrive 
at the following useful relations between the character of cr and the y 
singularities of the integrand of Eq. (3.22a): 
t 
1) If the value of ay(~o) experiences a step discontinuity at 
~O t ~l' the integrand of Eq. (3.22a) is non-analytic 
at ~ ~l' 
2) If the value of ay(~o) varies continuously in a range such 
as ~2 < ~O < ~3' the integrand of Eq. (3.22a) is non-analytic 
in the range ~2 < ~ < ~3' 
3) If the value of cry(~O) is zero for all ~O in the range 
It is assumed that ~l' ~~, ~~ and ~4 denote distinct, non-zero values of 
t/r which are points at Which the fUnction defining the axially symmetric 
normal traction is discontinuous. 
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dO' * (71) 
o ~ 710 ~ 71 4' both '~71 and the integrand of E~. (3.22a) 
are analytic for all' 0 ~ 71 ~ 71 4 , 
4) If the value of ~y(710) is constant for all 710 in the range 
714 ~ 710 ~ +00, the integrand of E~. (3.22a) is analytic for 
all 714 ~ 71 ~ +00, and the value of 0y (710 ) is e~ual to the 
value of the integral of E~. (3.22a) taken over the portion 
of C2 which forms the circle at infinity (see Fig. 11). 
These relations depend on the points of non-analyticity of the integrand, 
not on the physical interpretation of the variables involved. Conse~uently, 
they hold whenever the integral which defines a three-dimensional ~uantity 
is of the form of Eq. (3.22a) or E~. (3.22b). 
With the aid of the four basic relations defined above, the 
boundary and initial conditions of the fictitious plane problem can be 
determined, virtually by inspection, for any axially symmetric problem 
which has boundsry and initial conditions which are homogeneous functions 
of degree zero. ~o illustrate the process, we next consider a simple but 
inter~sti~~ ~~oblem, which was initially solved by Craggs using a method 
which rec:lires several pages of detailed calculations [18J. 
3.3.3. The r:;:',:,:)-Jir:!:.ensional Problem Corresponding to an Expanding, 
Dnifor::.ly Distributed Circular Load 
Consiier the axially symmetric problem in vlhich the only load on 
the surface of 2. linearly elastic half space is a normal traction of unit 
magnitude acting vertically downward in the expanding circular region 
r < at. That is, 
0' (r,t) y -1 
o 
o 
for r < at 
for at < r 
for 0 < r < 00 
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Since these conditions are homogeneous functions of degree zero 
they can also be expressed in the formt 
-1 for eO ::: a -1 
0 for eO < a-I (3.24) 
0 for e < eO < co 
where eO = t/r. 
It follows directly that the first derivatives with respect to 
time of these tractions satisfY the conditions 
o 1= 
-1 for all eO a 
o 
and 
-1 
a + E CU ( e 2 ) J _::::...y-- d8 c8 
-1 
-1 for all E > 0, 
a -E 
where the path of integration is clockwise along a semicircle with radius E 
-1 
and center 8 = a . 
Using the results of the previous section, we can immediately 
conclude that *' 2 *' 2 u (8) and ~ (8) must satisfY the following conditions: y x:y 
~*' (8 2 ) - 0 
4Y 
rr*' ('-e 2 ) e2 -2 
v is not analytic at = a 
Y-
rr*' (-e 2 ) 1 e2 < -2 v is analytic for al a y 
u*' (e 2 ) 
Y is analytic for all a-2 < e2 < e2 1e2 _e 2 0 
and all e2 < e~ < a-2 
t The variable e2 is substituted for ~ and e6 for ~O to facilitate certain of the computations which follow. 
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and J a 
c 
CJ*l (e2) where y de 2 ,and C is the portion of the contour C2 of Fig. 11 
which forms a circle at infinity. 
*' 2 2 In order that CJ (e) be analytic everywhere off the real e > a y 
axis, and that the first three of the above conditions be satisfied, 
*' 2 CJ (e) must be a function of the form y 
n=a 
where n is an integer and the F (e 2 ) are integral (entire) functions. t 
n 
In order that there not be any singularity in load at the origin 
of the physical space, no essential singularity in the functions F (8 2 ) can 
n 
exist at infinity. The functions F (82 ) must then be polynomials. Further-
n 
more, Fa and Fl must be zero, F2 can be constant, F3 can be a linear 
. . e2 t expresslon In ,e c. 
* 2 It is now easy to see that the most general form of CJ (8 ) is 
Y 
where each A is a constant. 
n 
Each term in thi~ infinite series corresponds to a different 
axially symmetric problem. Moreover, each successive term corresponds to 
t That is, functions which have no singularities or poles in the finite 
portion of the 82 plane. 
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a stress distribution which is more singular at the edge of the load area 
than the previous one. Hence, we anticipate that the first of the above 
functions corresponds to the axially symmetric problem whose boundary 
conditions satisfy Eqs. (3.24) and which has no self-equilibrating stress 
singularity at the edge of the expanding load. This assumption can be 
verified as follows. 
If 
then 
where K is a constant of integration. 
Equation (3.14) relating a and a* could also have been written y y. 
in the form 
2 
8 o 
82 
It is apparent fro~ Eq. (3.28) that a*(8 2 ) must be zero at the origin in y 
order that there be r.o pole at that point in the integrand. Hence, K = ~. 
It follows directly fran Eqs. (3.27) and (3.28) that the traction o~ the 
boundary satisfies t~e conditions 
o 
for o- l :s 80 
for 8 < ex- l o 
If we set A2 = 1/2 arr, Eqs. (3.24) and (3.30) will be identical. Therefore, 
the normal traction for the fictitious plane problem has been determined if 
no self-equilibrating stress singularities are present at the edge of the 
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expanding surface loads. The absence of such disturbances can be verified 
by examining the asymptotic character of the stress field near r = at. The 
way in which this is done is described in Sec. 3.4.1.2 where the asymptotic 
character of the disturbances associated with a surface wave are computed. 
The stress and velocity fields for the plane strain problems can 
be determined in a straightforward manner from the functions which define 
*' *' dO Ide and d~ Ide and Eqs. (2.57), (2.87) and (2.88). The three-y ~ 
dimensional fields can then be found by substituting the corresponding plane 
quantities in Eqs. (3.7) and (3.14) and carrying out the required integration. 
No attempt is made to carry out these operations for this problem. Instead, 
we consider several problems involving concentrated disturbances. The 
fictitious tractions for these problems are determined from the results 
obtained in this section by the same type of limiting process that was used 
to determine the solution for problems involving concentrated line loads. 
This insures that the solutions obtalned do not contain self-equilibrating 
stress singularities. 
3.4. Dynamic Loads and Impulses Concentrated at a Point 
If a normal traction of magnitude F/a2rr acts vertically downward 
over the expanding circular region r S at, the resultant is a vertical load 
of magnitude Ft2 which acts vertically downward at the origin. The first 
2 derivative with respect to e of the boundary tractions for the fictitious 
plane problem can be written directly from the results of the previous 
section. 
(3.31) 
o 
The limiting value of Eqs. (3.31) as a tends to zero are the 
derivatives of the tractions for the plane problem which corresponds to 
the axially symmetric problem in which a point load of magnitude Ft2 acts 
vertically downward at the origin. For this problem we find that 
*' 2 ~ 
(J (8) = F/2 , 
Y 
1"*1 (8 2 ) 
(3.32) 
= 0 
;{ 
Hence, 
d(J*( 82 ) 
Y 8F/i2 d8 
d1"* (8 2 ) 
(3.33) 
~ 0 de 
The self-similar potentials t which solve this fictitious plane 
strain problem are determined from Eqs. (2.57), (2.87), (2.88) and (3.33). 
We find 
F 
2 
f-LiT 
where 81 and e 2 are defined implicitly by the equations 
O. = t - rcosw·8. - y(c~2_8~)1/2 = 0 
l l l l 
(rcosw is equivalent to the- x of Chapter 2.) 
i = 1,2 
r See Sec. 2.8 for the generalization of the displacement potential 
method of Smirnov and Sobolev. 
(3.34) 
(3.35) 
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A relationship which will be useful later is obtained by observing 
that for the problems considered above, the total load on the boundary can 
be computed from the e~uation 
2 2 *' pet) = -2t 7T CY (0) (3.36) y 
It follows directly from the linearity of the wave e~uations that E~. (3.36) 
will hold for all axially symmetric problems which have stress and velocity 
boundary conditions which are self-similar. 
3.4.1. Derivation of the Equations Defining the Velocity and Stress Fields 
The first derivative with respect to time of the velocities and 
stresses for the problem solved above can be found with the aid of 
Egs. (2.88), (3.34), (3.7) and (3.14). The result is 
dV y 
dt 
dV 
r 
dt 
7T 
Re J 
o 
7T 
-Re J 
o 
(3.37) 
7T (-2 -2 2 2) .. I -2 2' 2 
J b -2a +281 cos w <p' 28 2'V b -82cos w If' - Re I-L ( . 5 ' + 5 ' ) dw 
0  
"::.\ 7T (-2 -2 2 2) A I 2 2 i 2 
oCYw J b -2a +281 s in w <P' 2e2~Vb- -8 2 sin w If' dt = - Re I-L ( 6 ' - + 5 I ) dw 
0  
1" 
rw 
7T 2e 1 -2 _e 2' CD' J I a l--Re ~cosw( 5'~ I o 
o 
where 5~ = -rcosw + e.Y/(c~2_e~)1/2, and ~' and ~' are the potentials defined 
l l l l 
by Eqs. (3.34). 
Since the stresses and displac~ments at any point can be calculated 
in a straightforward manner from the quantities determined in Eqs. (3.37), 
the problem of a point load of magnitude Ft2 acting vertically downward at 
a point on the surface of a linearly elastic half space is essentially solved. 
If the quantities v, ..... ,1" of Eqs. (3.37) are differentiated y ry 
n times with respect to t rather than just once, the resulting equations will 
define the relationship which exists between the velocities, stresses and 
potentials for axially symmetric problems whose boundary conditions are 
homogeneous functions of rand t of degree n-l. For such problems, ~' and ~' 
should be interpreted as the potentials which solve the corresponding plane 
strain problem. Thus, the potentials defined by Eq. (3.34) can be used to 
determine the stress and velocity fields for any problem in which the load 
pet) acting vertically downward at the origin is given by the equation 
pet) 
For example, if n = -2, the load defined by Eq. (3.38) is an impulse of 
magnitude 2F which acts vertically downward at ttme t = O. The stress and 
displacement fields for this problem (Lamb1s problem [10]) can be determined 
cv C1" 
without difficulty from Eqs. (3.37) with dtY , ..... ,. C~ replaced by 
79 
d -2v d -2'[ 
---~y~ ry ) respectively. The vertical components of these fields) dt- 2 ) ..... ) dt-2 
for example, are defined by the equations 
rr ! -2 2 ' -2 2 rr 2e~Va -2 -e~' 
Re F 
d J Bl 0\ a -Bl (b -2Gl ) dw + d J dw (dt" R(e 2 )"01 u dt R(e 2 )o' y m..t 
- 0 1 1 0 2 2 
(3.39) 
Tr e (b-2_2e 2)2 
F d2 J -Re 1 1 dw + (J - dt2 Y 7TlJ. R(e 2 )01 0 1 1 
4e~1ia-2-B~'~b-2_B~' Tr 
d J dw dt2 R(e~) 0' 0 2 
The other axially symmetric quantities can be found in the same way. 
To evaluate the integrals of Eqs. (3.37) for the problem solved in 
Sec. 3.4, it is convenient to change the variable of integration from w to 
2 
the appropriate e .. Equations (3.37) can then be written as follows: 
1 
J ~a -2 _e
2
' <P' 
de 2 r Py de 2 -Re 1 + Re v 2e l Gl 2G2 y 1 .J 2 Cl C2 
1 -2 2' 
r" cosw <pI 
Re J b -e 2 cosw 'I' v -Re j 2Gl de 2 2e 2 G2 de 2 r 1 2 Cl C2 
Vb -2 -e~1 /' (b -2 -2e 2 )<p 1 
de2 ReJ fl 0- Re J 1 pI de 2 y I-l "2e l Gl _- 1 G2 2 Cl C2 
0-
r 
0- = 
w 
i-
ry 
where 
Ref 
Cl 
Ref 
Cl 
Ref 
G. 
l 
Cl 
COSW 
(-2 -2 2 2) b -2a +2elcos W ~I 
fJ. 2e l Gl 
(-2 -2 2 2) b -2a +2e l sin W ~T 
fJ. 2e l Gl 
~a-2-ei'iP' 2 
fJ.cosw( G )del + 1 
sinw G./re. 
l l 
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1 -2 2' 2 pI 
de 2 Re f l.L b -e2 cos W + G2 1 C2 
~b-2 82 ' . 2 pI 
de2 Ref fJ. - 2 Sln W + G2 1 C2 
-2 2) Ref fJ.cosw(b -2e 2 pI de 2 2e 2G2 2 C2 
and the path of each contour of integration is described later. 
It is apparent from Eqs. (3.40) and (3.41) that hyperelliptic 
integrals must be evaluated in order to d.etermine the axially symmetric 
quantities for the problem being considered. The numerical integration 
de 2 2 
d8 2 2 
scheme which is used in this study to evaluate these integrals is described 
in detail in Chapter 5. 
For the present we restrict our attention to the disturbances 
at points near the surface of the half space and just behind the fronts of 
the P, S, and head waves. It is only at points in these regions that the 
disturbances can be singular or discontinuous. The source of excitation is 
assumed to be a load of magnitude Ft2 acting vertically downward at the 
origin for t > o. 
81 
3.4.1.1. Disturbances on the Surface of the Half Sp~ce 
At points on the surface of the half space the functions G.(9.) 
l l 
can be simplified to the single expression 
where 
and 
2 (t/rcosw) 
82 = (t/r)2. o 
E~uations (3.41) can then be written more simply as follows: t 
v y 
v 
r 
0-
r 
0-y 
F. 
Re ( l 
2 21T rfl 
Re (_F_ 
2 21T r 
Re (-; 
2r7r 
J 
c 
J 
c 
Re (_F_ J 
2m2 C 
t The first pair of E~s. (3.42) are e~uivalent to the e~uations obtained by 
Pekeris [35J for the displacements on the y = 0 surface when a point load 
of magnitude 2F acts vertically downward at the orlgln for all t > O. 
This problem was solved by Laplace transform methods. 
where 
i 
ry 
111(82 ) 
2 121 (8 ) 
i 
rw 
i yw o 
+(b-2_282 ) Aj8 2_a-2 ' 
(-2 2) b -28 9cosw 
82 
2 112 (8 ) +28
2 V9 2 -a -2' 
2 
-29 1a -2 _8 2-:jb -2 _8 2 122 (9 ) cosw 
131(92 ) (-2 -2 2 2)( -2 2) b -2a +29 cos w b -29 (3.43) 
132(82 ) 2 2,,) -2 21 ~"'2 2 i 90 -48 cos w a -8 -9 cosw =7f 
2 
-2 -2 2 2)( -2 2) 141 (8 ) (b -2a +28 sin w b -29 192 _9 2 ' 
sinw 0 e 2 2 2 1 -2 2'1 -2 2 i 
142 (8 ) -48 sin wa -8 b -8 
The integrand of each of these equations is analytic at every 
2 -2 point on the real axis to the left of 8 = a Consequently, the contour 
2 2 
of integration, which begins and ends at e = (t/r) , must cross the axis 
o 
to the left of 92 = a-2 . In the work that follows it is convenient to 
integrate along either one or the other of the curves C2 and C3 
of Fig. 11. 
By a straightforward but tedious calculation (see Pekeris [35]), 
the solution of Eqs. (3.42) can be expressed in terms of Bessel functions. 
However, a qualitative estimate of the disturbances and an exact determination 
of the surface wave disturbances can be obtained more conveniently with the 
aid of the results of Sec. 3.3.2. For example, if the point at which the 
disturbances are being calculated is on the surface between the P and S waves, 
2 -2-2 the value of 80 at that po~nt is greater than a but less than b That is, 
a-
2 < 8~ < b-2 . The integrands of the first four of Eqs. (3.42) are non-
2 -2-2 
analytic for every value of 8 between a and b . It follows directly 
from the results of Sec. 3.3.2 that the first derivatives with respect to 
2 time of v , v , a and a are functions of eO which vary continuously for y r r w 
2 -2 -2 / all values of eO between a and b . Since eO = t r, these stresses and 
velocities at the point in question must vary continuously during the 
interval of time in which that point is between the P and S waves. t 
For a point which lies between the surface and shear waves the 
value of e~ is between b-2 and c-2 . If the surface wave has passed this 
point, the value of e~ is greater than c~2. We note that the integrands of 
the first four of Eqs. (3.42) have a simple pole at the point e2 = c-2 where 
there is a zero in the Rayleigh function. With the exception of this point, 
the integrand of the first of Eqs. (3.42) is analytic for all 82 in the 
range 8~ < e2 < +00, and the remaining integrands are analytic if 82 is in 
the range b-2 < e2 < e2 < 00. The following equations can be obtained without o 
difficulty if the first integral is evaluated along the contour C2 of 
Fig. 11, and the other integrals are evaluated along the contour C3 of the 
same figure: 
~ '> b' 82 > b-2 :or ~ r, l.e., 0 
v y 
v 
r 
F b-2 ·R 
---- + v 
-2 -2 Y b -a 
-2 
a 
( -Ft Re 2 2 
r rr [J. 
r 
J -2 
b 
(3.44) 
t It is not difficult to show that the variation with time of the stresses 
and velocities is essentially quadratic at points just behind the front 
of the P wave. 
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-2 a 
131 + 132-. (L- J de2 ) + ·R cr = Re 0-r rr2r -2 R(e2) ~2_e2 r b 0 
-2 a 
141 + 142 
6- F f2 .R = Re(- + cr w 2 
R( e2) 1 e2 _e2 w rrr b 0 
er 0 for 2 (r 1= 0) eO < + 00 y 
i i = i = 0 
ry rw yw 
where vR, vrR, erR and crR symbolically denote surface wave disturbances, the y r w 
values of which are determined from the residue of the integrands at the 
zero point of the Rayleigh function. It can easily be verified that these 
disturbances are defined as follows: 
.R 
v o for c-2 < e2 o i. e. r > ct Y 
.R 
v 
r 
.R 
0-
r 
Fc I ll (c-
2 ) + I 12(c-
2 ) 
rr~ Rf(c-2)(r2_c2t2)1/2 
0 -2 e2 < -2 for b < c 0 
-cF 
-2) -2 I 21 (c + I 22 (c ) 
7T1J. Rf(c-2)(c2t2_r2)1/2 
0 -2 e2 < -2 for b < c 0 
_ Fc I 21 (c-
2) + T32{c-
2 ) 
- ~rr Rf(c-2)(c2t2_r2)1/2 
i.e. ct < r < bt 
-2 e2 for c < 0 
-2 e2 for c < 0 
(3.45) 
where 
.R 
cr 
w 
o 
for c-2 < e; 
dR(e2 ) 
oe2 le2=c-2 
The first term in each of Eqs.(3.44) is a smoothly varying 
2 2 -2 2 function of eO for all eO greater than b . As eO tends to infinity, each 
of these functions tends to a value which is independent of time and varies 
inversely as the distance from the point in question to the origin. 
Th t ·t··R . R d· R d· R d f' d' e quan l les vy ' vr ' an crr an crw e lne lsturbances which 
are singular at the position of the surface wave. The first of these is 
zero for e; greater than c-2 (r < ct), whereas v~, 0~, and 0~ tend to values 
-1 2 
which vary as r for large values of eO (r « ct). 
The vertical acceleration at any point on the y = 0 surface has a 
square-root singularity immediately prior to the arrival of the surface 
wave at that point. In contrast, each of the remaining non-zero disturbances 
has a square-root singularity immediately after the surface wave passes that 
point. 
The right-hand side of Eqso (3.45) can also be interpreted as the 
surface wave velocities and stresses for the problem in which the load at the 
origin is defined by the equation pet) -2Ft. 
By further reinterpretations (see Sec. 3.4.01) the surface wave 
disturbances can be computed from Eq. (3.45) for any problem involving a load 
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pet) 
acting vertically downward at the origin. 
3.4.1.2. The Surface Wave Disturbances 
The surface wave disturbances at points below the y = 0 surface 
must be computed from Eqs. (3.40) since el and e2 have different values if 
y > O. To illustrate how these disturbances are computed, consider the 
equation which defines v (the first of Eqs. (3.40)). It is convenient to y 
rewrite this equation in the form 
2 I ll (c-
2 ) 
v (r,y,t) = Re iF J Ill(e ) )de2 2JT2fJ. ( y R(e2 )Gl rR'(c-2)(e2_c-2)1/(e-el)(e+81) Cl 
+ Re (2!.... r I ll (c-
2 ) 
de2 ) 2 J rR!(c-2)(e2-c-2)~(e-el)(e+el) 21'1 fJ. Cl 
(3.47) 
2 I 12(c-
2) iF r I 12 (e ) )de2 + Re ? ( 
~~f.l J R(e2 )G2 rRT(c-2)(e2-c-2)~(e-e2)(e+82) C2 
-2) 
Re iF J I 12 (c de2 + r 2'1 
rR! (c-2)(e2-c-2)~(e-e2)(e+82) c1Tl- C2 
where the contour C. (i = 1,2) begins at e~, crosses the real e~ axis to the 
l l l 
-2 -2 left at a ) and ends at e .. Several contours of this type for various 
l 
2 
values of e. are shown in Fig. 12a. It can easily be verified that only the 
l 
second and fourth of these integrals define disturbances which vary rapidly 
in the vicinity of the surface wave. Evaluating this pair of integrals gives 
.R the following result for v , the surfaee wave component of v : y y 
yR = Re 
y 
If 81 and 82 are expressed in terms of t, y and s (s = r - ct), the 
following infinite series approximation of yR is obtained: y 
R {F I l1(c-
2) 
v (s, y , t) ~ Re 1/2 _ 2 ( 1/2 
Y 12 7T1-1r R I (c) A / 2 2 
where S r - ct. 
( s -iy' V 1-c fa ) 
!: 2 2 ' l/2 
+ O(s-iyl\ l-c fa ) 
In a sllnilar way it can be shown that 
.R( ) { -Fc 
v r S, y , t ::: Re r-:::: 1/2 - 2 ~f 2 7T1-1r R' ( c ) 
I
21
(C-2 ) 
(------=-~ 
10 I 2 2 1/2 (-s+iy~l-c fa ) 
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-2) 
{ 
I31(e oR Fe 
O"r((;,y,t) ~ Re .r;; 1/~1 ( -2) ( A./ 2 2 172 ~2 ~nT e (-~+iy 1-e /a ) 
{ 
( -2 -2) oR( F b -2e ( __ --=1 ___ ~ 
cry ~,y,t)::: Re 1/2 T ( -2) / 2 2 1/2 
J[2 ~i7-r R e ( -~+iy '\J1-e /a ) 
1/2 
{ 
. r: -1 -2 -2) ( -2 -2) 
oR ( ) -'V 2 Fe (b -2ee -a 
T ~,y,t ~ Re 1/2-2 
ry . ~JTT R T (e ) 
( 1 
tJ 2 2 1/2 ( ~ - iy 1-e / a ) 
V 2 2 1/2 --I 2 2 1/2} 
+ O(s-iy l-c /b) + O(~-iy l-c /b ) 
For points on the y = 0 surface, Eqs. (3.49) simplify to Eqs. (3.45). 
It is apparent from Eqs. (3.49) that the magnitude of the dis-
turbance in the vicinity of the surface wave depends on three factors. 
These are 
1) the distance of the surface wave from the origin 
(the r l / 2 term), 
2) the distance of the point in question from the location 
of the surface wave (the (s_iY(1_c2/c~)1/2)1/2term), and 
l 
3) the relative values of sand y. 
At any given time, the magnitude of the disturbances at points along a 
sly = constant ray through the surface wave vary inversely as the square 
root of the distance from the surface wave. 
The variation of the accelerations along y = constant planes is 
shown in Figs. 13. The variation of the time derivative of the stresses 
along the same planes is shown in Figs. 14 and 15. These curves have been 
non-dimensionalized by plotting 
vR(i "l..) 
Y E ' E 
vR(i "l..) 
r E ' E 
aR(i "l..) 
r E ' E 
/ v:R ( 0 . 0 , 0 . 1 j I 
r 
/aR(O.O,O.l) I 
r 
. (S l) 
Try E ' E 
vs ~/E, where E is a fixed distance below the surface wave. These curves 
have been drawn assuming a value of Poisson!s ratio equal to 0.25, for 
which ~ = ~, b-2 = 3a-2 and c-2 = ((3 + 31/ 2)/4)b-2 . 
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The curves of Fig. 13 can obviously be reinterpreted as 
1) the velocities associated with a loa d 2Ft (t :: 0), 
2) the displacement associated with a loa d 2F (t :: 0), or 
3) the integral with respect to time of the displacements 
associated with an impulse 2F acting vertically downward 
at t = O. 
The curves of Figs. 14 and 15 can be reinterpreted in an analogous manner. 
Disturbances Near the Front of the P Wavet 
The stresses and velocities at points near the front of the P wave 
are calculated from the first integral of each of Eqs. (3.40). For each 
of these integrals the ends of the contour of integration are determined 
from the following equations: 
'" 2 2 / 2 2 
2 
2 -2 811 = 811 
(rt - y ((r +y )~a -t ) ) for t < t 2 2 p 
r + y 
2 -2 -2 2 a r for t t (3.50) 811 811 (r2 2 + Y ) P 
(rt + i"l. "./ ((r2+:/lLa2) 
2 
2 _ t 2 for t > t 811 2 2 - P r + y 
where t is the time at which the P wave reaches the point in question, and p 
811 and 811 are the upper and lower limits of integration, respectively. 
For the work that follows it is convenient to rewrite the final 
equation in the following form: 
t It appears that Zvolinskii [24J was the first to show that the asymptotic 
character of the stress field near the wave fronts could be computed 
without difficulty using self-similar methods. The approach used in 
Secs. 3.4.1.3 and 3.4.1.4 is equivalent to but slightly more direct than 
employed by the above author. 
91 
r6t + iY~2t ·6t+6t2 (e + p) 
P 2 2 r + y 
2 
(3.51) 
where ep = ell = ell at time t = tp and 6t =·t - tp. 
From Eq. (3.51) and the second of Eqs. (3.50) we note the 
following. If 6t is sufficiently small, and the point in question is below 
the surface of the half space, the straight line which joins eil and eil 
will cross the real ei axis to the left of the point ei a-2 (See Fig. 12a.) 
Since each integrandt is analytic on the real ei axis to the left of ei = a-2 
the straight line joining e~l and eil is a suitable contour of integration 
for each of the integrals being considered. These integrals are hyper-
elliptic, and it is inconvenient, in general, to express the solutions in 
closed form. However, if the integrands are approximated by the particular 
infinite series which are derived in the work that follows, the value of 
each of the integrals can be determined to any specified degree of accuracy. 
Consider, for example, the integral which defines the P-wave 
-2 2 1/2 / . component of the vertical acceleration. The (a -e) ¢' 2el portlon of 
the integrand of that integral is a function which is real-valued and 
analytic at every point on the real axis to the left of e2 -2 If this a 1 
function is expanded in a Taylor series about the point e2 1 e
2 
p' the following 
infinite series is obtained: 
(3.52) 
where 
(a -2-e12)1/2~'/2el A A(e2)j ~ '0 = 122 
el =ep 
t That is, the integrand of the first integral of each of Eqs. (3.40). 
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and so on. 
Now consider the function Gl(el ) which is defined by Eq. (3.41). 
It is not difficult to show that this function can be rewritten in the form 
It is apparent from Eq. (3.54) that Gl(el ) is zero at points where 
( -2_e2)1/2 = ( -2_e2 )1/2 d h (-2_e2)1/2 = ( -2_-e2 )1/2 a 1 a 11 an were a 1 a 11 ,i. e . at the 
Expansion of the first of the two (a-2_e2)1/2 1 
radicals about the point e~l and the second about the point ail results in 
tile following expressions: 
((eil-ei)(e~-eil))1/2(r2+y2)1/2 
2((a-2-e~1)(a-2-Bil))1/4 x 
The infinite series approximation of the vertical acceleration near 
the wave front can now be determined by a term-by-term integration of the 
infinite series approximation of the function A(ei)/Gl(e~). The following 
result is obtained: t 
r Here, and in the work which follows, the superscripts P and S denote, 
respectively, the P- and S-wave components of the particular quantity 
being considered. Hence, 
P S 
v = v + v , y y y CJ r 
P S 
CJ + CJ ,etc .. 
r r 
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x 
for t < t 
P 
for t < t p-
To determine the variation with· time of the vertical acceleration, 
2 r;2 E~s. (3.50) are used to express ell and ell as functions of r, y, t and tp. 
The final result of this operation is the e~uation 
where 
for t < t 
P 
~ ~~ 2 [AO + O(t-t )] 
a(r +y ) p 
28 
P 
for t > t 
- P 
2 2 R(e 2 ) 1-117" p 
The coefficients of the time dependent terms in Eq. (3.57) can be determined 
in a straightforward manner from Eqs. (3.50) and (3.56). 
It follows from Eq. (3.57) that the vertical components of the 
velocity and displacement vectors are approximated near the front of the 
P wave by the equations 
P P 
v = u = 0 y y for t < t P 
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2 
P Y AOrr(t-tp ) 3 
u ~ 2 2- + O(t-t ) 
Y a(r + y ) p 
With the same method that was used to determine Eqs. (3.57) and 
(3.58), we obtain the following series approximations for the stresses, 
radial velocity and radial displacement at points near the front of the 
P wave. 
p p p p p P 
v =u =a a a l' 
r r r y w ry 
v
p ~ ~~ 2 ~T(e )(t-t ) + O(t-t )2 
r a(r +y ) p p p 
P -y'TT1-1 
0::. 2 2 
Y a (r +y ) 
op ~ - YrrJ-l 
r a(r2+y2) 
for t < t 
P 
( -2 -2) b -2a ~T(e )(t-t ) + O(t-t )2 
e p p p 
P 
l' 
ry 
-y'TTl-l 
2 2 
a(r +y ) 
p 
It is apparent that the first term of each of the above series can be 
obtained without computation once the potentials which defines the corre-
sponding two-dimensional disturbance have been determined. 
The character of the disturbances at points near the front of the 
P wave can be summarized as follows: 
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1) Once the P wave passes any point, the stresses and 
velocities at that point increase linearly from zero 
with time. The displacements at a point just behind the 
front are proportional to the square of the time" which 
has elapsed since the arrival of the P wave at that 
point. 
2) At a point which is just behind the front, the rate at 
which the stresses, velocities, and displacements 
increase with time is inversely proportional to the 
distance of that point from the origin. 
3) The first derivative with respect to time of the velocities 
and stresses are functions which are zero beyond the front 
of the P wave, experience a step discontinuity right at 
the front, and are essentially constant at points which 
are just behind the front. 
3.4.1.4. Dis-:u:"bances Near the Fronts of the Head and S Waves 
For the h&~f space problem being considered, the front of the 
equivoluminal co~po~ent of the disturbances is defined at any time by the 
equations 
2 2 b 2t 2 for 2:.> b r + y y 
"I -2 -2 a -b 
/ -2 -2 
(3.60) 
-1 t for ra + y~b -a E.< b 
Y ~ -2 -2 a -b 
The first of these equations defines the front of the S wave; the second 
defines the front of the head wave. The position of these fronts relative 
to each other is shown schematically in Fig. 18. 
The equivoluminal components of the stresses and velocities at 
any point in the half space are calculated from the second integral of each 
of Eqs. (3.40). For these integrals) the ends of the contour of integration 
are defined by the following equations: 
I) 2 2 3/ 2 2 2 (rt - y (r +y )b -t ) 
2 2 
-2 2 b I' 
2 2 (r +y ) 
r + y 
for t t 
s 
for t < t 
s 
for t > t 
s 
-2 2 
where 822 and 822 are the upper and lower limits of integration) respectively; 
ts is the time at which the S wave reaches the point in question; 6t = t - ts; 
and 8 = 822 = 822 at t = t With the exception of points on the surface 3 s 
of the half space) the value of 82 is s always less than 
-2 b . It can easily 
be shown that the value of 82 will be greater than a -2 if a head wave passes 
s 
-2 through the point in question) and less than a if no head wave passes 
through that point. 
If no head wave passes through the point being considered)t the 
2 -2 2 -2 
straight line joining 822 and 822 will lie to the left of 82 = a for 
sufficiently small values of 6t. For these problems) the shear wave component 
of the stresses) velocities and displacements near the front of the S wave 
can be calculated by the same method which was used to calculate the dis-
turbances behindthe front of the P wave. The following results are obtained: 
t Any point) where the ratio of r to y is less than b/(~_b2)1/2. 
97 
s 
- y~ ~T(e )(t-t ) + O(t-t )2 v '" y - b(r2+y2) s s s 
s 
- y~ ~T (e )(t-t )2 +'O(t-t )3 u ~ y 2b(r2+y2) s s s 
s y~ 
~ b-2_e~ 
~T (e ) (t-t ) 2 v 2 2 e + o(t-t ) r s s s b(r +y ) s 
s YIT 
~b -2 -e~ ~T(e )(t-t )2 + o(t-t )3 u ~ 2 2 e r ,s s s 2b(r +y ) s 
(3.62) 
s 2y1f1.l ~jb-2 -e~ ~I(e )(t-t ) + o(t-t )2 (J 
Y 2 2 s s s b(r +y ) 
s 
- 2yJJ1l ~ -2 2 ~I(e )(t-t ) + o(t-t )2 (J ,...., 
-
b -e 
r b(f2+y2) s s s s 
s o + O(t-t )2 (J ~ 
w s 
b-2 _2e 2 
2 s 
-yID:!: s ~T(e )(t-t) 1" '" + o(t-t ) 
- 2 2 e ry s s s b(r +y ) s 
If 2 head wave passes through the point being considered, it will 
do so before ~he arrival of the S wave at that point (see Figs. 16 and 17). 
During the i~te~,'21 of time when the point is behind the front of the head 
wave but beyo~j ~he front of the S wave, the end points of the contour of 
-2 2 integratioG are ~eal, e~ual and lie on the real axis between a and e . 
s 
That is, a-
2 
< e~2 ~2 < e~, where e~2 and ~2 are defined by the first 
of E~s. (3.61). 
Since the integr~nds from which the disturbances are being 
2 -2-2 
calculated are not analytic on the real 82 axis between a and b ,the 
2 -2 
contour of integration must not cross the axis to the right of 82 = a 
It is convenient to select the contour of integration C5 which is shown in 
Figs. 12a. This contour lies just above the real 8~ axis in passing from 
2 -2 -2 -2 822 to a ,and just below the real axis in passing from a to 822 , Near 
the point a -2 the contour is deformed into the "almost-closed'! circle shown 
in Fig. 12a. 
The radical (a-2 - 8~)1/2) which occurs in each of the integrands 
being considered, has negative imaginary values on the portion of the 
contour above the real axis, and positive imaginary values on the contour 
below the real axis. Since this term forms part of the Rayleigh function, t 
-2 2 -2 this function is complex-valued in the range a < 82 < b . 
For the calculations that follow) it is convenient to rationalize 
the denominator of each integrand by multiplying both the numerator and 
denominator by the conjugate of the Rayleigh function. Then the head wave 
component of the vertical acceleration) for example, is defined by the 
integral 
. s F J 28~(b-2_2e~)2~a-2_e~ de2 v -2 y --- 2 ~71" 2 2 C5 R(e2) R(e2) G2(e2) 
8e~(a-2-e~)~b-2-e~ (3.63) 
-J de2 2 2 2 C5 R(e2) R(e2) G2(e2) 
where G2 (e2 ) denotes the function defined by E~. (3.41). 
The integrand of the second integral is analytic at every point 
2 
on the real axis to the left of 822 . Conse~uently) the value of this integral 
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is zero. It follows that the head wave component of the vertical accelera-
tioD is completely defined by the first of the integrals of Eq. (3.63). 
T d · h f . St· t th fr t f th o etermlne the c aracter 0 v a pOln s near e on 0 e y 
head wave, we approximate the integrand of the first integral of Eq. (3.63) 
by a series and then integrate this series term-by-term. The asymptotic 
expansion of G2 (8 2 ) about the point 8~ 8~2 results in the following 
infinite series: 
where i 
ty 1/2 
-_--:::.._---) (3.64 ) 
(r2+y2)1b-2-8~2 
and 
Consequently, the integrand being considered can now be written in the form 
2 
where A(82 ) denotes the infinite series obtained by expanding 
2 -2 
about the point 82 = a That is, 
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-2 
2a 2 -2) 
-2 -2 2 + 0(8 2 - a (b -2a ) 
If the right-hand side of Eq. (3.63) is multiplied by 2, the contour of 
integration can be reduced from C5 to the straight line which joins e;2 
-2 
and a and lies just above the real axis, i.e., the line along which 
( -2 82 )l/2 h t··· 1 a - 2 as nega lve lmaglnary va ues. When the integration is carried 
out, the following result is obtained: 
. s 
v ~ y 
2 -2) (8 22-a 2 -2 2 
2 2 1/2 + 0(822-a ) (r +y ) 
Using Eq. (3.61), we obtain the following approximation of e;2 - a-2 in 
the region near the front of the head wave: 
-2 rJ -2 -2 b -a 
- a 
a V -2 -2 -1 
- b -a x + ya 
where tH is the time of arrival of the head wave at the point in question. 
It follows from Eq. (3.66) and (3.67 ) that the dependence on 
time of the head wave component of the vertical acceleration at a point near 
the front of the head wave is defined by the equations 
. s 
v y o for t < tH 
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where 
-1) ya 
J 
Hence, the velocity and displacement are defined by the equations 
(t-tH)2 Co O(t-tH)3 v + (2 2)1/2 -+ Y 2 r +y 
(t-tH) 
3 
Co 4 
u + (2 2)1/2 b + O(t-tH) y r +y 
(6.69) 
It is apparent that the head wave component of the stresses, radial 
velocity and radial displacement can be found by computations which are 
similar to those used to obtain Eqs. (3.68) and (3.69). 
3·5· Uynamic Disturbances in an Infinite BOdyt 
Three-dimensional problems involving disturbances in an infinite 
medium are solved in the same manner as the corresponding two-dimensional 
problems solved in Sec. 2.7. That is, the infinite medium is divided into 
two half spaces on whose surfaces the boundary conditions can be determined 
from considerations of symmetry. 
Consider, for example, the problem in which a load Ft2 acts vertically 
downward at r = 0, y = 0 for all t > O. It can easily be verified that this 
problem is equ.ivalent to the superimposed half space problems for which the 
boundary conditions on the y = 0 surface are defined as follows: 
t The problem of a time-dependent load concentrated at a point in an infinite 
body was solved initially by Kelvin (see Ref. [.1 1, page 304). 
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1) for the y :: 0 half space 
u (r)O)t) 0 for 0 < r < 00 
r 
o (r,O,t) 0 for r > 0 y 
E 
21T J roy (r , 0, t ) dr Ft2 for any E > 0 
-2 
0 
2) for the y :::. 0 half space 
u (r,O)t) 0 for o < r < 00 
r 
o (r,O)t) 0 for r > 0 
Y 
E 
Ft2 21T J roy (r ,0, t ) dr 
- 2 
0 
It follows directly from the work of previous sections that the 
boundary conditions defined above will be satisfied if the self-similar 
potentials which solve the corresponding two-dimensional problem are defined 
on the y = 0 surface by the equations 
BF =1-l[(b-2-2B2)W1(S) _ 2S(b-2_e2)1/2'ft(e)l 
2rr2 ~ 
o eW'(e) + (b-2 _S2 )1/2'fT(S) 
Solving Eqs. (3.72) gives 
27r21-l 
_ e~ Fb2/(~!-l(b-2_e~)1/2) 
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The time rate of change of the stresses and velocities for this 
problem can be found directly from Egs. (3.72) and (3.40). From these 
results the stress and velo~ity fields for the problem involving an impulse 
of magnitude 2F acting vertically downward at time t = 0 can be found by 
the method described in Sec. 3.4.1. Then, Qy superposition, the stress 
and displacement fields can be computed for any problem involving an 
arbitrarily distributed load in an infinite body. 
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4. DYNAMIC CONTACT PROBLEMS 
4.1. Indentation by a Rigid Wedge-Shaped Die 
4.1.1. General Remarks 
In this section, self-similar solutions are obtained for the 
frictionless contact problem in which a rigid wedge-shaped die indents a 
homogeneous, linearly elastic half space at a constant rate. The die is 
assumed to be shallow enough that the usual assumptions of the small dis-
placement theory of elasticity are satisfied. Moreover, it is assumed that 
displacements and velocities normal to the surface of the die are essentially 
normal to the original location of the y = 0 surface. Then, the condition 
of no friction between the die and the half space is expressed by the 
relation "f 
xy o on y = O. 
Figure l6a shows the die at time t = 0 when it begins to indent 
the half space. The position of the die, the deformed shape of the y = 0 
surface, and the location of the various wave fronts at some later time are 
shown schematically in Fig. l6b. The vertical scale has been greatly 
exaggerated for clarity. 
If a wedge is pressed into the half space slowly enough, the speed 
a at which the boundary of the contact region moves outward along the y = 0 
surface will be less than the speed of the Rayleigh wave, i.e. a < c. For 
problems of this type, the wedge will be said to be indenting If slowly, If or 
a will be said to lie in the slow range of contact speeds. 
If the wedge indents the half space rapidly enough, the speed a 
will exceed the speed of the P wave, i.e. a > a. For these problems, the 
wedge will be said to indent II superseismically. !! It will be seen later that 
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two intermediate possibilities must be considered separately for values 
of a in the range c < a < a. If the boundary of the contact region is 
between the surface wave and the S wave, i.e. if c < a < b, a will be said 
to be in the "first intermediate" range of contact speeds; t if the boundary 
of the contact region is between the Sand P waves, i.e. b < a < a, a will 
be said to be in the "second intermediate" range of contact speeds. 
In the work that follows it will be shown that the distribution 
of the stress near the edge of the region of contact is significantly 
different for the four ranges of contact speed defined above. 
It will also be shown that shock fronts are formed if the edge 
of the region of contact moves along the surface more rapidly than the 
S wave. If a is in the second intermediate range, i.e. b < a < a, a single 
shock front, which is also associated with singularities in both the 
stress and velocity fields, is developed at each edge of the contact region. 
This front, which is shown in Fig. 18, propagates into the half space just 
like a Mach front with the same speed as the S wave. If the contact is 
superseismic, i.e. if a > a, two shock fronts are developed at each edge of 
contact. One front is tangent to the front of the P wave; the second is 
tangent to the S wave. The first of these propagates with the speed of the 
P wave and the second with the speed of the S wave. These fronts are shown 
in Fig. 19. 
It will be seen that the classical theory of elasticity predicts 
that the stresses will be singular beneath the apex of the die, along one 
of the Mach fronts mentione~ above, and (for the two intermediate ranges of 
t This. range of speeds is ~uite small since the ratio clb varies between 
0.874 when Poisson1s ratio is 0.0 and 0.955 when Poisson1s ratio is 0.5. 
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contact speed) at the edge of the region of contract. The non-linear 
behavior of the half space in the regions near stress singularities is 
not considered in this study. 
For static and dynamic contact problems, the deformations of the 
bodies as they come together must be considered in determining the location 
of the contact surface between them. This fact was overlooked by Kostrov [9] 
in treating the slowly indenting wedge and cone problems. i 
It was incorrectly assumed in [9J that any point on the surface of 
the wedge (or cone) would come in contact with the half space at the instant 
at which it crossed the original position of the y = 0 surface. As a con-
sequence of this assumption, Kostrov supposed that the boundary of the 
expanding region of contact would move along the y o surface with a constant 
speed a which is related to the indentation velocity V and the apex angle of 
the die 7, by the incorrect equation 
V = a tan (rr - I) 
2 (4.1) 
However, for subseismic contact problems, i. e. problems for which a < a·, 
points on the y = 0 surface generally have non-zero vertical displacements 
at the instant at which they come in contact with the die (see Figs. 16b, 
17 and 18). As a result, the quantities V, 1 and a are not related by 
Eq. (4.1). It turns out that Kostrov1s results [9J are interpretable in the 
slow range as the correct solutions for wedges or cones with some different 
apex angle. In other words, the indentation velocity cannot be found from 
t The problem in which a rigid, axially symmetric conical die is pressed 
without friction and at a constant rate into a half space is solved in 
Sec. 4.2. 
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ECl. (4.1). The relation between the correct indentation velocity and that 
calculated from ECl. (4.1) is shown in Fig. 24. 
The method which Kostrov used in [9J to determine the contact 
stress beneath a slowly indenting wedge depended on the assumption that a 
would not vary with time. When the correct boundary condition is applied 
in the work that follows it is verified that a is constant for a constant 
velocity of indentation. Kostrovts method turns out to be applicable 
directly in the slow range and is easily extended to the three other ranges, 
in which Kostrov claimed no solution exists. 
4.1.2. The Boundary and Initial Conditions 
The elastic half space is assumed to be completely free of stress 
until t o. Thus, for t < 0 
u 
x 
u y v x v = 0 y (4.2) 
For t > 0, when the die is in contact with the half space, the only region 
of non-zero traction on the y = 0 surface is the normally stressed zone of 
contact beneath the wedge. Each of the surface points in this region has 
the same downward velocity as the wedge. Moreover, the slope of the y = 0 
surface at each point in the region of contact is identical to the slope of 
that face of the wedge which is in contact with the point in Cluestion. 
ConseCluently, if I, V and a denote, respectively, the apex angle of the die, 
the indentation velocity, and the speed of the boundary of the region of 
contact, the boundary conditions for this problem are defined as follows: 
'T (x,t) 0 for -co < x < + co (-00 < e < + co) 
xy - 0-
CJ (x,t) 0 for at < Ixl < + co (0 's leo I < a- l ) (4.3) y 
~(x,t) Vt - Ixl tan rr-I for I x Is at ( Ie 0 I ::: a- l ) 2 
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where a is as yet unknown and eO = t/x as in previous chapters. 
It follows from the initial conditions and Eqs. (4.3) that for 
subseismic problems (a < a) 
u (x,t) = 0 for at < Ixl ( I eO I -1) < a y (4.4) 
and for superseismic problems (a > a) 
u (x,t) 0 for at < Ixl (I eo I --1) <a y (4.5) 
4.1.3. Additional Conditions Satisfied by the Solution of the Wedge Problem 
In addition to causing Eqs. (4.3) to be satisfied, the normal 
traction a (x,t) must be such that y 
1) the deformed position of the y = 0 surface lies below the 
surface of the die at every point beyond the region of 
contact, 
2) the stress field in the half space contains no singularity 
which is associated with a self-equilibrating disturbance, 
and 
3) the force required to press the die into the half space 
be finite. 
Moreover, if there is no bond developed between the die and the half space, 
then the normal traction must be compressive at every point of contact 
between the two bodies. 
We will satisfy the second and thi~'d of the conditions listed 
a bove by requiring that the stre ss beneath the wedge be nowhere more singular 
than the stress at a point directly beneath a concentrated load of finite 
magnitude. 
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4.1.4. The Fundamental Integral Equations for the Solution of the Wedge 
Problem 
Since the vertical displacement on the y = 0 surface is a homo-
geneous function of degree +1 of x and t, the stresses and velocities at 
every point in the half space must be homogeneous functions of degree 0 
of x, y, and t. t * * * Consequently, the complex-valued quantities a , a , a , 
x y z 
* * * T ,v and v , whose real parts are equal to the actual stresses and 
xy x y 
velocities, are self-similar functions of 81 and 82 , Moreover, for the 
* * boundary conditions defined by Eqs. (4.3) to be satisfied, ay, Lxy' and 
* v must satisfy the following conditions: y 
where j o 
'T 
xy 
a y 
u y 
~l 
* Re 'Txy(80 ) 0 for -00 < 8 < + 00 - 0 
* 180 1 < 0: 
-1 Re ay(eo ) 0 for 
t 
Re J v; ( e ) d 1: Vt - Ixl tan Ii ; I for 
0 
~2 = t/x on y = 0 and G = 'T/x. 
(_00< x < +00) 
(x > at) (4.6) 
IGol ::0: 
-1 
(x :: at) 
* For :he first condition to be satisfied, 'TxyCGO) must be identically 
* equal ~o ze~o, i.e. 'Txy(80 ) = 0 
As E.. cOLsequence of the absence of shear on the boundary, the 
+- * derivatives of 0y aDd Vy are related by the equation (Eq. 2.96 of Sec. 2.8) 
t This follows from the work of Sec. 2.8. 
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Hence, it is convenient to rewrite the second and third of 
E~s. (4.3) in the form 
° y 
eo 
f *1 Re ° (e)de \. y 
o 
o 
t e ~ / 2 2 *1 
for 
(4.8) 
u y -Re Jf 'y a - -e 0y (e) dedt = Vt - I x I tan rr-r fJ.b2R(e2) 2 
o 0 
for 190 ! > 0;-1 
(4.9) 
The coupled integral equations defined by (4.8) and (4.9) are the fundamental 
integral e~uations for the problem being considered. It is apparent that 
the solution of these e~uations is facilitated by differentiating Eq. (4.9) 
once with respect to time. The result is 
v y 
eo 
-Re J 
o 
v for 
At first sight it would appear that the specification of the 
(4.10) 
vertical velocity at every point in the region of contact would be sufficient 
to guarantee that the displacements in this region be wedge-shaped, This is 
not the case since the vertical displacement of each surface point prior to 
the instant of contact with the die plays as important a rule in determining 
the total displacement of the y = 0 surface as does the displacement 
experienced by that point after contact. Thus) there may be several distribu-
tions of normal traction wh~ch satisfy the conditions of 4.1.3 and cause 
every surface point in the Ixl < 0; t region to move vertically downward with 
the same velocity V. Conse~uently) if the wedge problem is solved in terms 
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of 0 and v , rather than 0 and u , the condition that the displacement y y y y 
in the region of contact be wedge-shaped must also be satisfied. That is, 
that 
for Ixl < at (4.11) 
At this point, the results of Sec. 2.8 are applied to E~s. (4.8) 
and (4.l0) to determine certain properties of 0*' (e) which hold for all y 
ranges of contact speed. These are 
1) *' 1 that 0y (e) must be analytic for lei < a- if 0y (eo) 
is zero for leol > a-l , and 
2) that (a-2_e 2 )1/20*! (e)/R(e2), i.e. v*' (e), must be analytic y y 
for lei> a-l if vy(eo) is constant for leol < a- l . 
Furthermore, for the conditions defined by E~s. (4.4) and (4.5) to be 
*' 1 satisfied, v (e) ·must be analytic for all lei < a- if a < a and analytic y 
for all lei < a-l if a < a. Conse~uently, the only possible non-analyticities 
*' of 0 
Y 
*' and v are at points of on the segements of the real e axis denoted y 
by the wide lines in Figs. 20 and 21. 
4.1.4.1. A Slowly Indenting Wedge t 
Since the Rayleigh function is analytic for all lei> c-l the 
stress and velocity boundary conditions for a slowly indenting wedge (c- l < a- l ) 
will be satisfied if 
1) 
2) 
*' -1 
o (e) is analytic for all lei < ex ,and if y 
the functl' on '(a-2_e2)1/2~ *' (e)' 1 t· f 11 I e I > -1 u lS ana Y lC or a a . y 
(See Fig. 20a.) 
r This problem, which is shown schematically in Fig. 16b, was solved in a 
slightly different manner by Kostrov [9]. 
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*' For these conditions to be satisfied, cr (8) must be a function of the form y 
n=+oo 
*' cr (e) y I Fn (e)(a -2 _e2)n+ 1/2 (4.12) 
n=-oo 
where' n is the integer and the F (8)'s are integral (entire) functions. 
n 
In order that the stresses be nowhere more singular than under a 
concentrated load of finite magnitude (see the second condition listed in 
*' Sec. 4.1.3), the highest allowable singularity in cr (e) at a point in the y 
finite portion of the e plane is a pole of order 2. t Moreover, as 8 tends 
*' to infinity, the Laurent series expansion of cr (8) must be of the form y 
Lim 
8 ~ 00 (4.13) 
where the C. 's are constants. It follows from Eq. (4.13) and these additional 
l 
*' restrictions that cr (8) must be a function of the form y 
a;' (e) = iA1/(a-2_e2)1/2 + iA2/(a-2_e2)3/2 
+ iA3e/(a-
2
-e2)1/2 + iA4e/(a-
2
-e2)3/2 
where the A.'s are constants and i has been introduced to simplify the 
J 
calculations which follow. 
(.4.14) 
T *' The function cr (e) for the problem in which a point load of magnitude Ft 
acts verticall~ downward at x = at was found in Chapter 2 to be 
*' 2 
cry (e) -F/(ii:(l- - ae» for a f 0 
for a = 0 
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The constants of Eq. (4.14) must be real-valued in order that the 
value of cry defined by Eq. (4.8) be zero for IBol < a- l , i.e. at points 
beyond the region of contact, and non-zero and varying for IBol > a-l , i.e. 
at points within the region of contact. It follows that the final pair of 
terms of Eq. (4.14) define tractions which are antisymmetric functions of 
e (or x). Hence, A3 and A4 must be identically zero for the symmetric wedge 
problems being considered. 
Then, from Eqs. (4.8) and (4.14), we find that 
cr (x,t) y o for Ixl > at 
for Ixl< at 
(4.15) 
Since each of the terms of Eq. (4.15) corresponds to a finite total force 
acting downward over the region of contact, only two conditions remain with 
which to evaluate Al and A2.t These are the conditions which requires that 
the displacement be wedge-shaped in the region of contact, and the condition 
which requires that every point on the surface beyond the region of contact 
lie below the face of the indenting die. 
The slope at any point on the surface of the half space resulting 
from the traction defined by Eq. (4.15) can be determined from the following 
equation: 
t 
t ~ J' = 
o 
dV (e) y ---~~x--- dt (4.16) 
It was incorrectly reasoned in [91 that iqfinite power would be required 
to impose the traction a3A2t/ (a t 2 _x2 )1/2. Hence, Kostrov set A2 = O. This turns out to be correct for a slowly indenting wedge, but not for the 
reason stated by Kostrov. 
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where 80 = t/x and where the contour jc,ining -80 and 80 lies entirely in 
the upper half of the complex 8 plane. If 180 1 > a-I, i.e. for points in 
the region of contact, it is convenient to integrate along the contour 
shown in Fig. 10. This contour is formed by the semicircle at infinity 
and straight lines which lie just above the 181 > 180 1 portions of the 
real 8 axis. The following result is obtained: 
dU (x,t) y 
dx 2/ 2 41-1(1-b a) 
irrespective of the value of A2 . Therefore, 
( 2/ 2) rr - I 41-1 I-b a tan ----2----
rr 
for Ixl < at 
(4.18) 
Hence, the first stress distribution of E~. (4.15) is compressive at each 
point in the region of contact and causes the wedge-shaped displacement 
shown in Fig. 22a. It also follows from E~. (4.17) that the second stress 
distribution of E~. (4.15) is associated with a displacement of the y = 0 
surface which does not have a cusp at the origin, i.e. an expanding punch-
like displacement of the type shown in Fig. 22b. It is apparent from these 
figures that any superposition of the two stress distributions in such a 
way that a < 0 at every point will result in a deformation which violates y 
the condition that the y o surface lie below the face of the die at every 
point beyond the region of contact. Hence, A2 = 0, and the contact stress 
beneath a slowly indenting wedge is defined by the e~uation 
CJ (x,t) 
y " 
411. ( 2/ 2) rr - I -1 at" 
- ~ I-b a tan 2 cosh TXT for Ixl < at (4.19) 
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The relationship which exists between a, V, I, ~ and b2/a2 is determined 
in Sec. 4.1.5. 
The slowly indenting wedge problem is essentially solved since 
the stresses and velocities at any point in the half space can be determined 
in a straightforward manner from Eqs. (4.14) and (4.18) of this section and 
Eqs. (2.57), (2.87) and (2.88). Certain features of these disturbances are 
considered in Chapter 6. 
In the following subsections, solutions which satisfy all the 
physical conditions of the wedge problem are obtained for the three ranges 
of contact speeds where Kostrov claimed solutions did not exist. 
4.1.4.2. A Wedge Indenting in the First Intermediate Range of 
Contact Speeds 
When the indentation velocity of the wedge is such that the 
contact speed is in the first intermediate range, i.e. c < a < b, the 
vertical velocity is the same at every surface point in the region 
o < Ixl < at. It full th t *'(e)' _(a-2 _e 2 )1/2!.yl(e)/R(e 2 )llb2 , ows a v ,l.e. u ~ y 
must be analytic for all e in the range lei ~ a-l , including the points 
-1 e = + c where the Rayleigh function is zero (see Fig. 20b). For this 
*1 -1 . 
to De so, 0" (e) must be zero at e = + c ,l.e. y 
*1 
0" (e) .1 
y 8=+c-
o (4.20) 
This condition must be satisfied by the function which defines 
*' 0" (e), in addition to all the conditions which applied for the slowly y 
indenting wedge problem. It follows that 
(4.21) 
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where Al is defined by Eq. (4.18) and A2 is chosen in such a way that 
(4.20) is satisfied. That is, 
-2 -2) A = -A (ex - c 2 1 
It follows that the contact stress for this problem is defined 
by the equation 
(4.22) 
The deformed shape of the y = 0 surface is shown in Fig. 17. The 
condition that each point beyond the region of contact lie below the face 
of the indenting die is obviously satisfied. 
It is instructive to rewrite Eq. (4.21) in the form 
(4.23) 
The function within the braces can be considered as a correction factor 
needed to extend the solution for the slowly indenting wedge into the first 
intermediate range of contact speeds. This correction factor has two 
important properties. These are 
1) a zero at the point at which the Rayleigh function is zero, and 
2) a value which tends asymptotically to +1 as e tends to infinity. 
*' These properties extend the region of analyticity of v (9) without y 
changing the slope of the y = 0 surface in the region of contact. Thus, 
Eqs. (4.19) and (4.22) define contact stresses for the same wedge. Only the 
speed of indentation and the speed of the boundary of the region of contact 
differ for the two problems. 
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4.1.4.3. A Wedge Indenting in the Second Intermediate Range of 
Contact Speeds 
It follows from the remarks of the previous section that the 
contact stress beneath a wedge with apex angle I, having a contact speed 
in the second intermediate range, i.e. b < a < a, will be determined from 
a function of the form 
(4.24) 
if a function Fab(e) exists which is uniquely determined by the conditions 
1) that F
ab (e)/R(e
2 ) be analytic for all real values of e in 
-1 I I -1 the range a ~ e ~ b , 
2) that Fab(e) be analytic except for real values of 9 in 
the range a-I < lei < b-l , and 
that lim F (e) e -+ co ab 1. 
If the first condition is satisfied, v*! (e) will be analytic for y 
I -1 all Ie > a as required to ensure the constancy of v in the contact zone y 
*' (see Fig. 2la). If the second condition is satisfied, a (e) will be y 
analytic for all lei < a-I, and there will be no traction beyond the contact 
area. Finally, if the last condition is satisfied, the deflection of the 
surface of the solid will match the shape of the wedge. 
The three conditions defined above are sufficient to determine 
uniquely the following relationship for Fab(e) (see Appendix A): 
-2 
b 
Fab (8) exp J (3(f..2~ dr..2 (4.25) h. 2 _e2~ 
-2 7rv" - I a 
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where ~(~2) is the argument of the Rayleigh function. The argument ~ is 
not zero since R(A2) is complex-valued for all A2 in the range a-2 < A2 < b-2 . 
Straightforward computation gives 
(4.26) 
It was not found convenient to try to express either the function 
*' cr (e) or the function which defines the contact stress in closed form. y 
However, the distribution of cr has been determined numerically and is y 
shown in Fig. 23c. 
4.1.4.4. A Wedge Indenting Superseismically 
For superseismic contact problems, i.e. problems for which ex > 0, 
no disturbances propagate along the surface more rapidly than the boundary 
of the region of contact. Hence, every point on the surface of the die 
which has crossed the original position of the y = 0 surface is in contact 
with the half space. It follows that points on the boundary experience a 
step discontinuity in the vertical velocity at the instant of contact. 
That is, 
v (x,t) 
Y ° 
v 
for 
for 
Ixl > at 
Ixl < at 
It follows directly from Eq. (4.27) and the relations derived in Sec. 2.8 
* -1 that v (8) is analytic except at 8 = ~ a ,where it has simple poles. y 
(See Fig= 21b.) It can easily be verified that 
2a-l V (4.28) 
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and 
*' 0- (8) 
Y 
(4.29) 
For superseismic problems the indentation velocity, speed of the contact 
region, and apex angle are related by the eqUationt 
IT - 'Y V = a tan --2 
Consequently, Eq. (4.29) can be rewritten as 
Hence, 
*' 0- (8) 
Y 
0- (x,t) = 0 
Y 
for I x I > at 
0- (x,t) y 
A1R(a-
2) IT 
(a-2_a-2 )1/2 4a-l (b-2_a-2) for at < Ixl < at 
-Al { (-2 -2) -1 8 
( -2 -2) 4 b -0: cosh (-=1) 2b ~ a 
-2 -1 8 
- 2a cosh (-=1) 
a 
( -2 -2)2 AI -:"2 -2 b -2a _ e "Ya -0: 
+ ~-~----'~- arctg ------
-1 AI -2 -2 -1 ~ I 2 -2 
a 'Va -0: a 'V 8 -a 
(4.30) 
(4 .• 31a) 
+ 4a-1 -.jb -2 -a-2 • ~ } for bt < Ix I < at 
t This is the relationship which Kostrov assumed would hold for the slowly 
indenting wedge problem. 
a (x,t) y 
where e == t/x. 
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-2 -2 -1 e 
+ (4a -2b )cosh (-=1) 
b 
+ 
eVa-2 -a,-2 
arctg ------------------
-1 AI 2 -2 ex 'lIj B -a 
1..--,-1 I -2 -2 e A../b -2 -a,-2 ""'} 
+ ~ ~ b -ex arctg ---------------
-lA/2 -2· ex "ye-b 
for 0 < Ixl < bt 
(4.31b) 
It is apparent from Eq. (4.31) that points on the boundary experiepce a 
step discontinuity in a at the instant ·at which they come in contact with y 
the die. The magnitude of the normal stress remains constant at these 
points until the front of the P wave reaches them. Thereafter, the stresses 
vary continuously in the manner shown in Fig. 23d. 
The four cases considered above completely solve the problem of 
a rigid wedge indenting a linearly elastic, homogeneous half space. The 
stresses and velocities at any point can be determined in a straightforward 
manner from Eqs. (2.57), (2.87) and (2.88), and the equation which defines 
*' a (e) for the wedge problem being considered. A description of the stress y 
and velocity fields for the four ranges of contact speed is presented in 
Chapter 6. The relationship between the force, the indentation velocity 
and the speed of the boundary of the contact region is considered in 
Secs. 4.1.5 and 4.1.6. 
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4.1.5. The Dependence of the Contact Speed on the Indentation Velocity 
To determine the dependence of a on V, use is made of the second 
of E~s. (2.88) which defines the vertical displacement at any point in the 
half space. This e~uation can be simplified to the following for a point 
which is directly beneath the apex of the die: 
v (O,O,t) y 
where~ to facilitate the computations, i~ has been substituted for the 
dummy variable e of E~. (2.88). 
*T Since a is a function of a and V is e~ual to v (O,O,t), y y 
(4.32) 
E~. (4.32) can be used to determine the relationship between V and a. This 
relationship is shown in non-dimensional form (~ vs ~Yb) in Fig. 24 for a 
material h~ving a PoissonTs ratio e~ual to 0.285. t I 
For superseismic problems (a > a), the relationship between V 
rr - I 
and a is linear since, for these problems, V = a tan 2 Kostrov 
assumed that this relationship would hold for all values of a. This linear 
relationship is shown in non-dimensional form by the dashed line in Fig. 24. 
It is apparent frore this figure that the greatest difference between the 
actual dependence of a on V and the linear dependence assumed by Kostrov 
occurs when the contact speed is in the slow range. 
*T It follows from E~. (4.32) and the e~uations which define a y 
that a is a monotonically increasing function of V. This result, which is 
t This choice of Poisson's ratio follows from the assumption that the 
linearly elastic material being considered is steel or an alloy steel. 
The" value of PoissonTs ratio for these materials ranges between 0.26 
and 0.30. 
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apparent from Fig. 24, is used in the following section where, among other 
things, the stability of the indenting wedge is considered. 
4.1.6. The Force Required to Indent the Wedge 
The· force required to press the wedge into the half space in any 
range of contact speed can be determined from the following formula which 
was derived in Sec. 2.8: 
*' pet) = irrtcr (0) y 
Hence, the indentation force for the wedge is defined as follows: 
pet) - 7TtA.l a for a < c 
- TrtAl a
3/ c 2 for c < a < b 
- 7TtA.la3Fab(0)/c2 for b < a < a 
2 
_ rrtA a a 
1 2(1_b2/a2)b2 
for a < a 
where Al = ~(1-b2/a2)tan rr ; I / IT and Fab(O) can be determined from 
Eq. (4.25). 
( 4.34) 
The indentation force increases linearly with ttme for all t > O. 
The dependence of the rate of increase of this force, i.e. ~ , on the 
shape, shear modulus and contact speed is shown in non-dtmensional form in 
Fig. 25. 
~) 
b 
The relationship between V and a determined in the previous section is then 
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used to determine the dependence of dP/dt on the indentation velocity. 
This is shown in non-dimensional form in Fig. 26 
It can easily be verified from E~s. (4.33) and the e~uation 
defining Fab(e) that P is a monotonically increasing function of a. Con-
se~uently, P is a monotonically increasing function of V since ~ = ~ ~ 
dx 
and dV > O. Hence, the operation of pressing a rigid wedge into a half 
space at a constant rate is stable; that is to say, a greater rate of 
penetration can be achieved only by an increase in the rate at which the 
force is applied to the wedge. 
4.2. Indentation by a Rigid Conical Die 
4.2.1. General Remarks 
In this section, self-similar solutions are obtained for the 
frictionless contact problem in which a rigid, axially symmetric conical 
die is pressed at a constant rate into a homogeneous, linearly elastic 
half space. In every respect this problem is the three-dimensional analogue 
of the wedge problem solved in the previous section. 
The cone problem is solved by determining, for each of the four 
ranges of contact speeds, the uni~ue distribution of normal traction for 
which the boundary conditions and the additional physical constraints of 
the contact problem (see Se.c. 4.1.3) are satisfied. 
The method used by Kostrov [9] to solve the problem of a slowly 
indenting cone can be applied directly in the remaining ranges of contact 
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speed, i.e. in the ranges where Kostrov claimed solutions do not exist. 
As a result of the same misinterpretation of the boundary conditions that 
was made for the wedge problem (see Sec. 4.1.1), the solution obtained in 
[9] is valid for a cone having a different apex angle than assumed by 
Kostrov. 
4.2.2. Boundary and Initial Conditions 
If the conical die begins to indent the half space at t 0, the 
boundary and initial conditions will be defined as follows: 
for t < 0 
and for t > 0 
'T (r,t) 0 
ry 
(J (r,t) = 0 y 
u 
r 
u (r,t) = Vt - r tan y 
u = v y r 
1T 
- I 
2 
v y o 
for 0 < r 
for at < 
for 0 < r 
< 00 
r < co 
< at 
(4.37) 
where V, I and a: are the indentation velocity, vertex angle of the cone, 
and speed of th'2 bou~dary of contact, respectively. 
It follows from the boundary and initial conditions that for 
subseismic problems (J < a) 
u (r,t) = 0 y for r > at, 
and for superseismic problems (a > a) 
u (r,t) = 0 y for r > at 
Since the boundary conditions are self-similar, the cone problem 
can be solved in terms of a fictitious plane strain problem which has 
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self-similar stresses and velocities. t To determine the boundary conditions 
for the fictitious problem, we must solve the dual integral equations 
o for r > at 
t 
v * (8 2 ) 
(4.40) 
= Re J Cit J d8 2 7r - Y u 80 Y = vt - r tan--y 28 2 ~82_82 2 0 C 0 for o < r < at 
where 80 = tlr, 0;(8
2 ) is the fictitious normal traction, v;(e2 ) is the 
fictitious normal velocity, and C is any contour of the type shown in 
Fig. 11. 
To facilitate the solution of Eqs. (4.40) the first of these 
equations is differentiated once with respect to time, and the second is 
differentiated twice with respect to time. The final result is 
-Re J' 
C 
o for r > at 
for r < at 
*' 2 
*' 2 where C is any of the contours of Fig. 11 and 0 (8) 
Y 
do (8) 
Y 
T See the work of Sec. 3.3.2. 
(4.41) 
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In differentiating E~s. (4.40), the condition that the deforma-
tion of the boundary be conical has been lost. Hence, from the set of 
fictitious tractions which solve E~. (4.41), we must select the single 
distribution of traction which causes a conical deformation and which 
satisfies the additional conditions listed in Sec. 4.1.3. 
4.2.3. A Slowly Indenting Cone 
*' The function cr from which the complete solution of the slowly y 
indenting cone problem (a < C) can be obtained is determined in the 
following manner. Using the relations of Sec. 3.3.2 and the boundary 
*' 2 conditions of Eqs. (4.41), we find that cr (e) must be analytic for all y 
2 2 2 -2 *' 2 e > a- and for all e < a . Hence, cr (e -) must be a function, or linear y 
superposition of functions, of the form F (e 2 )j(a-2 _e 2 )n where n is a 
n 
2 positive integer and F (e ) is a function which is analytic everywhere with 
n 
the possible exception of the point at infinity. 
Let us investigate whether the least singular of these functions 
is the solution for the problem being considered. That is, we determine 
the problem solved by 
where Al is a non-zero constant. The following result is obtained when the 
first of Eqs. (4.41) is integrated along the contour C3 of Fig. 11: 
ro- (r,t) y o 
2 -2 for eO < a 
i.e. for at < r 
2 -2 for eO > a 
i.e. for at > r 
(4.44) 
Hence (J (r,t) y ° 
-1 at 
-2rrA. cosh -1 r 
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for at < r 
(4.45) 
for at > r 
The slope of points on the y = ° surface which results from this 
distribution of traction can be determined from the eqUationt 
au (x,y,t) y 
or 
*' (J 
y (4.46) 
where C is any of the contours of Fig. 10. For points in the region of 
contact (where e~ > a-2 ) integration along a contour such as Cl of Fig. 10 
gives the following result: 
au (r,O,t) y 
or 2 2 !J.(l-b /a ) 
for e~ > a-2 
(r < at) 
Hence, the traction defined by Eq. (4.45) causes a conical deformation in 
the region of contact. Moreover, the deformed shape will match that of the 
rigid die, i.e. the second of Eqs. (4.40) will be satisfied, if Al is defined 
by the equation 
Therefore, 
(J (r,t) y 
(4.48) 
2/ 2) (If - r· -1 at 
-2!J.(1 - b a tan -2-)cosh r for r < at (4.49) 
t This equation is obtained by integrating Eq. (3.~5) by parts and then 
changing the variable of integration from w to e . 
128 
It is not difficult to show that the deformed shape of the y 0 
surface lies beneath the surface of the cone at every point beyond the 
region of contact. Furthermore, the traction is compressive at every point 
in the region of contact and is nowhere more singular than at the vertex, 
where a logarithmic type of singularity occurs. t Thus, the additional 
conditions of 4.1.3 are satisfied and the problem of a slowly indenting cone 
is solved. 
4.2.4. Solutions for the Remaining Ranges of Contact Speed 
The solution for the remaining ranges of contact speed can be 
determined by modifying a*' (82 ) by the same correction factors which were y 
used in Sec. 4.1.4 to extend the solution for the slowly indenting wedge. 
The final result is 
for c < a < b 
for b < a < a 
(4.50 ) 
for a < ex 
where Al and Fab(e) are defined by Eqs. (4.48) and (4.25), respectively. 
The contact stress for a cone indenting in the first intermediate 
range of contact speeds is given by the equation 
r -1 at . For small values of r, cosh ----- varles in the same manner as r 
at log -
r 
cr y 
o for r > at 
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for r < at 
The contact stresses for the remaining two ranges of speed are not 
conveniently expressed in closed form. However, the variation of the 
contact stress near the edge of the region of contact is determined in 
Sec. 6.2. 
(4.51) 
The stress and velocity fields for this problem can be determined 
* directly from the equations defining dO" Ide and Eqs. (2.57), (2.87), (2.88) y 
and (3.40). A description of these fields is presented in Chapter 6. The 
relationship between the force, the indentation velocity and the speed of 
the boundary of the contact region is considered in Secs. 4.2.5 and 4.2.6. 
4.2.5. The Dependence of the Contact Speed on the Indentation Velocity 
It follows from Eq. (2.57) and the first of Eqs. (3.40) that the 
vertical acceleration at any point on the x = 0 plane is defined by the 
equation 
dV 2rr(b-2 _2e2 ) (a-2_e2 ) 
*' 2 df (O,y,t) 1 1 2 O"y (e l ) yR(el ) 
2 ~ -2 2 A.j -2 2 4rre2 a ~e2 b -e2 *' 2 (4.52) + 2 rJy (e2) yR(e2 ) 
where t - ry -2 2 0 Y c. -e. 
l l 
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The relationship between V and a can be determined simply by 
integrating Eq. (4.52) with respect to time for a value of y which in the 
limit tends to 0. It is not difficult to verify that the following result 
is obtained: 
00 
v v (O,O,t) - 2Tr2 
y ~b J 
° 
:I -2 2 a +f.-. *' 2 
cr (-A. )f.-.df.-. 
Y 
(4.53) 
The dependence of a on v determined by integrating E~. (4.53) y 
numerically is shown in non-dimensional form in Fig. 24 by plotting alb 
vs ~.v/M.lb . As in the wedge problem, the value of V for the half space is 
taken as .285 so that the results obtained will be applicable to problems 
in which the linearly elastic material is a steel or an alloy steel. 
It is apparent from Fig. 24 that the difference between t~e actual 
dependence of a on V and the linear dependence assumed by Kostrov is smaller 
for the cone problem than for the wedge problem. It appears from Fig. 24 
that ~/dv > ° for all a. The verification of this observation follows 
*' without difficulty from Eq. (4.53) and the equations which define cr for y 
the four ranges of contact speeds. 
4.2.6. The Vertical Force Required to Indent the Cone 
The force required to press the cone into the half space in any 
*' range of contact speed can be found from the relation between pet) and cr (0) y 
which was noted in Sec. 3.4, i.e. from the formula 
2 2 *' pet) = -2~ t cr (0) 
Y 
(4.54 ) 
Therefore, 
pet) 
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2A 2t2 2 - rr a 1 
_2A11T2t2a:4/C2 
-2A rr2t 2 (a4/c2 )F (0) l' ctb 
- A rr2t2a3a/b2(1_b2/a2) 
1 
for a < c 
for c < a < b 
(4.55) 
for b < a < a 
for a < a 
where Al is defined by E~. (4.48) and Fab(O) can be computed from E~. (4.25). 
The indentation force increases ~uadratically with time for all t > O. The 
.. .. o2p(t) 
dependence of pep = 2) on the shape, shear modulus and rate of penetra-
ot 
tion is shown in non-dimensional form in Figs. 25 and 26. In the first 
figure, 
against 
p 
2 LtAl 1T 
~ 4A b . 
1 
is plotted against alb; in the second, P 2 is plotted 
4A11T 
It is not difficult to prove that pet) defined by E~. (4.55) is a 
monotonically increasing function of a. Conse~uently, P increases mono-
oP oP ~ ~ tonically with V since oV = da . oV and ~ > O. Hence, the operation of 
pressing a rigid conical die into a half space at a constant rate is a 
stable process. 
4.3. Arbitrarily Shaped Rigid Dies Indenting Superseismically 
4.3.1. General Remarks 
In this section, a method is described for the solution of problems 
in which rigid dies of arbitrary shape are pressed into a linearly elastic 
half space rapidly enough to' cause the contact to be superseismic. For 
these problems, no disturbance propagates along the surface of the half space 
more rapidly than the boundary of the region of contact. Conse~uently, there 
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will be no deformation of the y = 0 surface at points beyond the region of 
contact. Moreover, the deformation of the surface within the contact zone 
is completely defined by the portion of the rigid die which has crossed the 
original position of the y = 0 surface. 
It follows from the work of Secs. 4.1 and 4.2 that the rate of 
penetration must exceed a certain value for the contact between a half space 
and a die with a cusp at the point of initial contact to be superseismic. 
However, the situation is ~uite different if the die is smooth in the 
region of contact. For problems of this type, it can be easily be verified 
that the contact will always be superseismic for a finite interval of time. 
Moreover, the length of this interval of time can easily be computed for the 
shape and indentation velocity of the die and the velocity of the P wave in 
the half space. 
4.3.2. Two-Dimensional Problems 
For plane strain contact problems, it is convenient to denote the 
vertical displacement symbolically as U(x,t). If the contact is frictionless, 
the boundary conditions defined below are sufficient to completely determine 
the stress and displacement fields at every point in the half space: 
u (x,t) = U(x,t) y 
'T (x,t)=O 
xy 
(4.56) 
If U(x,t) is a homogeneous function of x and t, the problem can 
be solved readily with the aid of the method of self-similar potentials 
described in Chapter 2. 
When U(x,t) is not a homogeneous function of x and t, the vertical 
displacement 'can always be expressed as the superposition of homogeneous 
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functions in the following manner: 
t 00 
U(x,t) = J J U(S,tO)U~(X-s,t-tO)dsdto 
o -00 
where o Uy(X-s,t-tO) is a vertical displacement which satisfies the conditions 
o 
u (x-s t-t ) Y , 0 ° for S f x or t f to 
t 00 J J u~(x-s,t-tO)dSdto 1 (4.58) 
° _00 
That is, 
where 5 is the Dirac delta function. It is apparent that uO is the· displace-y 
ment equivalent of a vertical impulse. o That is, the relationship between u y 
and a ITdistributed displacement tl U(x,t) is completely analogous to the 
relationship between an impulse of unit magnitude and a distributed load 
cr(x,t). 
From Eqs. (4.58), it is apparent that uO is a homogeneous function y 
of (x-s) and (t-tO). Thus, the solution of this problem can be expressed in 
terms of self-similar potentials by the method described in Sec. 2.8 of 
Chapter 2. 
1) 
Only the principal steps in this calculation are outlined here. 
The displacement uO is integrated twice with respect to time y 
in order to construct a fictitious displacement ~ which is a 
homogeneous function of degree zero. That is, 
t 
tt 
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t tl 
= J J 6(X)6(tO)dtOdt1 
o 0 
t·o(x) for t > 0 
2) The Cauchy integral formula for the half plane is used to 
* construct a complex valued function uF whos.e real part is 
identical to ~. 
co 
* 1 J ?(;,t) ~= - - d; iTT" ; - x 
_00 
00 
1 J t'o~;L . (4.60 ) - - ; _ x d; iTT" 
_00 
t e it 
i7TX i1r 
3) On the y = 0 surface, the self-similar potentials which solve 
this problem are related to U; by the equation 
(4.61) 
For the tangential traction to be zero, the potentials must 
For convenience, the impulsive displacement is assumed to occur at 
x = y = t = O. 
We note, .as in Sec. 2.8.3, that the simple pole at x = 0 is the singularity 
associated with o(x). It is apparent that Eq. (4.60) contains no extraneous 
singularities at x = o. 
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also satisfy the e~uation 
(4.62) 
4) The potentials which solve the impulsive displacement problem 
are found by solving Eqs. (4.61) and (4.62) and replacing e 
by the appropriate e .. The result is 
l 
. ( -2 e2)1/2 lrr a - 1 
irr 
The stress and velocity fields can now be found from Eqs. (3.40). 
The normal traction, for example, is defined by the equation 
o 
cr (x,t) y (4.64) 
where e t 
x 
It follows that the normal traction required to cause any 
deformation U(x,t) of the y = 0 surface is determined by the equation 
cr (x,t) y 
co t 
Re f J U(s,t-~)cr~(X-s,~)d~dS 
-co 0 
b2 fco j t 2 2 _ Re ( 1:;- . U ( s , t -1) L R . (e) d T di; ) 
lIT X - s dT2 (a-2 _e2)1/2 
-co 0 
where e = x ~ sand T = t - to· 
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Equation (4.65) determines the contact stress beneath a rigid die 
only as long as the contact remains superseismic. Once the contact becomes 
subseismic, the displacement is no longer completely known at every point 
on the surface. That is, the quantity U(x,t) can no longer be determined 
solely from the known shape and velocity of the rigid die. 
For computational purposes, it is convenient to reduce the 
singularity in the aO term of the integrand by integrating by parts. The y 
first of Eqs. (4.65) can than be rewritten'as 
where 
co 
"y(x,t) = I (u(s,t-'l")"~I: - V(s,t-'l")"~lo t 
-co 
T 
a (X-S,T) y 
a
2 (x-s,T) 
t 
+ I A(s,t-'l")"~d'l")ds 
o 
'T 
b2 r 0 ay(x-s,Tl)d'Tl -Re(. { s) J l1T x-
0 
T 
r, 
b2 1 
-Re( !J. 
0 R~e2) 
"d-r ~ -2 2 a -e 
R(e2 ) 
=J ) ay(x-s,'Tl)dTl y 
i7r(x-s) Ja -2 _e2 0 
V(S,t-T) 0 U(S,t-T) = -.:::--
:JT 
A(s,t-T) 2l V(S,t-T) &r 
(4.66) 
) 
(4.67) 
The tractions defined by al and a2 are the tractions required to y y 
cause the vertical displacements u = o(x) and u = t·o(x), respectively. y y 
The terms V(s,t'--r) and A(s,t--r) are the velocity and acceleration, respectively, 
at every point on they = 0 surface. 
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If the velocity of the rigid die varies continuously, it can be 
shown that the final integral of E~. (4.66) is the only non-zero term of 
that equation. Moreover, the A(~,t-~) term will be identically zero at any 
point until that point comes in contact with the die. The instantaneous 
increase in velocity (from zero to the velocity of the die at that instant) 
can be treated as a delta function type of acceleration. That is, A(~,t-~) 
can be written in the form 
A(~,t-~) = VD(t (~))·5(t-~-t (~)) + A(~,t-~) 
c c 
where VD(tc(~)) is the velocity of the die at the instant when the die 
first comes in contact with the half space at the point~. The term 
(4.68 
A(~,t-~) denotes the acceleration at the point ~, exclusive of the infinite 
acceleration which, at the instant of contact, causes the jump in the 
velocity at ~. 
4.3.2.1. The Superseismic Wedge 
To illustrate the way in which the contact stress is calculated 
for a superseismic contact problem, we compute the stress beneath the s,urface 
-1 Ci 
of a rigid wedge-shaped die with an apex angle 'l = tr - 2tan --, where VD VD 
denotes the indentation velocity of the die. This problem was solved by a 
different method in Sec. 4.1.4.4. 
The displacement of points on the y o surface is defined by the 
equations 
u y for [x[ < Cit 
for at < [xl 
(4.69) 
It follows that the velocity and acceleration of points on the 
surface are defined by the equations 
Vy = VD'H(t - Ixla-l ) 
ay = VD'O(t - Ixla-
l ) 
and 
(4.70) 
where Hand 0 are the Heaviside step function and the Dirac delta function, 
respectively. 
It follows directly from Eqs. (4~66), (4.67) and (4.70) that the 
contact stress is defined by the equation 
cr (x,t) y 
1" 
where e = --x-~ . 
(4.71) 
With the aid of the properties of the delta function, Eqs. (4.71) can be 
simplified to the form 
0 
cr (x,t) J b 2 R(e2) d~ -Re ~ V x-~ Y J.1T D 'V -2 2 
_00 a -e 
(4.72) 
00 
-Re J' 2 R~e2) d~ bJL V i1T D x-s Ai -2 2 0 a -e 
t + a-l~ . t -15 where e = x _ S In the first integrand, and e = x-_a~ in the second 
,integrand. By an appropriate change in the variable in integration, Eq. (4.72) 
can be written as 
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flb2 
eo 
R~e2L 
cr(x,t) -Re J VD -1 de iif 
"./ -2 2 + e 
-1 a -8 a 
-a 
-1 a 
R{e2 L J VD d8 ) (4.73) + (-a-1_8 ) ~ -2 2 
eo a -e 
where e =!:. o x It is apparent that cr(x,t) is a function of 80 , If both 
sides of E~. (4.73) are differentiated with respect to eO' the following 
result is obtained: 
d (x,t) 
~o (4.74) 
E~uation (4.74) gives the derivative with respect to t/x of the contact 
stress beneath the rigid die if the edge of the contact moves super-
o 0 11 0 Of -1 < -1 selsmlca y, l.e. l a a Exactly the same result was obtained by a 
different approach in Sec. 4.1.4.4. 
4.3.3. Three-Dimensional Problems 
It follows directly from the work of the previous section that the 
contact stress for any three-dimensional superseismic contact problem is 
defined by the e~uation 
where 
cr (r,w,t) y 
00 t 2ir 
~JJ J 
000 
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1) U(rO,wo,tO) defines the vertical displacement at every 
point on the y = 0 surface during the interval of time 
in which the contact is superseismic, and 
2) cr~(r-ro'w-wo'~) defines the normal traction required to force 
a vertical impulsive displacement of unit magnitude at r = r O' 
w = Wo and ~ = O. This impulsive displacement satisfies the 
equation 
o(r-r )·o(w-w )oo(t-t ) 000 
o It can be shown without difficulty that the stress cr is defined y 
by the equation 
J ) 
c 
2/2 where r l is the distance between the point r,w and the point ro'wo ' eO = (~ r l ) , 
and C is the contour of integration shown by the curve C3 of Fig. 11. This 
contour begins and ends at e; and crosses the real e2 axis to the left of 
2 -2 e = a . 
Just as with tw-o-dimensional problems, Eq. (4.75) is integrated by 
parts to reduce the singularity in the crO term of the integrand. The following y 
result is obtained: 
where A v 
dU(ro,wo,t-~) 
ch 
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l' 
1 O"y(r-ro'W-Wo'1') J 0 O"y(r-ro'W-WO,1'l)d1'l 
° (4·79) 
l' 
and 2 O"y(r-rO'W-WO'1') J 1 O"y(r-rO,W-Wo,1',)d1'l 
° 
It should be emphasized that Eq. (4.79) holds for the superseismic 
indentation of any three-dimensional die, not just axially symmetric ones. 
4.3.4. The Force Required to Indent a Rigid Die Superseismically 
In the previous section, the distribution of the contact stress 
for the impulsive displacement defined by Eq. (4.76) was used as an influence 
function in computing the contact stress beneath a rigid die indenting 
superseismicall~. In this section, a similar procedure is used to compute 
the force required to press the die into the elastic half space. 
The relationship Eq. (3.36) can be used to compute the force on 
*' the boundary from 0" if the stresses and velocities are self-similar. We y 
shall construct a problem having self-similar stresses and veloCities, a 
vertical displacement at the origin, and no vertical displacement at any 
other point on the y = ° surface. From the force on the boundary for this 
problem, we shall derive the influence function needed to obtain the force 
required to indent any die superseismically. 
Consider initially the problem in which the normal velocity is 
zero except in a uniformly expanding circular region r < at. That is, consider 
the problem having the bound~ry conditions 
v y 
o 
l' = ° ry 
for ° < r < at 
for at < r 
for O<r<c:o 
(4.80) 
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Computations similar to those used in Sec. 3.3.3 to solve the 
*' analogous traction problem give the following expression for v y 
*' 
v = y (4.81) 
The solution of the problem in which v is given by an equation y 
v = t 2 . 5(r) y for 0 < r < 00 (4.82) 
is obtained from Eqs. (4.80) and (4.81) by setting 6 = ~ and then taking 
ct-rr 
the limit of Eq. (4.81) as ct tends to zero. This yields 
(4.83) 
With the aid of Eqs. (4.42) and, (3.36), we obtain the following 
*1 for cr and p(t): y 
cr*T(8 2 ) 
Y 
p(t) 
f..Lb2 R~82 1 2~ 1-2 2 a -8 
-2 2 
-f..Lb at 
It follows from Eqs. (4.83) and (4.85) that a force 
p(t) 
-pa 
is required for the problem whose boundary conditions are 
v y = 5(r) 
'"Cry = 0 
for 
for 
5 < r < 00 
O<r< 00 
(4.84) 
(4.85) 
(4.86) 
(4.87) 
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If the velocity of the point r = 0 has an arbitrary time history 
denoted by vet), the following expression for the variation of the surface 
force with time is obtained from Eq. (4.86) by superposition: 
pet) - paV(t) (4.88) 
When a rigid die indents a half space supers eismically , the force 
required to indent a small region of the contact zone with a velocity vet) 
is given by the equation 
dP(t) - paV(t)dA 
The total force is computed as follows: 
pet) -J paV(t)dA 
A(t) 
(4.89) 
(4.90) 
where A(t) denotes the area of contact between the die and the half space 
at time t. Because the die is rigid, each point in contact with the die 
moves downward with the same velocity at any time. Hence, Eq. (4.90) can be 
rewritten as 
pet) -paV(t) J dA 
A(t) 
-pa V ( t )A ( t ) (4.91) 
The extremely simple relationship defined by Eq. (4.91) holds for 
rigid dies of any shape with any time variation of the indentation velocity, 
as long as the contact remains superseismic. Moreover, Eq. (4.91) indicates 
that the force at any time depends only on the area of contact between the die 
and the half space and the indentation velocity at that instant of time. 
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That is, the instantaneous force p(t) does not depend on the time histories 
of either the area of contact or the indentation velocity prior to the instant 
of time being considered. 
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5 . THE NUMERICAL INTEGRATION PROCEDURES FOR THE WEDGE 
AND CONE PROBLEIYIS 
5.1. General Remarks on the Calculations for the Wedge Problem 
The stresses and velocities for the wedge problem solved in 
Sec. 4.1 are expressed in most instances as integrals which are hyperelliptic. 
An asymptotic approximation of these integrals is easily obtained for points 
which are near the various wave fronts. t However, in general it is more 
convenient to evaluate these integrals numerically than to try to express 
their values in closed form. To illustrate the numerical integration scheme 
used in this study, the computations necessary to determine cr are described y 
in detail. Similar computations are used to determine the other disturbances. 
The results obtained are discussed in Chapter 6. 
5.2. The Numerical Integration Scheme for the Wedge Problem 
The vertical stress at any point in the y ~ 0 half space is defined 
by the equation 
a (x,y,t) y 
+ Re de 
*1 
where a (e) is the function which solves the wedge problem being considered y 
T See Sec. 2.6.3.1. 
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and el and e2 are defined, as in Sec. 4.1, by the equations 
o i 1,2 . 
5.2.1. The P-Wave Disturbance 
The time history of cry at a fixed point PO(xo'YO) can be determined 
by evaluating the first integral of Eq. (5.1) along the contour traced out 
in the complex el plane as el varie,s with time. If tl denotes the time at 
which the P-wave reaches Po(xo'yo), t the portion of the contour traced out 
during the interval 0 < t < tl will lie along the real axis between el = 0 
222 
and el = xO/rOa, where rO = xo + YO· For t > t l , the curve traced out by el 
is defined by the equation 
+ 
It is apparent that the curves defined by Eq. (5.3) for different ratios of 
Xo to yo lie entirely in the upper half plane for t > tl and y > O. Typical 
curves of this type are shown in Fig. 27a. 
Since the character of the curves changes at t = t l , it is con-
venient for computational purposes to write the equation defining the P-wave 
component in the form 
el (t) 
Re I II (e)de 
o 
t . For convenience Xo is assumed to be positive. 
for t < tl 
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el(tl ) el(t) 
Re J 11 (e)d6 + Re J 11 (e)de 
el(tl ) ° 
for t > tl 
where Il(e) symbolically denotes the integrand of the first integral of 
Eq. (5.1). p In order to compute the value of cry at times tl + n6t, the 
second of Eqs. (5.4) is rewritten as follows: 
el(tl ) 
Re J 11 (e)de + 
° 
j=n-l 
') 
L-.J 
j=O 
where 6t is a positive increment of time, n is an integer, and ei is defined 
by the equation 
It is apparent that the points defined by Eq. (5.6) for j = 0,1,2,3 .. .... . 
lie on the curve of Eq. (5.3), i.e. that 
for each j = 0,1,2,3 
Since Il(e) is analytic for all e in the upper half plane, the 
contour of integration between each pair of successive points can be deformed 
into the straight line joining these points (see Fig. 27b). Moreover, if 
Lt/tl is sufficiently small~ Il(e) can be accurately approximated by a 
quadratic function between er and er+l . Hence, the value of crP can be 
y 
computed from the following equations: 
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el(t) 
p( t) = Re J Il(e)de cry xo,yo' 
o 
el (tl ) 
+ Re J Il (e)de 
o 
for t < tl 
for t > tl 
-1 P Since the maximum value of el(tl ) is a ,cry will be zero for all 
-1 t < tl unless Il(e) is real-valued for some e < a . This will occur only 
if the contact is superseismic, i.e. if a.> a. For these problems 
where V is the indentc~ion velocity of the wedge. We note that 11 (8) is 
-1 1 imaginary for all 0 < S < a with the exception of the point 8 = a- where 
there is a simple po~e. It follows that 
o for 0 < e 1 (t) < 0:-1 
-1 . It follows that the plane on which 81 = a 1S a shock front in the x,y,t 
space. This Mach front (see Fig. 19) is defined by the equation 
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o 
It can easily be verified that the value of crP is constant in the regions y 
bounded by the front of the P-wave, the P shock waves and the y = 0 surface 
(see Fig. 19). 
5.2.2. The S-Wave Disturbances 
By a method which is completely analogous to that used in the 
previous section, we find that the S-wave component of cr is given by the y 
e~uations 
for t < t2 
o 
where t2 denotes the time at which the S wave reaches PO' 
for t < t2 ' 
150 
and (5.16) 
for t > t2 
As in Sec. 5.2.16t is a positive increment of time. 
The integral of E~. (5.12) determines the value of any e~uivo-
luminal disturbance which occurs at PO(xO'YO) prior to the arrival of the 
cylindrical front of the S wave. The method used to evaluate this integral 
depends on the character of the non-analyticities in I 2 (e) along the contour 
of integration. This contour lies just above the real e axis between e = 0 
and e = e2 (t 2 ), where e2 (t 2 ) = xO/rOb. Hence, we must determine the non-
analyticities in I 2 (e) along the real axis between 0 and b-
l
. We consider 
separately the four ranges of contact speed. 
The Superseismic Range 
If the wedge indents superseismically (a > a) the function I 2(e) 
is defined by the e~uation 
-1 -1 The only non-analyticity in 12 between 0 and b is at e = a where there is 
a simple pole. It can easily be verified that 
S (J 
y 
e2 (t) 
Re J 1 2 (e)de ~ 0 
o 
(5.18) 
_4I1b2-- -2(b-2_N - 2 )1/2 f N-l < e (t) < e (t ) ~ -V ~ or ~ 2 2 2 
j 
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It is not difficult to show that the value of crS is constant in y 
the regions of the x,y,t space bounded by the y = 0 surface, the front of 
the S wave, and the planes along which le21 = a-1 (see Fig. 17a). Thus, 
the planes along which /e2 / = a-
l 
must be Mach fronts for the e~uivoluminal 
component of the disturbance. The location of these moving fronts can be 
determined from the equation 
-1 J -2 -2 t-xo: -y b -a o 
The Slow Range 
If the wedge indents slowly, i. e. if a < c, 
where Al is the constant defined by Eq. (4.48) of Sec. 4.1.4.1, and where 
Rce 2) denotes the Rayleigh function, defined previously. It is apparent from 
-1 Eq. (5.20) that 12 is imaginary and analytic for all 0 < e < a . Therefore, 
e2 (t) 
a~ Re J 12 (e) o 
o 
Equation (5.21) merely proves that there is no e~uivoluminal disturbance 
beyond the region bounded by the head waves and the front of the S wave 
(see Fig. 16a). 
For a-l < e < b-l , I 2 (e) is complex-valued since R(e2) is 
complex-valued in this range. It is convenient to separate the real and 
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imaginary parts of I 2 (e) by rationalizing the denominator of Eq. (5.20). 
The following result is obtained: 
where 
and 
(a-2_e2)1/~(e2) R(e2) 
A 16e 4 (a-2 _e 2 ) (b-2_e 2 ) 
1 
2) 2) 6( -2 -2) 6 -2( -2 6a-2) 4 &-6 2 -8 R(e R(e simplifies to -1 b -a e + b 24b -1 e - e + b . 
The function in the denominator of each of the above expressions 
2 has three zeros in the e plane. Obviously, one of these zeros is at 
82 = c-2 (the zero point of the Rayleigh function). It can easily be 
2 -2 
verified that the remaining zeros do not lie on the real e axis between a 
-2 ) and b . Consequently, Eq. (5.21 can be simplified as follows: 
S 
0" 
Y 
8 2 (t) ! (e-a -l)l/212l (e )de 
-1 
a 
-1 -1 Since 121 is analytic between a and b ,this function can be 
approximated by a linearly varying function over a sufficiently small 
increment 68. As a result, an accurate numerical evaluation of the integration 
of (8-a-l )1/2I21 (8) over the interval 68 can be obtained by multiplying the 
values of 121 (e) at the end points of this interval by weighting factors 
which take account of the rapid variation of (8_a-l )1/2 near a-l . In 
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essence, what is done is to use an integration formula which would be exact 
for a function of the form (8_a-1 )1/2[A + B(8_a-l )]. 
If the integrand is approximated in the manner described above 
and if the interval between a-I and 82 (t2 ) is divided into n sufficiently 
small increments, it is not difficult to show that an accurate approximation 
of as at an intermediate point is given by the formula, t y 
j=m-l 
S( -1 ) a a +:m68 y ~ (MJ)3/2 I B1 (j )I21 (a -l+jMJ) + B2 (j )I21 (a -1+( j+l)6e) 
j=O 
where B (j) = g ((j+l)3/2 _ j3/2 ) _ ~ ((j+l)5/2 _ j5/2) 135
B (j) = g ((j+l)5/2 j5/2 ) 
2 5 
-1 -1 ( ) and 0 ~ m S n so that a S a +:m68 S 82 t2 . The relationship between 
t and m68 is computed from the e~uation 
( -1 ) (-1 (-1 ) 2 1/2 t - Xo a +:m68 - yO b - a +:m68 ) o 
E~uation (5.28) defines the moving plane in the half space which 
is tangent to the front of the S wave and intersects the y = 0 surface along 
the line x = t/(a- l +:m68). S Conse~uently, the value of cr calculated by y 
E~. (5.26) is the same at every point on this plane. These planes lie in the 
region of the x,y,t space bounded by the front of the S wave, the y = 0 ) 
surface, and the front of the head wave (see Fig. 28). 
t This integration techni~ue is similar to that used by Jeffreys and 
Jeffreys [36] and by Paul [37]. 
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The First Intermediate Range 
If the contact speed is in the first intermediate range of 
contact speeds, i.e. if c < a < b, the integrand 12 (8) of E~. (5.21) 
will be de~ined as follows 
It is not difficult to show that the character of this function between 
-1 -l 
a and b is essentially the same as that of the function which defines 
I 2 (a) for a slowly indenting wedge. Conse~uently, the value of as corre-y 
sponding to points for which 82 (t) is between a-
l 
and 82 (t2 ) can be determined 
by the method described in the previous subsection. 
The Second Intermediate Range 
If the contact speed is in the second intermediate range of 
contact speeds, i.e. if b < a < c, the integrand In(a) of E~s. (5.21) will 
c:... 
be defined as follows: 
where 
and 
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The function t Fabce) is real-valued and analytic for all e2 > b-2 and 
e 
2 < -2 H . th ... t f -1 F (e 2 ) . . th ex. owever, In e VlCilll y 0 a: 'ab varles In _ e same 
manner as Co(a-2_82)-~(a-2)/rr, where Co is the real-valued constant defined 
by ECl. (A .13) of Appendix A. 
It follows that I 2 (e) has a non-integrable singularity 
-1 
at e = a 
However, this singularity presents no computational difficulties as we now 
ShO"Vl. 
The method described in the two previous subsections can be used 
to evaluate a~ for 82 (t) < a-I if e2 (t) is not too close to a- l . tt If 82 (t) 
-1 is greater than a ,the contour of integration can be deformed around the 
singular point in the manner shown in Fig. 29. Since I 2 (e) is analytic at 
every point in the upper half plane, the integration along these conto"i.lrs 
can be carried out numerically without any difficulty. 
-1 S At points near ex ,the singular component of cr can be determined y 
-1 by expanding I 2 (e) asymptotically about e = a and then integrating the 
first term of the series. The following result is obtained: 
where DO is the complex-valued constant 
l.A -2( -1 -1)1/2( -2 -2)1/2( -2 -2) ~~ a ~ b ~ c ~ 
(5.34) 
t A form of this function which is convenient for computational purposes 
is given in Appendix A. 
tt If e2 (t)is close to a-
l
, the approximation of the real part of 12 (0) in 
the manner described previously will not be accurate. 
and Co is the complex-valued constant defined by Eq. (A.13) of Appendix A. 
-1 The planes in the x,y,t space along which e2 = + a are shown in 
Fig. 18. These planes are tangent to the front of the S wave and intersect 
the y = 0 surface at each boundary of the region of contact. 
P S The integration procedures used to evaluate 0 and 0 must be y y 
modified slightly if the point in question lies on the surface of the half 
space. When Yo = 0 the contour of integration lies along the real axis 
between B. = 0 and B. = t/x. Special consideration must be given to the 
1 l 
rapidly varying character of the integrands at points on the real axis near 
e = a- l (where (a-2_B 2 )1/2 varies rapidly), near 8 = b-l (where (b-2 _e 2)1/2 
-1 *' 
varies rapidly), near 8 = a (where the function cr (8) is singular), and y 
near 8 = c-l (where there is a simple pole in 1/R(82)). Near these points, 
the integrals can be evaluated by methods which are similar to those already 
described in this section. 
The following remarks can be made regarding the integration 
procedures described in Secs. 5.21 and 5.22. 
1) Equations (5.6) and (5.8) have been formulated in such a 
p 
way that the time variation of 0 can be computed by a y 
simple step-by-step operation. 
2) Equations (5.13), (5.16), (5.2~and (5.28) have been 
S formulated in such a way that the time variation of 0 y 
can be computed by simple ste-by-step operations for 
problems in which a < b or a > a. For problems in which 
S b < a < a, these equations can be used to compute cr y 
-1 
except when the value of 82 (t) is close to a . Near this 
point the value of crS is given by Eq. (5.33). y 
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3) The self-similar results determined from the equations 
mentioned above can also be interpreted as the variation 
of cry along the plane x/y = xO/yO for a specified instant 
of time. This follows from the fact that the 8. IS are 
l 
homogeneous functions of x,y, and t of degree zero, i.e. 
that 
8.(Ax,Ay,t) = 8.(x,y,t/~) 
l l 
(5.35) 
where ~ is any scalar constant. 
The procedure used to determine cr can also be applied for the y 
calculation of the velocities and the remaining stresses. These operations 
were programmed for the IBM 360-50 computer at the University of Illinois. 
The results obtained are discussed in Chapter 6. 
5.3. General Remarks on the Calculations. for the Cone Problem 
The first derivative with respect to time of the velocities and 
stresses which solve the cone problem are expressed in terms of convolution 
integrals which, in most cases, are hyperelliPtic. r As a result, it is not 
possible to express the value of these integrals in terms of elementary 
functions. Moreover, it is not possible to formulate a step-by-step integra-
tion procedure as was done for the wedge problem co~sidered in Secs. 5.1 and 
5.2, because, unlike the two-dimensional case, the end points occur in the 
integrand. 
The numerical integration procedure which is used to evaluate cr and y 
cr is described in the following section. The other stresses and velocities 
y 
can be computed in a similar manner. 
t See Sec. 3.4.1. 
5.4. The Numerical Integration Scheme for the Cone Problem 
5.4.1. Evaluation of the Time Derivatives of the Vertical Stress 
The value of cr at any point in the half sp~ce can be calculated y 
from the following e~uation (E~. (3.37) of Sec. 3.4.1): 
0- (t,r.,y) y 
7r 
-Re J 
o 
where 6~ 
l 
and 
(b -2 -2e i ) 2 (J; r (e 2 ) 
R(ei) 
4e~(a-2_e~)l/2(b-2_e~)l/2a;' (e
2
) 
R(e~) 
*' . In E~s. (5.38), (J (e) is the function which solves the cone y 
problem being considered (see E~s. (4.43) and (4.50)). 
(5.36) 
(5.38) 
. .p 
The P-wave component of (J , which we denote by a , is defined by 
y Y 
the first integral of E~. (5.36). This integral can be written in the 
2 following form if the variable of integration is changed from w to el : 
where 
.p (J 
y 
(r2+y2)1/2«a-2_e2 )1/2_(a-2_e2)1/2)1/2«a-2_e2)1/2_(a-2_e2 )1/2)1/2 
11 1 1 11 
(5.41) 
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and where 811 is defined implicitly by the e~uation 
-2 2 1/2 t - e r - y(a -e ) 11 11 o 
It can easily be verified that the integrand of E~. (5.40) has a 
wquare-root singularity at each end of the contour of integration. However, 
the remaining portion of the contour of integration must lie in a region of 
the ei plane where the function Il/Gl is analytic. T Moreover, this contour 
must cross the real ei axis to the left of any non-analyticities in 11 , 
.p . 
In order to compute the value of a numerlcally, it is convenient y 
to choose a contour which is made up of straight line segments. Contours of 
2 this type for various values of ell are shown in Fig. 12b. The wide lines 
in this figure indicate the branch cuts of 11 and Gl for a problem in which 
the cone indents superseismically. For this problem, 11 is non-analytic 
2 2 -2 for all real values of el in the range el ~ a . 
. p 
An accurate approximation of a can be obtained if a numerical y 
integration scheme analogous to the one used to compute the head wave 
disturbances in Sec. 5.2.2 is employed over small intervals at each end of 
the contour of integration. It should be noted that, in this case) this is 
not merely a refinement; it is an absolute necessity because the integrand 
is singular at each end of the contour of integration. Simpsonfs Rule can 
.p 
In this way u can be computed y be used along the remainder of the contour. 
without difficulty for any point in the elastic half space. Similar calcu-
·S lations can be used to determine the value of a ) the S-wave component of a . y y 
t See the work of Sec. 3.4.1.2. 
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It should be noted that the volume of calculation is considerably 
greater in the cone problem than for the wedge, because no step-by-step 
solution is possible. 
5.4.2. Evaluation of the Vertical Stress 
It still remains to consider the method which is used to compute 
uP and uS once the time derivatives of these quantities are known. y y 
The P-Wave Component 
To illustrate how this is done, consider initially the way in 
P 
which u is computed for a problem in which the contact speed is subseismic y 
and the point at which uP is being computed lies below the y =0 surface. y 
It follows from the work of Sec. 3.4.1.3 that oP will vary smoothly with y 
time for all t > t l , where tl denotes the time at which the front of the 
P wave reaches the point in question. Moreover, the magnitude of the step 
discontinuity in 0~ which occurs at t = tl can be computed analytically by 
the method describei in Sec. 3.4.1.3. It follows that an accurate approxi-
P 
mation of uy at ti~es tl + 2n6t can be found from the equation 
In Eq. (5.43), n is an integer, 6t is a positive increment of time, and the 
.p 
value of uy for times t > tl is computed numerically by the methods described 
previously. 
P Equation (5.43) is also used to compute the value of u at p8ints y 
which experience no shock wave disturbance for problems in which the cone 
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indents superseismically. It can easily be verified that the ratio of 
r to y for these points is less than a/(a2 _a2 )1/2. At points where 
2 2 1/2 P 
r/y > a/(a -a) ,the value of cr is computed from the following equation: y 
j=n-l 
2: (cr;(tPM+2 j 6t) + 4cr;(tPM+(2 j +l)6t) 
j=O 
(5.44) 
where tPM is the time at which the Mach front associated with the P wave 
shock wave passes through the point in question and cr;(tPM ) is the magnitude 
of the step discontinuity in crP across the shock front. y 
-1 Since 81 = a on the shock front, tPM can be determined from the 
equation, 
-1 (-2 -2)1/2 tPM =:ra + y a -a 
Equation (5.45) defines the Mach cone (see Fig. 19) which is 
tangent to the spherical front of the P wave and cuts the y = 0 surface 
at the edge of the region of contact, i.e. at r = at. 
The magnitude of cr;(tPM ) and of cr;(tPM ) must be computed 
analytically. This is done in Appendix B. The following result is obtained 
for the step discontinuity in crP(t ) at the shock front: y :EM 
rrAl 
( -2 -2\ b -a ) 
( -2 -2)2 b -2Ci 
-2/( -2 -2\1/2 tIM - ya I' a -a ) 
x N- 2( 2 2 t /( -2 -2)1/2)1/2 
u, r +y - mY a -a 
(5.46) 
162 
The m9.gnitude of 6t in (5.44) should be chosen in such a way that for some 
integral value of n, 
This is necessary since oP varies smoothly in front of the P wave and behind y 
this wave but not across its surface. That is, oP is continuous across the y 
.p 
front of the P wave, but all the derivatives with respect to time of a are y 
discontinuous there. 
.p 
Hence, 0 should not be approximated across this y 
surface by a ~uadratic functions. 
If 6t is chosen in the manner described above, E~. (5.44) will 
p 
accurately approximate the value of ay at all times tPM + 2n6t, including 
those times when the point in question is in the vicinity of the front of 
the P wave. 
Reasoning in the same manner as above, we find that the value of 
S 
a at a point below the y = 0 surface will be approximated accurately at y 
* times t2 + 2n6t by the e~uation 
c. * 
:J
U (t2 ) + Re y 
j=n-l 
)' (o-S(t; + 2j6t) + 40y
S(t; + (2j+l)6t 
'--.J Y 
j=O 
(5.48) 
* In the above equatio~, t2 denotes the time at which the initial e~uivoluminal 
S * disturbance reaches the point in ~uestion, and ay (t2 ) denotes the magnitude 
of any step discontinuity in as which occurs at that instant. It can easily 
. y 
be verified that a~(t~) is zero except for problems in which the cone indents 
superseismically and a Mach front associated with the S wave passes through 
8 the point at which cr is being computed. This shock front is defined by y 
the e~uation 
* -1 (-2 -2)1/2 = 0 t -a r-yb-ex 2 
This front is shown schematically in Fig. 19. The magnitude of cr8 across y 
this front is given by E~. (B.12) of Appendix B, i.e. 
( -2 -2) b -a 
( -2/( -2 -2)1/2) tSM-yb b-a 
(5.50) 
If a shock wave or a head wave passes through the point in 
~uestion, the magnitude of ~t should be chosen in such a way that for some n, 
(5.51) 
where t2 denotes the ttme at which the 8 wave reaches the point being 
considered. This is done so that no attempt will be made to approxtmate &8 y 
by a ~uadratic function across the front of the 8 wave. (All the derivatives 
·8 ) with respect to time of cry are discontinuous when t = t 2 . 
E~uation (5.48) must be modified somewhat if a is in the second 
intermediate range of contact speeds and if the front shown schematically 
in Fig. 18 passes through the point in ~uestion. It can easily be verified 
that this will only occur if r/y > b/(a-2 _b2 )1/2 or, what is e~uivalent, if 
e ( ) < a- l . 2 t2 
The front mentioned above is a conical surface which is tangent 
to the spherical front of the 8 wave and cuts the y = 0 surface at the edge 
of the region of contact, i.e. at r = at. The time at which the front 
reaches the point in ~uestion can be determined from the e~uation 
t -1 r -2 -2)1/2 ro: + y\b -0; 
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(5.52) 
It is not difficult to show (see Appendix C) that the value of 
·8 G near the front is given by an infinite series of the form y 
+ .. "} + Re A(e) 
where A(e) is the smoothly varying function defined by the first integral 
of Eq. (C.5), ~(0;-2) is the argument of the Rayleigh function at 0;-2, and 
8 2 is defined implicitly by the equation 
The method used to compute the B.'s is described in Appendix C. 
l 
(5.54) 
For computational'purposes the infinite series of Eq. (5.53) is 
truncated after a finite number of terms. Using this ,finite series approxi-
·S 8 
mation of G , we compute the value of G from the following equation when y y 
the point in question is near the front shown in Fig. 18: 
8 
G (t) :::. Re y 
that 
The values of m and 6t in Eq. (5.55) are chosen in such a way 
1) 
2) 
cr
8 is accurately approximated by the above-mentioned y 
* finite series during the interval of time t2 + ~t 
to t, and 
.8 
cr is accurately approximated by a quadratic function y 
during the interval of time t; + (2m-2)6t to t; + 21:n6t. 
The integrand of the integral of Eq. (5.55) is singular at e2= a-2 but is 
analytic at every point above the real e axis. Consequently, if e2 (t) > a- l , 
it is convenient to deform the contour of integration into a curve which, 
except for the end points, lies entirely in the upper half of the e2 plane 
(see Fig. 29). If the deformed contour is made up of straight line segments, 
the integral can be evaluated very easily by means of 8impson's Rule. Thus, 
8 it is not difficult to compute the value of cr at a point during a short y 
interval of time following the arrival of the front on which cr8 is singular. y 
8 The value of cr at greater times is computed from the equation y 
j=n-l L (cr~ (t;+2j.6.t) + 4cr~ (t; + (2j+l).6.t) 
j=k 
.8( * (. ) ) 6t + cry t2 + 2J+2 6t ~ (5.56) 
8 * 8 where cry (t2+2k6t) is the value of cry at a point shortly after the arrival of 
the front on which cr8 is singular. y 
It is not difficult to show that equations similar to (5.44), 
S p (5.48), (5.55) and (5.56) can be used to compute the value of cr and cr when y y 
the point in question is on the surface of the half space. For these 
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p S problems the value of 0 and a must be computed analytically when the edge y y 
of the region of contact is near the point being considered since crP and y 
·S 
a become singular as the edge of contact passes over the point in question. y 
The following remarks summarize the integration procedures 
described in Secs. 5.4.1 and 5.4.2.: 
1) The time variation of oP and crS cannot be computed by a y y 
step-by-step procedure. However, the value of these 
quantities at any given time can be computed without 
difficulty. (See Sec. 5.4.1.) 
2) The equations of Sec. 5.4.2 have been formulated in the 
natural way, so that the variation with time of oP and as y y 
at a fixed point is found by a step-by-step procedure 
1 f 'P d' S d t . d after the va ues 0 0 an 0 are e ermlne . y y 
Since ~ is a homogeneous function of degree zero of t, y 
rand y, the results obtained from Eqs. (5.43), (5.44), 
(5.48), (5.55) and (5.56) can also be interpreted as the 
variation of a along a lT r / y = constantlT ray at a specified y 
instan t of time. This follows since 
o (r,y,At) = 0 (r/A,y/A,t) y y 
where A is any positive constant. 
The procedure used to evaluate 0 is typical of the way in which y 
the velocities and remaining stresses are computed. The results obtained are 
discussed in Chapter 6. 
6. THE STRESS AND VELOCITY FIELDS FOR THE WEDGE 
AND CONE PROBLEMS 
6.l. The Wedge Problem 
6.l.l. Stresses near the Contact Zone 
The results obtained in Sec. 4.l for the distribution of the 
contact stress cr beneath a wedge are plotted in Fig. 23 for a value of 0: y 
in each range of contact speed. t From this figure it can be seen that the 
stress is singular beneath the apex of the die. For co~tact speeds in the 
first and second intermediate range, another singularity is present at the 
edge of the contact zone. Between the apex of the die and the edge of the 
contact zone, cr (x,O,t) is finite and continuous with a minimum value at y 
[xl = ct for all but the slow range of contact speeds. 
The asymptotic character of the stress near the apex and the edge 
of the region of contact can be determined in a straightforward manner from 
*' the function which solves the wedge problem, i.e. from the function cry (e) 
which is defined as follows: 
0-*' (e) iA l for ex < c y (ex -2 _e 2)l/2 
iA . (-2 -2) iA c '-ex l l for c <a<b (ex -2 _e 2 )l/2 + (0:-2_e2)3/2 
iA1 (c-
2
-ex-2 )Fo:b (e) 
(6.1) 
iA1Fab (e) for b <a<a (a-2 _e 2 )1/2 + (0:- 2 _e 2 )3/ 2 
T The four ranges of contact speeds are defined in Sec. l.2. 
iA 1 
( -2 -2) 2 b -a 
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for ex > a 
where Fab (8) is the function defined by Eq. (4.25) of Sec. 4.1.4.3, and 
(6.2) 
At points near the apex of the die, each of the above equations is accurately 
approximated in the following manner: 
* Hence 0 (8) and a (x,O,t) are approximated by the equations y y 
(6.4) 
It is apparent from Eqs. (6.2) and (6.4) that the logarithmic 
singul&rity in the contact stress beneath the apex of the die depends only 
on the shape of the die and the elastic properties of the half space. As 
in the static case (see Ref. [38], page 43) a logarithmic singularity is 
associated with a sudden change of slope. 
The character of the contact stress near the edge of the contact 
*' zone is found by integrating termwise the asymptotic expansion of a (8) y 
-1 
about e = a and then taking the real part of the resulting expression. 
This yields 
a y 
A sl/2 ~2 1 + O(~3/2) 
- 1/2 s 
x 
for a < c 
a y for c < ex < b 
for b < ex < a 
for ex > a 
where BO = CO· a.2+2(i/Tr /< l/2 + (i/ Tr) 23/ 2 + (i/ Tr , and Co is the cons tant 
defined by E~. (A.13); and where S = ext-x and H is the Heaviside step 
function. (The results of Appendix A have been used in obtaining the 
*' 1 expansion of a (8) about ex- for the case in which b ~ ex ~ c.) y 
Since the value of ~(ex-2)/rr is between 0 and -1/2, the singularity 
in the contact stress for ex in the second intermediate range is of lower 
order that the s~uare-root singularity which occurs for contact speeds in 
the first intermediate range. It might be noted that a s~uare-root 
singularity is present in the static contact problem for a rectangular 
punch [38]. 
At first glance it would appear from E~s. (6.1) that the distribu-
tion of the contact stress is significantly different for values of a just 
above and just below c. Note, however, that the first term in the second 
-2 -2 
of E~s. (6.1) is multiplied by a factor c -a . Consequently, if ex is only 
slightly greater than c, the component of the stress associated with this 
term will be small except near the edge of the region of contact. Hence, the 
transition between the slow and first intermediate ranges of contact speeds 
is a smooth process. In a similar manner, it can be shown that the transition 
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is smooth oetween the first and second intermediate ranges and between the 
second intermediate and superseismic ranges. 
It is of interest to consider the asymptotic character of the 
stress field near the edge of the region of contact, not only at the surface, 
but also a small distance below. This can be done using a method which is 
essentially the same as that just used to determine the behavior of the 
stress on the surface. It can easily be verified that the vertical stress, 
for example, is approximated near the edge 'of the contact zone by the 
equations 
where 
and 
~ Re 
(b -2 -a:t -2) 2 
R(a-2) .' 
for ex < c 
for c < ex < b 
for b < ex < a 
for 0: > a 
(6.6) 
l.rv-21-2 -2·1 -2 -2 ~ a -ex lb -ex 
i 1,2. 
The second of Eqs. (6.6) is plotted in Fig. 30 for the case in 
which a = 0.95b. The curves in this figure illustrate the variation of 
(s,y,t) along the portion of several y = constant planes just below the 
edge of the region of contact. These results have been non-dimensionalized 
by plotting 
a (~ L 
y at ' at 
vs ~ 
at 
6.1.2. The Stress and Velocity Fields in the Half Space 
The stress and velocity fields for the wedge problem have been 
detennined using the numerical integration procedure described in Chapter 5. 
This procedure gives the time history of the stresses and velocities at pre-
selected points in the half space. 
Figures 31, 32 and 33 show the results obtained for the problem 
in which a wedge indents slowly with a value of a equal to 0.25b. The curves 
in these figures give the variation with time of stresses and velocities at 
points on rays in Ghe z = 0 plane which pass through the origin and make 
angles of 00 ) 15°, 300 and 900 with the surface of the half space. The shape 
of the curves for the 150 , 300 and 900 rays for times following the arrival 
of the S wave is essentially the same for all values of a. However, for times 
up to an immedi2tely follOwing the arrival of the S wave, the shape of a 
curve for values of ex in the different ranges of contact will depend on 
whether or not a Mach front passes the point for which the curve is drawn. 
These disturbances occur at certain points in the half space when the contact 
speed is in the second intermediate and superseismic ranges. Figures 34a and 
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34b show how such disturbances influence the vertical velocity and stress 
at a point on the ray making an angle of 300 with the surface. 
6.2. The Cone Problem 
6.2.1. stresses Near the Contact Zone 
The distribution of the contact stress cr beneath a rigid cone y 
is shown in Fig. 35 for a value of a in each range of contact speed. The 
curves for the slow and first intermediate ranges are plots of the equations 
(Eqs. (4.49) and (4.51) of Sec. 4.2) 
where 
cr (r,O,t) y 
Al -1 at 
- ""27f cosh r 
b 2 4 1:!: tan Tr ; 'l . (1 - 2") 
Ti a 
for a < c 
(6.7) 
for a > c 
(6.8) 
as in Sec. 6.1.1. The curves of Fig. 35 for the second intermediate and 
superseismic ranges were determined using the numerical integration procedure 
described in Chapter 5. 
It follows from Eqs. (6.7) that the contact stress near the vertex 
of the die is given for a S b by the equation 
cr (r,O,t) y 
It is not difficult to verify that Eq. (6.9) holds for all values of a. 
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For static contact problems, there is also a stress singularity 
in the contact stress at points where the slope of the surface is discon-
tinuous (see Ref. [38], page 188). 
From E~s. (6.4) and (6.9), it can be seen that the logarithmic 
singularity beneath the tip of a wedge with apex angle / has twice the 
intensity of the logarithmic singularity beneath the vertex of a cone with 
the same angle /. 
The variation of the stress and velocity fields in the half space 
near the edge of the region of contact can be computed by an asymptotic 
method very similar to that used in Sec. 3.4.1.2 to determine the surface 
wave stresses and velocities for the problem involving a concentrated load 
at the origin. These computations give the following result for the vertical 
stress: 
Al1T Bl · B2 
ay(s,y,t) "" Re (- .f2 r l / 2 (si!2 + s~!2)) for 0: < c 
:: Re 
~ Re 
A 1/2 
( _1 '1TT 
4 ~2 
for c < ex < b (6.10) 
A B r l / 2 + f3lrr iB iB2 
( 1 3 (1 )) 
- 4 (-s )1/2 + f3/1T + (-s )1/2 + f3/1T 
1 2 
for b < a < a 
for a > a 
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where Bl and B2 are defined as in Eqs. (6.6), 
s = at - r 
Co(a2+2B/~)(C-2~-2) 
(1 + f3/~) (21/2 + f3/rr) 
Co is defined by (A.13), and A 
1 
Re J 
o 
idA 
/-.)1/2 
computed assuming that e2 lies on a contour which joins a-2 and e; and which 
is just above the real e2 axis. 
For y = 0, Sl = s2 = at - rand Eqs. (6.10) give the asymptotic 
character of the contact stress near the edge of the contact zone. 
A comparison of Eqs. (6.7) and (6.10) indicates that the cominant 
terms in the asymptotic expansion of cr (s,y,t) for the wedge and cone problems y 
are identical for ex > a and differ only by a scale factor for a < a~ That is, 
1I 
2 
1T 
1+ 
1 f3 (- + -) 2 IT 
1 
1 
J i d Re Al+ B/rr ~ 
o 
for a < c 
for c < a < b 
(6.11) 
for b < a < a 
for a > a 
where cr~ and cr; are the firs~ term on the right-hand side of Eqs. (6.10) and 
(6.6), respectively. The result obtained for the superseismic case is to be 
expected since the initial disturbance experienced by a point on the surface 
would appear to be the same for the two problems. 
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The smoothness of the transition from one range of speeds to the 
next can be proved in the same way as for the wedge problem. 
Since crW and cr C differ only by a scale factor the ratios of y y 
and 
w( S y ) 
cry at ' at 
Icrw(O,O.l) I y 
are eClual. Hence, the non-dimensionalized 
curves of Fig. 30 define the variation of both OW and cr C in the neighborhood y y 
of the edge of the region of contact for problems in which the contact spe~d 
of a wedge or cone is eClual to 0.95b. 
6.2.2. Stresses and Velocit.ies in the Half Space 
The stress and velocity fields for the cone problem can be evaluated 
using the numerical integration techniClues described in Sec. 5.4. Figures 36 
and 37 show the results obtained for the vertical component of these fields 
for the problem in which a cone indents with a contact speed in the slow 
range (a = 0.25b). The curves of these figures illustrate the time variation 
for the vertical stress and velocity at points on rays which pass through the 
000 a 
origin and make angles of ° , 15 , 30 and 90 with the surface of the half 
space. 
The way in which the arrival of a Mach front influences the vertical 
stress and velocity is shown in Fig. 38. The curves in this figure are drawn 
for a point on a ray which makes an angle of 300 with the surface of the 
half space. 
6.3. A Comparison of Analytical and Numerical Results 
It follows from the work of Sec. 2.6.3.1 that, for the wedge problem, 
the asymptotic character of the P, S and head wave components of cr at points y 
just behind the various wave fronts is given by equations of the form 
P El/2[AO + Al E + ... ] a y 
S El/2[BO + BIE + ... ] a y (6.12) 
H E3/2[ Co Cl E + ... ] a ::::. + y 
In Eqs. (6.12) the P, S and head wave components of a are denoted by aP, as y y y 
H 
and a ) respectively; E is a small distance behind the front being y 
considered; and the A's, B's and C's are real constants, the value of which 
can be determined in the manner described in Sec. 2.6.3.1. 
The asymptotic character of aP, as and aR for the cone problem y y y 
can be determined by the method described in Secs. 3.4.1.3 and 3.4.1.4. The 
result is equations of the form 
P 
DOE + DIE 
2 
a ::. + ... y 
S 
EOE + EIE 
2 (6.13) a ::. + y 
H 
FOE 
2 F E3 a ::. + + ... Y 1 
where the D's) E's and F's are real constants determined in the manner 
indicated in the sections mentioned above. 
It can easily be verified that the P, S and head wave components 
of the remaining stresses and velocities are defined by equations which are 
similar in form to Eqs. (6.12) and (6.13). 
In each of the problems considered in this study, it has been found 
that the results obtained numerically are in excellent agreement with the 
results predicted by Eqs. (6.12) and (6.13). Figure 39 shows the agreement 
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between these results for the problem in which a wedge indents slowly with 
a = O.lb. The results for the corresponding cone problem are given in 
Fig. 4O. t 
6.4. The Stress Field for Slowly Indenting Dies 
It is to be expected that the stress field associated with a die 
which indents very slowly will be virtually the same, except near the origin, 
as the stress field associated with a load 'of equal intensity concentrated 
at the origin, i.e. with a concentrated load which has the same magnitude 
at each instant of time as the force pressing the die into the half space. 
Results obtained numerically (see Figs. 41 and 42) indicate that for values 
of alb as large as 0.1, the stress fields for these problems are almost 
identical at points further from the origin than one-third of the distance 
to the front of the S wave. 
The similarity in the stress fields results from the fact that 
the functions solving the die and concentrated load problems are virtually 
the same for small a, except at points near the origin. This will now be 
explained in detail. 
It can easily be verified that the functions which solve the wedge 
and cone problems are accurately approximated away from the origin by the 
series: 
for the wedge and (6.14) 
t In plotting Eqs. (6.12) and (6.13), terms of order E3 and higher have 
been neglected. 
for the cone. For these contact problems, the net force on the surface of 
the half space is given by the e~uations 
(6.15a ) 
for the wedge and 
p(t) (6.15b) 
for the CODe. 
It follows directly from the work of Sec~:;. 2.6.1 and 3.4 that 
the functions given below solve the problems in which loads defined by 
E~s. (6.16) are concentrated at the o~igin: 
for the two-dimensional problem and (6.16) 
for the axially symmetric problem. 
It is apparent that the values of the functions defined by 
E~s. (6.14) are accurately approximated by the values of E~s. (6.16) if a is 
sufficiently small and e is £inite. Hence, the stress fields for the die and 
concentrated load problems are virtually the same, except near the origin of 
the half space. 
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7. SUMMARY AND RECOMMENmTIONS FOR FURTHER STUDY 
7.1. The Method of Solution 
In this study) it has been found that a wide variety of two-
dimensional and axially symmetric three-dimensional wave propagation problems 
can be solved without difficulty by the method of self-similar solutions 
developed by Smirnov and Sobolev [5)6]. The form of any solutions obtained 
by this method is such that the position of the fronts of the various waves 
and other singularities at any time can be determined virtually by inspection. 
Moreover) the stresses and displacements at any point can be determined by a 
simple quadrature. The asymptotic behavior of the stresses and displacements 
near fronts can be extracted especially simply. 
7.2. Results Obtained for the Contact Problems Studied 
The following results have been obtained using the method of self-
similar solutions for contact problems involving the penetration of a 
homogeneous) isotropic) linearly elastic half space by a rigid die: 
1) If the die penetrates the half space superseismiCally)t the 
magnitude of the force applied to the half space by the die 
is given by the following equation: 
p(t) apA(t)V(t) 
where p(t)) A(t) and V(t) denote) respectively) the force) 
area of contact and indentation velocity of the die at any 
instant; a is the speed of the P wave; and p is the density 
of the elastic half space (Sec. 4.3.4). 
r The contact is said to be superseismic if every point on the boundary of 
the expanding region of contact moves outward at least as rapidly as the 
P wave disturbances in the half space. 
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2) The force reCluired to press a wedge or cone into a half 
space with constant speed is a monotonically increasing 
function of the rate of penetration. Thus, to achieve an 
increase in the rate of penetration, it is only necessary 
to apply a greater force to the indenting die (Secs. 4.1.6 
and 4.2.6). 
3) For all ranges of contact speeds,t the contact stress varies 
as log lEI at points near the apex of the die, where E 
denotes the distance from the apex to the point in Cluestion. 
Near the edge of the region of contact, this stress varies 
for the slow, first intermediate and second intermediate 
1/2 -1/2 -, 
ranges of contact speeds as E ,E ,and E ,respectively, 
where E now denotes the distance from the point in Cluestion to 
the edge of the region of contact, and, is a function of the 
contact speed. The value of , ranges between 0 and 1/2. If 
the contact speed is superseismic, there is a step discontinuity 
in the stress at the edge of the region of contact (Secs. 5.2.1 
and 5.4.2). 
4) Singularities in the stress field at points below the surface 
\ 
occur only for problems in which the contact speed is in the 
second intermediate range. For these problems the eCluivoluminal 
component of the stress field is singular on the Mach surface 
which is tangent to the front of the S wave and meets the 
surface of the half space at the edge of the region of 
t These ranges are defined in Sec. 1.2. 
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contact. (See Figs. 18 and 19.) The singular portion of 
the stress field varies at E-Y at points a distance E on 
either side of this moving surface (Secs. 5.2.2 and 5.4.2). 
5) Mach fronts are formed, as expected, when the contact speed 
is superseismic. (See Fig. 19.) The arrival at a point of 
the·Mach front associated with the P wave results in an 
instantaneous jump in the stresses at that point by a stress 
state which is irrotational .. 
A second Mach front propagates at the same rate as the 
S wave. The arrival of this front at a point results 
instantly in a set of finite stresses which have no irrotational 
component. These stresses must be added to those arising from 
any other wave which has passed this point to determine the 
total stress at the point. 
6) A head wave disturbance occurs, as expected, for any problem 
which has a subseismic contact speed. This e~uivoluminal 
disturbance is present at every point in the region bounded 
by the front of the S wave, the surface of the half space; and the 
head wave (see Figs. 16, 17 and. 18). 
In a short interval of time following the arrival of the 
head wave at any point, the e~uivoluminal component of the 
stress field varies as E3/2 for the wedge problem and as E2 for 
the cone problem, where E denotes the distance from the point 
to the head wave (Secs. 6.3). 
7) The arrival of the P wave at a point gives rise to irrotational 
1/2 stresses, which for wedge and cone problems vary as E and E 
respectively. As before, E is the distance from a point just 
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behind the front to the front. The S wave causes equivo-
luminal stresses which for wedge and cone problems vary as 
E
l / 2 and E, respectively, at points which are a distance E 
behind the front of the S wave (Sec. 6.3). 
The total stress at any point is the algebraic sum of the 
stresses caused by each of the waves which has passed through 
the point in question. 
8) The stress field associated with a die which indents very 
slowly is virtually the same, except at points near the origin, 
as the stress field associated with a concentrated load which 
acts vertically downward at the origin and which is equal in 
magnitude to the force pressing the die into the half space 
(Sec. 6.4). 
7.3. Recommendations for Further Study 
This section contains a brief description of some further problems 
which might conveniently be solved by the method of self-similar solutions. 
The axially symmetric problems considered in this study ~~re 
solved by a ITrotational superposition" of plane strain problems around a 
vertical axis (Chapter 3). Further study is necessary to determine whether 
three-dimensional wave propagation problems which lack axial symmetry might 
readily be solved by superimposing plane strain problems which are weighted 
by factors which are functions of the angle of rotation about the vertical 
axis. This method of solvin~ three-dimensional static problems has been 
proposed by Aleksandrov [39]. 
The problems treated in this study involved a rigid wedge or cone 
indenting an elastic half space. The case of collisions of two elastic wedges 
or conesr presents additional complications unless the wave speeds in the 
two bodies are identical. If they are not identical, the lIindentation" in 
one bOdy may occur in a different range of contact speed than in the other 
body. Treatment of this problem may well require considerable extension of 
the method us ed . 
Of course, the region of contact between two bodies of general 
shape can be computed from the initial geometry and the known impact velocity 
as long as the contact remains superseismic, i.e. as long as each point on 
the boundary of the expanding region of contact moves outward at least as 
rapidly as the faster of the two P waves in the dissimilar bodies. As long 
as the contact is superseismic, the integral equation from which the location 
of the surface is determined can be formulated by a simple extension of the 
methods used in Sec. 4.3 to solve problems involving the superseismic 
penetration of an elastic half space by a rigid die. 
Finally, it is noted that the solution obtained analytically for 
times when the contact is superseismic could be taken as the initial data 
for a numerical scheme used to extend the solution to times when the contact 
is no longer superseismic. 
r These dies must have a very shallow apex angle if small displacement 
theory is used to determine the contact stress. 
184 
LIST OF REFERENCES 
1. Love 7 A. E. H. A Treatise on the Mathematical Theory of Elasticity. 
Fourth edition. Dover, New York, 1944. 
2. 
3· 
4. 
5. 
6. 
7· 
8. 
9. 
10. 
11. 
Riney, T. D. Depth of penetration of hypervelocity projectiles. 
A.I.A.A. J. 3 (1965), 52-60. 
Rakbmatulin, Kh. A. and Dem.'yanov, Yu A. Strength Under High Transient 
Loads. Israel Program for Scientific Translation, Jerusalem, 1966. 
Frank, Ph. and von Mises R. Differential and Inte al E uations of 
Mathematical Physics. Chapter XII, by S. L. Sobolev. Russian 
edition onlyT) ONTI, Moscow-Leningrad, 1937. 
S . V I adS bol S L Sur une m/ethode nouvelle dans le m~rnov, • . n 0 ev, . . 
probleme plan des vibrations elastiques. Trud. Inst. Seism. 
Akad. Nauk SSSR 20 (1932). 
Smirnov, V. I. and Sobolev, S. L. On the application of a new method 
of investigation of the elastic vibrations in the space with axial 
symmetry. Trud. Inst. Seism. Akad. Nauk SSSR 29 (1933). 
Cagniard, L. Reflection and Refraction of Progressive Seismic Waves. 
International Series in the Earth Sciences, McGraw-Hill, New York, 
1962. 
Ewing, W. N., Jardetzky, W. S. and Press, F. Elastic Waves in a Layered 
Medium. McGraw-Hill Series in the Geological Sciences, McGraw-Hill, 
New York, 1957. 
Kostrov, B. V. Self-similar dynamic problems of pressing of a rigid 
die into an elastic half space. (In Russian.) Mekhanika I 
Mashinostroenie 4 (1964), 54. 
Lamb, H. On the propagation of tremors over the surface of an elastic 
solid. Phil. Trans. Royal Soc. A, 203 (1904), 1-42. 
Payton, R. G. Transient motion of an elastic half-space due to a moving 
surface line load. Int. J. Engng. Sci. 5 (1967), 49-79. 
12. Dix7 C. H. The reflected seismic pulse. J. Geophys. Research 66 (1961), 
227-234. 
13. Lamf, M. G. Lecons sur la th~orie math~matique de lr~lasticit~ des corps 
solides. Second edition. Gauthier Villars, Paris, 1866. 
t· The only copy of this reference that could be located in North America is 
at Brown University in Providence, R.I. 
14. Sommerfeld, A. Partial Differential in P sics. Volume 1. 
____ ~--~--____ ~----A---------~~----
Academic Press, New York, 19 9. 
15. Craggs, J. W. Two-dimensional waves in an elastic half-space. Froc. 
16. 
Cambridge Philos. Soc. 56 (1960), 269-285. 
Craggs, J. W. On axially symmetric waves. 
flow with axial boundary conditibns. 
59 (1963), 637-654. 
I. Linearized compressible 
Proc. Cambridge Philos. Soc. 
17. Craggs, J. W. On axially symmetric waves. II. The treatment of a 
plane boundary. Proc. Cambridge Philos. Soc. 59 (1963), 655-667. 
18. Craggs, J. W. On axially symmetric waves. III. Elastic waves in a 
half-space. Proc. Cambridge Phil'os. Soc. 59 (1963), 803-809. 
19. Kostrov, B. V. The axisymmetric problem of propagation of a tension 
crack. Prikladnaia Matematika i Mekhanika 28 (1964), 793. 
20. Kostrov, B. V. Selfsimilar problems of propagation of shear cracks. 
Prikladnaia Matematika i Mekhanika 28 (1964), 1077. 
21. Smirnov, V. I. A Course of Higher Mathematics. Volume III, Part 2, 
Sections 52-55. Addison-Wesley, Reading, Mass., 1964. 
22. Pod"Yapol'ski, G. S. I.The propagation of elastic waves in a layered 
medium. Bulletin of the Acade of Sciences of the U.S.S.R., 
Geophysics Series translation of Izv. Akad. Nauk SSSR sere goefiz.) 
1959, No. 8, 788-793. 
23. Filippov, A. F. Some problems of diffractions of plane elastic waves. 
(In Russian.) Prikladnaia Matematika i Mekhanika 20 (1956), 688. 
24. Zvolinskii, N. V. Reflected and head waves emerging at a plane interface 
of two elastic media I. Bulletin of the Academy of Sciences of the 
U.S.S.R., Geophysics Series. 1957, No. 10, 1-21. 
25. Pariiskaya, G. N. and Kuhn, V. V. The relative intensity ,of head waves 
propagated in media with vertical interfaces. Bull. Acad. Sci. 
U.S.S.R., Geophysics Series. 1960, No.5, 480. 
26. Pod"Yapol' ski, G. S. and Vassil' ev, Yu. I. A Rayleigh-type wave at 
a non-free surface. Bull. Acad. Sci. U.S.S.R., Geophysics Series. 
1960, No.9, 859. 
27. Duhem, P. Sur l'integrale des equations des petits mouvements d'un 
solide isotrope. ~em. Soc. Sci. Bordeaux Sere V, 3 (1898), 
317-329· 
28. Sternberg, E. On the integration of the equations of motion in the 
classical theory of elasticity. Arch. Rational Mech. Anal. 
6 (1960), 34-50. 
186 
29. Duff, G. F. D. Partial Differential Equations. University of Toronto 
Press, Toronto, 1956. 
30. Ward, G. N. The Linearized Theory of steady High-Speed Flow. 
Chapter VIII. Cambridge, 1955. 
31. Churchill, R. V. Complex Variables and Applications. Second edition. 
McGraw-Hill, New York, 1960. 
32. Hille, E. Analytic Function Theory. Volume I. Ginn, New York, 1959. 
33. Weber, C. Zur Umwandlung von rotationssymmetrischen Problemen in 
zweidimensionale und umgekehrt. Z. angew. Math. Mech. 20 (1940), 
117-118. 
34. Hamel, G. Integralgleichungen. Springer-Verlag, Berlin, 1949. 
35. Pekeris, C. L. The seismic surface pulse. Proce N.A.S. 41 (1955), 
469-480. 
36. Jeffreys, H. and Jeffreys, B. S. Methods of Mathematical Physics. 
Third edition. Cambridge: Cambridge University Press, 1956. 
37. Paul, S. Interaction of Plane Elastic Waves with a 
Doctoral thesis, University of Illinois, 19 3. 
lindrical Cavity. 
38. Shtaerman, I. Ya. 
(In Russian.) 
The Contact Problem of the Theory of Elasticity. 
GITTL, Moscow-Leningrad, 1949. 
39. Aleksandrov, A. Ya. Applications of the Theo 
~~--~---------~-------~----~----~~~----------
Continuum. 
Mechanics. Proc. Int. S,ymp. of 
"Nauka,ll Moscow, 1965. 
Surface of The I y ;?; 0 Half Space 
4IICIII: »XVI>...... < j 7' 777<07, 3>'" 81- x 
Conical 
Front 
Wave ~ 
y 
Typi ca t Characteristic 
( () = Constant) Planes 
FIG. 1. Iw.rERSEC1rON OF THE CONE AND TYPICAL CHARACTERISTIC PLANES 
Wrl'H THE t == 1 PL.A.NE 
~ 
0::> 
-:J 
8' 
* \ 
lUrfOCe of _\ ..... -~--. 
The Half 
Space (y = 0) 
188 
£ j 
a-x 
(a) e = CONSTANT PAYS m THE y = 0 FrANE 
Imag. e > 0 
• G' 
D' 
(b) THE 'Q'PPER HALF OF THE COMPLEX e FrANE 
FIG. 2. THE MAPPING OF THE y > 0 HALF SPACE mTQ THE 
COMPLEX e PLANE 
Real e > 0 
H 
Surface of the 
H 0 HO Plane 
189 
.>'-------1 .... X 
y 
J 
Surface of the 
JOJ o Plane 
(a) e = CONSTANT PIANES TANGENT TO THE CONE 
Surface of the 
Cone (x 2 + y2 = c 2 + t 2 ) 
~-----..... x 
y 
(b) e = CONSTANT FAYS m THE INTERIOR OF THE CONE 
FIG. 3. TYPICAL e = CONSTANT RAYS AND PIANES 
c 
b 
0.95 I 7""~ 
0.901 ~ 
0.85
0 0.1 0.2 
c = Speed of the Rayleigh (surface) wave 
b Speed of the S wave 
V Poisson's ratio 
0.3 0.4 
., 
FIG. 4. DEPENDENCE OF THE SPEED OF THE RAYLEIGH HAVE ON mISSON'S RATIO 
I--' 
'8 
0.5 
e=ct-x 
Uy (e/E,y/E) 
I U x (0.0,0.1) I 
Ux (e I~ ,y/E) 
I U x (0.0, O. I ) I 
U x (e / E , 0.0) ~ 
-3.0 -2.0 \ 
191 
\ ",-
'- .",-
'-Y:O.1 E 
-10.0 
-12.0 
FIG. 5. SURFACE WAVE DISPLACEMENTS FOR A LINE OF J]!.LPlJLSES 
- E 
192 
ITxy {O.O ,0.1)1 
r- y = 0.0 
1.0 2.0 3.0 
e = ct-x 
0.6 
O"y ('" / £ , Y / £ ) 
0.4 
I T xy (O.O, O. I ) I 
-0.2 
e = ct - x 
-0.4 
-0.6 
FIG. 6. S-JRFACE WA. VE COMPONENTS OF (J .AND C1 ]DR A LINE 
x Y 
OF IM.P~JLSES 
-3.0 
193 
1.0-.-
I 
0.5 
y= 0.1 € ~ 
y = 0.0 \ 
-2.0 , -1.0 
y :; 
I T X Y ( 0.0 , 0.1 ) I 
e = c t-x 
CTZ (e / E , Y / E ) 
I T X Y (0.0, O. I ) I 
e = c t -x 
FIG. 7. SURFACE WAVE COMPONENTS OF 1" AND cr FOR A LL'1E 
xy z 
OF IMPULSES 
194 
P = Fro n t of P Wo v e 
S = Front of S Wove 
(a) LOAD P ( t) IN AN INFINITE roDY 
Half Space 
------------~--~----------~------ ~x 
'L. y = 0 Plane 
y=O Plane 
-t--x 
y2:0 Half Space 
(b) LOADS P(t)J2 ON THE SURFACE OF THE 
FALF SPACES 
FIG. 8. THE mFINITE BODY AND EQUIVALENT HALF SPACE PROBLEMS 
195 
-, 
y :: Constant Plane 
y 
FIG. 9. R.\DIAL, CIRCG'MFERENTIAL AND VERTICAL CONFDNEXTS 
OF TIm DISPLAC~iliNTS 
+ i cO 
-co +CO 
FIG. 10. POSSIBLE CON'roURS OF INTEGRATION IN THE e ~"'"E 
FOR A PO!NT ON THE Y = 0 SURFA9E 
+ i CO 
+d) 
-i d) 
FIG. 11. PJSSIBLE CON'IDURS OF INTEGRATION IN THE Tl ~ e2 PL.~"""E 
F'JR A mINT ON THE Y = 0 SlJRFACE 
-C() 
FIG. 12a. 
-cO 
FIG. 12b. 
197 
+CO 
TYPICAL CONTOURS OF INTEGRATION IN THE e 2 PLANE roR 
PJINTS IN TffE INTERIOR OF THE H.I\LF SPACE 
l+ i C() 
Branch Cuts 
# 
.., 
I r ~ 
C I I 
5 .) 
C2f I, 
, -2 
I / &fa -2 Ir #"a 
~.J +co 
I \C3 
I \ \ Cuts I \ 
-I , 
" 
TYPICAL CONTOURS OF INTEGRATION roR TEE ?ROBitD~ OF A 
CONE INDENTn~G SUPERSEISlvlICA.LLY 
198 
Iv~ (0.0.0.1)1 
, = ct-r 
-3.0 -2.0 
FIG. 13. 
-1.0 o 1.0 2.0 3.0 
Iv~ (0.0,0.1)\ 
, = ct-r 
SUfu-..ACE WAVE COMPONENTS OF V AND V FOR TrtE 
r y 
PJINT LOAD OF SEC. 3.4.1.2 
-E 
199 
-3.0 -2.0 -1.0 o 
-3.0 -2.0 -1.0 o 
I;'~ (0.0 , 0.1) I 
e- = ct-r 
= 0.0 
1.0 2.0 
~: (e-/E , y/~) 
I;.~ (0.0 , 0.1 ) I 
1.0 2.0 
3.0 
3.0 
FIG. 14. SURFACE WAVE COMPONENTS OF ~ AND a roR THE 
r w 
POINT LOAD OF SEC. 3.4.1.2 
E 
200 
2.0 
t 0. ~ (0.0. 0.1 ) I 
! = ct-r 
y = 0.0 
3.0 E 
- E 
I ~ ~ (0.0 • O. I ) I 
. . 
FIG. 15. SURFACE WAVE COMPONENTS OF CJ AND l' FOR THE Y ry 
-POINT LOAD OF SEC. 3.4.1.2 
---
FIG. 16a. THE POSITION OF THE DIE 
AT t = 0 
P 
S 
H 
R 
Front of P Wave ~ y = 0 Surface 
= F ro·nt of S Wave 
= Front of Head Wave 
H 
= Location of Rayleigh 
Wave 
FIG. 16b. LOCNllION OF 'rfIE vIA VE FROWrS AND DEIiOB1"1A TION OF TIlE Y = 0 SURFACE 
FJR A CONTACT SPEED IN rrHE SLDW RANGE 
--, 
P 
f\) 
o 
I--' 
, 
P :: Front of P Wove 
S = Front of S Wave 
H = Front of Head Wove 
R = Location of Ra y Ie igh Wove 
For Slowly Indenting Dies 
I -.- ~. --I 
: r . I ~ I /1 I 
~ / /' I I /s / H p L_ I ~ 
-- .--, -- --
FIG. 17. LOCATION OF" THE WAVE F1\ONTS AND bEFORMATION OF THE y=:O SURFACE 
FOR A CONTACT SPEED IN THE FIIRsrr INTElmDIATE Rfi.NGE 
f\) 
0 
f\) 
if -- -- ---
P = Front of P Wave 
~ S = Front of S Wave 
~/I 77A~ H = Front of Head Wave 
J SM = Mach Front Associated 
With the S Wave 
I 
I 
L p .J 
FIG. 18. LOCATION OF 'lTHE VIA VE FnOWrS AND DZIIQRMNrION OF frfIE y = 0 SURFACE 
FOR A CONTACrr SPEED IN TnE SECOND INTERNEDIATE RANGE 
I\) 
o 
VI 
--- - -, 
+v 
_L 
~/ - - -- r - I 
~ 
I 
P 
P = Front of P Wove 
S Front of S Wave 
PM = Mach Front Associated 
With the P Wove 
SM = Mach Front Associated 
With the S Wove 
I 
Surface 
I 
I 
~ 
FIG. 19. IJ)GATION OF TilE WA.VE FRONTS AND DEFDRMA.TION OF TilE Y = 0 SURFACE 
FOR A.CONTACT SPEED IN TIm SUPERSEISMIC ~NGE 
ro 
o 
,+ 
a < c 
c < a < b 
b<a<a 
a < a 
FIG. 20. 
- a-I 
-c- I 
Imag.a>O 
-c- I -b- I -0-1 o a-I b- I c- I 
-a -I o 
-I -I -I -I I -I -\ -I -I 
- C - b - a -0 0 a a b· c 
-I -I -I -I -I 
-c -b -0 -a o -a 
= Branch Cut 
*' 
-I 
a 
-I -I 
b c 
a-I 
x '""&SUU ..... 
Rea I a > 0 
c- I 
Rea I a > 0 
Reo I a > 0 
Reala >0 
POSSIBLE NON-ANALY'J.1ICI'l'IES IN a :FDR 'rITE IrDUR RANGES O~' CON'TI\CT SPEEIX3 
Y 
J\) 
o 
V1 
a < c 
c <.a < b 
b < 0 < a 
a < a 
FIG. 21. 
-, 
-0 -c-
I 
-b- I -I 
-a 
-0-1 
-c-I -b-I -a-I 
-. 
-a 
-c- I -b- I -I -I 
-a -0 
o = Zero in R(8 2 ) 
= Bronch Cut 
*' 
Imag. 8> 0 
o 
o 
o 
o 
-I 
a 
a-I 
-I 
a 
-I -I 
o a 
x = Pole 
-I 
a 
-I -I b C 
b-I c- I 
b-I c- I 
in V;I (8) 
c- I 
-I 
o 
Real 8 > 0 
Rea I 8 > 0 
Real8>O 
Real 8> 0 
POSSIBLE NON -ANALYTICITIES IN v FOR THE FOUR RANGES OF CONTACT SPEEDS 
.. Y 
I\) 
o 
0\ 
O"y (x,o,t) :! 
at 
AI cosh IX! for Ixl ~a t 
VU Y x/t 
-0 o 
7r-y 
uy (x, 0, t) = V t - I x I tan -2-
f or I x I ~ a t 
O"y (x,O,t) = 
A a 3 t 
I Va 2 t 2 _ X 2 for I x I ~ a t 
_~' H !l , D>x/t 
a 
U y = V t 
for Ixl~at 
FIG. 22. DEFDRMA.TION OF TIlE SURl~CE RESULTING FROM TIlE 
CO'N~CAC'r S'l ITIESS DIsrl'IUI3UTIONS OF E'~. (4.15) 
f\) 
o 
--..l 
O"y 
AI 
(J"y 
AI 
-6.0 
-4.0 
-12.0 
-10.0 
-8.0 
a 
Slow Range 
( a :: 0.65 b) 
c b 
'. ~ Second Intermed iote 
Range (a = bl/0.60) 
. I xl 
t 
(J"y 
AI 
-6.0 
t I~ 
o c b 
4 ,.,. b 2 !!.::.:l.. A I = 1T ( I - (]2 ) tan ( 2 ) 
-12.0 
a 
First Intermediate 
Range (a:: 0.95 b) 
o 
W 
t 
(J"y 
AI 
-10.0 
Superseismic Range 
(a :: b 1.;'Q.T5 ) 
I x I 
t 
-8.0 
-6.0 
c b a 
FIG. 23. DISTRIB~ION OF THE CONTACT S~RESS FOR TilE WEDGE PROBLEM (v ~ 0.285) 
j 
a 
I x I 
t 
I\) 
o 
co 
alb 
a 
b 
clb 
1.5 
.m 
-~ 
]I 
--I 
0.5 
0.5 1.0 
209 
I = Slow Range 
JI. = First Intermediate Range 
JII = Second Intermediate Range 
IT. = Superseismic Range 
AI = !±E:. ( 1- ~) tan (~) 
7T 0 2 2 
tJ = 0,.. 285 
1.5 2.0 2.5 
FIG. 24. D~JDENCE OF THE CONTACT SPEED ON TEE INDEr\"TA.TION 
VELOCITJ OF TEE DIE 
;1 .... a..t't) 
t't) 
• 
t:: 
<t 
I. Slow Range 
II. First lntermediate Range 
m. Second Intermediate Range 
TIL Superseismic Range 
4 p. 2 2 71'-y ) AI = -;- (I- b la ) tan (2 
v = 0.285 
I m 
I 
I 
I 
I 
'-wedge I 
I 
I 
--1--
---1--
I 
I 
I 
2.0 
TIl 
J I "0 
o 1<-- 1,5 alb 2,0 0,5 clb \,0 
alb 
FIG. 25. DEPENDENCE OF PWedge AND P Cone ON alb 
Q) 
c 
o a..UI~ 
C\8 t't) t't) 
C\8 
-1:- I\) ~ o 
8,0 
Q) 
0 
-0 
Q) 
~ 0:.
1 
ro 
ro 
)( 
-I~ 
4 fL 2 2 1T-Y ) AI = -1T- (I-b/a) tan (-2-
v= 0.285 
S uperseismic Range 
( a < a ) 
Superseismic Range . Y ......... 
( a > a) 
o 
II 
C1 
-18,0 
6.0 
Q) 
c 
o 
~I~ 
N ro 
4,0 ro 
2.0 
)( 
C\I 
-I~ 
:-~ '0 
0.5 1.0 1.5 2,0 
fL V / AI b 
FIG. 26. DEPENDENCE Oli' PWedge AND p'cone ON ~V/Alb 
f\) 
f--' 
r' 
212 
Imag. 8, > 0 
o 
(a) 
Imag. 8, > 0 
( 
- - - Asymptotes of 
8, (x 0' Yo ' t) for 
t» 0 
Real 8, > 0 
Real 8, > 0 
. (b) DEFoRMED OJN'roUR roR THE NUMERICAL INTEGPATION PROCEDURE 
213 
= Con stant PI anes 
FIG. 28. TYPICAL e 2 = CONSTANT PIANES IN TEE REGION OF 
HE.t;.D WAVE DISTURBANCES 
2 Imag. 8 > 0 
J
1
'----r==1i ====.~=r.--A-r--_._ -~ 
t 'r Real 8 2 >0 
6- 2 a- 2 8- 2 b- 2 
o 
FIG. 29. POSSIBLE JNTEGRATION CONTOURS AROUND e2 = 0:- 2 
~ y 
(J"y ( at ' at) 
I (J"y (O.O ) O. I ) 
0,04 0.08 
. -1.0 
FIG. 30. ASYHProTIC CHARACTER OF (J NEA.11 THE EDGE OF THE CONTACT ZONE I'DR a == O. 95b y 
a t 
I\) 
\-1 
+-
(jy 
AI 
-0.1 
215 
t/tp = Time/Arrival time of the P wave 
S,H,R,C = Arrival tirr.es of th~ S w:"1-:e, he8.d 'ilave, Rayleigh 
wave and edge of contact, for tp = 1 
v ~ 0.285 
-0.5 
o~==~ __ =---------~~------------~~-------I f----------+ 0 
110 1.5 2.0 2.5 2.5 5.0 7.5 10.0 
Time ( t / t p) 
1.0 1.5 2.0 2.5 2.5 10.0 
S 
l c 
-
-0 0 
/ 
-0.2 I -1.0 
/ 
/ 
/ 
/ 
-2.0 
-0.4 / 
/ 
FIG. 31. TJME HISTORY OF 1" and cr FOR A SLOwLY INDENTING y:y Y 
WEDGE PROBLEM (0 = O.25b) 
O"z 
AI 
-0,1 
0 
-+- 0.1 
1,0 
1.0 
-0.1 
S, l-i, R, C 
t/tp' A1 , v 
216 
As in Fig. 31 
x. /y : \.13 
x/y = 3.73 
S 
y: 0 
R 
1.5 2,0 2,5 
Time ( t / tp) 
1,5 2,0 2.5 
\ 
\ 
\ 
\ 
\ 
\ 
" ....... ..... 
/ 
/ 
/ 
/ 
2.5 
2,5 
x. /y = 1.73 \ 
\ 
\ 
\ 
\ 
\ 
o~------------~~~-+--------~ 
0.1 
<.D 
f'-.. 
N 
o 
~ 
/ 
/ 
/ 
/ 
~/ 
cv 
0'/ 
// 
/ 
C 
510 7.5 
FIG. 32. TTh1E HISTORY OF a AND a FOR A SLO~7LY INDENTING 
z x 
WEDGE PROBLNv1 (a = O. 25b) 
-0.5 
10.0 
10,0 
-0.5 
0.5 
217 
As in Fig. 31 
0.1 O. I 
x/y= 1.73 0.05 
0~--------------~--4-------~~ ~----~------~O 
y=O 
R 
1.0 1.5 2.0 2.5 2.5 5.0 7.5 10.0 
Time ( t / tp ) 
1.0 1.5 2.0 2.5 10.0 
I 
I I 
FIG. 33. TIME HISTORY OF v AND v FOR A SLOWLY INDB\TIRG 
x y 
WED,}E PROBLEv1 (0: = O. 25b ) 
f.T y 
AI 
t~ 218 to 6.0 w ~ (j) lO 
c:5 ~ 
-= 
a=b/~ 
4.0 
$I = b/~ 
2.0 to 
<.D 
-
ro 
a = b / v'Q."95 I 
O~------~~==~~~~--------~--______ ~ ______ __ 
4,0 
II II 
2.0 
3.0 4,0 
a= b/~ 
a= b/~ 
a=b/~ 
O~ ______ -LU=====~~~ ________ ~ ________ ~ ________ __ 
1.0 2.0 3.0 4.0 
t/~, A1, V = As in Fig. 31 
FIG. 34. DEPElJD~CE OF (J and v on ex PJR THE 'W"EDGE PR03LD: y y 
(x/y = 1.73) 
(J"y 
AI 
(jy 
AI 
-20.0 
Slow Range 
(a= O.65b) 
r 
-t 
~~-~ -~~. 
a c b a 
Second Inte rmediate 
Ra nge (a = b/v'Q.5 ) 
A = I 
(jy. 
AI 
-20.0 
2 
8 
I 
First Intermediate 
Range (a= 0.95 b) 
~ 
a 
fL b ) 7r- Y) (1- - ton (--
0 2 2 7r 
(J"y 
AI 
r 
t 
-40.0 
-20.0 
Superseismic Range 
(a = b/.J0T5 ) 
c b a 
FIG. 35· DIs'rnlBurrION OF THE COWrAC11 S~rRESS :BUR TirE CONE PRODLEM (V = 0.285) 
a 
r 
-t 
r 
f\) 
j----I 
\.0 
O'y 
AI 
-0.4 
-0.2 
t/tp = Time/Arrival time of the P wave 
S,HJR,C = Arrival times of the S wave, head wave, 
Rayleigh wave, and edge of contact for tp = 1 
2 
Al ~ ~ (1 - b2 ) tan (rr ; ~), V = 0.285 
a . 
s 
s 
, 
, 
, 
, 
, 
\ , 
\ 
\ 
c 
c 
6.0 
4.0 
2.0 
110 1.5 2.0 2.0 4.0 6.0 8.0 10.0 
FIG. 36. 
Time (f/tp ) 
TIME HISTORY OF a FOR A SLOvlLY INDENTING CONE PROBLEM (ex ::: O. 25b) 
Y 
f\) 
I\) 
o 
0.3 
0'2~ fL Vy 
AI b 
O.li-
0 .. ...-: 
1.0 
FIG. 37. 
8, H, R, C 
t/tp' Ai' V 
/1 
~ 
S 
t 
1.5 
As in Fig. 36 
\ 
\ 
\ 
;/ \ \ \ 
\ 
\ 
A.. \ I 
\ \ 
\ \1 
\ \ 
,'- \ 
," ,
/ / 
r> 
., 
~ 
R 
t 
2.0 2.5 2.5 
Time (t/t p ) 
• 
y = 0 
//~r=() 
~ 
C 
5.0 75 
Tll<1E HISTORY OF v FOR A SLOvlLY INDENTING CONE PROBLEM 
. Y 
(0: == O. 25b) 
-~ 0,6 
-10.4 
-jO.2 
I\) 
I\) 
.-. 
1
0 
10.0 
222 
-30.0 
V is to V 
f.[) - I 
f.[) II 
0) 
-20.0 c5 = b 1..J0.i5 
cry " Co 
- b/-J0:6 AI ......... ex = 
-10,0 ) 
I"() 
b I,jO, 95 t!) = 0) 
I 
~ 
1,0 210 3,0 4.0 5.0 
Time (t/tp) 
l~ 
V 
to 
V 
-= 
1\ ~ f.[) c. 
f.[) 
-......... 
I~.O 
0) 
-0 
" 
a = b/~ c. 
10,0 -......... 
-
fL Vy ex = b Iv'O:6" 
AI b 
5,0 
a 
= b/-V' 0.95 
4,0 5,0 
Time (t/t p) 
t/tp' AI' v = As in Fig. 36 
FIG. 38. DEPENDENCE OF rJ AND v ON ex roR THE CONE PROELEvl (r/y = 1.73) y y 
-4.0 
N 
o 
x 
o 
o 
.NO 
-2.0 
)( 
";1 c:i" 
-4,0 
223 
R = bt / 
/ 
/ 
~ = R_~X2+y2 / 
/ 
/ 
/' 
Distance Behind The Front (E' IR) 
R = 
~ 
= 
0.10 
at 
R_~X2+y2 
Computer 'Solution 
Asymptotic Approximation 
AI' V = As in Fig. 31 
/ 
0.20 
FIG. 39. ASTh'J.?roTIC APPROX]}fJ\.TIONS OF as AND oP NEAR T:HE WAVE 
y Y ,~ 
FROKTS EDR TEE WEDGE PROBLEM (ex = O.lb, x/y = 1/"'; 3) 
o~------------------~--------------------~ o 0,05 0.10 
Distance Behind The Front (t'/R) 
0.10 0.20 
R = at 
~ = R-Jr2+y2 
x 
-3.0 
Computer Solution 
Asymptotic Approximation 
AI' V = As in Fig. 36 
FIG. 40. ASYMP.roTICAPPROXIMATIONS OF erS AND crP ~'"E4..R THE WA. V'E 
Y Y 
FRONTS FOR Tl:E CONE PROBLEM (a = 0 .lb, r / y = 1/ ~ ) 
fit: <l: ~I -
<li 
fltb <l: ~I -
0..; <l: ~I-
o.~ I -b <l: 
o.~l_ 
b <l: 
0.6 
0.4 
0.2 
225 
Line Load 
Wedge (cz = 0.1 b) 
= As in Fig. 31 
I/~ 
A I' %I 
x/y = 
(Line Load 
and Wedge) 
o~----~--~--------~----~~~~------~~----a 0.4 0,6 0.8 
./ 
-0.2 
\ / /' 
/ 
\ / / 
\_/ 
I 
-0.4 
-0.6 
(Line Load 
and Wedge) 
Line Load 
- - - Wedge (ex = 0.1 b) 
A I , %I = A sin Fig. 31 
x/y = I/~ 
FIG. 41. P- M;D S-WAVE .COMroNENTS OF THE STRESSES FOR SLOWLY INDENTING 
'WEDGE AND LINE LOAD PROBLEt~S WITH EQUAL :vERTICAL. LOADS A?P~IED 
TO THE HALF SPACE 
0-' 
Y 
--
AI 
226 
-20.0 
~ 
~ 
-10,0 ~ , 
~ 
~ 
~ 
~ 
0 
0 0.05 0.10 
J r2 + 
a t 
0 0.05 0.10 
0 
-10.0 
-20.0 
1 
Cone (a= 0, I b) 
---
Poi nt Load 
At II = As in Fig. 36 
r /y = 1/.../3 
0.15 0.20 
yl. 
0,15 0.20 
Cone (a = 0.1 b) 
- - - Point Load 
AI II = As in Fig.36 
r/y = 1/v'3 
FIG. 42. p- AND S-WA VE COMroNENTS OF (j FOR SLOWLY INDENTING C01'E 
Y 
AND POINT LOAD PROBLEMS WITH EQUAL VERTICAL LOADS APPLIED 
TO THE HALF SPACE 
227 
APPENDIX A. THE FUNCTION Fab(a) OF SEC. 4.1.4.3 
A.l. Derivation of Fab(a) 
In Chapters 4 and 5, frequent mention is made of the function 
Fab(a) which arises in connection with problems involving wedges and cones 
which indent in such a way that b < a < a, i.e. in the second intermediate 
range of contact speeds. The conditions which this function must satisfy are 
specified in Sec. 4.1.4.3. These are 
1) that F
ab (a)/R(a
2 ) be analytic for all real values of a in 
the range a- l ~ lal S b-l , 
2) that Fab CG ) be analytic eve~here except for real values 
of a in the range a-l < lal S b-l , and 
3) that lim Fab(a) = 1. 
a ~ 00 
For the first condition to be satisfied, the argument of Fab(a) 
(and, therefore, the imaginary part of log Fab(a)) must be equal to the 
argument of R(a 2 ) in the range a- l sial S b-l . We note that the imaginary 
part of log Fab(a) will be zero on the remaining portion of the real a axis 
if log Fab(9) is analytic at every point outside of the range a- l ~ lal ~ b-l . 
However, this requires that F _ (a) be nowhere equal to zero. We now show 
ab 
that such a function exists and that, in fact, it is the only function 
satisfying the conditions listed above. 
The Cauchy integral theorem for the half plane can be used to 
ietermine the unique function which defines log Fab(a) and which satisfies 
the ,following conditions on the real a axis and at infinity: 
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= ~(e) 
= 0 for Ie/ < a-l and b-l < lei 
lim (log Fab(e)) = 0 
e -,)0 co 
where ~(e) is the argument of R(e2). That is, 
~(e ) 
The calculation gives 
2 1m (log R(e )) 
-a 
-1 
dA + ~J .E?i.& dA 
7r A - e 
-b -1 
(A.l) 
(A.2) 
Since ~(A) is an antisymmetric function of A, Eq. (A.2) can be 
written more simply as follows: 
b-2 
=7r -lJ 
Hence, 
-2 ex 
(A.3) 
(A.4) 
To prove the uniqu~ness of the above result, we assume that there 
exists a second function F2 (e) which also satisfies the conditions listed in 
above. It follows that F2 (e)/F(Xb(e) must be analytic at every point in the 
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entire e plane since FabC~) has no zeros and the non-analyticities of 
F2 (e) and Fabce) cancel for a-I ~ lei ~ b-l . Moreover) the value of 
F2 (e)/Fab (e) is 1 at infinity. It follows from LiouvilleTs Theorem that 
F2 (e)/Fab ce) is everywhere equal to unity) or that F2 (e) = Fab(e)) and 
Fab ce ) is unique. 
Since the integral of Eq. CA.4) is hyperelliptic) it is generally 
not possible to express Fab(e) in terms of elementary functions. However) 
this is not the case if a-2 = b-2 or if a-2 = a-2 . In the former case) 
-2 -2 i.e. when a = b ) the integration is carried out over a contour of zero 
length. . -2 -2 Hence FabCe) = 1 If a = b . When a-2 = a-2 the contour of 
integration extends along the full length of the cut on the real e2 axis 
-2 -2 2 between a and b associated with Rce ). 
It can easily be verified that the conditions listed above are 
-2 -2 
satisfied for a = a if 
( -2 -2)( 2 -2) 2 a -b e-c 
-2 2) (-2-2 where c is the zero point of Rce and 2 a -b ) is the value of 
Rce 2 )/(e2 _c-2 ) at infinity. 
A.2. Numerical Evaluation of FabCe) 
CA.5) 
In this study) FabCe) is evaluated numerically for problems in which 
b < a < a. Integration by parts of the integral of Eq. (A.4)) followed by the 
e2 
substitution of log (~2_e~) -~ (~2_e2)-lde2 for log (~2_e2) makes it possible 
e2 o 
to compute Fab(e) is a step-by-step procedure for the following equation: 
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(A.6) 
where $J(~2) = d~(~2)/dA2, e~ is any arbitrarily chosen fixed point in the 
e2 plane, and M(e 2) is the function defined by the integral 
Since M(e 2) and $J(~2) are expressible in terms of elementary 
functions, the integrals of E~. (A.6) can be evaluated numerically by the 
methods described in Chapter 5. It follows that the value of Fab(e) can 
be obtained without difficulty at any point in the complex e plane .. 
It can easily be verified that "$' (1. ... 2) and M(e 2 ) are defined as 
follows: 
where 
8(b-2_a-2)~6 + 8(a-2_2b-2)b-2~4 
-2 -2 -4 2 -~ -6 
+ 6.0(a +b )b ~ - 4.0 a -0 
(A.8) 
_16(b-2_a-2)~6 + b-2(24b-2_16a-2)~4 
& -6 6 -8 - ~ + b 
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where the ~~ (i=1,2,3) denote the three roots of D2(~2) = 0 
and where 
and 
-2 -2 
( , b - a ) - log 
2 Ve 2 -a -2 Vbr---2-_-e-2 
( Va -2 -a -2 Vb -2 -0;-2 + rJe
2 
-a -2 Vb -2 _e 2 
+ log 
0:-2 _ e2 
A. 3. Th.e Asymptotic Expans ion of F ab (e ) about the Edge of the 
Region of Contact 
(A.9) 
It is convenient in computing the asymptotic expansion of Fab(e) 
2 -2 
about e = a to rewrite Eg. (A.4) in the form 
-2 
b 
= exp(rr-1 J 
a 
-2 
+ 7r 
-2 b 
-lJ 
-2 
0: 
(A.10) 
The first integral of Eg. (A.10) defines a function which varies smoothly 
2 -2 for values of e in the vicinity of a . If this function is denoted by 
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L(e2 ), it can easily be verified that E'~. (A.10) can be rewritten in the 
form 
(A.ll) 
As asymptotic expansion of Fab(e) about the points e2 = a-2 results in the 
following series: 
-2 2 -t3(a-
2 )/IT{ §' (a- 2 ) -2 2 -2 2 } 
Fab(e) '" (a -e) 1+ IT (a -e )log(a -8) + ..... 
(A .12) 
where the infinite series in the second set of braces is a Taylor series 
expansion of 
2 -2 
about e = a That is to say, 
(A .13) 
and so on. 
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APPENDIX B. STEP DISCONTTI)fUITIES IN" THE STRESSES ACROSS 
THE :MACH FRONTS FOR THE CONE 
The vertical stress for the problem in which a cone indents 
superseismically can be computed at any point in the half space from the 
equation: r 
where 2 I. (e. ) 
l l 
t -
( -2 -2) 2 b -a 
( -2 -2) 2 b -a 
(B.l) 
i = 1,2 (B.2) 
(B.3) 
(B.4) 
o , 
and Al is defined by Eq. (4.48). Equation (B.4) is used to compute dW/de~. 
The result is 
i = 1,2 (B.6) 
t Equation (B.l) is obtained from Eqs. (2.57), (2.88), (3.14) and (4.50). 
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As in Chapter 5, we denote the P- and S-wave components of cr y 
P S P by cr and cr ,respectively. To compute the value of cr at a point behind y y y 
the Mach front shown in Fig. 19, r we evaluate the first integral of Eq. (B.l) 
along contour of the type shown in Fig. 12b. This contour begins a B~l' 
2 -2-2 
crosses the real Bl axis to the left of a ,and ends at Bll . If the 
point at which crP is being computed lies just behind the Mach front, the y 
value of e~l will be real and slightly greater than a-2 • As a result, a 
contour of integration can be chosen which is situated in the innnediate 
vicinity of a-2 , i.e. a contour such as C
3 
Il(Bi) along this contour can be found by 
of Fig. 12b. The value of 
integrating termwise the 
( 2) -2 asymptotic expansion of Ii Bl about a . The final result is the following 
infinite series: 
where 
( -2 -2) b -a 
( -2 -2) 2 b -a 
(b-2-ax-2t 
(a -2-a-2 )1 2 
b-2 (Sa-2_b- 2 ) _ 4a-2 (4a-2+b-2 ) + 1~-4 
(a -2-a-2 )3/ 2 
(B.7) 
and where Co is a constant of integration yet to be determined. 
The function ow/oB~ has a branch cut outward along the real B~ axis 
1 1 
2 -2 from the point B. = B ..• At this point there is a square root singularity. 
1 11 
An asymptotic expansion of this function about B2 results in the following ii 
series: 
dW 1 22 222 
---2 ~ 2 2 1/2 (DO + Dl(B . . -B.) + D2(B .. -B.) + ... ) oB. i(B . . -B.) 11 1 11 1 
1 11 1 
T That is, the Mach front which is tangent to the front of the P wave. 
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where 
( -2/( -2 -2)1/2) t - yc. c. -e .. 
l l II (B.B) 
with t, Y and r satisfying Eq. (B.5) with i = 1. A straightforward but 
lengthy computation gives the coefficients of the remaining terms in the 
series. 
Using Eqs. (B.7) and (B.B), we express the integrand of the first 
of the integrals of Eq. (B.l) in series form, and, as a result, obtain the 
p 
following series approximation of a : 
p 
a y =1 
c 
+ . . . 
y 
where C is the contour of integration described previously. 
The integrand of the first integral in (B.9) is analytic on and 
within the contour of integration, except at the point ei 2 = ell where there 
is a square root singularity. Despite the presence of this singularity, it 
can easily be shown that the value of this integral is zero. Evaluating 
the remaining terms in the series gives the following result: 
(B.10) 
The variation with time at a point in the vicinity of the Mach 
front can be computed from Eqs. (B.5) and (B.IO). The result is 
P 
a (r.,y.,t) y o for t < tIM 
where tPM is the time at which the Mach front reaches the point in question. 
It can be verified from Eqs. (B.8) and (B.ll) that the magnitude of the 
stress behind the Mach front depends on the distance of the point in question 
below the y 0 surface and the interval of time following the arrival of 
the front. This is in contrast to the results obtained for the superseismic 
wedge problem. It was found (see Sec. 5.2.1) that the value of (JP was y 
constant at every point between the Mach front and the cylindrical front of 
the P wave. 
The value of as at points in the vicinity of the Mach front which y 
is tangent to the S vlave is computed by methods analogous to those described 
above. The final result of these computations are the equations 
S 0 for t < tSM a y 
(B.12) 
21IB1DO 4-
0(D1Bl -B2DO) (t-tSM ) + O(t-tSM )2 for t:::tSM ~ 
-2 (-2 -2)1/2 r-ya ""b -a 
where 
( -2 -2) b -a 
(B.13) 
DO is defined by Eg. (B.8), and r., y and t satisfY Eq. (B.5) with i = 2. The 
remaining B. 's and D. 's can be computed without difficulty from Egs. (B.3) 
l l 
and (B. 6). 
The asymptotic character of the p- and S-wave components of the 
remaining stresses and velocities in the vicinity of the two Mach fronts 
is determined by computation similar to those described above. 
APPENDIX C. THE COMPUTATION OF as FOR THE CONE WHEN THE y 
CONTACT SPEED IS IN THE SECOND INTERMEDIATE 
RANGE 
The following equation defines the equivoluminal component of a y 
for the problem in which a rigid cone indents a half space in such a way 
that b < a < a, i.e. in such a way that a is in the second intermediate 
range of contact speeds: t 
·s 
a y 
where 
-2 a 
( e 2 ). F ab ( e ) Ref I de 2 
G(e 2) (a-2_e2)2 
e2 2 
8e2(a-2_e2)1/2(b-2_e2)1/2(c-2_e2)/R(e2), 
(r2e 2 _ (t _ Y(b-2 _e 2)1/2)2)1/2 
Fab(e) is defined by Eq. (A.4), and e2 is defined implicitly by the 
equation 
o 
(C.l) 
(C.2) 
(C. 4) 
It was pointed out in Sec. 5.4.2 that crS is singular on the surface in the y 
r, y, t space defined by Eg. (C.4) when e2 = a-
l
. This surface is shown 
schematically in Fig. 18. ·S To compute the value of a at points near this y 
surface, it is convenient to rewrite Eq. (C.l) in the form 
t Equation (C.l) is obtained from Eqs. (4.50), (2.57) and (3.40). 
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* 2 * 2 where I (e )Fab(e) denotes the asymptotic expansion of I(e )Fab(e) about 
a-2 ) G*(e 2 ) denotes the asymptotic expansion of G(e) about e~ ) and e; 
is a fixed point on the real e2 axis slightly to the left of a-2 . 
(See Fig. 29.) 
The first integral of E~. (C.5) defines a function of e~ which 
varies smoothly for all e~ > e~. The value of this function can be computed 
without difficulty by the numerical integration procedures described in 
Chapter 5. 
The second integral of E~. (C.5) defines the component of as y 
which is singular on the Mach front shown in Fig. 18) i.e. on the surface 
-1 
along which e2 = ex • It can easily be verified from E~s. (C.2), (C.3) and 
(A.12) that the integrand is defined by an infinite series of the form 
(c.6) 
where ~Ca-2) is the value of the argument of F bce) at a-2 and A.ls are 
a l 
complex-valued constants which can be determined in a straightforward manner 
from the e~uations above. 
Term-by-term integration of the series defined by (c.6) results 
·S in the following approximation for the singular component of cr : y 
I*(e2 )F*ab ce ) BO Bl 
~ -------------------- + ---------------------
Gce 2 ) (a-2_e 2)2 ((X-2_e2)3/2 + ~Cex-2)/7T (a-2_e2)1/2+~Cex-2)/1T 2 2 
(C.7) 
+ + ... 
where 
and 
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AO 
BO -AO! cD. A2+~(a-2)/~(A_l)1/2 1 
AO AO 
Bl -Al ! dA _ A J log Ad" 
1 Al+~(a-2)/~(A_l)1/2 2 1 Al+~(a-2)/~(A_l)1/2 
AO 
B2 -A2! 1 cD. (c.8) Al+~(a-2)/~(A_l)1/2 1 
-2 
_ 82 a 
AO 
0 
-2 
_ 82 a 2 
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