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Abstract
We consider an initial value problem of type
∂u
∂t
= F(t, x, u, ∂ju), u(0, x) = ϕ(x),
where t is the time, x ∈ Rn and u0 is a Clifford type algebra-valued
function satisfying Du =
n∑
j=0
λj(x)ej∂ju = 0, λj(x) ∈ R for all j. We
will solve this problem using the technique of associated spaces. In
order to do that, we give sufficient conditions on the coefficients of the
operators F and D, where F(u) =
n∑
i=0
A(i)(x)∂iu for A
(i)(x) ∈ R or
A(i)(x) belonging to a Clifford-type algebra, such that these operators
are an associated pair.
1 Introduction
We consider the initial value problem
∂u
∂t
= F(t, x, u, ∂ju); (1)
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u(0, x) = ϕ(x), (2)
where t means the variable time, x = (x0, . . . , xn) is a spacelike variable on
Rn+1 and ∂j is the operator diferentiation respect to xj . The problem (1),(2)
is equivalent to the integro-differential equation (see [4])
u(t, x) = ϕ(x) +
∫ t
0
F(τ, x, u(τ, x), ∂ju(τ, x))dτ. (3)
Therefore the solutions of the problem (1),(2) can be constructed as fixed
points of the operator
U(t, x) = ϕ(x) +
∫ t
0
F(τ, x, u(τ, x), ∂ju(τ, x))dτ. (4)
It is well known that the classical Cauchy-Kovalevskaya theorem gives a
unique solution to the problem (1),(2) considered in the context of complex
analysis:
∂u
∂t
= F(t, z, u, ∂zu); (5)
u(0, z) = ϕ(z), (6)
provided F(t, z, u, ∂zu) and ϕ(z) are holomorphic functions in its variables.
The complex valued solution u(t, z) of (5), (6) is holomorphic in z and
uniquely determined. H. Lewy showed that this problem has no solution
if F is not a holomorphic function. He constructed functions f(t, x, y) in-
finitely many differentiable such that the equation:
2i(x+ iy)∂tw = ∂xw + i∂yw + f(t, x, y)
has no solution (see [3]). This shows that the equation (3) does not always
have a solution even if F(t, x, u, ∂ju) and ϕ(x) are infinitely many differen-
tiables.
The concept of associated spaces [2, 7, 9] leads to conditions under which
the equation (3) has solution. This concept comes from complex analysis: In
the holomorphic case (5), (6) the associated space is the space of holomorphic
functions and the right hand side F(t, z, u, ∂zu) transforms this space into
itself.
In order to apply a fixed-point theorem, the operator (4) has to be es-
timated in a suitable function space whose elements depend on t and x.
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This can be done by the so called interior estimate for the associated space.
Such estimate describes the behaviour of the derivatives near the bound-
ary. In case of holomorphic functions, such estimates can be obtained by the
Cauchy Integral Formula. Similar estimates can be shown in the framework
of Clifford analysis. This makes it possible to solve initial value problems
with monogenic initial functions (see [12]). For initial value problems with
other kind of initial functions see [6, 13].
Let F be a differential operator while G is a differential operator with
respect to the space variable x whose coefficients do not depend on the time
t. The operators F and G are said to be associated if Gu = 0 implies
G(Fu) = 0, for each t. The solutions of the differential equation Gu = 0
form a function space called associated space to G. In [7, 8, 9] we can see
that, if the initial function (2) satisfies an associated equation Gu = 0 and
the elements of the associated space satisfy an interior estimate, then there
exists a (uniquely determined) solution of the initial problem (1), (2) also
satisfying the associated equation for each t.
In this paper, we will use this technique in order to solve the initial
problem (1), (2) when the operator G is given by
Du =
n∑
j=0
λj(x)ej∂ju. (7)
where the functions λj’s are supposed to be real valued and u is a continuously
differentiable function taking values in a Clifford type algebras depending on
parameters. We call this operator the generalized Cauchy-Riemann operator
in Rn+1. First we will determine all F in the form
Fu =
n∑
i=0
A(i)(x)∂iu (8)
for which solutions ϕ of Dϕ = 0 are admissible initial functions. The func-
tions A(i)(x) i = 0, 1, . . . n, are functions of class C1 in a domain Ω of Rn+1
and are considered as real valued functions and as Clifford-type algebra val-
ued. Later on, the coefficients (belonging to R) of the operator F are given
and it is possible to obtain the conditions over the operator D such that the
pair (F ,D) is associated.
3
2 Preliminaries
A Clifford algebra depending on parameters (see [11]) can be defined as
equivalence classes in the ring R[X1, ..., Xn] of polynomials in n variables
X1, ..., Xn with real coefficients, where two polynomials are said to be equiv-
alent if their difference is a polynomial for which each term contains at least
one of the factors
X
kj
j + αj and XiXj +XjXi − 2γij, (9)
where i, j = 1, · · · , n , i 6= j, and the kj ≥ 2 are natural numbers. The
parameters αj and γij = γji have to be real and may depend also on further
variables such as the variable x in Rn+1. If the parameters do not depend
on further variables and if n ≥ 3, the Clifford type algebra generated by the
structure polynomials (9) is denoted by An(kj , αj, γij). For n = 1 we write
A1(k, α). In An(2, αj, γij) all of the kj are equal to 2 and αj and γij are
constant. This algebra has the dimension 2n. The classical Clifford algebra
An(2, 1, 0) is denoted by An.
In this paper the functions u will be consider in a domain Ω of Rn+1
with values in the particular algebra An(2, αj, γij), thus u(x) =
∑
A∈Γ
uA(x)eA,
where Γ = {0, 1, . . . , n, 12, . . . , 12 . . . n} and each uA is a real valued function.
We will understand that a function u(x) =
∑
A∈Γ
uA(x)eA, with values in
an algebra de Clifford An(2, αj, γij) is of class C
1 (or C2) in the domain Ω if
each uA is of class C
1 (or C2) in Ω.
In similar form as the definition of monogenic functions in the classical
algebra An (see [10]), we have
Definition 1. A continuously differentiable function u(x) with values in the
generalized Clifford algebra given by (9) satisfying Du = 0 is called general-
ized (left) monogenic function.
For the functions u of class C1 in Ω, the conjugated operator associated
to generalized Cauchy-Riemman operator (7) is defined by
Du = λ0(x)∂0u−
n∑
j=1
λj(x)ej∂ju.
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Since λi(x)’s are supposed to be real valued, a monogenic function u of class
C2 verifies
DDu =
n∑
i=0
λ0(x)∂0(λi(x))ei∂iu−
n∑
j=1
n∑
i=0
λj(x)ej∂j(λi(x))ei∂iu
+ λ20(x)∂
2
0u+
n∑
i=0
αiλ
2
i (x)∂
2
i u− 2
∑
i<j
γijλi(x)λj(x)∂i∂ju = 0.(10)
If λi(x) are real constants for all i = 1, . . . , n, then the partial differential
equation (10) is elliptical provided
αj > 0 and |γijλiλj| ≤ k, i, j = 1, . . . n, (11)
for a suitable constant k. Further if the underlying algebra is An(2, αj, 0)
and λi(x)’s are real valued functions, then (10) is also an elliptic equation
under the condition
αj > 0 j = 1, . . . n. (12)
2.1 A formula for the product D(u.v)
Now, based on the previously seen definitions, a formula of the generalized
Cauchy-Riemman operator applied to the product of two functions u and v
with values in An(2, αj, γij) is built.
Let u and v be functions defined in Rn+1, continuously diferentiable and
with values in An(2, αj, γij). Using induction over n, we shall show the
identity
∂k(u · v) = ∂k(u) · v + u · ∂k(v), k = 0, . . . , n. (13)
For the case n = 1. Let Γ0 = {0, 1} be and u =
∑
i∈Γ0
uiei, v =
∑
i∈Γ0
viei.
Then u · v =
∑
i,j∈Γ0
uivjeij and trivially ∂k(u · v) = ∂k(u) · v + u · ∂k(v).
Now we suppose that the identity (13) is valid for n = k. Let’s consider
the index sets Γ = {0, 1, 2, . . . , 12, 13, . . . , 123 . . . k + 1} ,
Γ1 = {0, 1, 2, . . . , 12, 13, . . . , 123 . . . k} and Γ2 = Γ− Γ1. Thus u = u
(1) + u(2)
and v = v(1) + v(2) where u(i), v(i) are a linear combination of the elements
eA of the bases indexed by the sets Γi, i = 1, 2. Then
∂k(u · v) = ∂k[
(
u(1) + u(2)
)
(v(1) + v(2))]
= ∂k(u
(1)v(1)) + ∂k(u
(1)v(2)) + ∂k(u
(2)v(1)) + ∂k(u
(2)v(2)).
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Applying the induction hypothesis and rearrange the terms we obtain that
∂k(u · v) = ∂k(u) · v + u · ∂k(v) and the proof is obtained.
Now, according to definition (7),
D(u · v) =
n∑
i=0
λi(x)ei∂i(u · v) =
n∑
i=0
λi(x)ei(∂i(u) · v + u · ∂i(v))
= D(u) · v +
n∑
i=0
λi(x)ei(u · ∂i(v)). (14)
If n = 2, the general formula (14) yields
D(u · v) = D(u) · v + u ·Dv (15)
+ 2λ1[−u2γe0 − u12γe1 − u12α1e2 + u2e12]∂1v
+ 2λ2[u1γe0 + u12α2e1 + u12γe2 − u1e12]∂2v.
This expression is a consequence of using
e1 · u = u · e1 + 2[−u2γe0 − u12γe1 − u12α1e2 + u2e12]
and
e2 · u = u · e2 + 2[u1e0γ + u12α2e1 + u12γe2 − u1e12].
3 Sufficient conditions
3.1 Conditions over the coefficients of F
We consider the operator F(u) defined by (8), where u is a An(2, αj, γij)-
valued function and we will determine conditions over A(i) guaranteeing
Du = 0⇒ D(Fu) = 0. (16)
From the equation Du = 0 we obtain
∂0u(x) = −
n∑
j=1
βj(x)ej∂ju,
where βj(x) =
λj(x)
λ0(x)
, j = 1, . . . , n, λ0(x) 6= 0. This formula leads to the
equality
∂k∂0u(x) = −
n∑
j=1
∂k(βj(x) · ej · ∂ju(x)) k = 0, 1, . . . n.
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From u ∈ C2, we get ∂k∂0u = ∂0∂ku, k = 1, . . . n. Thus both last equations
make this way possible to write
D(∂ku(x)) = −
n∑
j=1
λ0∂k(βj(x)).ej .∂ju(x), k = 0, 1, . . . n. (17)
The different conditions to be set will depend on the Cauchy-Riemman op-
erator chosen and of the characteristics of A(i)(x)’s.
Case I: A(i)’s are real valued functions. Applying D to (8) and con-
sidering (17), it follows that D(Fu) can be expressed as a linear combination
of the first order derivatives of u:
D(Fu) =
n∑
i=0
(
D(A(i)(x)) · ∂iu+ A
(i)(x) ·D(∂iu)
)
=
n∑
i=1
(DA(i) −DA(0)βiei)∂iu−
n∑
i=1
n∑
j=0
A(j)(x)λ0∂j(βi)ei∂iu
and equating its coefficients to zero we obtain the following n sufficient con-
ditions over the n+ 1 real functions A(i):
DA(i)(x)−DA(0)(x)βi(x)ei −
n∑
j=0
A(j)(x)λ0(x)∂jβi(x)ei = 0, (18)
for i = 1, · · · , n. These conditions guarantee (16).
Case II: A(i)’s are An(2, αj, γij)-valued functions. Suppose A
(i) func-
tions of class C1. Due to the heavy calculations to be made, we will restrict
to the case n = 2. From (8) and n = 2 we have Fu =
∑2
i=0A
(i)(x)∂iu, and
since A(i)’s are defined in R3 with values in A2(2, α1, α2, γ) formula (15) is
used
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D(Fu) =
2∑
i=0
D
[
A(i)(x).∂iu
]
=
2∑
i=0
D
[
A(i)(x)
]
.∂iu+ A
(i)(x).D [∂iu]
+ 2λ1
[
−A
(0)
2 γe0 − A
(0)
12 γe1 −A
(0)
12 α1e2 + A
(0)
2 e12
]
∂1∂0u
+ 2λ2
[
A
(0)
1 γe0 + A
(0)
12 α2e1 + A
(0)
12 γe2 − A
(0)
1 e12
]
∂2∂0u.
+ 2
2∑
i=1
{
λ1
[
−A
(i)
2 γe0 − A
(i)
12γe1 −A
(i)
12α1e2 + A
(i)
2 e12
]
∂1∂iu
+ λ2
[
A
(i)
1 γe0 + A
(i)
12α2e1 + A
(i)
12γe2 −A
(i)
1 e12
]
∂2∂iu
}
,
where A(k) = A
(k)
0 + A
(k)
1 e1 + A
(k)
2 e2 + A
(k)
12 e12. From (17)
D(Fu) =
2∑
i=1
(DA(i) −DA(0)βiei)∂iu
−
2∑
i=1
2∑
j=0
A(j)(x)λ0.∂j(βi).ei.∂iu
− 2λ1
[
−A
(0)
2 γe0 −A
(0)
12 γe1 −A
(0)
12 α1e2 + A
(0)
2 e12
]
[
2∑
i=1
∂1(βi).ei.∂iu+ βi.ei.∂1(∂iu)]
− 2λ2
[
A
(0)
1 γe0 + A
(0)
12 α2e1 + A
(0)
12 γe2 − A
(0)
1 e12
]
[
2∑
i=1
∂2(βi).ei.∂iu+ βi.ei.∂2(∂iu))].
+ 2
2∑
i=1
{
λ1
[
−A
(i)
2 γe0 − A
(i)
12γe1 −A
(i)
12α1e2 + A
(i)
2 e12
]
∂1∂iu
+ λ2
[
A
(i)
1 γe0 + A
(i)
12α2e1 + A
(i)
12γe2 −A
(i)
1 e12
]
∂2∂iu
}
.
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If u is assumed of class C2 then the condition (16) is verified provided the
coefficients of the first order derivatives satisfy
(DA(1) −DA(0)β1e1)−
2∑
i=0
A(i)(x)λ0∂iβ1.e1 = 0, (19)
(DA(2) −DA(0)β2e2)−
2∑
i=0
A(i)(x)λ0∂iβ2.e2 = 0, (20)
producing altogether 8 equations. Additional conditions for second order
coefficients are
α1β1A
(0)
12 = A
(1)
2 −β1A
(0)
2 = A
(1)
12 ,
α2β2A
(0)
12 = −A
(2)
1 β2A
(0)
1 = A
(2)
12 ,
2β1β2γA
(0)
12 = β2A
(1)
1 − β1A
(2)
2 ,
(21)
and they allow reducing the number of unknown quantities in (19) and (20)
to 21. Finally, conditions (19)-(21) guaranteeing that the pair of operators
Fu =
∑2
i=0A
(i)(x)∂iu and Du =
∑2
j=0 λj(x)ej∂ju be associated, have been
obtained. For the classic algebra A2 and the case in which all λi are equal
to 1 and the components A
(i)
j , i = 1, . . . , n, j = 1, . . . , n, linear functions
depending of the variables x0, x1 and x2, of (19) and (20), 21-8=13 linearly
independent associated operators F , called admissible, are obtained.
Theorem 1. Consider the operator D defined by (7) where the coefficients
λ(i) are real valued functions and of class C1 defined in Ω ⊂ Rn+1. Then D is
associated to each operator F given by (8) if the conditions (18) or (19)-(21)
are satisfied.
Remark 1. The results given in Theorem (1) are an extension of those shown
in [5] for the classic algebra A2.
3.2 Conditions over the coefficients of D
Now we consider the operator F given by (8) and suppose the coefficients
A(i) are real valued. In order to determine conditions over the real valued
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functions λi such that (16) be valid, we asume u as a monogenic function
with values in An(2, αj, γij). Then we obtain
D(Fu) =
n∑
i=1
(DA(i) −DA(0) · βiei)∂iu−
n∑
i=1
n∑
j=0
A(j)(x)λ0∂j(βi)ei∂iu.
Therefore the operator F is associated to operator D if the coefficient of each
∂iu vanish identically, i.e.,
(DA(i) −DA(0) · βiei)−
n∑
j=0
A(j)(x)λ0∂j(βi)ei = 0 for each i = 1, · · · , n.
Dividing by λ0 and applying operator D we have the system
∂0A
(i) + αiβ
2
i ∂iA
(0) − 2βi
n∑
k=i+1
γikβk∂kA
(0) = 0 (22)
βj∂jA
(i) = 0, for j 6= i (23)
βi∂iA
(i) − βi∂0A
(0) −
n∑
j=0
A(j)∂j(βi) = 0 (24)
βjβi∂jA
(0) = 0, for j 6= i. (25)
If βj , βi 6= 0, the system (22)-(25) leads to an uncoupled system of equations
βi(∂iA
(i) − ∂0A
(0))−
n∑
j=0
A(j)∂j(βi) = 0. (26)
Therefore we have proved the following
Theorem 2. Consider the operator F defined by (8) with real valued coeffi-
cients A(i) = A(i)(xi) arbitrarily given and of class C
1, then F is associated
to each generalized Cauchy- Riemman operator given by (7) for which the
functions βi =
λi
λ0
, λ0 6= 0 satisfy the system (26).
Remark 2. The former theorem generalizes the results appearing in Theorem
3 of [8] in which the author tried the case n = 3 in An.
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4 Initial value problems
Using the theory of associated spaces [2, 7, 9] the initial value problem (1),
(2) can be solved. In this work, conditions for the associated pair (F ,D)
have been obtained in two ways: Given D, if the equations (18) or (19)-(21)
are satisfied, we can get the conditions on the functions A(i) which allow to
find F , reciprocally given F , through (26), we can determine the operator
D. Thus one obtains immediately that the operator F sends monogenic
functions into monogenic functions.
It is easy to see that solutions of the initial value problem (1), (2) are
fixed points of the integro-diferential operator (4) and vice versa. In order
to apply a fixed point theorem, solutions of Du = 0 must satisfy an interior
estimate of first order (see [5, 8, 9]). Therefore the first order derivatives of the
solution u, contained in the operator (4) can be estimated. This requirement
is achieved if the solutions of Du = 0 are solutions of an elliptical differential
equation (see [1, 9]). In our case, such solutions satisfy the equation (10)
which is an elliptic equation al least under the condition (11) or (12). Hence
we can apply the following theorem (see [7, 9])
Theorem 3. Suppose F and D are a pair of associated operators and the
solutions of the associated equation Du = 0 satisfy an interior estimate of
first order. Then the initial value problem (1) − (2) is soluble provided the
initial solution ϕ satisfies the condition Dϕ = 0.
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