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Quantum quenches to or near criticality give rise to the phenomenon of aging, manifested by
glassy-like dynamics at short times and far from equilibrium. The recent surge of interest in the
dynamics of quantum many-body systems has rejuvenated interest in this phenomenon. Motivated
by the ubiquitous long-range interactions in emerging experimental platforms, it is vital to study
quantum aging in such settings. In this work, we investigate the dynamical universality and aging
in the d-dimensional O(N) model with the long-range coupling 1/xd+σ and in the mean-field limit
N → ∞ that allows an exact treatment. An immediate consequence of long-range coupling is the
emergence of nonlinear light cones. We focus on the correlation and response functions, and identify
a rich scaling behavior depending on how the corresponding space-time positions are located relative
to each other, via a local light cone, and to the time of the quench via a global quench light cone. We
determine the initial-slip exponent that governs the short-time dependence of two-point functions.
We highlight the new qualitative features of aging due to the long-range coupling, in particular
in the region outside the light cones. As an important consequence of long-range coupling, the
correlation function decays as 1/xd+σ outside the quench light cone while increasing polynomially
with the total time after quench. This is while, for short time differences, the two-time response
function “equilibrates” at all distances even outside this light cone. Our analytic findings are in
excellent agreement with exact numerics, and provide a useful benchmark for modern experimental
platforms with long-range interactions.
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I. INTRODUCTION
Universality and scaling have long fascinated physicists
as they allow a classification of physical systems based
on the universal behavior of their macroscopic proper-
ties in the vicinity of a critical point, independently of
their microscopic details. In equilibrium physics, univer-
sality is well established due to a large body of work from
Landau’s theory of continuous phase transitions [1–3] to
Wilson’s celebrated renormalization group theory [4–8].
In the vicinity of a continuous phase transition, critical
behavior arises where only dimensionality, range of inter-
actions, and the underlying symmetry become relevant.
Out of equilibrium, the theoretical framework of uni-
versality and scaling has been extended to classical sys-
tems, and distinct dynamical universality classes have
been identified from a dynamical renormalization group
theory [9, 10], but its further extension into the quan-
tum realm is far from complete. What makes this topic
particularly rich is that dynamical universality not only
depends on dimensionality, range of interactions, and
global symmetry, but also on conservation laws and in-
tegrability or lack thereof [11–14]. At the same time,
quantum many-body systems far from equilibrium have
been at the focus of intense research in recent years,
where various notions of dynamical criticality have re-
ceived much attention [15–17]. With long-range interac-
tions, quench dynamics exhibits rich physics such as long-
lived prethermal states due to constrained dynamics [18–
20], super-ballistic propagation of information and faster-
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2than-linear light cones [18, 21–23], and nonequilibrium
critical behavior [24]. On the other hand, experimental
advances in modern quantum simulators have allowed
unprecedented control of real-time dynamics, and have
led to the observation of various hitherto theorized phe-
nomena such as gauge-theory dynamics [25–29], many-
body localization [30–32], time crystals [33–36], dynami-
cal phase transitions [37–42], many-body dephasing [43],
and prethermalization [44–47].
An intriguing aspect of critical dynamics is the short-
time universality that occurs after a quench to or near
to a critical point [48–50]. While criticality is usually re-
served for long distances and times, the short-time uni-
versality, also called “aging” [51], becomes manifest well
before the system approaches a steady (possibly ther-
mal) state at late times; this is particularly appealing
as available experiments are limited by evolution times.
This notion has originated from the theory of boundary
critical phenomena that is concerned with critical prop-
erties of magnets, binary alloys, and fluids near surfaces
[52, 53]; aging is just its dynamical counterpart that oc-
curs in space-time with the time slice at t = 0 playing
the role of a surface. In contrast to near-equilibrium dy-
namics [9], aging leads to truly out-of-equilibrium crit-
ical behavior and even a new critical exponent known
as the initial-slip exponent θ with no counterpart in or
near equilibrium. This exponent governs the short-time
dynamics of the order parameter as well as the critical
behavior of the two-time (t and t′ < t) correlation and
response functions. Since the system has not yet equi-
librated in the prethermal regime and time-translation
invariance is broken, the two-time functions depend not
only on the time difference (t − t′) but also on the age
or waiting time t′: the older a system is the slower it re-
sponds [49]—a phenomenon that is reminiscent of aging
in spin and structural glasses [54–56]. Aging behavior
has also been observed experimentally [57, 58], e.g., in
magnetic systems quenched from their high-temperature
phase to or below their critical point [49, 59, 60]. Studies
of aging have only begun to reach the quantum domain
where a quench to the critical temperature is replaced by
a quantum quench to a (dynamical) critical point [61–65].
Aging in long-range interacting systems has also been
studied in various contexts such as the Ginzburg-Landau
model [66], spherical model [67], anisotropic cubic sys-
tems [68], random Ising chains [69], two-dimensional
Ising model [70], and open d-dimensional quantum Ising
lattices [71]. On the one hand, solving the quench dy-
namics of generic long-range quantum many-body sys-
tems is particularly challenging, because the Hilbert
space grows exponentially in system size. As a conse-
quence, studying aging in such systems requires approxi-
mations whose benchmarking is not straightforward. On
the other hand, the interplay of dimensionality and range
of interactions can lead to diverse dynamical critical be-
havior that is not directly accessible in long-range one-
dimensional many-body chains [72–74]. This provides
motivation for studying critical dynamics in a solvable
model where the range of interactions and dimensional-
ity can be tuned. In this work, we consider the long-
range d-dimensional O(N) model with power-law cou-
pling 1/xd+σ in the limit N → ∞ that allows an ex-
act treatment. We study the nonequilibrium critical dy-
namics and aging in the wake of a quantum quench to
or below the critical point. Specifically, we identify the
initial-slip exponent θ as a function of dimensionality and
σ. Dynamical criticality in the wake of a quench has been
investigated in the short-range classical [75–77] and quan-
tum [65, 78–80] O(N) models, as well as classical vari-
ants of this model with long-range coupling [66–69]; see
also [50]. Many parallels with the dynamical criticality
in these models notwithstanding, the long-range quan-
tum model finds distinctive features, including a nonlin-
ear light cone and nontrivial power-law dependence of
correlations on both distance and time even beyond the
light cone, as summarized in the next section.
The rest of the paper is organized as follows: In Sec. II,
we provide a summary of our main findings and par-
ticularly the scaling of correlation and response func-
tions in various regimes. In Sec. III, we present the
model along with the quench protocols employed in our
study. We study the universal dynamics ensuing a criti-
cal quench in Sec. IV, and introduce two-point functions
and provide analytical expressions in momentum space
in Sec. V. We present a detailed analysis of the correla-
tion and response functions in position space in Secs. VI
and VII for quenches to and below the critical point, re-
spectively, and identify the corresponding initial-slip ex-
ponents while comparing to exact numerics. We derive
the dynamical critical point for the long-range quantum
O(N → ∞) model in Appendix A. For completeness, a
detailed study of the classical variant of the long-range
model considered here is provided in Appendix B.
II. SUMMARY OF MAIN RESULTS
In this work, we focus on the critical properties of the
transient dynamics as well as the stationary state reached
at late times after a quench to or below the (dynamical)
critical point where critical scaling behavior emerges. We
identify both the correlation and response functions, with
the latter characterizing the causal behavior, after the
quench. We find it useful to draw an analogy with light-
cone dynamics. Although long-range interactions change
the linear nature of the light cone, it will be useful to con-
sider a nonlinear light cone, t ∝ xσ/2, which we dub the
quench light cone. Indeed, the dynamical critical expo-
nent is given by z = σ/2; for short-range coupling (upon
inserting σ = 2), we recover z = 1 indicating the linear-
light-cone dynamics. Let us now consider two space-time
points one at (x, t) and a reference point at (x = 0, t′);
see Fig. 1. Depending on whether or not the two points
are in the same nonlinear light cone starting at (0, 0),
they exhibit distinct correlations and causal behavior. In
Fig. 1(a), we show the correlation function at equal times
3when t = t′. The equal-time correlation function within
the quench light cone is given by a power law 1/xp with
p =
{
d/2, r = rc, σ < d < 2σ,
σ/2, r < rc, σ < d.
(1)
The bounds on the dimension specify the lower and up-
per critical dimensions where the critical behavior is non-
trivial (i.e., non-Gaussian); for a quench to r = rc in any
dimension d > 2σ, a Gaussian fixed point governs the
critical behavior. In a quench below the critical point,
r < rc, one might expect coarsening dynamics and or-
dering at long times with the (disconnected) correlation
function approaching a constant at long distances; how-
ever, this regime too exhibits critical behavior, but one
that is distinct from that at r = rc. This behavior
has also been viewed as a kind of anomalous coarsening
[79, 81, 82]. Very interestingly, there is no upper crit-
ical dimension in this case and the power-law decay of
the correlation function is independent of the dimension.
Finally, the highlighted (blue) region schematically de-
notes the space-time region |t− t′|, xσ/2  t, t′ centered
around the reference point (x = 0, t′) where the corre-
lation function has saturated to a stationary value. For
unequal times (t 6= t′), this means that the correlation
function (as well as the response function; see below) only
depends on the time difference t−t′ and not the absolute
times. For completeness, we remark that in equilibrium
(in the absence of quench), the exponent p = d− σ/2 at
the zero-temperature critical point and p = d − σ at a
finite-temperature critical point (within the correspond-
ing lower and upper critical dimensions), thus setting the
exponent p in the stationary state in Eq. (1) apart from
those in equilibrium.
Outside the quench light cone (t  xσ/2), the corre-
lation function decays with the same power law as the
long-range coupling (1/xd+σ); however, it also increases
in time as tq with the exponent
q =
{
2 + d/σ, r = rc, σ < d < 2σ,
1 + 2d/σ, r < rc, σ < d.
(2)
Therefore, the correlation function has not saturated to
a stationary value in this region. The fact that the
correlation function has reached a stationary value in-
side the quench light cone is consistent with the picture
given in terms of oppositely moving quasiparticles in one-
dimensional lattice models as well as quantum and con-
formal field theories [83, 84]. The important difference
here is that, due to long-range coupling, the light cone is
nonlinear and furthermore the correlations outside of it
do not decay exponentially but rather vary algebraically
with space and time.
In considering the response function after a global
quench, one is immediately led to consider another (non-
linear) light cone that defines the causal relation be-
tween the two space-time points considered, which we
dub the local light cone; see the (filled) nonlinear light
Figure 1. (Color online). Scaling of correlation and response
functions after a quantum quench at t = 0 from a disordered
initial state to or below the critical point (r ≤ rc) of the
O(N →∞) model with the long-range coupling 1/xd+σ. Even
a quench below the critical point (r < rc) leads to power-law
correlations indicative of criticality, but distinct from those
in a quench to the critical point (r = rc). The two-point
functions are between space-time points (x, t) represented by
an open circle and (0, t′) represented by the solid circle. (a)
Equal-time correlation function inside and outside the nonlin-
ear quench light cone, t ∝ xσ/2. Well within this light cone,
the correlation function shows critical scaling [see Eq. (1) for
the exponent p] and becomes stationary in the highlighted
(blue) region. Outside this light cone, it falls off with dis-
tance as 1/xd+σ while increasing with time as a power law
[see Eq. (2) for the exponent q]. (b) The causal response
function when t− t′  t′, t. In the highlighted (blue) region,
the response function has equilibrated to its form in equilib-
rium and depends only on t − t′. The response function is
best characterized by identifying a nonlinear local light cone
with t − t′ ∝ xσ/2 (filled cone). Outside this light cone, the
response function decays as 1/xd+σ. The quench light cone is
invisible in this regime. (c) Aging behavior from the response
function when t′  t. The response function is proportional
to (t/t′)θ, and thus depends on the age of the quenched state,
with θ the initial-slip exponent [see Eq. (3)].
4cone starting from (x = 0, t′) in Fig. 1(b). The causal re-
sponse function strongly depends on whether or not one
point is within the local light cone emanating from the
other. We shall focus on the behavior of the response
function in the region outside the local light cone. For
short-range models, the response function decays expo-
nentially outside the linear light cone [85] and is iden-
tically zero for relativistic field theories due to causal-
ity. On the other hand, in the presence of long-range
coupling, the response function (at fixed time) often de-
cays with the same power law as the long-range coupling,
in harmony with the Hastings-Koma bound [86]. This
should be expected since any perturbation immediately
affects a distant point with a strength that decays with
the long-range coupling. Indeed, we find the same be-
havior within the nonequilibrium dynamics of our model;
see Fig. 1(b,c). When t − t′  t, t′, the response func-
tion becomes identical to the critical response function
in equilibrium that itself is independent of temperature,
a fact that is true inside or outside the local light cone
and for a quench to or below the critical point; see the
highlighted (blue) region in Fig. 1(b). In other words,
the quench light cone is invisible to the response func-
tion in this regime. Also note that, by definition, the
causal response function vanishes for t′ > t.
Finally, we consider the response function in the most
interesting regime where t′  t; see Fig. 1(c). This limit
exposes the critical dynamics at short times and contains
new information, and a new critical exponent, beyond
that at long times. In fact, the response function, beside
an overall dependence on x and t, becomes proportional
to (t′/t)θ with θ the so-called initial-slip exponent [48–
50]; the overall dependence on the age of the system is
called aging. In the context of the quantum model con-
sidered here, we find
θ =
{
1− d/(2σ), r = rc, σ < d < 2σ,
3/2− d/σ, r < rc, σ < d. (3)
For a quench to r = rc, we have θ > 0, while for a
quench below the critical point, r < rc, this exponent can
become negative at sufficiently high dimensions, namely
when d > 3σ/2. In a similar fashion, aging and the
initial-slip exponent become manifest in the unequal-time
correlation function in the same limit, t′  t.
III. MODEL AND QUENCH
We consider the d-dimensional long-range O(N) model
given by the Hamiltonian
H(r, u) =
∫
ddx
[
1
2
Π2 − 1
2
Φ · ∇σΦ + r
2
Φ2 +
u
4!N
(Φ2)2
]
,
(4)
with the N -component bosonic field Φ =
[Φ1(x), . . . ,ΦN (x)] and the canonically conjugate
momentum Π = [Π1(x), . . . ,ΠN (x)], which satisfy the
commutation relation [Φm(x),Πn(x
′)] = iδ(x − x′)δmn.
Here we have used the shorthand ∇σ to denote the
long-range coupling ∼ 1/xd+σ for 0 < σ < 2; we use
x = |x| for convenience (similarly for k). More precisely,
the long-range coupling in momentum space is given by
1
2
∫
ddk
(2pi)d
kσ|Φ(k)|2 where Φ(k) is the Fourier transform
of the field. By setting σ = 2 in Eq. (4), one retrieves the
short-range O(N) model. The squared operators denote
the inner product of the vector fields. Finally, u > 0
denotes the strength of the nonlinear interactions, while
r defines the (bare) mass of the bosonic field. For σ > 2,
the momentum dependence ∼ k2 due to the short-range
coupling is dominant and the long-range coupling may be
neglected insofar as the critical properties are concerned.
In this work, we restrict ourselves to σ < 2.
We shall prepare the system in the ground state of the
initial Hamiltonian H(Ω20, 0) ≡ H0 with the initial mass
r0 = Ω
2
0 and then quench the system to the final Hamil-
tonian H(r, u) at t = 0.1 This quench protocol has been
extensively studied in the short-range limit [64, 65, 78–
82]. Starting from the disordered phase, the initial state
inherits the O(N) symmetry. Together with the same
symmetry of the post-quench Hamiltonian, the state at
all times respects the symmetry. Specifically, this im-
plies that the correlation function 〈ΦmΦn〉 vanishes for
cross correlations (m 6= n) and is independent of the
field component n for diagonal correlations (m = n).
In the limit N → ∞, we exploit the mean-field char-
acter of the model to replace the quartic interactions
by limN→∞ 1N (Φ
2)2 = 2〈φ2〉Φ2 where φ represents any
component of the field Φ due to the symmetry. The
dynamics is then governed by a quadratic Hamiltonian
for each field φ (dropping the component index) and its
conjugate momentum Π as
Heff(t) =
1
2
∫
ddx
[
Π2 − φ∇σφ+ reff(t)φ2
]
, (5a)
where
reff(t) = r +
u
6
〈φ2(x, t)〉. (5b)
These equations define a self-consistent set of equations
where the field φ evolves under the Hamiltonian Heff
whose parameter reff itself depends on the field. We shall
expand the fields in terms of creation and annihilation
operators ak and a
†
k as
φk(t) = fk(t)ak + f
∗
k(t)a
†
−k, (6)
which diagonalize the initial Hamiltonian, H0 =∫
k
ω0k(a
†
kak + 1/2) with ω0k =
√
kσ + r0; for notational
1 One can start with a nonzero initial u, but this will only lead to
an inconsequential renormalization of Ω20 and does not change
the dynamical criticality.
5convenience, we have defined
∫
k
≡ ∫ ddk/(2pi)d. The
Heisenberg equation of motion will then determine the
evolution of the time-dependent coefficients fk(t) via
f¨k + [k
σ + reff(t)]fk = 0, (7a)
reff(t) = r +
u
6
∫
k
|fk(t)|2, (7b)
where the integral in the last equation is up to a high-
momentum cutoff Λ, i.e., |k| ≤ Λ. Hard cutoffs are how-
ever pathological when it comes to dynamics [79] and
should be replaced with a soft cutoff that can be intro-
duced by a function h(k/Λ) which smoothly, but quickly
decays when its argument is large compared to one. In
all numerical simulations in this work, we have used
h(k/Λ) = exp{−k2/(2Λ2)}; we have checked that other
choices of a soft cutoff such as h(k/Λ) = exp{−k/Λ} do
not alter our main results. Finally, the equation of mo-
tion should be supplemented with the initial conditions,
fk(0) = 1/
√
2ω0k and f˙k(0) = −i
√
ω0k/2. We further
assume that the system is initially deep in the disordered
state, ω0k ≈ Ω0. In this case, the initial conditions simply
become f0 = 1/
√
2Ω0 and f˙0 = −i
√
Ω0/2, independent
of the momentum k.
The numerical simulation of the equations of motion is
achieved by using the Delambre-Sto¨rmer-Verlet method
[87]. In all simulations, we choose u = 80, Ω0 = 10, and
Λ = pi/2; we have checked that the universal results re-
ported here hold for other choices of these parameters.
For the most demanding simulations, we achieve conver-
gence with a time step of δt = 10−4 and a discretization
of δk = 10−5pi within the range k ∈ [0, 4pi].
IV. CRITICAL QUENCH: SCALING
HYPOTHESIS
In this section, we consider a critical quench, i.e., a
scenario where the long-time state is critical; this is de-
termined by the condition reff(t) → 0 as t → ∞. Our
aim is to investigate the critical state reached at late
times, but also identify the universal dynamics at short
or intermediate times before approaching the stationary
state. The critical dynamics is determined by a scaling
ansatz that makes the equation of motion scale invariant.
An inspection of Eq. (7) reveals that a scaling solution is
achieved only if the effective mass decays with time as
reff(t) =
a
t2
, (8)
where a is a dimensionless constant that should be deter-
mined from our self-consistent analysis. Notice that this
term scales in the same way as the second-order time
derivative, and thus does not introduce an additional
time scale. We should stress however that the scaling
solution is expected to emerge only after a fast transient
evolution over a time scale that is controlled by the short-
wavelength cutoff (set by the momentum cutoff).
Inserting the scaling solution (8) in the equation of
motion (7a) and defining a scaling function fk(t) ≡
gk(k
σ/2t), we obtain an equation for g(x) as
g′′k +
(
1 +
a
x2
)
gk = 0. (9)
A general solution to this equation takes the form
gk(x) =
√
x [AkJα(x) +BkJ−α(x)] , (10)
where α =
√
1/4− a; the coefficients Ak and Bk in gen-
eral depend on k. Apart from the dependence on σ in the
argument of the function g (i.e., x ≡ kσ/2t), the above
equations are identical to those obtained for the short-
range coupling (upon inserting σ = 2) [79, 80]. Indeed,
the subsequent analysis in this section parallels that of
short-range interactions, although with modifications fol-
lowing the original work of Janssen et al. [48].
To describe the full solution, we must determine the
coefficients Ak and Bk by inspecting the initial condi-
tions. To this end, one can expand Eq. (10) at short
times. Given the k-independence of the initial values of
fk and f˙k, one can show that the coefficients Ak and Bk
should scale with k as
Ak ∼ Ak−(1/2+α)σ/2,
Bk ∼ B k−(1/2−α)σ/2,
(11)
with A and B constants independent of k. With the
milder divergence of the coefficient Bk with k, one may
expect that its contribution would be less relevant in the
scaling regime past the short transient time. Indeed, this
is confirmed by numerical simulation (see also [79]), and,
together with Eqs. (7b,10), leads to the self-consistent
equation
reff(t) = r +
u
6
Kd|A|2t
∫ 1
0
dk kd−1−σαJ2α(k
σ/2t). (12)
Note that we have written the integral
∫
ddk/(2pi)d · · · =
Kd
∫
dk · · · where Kd = Ωd/(2pi)d with the spherical an-
gle Ωd = 2pi
d/2/Γ(d/2). Here and in the subsequent an-
alytical treatment, we set Λ = 1 for ease of notation
(though Λ = pi/2 in numerical simulations).
Now, for a critical quench, the value of r should be cho-
sen such that limt→∞ reff(t) = 0, ensuring a critical state
at late times. Using this fact, we can rewrite the above
equation together with the scaling ansatz in Eq. (8), and
upon a change of variable z = kσ/2t, as
a =
uKd|A|2
3piσ
t3+2α−d˜
∫ t
0
dz zd˜−2−2α
[
pizJ2α(z)− 1
]
.
(13)
Here, we have defined d˜ = 2d/σ. Apart from the coeffi-
cient of the integral (only affecting the critical value of
r, u), the dependence on the exponent σ and the dimen-
sionality d is given through the combination 2d/σ which
appears as an exponent in the above integral. This is
6particularly convenient as it brings the integral into the
same form as the short-range case (σ = 2) simply by
changing d → d˜ ≡ 2d/σ. We also remark that the ex-
pression in the bracket in the above equation goes to zero
(up to a highly oscillatory part) as z →∞.
Equation (13) defines a self-consistent criterion to de-
termine a (the rhs depends on a through α). It is con-
venient to write the time integral in this equation as∫ t
0
=
∫∞
0
− ∫∞
t
. The dominant contribution is due to
the first integral (
∫∞
0
) whose coefficient grows in time2
while the lhs is constant. We thus require the condition∫ ∞
0
dz zd˜−2−2α
[
pizJ2α(z)− 1
]
= 0. (14)
We will evaluate this integral shortly to determine α.
Before doing so, we note that the remaining integral (
∫∞
t
)
provides the next order in the expansion of Eq. (13) from
which we can determine the fixed-point value of u. Let
us first expand the expression in the bracket for z  1:
pizJ2α(z)− 1 ∼ oscill. terms +
4α2 − 1
8z2
+O(1/z3).
The oscillatory terms start at the order of O(1/z); how-
ever, one can verify that they do not contribute to the
final answer due to their highly oscillatory nature. The
next term in the expansion is proportional to 1/z2, from
which we can obtain the fixed-point value of the coupling
constant as
u∗ =
24piσ
Kd|A|2
(d˜− 3− 2α)a
4α2 − 1 . (15)
This equation fixes the value of u given the (yet unknown)
value of a and α. Most importantly, we shall require
u∗ ≥ 0, which will put important constraints on the space
of possible solutions and will determine the upper critical
dimension, as we will see shortly.
We now return to the condition in Eq. (14) which dic-
tates3
Γ(d˜/2)Γ(1/2− d˜/2 + α)
Γ(1− d˜/2 + α)Γ(1− d˜/2 + 2α) = 0. (16)
We designate a first set of solutions by α(1):
α(1) =
d˜− 2
4
−→ a(1) = d˜
4
(
1− d˜
4
)
. (17)
2 To be more precise, the dependence of the rhs on time depends
on α and d; however, one can verify that it indeed grows in time
for the values of α obtained later in this section.
3 The integral in Eq. (14) is not strictly convergent. One can rem-
edy this by introducing a soft cutoff and inspect the asymptotic
behavior at long times. However, a consistent solution is simply
obtained by computing the integral with a hard cutoff and then
analytically continue it to the regime of interest.
Given that α ≥ 0, we have d˜ ≥ 2 which thus sets the
lower critical dimension, dl = σ. Incidentally, the same
lower critical dimension arises at finite temperature in
equilibrium. Moreover, the fixed-point value of u can be
determined from Eq. (15) as
u
(1)
∗ =
3piσ
Kd|A|2 (4− d˜). (18)
Now, the condition that u∗ ≥ 0 requires d˜ ≤ 4 and thus
identifies the upper critical dimensions du = 2σ which
again coincides with that of finite-temperature equilib-
rium. For any d > 2σ, the fixed point becomes Gaussian,
and we simply have α = 1/2 or a = 0.
A second set of solutions to Eq. (14) can be found as
α(2) =
d˜− 2
2
−→ a(2) = (3− d˜)(d˜− 1)
4
. (19)
Again, the condition α ≥ 0 implies d˜ ≥ 2 identifying
the same lower critical dimension, dl = σ. Similarly, the
fixed-point value of the coupling constant can be obtained
from Eq. (15) and is given by
u
(2)
∗ =
6piσ
Kd|A|2 . (20)
Interestingly, we find that u∗ is always positive and thus
there is no upper critical dimension.
Given that the first set of solutions is sensitive to the
upper critical dimension, it is natural to identify it with a
quench to the critical point r = rc describing the onset of
critical behavior. We stress that rc denotes the dynami-
cal critical point characterizing the stationary state long
after a quench, and should not be confused with the equi-
librium critical point at finite temperature (see [64] for a
comparison with the thermal critical point). Any quench
above this critical point (r > rc) leads to a finite effec-
tive mass, and hence a finite correlation length. On the
other hand, the second set of solutions discussed above
is insensitive to the upper critical dimension, therefore
we may anticipate that it describes the critical behavior
in a quench below the critical point when r < rc. In-
deed, we can directly verify these points numerically: In
Fig. 2, we inspect three distinct cases where the dimen-
sion is smaller, equal, or larger than du = 2σ and consider
three distinct quenches above, to, and below the critical
point rc. One can identify the value of rc numerically,
or estimate it via a simple ansatz [78, 79, 88] described
in Appendix A. In all cases, a quench above the critical
point (r > rc) leads to a finite effective mass reff 6= 0
and the system remains noncritical. A quench to the
critical point (r = rc) for d < du leads to the critical
scaling reff ∝ 1/t2 while at the upper critical dimension
finds a multiplicative logarithmic correction; such loga-
rithms also arise at the upper critical dimension of the
classical spherical model, somewhat the classical analog
of the model considered here [50]. At higher dimensions,
d > du, the scaling hypothesis does not hold, which is ex-
pected since the model is governed by a Gaussian fixed
7Figure 2. (Color online). Time evolution of the effective mass
reff for σ = 1.5 in dimensions d = 2.8 < du (upper panel),
d = 3 = du (middle panel), and d = 3.2 > du (bottom panel),
where each panel shows the time evolution for quenches below,
to, and above the critical point (light to dark blue solid lines,
respectively); du = 2σ = 3 is the upper critical dimension. A
quench above the critical point always leads to a nonvanishing
effective mass, while a quench to or below the critical point
leads to an effective mass that falls off algebraically with time.
point where a = 0 and α = 1/2. In this case, the condi-
tion in Eq. (14) is not satisfied and the leading term in
Eq. (12) falls off as reff ∼ 1/td˜−2 at long times [79]. For
a quench below the critical point (r < rc), the scaling
hypothesis, reff ∝ 1/t2, is satisfied in all dimensions, in-
dicating the absence of an upper critical dimension, con-
sistent with our analysis. We also note that no critical
scaling emerges below or at the lower critical dimension,
the latter because the critical value rc → −∞ at d = dl;
see Appendix A.
Before closing this section, we remark once again that
the results obtained in this section closely mirror those of
the short-range O(N) model. Indeed, we have seen that
upon a change of variable, d → d˜ = 2d/σ, Eqs. (17,19)
become identical to those of the short-range model [79,
80]. Nevertheless, we shall see in the subsequent sections
that the long-range O(N) model has unique features that
make it distinct from its short-range counterpart; see also
the summary in Sec. II.
V. TWO-POINT FUNCTIONS
To fully characterize critical properties of our model,
we need to identify spatial and temporal correlations. To
this end, we introduce the two-point functions
iGR(x− x′, t, t′) = Θ(t− t′)〈[φ(x, t), φ(x′, t′)]〉, (21a)
iGK(x− x′, t, t′) = 〈{φ(x, t), φ(x′, t′)}〉. (21b)
Here, GR and GK represent the response and (sym-
metrized) correlation functions, respectively; our nota-
tion is inspired by the Keldysh field theory conventions
where GR/K designate the retarded and Keldysh func-
tions, respectively [89]. While the former function de-
scribes the causal response to a perturbation at an ear-
lier time (hence, the Heaviside step function Θ), the lat-
ter characterizes correlations; at t = t′, the latter func-
tion gives the equal-time correlation function. Using spa-
tial translation symmetry, we have written the two-point
functions as a function of x − x′. In momentum space,
these functions can be written in terms of fk as [see
Eq. (6)]
iGR(k, t, t′) = 2Θ(t− t′) Im[fk(t)f∗k(t′)], (22a)
iGK(k, t, t′) = 2 Re[fk(t)f∗k(t
′)]. (22b)
Our analytical solution for fk together with the corre-
sponding value of α [see Eqs. (17) and (19)] allow us
to obtain analytical solutions for the two-point func-
tions. While there are many parallels with the short-
range model [79, 80], we will highlight the qualitatively
new terms that emerge exclusively due to the long-range
coupling.
We shall focus on the equal-time correlation function in
which case we simply have iGK(k, t, t) = 2|fk(t)|2. This
is the same expression that we have encountered before
when identifying the self-consistent equation for the ef-
fective mass in Eq. (7). The above equation together
with Eq. (10) yield
C(k, t) ≡ iGK(k, t, t)
≈ 2t|A|2k−σαJ2α(kσ/2t). (23)
Here, we have introduced C to denote the equal-time cor-
relation function. Specifically, the stationary-state corre-
lations are obtained in the limit t→∞:
Cst(k) ≡ lim
t→∞C(k, t) ∼
2|A|2
pi
k−σ(α+1/2), (24)
where we have defined the long-time limit of equal-time
correlation function Cst with the subscript st denoting
the stationary state. More generally, the correlation func-
tion approaches a stationary value once kσ/2t & 1, which
describes the region within the quench light cone at any
finite time. We shall discuss this in further detail in the
following sections.
Next we inspect Eq. (23) in the limit of long distances,
or kσ/2t 1:
C(k, t) ∼ 2
1−2α|A|2
Γ2(1 + α)
t1+2α
[
1 +
kσt2
2(1 + α)
+ · · ·
]
, (25)
8While the first term gives the leading-order contribution
in momentum space, it decays quickly in position space.
The subleading term however is dominant at long dis-
tances and decays algebraically with the same power law
as the long-range coupling (1/xd+σ) outside the quench
light cone. Interestingly, the correlation function outside
the light cone also increases algebraically in time as we
will discuss in detail in the following sections.
One can similarly obtain the response function from
Eq. (22a) together with Eq. (10) as
GR(k, t, t′) = −Θ(t− t′) pi
2 sin(piα)
(tt′)1/2×[
Jα(k
σ/2t)J−α(kσ/2t′)− J−α(kσ/2t)Jα(kσ/2t′)
]
. (26)
In deriving this equation, we have used the canoni-
cal commutation relation [φ(x, t), φ˙(x′, t)] = iδ(x − x′),
which, in momentum space and in terms of the function
fk(t), translates into Im[fk(t)f˙
∗
k(t)] = 1, which in turn
yields
Im(AkB
∗
k) = −
pi
4 sin(piα)
1
kσ/2
, (27)
a fact that we have used to arrive at Eq. (26).
Next we inspect the response function in several limits.
First, we find that at long times, kσ/2t, kσ/2t′  1,
GR(k, t, t′) = −Θ(t− t′) 1
kσ/2
sin
[
kσ/2(t− t′)
]
. (28)
This limit is appropriate within the quench light cone,
but it is more broadly applicable as we explain shortly.
Notice that the time translation symmetry is restored at
long times, hence the dependence on t− t′ only. Indeed,
in this limit, we recover the response function of a crit-
ical quadratic Hamiltonian which is state-independent
and is thus independent of temperature. To identify the
response function outside the local light cone (but still
within the quench light cone), we can expand the above
equation for kσ/2(t− t′) 1:
GR(k, t, t′) = Θ(t−t′)[−(t−t′)+ 1
6
kσ(t−t′)3+· · · ]. (29)
This equation follows from Eq. (28) that itself is derived
in the limit kσ/2t, kσ/2t′  1; however, it is more gen-
erally valid as long as t − t′  t, t′, k−σ/2 regardless of
kσ/2t and kσ/2t′, as one can directly verify from Eq. (26).
Next, let us inspect the response function well outside
the quench light cone. To this end, we should consider
Eq. (26) in the limit kσ/2t, kσ/2t′  1:
GR(k, t, t′) ∼ tΦα(t′/t) + kσt3 Ψα(t′/t) + · · · , (30)
where, for convenience, we have defined the functions
Φα(y) ≡ 1
2α
[
y1/2+α − y1/2−α
]
, (31)
Ψα(y) ≡ y
1
2−α
8α
{y2 − y2α
1− α +
1− y2+2α
1 + α
}
. (32)
Again, the leading term in Eq. (30) quickly decays in
position space, while the subleading term provides the
leading-order nonanalytical term in k and gives rise to the
same power law of the long-range coupling (∼ 1/xd+σ) at
long distances. A particularly interesting limit of Eq. (30)
is when t′  t k−σ/2:
GR(k, t, t′) ∼ t
2α
(
t′
t
)θ [
−1 + k
σt2
4(1 + α)
+ · · ·
]
, (33)
where we have included the first nonanalytical term in k
too. In this equation, we have identified the initial-slip
exponent that characterizes the dependence on the ratio
t′/t:
θ =
1
2
− α. (34)
In the following sections, we use the results derived
here to investigate the critical behavior in position space
and in various limits. In Sec. VI, we focus on a quench
to the critical point (r = rc), while, for a clearer presen-
tation, we dedicate Sec. VII to the study of the critical
behavior in a quench below the critical point (r < rc),
although there are many parallels between the two sec-
tions.
VI. QUENCH TO THE CRITICAL POINT r = rc
In this section, we focus on the quench to a critical
point and derive analytical results for the correlation and
response functions and identify the initial-slip exponents
in various regimes and compare them against exact nu-
merical results. We also derive a k-dependent effective
temperature that mimics critical correlations at long dis-
tances within the stationary state.
A. Correlation function
We start by considering the initial correlation function
at or before t = 0 due to the long-range coupling [23]:
C(x, t = 0) ∝ 1
xd+σ
. (35)
This power law does not indicate criticality since r0 =
Ω20 > 0, but is simply inherited from long-range nature
of the model [1, 23].
Now we consider the correlation function in the sta-
tionary state well within the quench light cone; see
Fig. 1(a). To identify the nature of the stationary state,
one must consider the long-time limit of the equal-time
correlation function, which is given by Eq. (24). Together
with the value of α in Eq. (17), we find
Cst(k) ∝ 1
kd/2
, σ < d < 2σ. (36)
9Figure 3. (Color online). Main panel: Equal-time correlation
function as a function of time and distance in the wake of a
critical quench (r = rc); here, σ = 1.7 and d = 3. A nonlinear
quench light cone emerges with t ∝ x0.85. Bottom left panel:
Correlation function at fixed t = 35. This function exhibits a
crossover from the critical power law inside the quench light
cone to 1/xd+σ outside of it. Bottom right panel: Correlation
function at a fixed distance x = 200. This function grows as a
power law in time before saturating to a constant value inside
the quench light cone.
In the spatial domain, this equation implies that, well
within the quench light cone, xσ/2  t, the correlation
function falls off as
Cst(x) ∝ 1
xd/2
, σ < d < 2σ. (37)
Above the upper critical dimension, d > 2σ, where the
fixed point becomes Gaussian, we find Cst(k) ∼ 1/kσ,
which, in the spatial domain, gives Cst(x) ∼ 1/xd−σ.
At intermediate times, Eq. (23) hints at a crossover
from the critical behavior inside the quench light cone
x  t2/σ to a faster power-law decay due to the long-
range coupling (1/xd+α) outside the light cone x t2/σ.
Putting Eqs. (23-25) together with Eq. (17), we have
C(x, t) ∝
{
1/xd/2, x t2/σ,
t2+d/σ/xd+σ, x t2/σ, (38)
at the non-Gaussian fixed point, σ < d < 2σ. Inter-
estingly, the correlation function increases algebraically
in time outside the quench light cone. Above the up-
per critical dimension, d > 2σ, we find similar behavior
where the power law 1/xd−σ inside the quench light cone
crosses over to t4/xd+σ outside of it.
Figure 4. (Color online). Equal-time correlation function as
a function of distance in the wake of a critical quench r = rc;
here, t = 100 and d = 3. For short-range coupling, σ = 2, the
correlation function decays exponentially.
In Fig. 3, we numerically show that indeed two dis-
tinct spatial power laws emerge inside and outside the
quench light cone; see also the bottom left panel there.
Furthermore, one can see that the correlation function
increases as a power law with time outside the light cone
consistent with the above equation; see the bottom right
panel in Fig. 3. These characteristics are schematically
shown in Fig. 1(a). Same qualitative features arise for
different values of σ as we show in Fig. 4. Note that in
the absence of the long-range coupling (when σ = 2),
correlations decay exponentially outside the light cone;
see the thick curve in Fig. 4.
There are a few interesting facts to note here. The
power-law decay of the correlation function [Eq. (37)] at
long times is independent of σ at the non-Gaussian fixed
point (σ < d < 2σ). This is quite surprising given the
long-range coupling of the model. This behavior is also
characteristically different from the critical behavior of
the long-range model in equilibrium either at zero or at
finite temperature:
Ceq(x) ∝
{
1/xd−σ/2, Tc = 0,
1/xd−σ, Tc > 0,
(39)
where Tc denotes the critical temperature. On the other
hand, the power-law decay of the correlation function
above the upper critical dimension depends on σ in a
fashion that is compatible with the equilibrium behavior
at finite temperature; see Eq. (39). This will be con-
sistent with our analysis in Sec. VI D where we argue
that a finite effective temperature emerges above the up-
per critical dimension. On the other hand, we find that
interestingly the effective temperature vanishes at long
wavelengths as k→ 0 for σ < d < 2σ.
B. Response function
We have argued that, at long times, the response func-
tion becomes translation invariant [see Eq. (28)] and re-
covers its form in equilibrium; the latter is identical to
the response function of a quadratic Hamiltonian, and
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Figure 5. (Color online). Response function (solid dark blue
curve) at fixed t and t′ with t − t′  t, t′ as a function of
distance in the wake of a critical quench (r = rc) for d = 3
and σ = 1.7. The “equilibrium” response function in Eq. (40)
is an excellent fit (the dotted yellow curve). The response
function outside the local light cone falls off as 1/xd+σ (the
dashed green line). Inset: Response function well outside the
local light cone scales as (t− t′)3 at short time differences.
is thus independent of the state or the temperature of
the system. In this subsection, we translate this state-
ment into position space and derive scaling relations for
the response function outside the local light cone. Most
importantly, we argue that as long as t − t′  t, t′, the
response function approaches its equilibrium value at any
distance x inside, on, or outside either the quench or the
causal light cone. To this end, let us assume t− t′  t, t′,
and consider different spatial regions. We start with the
region within the quench light cone, x  t2/σ. This is
exactly the domain of validity of Eq. (28), hence the sta-
tionary form of the response function. Next, we consider
x (t−t′)2/σ well outside the local light cone and resort
to Eq. (29).
The latter equation is valid irrespective of the value of
kσ/2t, kσ/2t as long as kσ(t − t′)  1. As noted in our
discussion there, Eq. (29) is consistent with the equilib-
rium form of the response function in Eq. (28). It follows
from these considerations that, for t − t′  t, t′, at any
distance x,
GR(x, t, t′) = −Θ(t− t′)
∫
k
eik·x
kσ/2
sin
[
kσ/2(t− t′)]. (40)
It is quite remarkable that, for short time differences, the
response function equilibrates globally at all distances;
see Fig. 1(b). In Fig. 5, we numerically verify this point
and find an excellent agreement with the above equation.
We are particularly interested in the response function
outside the local light cone, x  (t − t′)2/σ. This is
obtained by expanding the sine function in the above
equation to the third order where the first nonanalytical
term (∼ kσ) appears; see Eq. (29). We then find, for
t− t′  xσ/2, t,
GR(x, t, t′) ∝ (t− t
′)3
xd+σ
. (41)
Again, we numerically verify this scaling behavior in
Fig. 5 and the inset there.
(a) (b)
Figure 6. (Color online). Response function in the wake of
a critical quench (r = rc); here, σ = 1.7 and d = 3 and the
larger time coordinate is set to t = 100. (a) Response function
in momentum space. The function Φα(t/t
′) is an excellent fit.
(b) Response function in position space at long distances well
outside the quench light cone. The function Ψ(t′/t) is an
excellent fit.
Next we turn our attention to the response function
in the limit t′  t. This regime exhibits aging and is
discussed in more detail in the next subsection.
C. Aging
According to Eq. (33), the response function is propor-
tional to (t′/t)θ for t′  t. The initial-slip exponent θ is
given by Eq. (34), together with Eq. (17), as
θ =
4− d˜
4
= 1− d
2σ
, σ < d < 2σ, (42)
while θ = 0 above the upper critical dimension, d > 2σ.
For arbitrary t′/t and at k→ 0, the response function is
given by [see Eq. (30)]
GR(k→ 0, t, t′) ∼ tΦα(t′/t), (43)
with the function Φ defined in Eq. (31) and α = (d/σ −
1)/2 as follows from Eq. (17); note that Φα(y) ∝ yθ for
small y. We find an excellent agreement between the
above analytical expression and the numerical simulation
in Fig. 6(a).
Next, we consider the response function in position
space. To describe the dependence on t′/t, we first point
out that the response function is proportional to t′θ as
long as t′  t. This is because, in this limit, a natu-
ral cutoff for the momentum integral is roughly set by
k . t−2/σ. Now the domain of the Bessel function
J±α(kσ/2t′) is of the order . t′/t, therefore it can be
expanded to the first nontrivial order to give GR ∼ t′θ.
In the following, however, we focus on the response func-
tion outside the quench light cone, x & t2/σ; see Fig. 1(c).
From Eq. (30), we find that, at long distances xσ/2 & t, t′,
GR(x, t, t′) ∼ A t
3
xd+σ
Ψα(t
′/t), (44)
where the function Ψ is defined in Eq. (32) together with
α = (d/σ − 1)/2; note that Ψ(y) ∝ yθ. The constant
of proportionality A in this equation is simply given by
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the inverse Fourier transform of kσ in position space; for
d = 3, for example, we have A = Γ(2+σ) sin(piσ/2)/2pi2.
We plot the response function in Fig. 6(b) well outside
the quench light cone and find excellent agreement with
the analytical expression above.
Finally, we point out that the classical (stochastic)
O(N →∞) model leads to the same initial-slip exponent
θ given by Eq. (42) although the overall dependence on t
is different; see Appendix B. The same exponent governs
the long-range spherical model [50]. We also remark that
the same conclusion emerges in the short-range variant
of the quantum model considered here [79, 80].
D. Effective temperature
In equilibrium, correlation and response functions are
related by the celebrated fluctuation-dissipation relation
as (suppressing the k dependence for now) [89]
GK(ω) = ~ coth
(
~ω
2T
)[
GR(ω)−GR(−ω)] . (45)
In the high-temperature limit (T  ~ω), one recovers
the classical limit of the fluctuation-dissipation relation,
GK(ω) = (2T/ω)
[
GR(ω)−GR(−ω)], or, in the time do-
main, i∂tG
K(t − t′) = 2T [GR(t− t′)−GR(t′ − t)]. For
t > t′, we simply have i∂tGK(t− t′) = 2TGR(t− t′).
Even outside equilibrium, the fluctuation-dissipation
relation can be used as a basis to define an effective tem-
perature [90] which may nevertheless depend on k. To
this end, we must characterize the time dependence of the
correlation and response functions. One can easily de-
duce the unequal-time correlation function at long times
(|t− t′|  t, t′) as
iGK(k, t, t′) = Cst(k) cos
[
kσ/2(t− t′)
]
. (46)
We remind the reader that Cst(k) denotes the equal-time
correlation function in the stationary state. Now, to-
gether with Eq. (28), it becomes clear that the correla-
tion and response functions satisfy the classical form of
the fluctuation-dissipation relation
i∂tG
K(k, t− t′) = 2Teff(k)GR(k, t− t′), (47)
for a k-dependent effective temperature
Teff(k) ∝ kσ−d/2, σ < d < 2σ. (48)
In contrast, we find that Teff = const, i.e., independent
of k, at the Gaussian fixed point above the upper critical
dimension, d > 2σ. The scaling of the effective tem-
perature with momentum is intriguing and has impor-
tant consequences. Most importantly, it indicates that
the system is genuinely out of equilibrium as the critical,
long-distance properties are not captured by a constant
effective temperature below the upper critical dimension.
In fact, the exponent governing the scaling of the effec-
tive temperature is simply σθ, that is, the critical ex-
ponet describing the effective temperature at late times
is directly proportional to the aging exponent character-
izing the short-time dynamics. This fact is indicative of
the true nonequilibrium nature of the stationary state
[79, 80]. Furthermore, the effective temperature vanishes
with k→ 0, which might seem to indicate that quantum
fluctuations become important; this would in turn inval-
idate the classical limit of effective temperature. How-
ever, the classical description is still valid if the frequency
ωk ∼ kσ/2 of a given mode k is small compared to the
temperature, Teff(k). A quick comparison shows that this
is always the case provided that d > σ that is trivially
satisfied above the lower critical dimension. Finally, the
fact that the effective temperature is simply a constant
above the upper critical dimension is compatible with a
simple analysis of harmonic oscillators appropriate to the
corresponding Gaussian fixed point [64, 79, 80].
VII. QUENCH BELOW THE CRITICAL POINT
r < rc
Despite many parallels with the previous section, we
find it more appropriate to devote another section to the
quench below the critical point for a clearer presentation
and to highlight the contrasts with the critical quench.
In equilibrium and below the critical point, the systems
becomes ordered,
lim
|x|→∞
Ceq(x) = const > 0, (49)
or, alternatively in momentum space, Ceq(k) ∼ V δ(k)
with V the system’s volume. The dynamics of phase
ordering is often described by expanding domains, in a
process known as coarsening [91]. However, the quantum
quench considered here does not give rise to ordering even
for r < rc as we shall see below. Instead, it will give rise
to new critical behavior, distinct from that in a quench to
the critical point. Such behavior can also be viewed as an
anomalous coarsening dynamics [79, 81, 82]. With no up-
per critical dimension, the nontrivial (i.e., non-Gaussian)
critical behavior in this case persists at any dimension
d > dl. In this section, we derive analytical results for
the correlation and response functions and aging behav-
ior and compare them against exact numerical results.
Finally, we identify a k-dependent effective temperature
that captures the critical correlations.
A. Correlation function
To identify the nature of the stationary state, we resort
to Eq. (24). For a quench below the critical point, we
must substitute α by the value given in Eq. (19):
Cst(k) ∝ 1
kd−σ/2
, (50)
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Figure 7. (Color online). Equal-time correlation function
(solid blue curves) as a function of distance in the wake of a
quench below the critical point (r = 3rc); here, t = 15 and
σ = 1.6.
for any dimension above the lower critical dimension
d > dl = σ. In the spatial domain, this means that
the correlation function falls off as
Cst(x) ∝ 1
xσ/2
. (51)
Interestingly, the decay of the correlation function is in-
dependent of dimensionality. This becomes particularly
surprising given that, in higher dimensions, a slow decay
of correlations indicates a highly correlated system. In-
deed, we shall see that, at sufficiently high dimensions,
the effective temperature in the stationary state can even
diverge as k→ 0.
In this case too, we expect a crossover at a time scale
governed by the nonlinear light cone, x ∝ t2/σ. Putting
Eqs. (23-25) together with Eq. (19), we have
C(x, t) ∝
{
1/xσ/2, x t2/σ,
t1+2d/σ/xd+σ, x t2/σ. (52)
A stationary, time-independent power-law correlation
function (1/xσ/2) within the nonlinear quench light cone
crosses over to the long-range power law (1/xd+σ) out-
side the light cone. In Fig. 7, we verify the emergence of
these distinct power laws for different values of σ.
B. Response function & aging
An almost identical analysis to Sec. VI B shows that
the response function “equilibrates” globally at all dis-
tances when t, t′  t − t′ and is identical to that in a
critical quadratic Hamiltonian, hence no dependence on
the state; cf. Fig. 5.
Furthermore, the analysis of aging behavior closely fol-
lows our discussion in the previous section. Only for the
quench below the critical point, r < rc, we find a distinct
initial-slip exponent
θ =
4− d˜
2
=
3
2
− d
σ
, σ < d. (53)
Interestingly, the exponent θ becomes negative for d >
3σ/2. As we shall discuss in the next subsection, the
effective temperature diverges as k→ 0 in this regime.
Figure 8. (Color online). Response function (solid blue
curves) in the wake of a quench below the critical point,
r = 3rc; here, d = 2.6 and the larger time coordinate is set to
t = 1000. The plots are consistent with the response function
increasing as t′/t decreases for σ < 2d/3.
Again, we can identify aging behavior by probing
the dependence on t′/t either in momentum space via
Eq. (43) or in position space, outside the quench light
cone, via Eq. (44) but with the value of α = d/σ − 1
from Eq. (19). Figure 8 depicts the dependence of the re-
sponse function on t′/t in momentum space in the limit
k → 0. In this figure, one can clearly see that the re-
sponse functions corresponding to negative values of θ
further increase as the ratio t′/t becomes smaller at fixed
t; this is in contrast with the behavior for θ > 0; see
also Fig. 6(a).
C. Effective temperature
An effective temperature that captures the critical fluc-
tuations can be identified similar to Sec. VI D. Similar
line of reasoning, based on the fluctuation-dissipation re-
lation, leads to
Teff(k) ∝ k3σ/2−d, (54)
for a quench below the critical point, r < rc. As remarked
earlier, this effective temperature can even diverge with
k → 0 depending on dimensionality d and the exponent
σ when d > 3σ/2. It then follows that, in this regime,
the density of low-momentum states diverges faster than
that at any finite temperature. Again, we notice that
the exponent in the above equation is simply σθ, un-
derscoring the nonequilibrium nature of the stationary
state. The effective temperature thus diverges at long
wavelengths precisely in a regime where the initial-slip
exponent becomes negative.
VIII. CONCLUSION
We have considered quenches to and below the critical
point of the d-dimensional quantum O(N → ∞) model
with the long-range coupling 1/xd+σ, and have investi-
gated the critical behavior of the ensuing short-time dy-
namics as well as the sationary state at late times through
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the two-point correlation and response functions. Qual-
itative behavior of the two-point functions depends on
the corresponding space-time positions with respect to
both local and quench light cones. While the correla-
tion function saturates to a stationary value inside the
quench light cone and exhibits critical scaling distinct
from that in equilibrium, it grows algebraically with time
outside this light cone while falling off with the distance
as 1/xd+σ, the latter in harmony with the Hastings-
Koma bound [86]. The response function too becomes
stationary as long as the time difference t − t′ is short
compared to the age of the quenched quantum system,
and becomes identical to that in equilibrium. Aging be-
comes manifest in the limit t′  t where the response
function scales as (t′/t)θ with the initial-slip exponent θ
that characterizes a truly out-of-equilibrium critical be-
havior. This exponent along with other scaling properties
exhibit a rich interplay between dimensionality and long-
range coupling, and are distinct for quenches to or below
the critical point. Indeed, a surprising observation is that
even a quench below the critical point exhibits critical
scaling, or an anomalous type of coarsening [78, 79, 81],
in contrast with the phase ordering and coarsening dy-
namics that would occur when the system is coupled to
a thermal bath [91].
Further investigation of the quantum quench well be-
low the critical point, the role of the corresponding
initial-slip exponent and its connection with the order-
parameter dynamics is worthwhile. Another direction
is to investigate consequences of integrability breaking,
for example due to finite (but large) N . Crossover to
thermalization at long times will showcase the nontrivial
dynamics that is constrained by a weakly broken integra-
bility. Finally, it would be interesting to identify qualita-
tive features of the quench dynamics of the O(N) model
that extend to other systems such as spin models with
long-range interactions.
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Appendix A: Dynamical critical point
In order to determine the critical point and following
Refs. [78, 79, 88], we make the ansatz that, at late times,
the equal-time correlation function is the same as the
stationary part of the free (noninteracting) theory with
the initial parameter r0 = Ω
2
0 and the final parameter rf
to be self-consistently determined. With this ansatz, we
just replace reff in Eq. (7a) with rf :
f¨k + [k
σ + rf ] fk = 0, (A1)
again with initial conditions fk(0) = 1/
√
2ω0k, f˙k(0) =
−i√ω0k/2 where ω0k = √kσ + r0. Inserting the late-
time solution in Eq. (7b) and keeping the stationary (non-
oscillatory) contribution, we find
lim
t→∞ reff(t) = rf +
u
4!
∫
k
2kσ + Ω20
kσ
√
kσ + Ω20
h(k/Λ). (A2)
We can then infer the critical point as
rc = − u
4!
∫
k
2kσ + Ω20
kσ
√
kσ + Ω20
h(k/Λ). (A3)
The approximate ansatz used here provides accurate pre-
dictions for the critical point (A3), according to our nu-
merical simulations. Notice that as the dimension ap-
proaches the lower critical dimension, dl = σ, we have
rc → −∞ since the integral diverges due to the contribu-
tion near k = 0, hence the absence of ordering at d = dl.
Appendix B: Classical aging with long-range
interactions
In this section, we present the classical aging behavior
in the presence of long-range interactions [66–69]. We
closely follow the treatment by Jenssen et al. for the
short-range classical model [48] which naturally reduces
to the short-range result upon inserting σ = 2. Alter-
native derivation for the (long-range) spherical model is
provided in Ref. [50]. We warn the reader that the con-
ventions used here for the response and correlation func-
tions are different from those in the main text and reflect
the standard notation in the classical literature. We be-
gin with the classical Hamiltonian
H =
∫
ddx
[
−1
2
Φ · ∇σΦ + r
2
Φ2 +
u
4!N
(Φ2)2
]
, (B1)
and the associated stochastic (Langevin) equation
∂tΦ = −λδH
δΦ
+ ξ(t), (B2)
with the noise correlations
〈ξa(x, t)ξb(x′, t′)〉 = 2λδabδ(x− x′)δ(t− t′). (B3)
The parameter λ can be viewed as mobility and its ap-
pearance in both the equation of motion as well as the
noise correlator reflects the fluctuation-dissipation rela-
tion. By introducing the response filed [89], one can de-
scribe the stochastic dynamics in a functional-integral
language as
Z =
∫
dΦdΦ˜ e−J[Φ˜,Φ], (B4)
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with the functional J given by
J [Φ˜,Φ] =
∫ ∞
0
dt
∫
dx[
Φ˜ ·
(
Φ˙ + λ[−∇σ + r]Φ + λu
6N
ΦΦ2
)
− λΦ˜2
]
. (B5)
Again, in the large-N limit, we can replace the nonlinear
term by
1
N
(Φ˜ ·Φ)Φ2 −→ C(t)Φ˜ ·Φ, (B6)
where
C(t) ≡ 1
N
〈Φ2(t)〉. (B7)
With this substitution, exact in the limit N → ∞, the
functional J becomes
J [Φ˜,Φ] =
∫
t,x
[
Φ˜ ·
(
Φ˙ + λ[−∇σ + reff(t)]Φ
)
− λΦ˜2
]
,
(B8)
where the mass term is replaced by
r −→ reff(t) = r + u
6
C(t). (B9)
The functional J being quadratic, the ensuing dynamics
can be solved exactly. Specifically, the correlation and
response functions can be determined by inverting the
kernel in the functional J ; we find, in momentum space,
χ(k, t, t′) = Θ(t− t′) exp
{
− λ
∫ t
t′
ds[reff(s) + k
σ]
}
,
(B10)
C(k, t, t′) = 2λ
∫ ∞
0
ds χ(k, t, s)χ(k, t′, s), (B11)
for the (retarded) response function χ and the correlation
function C, respectively; notice that C(t) =
∫
k
C(k, t, t).
The self-consistent condition in Eq. (B9) can be now
stated as
reff(t) = r +
u
6
∫
k
C(k, t)
= reff(∞) + u
6
∫
k
[C(k, t)− C(k,∞)], (B12)
where we have introduced C(k, t, t) ≡ C(k, t) for brevity.
The integral over momentum is up to a cutoff momentum
that we conveniently choose to be Λ = 1. In a quench to
the critical point, we have reff(∞) = 0 and the correlation
function at late times is determined by that of critical
Gaussian model at finite temperature, i.e., C(k,∞) =
1/kσ. Comparing various terms in Eq. (B8), a scale-
invariant solution emerges at intermediate times only if
reff(t) =
a
2λt
, (B13)
with a a dimensionless constant. Notice that this effec-
tive mass scales with time in the same fashion as the first
time derivative in Eq. (B8). Inserting this equation in the
response and correlation functions, we find
χ(k, t, t′) = Θ(t− t′)
(
t′
t
)a/2
exp{−λ(t− t′)kσ},
(B14)
C(k, t, t′) = 2λ
∫ min(t,t′)
0
ds
(
s2
tt′
)
exp{−λ(t+ t′ − 2s)kσ}.
(B15)
It follows from the last equation that the equal-time cor-
relation function at intermediate times can be written
as
C(k, t) =
1
kσ
F (2λkσt). (B16)
Apart from the coefficient 2λ that is chosen for later con-
venience, the argument of the scaling function is dictated
by the dynamical exponent.4 The precise form of the
scaling function is given by
F (x) = x
∫ 1
0
dy (1− y)ae−xy. (B17)
Incidentally, the scaling takes exactly the same form as
that of short-range interactions [48]; this is evident in
the fact that the function F is independent of σ which
only enters through the definition of the argument of the
scaling function (∝ kσt).
Now in a quench to the critical point, reff(∞) = 0,
Eq. (B11) upon a change of variables, z = 2λkσt, yields
a =
uKd
6σ
(2λt)2−d/σ
∫ 2λt
0
dz zd/σ−2 [F (z)− 1] . (B18)
While the lhs is a constant, the rhs appears to increase
with time. To ensure self-consistency, we must require
that the leading time-dependent term vanishes,∫ ∞
0
dz zd/σ−2 [F (z)− 1] = 0. (B19)
Using Eq. (B17), the latter condition amounts to
Γ(a+ 1)Γ(2− d/σ)
Γ(a+ 2− d/σ) = 0, (B20)
with the only consistent solution being
a = −(2− d/σ). (B21)
4 The classical dynamical exponent z = σ should be contrasted
with z = σ/2 of the quantum model considered in the main text.
For short-range coupling (upon inserting σ = 2), the classical
dynamical exponent z = 2 characterizes diffusive dynamics in
contrast with z = 1 of the quantum model which underlies light-
cone dynamics.
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With this, we can now determine the response function
as
χ(k, t, t′) = Θ(t− t′)
(
t
t′
)1− d2σ
exp{−λ(t− t′)kσ},
(B22)
from which we can identify the aging exponent
θ = 1− d
2σ
. (B23)
We remark that, similar to the quantum aging discussed
in the main text, the aging exponent can be determined
from the short-range case by replacing the dimension d by
d˜ = 2d/σ. The classical initial-slip exponent is identical
to this exponent in our quantum model; see Eq. (42).
However, note that the response function of the quantum
model in the limit k→ 0 comes with an additional factor
of t [64, 79, 80]. We can also investigate the response
function at long distances [cf. Fig. 1(c)]. It follows from
Eq. (B22) that, in a regime where t′  t xσ,
χ(x, t, t′) ∝ t
xd+σ
(t′/t)θ. (B24)
This is similar to Eq. (44) in the limit t′  t with the dif-
ference that there is an overall cubic, rather than linear,
dependence on t in the quantum model.
Finally, we mention that a quench below the critical
point leads to an ordered phase at late times and coars-
ening dynamics at intermediate times, in contrast with
the quantum model, where ordering does not occur even
in the limit t→∞.
[1] J. Cardy, Scaling and Renormalization in Statistical
Physics, Cambridge Lecture Notes in Physics (Cam-
bridge University Press, 1996), URL https://books.
google.de/books?id=Wt804S9FjyAC.
[2] S. Ma, Statistical Mechanics (World Scientific,
1985), URL https://books.google.de/books?id=
YW-0AQAACAAJ.
[3] S. Sachdev, Quantum Phase Transitions (Cambridge
University Press, 2001), URL https://books.google.
de/books?id=Ih_E05N5TZQC.
[4] K. G. Wilson, Phys. Rev. B 4, 3174 (1971), URL https:
//link.aps.org/doi/10.1103/PhysRevB.4.3174.
[5] K. G. Wilson, Phys. Rev. B 4, 3184 (1971), URL https:
//link.aps.org/doi/10.1103/PhysRevB.4.3184.
[6] K. G. Wilson and M. E. Fisher, Phys. Rev. Lett. 28,
240 (1972), URL https://link.aps.org/doi/10.1103/
PhysRevLett.28.240.
[7] K. G. Wilson and J. Kogut, Physics Reports 12, 75
(1974).
[8] K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975), URL
https://link.aps.org/doi/10.1103/RevModPhys.47.
773.
[9] P. C. Hohenberg and B. I. Halperin, Rev. Mod. Phys. 49,
435 (1977), URL https://link.aps.org/doi/10.1103/
RevModPhys.49.435.
[10] U. Ta¨uber, Critical Dynamics: A Field Theory Ap-
proach to Equilibrium and Non-Equilibrium Scaling Be-
havior (Cambridge University Press, 2014), URL https:
//books.google.de/books?id=qtTSAgAAQBAJ.
[11] M. Moeckel and S. Kehrein, Phys. Rev. Lett. 100,
175702 (2008), URL https://link.aps.org/doi/10.
1103/PhysRevLett.100.175702.
[12] I. E. Mazets, T. Schumm, and J. Schmiedmayer, Phys.
Rev. Lett. 100, 210403 (2008), URL https://link.aps.
org/doi/10.1103/PhysRevLett.100.210403.
[13] M. Rigol, Phys. Rev. Lett. 103, 100403 (2009), URL
https://link.aps.org/doi/10.1103/PhysRevLett.
103.100403.
[14] M. Rigol, Phys. Rev. A 80, 053607 (2009), URL https:
//link.aps.org/doi/10.1103/PhysRevA.80.053607.
[15] A. A. Zvyagin, Low Temperature Physics 42, 971
(2016), URL https://aip.scitation.org/doi/10.
1063/1.4969869.
[16] T. Mori, T. N. Ikeda, E. Kaminishi, and M. Ueda, ArXiv
e-prints (2017), 1712.08790, URL https://arxiv.org/
abs/1712.08790.
[17] M. Heyl, Reports on Progress in Physics 81, 054001
(2018), URL http://stacks.iop.org/0034-4885/81/i=
5/a=054001.
[18] L. Vanderstraeten, M. Van Damme, H. P. Bu¨chler,
and F. Verstraete, Phys. Rev. Lett. 121, 090603
(2018), URL https://link.aps.org/doi/10.1103/
PhysRevLett.121.090603.
[19] J. C. Halimeh, V. Zauner-Stauber, I. P. McCulloch,
I. de Vega, U. Schollwo¨ck, and M. Kastner, Phys. Rev.
B 95, 024302 (2017), URL https://link.aps.org/doi/
10.1103/PhysRevB.95.024302.
[20] J. C. Halimeh and V. Zauner-Stauber, Phys. Rev. B
96, 134427 (2017), URL https://link.aps.org/doi/
10.1103/PhysRevB.96.134427.
[21] P. Hauke and L. Tagliacozzo, Phys. Rev. Lett. 111,
207202 (2013), URL https://link.aps.org/doi/10.
1103/PhysRevLett.111.207202.
[22] M. Foss-Feig, Z.-X. Gong, C. W. Clark, and A. V.
Gorshkov, Phys. Rev. Lett. 114, 157201 (2015), URL
https://link.aps.org/doi/10.1103/PhysRevLett.
114.157201.
[23] M. F. Maghrebi, Z.-X. Gong, M. Foss-Feig, and A. V.
Gorshkov, Phys. Rev. B 93, 125128 (2016), URL https:
//link.aps.org/doi/10.1103/PhysRevB.93.125128.
[24] P. Titum and M. F. Maghrebi, Phys. Rev. Lett. 125,
040602 (2020), URL https://link.aps.org/doi/10.
1103/PhysRevLett.125.040602.
[25] E. A. Martinez, C. A. Muschik, P. Schindler, D. Nigg,
A. Erhard, M. Heyl, P. Hauke, M. Dalmonte, T. Monz,
P. Zoller, et al., Nature 534, 516 (2016), URL http:
//dx.doi.org/10.1038/nature18318.
[26] F. Go¨rg, K. Sandholzer, J. Minguzzi, R. Des-
buquois, M. Messer, and T. Esslinger, Nature Physics
15, 1161 (2019), URL https://doi.org/10.1038/
s41567-019-0615-4.
[27] C. Schweizer, F. Grusdt, M. Berngruber, L. Barbi-
16
ero, E. Demler, N. Goldman, I. Bloch, and M. Aidels-
burger, Nature Physics (2019), URL https://doi.org/
10.1038/s41567-019-0649-7.
[28] A. Mil, T. V. Zache, A. Hegde, A. Xia, R. P. Bhatt, M. K.
Oberthaler, P. Hauke, J. Berges, and F. Jendrzejew-
ski, Science 367, 1128 (2020), URL https://science.
sciencemag.org/content/367/6482/1128.
[29] B. Yang, H. Sun, R. Ott, H.-Y. Wang, T. V. Zache, J. C.
Halimeh, Z.-S. Yuan, P. Hauke, and J.-W. Pan, ArXiv
e-prints (2020), 2003.08945, URL https://arxiv.org/
abs/2003.08945.
[30] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lu¨schen,
M. H. Fischer, R. Vosk, E. Altman, U. Schneider, and
I. Bloch, Science 349, 842 (2015), URL http://science.
sciencemag.org/content/349/6250/842.
[31] J. Smith, A. Lee, P. Richerme, B. Neyenhuis, P. W. Hess,
P. Hauke, M. Heyl, D. A. Huse, and C. Monroe, Na-
ture Physics 12, 907 (2016), URL https://doi.org/10.
1038/nphys3783.
[32] J.-y. Choi, S. Hild, J. Zeiher, P. Schauß, A. Rubio-
Abadal, T. Yefsah, V. Khemani, D. A. Huse, I. Bloch,
and C. Gross, Science 352, 1547 (2016), URL https:
//science.sciencemag.org/content/352/6293/1547.
[33] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya,
F. Jelezko, S. Onoda, H. Sumiya, V. Khemani, et al., Na-
ture 543, 221 (2017), URL https://doi.org/10.1038/
nature21426.
[34] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee,
J. Smith, G. Pagano, I. D. Potirniche, A. C. Potter,
A. Vishwanath, et al., Nature 543, 217 (2017), URL
https://doi.org/10.1038/nature21413.
[35] J. Rovny, R. L. Blum, and S. E. Barrett, Phys. Rev. Lett.
120, 180603 (2018), URL https://link.aps.org/doi/
10.1103/PhysRevLett.120.180603.
[36] J. Smits, L. Liao, H. T. C. Stoof, and P. van der Straten,
Phys. Rev. Lett. 121, 185301 (2018), URL https://
link.aps.org/doi/10.1103/PhysRevLett.121.185301.
[37] P. Jurcevic, H. Shen, P. Hauke, C. Maier, T. Brydges,
C. Hempel, B. P. Lanyon, M. Heyl, R. Blatt, and
C. F. Roos, Phys. Rev. Lett. 119, 080501 (2017), URL
https://link.aps.org/doi/10.1103/PhysRevLett.
119.080501.
[38] Fla¨schner N., Vogel D., Tarnowski M., Rem B. S.,
Lu¨hmann D.-S., Heyl M., Budich J. C., Mathey L., Seng-
stock K., and Weitenberg C., Nature Phys. (2017), URL
https://doi.org/10.1038/s41567-017-0013-8.
[39] J. Zhang, G. Pagano, P. W. Hess, A. Kyprianidis,
P. Becker, H. Kaplan, A. V. Gorshkov, Z.-X. Gong,
and C. Monroe, Nature 551, 601 (2017), URL https:
//www.nature.com/articles/nature24654.
[40] S. Smale, P. He, B. A. Olsen, K. G. Jackson, H. Sharum,
S. Trotzky, J. Marino, A. M. Rey, and J. H. Thywissen,
Science Advances 5 (2019), URL https://advances.
sciencemag.org/content/5/8/eaax1568.
[41] K. Yang, L. Zhou, W. Ma, X. Kong, P. Wang, X. Qin,
X. Rong, Y. Wang, F. Shi, J. Gong, et al., Phys. Rev. B
100, 085308 (2019), URL https://link.aps.org/doi/
10.1103/PhysRevB.100.085308.
[42] T. Tian, H.-X. Yang, L.-Y. Qiu, H.-Y. Liang, Y.-
B. Yang, Y. Xu, and L.-M. Duan, Phys. Rev. Lett.
124, 043001 (2020), URL https://link.aps.org/doi/
10.1103/PhysRevLett.124.043001.
[43] H. B. Kaplan, L. Guo, W. L. Tan, A. De, F. Marquardt,
G. Pagano, and C. Monroe (2020), 2001.02477, URL
https://arxiv.org/abs/2001.02477.
[44] M. Gring, M. Kuhnert, T. Langen, T. Kitagawa,
B. Rauer, M. Schreitl, I. Mazets, D. A. Smith, E. Dem-
ler, and J. Schmiedmayer, Science 337, 1318 (2012),
URL https://science.sciencemag.org/content/337/
6100/1318.
[45] T. Langen, S. Erne, R. Geiger, B. Rauer, T. Schwei-
gler, M. Kuhnert, W. Rohringer, I. E. Mazets, T. Gasen-
zer, and J. Schmiedmayer, Science 348, 207 (2015),
URL https://science.sciencemag.org/content/348/
6231/207.
[46] B. Neyenhuis, J. Zhang, P. W. Hess, J. Smith, A. C. Lee,
P. Richerme, Z.-X. Gong, A. V. Gorshkov, and C. Mon-
roe, Science Advances 3 (2017), URL http://advances.
sciencemag.org/content/3/8/e1700672.
[47] K. Singh, C. J. Fujiwara, Z. A. Geiger, E. Q. Sim-
mons, M. Lipatov, A. Cao, P. Dotti, S. V. Rajagopal,
R. Senaratne, T. Shimasaki, et al., Phys. Rev. X 9,
041021 (2019), URL https://link.aps.org/doi/10.
1103/PhysRevX.9.041021.
[48] H. K. Janssen, B. Schaub, and B. Schmittmann,
Zeitschrift fu¨r Physik B Condensed Matter 73, 539
(1989), URL https://doi.org/10.1007/BF01319383.
[49] P. Calabrese and A. Gambassi, Journal of Physics A:
Mathematical and General 38, R133 (2005), URL http:
//stacks.iop.org/0305-4470/38/i=18/a=R01.
[50] M. Henkel and M. Pleimling, Non-Equilibrium Phase
Transitions: Volume 2: Ageing and Dynamical Scaling
Far from Equilibrium (Springer Science & Business Me-
dia, 2011).
[51] E. Gruber, Berichte der Bunsengesellschaft fr
physikalische Chemie 82, 1019 (1978), URL
https://onlinelibrary.wiley.com/doi/abs/10.
1002/bbpc.19780820975.
[52] H. W. Diehl and S. Dietrich, Z. Phys. B: Condens. Mat-
ter 42, 65 (1981), URL http://dx.doi.org/10.1007/
BF01298293.
[53] H. W. Diehl, Int. J. Mod. Phys. B 11, 3503
(1997), URL http://www.worldscientific.com/doi/
abs/10.1142/S0217979297001751.
[54] J.-P. Bouchaud, L. F. Cugliandolo, J. Kurchan, and
M. Mzard, Out of equilibrium dynamics in spin-
glasses and other glassy systems (1997), pp. 161–223,
URL https://www.worldscientific.com/doi/abs/10.
1142/9789812819437_0006.
[55] E. Vincent, J. Hammann, M. Ocio, J.-P. Bouchaud, and
L. F. Cugliandolo, in Complex Behaviour of Glassy Sys-
tems, edited by M. Rub´ı and C. Pe´rez-Vicente (Springer
Berlin Heidelberg, Berlin, Heidelberg, 1997), pp. 184–
219.
[56] A. P. Young, Spin Glasses and Ran-
dom Fields (WORLD SCIENTIFIC, 1997),
https://www.worldscientific.com/doi/pdf/10.1142/3517,
URL https://www.worldscientific.com/doi/abs/10.
1142/3517.
[57] T. Nagaya and J.-M. Gilli, Phys. Rev. E 65,
051708 (2002), URL https://link.aps.org/doi/10.
1103/PhysRevE.65.051708.
[58] T. Nagaya and J.-M. Gilli, Phys. Rev. Lett. 92,
145504 (2004), URL https://link.aps.org/doi/10.
1103/PhysRevLett.92.145504.
[59] A. Bray, Advances in Physics 43, 357 (1994),
https://doi.org/10.1080/00018739400101505, URL
https://doi.org/10.1080/00018739400101505.
17
[60] C. Domb, M. Green, and J. Lebowitz, Phase Transitions
and Critical Phenomena, no. Bd. 12 in Phase Transitions
and Critical Phenomena (Academic Press, 1972), URL
https://books.google.de/books?id=tN8NAQAAIAAJ.
[61] A. Gambassi and P. Calabrese, EPL (Europhysics Let-
ters) 95, 66007 (2011), URL https://doi.org/10.1209%
2F0295-5075%2F95%2F66007.
[62] P. Gagel, P. P. Orth, and J. Schmalian, Phys. Rev. Lett.
113, 220401 (2014), URL http://link.aps.org/doi/
10.1103/PhysRevLett.113.220401.
[63] M. Buchhold and S. Diehl, Phys. Rev. A 92,
013603 (2015), URL http://link.aps.org/doi/10.
1103/PhysRevA.92.013603.
[64] A. Chiocchetta, M. Tavora, A. Gambassi, and A. Mitra,
Phys. Rev. B 91, 220302 (2015), URL http://link.aps.
org/doi/10.1103/PhysRevB.91.220302.
[65] A. Chiocchetta, A. Gambassi, S. Diehl, and J. Marino,
Phys. Rev. Lett. 118, 135701 (2017), URL https://
link.aps.org/doi/10.1103/PhysRevLett.118.135701.
[66] Y. Chen, S. H. Guo, Z. B. Li, S. Marculescu, and
L. Schu¨lke, The European Physical Journal B - Con-
densed Matter and Complex Systems 18, 289 (2000),
URL https://doi.org/10.1007/s100510070060.
[67] F. Baumann, S. B. Dutta, and M. Henkel, Journal
of Physics A: Mathematical and Theoretical 40, 7389
(2007), URL https://doi.org/10.1088%2F1751-8113%
2F40%2F27%2F001.
[68] Y. Chen and Z. Li, Journal of Physics A: Mathematical
and General 34, 1549 (2001), URL https://doi.org/
10.1088%2F0305-4470%2F34%2F8%2F302.
[69] Y. Chen, Phys. Rev. E 66, 037104 (2002), URL https:
//link.aps.org/doi/10.1103/PhysRevE.66.037104.
[70] H. Christiansen, S. Majumder, M. Henkel, and W. Janke,
arXiv:1906.11815 (2019).
[71] J. C. Halimeh, M. Punk, and F. Piazza, Phys. Rev. B
98, 045111 (2018), URL https://link.aps.org/doi/
10.1103/PhysRevB.98.045111.
[72] S. A. Weidinger, M. Heyl, A. Silva, and M. Knap, Phys.
Rev. B 96, 134313 (2017), URL https://link.aps.org/
doi/10.1103/PhysRevB.96.134313.
[73] T. Hashizume, I. P. McCulloch, and J. C. Halimeh, ArXiv
e-prints (2018), 1811.09275, URL https://arxiv.org/
abs/1811.09275.
[74] T. Hashizume, J. C. Halimeh, and I. P. McCulloch, Phys.
Rev. B 102, 035115 (2020), URL https://link.aps.
org/doi/10.1103/PhysRevB.102.035115.
[75] M. O. Hase and S. R. Salinas, Journal of Physics A:
Mathematical and General 39, 4875 (2006), URL https:
//doi.org/10.1088%2F0305-4470%2F39%2F18%2F007.
[76] M. Ebbinghaus, H. Grandclaude, and M. Henkel, M. Eur.
Phys. J. B 63, 85 (2008), URL https://link.springer.
com/article/10.1140/epjb/e2008-00202-2#citeas.
[77] A. Chiocchetta, A. Gambassi, S. Diehl, and J. Marino,
Phys. Rev. B 94, 174301 (2016), URL https://link.
aps.org/doi/10.1103/PhysRevB.94.174301.
[78] P. Smacchia, M. Knap, E. Demler, and A. Silva, Phys.
Rev. B 91, 205136 (2015), URL https://link.aps.org/
doi/10.1103/PhysRevB.91.205136.
[79] A. Maraga, A. Chiocchetta, A. Mitra, and A. Gambassi,
Phys. Rev. E 92, 042151 (2015), URL https://link.
aps.org/doi/10.1103/PhysRevE.92.042151.
[80] A. Chiocchetta, M. Tavora, A. Gambassi, and A. Mitra,
Phys. Rev. B 94, 134311 (2016), URL https://link.
aps.org/doi/10.1103/PhysRevB.94.134311.
[81] A. Chandran, A. Nanduri, S. S. Gubser, and S. L. Sondhi,
Phys. Rev. B 88, 024306 (2013), URL https://link.
aps.org/doi/10.1103/PhysRevB.88.024306.
[82] B. Sciolla and G. Biroli, Phys. Rev. B 88, 201110 (2013),
URL https://link.aps.org/doi/10.1103/PhysRevB.
88.201110.
[83] P. Calabrese and J. Cardy, Journal of Statistical Me-
chanics: Theory and Experiment 2005, P04010 (2005),
URL https://doi.org/10.1088%2F1742-5468%2F2005%
2F04%2Fp04010.
[84] P. Calabrese and J. Cardy, Phys. Rev. Lett. 96,
136801 (2006), URL https://link.aps.org/doi/10.
1103/PhysRevLett.96.136801.
[85] E. H. Lieb and D. W. Robinson, Comm. Math. Phys.
28, 251 (1972), URL https://projecteuclid.org:443/
euclid.cmp/1103858407.
[86] M. Hastings and T. Koma, Comm. Math. Phys. 265, 781
(2006).
[87] L. Verlet, Phys. Rev. 159, 98 (1967), URL https://
link.aps.org/doi/10.1103/PhysRev.159.98.
[88] S. Sotiriadis and J. Cardy, Phys. Rev. B 81,
134305 (2010), URL https://link.aps.org/doi/10.
1103/PhysRevB.81.134305.
[89] A. Kamenev, Field Theory of Non-Equilibrium Sys-
tems (Cambridge University Press, 2011), URL http:
//books.google.de/books?id=CwlrUepnla4C.
[90] L. F. Cugliandolo, Journal of Physics A: Mathematical
and Theoretical 44, 483001 (2011), URL https://doi.
org/10.1088%2F1751-8113%2F44%2F48%2F483001.
[91] A. J. Bray, Advances in Physics 51, 481 (2002),
https://doi.org/10.1080/00018730110117433, URL
https://doi.org/10.1080/00018730110117433.
