This issue of representativeness is defined within the sampling parameters established before the 85 corpus is created. Two aspects of a population of interest must be defined when creating a traditional 86 sampling framework: a definition of boundaries of the population, or the texts to be included and 
91
The notion of sampling based on characteristics of the people authoring, speaking, or transmitting 92 the language is considered an alternative to sampling frameworks: demographic sampling [22] . In 93 demographic sampling, data for a corpus is selected by person, entity, or agent rather than text. Both 94 of these approaches for subsampling Big Language Data are systematic and allow for the creation of 95 corpora that reflect a specific population of interest for computational analysis. 
Materials and Methods

97
When creating a representative, specialized reference corpus subsampled from Big Language Data 98 sources, such as large, dynamic databases of texts or online repositories of documents, it is imperative 99 that a systematic approach for creating a computationally tractable model be employed. Even more 100 importantly, any such method must be tested and vetted for its reproducibility and consistency in States tobacco industry corporations in order to impose regulatory measures on the tobacco industry.
108
As a result, the seven corporations were required to release all industry documents to the public that 109 were not considered attorney-client privileged nor to have contained proprietary trade information.
110
They proposed a two-stage, iterative approach for sampling, with a purposely designed sampling 111 framework based on a well-defined population of interest [24] . The first phase, or pilot corpus, was 112 to be drawn in order to determine how text types should be classified, as well as estimating their
113
proportions within the population of interest. Therefore, special attention needed to be applied to 114 text types for the pilot corpus upon which the reference corpus would be built in order to avoid 115 skewing the data. However, before the Tobacco Documents Corpus (TDC) pilot could even be created 116 to investigate this variety, they had a slight issue from a theoretical standpoint with their sampling 117 population.
118
In order to deal with large-scale monitor corpora like the Tobacco Documents for comparative 119 corpus-based research, the entire body of documents was sampled according to a fixed random 120 sampling frame that would give every document in the collection an equal chance of selection. The 121 decision was made to take 0.001% of all the documents available, which totaled a little over 300 122 documents. Then specific month/year combinations were randomly selected and queried within the
123
Tobacco Documents database to find out how many documents were available for selection. After the 124 random selections were finished, all of the documents in the core corpus were classified using both These criteria were used as the basis for making sure the contents of the corpus matched the 137 intended use of the model. For example, all of the documents that were not designated as being 138 significant for Public Health, being addressed to an industry-internal audience, or possessed a named 139 addressee were rejected from becoming a part of the final quota sample. After creating the core 140 sample for the TDC, the researchers used the distributions they observed to develop a protocol for 141 sampling documents that fit their criteria to come a part of the quota sample. What they discovered 142 was that their sampling process yielded proportions for document rejection were nearly the same 143 for the final reference corpus as the initial pilot sample-although they were unable to verify these 144 findings statistically to confirm reproducibility of the method.
145
As of this point, it is unknown if the principled method for subsampling Big Language Data as it provides a means for actually measuring target populations of interest that are complex systems.
149
In this paper, the role of principled sampling for creating corpora from Big Language Data resources Domain-specific language corpora are designed to represent language that serves a specific 158 function, like the language of a particular industry. Most of these corpora are corporate in nature.
159
While the study outlined in this article is based on the creation of a domain-specific corpus of regulated 160 nuclear industry discourse, there is a more substantial, documented need for additional knowledge of 161 sub-technical vocabulary for engineering disciplines for multiple contexts or extralinguistic points of 162 scale [25] . The regulated nuclear power industry is, due to its complex regulatory history of efforts In order to create a reference corpus of regulated nuclear power language from the ADAMS 223 database, which is essentially a large monitor corpus, the Tobacco Documents Corpus methodology 224 for assembling a pilot corpus was followed [32] . First, a different month for each of the 12 full years 225 available as part of the ADAMS-PARS archive was randomly selected: 2000 through 2011 (Table 1) . 2000  20  9  25  12  17  2001  21  13  28  15  28  2002  21  11  25  22  7  2003  15  22  12  19  25  2004  21  15  9  22  10  2005  19  41  11  18  10  2006  16  15  40  29  22  2007  15  150  13  24  15  2008  11  32  25  16  19  2009  7  16  19  18  12  2010  6  3  12  12  14  2011  17  11  17  18  26 It was also determined that a sampling of 0.001 of all the documents available based on the initial States of America, can be found in Table 3 . After establishing the number of documents to be taken from each year for each licensee, random 240 sets of integers were generated to represent each result from the query that would be selected as part These designations can be found on the Custom Legacy report. 6. Length: Texts shorter than 50 words of continuous discourse were marked so that they can be 277 excluded from the corpus. Likewise, documents longer than 3,000 words are denoted in the 278 metadata so that they can be sampled (1,000 words from the beginning, 1,000 words from the 279 middle, and 1,000 words from the end) to avoid bias.
280
Once all of the classifications for the pilot corpus were made, selection compliance with the 281 sampling framework was performed in order to identify characteristics of the documents sampled 282 from the population of those available to the public on the ADAMS Database. 
Results
284
One of the first observations made through document classification process for the Pilot was be documented in the lexical frequencies of the ADAMS documents concerning proximity.
319
In order to learn more about the language of the nuclear industry, not only do the documents in 320 the corpus need to be about nuclear power, but also the authors need to be classified as internal. Of the 321 4,773 documents from the ADAMS-PARS database, 97.76% of them were authored by internal sources.
322
Thus, 4,666 documents were kept as part of the reference corpus while 107 documents were not
323
(externally affiliated authors wrote 105 of these documents, and the affiliation of two documents could 324 not be determined). Concerning the internal/external status of the sampled documents' audience 325 affiliations, since the function of the NRC is to ensure "that people and the environment are protected,
326
(NRC 2016)" both internally and externally-directed documents are maintained as part of the corpus.
327
Of the 4,666 documents remaining in the Pilot, only 2.27% (or 106 of them) were not iterations in comparison to the pilot (Table 4) . There was still no statistically significant difference between the rejection ratios of all three 362 iterations in comparison to the Pilot after eliminating all duplicates, splitting all files possessing 363 multiple documents, and eliminating all of the externally-authored documents (Table 6 ). After all of the externally-authored documents were removed from the sampling for each iteration,
364
365
all of the remaining documents classified as not being language-based were also filtered out. Again,
366
the proportion of internally-authored documents that were not language-based was consistent across 367 all three additional iterations in comparison to the Pilot at a 99% confidence level (Table 7) . 
368
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