The method of geometric quantization is applied to a particle moving on an arbitrary Riemannian manifold Q in an external gauge field, that is a connection on a principal H-bundle N over Q. The phase space of the particle is a Marsden-Weinstein reduction of T * N , hence this space can also be considered to be the reduced phase space of a particular type of constrained mechanical system. An explicit map is found from a subalgebra of the classical observables to the corresponding quantum operators. These operators are found to be the generators of a representation of the semi-direct product group, Aut N ⋉ C ∞ c (Q). A generalised Aharanov-Bohm effect is shown to be a natural consequence of the quantization procedure. In particular the rôle of the connection in the quantum mechanical system is made clear. The quantization of the Hamiltonian is also considered.
Introduction
Constrained mechanical systems make up an important category of classical dynamical systems. We consider the case where the constrained system is described by a symplectic manifold S (the "unconstrained" phase space of the system) together with a Lie group H, which has a Hamiltonian action on S, and a corresponding equivariant momentum map J H : S → h * where h is the Lie algebra of H and h * is its dual. The constraints are given by J H = µ for some fixed µ ∈ h * . Subject to certain technical assumptions, the reduced phase space of the system (i.e., the true phase space of the system in which the constraints are automatically satisfied)
is then a quotient manifold of J −1 (µ) and inherits a symplectic structure from S [32] ; this particular method of identifying the reduced phase space is called MarsdenWeinstein reduction. A key point is that this quotient manifold is symplectomorphic to a symplectic leaf in the Poisson manifold S/H [29, 19] . The Poisson bracket on S drops to one on S/H (since H acts symplectically on S) and this defines the Poisson structure on S/H.
We concentrate on the case where S is a cotangent bundle T * N. We assume that H acts freely on N so that we may consider (N, Q, H, π N →Q ) to be a principal fibre bundle with total space N, base space Q = N/H, projection π N →Q , and where the Lie group H acts on the right of N. Thus H acts on S = T * N by cotangent lift and there is always an equivariant momentum map for this action [1] . The reduced phase space is then a symplectic leaf in (T * N)/H.
One important physical interpretation, originally due to Sternberg, of this type of constrained system, is well known in the context of a charged particle moving on Q in the presence of an external Yang-Mills field with gauge group H [40, 43, 33, 13] .
Specifically S/H = (T * N)/H is the "universal phase space" of the particle. There is a one-to-one correspondence between the symplectic leaves of S/H and the coadjoint orbits in h * . Each of the latter represents a different possible charge of the particle so that S/H, which is foliated by its symplectic leaves, is composed of the phase spaces corresponding to every possible charge. In respect to this example we often refer to Q as the configuration space and H as the gauge group. Naturally the construction of the quantum mechanical system corresponding to a constrained mechanical system has aroused much interest. Recall that quantization tries to associate to each classical system (described by a symplectic manifold S) a Hilbert space, H, of quantum states and a map from the space of classical observables (smooth functions on S) to the space of symmetric operators, O, on H. Each from the study of the same configuration spaces. We will see that these correspond to the geometric quantization of different symplectic leaves of (T * G)/H where G is a Lie group (H ⊂ G) so that G/H is the homogeneous space Q. (Note that T * Q ⊂ (T * G)/H.) Indeed, the underlying motivation for this paper was the anticipation of this result, which was based upon two previously known results. Firstly, it has been shown [31] that the symplectic leaves of (T * G)/H are symplectomorphic to certain coadjoint orbits in the dual of the Lie algebra of G. Whilst secondly, Rawnsley [37] has shown that the geometric quantization of these orbits leads to the induced representations upon which Mackey theory is based. One important feature of Isham's approach was the use of a momentum map to relate the classical observables with their quantum operator counterparts. Specifically if G is a Lie group, with Lie algebra L(G), which acts on the symplectic manifold M and J : M → L (G) * is a corresponding equivariant momentum map then, given a representation π of G, a "quantizing map", Q , can be given which relates classical observables to quantum operators. Explicitly, The general properties of a momentum map then ensure that condition (Qiii) above is automatically satisfied. The subclass of observables that can be quantized by Q is clearly {Ĵ(A) : A ∈ L(G)}. Clearly, this approach hinges on the ability to choose G and π correctly.
This paper uses the geometric quantization framework of Kostant and Souriau to give a complete quantization of the constrained mechanical system whose reduced phase space is [symplectomorphic to] a symplectic leaf in (T * N)/H. In particular, our only assumptions are that the space N has a Riemannian structure with an H-invariant metric (so that Q inherits a metric from N) and that the gauge group H is a connected and compact Lie group. We are able to combine naturally the group-theoretic and geometric quantization approaches, finding on the way how each sheds light on the other. In particular, we are able to present our results in the language of representations so that the quantum operators are given as generators of a representation of a Lie group, together with a corresponding momentum map which explicitly links the quantum operators with their classical observable counterparts in the manner described above. Thus, no knowledge of geometric quantization is required in order to appreciate the results found. Our presentation relies very heavily on the combination of the symplectic formulation of constrained mechanical systems with the method of geometric quantization. Since no one source adequately presents both theories in the detail and manner needed, a short review of both is given in sections 2 and 3 respectively. In particular, the final subsection of section 2 gives a new result regarding the action of the semi-direct product group, G = Aut N ⋉ C ∞ (Q), of fibre preserving diffeomorphisms of N and smooth functions on Q on the phase space of the reduced system. This group action has a corresponding momentum map and the idea is to quantize in the style of (1.0.1). Indeed section 4 can be regarded essentially as justifying this choice of G and showing which representation π of G is to be chosen in the right hand side of (1.0.1). Subsection 4.7 explicitly compares our approach with that of Isham's [18] for homogeneous spaces.
Section 3 reviews very briefly the method of geometric quantization and ends with subsection 3.2 where a known result, concerning the induced representation found from [geometrically] quantizing a coadjoint orbit, is restated with slightly weaker conditions. Finally, section 4 forms the heart of the paper. Using geometric quantization the reduced phase space is quantized. We find that, using a particular polarization, the subclass of observables that can be quantized is the same as that predicted by use of the group G = Aut N ⋉ C ∞ (Q). We then show that the corresponding quantum operators are generators of a representation π of G, the choice of π depending on which symplectic leaf of (T * N)/H we are quantizing on. Along the way we find that the Aharanov-Bohm effect is a natural consequence of our quantization and also that the nonintegrable phase factor of Wu and Yang [46] appears in the analogous result for the case when the gauge group is non-Abelian. Using the results of [27] we are able to give a Hamiltonian for the quantum system which then completes the quantization of the constrained system.
Constrained Mechanical Systems

Dual pairs and momentum maps
We start by reviewing the basic ideas of dual pairs and momentum maps which provide great insight into the theory of Marsden-Weinstein reduction. The main references for this subsection are Weinstein [44] , Choquet-Bruhat et al [6, chapter 12] and Abraham and Marsden [1] .
A useful idea is the notion of a realisation of a Poisson manifold M. This is a symplectic manifold S together with a Poisson map J : S → M. A Poisson map is one which preserves the Poisson bracket, i.e.,
We are interested in the case when the fibres J −1 (m), m ∈ M, define a foliation Φ of S in such a way that S/Φ is a manifold and so if π : S → S/Φ is the canonical projection, the space π * C ∞ (S/Φ) is a Lie sub-algebra of C ∞ (S) and coincides with 
and F Φ 1 and F Φ 2 are polar to each other. The dual pair is called full if J 1 and J 2 are both submersions. However, if J 1 and J 2 have constant rank then J 1 (S) and J 2 (S) are Poisson submanifolds and J 2 (S)
is a full dual pair. Assuming this to be the case, then the key result is that we can define a bijection between the symplectic leaves of M 1 and M 2 (assuming that J 1 and J 2 have connected fibres).
For the case where a Lie group G acts symplectically on [the left of] a symplectic manifold S (i.e., the Poisson bracket is invariant under the action of G) such that S/G is a manifold we can often find a momentum map J such that we have the dual
where π G is the projection map S → S/G and g * + is the dual of the Lie algebra of G with the "+" Lie-Poisson structure. This means we can find the symplectic leaves of S/G using the above result.
Recall that the function groups corresponding to J and π G must be polar to each other. This gives us our first condition on J. Denote the infinitesimal generator of the left action of G on S by ξ, i.e.,
where we are denoting the action of x ∈ G on m ∈ S by x · m. (Note that, if G acts on the right on S, then e tX · m in (2.1.2) is replaced by m · e tX and g * now has
the "−" Lie-Poisson structure.) Now defineĴ : g → C ∞ (S) to be the restriction
Then the first condition is thatĴ must satisfy
Note that we define the Hamiltonian vector field, ξ f , of f ∈ C ∞ (S) by ξ f g = {g, f } for g ∈ C ∞ (S), so that (2.1.4) can be written ξĴ (X) = ξ(X). Secondly J must also be a Poisson map; this is achieved by the condition that J must be equivariant, i.e.,
Here π co (x) ≡ Ad * x −1 denotes the coadjoint action. This last condition implies that 1.6) i.e.,Ĵ preserves the Lie algebra structure. With these two conditions it can be shown that we have a dual pair as described. Now, assuming that G is connected, the symplectic leaves of g * are coadjoint orbits. Also note that (2.1.5) implies that π
assuming the fibres J −1 (µ) are connected, the symplectic leaves of S/G can be
form Ω O on P O is given, e.g., [30] , via
Thus G can be regarded as a presymplectic manifold with K x = {L V (x) : V ∈ g µ } where g µ denotes the Lie algebra of G µ and L A denotes the left invariant vector field on G generated by A ∈ g, i.e., for
The reduction of G gives, as expected, the manifold 
Mechanical H-systems
where · n is the norm induced on T * n N, and where V is an H-invariant potential. We assume that H acts freely on N so that we can regard N → Q = N/H as a principal fibre bundle as described in section 1. Now H 0 is H-invariant so MarsdenWeinstein reduction gives a reduced Hamiltonian system on the reduced space P µ (or alternatively on P Oµ ). Marsden [30] has given an explicit realisation of P µ as a submanifold of T * (N/H µ ), where H µ is the isotropy group of H defined in 
where ξ(X) denotes the infinitesimal generator of the action of h on T * N. We identify I with the metric on h. Let FL : T N → T * N be the Legendre transformation for the simple mechanical H-system (e.g., see [1] ). The mechanical connection α :
where J : T * N → h * is the momentum map for the action of H on T * N. As mentioned in the previous section, the momentum map J :
action of H on T * N is provided by means of (2.1.10). In our present notation,
The term mechanical connection is used because α defines a connection on the principal bundle N → N/H. The key construction, at least from our point of view, is the one-form α µ on N, defined by
i.e., α µ = µ•α. This one-form is used to define what Marsden [30] calls the shifting map
Now α µ lies in J −1 (µ), so, if we restrict the map hor to J −1 (µ), and quotient by H µ , we have a map
induced by p → p − α µ . Let J µ denote the momentum map for H µ ⊂ H (so
Thus the map hor µ embeds P µ into T * (N/H µ ). The two-form dα µ on N drops to a two-form, denoted by β µ , on the quotient N/H µ . (This is because α µ is invariant under the action of H µ which is the isotropy group of µ.) Let ı denote the embedding of P µ into T * (N/H µ ) via hor µ , then the key result [1] is that the symplectic form on P µ is given by
where π : However, the sum of the two is. Locally, on a coordinate patch M A ⊂ N/H µ , we
where θ 0 is the globally defined canonical one-form on T * (N/H µ ).
Alternatively, in the Kaluza-Klein picture as generalised by Kerner [20] , we could start with a metric on Q and a connection form, α, on N. As H is compact, a biinvariant metric exists on H. The metric on N is induced by the connection. To be precise, α defines an orthogonal decomposition T n N = V n ⊕ H n , n ∈ N, where the horizontal subspace, H n , is the kernel of α n . The metric on V n ≃ h is the one induced from the bi-invariant metric on h, whilst the metric on H n is the pullback of the metric on Q. The metric on N is thus H-invariant since ρ h * H n = H nh (which is one of the defining properties of a connection). Note that Marsden's construction of the mechanical connection depends heavily on the given metric on N; whereas in the Kaluza-Klein picture a given connection is used to construct a metric on N. It is quite straightforward to show that if one starts with this latter case and calculates the mechanical connection then it is merely the connection one started with. For a particle in a Yang-Mills field, the relevance of the connection with regard to the symplectic leaves of (T * N)/H is that, as noted by Weinstein [43] , until it is chosen there is no natural projection of (J −1 (O µ ))/H on T * Q; thus the variables conjugate to position on Q are inherently intertwined with the 'internal' variables associated with O µ . Physically, this means that without a connection we cannot separate the particle's external momentum from its own internal 'position' and 'momentum' which is associated with the motion on the coadjoint orbit O µ .
2.3
The symplectic leaves of (T * N )/H Due to the large number of fibre bundles that appear in our discussion, we denote the projection map of a generic bundle C with base space X by π C→X . For the special case of a cotangent bundle T * X → X, we use π X for the projection map.
To identify the symplectic leaves of (T * N)/H we use the result, due to Montgomery [33] , that T * N ≃ N # × h * , where N # denotes the pullback of the bundle N to a bundle over T * Q using the canonical projection π Q :
Further, the momentum map for the action of H, J : N # × h * → h * , is given by J(n, ν) = ν. We now briefly review these results.
The first step is that, as noted by Guillemin and Sternberg [12] , N # has a natural intrinsic realisation as V 0 ⊂ T * N, the annihilator of the vertical bundle V ⊂ T N (V n ⊂ T n N is the vertical subspace, i.e., it is the subspace tangent to the fibre at n ∈ N). To see this, note that we can write
We can pull p back to an unique element
n . This correspondence between T * π N→Q (n) Q and V 0 n is clearly bijective. Just as a connection form, α n : T n N → h, defines a unique separation of T n N into the vertical subspace and horizontal subspace, the dual of the connection form 
Alsoα induces a symplectic structure on N # × h * from the canonical one on T * N.
The moment map J : N # × h * → h * for the action of H on N # × h * can be readily computed using the momentum map for the action of H on T * N given in (2.1.10). We have, for X ∈ h * , J(κ n , ν), X = κ n , ξ(X) + ν, α n (ξ(X)) , where ξ denotes the infinitesimal generator of the right action of H on N. Hence
Using the results of section 2.1, we can, using α, immediately identify the symplectic leaves of (T * N)/H with both P µ and P Oµ , where
2.4 A momentum map on the symplectic leaf P O µ -identification of classical observables to be quantized
Recall in section 1 that we motivated the approach of finding a group G which acts on the reduced phase space together with a corresponding momentum map. This allows a subclass of observables to be selected which we expect to quantize provided that we can find a suitable representation of G. Isham [18] has considered the special case where N is a Lie group G (with H ⊂ G) so that Q = G/H is homogeneous. In particular he considered an action of G on the symplectic leaf
with a corresponding momentum map. We would like to generalise this approach for the present case where G is replaced by the general principal fibre bundle N and we consider any symplectic leaf in (T * N)/H. The guiding principle is that the [left] action of G on the bundle G → G/H = Q commutes with the right action of H on G. Hence this action of G determines a subgroup of the group of automorphisms of G. For the general bundle N this group is denoted by Aut N and consists of all diffeomorphisms, φ, of N which satisfy, for all h ∈ H,
Note that such a φ determines a diffeomorphism of Q,φ ∈ Diff Q, viā
where π : N → Q is the bundle projection. In the general case there is no natural finite-dimensional subgroup of Aut N, thus we are forced to consider the whole group. We regard the Lie algebra of Diff N to be the set of all complete vector fields on N. Unfortunately the commutator of two vector fields [
where the subscript LB denotes the Lie bracket of the two elements of the Lie algebra. Thus, in order to differentiate between the two brackets we will continue to use this subscript when considering Diff N (and Aut N).
Drawing on Guillemin and Sternberg's treatment [13] of the action of the semi-
) and the Lie algebra is
Here we have identified
and the action is given by
This choice of the group Aut N ⋉ C ∞ (Q), whose action on T * N we are interested in, agrees with that of Landsman [27] .
Guillemin and Sternberg [13] give the equivariant momentum map,
consists of all smooth vector fields on N that are H-invariant (e.g., see [13] ), i.e., they satisfy ρ h * (A n ) = A nh , for In passing, we note that there is a relation between the momentum map J and the dual pairs of section 2.1. Specifically, let J R be the momentum map for the right action of H as given in (2.2.4). We know from section 2.1 that we have the dual pair
Now note that J(T * N) is finite-dimensional. Further, using (2.4.5), we can identify 
We then note that J induces a symplectic diffeomorphism,J µ , which maps the
Furthermore, the mapJ µ is a momentum map for the action
We have thus achieved our goal and we can now write down the classical observables we expect to be able to quantize. These are given by
Recalling that
Let s be a local section of the bundle N → Q. This allows us to choose a specific element in each of the equivalence classes
This expression simplifies if we use local coordinates. Now N # /H = T * Q, and 
where
This gives the classical observables which we expect to quantize.
The reduced Hamiltonian
The Hamiltonian H 0 on T * N drops to a reduced Hamiltonian on the symplectic leaves of (T * N)/H. In particular, when a symplectic leaf is identified with P Oµ , the reduced Hamiltonian H Oµ is given by [30] 
where (q, p, ν) labels locally a point in 
Geometric quantization
We give a brief outline of the main procedures of geometric quantization. The reader is referred to Woodhouse [45] , Sniatycki [39] or Puta [36] for comprehensive expositions.
Prequantization and Polarizations
Prequantization is the process of finding the Hilbert space H described in section 1
together with the map f →f which links classical observables with their counterpart 
where dim M = 2n. We restrict H to be the space of square-integrable sections.
Each observable, f ∈ C ∞ (M), corresponds to the operatorf , wherê
and ξ f is the Hamiltonian vector field associated to f . This ensures that conditions (Qi) to (Qiii) of section 1 hold. If ξ f is complete thenf is essentially self-adjoint (on a suitable domain).
Associated to each observable f is a vector field V f on B characterised by
HereΘ is the connection one-form on the prequantum bundle B andΘ is its complex conjugate. Let ρ t denote the flow of ξ f , and δ t the flow of V f . For a section s ∈ Γ(B) a linear "pullback" actionρ t : Γ(B) → Γ(B) can be defined by
Then,ρ t is related to the quantum operatorf via
For a given symplectic manifold, a prequantum bundle does not always exist. This leads to what are called quantization or integrality conditions which determine if and when a prequantum bundle exists. Such conditions are usually formulated as a requirement on an integral of the symplectic form or in terms of de Rham cohomology classes.
The next step in geometric quantization, once the prequantum bundle has been found, is to construct a polarization of the symplectic manifold. Then the Hilbert space H is replaced by sections which are parallel along the polarization. Such sections are called polarized sections. The class of observables that can be quantized is then restricted to those for which the flow of the corresponding Hamiltonian vector field preserves the polarization.
Quantization on coadjoint orbits
Much has been written on the subject of geometric quantization on coadjoint orbits; e.g., see Woodhouse [45] , and Baston and Eastwood [4] . We briefly outline the main steps.
Let H be a compact connected Lie group with Lie algebra h; let µ ∈ h * and let O µ ⊂ h * denote the coadjoint orbit of µ. Recall, that in section 2.1, p. 8, we saw that we could regard H as a presymplectic manifold. Also, we noted that for compact H (assumed here), H µ , the isotropy group of µ, is connected; then the reduction of H by the left action of
and ω µ is the restriction of the canonical 2-form on T * H to H × {µ} ≃ H where we are working with the right trivialization of T * H. Thus, from (2.1.13), ω µ = −dθ µ where θ µ (h) = ρ * h −1 µ. Having detailed the symplectic manifold (H µ \H, ω O ), the next step is to construct the prequantum bundle. Drawing on Woodhouse [45] , Kostant's formulation of the integrality condition on ω O can be expressed as the requirement that i −1 µ should be the gradient at e of a homomorphism χ µ : H µ → T, where T is the circle group. The prequantum line bundle, B, is given by B = H × Hµ C, i.e., H ×C modulo the
This bundle has a connection whose curvature is −1 ω O . The connection can be either considered in the light of [45] or in the following manner. The principal bundle H → H µ \H has the canonical H-invariant (under right action) connection (e.g., see [22] ); by the assumption on the integrality of µ, there is a representation of H µ into U(1). Under the derivative of this representation, the canonical connection becomes a connection on B ′ with curvature
We can identify the sections of B with functions φ :
There is an induced representation, π µ of H, on these functions defined by
An inner product is given by
We only require two more facts concerning the quantization on coadjoint orbits, namely that there is a positive H-invariant polarization on H µ \H and that the representation π µ acting on the polarized sections of B is irreducible. The first of these is a standard result [45] whilst the second, however, is only given (refs. [45] and [4] ) when it is assumed that H is simply connected. The extension to the case where this assumption is no longer made is just the application of a series of standard results. The main one being that the Borel-Weil theorem [21] holds without this assumption. We now briefly give the details.
Closely following [45] , except where indicated, let T denote a maximal torus in H. There is an arbitrariness in choosing T and we may use this freedom to ensure that T ⊂ H µ . Let ∆ denote the set of roots of h and, for α ∈ ∆, let g α denote the corresponding eigenspace. For A ∈ g α , A = 0, define
Further, this polarization is H-invariant, which means that for each [s] ∈ H µ \H we
, where H acts naturally on the right of H µ \H. We now return to the representation, π µ of H, mentioned above. Firstly the integrality condition on µ means that µ, A is an integer multiple of for every A ∈ h such that e 2πA is the identity [45] . This means that, in the terminology of weight theory, µ is analytically integrable [21] . Also, since µ, Z α > 0 for all α ∈ ∆ + µ , µ is said to be dominant [21] . Now, as a complex manifold H µ \H is the same as the homogeneous space B\H C , where B ⊂ H C is the subgroup generated by b and H C is the complexification of H. Further, the representation χ µ of H µ extends to B [42] , so that we can identify the polarized sections of B with functions φ : H C → C satisfying:
The representation π µ acts in the same manner as before on these polarized sections and by the Borel-Weil theorem [21] , π µ is an irreducible unitary representation of H. Further, by choosing an appropriate value of µ, all finite irreducible unitary representations of H are obtained in this way. The reader is referred to [45] for a discussion on the value of µ which generates a given representation.
4 Geometric quantization of the symplectic leaves of (T *
N )/H
Recall that the reduced phase space of our constrained mechanical system can be identified with a symplectic leaf of (T * N)/H. We now apply the technique of geometric quantization to these symplectic spaces.
The prequantum line bundle B → P µ
We require a (complex) hermitian line bundle B → P µ and a connection ∇ on B with curvature −1 σ, with σ given in (2.2.9). In particular, we saw in section 2.2 that the symplectic form on P µ was built from the 2-form β µ defined on N/H µ and the canonical 2-form on T * (N/H µ ). Thus, we aim to find a line bundle, B ′ , over N/H µ and a connection on B ′ with curvature −1 β µ . We can pullback B ′ by π to 
Here, s denotes the unit section and ψ is a complex valued function. But χ
so A µ determines a connection with curvature
we note that we can identify sections of B ′ → N/H µ with functions γ :
For completeness we relate our approach to that of Woodhouse [45, proposition 8.4.9] for the construction of the prequantum line bundle for the reduction of a symplectic manifold. Specifically, in our present notation, Woodhouse defines the line bundle to be N × C quotiented by the equivalence relation (
Here π : N → N/H µ is the projection map and the precise path of the integral does not matter since it supposed that α µ satisfies the integrality condition 1 2π γ α µ ∈ Z whenever γ is a closed curve in a fibre of N → N/H µ . (Note that Woodhouse's construction does not require the 2-form dα µ to be symplectic.)
From the defining properties of a connection, it immediately follows that, for A ∈ h µ , α µ , ξ(A) = µ, A and, additionally using the H µ invariance of µ, ρ * hµ α µ = α µ , where h µ ∈ H µ . Considering the equivalence relation defined above, clearly n 2 = n 1 h µ for some h µ ∈ H µ . Thus, for h µ = e A , where A ∈ h µ , we have
Recall that H µ is connected (see section 2.1, p. 8); hence we can define χ µ :
Note that the right hand side of (4.1.5) is independent of n and so χ µ is well defined. Thus, the integrality condition is equivalent to χ µ being a single valued function on H µ . Further, 1.6) and hence that χ µ (h µ h
, we see that χ µ is a homomorphism χ µ : H µ → T whose gradient at e is i −1 µ. Reversing the argument, it can be seen that the converse holds. Thus we find the same condition on χ µ as before.
Note that, given α, our construction defines a unique line bundle (B ′ , ∇). This is in contrast with the usual situation in geometric quantization because there the symplectic 2-form, σ, is the starting point and this does not define a unique one-form θ such that dθ = σ; the construction of the line bundle uses the 1-form θ, and thus this process does not, in general, give a unique bundle unless the symplectic space is simply connected (e.g., see [45] ). Our approach avoids this problem because we start with α µ rather than β µ .
Recalling the comments made in the opening paragraph of this section we have now proved For clarity and for future reference we note that the bundle B has local connection
If we use principal bundles rather than their associated vector bundles, the trivialization T * N ≃ N # × h * allows more explicit forms for the various bundles just described to be given. The key point is to realise that the map hor defined in (2.2.7) is no more than the projection
Also, by considering π * N/Hµ N to be the annihilator of the vertical bundle of N → N/H µ , we see that π * N/Hµ N ≃ N # × n * , where n * ⊂ h * is defined to be the annihilator of h µ ⊂ h.
Then, the pullback bundles of N → N/H µ are given by the following diagram.
The bundle ı * π * N/Hµ B ′ is given by N # × Hµ C. (The prequantum bundle B has the same structure but the connection is not the one induced from B ′ .)
The Aharanov-Bohm effect
Briefly [2, 45, 35] , Aharanov and Bohm considered the case of a particle with charge e moving in the region outside an [infinitely] long cylinder, so that the configuration space, Q, of the system is no longer simply connected. Inside the cylinder there is a non-vanishing magnetic field; even if the magnetic field in Q vanishes, there is no gauge in which the magnetic vector potential, A, vanishes in Q. It is found that the potential influences the motion of the particle, in that the phase change of the wave function of the particle around a closed loop surrounding the cylinder is not zero, but is given by
The Aharanov-Bohm effect in the context of geometric quantization is well understood [15, 14] . We now quickly show how our approach reproduces the expected results. The phenomena of electromagnetic fields is described by a U(1) gauge theory. Now the phase change in ψ, a section of the bundle B ′ , on going round the loop γ by parallel transport is just χ µ (h µ ). From (4.1.5) and (4.1.4), we have immediately
where we have identified L(U(1)) with R. This agrees with (4.1.8) since O µ = {µ} ∈ h * is identified with the charge e of the particle. Hence our construction automatically gives the physically correct choice of the prequantum line bundle. At this stage it is not clear how this generalises to non-Abelian gauge groups. We will return to this as the end of section 4.4.
A polarization for P µ
Recall, that we may consider P µ ≃ P Oµ = N # × H O µ . Now, we saw that, in The direct sum of the polarization, P O , on O µ and the distribution, 
as required.
Theorem 2
The distribution P is a polarization for P Oµ .
Proof. Firstly, P and P +P are involutory since the push-forward map pr * preserves commutators. Further, by construction we see that P is smooth and also P m ∩P m = pr * (P 0 ⊕ {0}). Thus P m ∩P m is of constant dimension. We finally need to show that P is maximally isotropic. Clearly P has the right dimension since dim
To show that P is isotropic we need the expression for the symplectic form on P Oµ given in (2.1.7). Since we are using the trivialization T * N ≃ N # × h * , Ω should be replaced byα * Ω which is the induced symplectic form on
where to justify Ω(α * j O * P ′ u ,α * j O * P ′ u ) = 0, we consider local canonical coordinates {q i , p j } on T * N. Then, we see thatα * j O * P ′ u is spanned by { ∂ ∂p j }, and thus the desired result. Hence P is maximally isotropic and is a polarization for P Oµ ≃ P µ .
Quantization
Having found a polarization for P µ , the standard approach in geometric quantization is to replace the pre-Hilbert space of smooth square-integrable sections of the prequantum line bundle, B, with the subspace of square-integrable polarized sections of B. The quantum operator corresponding to a classical observable is defined on the polarized sections of the prequantum line bundle B. However, these sections are not square-integrable on P µ . Thus, in a manner analogous to that described in [45] , we alter the quantization process so that we integrate over Q rather than P µ .
Briefly, let π : P µ → Q be the canonical projection and let ∆ Q → Q denote the line bundle Λ n T * C Q. (Here Λ n V is the n-fold exterior power of a vector space V and 
The quantum operator,f , corresponding to a classical observable, f , is given by
wheres = sη and div is defined with respect to
L denotes the Lie derivative.) However, only certain observables can be quantized.
Specifically, the flow of ξ f must preserve the polarization and, additionally, we are interested in the case when ξ f is complete so that the operatorf is essentially selfadjoint (on a suitable domain). For a vertical polarization of T * Q, the form of such
where v ∈ Γ(T Q) and u ∈ C ∞ (Q) [45] . For a Kähler polarization, ξ f must be a Killing vector [45] . We now consider a special case of the latter, namely, a Kähler polarization on a coadjoint orbit, O µ ≃ H µ \H. We can regard X ∈ h as an element Kähler polarization, we see that, crucially, the general form of a classical observable which can be quantized to give a self-adjoint operator agrees with that given in (2.4.10). This agreement between the prediction, made in section 2.4 via the use of a momentum map, of which classical observables should be quantized and the actual observables which can be quantized via the geometric quantization technique is striking and indeed most reassuring.
The quantum operator corresponding to the observable given in (2.4.10) acts on sections of B K = B ⊗ δ D and can be found using (4.3.2). However, there is a much more elegant way to present the quantum operators, namely as the Lie algebra representation derived from a representation of a Lie group. We now explain this approach.
Polarized sections of the prequantum line bundle
In order to make the connection with induced representations we must first represent the polarized sections of B in a more transparent manner.
To begin with, consider the line bundle
and we can represent sections of B ′ by functions ψ :
From ψ we can define a function γ :
It is easy to see that γ(nh µ ) = χ µ (h −1 µ )γ(n). Hence γ satisfies (4.1.3) and thus ψ represents a section, s, of B ′ . We can pull s back to give a section of the prequantum line bundle B. The crucial point is how to realise the polarization condition on the ψ's.
We can define a distribution on N × H O µ in a similar manner to that used in In terms of the functions ψ : N × H → C, if we set φ n (h) = ψ(n, h) and regard φ n : H → C then the condition that ψ will correspond to a polarized section of B is that φ n represents a polarized section of H × Hµ C (where (h, z) ∼ (h µ h, χ µ (h µ )z), h µ ∈ H µ ) with respect to the Kähler polarization on H µ \H. Consequently, let H µ be the completion of the pre-Hilbert space of square-integrable polarized sections of H × Hµ C. Note that sections of H × Hµ C are represented by functions φ :
Thus we are in the same setting as that detailed in section 3.2 and so we have a irreducible unitary representation π µ of H on H µ .
We can then define Further, by construction, these functions correspond to polarized sections of B; hence we have proved
Theorem 3 There is a one-to-one correspondence between the polarized sections of the prequantum bundle B and the sections of
One advantage of identifying sections of the prequantum bundle B with sections of N × H H µ is that the latter bundle is closely related to induced representations as we shall see in the next section, but first we return to a matter alluded to at the end of section 4.1.
The generalised Aharanov-Bohm effect
Wu and Yang [46] gave a description of a generalised (i.e., the gauge group is non-Abelian) Aharanov-Bohm effect in terms of a nonintegrable phase factor. This is the "generalised phase change" of the wave function of the particle on being parallel transported between two points with respect to the connection which represents the gauge field. The term "generalised phase change" is used because the nonintegrable phase factor acts via an irreducible representation of the gauge group on the wave function of the particle. This representation is, in general, not one-dimensional.
The Aharanov-Bohm effect for the gauge group SU(2) has been studied [16] in terms of particles satisfying the Dirac equation, or its non-relativistic limit, confirming Wu and Yang's predictions. In the context of geometric quantization, the study of the generalised Aharanov-Bohm effect has been constrained to trying to classify the different "prequantizations" of the "isospin" bundle N → N/H µ [17] . This was found only to be possible when the relevant bundles were trivial. We will now show, by considering the bundle E = N × H H µ rather than the line bundle associated to N → N/H µ , how the Wu and Yang nonintegrable phase factor appears naturally in our approach together with the representation of the gauge group H via which the phase factor acts on the wave function of the particle.
The bundle E = N × H H µ is an associated vector bundle of the principal bundle N → N/H. Now this latter bundle has a connection α and thus there is a corresponding covariant derivative, ∇ α , on the sections of E. We will now show that this covariant derivative is equivalent to the one on the sections of the line bundle B ′ = N × Hµ C. This means it is permissible to consider parallel transport in E rather than in B ′ . Let s be a section of E. We can represent s by s(q) = [n(q), ψ(n(q), h)] H where ψ satisfies (4.4.1) and π N →N/H (n(q)) = q ∈ Q = N/H. Now consider a curve σ(t) in Q. We can choose n so that n(σ(t)) =σ(t) is an arbitrary horizontal lift of σ(t) with respect to the connection α. Let X be the tangent to σ(t) at t = 0. Then
Now we saw earlier how sections of E could be identified with sections of B ′ . Here s(q) corresponds to a section s ′ of B ′ where, with γ as defined in (4.4.2), 4.5) and
It is easy to see thatσ(t)h −1 is a horizontal lift of σ ′ (t) with respect to α ′ since if A is the tangent vector toσ(t) (so α(A) = 0), then α
Thus, letting X ′ be the tangent vector to σ ′ (t) at t = 0, we have
and the right hand side corresponds to the section [σ(0),
in agreement with (4.4.4). Now let σ(t) be a curve in Q with σ(0) = q 0 and σ(1) = q 1 . Denoting, as before, σ(t) to be the horizontal lift of σ(t) to N with respect to the connection α, define
The general expression for h is
where P is a path-ordering operator along σ(t) (which is necessary as H is, in general, no longer Abelian) and A is the local form on Q for α. This is the nonintegrable phase factor of Wu and Yang [46] . For a section s = [n, v] H of E, the change in v ∈ H µ on s being parallel transported around σ is given by π µ (h), i.e., 
Induced Representations
The theory of induced representations is well known for the case where one starts with a representation π µ of H acting on H µ and induces, from π µ , a representation π µ for a Lie group G where H ⊂ G. The induced representation π µ acts on sections of the bundle G × H H µ . (E.g., see [41, 3] .) Now a generalisation of this type of induced representation, due to Moscovici [34] , exists for the case in hand of the bundle N.
The starting point is the bundle E = N × H H µ , given in the previous section, with
sections of E identified with functions Ψ :
for all h ∈ H. The representation, π µ , of a group G ′ which acts on the left on N and commutes with the right action of H is given by
We are naturally interested in taking G ′ = Aut N. (Note this is not a special case of [34] since it was assumed there that G ′ was locally compact.) We expect that, for A ∈ L(Aut N), the action given by dπ µ (A) corresponds to the observablê
and dπ µ is defined, via (1.0.2), on the domain of compactly supported cross-sections of the vector bundle E. Before showing that this is the case, we remark that, as we will see, the group C ∞ (Q) can be incorporated into π µ in an obvious way to give a unitary representation of Aut N ⋉ C ∞ (Q). This representation is the same as that used by Landsman [27] except here the choice of such a representation is now fully justified in that we show that the derived Lie algebra representation corresponds to specific classical observables via the mapĴ µ . Also we note that this representation 
Here,φ 0 denotes the diffeomorphism defined on N/H µ in the same fashion as in 
we find To begin with we return to (4.5.3) and note that we can write this as Lemma 1
Proof. Now π B→Pµ * A B is just the vector field generated by A acting on P µ . Hence, from the properties of the momentum mapJ µ , it is evident that (4.5.5) holds.
To verify (4.5.6), let b : U ⊂ N/H µ → N denote a section of the bundle
In this trivialization the connection one-form is given bỹ
where Θ is the local potential one-form of the connection given in (2.2.10) (with the minus sign as we are using a right action of H). From the definition of θ 0 in (2.1.9), and recalling that elements (n, p) of N # correspond to elements in the annihilator of the vertical bundle of T N, we have
The remaining part of Θ, as given in (2.2.10), consists of an α µ term. Now
further, 5.10) where τ 1 is the local trivialization of N × Hµ C via τ 1 (q, z) = [b(q), z] Hµ . To complete the verification of (4.5.6) we use the following result. 
Lemma 2
is the connection one-form on B ′ andᾱ µ is its complex conjugate.
Proof. This can be readily checked by considering, for example, the curve b(q(t))e Thus, it finally remains to calculate α µ , A N n . We have 5.12) where s is the section of the bundle N → N/H used at the end of section 2.4.
Combining this equation with (4.5.8) we finally obtain
Note that the right hand side is in fact a function on
using (2.4.9) . Clearly the same expression is obtained for Θ , V and thus this completes the proof of Lemma 1.
By considering (4.5.4), (3.1.5) and Lemma 1 we see that Theorem 4 has been proved.
It finally remains to incorporate C ∞ (Q) into the representation π µ defined in Identifying the Lie algebra of C ∞ (Q) with the Lie group we have, in the notation
where s is a section determined locally by
. It follows that the corresponding δ t is given by
Regarding, as before, δ t to be the flow of the vector field V = ξ B (f ) (i.e., the vector field on B generated by the action of f via τ ) we now only need to prove Lemma 3 
as required by (4.5.20) .
In the same manner as Theorem 4 this completes the proof of Theorem 5. Note
So far we have found operators which act on the sections of B. We must now restrict these to act on polarized sections of B. Recall that there is a one-to-one correspondence between the polarized sections of B and the sections of E = N × H H µ .
Thus, we see that the action of π µ 0 on the polarized sections is equivalent to the action of π µ on the sections of E. So, to summarize, we can put our results for
Aut N and C ∞ (Q) together to obtain our key result: the prequantum operator corresponding to the classical observableĴ µ (A, f ) is given by dπ µ (A, f ). However, this is not quite the complete picture because so far we have considered the quantum operators to be acting on sections of B rather than sections of B K = B ⊗ δ D . We address this point in the next section.
Unitary representations
As it stands the representation π µ fails to be unitary unless there exists a measure on N which is invariant under Aut N. This can be overcome in a standard way using the Radon-Nikodym derivative, e.g., [18, chapter 5.2] . Let µ be an H-invariant measure on N, which in turn determines a measure ν on Q. Then we define the representation π µ by replacing (4.5.16) with 
and we restrict our attention to smooth functions Ψ that have compact support. Further the representation π µ is, in general, irreducible. To see this we first recall that there is a one-to-one correspondence between the sections of E and the functions γ : N → C which satisfy (4.1.3) and the "pseudo-polarization" condition detailed in section 4.4. In terms of the γ's we have
For a general Lie group G, the representationπ of G ⋉ C ∞ (N) acting on smooth
is irreducible [18] provided N does not decompose into a disjoint union of two Landsman [27] has given an explicit form of the representation π µ in terms of functions ψ α : U α ⊂ Q → H µ . Specifically, cover Q with open sets {U α } and denote local smooth sections of N by s α : U α → N such that for q ∈ U α ∩ U β s β (q) = s α (q)g αβ (q) where g αβ : U α ∩ U β → H is the transition function for the two coordinate patches U α and U β . An element of H µ is represented by a collection {ψ α } of smooth functions ψ α : U α → H µ , which are related on U α ∩ U β by
The action of π µ on these functions is given by 6.6) where h β is the element of H satisfying s β (φ
Here it is assumed that q ∈ U α andφ −1 q ∈ U β . Landsman [27] also gives a formula for the derived representation dπ µ , which in our notation is
Here α is the connection on N → Q and ∇ is the corresponding covariant derivative via the representation π µ of H on H µ . Also note that the div term agrees with that in (4.3.2). As noted by Landsman [27] the operator dπ µ is defined and essentially self-adjoint on the domain of compactly supported cross-sections of the bundle E = N × H H µ . Further, the right hand side of (4.6.7) is actually independent of the connection used. The motivation for writing (4.6.7) in this manner is that the third term on the right hand side is the generalisation of the Poincaré term in the angular momentum of a charged particle moving in the field of a magnetic monopole [25] ; if A is a symmetry of the dynamics then this term is the contribution of the external gauge field to the conserved operator dπ µ (A, 0).
We have now proved our main result:
Theorem 6 For the constrained mechanical system whose reduced phase space is P µ , the quantum operator corresponding to the classical observableĴ µ (A, f ) is given by dπ µ (A, f ) and acts on compactly supported cross-sections of the bundle E = N × H H µ . In terms of the quantizing map Q , this is written as
Note that as π µ is, in general, irreducible we have satisfied the irreducibility requirements discussed in section 1. We now turn to the problem of finding the Hamiltonian for the quantum system. Unfortunately the classical Hamiltonian is not in the subclass of observables that we can quantize using Q ; indeed this is a generic problem with geometric quantization when the Hamiltonian is not linear in momentum. However, Landsman [27] has shown that the quantum Hamiltonian, H , is given by the gauge-covariant Laplacian on E = N × H H µ . Specifically, H determines the time-evolution of an operator 6.9) and H , which acts on sections of E, is given by
Here we have included the potential V 0 , which was defined at the end of sectionappearance of inequivalent quantizations, i.e., the discovery of many different quantum schemes resulting from the same classical system. The second is the presence of quantizations which appear to be unrelated to the original system. We find that the geometric quantization approach shows that the inequivalent quantizations of Isham's correspond to slightly different classical systems, and also that the seemingly unrelated quantizations of Isham's are indeed quantizations resulting from a completely different physical system. Note that the different quantizations Isham finds are unrelated to whether or not the configuration space is multiply connected. We conclude the section with a worked example for the case G = SU(2) and H = U(1).
This gives the homogeneous configuration space S 2 .
Let V be a vector space which carries an almost faithful representation of G and for which there is a G-orbit in V that is diffeomorphic to G/H. Isham [18] argues that quantization corresponds to representations of the semi-direct product group G = G⋉V * . Crucially Isham considers G as a subgroup of Diff Q ⋉ C ∞ (Q)/R (where R denotes the functions constant on Q) and the phase space of the system to be T * Q.
A momentum map for the action of G on T * Q is found and indeed corresponds to the restriction of the momentum mapJ µ=0 of section 2.4 to 
Note that it is not clear which representation π µ is to be chosen on the right hand side. Whereas we have the phase space
It is now clear that different representations of G correspond to different physical systems. In fact, for a particle moving in a Yang-Mills field, the different representations of G correspond to the different possible charges that the particle could have.
The representations of G in Isham's second class clearly correspond to the quantizations of constrained systems which have H ′ as the symmetry (gauge) group. In terms of a particle in a Yang-Mills field, these representations correspond to a particle on the configuration space G/H ′ where the internal charge couples to the gauge group H ′ . Thus, they are unrelated to the original system.
The canonical connection
There is a natural choice for the metric on G; specifically, as H is compact, h is reductive in g and a positive definite inner product , exists on g which is invariant by π ad (H) (e.g., [23] ). Thus, by defining m to be the orthogonal complement to h, with respect to this inner product, we have that g = h ⊕ m and [h, m] ⊂ m, i.e., the decomposition is reductive. We can use this inner product on g to define one on T g G via X, Y g = λ g −1 * X, λ g −1 * Y , thus defining a metric on G. We saw in section 2.2 that a choice of a metric on N was equivalent to choosing a connection on N → N/H. In this section we will explicitly identify this connection.
Let g ab = T a , T b where {T i } is a basis for g . We can write the Hamiltonian as We denote the momentum map for the right action of H on T * G by J H . From (2.1.10) we find for, X ∈ h, J H (g, p), X = p, X . Before calculating the explicit form for the induced representations we first find an expression for the classical observables in local coordinates on each coordinate patch.
Note that the symplectic leaf The term div in (4.6.7) vanishes because if the vector field X is complete, div X = 0 by the G-invariance of ν (e.g., see [1] ). Also note that in the region the coordinate systems overlap, ψ N and ψ S are related by (4.6.5), namely ψ S (φ, θ) = e 2inφ ψ N (φ, θ). The action of the generators of SU(2), detailed above, agree with those given by Landsman [24] for SO(3) except that here half-integer values of n are allowed, which reflects the fact that we are using SU(2) rather than SO(3).
We can now give the quantization explicitly. Using (4.7.25) together with (4.6.8),
we have −p φ cos φ cot θ − p θ sin φ + µ sin θ cos φ → L n 1 −p φ sin φ cot θ + p θ cos φ + µ sin θ sin φ → L n 2 p φ + µ cos θ → L n 3 sin θ cos φ →q 1 sin θ sin φ →q 2 cos θ →q 
Conclusion
We have now achieved our aim of matching a preferred class of observables with their quantum operator counterparts in a way which satisfies the quantum conditions Finally, for a particle in an external Yang-Mills field, the rôle of the connection α is now transparent. Note that we can regard α to be given by the classical Hamiltonian H 0 on T * N since H 0 implicitly gives the metric on N which then determines α. Firstly, the obvious rôle of the connection is in the quantum Hamiltonian H .
Turning to the quantizing map Q , however, we see that this map is independent of the connection. This follows since, for the symplectic leaves of (T * N)/H, we could,
given O µ ∈ h * , write the corresponding symplectic leaf as (J −1 (O µ ))/H which is defined without recourse to the connection. This is the reduced phase space of the particle. Similarly both the mapĴ µ and the derived representation dπ µ are defined without regard to the connection. (Recall that right hand side of (4.6.7) is independent of the connection used.) Thus, as claimed, the quantizing map is independent of the connection and, in fact, there is only one set of quantum operators, labelled by L(Aut N ⋉ C ∞ C (Q)). Where the connection comes in, is that it allows the 'external' and 'internal' classical variables of the particle to be explicitly identified, i.e., it determines the local form ofĴ µ given in (2.4.10) where the (q α , p β ) are considered as 'external' variables and ν represents the 'internal' variables. Thus, the connection determines the way in which the quantum operators are interpreted at a physical level.
