Abstract. Suppose that 1 < c < 9/8. For any m ≥ 1, there exist infinitely many n such that
Introduction
Let p k denote the k-th prime. In view of the prime number theorem, the expected value of the prime gap p k+1 − p k is near to log p k . In 1940, Erdős [3] showed that lim inf
for some constant 0 < c 0 < 1. Later, the value of c 0 was successively improved. In 2009, using a refinement of the Selberg sieve method, Goldston, Pintz and Yıldırım [5] proved that lim inf
Furthermore, under the Elliott-Halberstam conjecture, they also showed that lim inf
In fact, if the twin prime conjecture is true, there are infinitely many k such that p k+1 − p k = 2. In 2014, Zhang [18] for the first time proved unconditionally that lim inf
i.e., the gap p k+1 − p k can be infinitely often bounded by a finite number. One ingredient of Zhang's proof is an improvement of the Bombieri-Vinogradov theorem for the smooth moduli. Subsequently, the bound for p k+1 − p k was rapidly reduced. In 2015, with the help of a multi-dimensional sieve method, Maynard [10] gave a quite different proof of Zhang's result and improved the bound to 600. Nowadays, the best known bound is 246 [14] . Furthermore, using the Maynard's sieve method, Maynard and Tao independently found that lim inf
for any m ≥ 1, where C m is a positive constant only depending on m. Now, basing on the discussions of Maynard and Tao, the bounded gaps between the primes of some special forms are also investigated. For examples, the Maynard-Tao theorem has been extended to: the primes p with p+2 being an almost prime [8] , the primes of the form [αn+β] [2] , the primes having a given primitive root (under GRH) [13] , the primes p = a 2 +b 2 with a ≤ ǫ √ p [16] , etc.. In fact, the Maynard-Tao theorem is valid for any subset of primes with positive relative upper density satisfying some mean value theorem, we refer the reader to [9] .
where [x] = max{m ≤ x : m ∈ Z}. That is, N c the set of the integers of the form [n c ]. In 1953, Piatetski-Shapiro [12] showed that there are infinitely many primes lying in N c provided 1 < c < 12/11. In fact, he got
The primes lying in N c are usually called Piatetski-Shapiro primes, so that the Piatetski-Shapiro primes form a thin set of primes, and the average gap between the primes in [1, x] ∩ N c is about x 1−1/c log x. The upper bound for c satisfying
has been improved many times during the past six decades. Now the best admissible range of c is (1, 243/205) by Rivat and Wu [15] . It is natural to ask how small the gaps between the primes in N c can be. Let p (c) k be the k-th prime in N c . Of course, we can't expect that the p
k can be bounded by a finite number, since (n + 1)
However, in this paper, we shall show that if 1 < c < 9/8, then for any m ≥ 1,
where γ = 1/c and C m > 0 is a constant only depending on m and c. That is, we have p
for infinitely many k. Our main result is that Theorem 1.1. Suppose that 1 < c < 9/8 and m ≥ 1. If
where C > 0 is a constant only depending on c, then there are infinitely many n such that the set
contains at least m + 1 primes.
Although there also exists a mean value theorem for the Piatetski-Shapiro primes [11] , the main difficulty in the proof of Theorem 1.1 is that the Piatetski-Shapiro primes are too sparse. According to the Maynard sieve method, we have to use the weight 2. Maynard's sieve method for the Piatetski-Shapiro primes
and let k 0 be a large integer to be chosen later. Suppose that f (t 0 , t 1 , . . . , t k 0 ) is a symmetric smooth function whose support lies on the area
Let R = X σ 0 and define
Clearly
Now suppose that X is sufficiently large and let
For convenience, below we write n ∼ X for X ≤ n ≤ 2X. The following lemma is one of the key ingredients of Maynard's sieve method.
Lemma 2.1.
Proof. See [14, Lemma 30] .
The conventional way to capture the Piatetski-Shapiro primes is to use the Fourier expansion of {x} and the fact
So if {n γ } lies in the short interval [1 − δn γ−1 , 1) for some constant 0 < δ < γ, then n ∈ N c . The following lemma is a classical result in number theory, and is frequently used for the problems of Diophantine approximation. Lemma 2.2. Suppose that 0 ≤ α < β ≤ 1 and ∆ > 0 with 2∆ < β − α. For any r ≥ 1, there exists a smooth function ψ with the period 1 satisfying that
Proof. This is [17, Lemma 12 of Chapter I].
where C 1 , C 2 are constants and |C 2 | = o(X 2γ−1 ). Suppose that σ > 0 and 9(1 − γ) + 12σ < 1. Then there exists a sufficiently small ǫ > 0 (only depending on c and σ), such that
1)
Proof. This is just (2.10) of [1] , although Balog and Friedlander only considered f j (x) = jx γ + C 1 x. In fact, in their proof, only the fact f
Suppose that ǫ 0 is the ǫ corresponding to c and σ = 8σ 0 in Lemma 2.3. Let
Suppose that χ is the smooth function described in Lemma 2.2 with
And let ψ be the smooth function described in Lemma 2.2 with
For n ∈ N c and h ∈ Z, let
Proposition 2.1.
Assume that n ∼ X and
So n ∈ N c . Furthermore, if h is an integer with |h| ≤ k 0 , we also have
On the other hand, if
That is,
Assume that n ∼ X and n ∈ N c . Suppose that 0 ≤ h ≤ k 0 and let
Since n ∈ N c , in view of (2.3) and (2.4), we must have
so in view of (2.4), we must have
Moreover, we also have
It is also impossible that {n γ } = 0, since if so, then
which will lead to a similar contradiction as (2.5). So we also have
According to Lemma 2.5 and (2.7), for each 0 ≤ h ≤ k 0 , we get
Below we just consider the case h = 0, since all other cases are similar. Clearly
(2.10)
First, we claim that the sum (2. 
Fix r 0 , r 1 , . . . , r k 0 and let
Lemma 2.6. For any H ≥ 2,
13)
where |c(θ)| ≤ θ and Φ(x; H) = (1 + H x ) −1 .
Proof. (2.13) is an easy exercise for the Fourier series. We leave its proof to the reader.
(2.14)
Now using Lemma 2.2 and letting α 0 = 3δ 0 X γ−1 /4, we get
by noting that
for those j > X 1−γ+ǫ 0 . And we also have
where
Recall that
in view of Lemma 2.2. Applying the Lemma 2.3, for any given j 2 , h and s with |j 2 | ≤ X σ 0 and |h| ≤ H, we can get
Below we need to show that
are pairwise coprime and
Suppose that 0 ≤ s ≤ W − 1 and let
In view of the Heath-Brown identity [7] , for any ǫ > 0,
where a m , b n satisfies one of the following three conditions: 
Lemma 2.7. Suppose that ∆ > 0 and
Proof. This is the well-known van der Corput inequality (cf. [6, Theorem 2.2] ).
Let θ 3 = j 2 + h + θ 2 . Note that
Recalling θ 3 = j 2 + h + θ 2 and using (2.18), we get
For the case (2.22), we also have
It suffices to consider those t with t ∼ X/M. Clearly m∼M n∼X/m n≥t e f (mn) = m∼M m≤2X/t t≤n≤2X/m e f (mn) .
Similarly, it is not difficult to show that mn∼X m∼M
Thus noting that |j 2 | ≤ X σ 0 and using (2.19), we get (2.17). Now in view of (2.14), (2.15), (2.16) and (2.17), we have
provided that θ 1 = 0 or θ 2 = 0. Using the similar discussions, we can also get
It follows that
That is, in view of (2.12),
It follows from (2.9) that
By the Siegel-Walfisz theorem,
And by Lemma 2.1, we have
Finally, since f (t 0 , . . . , t k 0 ) is symmetric, Proposition 2.1 is concluded.
3. The Proof of Theorem 1.1
Let χ
• be the smooth function described in Lemma 2.2 with
and let χ
for any 0 ≤ h ≤ k 0 . Let ψ * be the smooth function described in Lemma 2.2 with
By Lemma 2.5, we also have
by the discussion of Lemma 2.4, we know that for each 0 ≤ h ≤ k 0 , 
for each 0≤j≤k 0
are co-prime to each other, according to the definition of X q . Since d 0 · · · d k 0 , e 0 · · · e k 0 ≤ R, using the similar discussions in Section 2, we can prove without any difficulty that
+O(X γ−6σ 0 ).
(3.5) Let d j = (q, d j ) and e j = (q, e j ) for each 0 ≤ j ≤ k 0 . And let d * j = d j /d j and e * j = e j /e j . Clearly
Let f d 0 ,...,d k 0 (t 0 , . . . , t k 0 ) = f t 0 + log d 0 log R , . . . , t k 0 + log d k 0 log R . are all primes.
