Abstract-This paper presents a neural-network-based technique for the modeling of dynamic hysteresis in the special case of circular and elliptical magnetization patterns in laminated nonoriented electrical SiFe steels. The method employs the loss separation property to allow the separate treatment of quasi-static and dynamic hysteresis effects. Measurement results show that the magnetic coupling between the rolling and the transverse direction of the sheet can be neglected when describing dynamic effects as long as the induction level along the transverse direction is not too high. According to this property, the unidirectional hysteresis loops along the rolling and the transverse direction for different frequencies suffice to approximate the dynamic effects for all considered magnetization patterns. The corresponding neural-network models are described. Comparisons between simulation and measurement results show the good accuracy of the model and validate the proposed technique.
I. INTRODUCTION
T HE finite-element analysis of electromagnetic devices such as electrical motors and transformers requires an accurate and computationally efficient numerical model of the magnetic hysteresis properties of the laminated SiFe steel used in the device. These properties depend in particular on the magnetization pattern and the excitation frequency. Especially in rotating machines, complex two-dimensional magnetization patterns in a broad frequency range are present (circular and elliptical patterns or distorted patterns). These magnetization patterns cannot yet be handled with sufficient accuracy by vector hysteresis models of the Preisach type [1] , [2] .
Feedforward neural networks (FFNNs) are universal function approximators and have as such been successfully applied to model quasi-static (when the frequency approaches zero) and dynamic (for ) unidirectional magnetization [3] , [4] , as well as quasi-static vector magnetization in the special case of circular and elliptical magnetization patterns in nonoriented SiFe steels [5] . Advantages compared to the various Preisach-type models include the reduced amount of measurement data required for model identification and the ability to resolve limitations of the Preisach technique, e.g., in the case of vector magnetization [5] . A neural-network approach to handle dynamic hysteresis for circular and elliptical magnetization patterns is presented in this paper.
II. MODELLING OF DYNAMIC HYSTERESIS WITH FFNNS
In the case of laminated SiFe steel, the magnetic induction and field vectors lie in the lamination plane. The time-dependent field at the surface of the lamination is denoted and the induction averaged out over the cross section of the lamination is , with the time, in Cartesian representation. The and axis represent the rolling direction (RD) and the transverse direction (TD), respectively, in the electrical steel sheet.
A. Loss Separation Property of SiFe Steels
Dynamic hysteresis, or the relation between and can be treated conveniently based on the loss separation property of SiFe steels [6] . According to this property, the total power loss of the ferromagnetic lamination can be divided into quasi-static (hysteresis) and dynamic (classical, including skin-effect and excess) loss components, and , respectively. The quasi-static field and the dynamic field (see Fig. 1 ) can be associated with the corresponding loss components for each time point , leading 0018-9464/02$17.00 © 2002 IEEE to the following expression for the instantaneous power loss at time [4] , [6] :
(1)
The quasi-static and dynamic contributions can thus be treated independently of each other.
B. Neural-Network Approach to Dynamic Hysteresis
FFNNs from the multilayer perceptron type can approximate any smooth nonlinear function of an arbitrary number of variables with arbitrary accuracy, using standard algorithms [7] . The FFNN is static in nature and can model the static relation between a set of parameters determining the magnetic state of the system and the system output [3] . The network is trained with the Levenberg-Marquardt algorithm [7] , using a training set of measured input-output pairs spanning the entire range of possible input and output values.
Using neural networks, (1) suggests combining two FFNNs, one that determines the quasi-static field and another that calculates the dynamic field , both for a given . The modeling of quasi-static hysteresis in the case of circular and elliptical magnetization patterns in isotropic materials is discussed in [5] . That model can be used for anisotropic nonoriented materials as well assuming that the main axis of the ellipse (the direction where the induction reaches maximum) always lies along the RD of the sheet. This assumption holds for all cases discussed further. In the model in [5] , an FFNN with four inputs is used. The inputs at each are the two-component induction vector , along with the maximum amplitude and the axis ratio between the minimum and maximum amplitude of the considered magnetization pattern. These four inputs take the coupling between the two perpendicular magnetic axes into account and suffice to completely determine the magnetic state of the material at each . The output of the network is the two-component quasi-static field vector . The training set consists of a selection of measured quasi-static elliptical magnetization patterns for from 0 to 1. The obtained accuracy is good [5] .
The dynamic field can be modeled in a similar way as in [5] . Indeed, an FFNN with five inputs can be used with the same four inputs as for the calculation of , together with the frequency . This approach results in an arbitrary accurate model for , as the coupling between the two perpendicular axes as well as the frequency dependence are automatically taken into account. However, the training of the network requires a very large amount of measurement data, consisting of a set of elliptical magnetization patterns for various inductions , axis ratios , and frequencies . In the following sections, possibilities to reduce the required amount of identification data while retaining sufficient modeling accuracy are investigated. 
C. Simplified Model Based on Experimental Observations
The simplified model for the dynamic field is based on the assumption that this dynamic field can be determined as a superposition of the dynamic effects along the and axes, thus neglecting the coupling between the RD and TD. The superposition principle implies that the dynamic field and losses along, e.g., the axis do not depend on the axis ratio of the magnetization pattern and are, thus, the same for unidirectional, elliptical, and circular magnetization.
This statement can be confirmed experimentally by performing a set of measurements for 14 induction levels ranging from 0.2 to 1.5 T, nine axis ratios from 0 to 1, and six frequencies from 5 to 250 Hz on a nonoriented SiFe steel sample using a rotational single-sheet tester (RSST). The magnetization loop , obtained as the projection on the axis of the measured locus for elliptical and circular magnetization (axis ratio ), was compared with the loop , calculated by taking the corresponding quasi-static loop ( , measured for Hz) and adding a dynamic correction , based on the measured unidirectional loop along the axis ( ). The axis is treated in analogous way. Typical results are shown in Fig. 2 . A comparison of the iron losses (area of the loops) for the calculated and the measured loops, along with a visual inspection of the loops, shows that for the considered material the coupling between RD and TD for the dynamic field component can be neglected (thus, the superposition principle applied) in all cases when the induction amplitude in the transverse direction does not exceed 1.0 T. The loss deviation between calculations and measurements is then less than 10%. This result confirms a similar investigation in [8] .
The superposition principle allows the determination of the dynamic field for circular and elliptical magnetization based on unidirectional measurements along the RD and TD, in the range of inductions and axis ratios where the proposed assumption is valid. The general dynamic hysteresis model (presented in Section II-B) is needed only when dealing with high induction levels along the transverse direction of the sheet. This allows a substantial reduction of the measurement data required for training the FFNN for dynamic hysteresis.
D. Neural-Network Approach Using Simplified Model
The calculation of the dynamic fields and based on unidirectional magnetization along RD and TD can now be carried out following the FFNN method presented in [4] . We recall that the dynamic field ( or ) is a function of and its rate of change . The dynamic field can thus be approximated by an FFNN with two inputs:
and . The training set consists of the sinusoidal loops at the highest considered induction level, for different frequencies [4] . The comparison of these loops with the measured quasi-static loops yields the value of for different frequencies and thus the training data for FFNNs.
III. RESULTS AND DISCUSSION
In order to validate the proposed simplified vectorial dynamic hysteresis model, two FFNNs were trained using the measured unidirectional and loops, for the RD and the TD, respectively. The training procedure was the same as in [4] . The loops along RD were at T while the ones along TD were at T (as the simplified model is not valid for T). Fig. 3(a) -(c) compares the calculated and loops to the measured ones. The accuracy is good and can be adapted to the requirements of the application by modifying the size of the training set [4] . For T, the simplified model is not valid. The full model described in Section II-B should be used. The training set for the FFNN includes the circular and elliptical loops for T. The method provides good accuracy [see Fig. 3(d) ]. The transition between the simplified and the full model can be implemented easily.
The choice of the values of neural-network parameters such as number of hidden layers, number of neurons, and size of the training set is crucial for the successful training and good performance of the network. In this paper, the choice was based on the comparison of the results obtained from several networks with different parameter values. The application of advanced network training techniques and their influence on the network performance will be studied in the future. 
IV. CONCLUSION
The presented neural-network model for vector dynamic hysteresis is fast, requires no large data set, and applies standard neural-network algorithms. The extension of the technique to arbitrary quasi-static and dynamic magnetization patterns will be studied in the future. The approach is useful for the development of a material model suitable for computer-aided design (CAD) of electromagnetic devices.
