This article reviews recent inverse techniques that we have devised to optimize the structure and macroscopic properties of heterogeneous materials such as composite materials, porous media, colloidal dispersions, and polymer blends. Optimization methods provide a systematic means of designing materials with tailored properties and microstructures for a specific application. This article focuses on two inverse problems that are solved via optimization techniques: (a) the topology optimization procedure used to design heterogeneous materials and (b) stochastic optimization methods employed to reconstruct or construct microstructures.
INTRODUCTION
A holy grail of materials science is to have exquisite knowledge of structure/property relations to design material microstructures with desired properties and performance characteristics. Although this objective has been achieved in certain cases through trial and error, a systematic means of doing so is currently lacking. For certain physical phenomena at specific length scales, the governing equations are known, and the only barrier to achieving the aforementioned goal is the development of appropriate methods to attack the problem. Often, this objective can be achieved for heterogeneous materials.
A heterogeneous material is composed of domains of different materials (phases), such as a composite, or the same material in different states, such as a polycrystal (1) . It is assumed that the "microscopic" length scale is much larger than the molecular dimensions but much smaller than the characteristic length of the macroscopic sample. In such circumstances, the heterogeneous material can be viewed as a continuum on the microscopic scale, and macroscopic or effective properties can be ascribed to it (see Figure 1) . Heterogeneous materials abound in synthetic products and nature. Synthetic examples include aligned and chopped fiber composites, particulate composites, powders, interpenetrating multiphase composites, cellular solids, colloids, gels, foams, phaseseparated metallic alloys, microemulsions, block copolymers, and fluidized beds. Some examples of natural heterogeneous materials are granular media, soils, polycrystals, sandstone, wood, bone, lungs, blood, animal and plant tissue, cell aggregates, and tumors. The physical phenomena of interest occur on microscopic length scales that span from tens of nanometers in the case of gels to meters in the case of geological media. Structure on this microscopic scale is generically referred to as microstructure.
The theoretical prediction of the transport, electromagnetic, and mechanical properties of heterogeneous materials has a long and venerable history, attracting the attention of some of the luminaries of science, including Maxwell (2), Lord Rayleigh (3), and Einstein (4) . Since the early work on the physical properties of heterogeneous materials, there has been an explosion in the literature on this subject (1, (5) (6) (7) (8) (9) (10) because of the rich and challenging fundamental problems it offers and its manifest technological importance.
Consider a two-phase heterogeneous material consisting of a phase with a property K 1 and volume fraction φ 1 and another phase with a property K 2 and volume fraction φ 2 (The extension to M phases, where M ≥ 2, is straightforward.) The property K i is perfectly general: It may represent a transport, mechanical, or electromagnetic property or properties associated with coupled phenomena, such as piezoelectricity or thermoelectricity, or with wave propagation characteristics (e.g., band gaps). Depending upon the physical phenomenon of interest, one must solve for the relevant local fields (e.g., electric field, concentration field, or stress field), which are solutions to partial differential equations (e.g., steady-state heat or electrical conduction, Maxwell's electrodynamic equations, or Stokes equations for slow viscous flow) subject to boundary and initial conditions. Effective properties of interest include, but are not limited to, the following examples:
1. effective thermal (electrical) conductivity, 2. effective diffusion coefficient, 3. effective dielectric constant, 4. effective elastic moduli, 5. mean survival time of a Brownian particle, 6 . fluid permeability, 7. effective thermal expansion coefficients, 8 . effective piezoelectric coefficients, and 9. effective wave characteristics.
One can show that the effective tensor property K e often (but not always) is found by homogenizing (averaging) the aforementioned local fields (1, 9) . In the case of linear material, for example, the effective property K e is given by F(r) = K e · G(r) , 1.
where F represents some generalized flux (e.g., current or stress), G represents some generalized gradient (e.g., electric field or strain), and angular brackets denote a volume average and/or an ensemble average. A systematic theory of random heterogeneous materials rests on our ability to describe the details of the microstructure, by which we mean the phase volume fractions; surface areas of interfaces, orientations, sizes, shapes, and spatial distribution of the phase domains; connectivity of the phases; etc. Quantitatively speaking, we can statistically characterize the microstructure by certain n-point correlation functions (1) , some of which are defined in Section 3 below. The general effective property K e is the following function:
where indicates functionals of higher-order microstructural information, i.e., integrals of the local fields weighted with the relevant statistical correlation functions (1). The mathematical form that this microstructural information takes depends on the underlying local fields for the particular physical phenomenon being studied. Thus, we see from Equation 2 that, given the phase properties and microstructure, one can in principle predict the effusive property of interest. This is the forward problem, which is the natural and standard approach taken in the theory of heterogeneous materials. The forward problem has been solved using theoretical techniques (1, 9-21) and computational methods (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) .
However, equally important questions can be posed as inverse problems, i.e., how does one spatially distribute the phases of a heterogeneous material to optimize or target some macroscopic behavior or statistical properties of the heterogeneous material? Inverse problems are well suited to be solved via optimization techniques. Optimization methods provide a systematic means of designing heterogeneous materials with tailored properties and microstructures for a specific application. This article reviews progress that we have made on the implementation and application of two inverse problems that are solved using optimization techniques: (a) the topology optimization procedure used to design heterogeneous materials and (b) stochastic optimization methods employed to reconstruct or construct such microstructures given limited but targeted structural information.
TOPOLOGY OPTIMIZATION
A promising method for the systematic design of composite microstructures with desirable macroscopic properties is the topology optimization method. The topology optimization method was developed more than two decades ago by Bendsøe & Kikuchi (33) for the design of mechanical structures. Currently, it is also being used in smart and passive material design, mechanism design, microelectromechanical systems (MEMS) design, target optimization, multifunctional optimization, and other design problems (34-40).
Problem Statement
The basic topology optimization problem can be stated as follows: the distribution of a given amount of material in a design domain such that an objective function is extremized (33, 34, 36, 40) . The design domain is the periodic base cell and is initialized by discretizing it into a large number of finite elements (see Figure 2) under periodic boundary conditions. The problem consists in finding the optimal distribution of the phases (solid, fluid, or void) such that the objective function is minimized. The objective function can be any combination of the individual components of the relevant effective property tensor subject to certain constraints (34, 40) . For b Periodic material structure a Design domain (base cell)
Figure 2
Design domain and discretization for a two-phase, three-dimensional topology optimization problem. Each cube represents one finite element, which can consist of either phase 1 material or phase 2 material.
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Figure 3
Schematic illustrating the allowable region in which all composites with specified phase properties must lie for the case of two different effective properties, as adapted from Torquato et al. (39) .
target optimization (37) and multifunctional optimal design (38, 39) , the objective function can be appropriately modified, as described below. In the most general situation, it is desired to design a composite material with M different effective properties, which we denote by K
given the individual properties of the phases.
In principle, one wants to know the region (set) in the multidimensional space of effective properties in which all composites must lie (see Figure 3) . The size and shape of this region depend on how much information about the microstructure is specified and on the prescribed phase properties. For example, the set in which even the volume fractions are not specified is clearly larger than the one in which the volume fractions are specified. The determination of the allowable region is generally a highly complex problem. However, the identification of the allowable region can be greatly facilitated if cross-property bounds on the effective properties are found. Cross-property bounds are inequalities that rigorously link different effective properties to one another. For example, links between different transport properties (1, 9, (41) (42) (43) (44) (45) (46) (47) and between the conductivity and elastic moduli (47-51) have been established. When cross-property bounds are optimal (i.e., the best possible bounds), they can be used to identify the boundary of the allowable region. Numerical optimization methods (34, 36, (38) (39) (40) (52) (53) (54) can subsequently be employed to discover the specific composite microstructures that lie on the boundary.
To solve the numerical optimization problem, one could begin by making an initial guess for the distribution of the two phases among the elements (see Figure 2) , solving for the local fields using finite elements, and then evolving the microstructure to the targeted properties. However, even for a small number of elements, this integer-type optimization problem becomes a huge and intractable combinatorial problem. For example, for a small design problem with N = 100, the number of different distributions of the three material phases would be astronomically large (3 100 = 5 × 10 47 ). Because each function evaluation requires a full finite element analysis, it is hopeless to solve the optimization problem using random search methods such as genetic algorithms or simulated annealing methods, which use a large number of function evaluations and do not make use of sensitivity information.
Following the idea of standard topology optimization procedures, the problem is therefore relaxed by allowing the material at a given point to be a gray-scale mixture of the two phases, which defines a local density. This makes it possible to linearize the objective function about the current local density and find sensitivities (i.e., gradients) with respect to design changes (i.e., changes in local density). One can then exploit well-established and powerful linear programming methods (55) to solve the optimization problem. The optimization procedure solves a sequence of finite element problems followed by changes in material type (density) of each of the finite elements, based on sensitivities of the objective function and constraints with respect to design changes. At the end of the optimization procedure, however, we desire to have a design in which each element is either a phase 1 material or a phase 2 material. This is achieved by imposing a penalization for gray phases at the final stages of the simulation.
In the relaxed system, we let x i ∈ [0, 1] be the local density of the ith element, so that when x i = 0, the element corresponds to phase 1 and when x i = 1, the element corresponds to phase 2. Let x (x i , i = 1, . . . , n) be the vector of design variables that satisfies the constraint for the fixed volume fraction φ 2 = x i . For any x, the local fields are computed using the finite element method, and the effective property K e (K ; x), which is a function of the material property K and x, is obtained by the homogenization of the local fields. The optimization problem is specified as follows:
Minimize : = K e (x) subject to :
. . , n and prescribed symmetries.
3.
The objective function K e (x) is generally nonlinear. To solve this problem, we linearize it, enabling us to take advantage of powerful sequential linear programming techniques. Specifically, the objective function is expanded in Taylor series for a given microstructure x 0 :
where x = x − x 0 is the vector of density changes. In each iteration, the microstructure evolves to the optimal state by determining the small change x. One can use the simplex method (34) or the interior-point method (37) to minimize the linearized objective function in Equation 4 . In each iteration, the homogenization step to obtain the effective property K e (K ; x 0 ) is carried out numerically via the finite element method on the given configuration x 0 . Derivatives of the objective function (∇K e ) are calculated by a sensitivity analysis, which requires one finite element calculation for each iteration. One can use the topology optimization to design at will composite microstructures with targeted effective properties under required constraints (37) . The objective function for such a target optimization problem is chosen to be given by a least-square form involving the effective property K e (x) at any point in the simulation and a target effective property K 0 :
The method can also be employed for multifunctional optimization problems. The objective function in this instance is chosen to be a weighted average of each of the effective properties (38).
Illustrative Examples
The topology optimization procedure has been employed to design composite materials with extremal properties (34, 35, 56) , targeted properties (37, 52) , and multifunctional properties (38, 39) . To illustrate the power of the method, we briefly describe microstructure designs in which thermal expansion and piezoelectric behaviors are optimized, the effective conductivity achieves a targeted value, and the thermal conduction demands compete with the electrical conduction demands. The latter design turns out to be optimal when the bulk modulus competes with conduction or diffusion properties, and appears to have other optimized transport properties. We close with some remarks about optimizing band gaps associated with wave propagation.
Unusual thermal expansion behavior.
Materials with extreme or unusual thermal expansion behavior are of interest from both a technological and a fundamental standpoint. Zerothermal-expansion materials are needed in structures subject to temperature changes, such as space structures, bridges, and piping systems. A negative-thermal-expansion material has the counterintuitive property of contracting upon heating. A fastener made of a negative-thermal-expansion material, upon heating, can be inserted easily into a hole. Upon cooling, it will expand, fitting tightly into the hole. Materials with large thermal displacement or force can be employed as thermal actuators. All three of these types of expansion behavior have been optimally designed (34) , but here we briefly describe the first two cases. In the negative-expansion case, one must consider a three-phase material: a high-expansion material, a low-expansion material, and a void region. Figure 4a shows the two-dimensional optimal design (design I) that was found. The red phase has a thermal expansion coefficient that is 10 times larger than that of the blue phase. The main mechanism behind the negative-expansion behavior is the reentrant cell structure having bimaterial components that bend (into the void space) and cause large deformations when the temperature increases. Design II in Figure 4b shows an example in which the effective bulk modulus is maximized subject to the constraint that the effective thermal coefficient be exactly zero. Both designs have effective thermal expansion coefficients that lie very close to rigorous bounds on the effective thermal expansion coefficient for three-phase materials derived by Gibiansky & Torquato (57) , indicating that these designs are essentially globally optimal solutions. a b Figure 4 (a) Design I: optimal microstructure for minimization of the effective thermal expansion coefficient (34) . White regions denote void, blue regions consist of low-expansion material, and red regions consist of high-expansion material. (b) Design II: optimal microstructure in which the effective bulk modulus is maximized subject to the constraint that thermal expansion be exactly zero (34).
Piezoelectrics.
In the case of piezoelectricity, actuators that maximize the delivered force or displacement can be designed. Moreover, one can design piezocomposites (consisting of an array of parallel piezoceramic rods embedded in a polymer matrix) that maximize the sensitivity to acoustic fields. The topology optimization method has been used to design piezocomposites with optimal performance characteristics for hydrophone applications (35) . When one is designing for maximum hydrostatic charge coefficient, the optimal transverse isotropic matrix material has negative Poisson's ratio in certain directions. This matrix material turns out to be a composite, namely, a special porous solid. Using an AutoCAD file of the three-dimensional matrix material structure and a stereolithography technique, researchers have fabricated such negative-Poisson'sratio materials (35) . Corresponding theoretical studies have supported these numerical results (58-60).
Target optimization.
Let us now consider the use of topology optimization techniques to design materials with targeted properties. For the case of a two-phase, two-dimensional, isotropic composite, the popular effective-medium approximation (EMA) formula for the effective electrical conductivity σ e is given by
where φ i and σ i are the volume fraction and the conductivity of phase i, respectively. Milton (61) showed that the EMA expression is exactly realized by granular aggregates of the two phases such that spherical grains (in any dimension) of comparable size are well separated with self-similarity on all length scales. This is why the EMA formula breaks down when applied to dispersions of identical circular inclusions. An interesting question is the following: Can the EMA formula be realized by simple structures with a single length scale? Using the target optimization formulation in which the target effective conductivity σ 0 is given by the EMA function (6), Torquato & Hyun (52) found a class of periodic, single-scale dispersions that achieve it at a given phase conductivity ratio for a two-phase, two-dimensional composite over all volume fractions. Moreover, to an excellent approximation (but not exactly), the same structures realize the EMA for almost the entire range of phase conductivities and volume fractions. The inclusion shapes are given analytically by the generalized hypocycloid, which in general has a nonsmooth interface (see Figure 5 ).
Multifunctional optimization and minimal surfaces.
A variety of performance demands are increasingly being placed on material systems. Multifunctional requirements include component structures that have desirable mechanical, thermal, electromagnetic, chemical, and flow properties and low weight. It is difficult to find single homogeneous materials that possess these multifunctional characteristics. Composite materials are ideally suited to achieve multifunctionality because the best features of different materials can be combined to form a new material that has a broad spectrum of desired properties. The ultimate multifunctional materials are provided by nature; virtually all biological material systems are composites that typically are endowed with a unique set of properties. Minimal surfaces necessarily have zero mean curvature, i.e., the sum of the principal curvatures at each point on the surface is zero. Particularly fascinating are minimal surfaces that are triply periodic because they arise in a variety of systems, including block copolymers, nanocomposites, micellar materials, and lipid-water systems (38) . These two-phase composites are bicontinuous in the sense that the surface (two-phase interface) divides space into two disjoint but intertwining phases that are simultaneously continuous. This topological feature of bicontinuity is rare in two dimensions and is therefore virtually unique to three dimensions (1).
Figure 5
Unit cells of generalized hypocycloidal inclusions in a matrix that realize the effective-medium approximation (EMA) relation (1) for selected values of the volume fraction in the range 0 < φ 2 < 1. Phases 1 and 2 are the blue and the red phases, respectively (59).
Using multifunctional optimization (38) , investigators have discovered that triply periodic, twophase, bicontinuous composites with interfaces that are the Schwartz P and D minimal surfaces (see Figure 6 ) are not only geometrically extremal but extremal for simultaneous transport of heat and electricity. More specifically, these are the optimal structures when a weighted sum of the effective thermal and electrical conductivities ( = λ e + σ e ) is maximized for the case in which phase 1 is a good thermal conductor but a poor electrical conductor and phase 2 is a poor thermal conductor but a good electrical conductor with φ 1 = φ 2 = 1/2. The demand that this sum be maximized sets up a competition between the two effective transport properties, and this demand is met by the Schwartz P and D structures. By mathematical analogy, the optimality of these bicontinuous composites applies to any of the pairs of the following scalar effective properties: electrical conductivity, thermal conductivity, dielectric constant, magnetic permeability, and diffusion coefficient. It will be of interest to investigate whether the optimal structures when φ 1 = φ 2 are bicontinuous structures with interfaces of constant mean curvature, which would become minimal surfaces at the point
The topological property of bicontinuity of these structures suggests that they would be mechanically stiff even if one of the phases were a compliant solid or a liquid, provided that the other phase were a relatively stiff material. Indeed, it has recently been shown that the Schwartz P and D structures are extremal when a competition is set up between the bulk modulus and the electrical (or thermal) conductivity of the composite (62) .
The Schwartz P porous medium has the largest fluid permeability among members of a relatively large class of triply periodic porous media (63) . Similarly, a porous medium with a perfectly absorbing interface that is the Schwartz P minimal surface maximizes the mean survival time of a Brownian particle among the members of the aforementioned class of triply periodic porous media (64) . This adds to the growing evidence of the multifunctional optimality of this bicontinuous porous medium. Two of the most well-known triply periodic minimal surfaces are the Schwartz P and Schwartz D surfaces. Whereas the former has cubic symmetry, the latter has diamond symmetry; see Reference 38 and references therein for additional details.
The fluid permeabilities and mean survival times for this class of triply periodic porous media are inversely proportional to their corresponding specific surfaces (i.e., interface surface areas per unit volume) (63, 64) . This has led to the conjecture that the maximal fluid permeability and the maximal mean survival time for a triply periodic porous medium with a simply connected pore space at a porosity of 1/2 are achieved by the structure that globally minimizes the specific surface (63, 64) . The verification of this conjecture remains an outstanding open question. This extremal problem falls in the general class of isoperimetric problems, which are notoriously difficult to solve. A prototypical isoperimetric example is Kelvin's problem: the determination of the spacefilling arrangement of closed cells of equal volume that minimizes the surface area. Although it is believed that the Weaire-Phelan structure (65) is an excellent solution to Kelvin's problem, there is no proof that it is a globally optimal one. (The Weaire-Phelan structure uses two kinds of cells of equal volume: an irregular pentagonal dodecahedron and a tetrakaidecahedron with 2 hexagons and 12 pentagons, each face of which is slightly curved.) Our conjecture is also likely a difficult one to prove.
In this regard, it is noteworthy that an original goal of Jung et al. (66) was to show that the triply periodic surface with minimal specific surface s at porosity φ = 1/2 is the Schwartz P surface. Although numerical simulations provided empirical evidence supporting this proposition, these authors (66) could not prove it rigorously. However, they were able to show that the Schwartz P, Schwartz D, and Schoen G minimal surfaces are local minima of the specific surface area s at fixed volume fraction φ = 1/2. Thus, the question of the global optimality of the Schwartz P surface (i.e., minimal total interface surface area or specific surface s) is open for future investigation.
Photonic and Phononic Band Gaps
Recently, optimization techniques have been applied to design heterogeneous materials with photonic band gaps (PBGs). PBG materials are structures composed of two or more materials with different dielectric constants arranged in a spatial configuration that forbids the propagation of electromagnetic waves in a certain frequency range (67) . These materials can be considered to be the photonic analog of electronic semiconductors, and as such they have found wide technological relevance (67) (68) (69) .
Computing PBGs is computationally intensive because they require finding the eigenvalues associated with Maxwell's equations of electromagnetism. Thus, any optimization procedure to compute optimal PBGs is highly challenging, and full-blown topology optimization techniques are difficult to implement. Instead, such techniques have been used in combination with other optimization procedures to design two-dimensional materials with PBGs (see Reference 70 and references therein). It has been conjectured that the two-dimensional structure with the largest transverse magnetic (TM) polarization band gap consists of a triangular lattice of circular inclusions (70) . A recent study has demonstrated that at low dielectric-contrast ratio there exist quasicrystal structures with larger band gaps (71) . A photonic quasicrystal consists of two or more dielectric materials arranged in a quasiperiodic pattern with noncrystallographic symmetry that has a photonic band gap. However, it was shown in Reference 71 that at sufficiently high contrast the triangular lattice of circular inclusions conjectured in Reference 70 becomes optimal. Recently, a constrained optimization technique that employs a certain decoration of an underlying hyperuniform point pattern has been used with great success to design two-dimensional optimized materials with complete [both TM and transverse electric (TE)] polarization modes (72, 73) . The topology optimization technique has also been applied to design heterogeneous materials with phononic PBG materials (74) that prevent elastic waves from propagating in certain frequency ranges.
RECONSTRUCTION TECHNIQUES
The reconstruction of realizations of disordered materials, such as liquids, glasses, and random heterogeneous materials, from a knowledge of limited microstructural information (lower-order correlation functions) is an intriguing inverse problem. Clearly, one can never reconstruct the original material perfectly, i.e., such reconstructions are nonunique. Thus, the objective here is not the same as that of data decompression algorithms that efficiently restore complete information, such as the gray scale of every pixel in an image.
The generation of realizations of heterogeneous materials with specified lower-order correlation functions can 4. probe the interesting issue of nonuniqueness of the generated realizations;
5. construct structures that correspond to specified correlation functions (termed the construction problem) and categorize classes of random media;
6. provide guidance in ascertaining the mathematical properties that physically realizable correlation functions must possess (1, (75) (76) (77) ; and 7. attempt three-dimensional reconstructions from slices or micrographs of the sample: a poor man's X-ray microtomography experiment.
The first reconstruction procedures applied to heterogeneous materials were based on thresholding Gaussian random fields. This approach to reconstruct random media originated with Joshi (78) and was extended by Adler (24) and Roberts & Teubner (79) . This method is currently limited to the standard two-point correlation function and is not suitable for extension to non-Gaussian statistics.
Correlation Functions
Before discussing the optimization procedure to reconstruct or construct microstructures, we first introduce and define the various correlation functions that are targeted here. We focus on two-phase media, but the extension to multiple phases is straightforward.
Each realization of the two-phase random medium occupies some subset V of d-dimensional Euclidean space, i.e., V ∈ R d . The region of space V ∈ R d of volume V is partitioned into two disjoint random sets or phases: phase 1, a region V 1 of volume fraction ϕ 1 , and phase 2, a region V 2 of volume fraction φ 2 (see Figure 1) . Let ∂V denote the surface or interface between V 1 and V 2 . For a given realization, the indicator function I (i) (x) for phase i for x ∈ V is a random variable defined by
for i = 1, 2. Depending on the physical context, phase i can be a solid, fluid, or void characterized by some general tensor property. The indicator function M(x) for the interface is defined as
and therefore is a generalized function (e.g., a function involving Dirac delta functions) that is nonzero when x is on the interface. In what follows, we define various statistical descriptors, the majority of which arise in structure/ property relations (1).
N-point correlation functions.
The standard two-point correlation function is defined as
where angular brackets denote an ensemble average. This function is the probability of finding two points x 1 and x 2 both in phase i. For statistically homogeneous and isotropic microstructures, which is the focus of the rest of this review article, two-point correlation functions will depend only on the distance r ≡ |x 1 − x 2 | between the points and hence S (i)
2 (r). Of course, when the two points coincide (i.e., r = 0), the two-point function must equal the volume fraction of phase i, i.e., S The n-point correlation is defined as one would expect (1):
Theoretical representations of S n have been obtained for nontrivial model microstructures of two-phase random heterogeneous materials (1, 80-82).
Surface correlation functions.
The surface-void F s v and surface-surface F ss correlation functions are respectively defined as
where M(x) = |∇I(x)| is the two-phase interface indicator function. By associating a finite thickness with the interface, F sv and F ss can be interpreted as, respectively, the probability of finding x 1 in the dilated interface region and x 2 in the void phase and the probability of finding both x 1 and x 2 in the dilated interface region but in the limit that the thickness tends to zero (1).
Lineal measures. The lineal-path function L(r)
is the probability that an entire line of length r lies in the phase of interest and thus contains a coarse level of connectedness information, albeit only along a lineal path (1, 83) . The chord-length density function p(r) gives the probability associated with finding a chord of length r in the phase of interest and is directly proportional to the second derivative of L(r) (84) . Chords are the line segments between the intersections of an infinitely long line with the two-phase interface.
Pore-size functions.
The pore-size function F(δ) is related to the probability that a sphere of radius r lies entirely in the phase of interest (1) and therefore is the three-dimensional spherical version of the lineal measure L. The quantity P(δ) = −∂ F/∂δ is the pore-size probability density function, i.e., P(δ)dδ is the probability that a randomly chosen point in the phase of interest lies at a distance between δ and δ + dδ from the nearest point on the pore-solid interface ∂V.
Two-point cluster function.
The two-point cluster function C 2 (r) gives the probability of finding two points separated by a distance r in the same cluster of the phase of interest (85) . A cluster of a phase is any topologically connected subset of that phase. The two-point cluster function can be measured experimentally using any appropriate three-dimensional imaging technique (e.g., tomography, confocal microscopy, or MRI) (1). That C 2 contains intrinsic three-dimensional topological information is to be contrasted with S 2 , which can be obtained from a planar cross section of the heterogeneous material. In general, C 2 is expected to embody a much greater level of three-dimensional connectedness information than either L or F, but the degree to which this is true has only recently been demonstrated quantitatively (86).
Optimization Problem
Rintoul & Torquato (87) and Yeong & Torquato (88) proposed that reconstruction or construction problems can be posed as optimization problems. This is now a popular technique (89-92) because it is simple to implement, yields relatively robust solutions, and can incorporate any number and types of correlation functions in principle. A set of target correlation functions is prescribed on the basis of experiments, theoretical models, or some ansatz. Starting from some initial realization of the random medium, the method proceeds to find a realization by evolving the microstructure such that the calculated correlation functions best match the target functions. This is achieved by minimizing an error based upon the distance between the target and calculated correlation functions. The medium can be a dispersion of particles (87) or, more generally, a digitized image of a disordered material (88) . For simplicity, we introduce the problem for the case of digitized heterogeneous media here and consider for the moment a single correlation function at the two-point level for statistically isotropic two-phase media. [The generalization to multiple correlation functions for multiphase media is straightforward (87, 88) .] It is desired to generate realizations of two-phase isotropic
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media that have a target two-point correlation function f 2 (r) associated with the phase of interest, where r is the distance between the two points. Letf 2 (r) be the corresponding function of the reconstructed digitized system (with periodic boundary conditions) at some intermediate time step. It is this system that we attempt to evolve toward f 2 (r) from an initial guess of the system realization. Again, for simplicity, we define a fictitious energy (or norm-2 error) E at any particular stage as
where the sum is over all discrete values of r. Potential candidates for the two-point descriptors include the aforementioned ones: the standard two-point probability function S 2 (r), the surface-surface correlation function F ss (r), the surface-void correlation function F sv (r), the lineal-path function L(r), the chord-length density function p(r), the pore-size function F(r), and the two-point cluster function C 2 (r).
Solution of Optimization Problem
The aforementioned optimization problem is very difficult to solve due to (a) the complicated nature of the objective function, which involves complex microstructural information in the form of correlation functions of the material, and (b) the combinatorial nature of the feasible set. Standard mathematical programming techniques are therefore most likely inefficient and likely to get trapped in local minima. In fact, the complexity and generality of the reconstruction problem make it difficult to devise deterministic algorithms of wide applicability. One therefore often resorts to heuristic techniques for global optimization, in particular, the simulated annealing method.
Simulated annealing has been applied successfully to many difficult combinatorial problems, including NP-hard ones such as the traveling-salesman problem. [NP-hard (nondeterministic polynomial time hard), in computational complexity theory, is a class of problems that are, roughly speaking, at least as hard as the hardest problems in NP.] The utility of the simulated annealing method stems from its simplicity-it requires only black-box cost function evaluations-and from its physically designed ability to escape local minima via accepting locally unfavorable configurations. In the method's simplest form, the states of two selected pixels of different phases are interchanged, automatically preserving the volume fraction of both phases. The change in the error (or energy) E = E − E between the two successive states is computed. This phase interchange is then accepted with some probability p( E) that depends on E. One reasonable choice is the Metropolis acceptance rule, i.e.,
where T is a fictitious "temperature." The concept of finding the lowest-error (lowest-energy) state by simulated annealing is based on a well-known physical fact: If a system is heated to a high temperature T and then slowly cooled down to absolute zero, the system equilibrates to its ground state.
There are various ways of appreciably reducing computational time. For example, computational cost can be significantly lowered by using other stochastic optimization schemes such as the Great Deluge algorithm, which can be adjusted to accept only downhill energy changes, and the threshold acceptance algorithm (93) . Further savings can be attained by developing strategies that exploit the fact that pixel interchanges are local, and thus one can reuse the correlation functions measured in the previous time step instead of recomputing them fully at any step (88) . Additional cost savings have been achieved by interchanging pixels only at the two-phase interface (1, 94).
Reconstructing Digitized Media
Lower-order correlation functions generally do not contain complete information and thus cannot be expected to yield perfect reconstructions. Of course, the judicious use of combinations of lowerorder correlation functions can yield more accurate reconstructions than any single function alone. Yeong & Torquato (88, 95) clearly showed that the two-point function S 2 alone is not sufficient to reconstruct accurately random media. By also incorporating the lineal-path function L, they were able to obtain better reconstructions. They studied one-, two-, and three-dimensional digitized isotropic media. Each simulation began with an initial configuration of pixels (white for phase 1 and black for phase 2) in the random checkerboard arrangement at a prescribed volume fraction.
A two-dimensional example illustrating the insufficiency of S 2 in reconstructions is a target system of overlapping disks at a disk volume fraction of φ 2 = 0.5; see Figure 7a . Reconstructions that accurately match S 2 alone, L alone, or both S 2 and L are shown in Figure 7 . The S 2 reconstruction is not very accurate; the cluster sizes are too large, and the system actually percolates. [Note that overlapping disks percolate at a disk area fraction of φ 2 ≈ 0.68 (1) .] The L reconstruction does a better job than the S 2 reconstruction in capturing the clustering behavior. However, the hybrid (S 2 + L) reconstruction is the best. Note that both S 2 and L were sampled along two orthogonal directions to save computational time. This time-saving step should be implemented only for isotropic media, provided that there is no appreciable short-range order; otherwise, unwanted anisotropy results (93, 96) . However, this artificial anisotropy can be reduced by optimizing along additional selected directions (97) or along all directions (86, 98) .
Superior two-point statistical descriptor.
It is now well established that S 2 (r) is not sufficient information to get an accurate rendition of the original microstructure (88, (93) (94) (95) 98) . In other words, the ground states when only S 2 is incorporated in the energy (Equation 12) are highly degenerate due to the nonuniqueness of the information content of this two-point function, which is clearly illustrated by the subsequent examples in the paper. Therefore, an outstanding fundamental problem is to identify other two-point correlation functions that both can be manageably measured and yet reflect nontrivial higher-order structural information about the media. Presumably, incorporation of such a two-point function in reconstruction methods would yield highly accurate renditions of the media. Recently, the inverse methodology of Yeong & Torquato (88) was used to determine the amount of structural information that is embodied in a set of targeted correlation functions by quantifying the extent to which the original structure can be accurately reconstructed by employing those target functions (86) . The accuracy of a reconstruction was quantified by measuring unconstrained (untargeted) correlation functions and comparing them to those of the original medium. It was shown that a superior two-point signature of random media is the two-point cluster function C 2 (r) (85) because it contains not only appreciably more information than S 2 but more information than a variety of other "two-point" quantities, including the surface-surface correlation function F ss , the surface-void correlation function F s v , the pore-size function F, lineal-path function L, and the chord-length density function p.
Target random media were drawn from materials science, cosmology, and granular media, among other fields. Here we describe just two examples that were considered: a concrete microstructure and a dense sphere packing.
The wide range of structural features in concrete, from nanometer-sized pores to centimetersized aggregates, makes it a wonderful example of a multiscale microstructure (99) . Figure 8a shows a binarized digitized image of a concrete sample cross section. The original image was thresholded so that the blue phase represents the stones and the lighter gray phase is the cement paste. The stone phase is characterized by a dense dispersion of particles of various sizes: a nontrivial situation to reconstruct. Using S 2 alone overestimates clustering in the system and indeed incorrectly yields a percolating particle phase. Thus, although S 2 of the reconstruction matches the target one with very small error, such information is insufficient to get a good reconstruction. Incorporating both S 2 and the surface-surface function F ss leads to a better rendition of the target system, but the reconstruction still overestimates the degree of clustering. In contrast, incorporating C 2 yields an excellent reconstruction in that the stone phase clearly appears as a particle dispersion with a size distribution that closely matches that of the target structure. Jiao et al. (86) quantitatively tested the accuracy of the reconstructions by measuring unconstrained correlation functions and comparing them to the corresponding quantities of the target system. They chose to compute the unconstrained lineal-path function L. Figure 8e reveals that the lineal-path function of the reconstruction that incorporates C 2 matches the target function L well and that it is appreciably more accurate than the other reconstructions.
As an application of their methodology to three dimensions, Jiao et al. (86) reconstructed a digitized realization of an equilibrium distribution of equal-sized hard spheres, as shown in Figure 9a . This packing was generated using the standard Metropolis Monte Carlo technique The set of all microstructures associated with a particular S 2 is schematically shown as the region enclosed by the solid black contour in both panels a and b (86) . (a) The shaded region shows the set of all microstructures associated with the same S 2 and S 3 . (b) The yellow, more restrictive region shows the set of all microstructures associated with the same S 2 and C 2 .
for a canonical ensemble of hard spheres in a cubical box under periodic boundary conditions (1) . A visual comparison of the hybrid reconstruction involving the two-point cluster function reveals that it accurately yields a dispersion of well-defined spherical inclusions of the same size, in contrast to the S 2 reconstruction, which again grossly overestimates clustering of the sphere phase. In contrast to the previous example, here the pore-size function F (not the surface correlation functions) is incorporated in one of the reconstructions. Although the reconstruction incorporating F provides improvement over the rendition on the S 2 -alone reconstruction, it is still inferior to the S 2 -C 2 reconstruction in reproducing both the size and shape of the sphere phase. The accuracy of the S 2 -C 2 hybrid reconstruction can also be seen by comparing the unconstrained lineal-path function L of the target system to those L functions of the reconstructed media (see Figure 9e ). In summary, for all the examples studied in Reference 86, reconstructions that included the twopoint cluster function C 2 were always found to be significantly more accurate than those involving any of the combinations of pairs of the other functions. More precisely, the incorporation of C 2 significantly reduces the number of compatible microstructures as compared with the compatible microstructures consistent with the same three-point function S 3 , which is schematically indicated in Figure 10. 
Constructing Digitized Media
The optimization method can be used in the construction mode to find the specific structures that realize a specified set of correlation functions. An interesting question in this regard is the following: Is any hypothesized correlation function physically realizable, or must the function satisfy certain conditions? Not all hypothetical correlation functions are physically realizable. For example, what are the existence conditions for a valid (i.e., physically realizable) autocovariance function χ (r) ≡ S 2 (r) − φ 2 1 for statistically homogeneous two-phase media? It is well-known that there are certain nonnegativity conditions involving the spectral representation of the autocovariance χ (r) that must be obeyed (1, (75) (76) (77) . However, it is not well-known that these nonnegativity conditions are necessary but not sufficient conditions that a valid autocovariance χ (r) of a statistically homogeneous two-phase random medium (i.e., a binary stochastic spatial process) must meet. The complete characterization of the existence conditions is a very difficult problem. Suffice it to say that the algorithm in the construction mode can be used to provide guidance on the development of the mathematical conditions that a valid autocovariance χ (r) must obey. Cule & Torquato (93) considered the construction of realizations having the following autocovariance function:
where q = 2π /b and the positive parameter b is a characteristic length that controls oscillations in the term sin(qr)/(qr), which also decays with increasing r. This function possesses phase-inversion symmetry (1) and exhibits a considerable degree of short-range order; it generalizes the purely exponentially decaying function studied by Debye et al. (100) . This function satisfies the nonnegativity condition on the spectral function but may not satisfy the binary conditions, depending on the values of a, b, and φ 1 (75) . Two structures possessing the correlation function (14) are shown in Figure 11 for φ 2 = 0.2 and φ 2 = 0.5, in which a = 32 pixels and b = 8 pixels. For these sets of parameters, all the aforementioned necessary conditions on the function are met. At φ 2 = 0.2, the system resembles a dilute particle suspension with particle diameters of order b. At φ 2 = 0.5, the resulting pattern is labyrinthine such that the characteristic sizes of the patches and walls are of order a and order b, respectively. Note that S 2 (r) was sampled in all directions during the annealing process.
To what extent can information extracted from two-dimensional cuts through a threedimensional isotropic medium, such as S 2 and L, be employed to reproduce intrinsic threedimensional information, such as connectedness? This question was studied for a Fontainebleau sandstone for which we know the full three-dimensional structure via X-ray microtomography (95) . Figure 12 shows the three-dimensional reconstruction that results by using a single slice of the sample and matching both S 2 and L. The reconstructions accurately reproduce certain three-dimensional properties of the pore space, such as the pore-size functions, the mean survival time of a Brownian particle, and the fluid permeability. The degree of connectedness of the pore space also compares remarkably well with the actual sandstone, although this is not always the case (101).
Reconstructing Many-Particle Systems
The aforementioned reconstruction/construction algorithm was applied originally to reconstruct realizations of many-particle systems (87) . For statistically homogeneous systems consisting of a b
Figure 12
Hybrid reconstruction of a sandstone [described in Torquato (1)] using both S 2 and L obtained from a single slice. System size is 128 × 128 × 128 pixels. (a) Pore space is the blue region, and the grain phase is transparent. (b) Three-dimensional perspective of the surface cuts, where the blue region is the pore phase and the red region is the grain phase (1).
identical spherical particles in a large volume at number density ρ, the most natural statistical descriptor is the n-particle correlation function g n (r 1 , r 2 , . . . , r n ), which is proportional to the probability density for simultaneously finding n particles at locations r 1 , r 2 , . . . , r n within the system (1, 102) . The pair correlation function g 2 is usually the quantity of primary interest and, if the system is additionally isotropic, depends only upon the distance r = |r 2 − r 1 | between pair positions. The pair correlation function can be ascertained from scattering experiments, which makes it a natural candidate for the reconstruction of a real many-particle system.
The hard-sphere system in which pairs of particles interact only with an infinite repulsion when they overlap is one of the simplest interacting particle systems (1) . Importantly, the impenetrability constraint does not uniquely specify the statistical ensemble. The hard-sphere system can be in thermal equilibrium or in one of the infinitely many nonequilibrium states, such as the random sequential addition (or adsorption) (RSA) process that is produced by randomly, irreversibly, and sequentially placing nonoverlapping objects into a volume (1) . Whereas particles in equilibrium have thermal motion such that they sample the configuration space uniformly, particles in an RSA process do not sample the configuration space uniformly because their positions are forever frozen (i.e., do not diffuse) after they have been placed into the system. The geometrical blocking effects and the irreversible nature of the process result in structures that are distinctly different from corresponding equilibrium configurations, except for low densities. The saturation limit (the final state of this process whereby no particles can be added) occurs at a particle volume fraction or packing fraction φ ≡ φ 2 ≈ 0.55 in two dimensions (1) . Two-dimensional RSA circular disk systems have been reconstructed using a target pair correlation function g 2 (r) (87) . Thus, the target function in Equation 12 is taken to be g 2 . The initial configuration was 5000 disks in equilibrium. its saturation state at a particle volume fraction φ = 0.543 (Figure 13a ) and the reconstructed system at the same particle volume fraction (Figure 13b) . As a quantitative comparison of how the original and reconstructed systems matched, it was found that the corresponding pore-size functions (1) were similar. This conclusion gives one confidence that a reasonable facsimile of the actual structure can be produced from the pair correlation function for a class of many-particle systems in which there is not significant clustering of the particles. However, it is not sufficient to reconstruct particulate systems in which there is significant clustering (87) . For such systems, recent work (86) suggests that the pair-connectedness function P 2 [i.e., the connectedness contribution to g 2 (1)] plus the pair correlation function g 2 contain considerably more information than that contained in the combination of g 2 and the three-particle correlation function g 3 .
Constructing Many-Particle Systems and the Realizability Problem
An important application of the stochastic optimization technique in the construction mode involves a fascinating open question concerned with whether a prescribed hypothetical pair correlation function g 2 (r) actually represents the pair correlation of some many-particle configuration at number density ρ > 0. This is termed the realizability problem (103, 104) . We know of several necessary conditions that must be satisfied by such a hypothetical function, including nonnegativity of g 2 (r) and its associated structure factor
as well as constraints on implied local density fluctuations (105) . A positive g 2 at a positive ρ must satisfy an uncountable number of necessary and sufficient conditions for it to correspond to a realizable point process (106, 107) . However, these conditions are very difficult (or, more likely, impossible) to check for arbitrary dimension. In other words, given ρ and g 2 , it is difficult to ascertain if there are some higher-order functions g 3 , g 4 , . . . for which these one-and two-particle correlation functions hold. To explore and gain insight into the basic statistical geometric features of random sphere packings, the notion of a g 2 -invariant process was introduced (103) . A g 2 -invariant process is one in which a given nonnegative pair correlation g 2 (r) function remains invariant as density varies for all r over the range of packing fractions
16.
The terminal packing fraction φ * is the maximum achievable value for the g 2 -invariant process subject to satisfaction of the known necessary conditions for the pair correlation function. The determination of the terminal packing fraction for various forms of g 2 that putatively correspond to a sphere packing has been solved using numerical and analytical optimization techniques (103, (108) (109) (110) (111) .
To test whether such g 2 s at terminal packing fraction φ * are indeed realizable by sphere packings, the aforementioned stochastic optimization technique has been employed to construct packings with targeted lower-order correlation functions (112, 113) . In a construction algorithm, an initial configuration of particles evolves such that the final configuration possesses the targeted g 2 up to some cutoff distance.
For the elementary unit step-function pair correlation function g 2 (r) = (r − D), 17.
previous theoretical work (114) indicated that this function is achievable by hard-sphere configurations in d dimensions up to a terminal packing fraction φ * = 2 −d . Here D is the hard-sphere diameter, and (x) is the unit step function (equal to zero for negative x and unity otherwise). To test whether the unit step g 2 is actually achievable by hard spheres for nonzero densities, the aforementioned stochastic optimization procedure was applied in the construction mode. Numerical calculations for d = 1 and d = 2 confirmed that the step-function g 2 is indeed realizable up to the terminal packing fraction (112) . Configurations of 289 particles for φ 2 = 0.2 in two dimensions (112) . The equilibrium hard-disk system (a) shows more clustering and larger pores than does the annealed reconstructed step-function system (b). Z * are given by
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Numerical evidence suggests that such a pair correlation is achieved by a single sphere-packing configuration for any d ≥ 2 (113) . Such a pair correlation function (Figure 15 ) shows a realization of such a packing in two dimensions. Of course, in any simulation, pair distances must binned and sampled up to some cutoff distance. For a sufficiently large system, the targeted correlation for a single configuration approaches that of one obtained from an ensemble of configurations by ergodicity.
Elsewhere, so-called iso-g 2 processes were studied in the equilibrium regime. These consist of a sequence of equilibrium many-body systems that have different number densities but share, at a given temperature, the same target pair correlation function. In other words, in these processes, density-dependent interactions identically cancel the usual density variation of many-body pair correlation functions (114) (115) (116) . Target pair correlation functions studied include the unit step function as well as the zero-density limit of the square-well potential for which g 2 (r) = exp[−βϕ(r)], where β represents inverse temperature and ϕ of r is the pair potential. Formal density expansions for effective pair potentials were derived with this iso-g 2 property, showing how successive terms in that expansion can be determined iteratively. Explicit results through second-density order were obtained for two types of target pair correlation functions, and the conditions under which realizability can be attained were explored (116) .
Because the realizability problem is far from being solved, it remains an active area of research. For example, it has been conjectured that any radial, nonnegative pair correlation function characterized by a hard core, which decays sufficiently rapidly to unity, is realizable by a translationally invariant disordered sphere packing in d-dimensional Euclidean space for asymptotically large d if and only if S(k) ≥ 0 (117). Although there is mounting evidence to support this conjecture (108, 110, 117) , which implies that the densest sphere packings in sufficiently high dimensions are counterintuitively disordered rather than ordered, its proof is a great challenge.
SUMMARY
Optimization methods provide a systematic means of designing heterogeneous materials with desired bulk properties and microstructures (1, 118) . Combining such modeling techniques with novel synthesis and fabrication methodologies may make optimal design of real materials a reality in the future. The topology optimization technique and the stochastic reconstruction (construction) method address only a small subset of optimization issues of importance in materials science, but the results that are beginning to emerge from these relatively new methods bode well for progress in the future. Indeed, recent inverse statistical-mechanical methodologies have been devised to optimize interaction potentials in soft-matter systems (e.g., colloids and polymers) such that they spontaneously self-assemble into stable target structures (119) .
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