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"Cualquier camino, si se sigue hasta el fin, no conduce exactamente a ningún lugar. 
Escalad tan sólo un poco la montaña para comprobar si es una montaña. 
 Desde la cima de la montaña, no podréis ver la montaña"  









Con la progresión de la banda ancha en Internet para el usuario de a pie, se ha 
potenciado la aparición de aplicaciones que hacen uso intensivo de esa capacidad de 
comunicación para varios fines. No es exagerado decir que el futuro de las aplicaciones 
es distribuido.  
 
Entre estas aplicaciones, por su impacto social y económico destacan las de redes de 
pares (Peer-to-peer o P2P), alrededor de las cuales se esta llevando a cabo una inmensa 
labor de investigación y desarrollo, tal como se puede ver en la cantidad de papers 
publicados sobre el tema1. No sólo en la vertiente de compartir ficheros, sin duda la 
más popular, sino como herramienta para reducir costes y aumentar la escalabilidad de 
servidores, computación distribuida, o la distribución de video de alta calidad por 
Internet en tiempo real, entre otras funcionalidades. 
 
Por todo ello en la primera parte de este proyecto vamos a describir el estado actual de 
la tecnología p2p, analizando y comparando diversos protocolos existentes. A 
continuación nos adentraremos en el mundo del multicasting, una forma de distribución 
masiva de datos que con la aparición de las redes p2p y las funcionalidades que estas 
aportan ha sufrido varios cambios. Posteriormente se expone una pequeña red p2p 
basada en Kademlia[1], protocolo al que se han realizado algunas modificaciones para 
añadir funcionalidades como la transferencia de ficheros, cuyo objetivo es servir de 
plataforma de comunicación para aplicaciones publish – subscribe, gestionando el nivel 
más bajo de comunicación.  Para finalizar se ejecutan varios test de rendimiento y se 
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A continuación defino algunas palabras técnicas usadas en este documento, para su 
mejor comprensión: 
 
DHT: una clase de sistemas distribuidos descentralizados que reparten la propiedad de 
un conjunto de claves (keys) entre los nodos que participan en una red, y son capaces de 
encaminar eficientemente mensajes al dueño de una clave determinada. Cada nodo es 
análogo a una celda de una tabla hash. Los DHT se diseñan normalmente para tratar un 
gran número de nodos y procesar entradas y salidas continuas de nodos. 
 
JXTA: es una plataforma peer-to-peer open source creada por Sun Microsystems en el 
año 2001. Esta plataforma esta definida como un conjunto de protocolos basados en 
XML. Dichos protocolos permiten que dispositivos conectados a una red intercambien 
mensajes entre si. 
 
Kademlia: un protocolo de la capa de aplicación diseñado para redes P2P 
descentralizadas. Especifica la estructura de la red, regula la comunicación entre nodos 
y el intercambio de información. Los nodos se comunican entre sí usando el protocolo 
sin conexión UDP. Con Kademlia se crea una nueva red virtual sobre una red 
LAN/WAN existente, como Internet, en la cual cada nodo de la red es identificado por 
un número (ID del Nodo). 
 
Multicast: envío de la información en una red a múltiples destinos simultáneamente, 
usando la estrategia más eficiente para el envío de los mensajes sobre cada enlace de la 
red sólo una vez y creando copias cuando los enlaces en los destinos se dividen. 
 
Overlay: una red informática construida encima de otra red existente. Los nodos en la 
red overlay se conectan mediante enlaces lógicos o virtuales, cada uno de los cuales 
corresponde a un camino, quizás a través de varios enlaces físicos, por la red 




P2P (o peer to peer): A grandes rasgos, una red informática entre iguales. Se refiere a 
una red que no tiene clientes ni servidores fijos, sino una serie de nodos que se 
comportan simultáneamente como clientes y como servidores de los demás nodos de la 
red. Este modelo de red contrasta con el modelo cliente-servidor el cual se rige de una 
arquitectura monolítica donde no hay distribución de tareas entre sí, solo una simple 
comunicación entre un usuario y una terminal en donde el cliente y el servidor no 
pueden cambiar de roles. 
 
Publish – subscribe: es un paradigma de mensajería asíncrona donde los emisores 
(publishers) de los mensajes no están programados para enviar su mensaje a un receptor 
(subscriber) específico. En lugar de eso, los mensajes se caracterizan por algún atributo 
sin saber que receptores (si existe alguno) puede haber. Los receptores muestran interés 
por alguna clase de mensajes sin saber si existe algún emisor. Esta separación entre 
emisor y receptor permite una mayor escalabilidad de contenidos y la creación de redes 
más dinámicas en su estructura. Un ejemplo de este paradigma son las comunidades de 
usuarios que se crean en ciertas redes de pares, donde una persona publica un fichero 
para que varios receptores lo descarguen cuando conecten a la red. 
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1.1 Origen y evolución del proyecto 
 
Este proyecto tiene sus inicios en la asignatura PXC, para la que realizamos como 
proyecto una aplicación cliente – servidor para el intercambio de ficheros en 
comunidades (grupos de usuarios). Ese proyecto permitía gestionar comunidades, 
añadiendo o eliminando miembros, creando nuevas comunidades, etc. Y daba la 
oportunidad de compartir los ficheros publicados en una comunidad mediante P2P, 
usando el protocolo Bittorrent. De este proyecto surgió la propuesta por parte de Felix 
de desarrollar un proyecto final de carrera relacionado, propuesta que acepté. 
 
El proyecto ha evolucionado mucho desde el esbozo inicial hasta lo que es hoy en día, 
según descubría nueva información sobre el tema de las redes de pares. Inicialmente el 
proyecto iba encaminado a ser una implementación de una tesis doctoral sobre 
comunidades científicas. Los protocolos de redes de pares a usar no estaban definidos, 
aunque en la tesis se proponía usar JXTA (una plataforma para crear redes de pares en 
java), por lo que esa fue la rama de estudio inicial. 
 
Posteriormente, dada la complejidad de JXTA y las necesidades específicas del 
proyecto, se buscaron alternativas de más bajo nivel. JXTA es una plataforma muy 
potente y compleja, pero precisamente esas características juegan en su contra a la hora 
de realizar ciertos trabajos, ya que proporciona demasiadas funcionalidades, muchas de 
las cuales eran innecesarias y complicaban el trabajo. Reevaluando la situación, y al 
haber entrado en el estudio de las DHT buscando información sobre publish – 
subscribe, pasé a implementar yo mismo la capa de conectividad entre pares mediante 
una DHT, usando el protocolo Kademlia.  
 
Así mismo, la parte del proyecto relacionada con las comunidades, evolucionó 
paralelamente del sistema propuesto en la tesis a una implementación adaptada al nuevo 
sistema de comunicación. El cambio de JXTA a una DHT propia hizo que necesitara 
encontrar un sistema adecuado al nuevo medio para la plataforma publish - subscribe.  
Esto llevo a entrar en el mundo del multicast, ver los diversos protocolos overlay 
existentes hasta encontrar uno adecuado a los fines del proyecto.  
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Por último, para tener una plataforma publish – subscribe completa, necesitaba 
transferir contenidos entre los miembros de una comunidad. Irónicamente una parte tan 
simple, en teoría, se volvió bastante compleja por la falta de documentación sobre el 
tema, y la facilidad con la que un mal diseño del sistema podía saturar la red. Al fin se 
pudo realizar un protocolo personalizado basado en el sistema usado por la red e-
Donkey.  
 
Después de recorrer este camino, el proyecto ha acabado siendo muy diferente, al 
menos en implementación, a la idea inicial. Seguimos teniendo un sistema publish – 
subscribe con comunidades, pero con protocolos distintos a los estudiados al empezar, 




El objetivo principal de este proyecto es desarrollar un sistema publish – subscribe 
sobre una DHT. Pero este objetivo comporta varios procesos necesarios para su 
consecución. Así pues podemos decir que hay múltiples objetivos: aprender a 
investigar, encontrando y clasificando información; realizar las mejores elecciones, 
según los requisitos, de plataforma y protocolos; realizar un diseño adecuado del 
sistema y, por último, desarrollar la plataforma publish – subscribe en si. 
 
Creo que se puede afirmar que estos objetivos han sido cumplidos en su totalidad. Si 
bien son mejorables en su realización, la experiencia adquirida en el desarrollo del 
proyecto y el producto final cumplen lo establecido al iniciar el trabajo. 
 
Cabe destacar que este proyecto no busca desarrollar un software formalmente, 
siguiendo todos los pasos desde la toma de requisitos hasta las pruebas y verificación 
del código. Aunque en algunos apartados se nombres términos como requisitos, se hable 
de metodología o se muestren clases en UML, esto es usado simplemente como 
herramientas de apoyo disponibles a un ingeniero y de las que saco provecho. No se han 
elaborado casos de uso ni se ha hecho un análisis formal anterior a la implementación. 
El objetivo principal era conocer el tema, el desarrollo de la aplicación es tan solo una 
herramienta para ver como funcionan los sistemas peer-to-peer y las redes multicast, 
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aunque sirve como resultado visible de esta investigación realizada y de los conceptos 
aprendidos 
 
A nivel personal, el proyecto tiene otros intereses, que podrían considerarse como 
objetivos secundarios. El principal es desarrollar un conocimiento sobre los sistemas de 
redes p2p, su funcionalidad y los principales problemas a los que se enfrentan. Dada la 
abundancia de datos relativos a las redes y la investigación que se esta llevando a cabo 
en este sector, es difícil tener un conocimiento en profundidad de muchos aspectos de 
las redes de pares, pero sí se puede conseguir una visión global con cierta solidez. 
 
Otro objetivo secundario importante es mejorar las capacidades de desarrollo de un 
proyecto, tanto técnicas como comunicativas. Aprender a utilizar herramientas 
profesionales de desarrollo, como IDE, o profundizar el conocimiento de Java, a la par 
que se redacta una memoria describiendo el trabajo realizado, permite ver la 
complejidad de los procesos y mejorar de cara a la vida profesional. 
 
Por último el proyecto da una oportunidad única de poner en práctica conceptos 
aprendidos a lo largo de estos años de carrera, en el campo del desarrollo de software y 
de las redes informáticas. 
 
1.3 Aplicaciones del proyecto 
 
Una duda que surge a veces en la realización de un proyecto es si este tiene alguna 
utilidad real. Al fin y al cabo, el trabajo principal de un ingeniero suele ser aportar 
soluciones a problemas reales de la forma más óptima posible.  
 
Este proyecto tiene una gran componente de investigación. Sobre el total de horas 
dedicadas, la gran mayoría han sido invertidas en buscar documentación, leerla y 
trabajar sobre ella. En lugar de usar plataformas establecidas, como JXTA, se ha optado 
por desarrollar una desde cero, con sus consecuentes limitaciones. Todo ello parece 
señalar al proyecto como un mero ejercicio teórico. 
 
Pero hoy en día podemos decir sin miedo que las redes de pares son el futuro de la 
computación. Video bajo demanda, servicios a usuarios de diversa índole, 
 20 
actualizaciones de software…  Todo ello usa sistemas p2p para mover los contenidos a 
su destino. Para poder construir estos sistemas, se ha de conocer bien el medio, y esto es 
lo que aporta este proyecto. Dentro de sus limitaciones, no pudiendo competir con los 
grandes frameworks de desarrollo de redes de pares, puede servir como introducción 
para el posterior desarrollo de redes de pares. Una plataforma de partida, ampliable, 
para configurar nuestro servicio. 
 
1.4  Organización de la memoria 
 
La memoria del proyecto consta de tres grandes bloques que describen todo el trabajo 
realizado. 
 
El primer bloque analiza lo que se ha dado en llamar “state of art” de las redes de pares. 
En este punto se describe los conocimientos actuales, según los papers académicos, en 
materia de redes de pares, de multicast y sobre publish – subscribe. 
 
En el segundo bloque se describen los protocolos elegidos para el desarrollo de la 
aplicación. Se entra en detalle en la descripción de la red p2p, del protocolo de 
transferencia de ficheros, de la organización del multicast y se explica como se une todo 
ello para formar el sistema publish – subscribe. 
 
Por último en el tercer bloque se muestra el desarrollo de la aplicación, los requisitos 
que ha de cumplir, las elecciones a la hora de implementar y los resultados del testing 
de la aplicación. 
 
Al final del documento se incluyen unos anexos donde se puede ver la documentación 





2 Redes P2P 
2.1 Historia 
 
A grandes rasgos podemos definir una red de pares[1] como una red sin clientes ni 
servidores fijos, formada por una serie de nodos que se comportan simultáneamente como 
clientes y servidores de los demás nodos de la red y en la que cualquier nodo puede iniciar, 
detener o completar una transacción.  
 
Estas redes han sufrido un auge en los últimos años debido al acceso por parte del usuario 
de a pie a redes de banda ancha y la popularidad de los servicios para compartir ficheros 
usando mecanismos de p2p. Pero la historia de las redes es algo más extensa, abarcando 
casi 40 años desde que se definieron los primeros conceptos hasta las redes que podemos 
encontrar hoy en día. Por desgracia la mayoría de esta historia esta centralizada en las 
aplicaciones para compartir ficheros y la polémica que las rodea, mediante las denuncias de 
las sociedades de derechos de autor. 
 
Una reacción curiosa asociada con este auge es la evolución del concepto de redes p2p de 
redes entre computadores a redes entre personas. Se ha creado una filosofía e ideales de que 
todos los usuarios deben compartir, aplicada en algunas redes en forma de un sistema 
enteramente meritocrático en donde "el que más comparta, más privilegios tiene y más 
acceso dispone de manera más rápida a más contenido". 
 
A aquellos usuarios que no comparten contenido en el sistema y con ello no siguen la 
filosofía propia de esta red se les denomina "leechers", los cuales representan una amenaza 
para la disponibilidad de recursos en una red P2P debido a que únicamente consumen 
recursos sin reponer lo que consumen, por lo que podrían agotar los recursos compartidos y 
atentar contra la estabilidad de la misma red. 
 
[1]: En el resto del documento me referiré a red de pares como red peer-to-peer. 
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Esta filosofía muestra la esencia de las redes de pares, además de estar en línea con la 
filosofía del software libre y similares, y sirve para ver como ha sido posible que a lo largo 
de los años las redes hayan podido evolucionar gracias al aporte de la comunidad, que ha 
dedicado muchos recursos para mejorar los distintos protocolos y evitar que las redes 
mueran. 
2.1.1 Los inicios 
 
Encontramos los primeros conceptos de la arquitectura de una red de peer-to-peer en el 
primer Request for Comments (RFC) existente, “Host Software” de Steve Crocker, (RFC 
#1) que data del 7 de abril de 1969.  En este paper se describen algunos de los conceptos de 
ARPANET, el embrión de Internet, y se describen experimentos para la comunicación 
directa entre hosts a través de un protocolo propio. Este protocolo incluye el 
establecimiento de la conexión entre dos hosts junto a un conjunto de operaciones llamadas 
“primitivas” que permiten interoperar a estos hosts. Con ello se crea la base conceptual de 
las futuras aplicaciones de redes de pares.  
 
La primera red p2p usada de forma masiva fue el sistema de noticias Usenet. Usenet fue 
creado por Tom Truscott y Jim Ellis, estudiantes de la Universidad de Duke, en 1979, como 
una evolución de las redes UUCP (redes de copia de Unix). Los usuarios podían leer o 
enviar mensajes (denominados artículos) a distintos grupos de noticias ordenados de forma 
jerárquica. El medio se sostenía gracias a un gran número de servidores distribuidos y 
actualizados mundialmente, que guardaban y transmitían los mensajes.  
 
Aunque la aplicación usaba servidores como centros de control y sincronización, usaba un 
algoritmo de flooding que se apoyaba en los usuarios para propagar la información (los 
artículos). Hay que destacar que Usenet era (es) un protocolo, no tenía ninguna aplicación 
asociada y se basaba en herramientas existentes en el sistema para realizar las operaciones. 
Igualmente tenía operaciones que se ejecutaban en modo cliente – servidor puro, pero la 
estructura que usaba es muy similar a la que haría popular a Napster 20 años después. 
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La primera aplicación P2P real fue Hotline Connect, desarrollada en 1996 para el sistema 
operativo Mac OS por el joven programador australiano Adam Hinkley. Hotline Connect, 
distribuido por Hotline Communications, pretendía ser una plataforma de distribución de 
archivos destinada a empresas y universidades, pero no tardó en servir de intercambio de 
archivos de música mp3, software pirateado y pornografía. 
 
 El sistema Hotline Connect estaba descentralizado, puesto que no utilizaba servidores 
centrales, sino completamente autónomos: los archivos se almacenaban en los ordenadores 
de los usuarios que deseaban funcionar como servidores, y permitían, restringían o 
condicionaban la entrada al resto de usuarios, los clientes. En caso de que un servidor se 
cerrase, no existía ningún otro lugar del cual seguir descargando ese mismo archivo, y no 
quedaba más remedio que cancelar la descarga y empezar de cero en otro servidor. Este 
sistema, en el que cada usuario dependía de un único servidor, no tardó en quedar obsoleto. 
Por otra parte, al ser una aplicación desarrollada fundamentalmente para una plataforma 
minoritaria como Mac OS, no atrajo la atención de la prensa generalista. 
2.1.2 El auge 
 
El panorama cambió con el nacimiento de Napster en 1999, a quien erróneamente se 
atribuye la invención del P2P. Aunque las transferencias de los archivos tenían lugar 
directamente entre dos equipos, Napster utilizaba servidores centrales para almacenar la 
lista de equipos y los archivos que proporcionaba cada uno, con lo que no era una 
aplicación perfectamente P2P, usando una estructura similar a la ya mencionada Usenet. 
Aunque ya existían aplicaciones que permitían el intercambio de archivos entre los 
usuarios, como IRC y Usenet, Napster se presentó como la primera aplicación para PC 
especializada en los archivos de música mp3. 
 
El resultado fue un sistema que presentaba una gran selección de música para descargar de 
forma gratuita. El hecho de que Napster fuera un servicio centralizado, como se puede ver 
en la figura 1 que representa la conexión de unos nodos (a,b,c) con el servidor, resultó su 
perdición. En diciembre de 1999, varias discográficas estadounidenses demandaron a 
Napster, y también músicos reconocidos como Lars Ulrich, batería del grupo Metallica, 
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reclamaron su cierre. La demanda, lejos de asustar a los usuarios, dio publicidad al servicio, 
de forma que en febrero de 2001 Napster había llegado a su cima con 13,6 millones de 
usuarios en todo el mundo. 
 
 
Figura 1: esquema de funcionamiento de Napster 
 
Muchos argumentaron que el cierre de Napster sólo llevaría al surgimiento de otras 
aplicaciones similares de intercambio de archivos. El juez dictó el cierre de Napster en julio 
de 2001. Después de esa fecha, Napster se transformó en un servicio de pago, a costa de ser 
prácticamente olvidado por la comunidad internauta. 
 
Una vez cerrado Napster, durante un tiempo el intercambio de archivos fue a la deriva, 
aunque (o debido a que) existían bastantes alternativas. Al principio se seguía usando 
Napster mediante servidores no oficiales (usando OpenNap, por ejemplo) a los que se podía 
acceder gracias a un programa llamado Napigator. También surgieron programas como 
Winmx (cerrado en 2005 por amenazas de la RIAA), e iMesh. Después se estableció como 
líder P2P Audiogalaxy, otra aplicación centralizada de intercambio de música, que acabó 
también por orden judicial. En el año 2002, se dio un éxodo masivo de usuarios hacia las 
redes como Kazaa, Grokster, Piolet y Morpheus, posteriormente también acosados por la 
RIAA por la vía judicial. 
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Luego apareció eDonkey 2000, aplicación que se mantuvo junto a Kazaa como líder del 
movimiento P2P hasta que la desbancó. La red eDonkey usa una estructura similar a la de 
Napster en cuanto depende de servidores para interconectar los usuarios. La principal 
diferencia es que estos servidores no sirven de almacén, simplemente permiten establecer 
conexiones entre usuarios, permitiendo a un nodo encontrar los ficheros que busca. 
Cualquier usuario puede montar un servidor mediante el software adecuado, creando una 
red de servidores, cada uno de los cuales tendrá a varios usuarios conectados que le 
enviarán consultas. Los ficheros se comparten directamente entre los nodos una vez estos 
han sido puestos en contacto por el servidor. 
 
El 12 de septiembre de 2006, MetaMachine, la compañía propietaria de eDonkey, se 
comprometió con la RIAA a pagar una multa de U$S 30 millones en un acuerdo 
extrajudicial, para evitar posibles demandas de la industria discográfica; debido a esto, en el 
sitio web de eDonkey se coloco un aviso que informa sobre lo ilegal que es compartir 
música y videos que tengan copyright. Asimismo, el programa cliente, eDonkey 2000 dejó 
de funcionar, desplegando este mismo mensaje e iniciando su desinstalación 
automáticamente.  
 
No obstante, la red eDonkey 2000 no pudo ser cerrada. La aparición de otros clientes 
basados en el protocolo de eDonkey 2000, como Lphant, Shareaza, eMule y sus Mods, y 
otros menos conocidos como aMule y MLDonkey para Linux, causó el progresivo declive 
del programa original eDonkey 2000, que tenía pocos usuarios propios en el momento de 
su cierre, pero permitió popularizar la red, que aún sigue activa hoy día con millones de 
clientes conectados simultáneamente en todo el mundo. 
 
Otro paso importante lo marcó el protocolo BitTorrent, que pese a tener muchas similitudes 
con eDonkey 2000 proporciona una mayor velocidad de descarga, pero a costa de una 
menor variedad y longevidad de archivos en la red. La idea subyacente detrás del protocolo 
es, a grandes rasgos, dedicar el ancho de banda de todos los nodos a un solo fichero. De 
esta forma, por cada fichero compartido en la red, se crea un conjunto con los usuarios que 
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están compartiendo el fichero. En este conjunto no se puede acceder a ningún otro fichero, 
de forma que todos los recursos del nodo están dedicados por completo a propagar el 
fichero en cuestión, en contraposición con el protocolo eDonkey donde un nodo puede estar 
compartiendo un número casi ilimitado de ficheros a la vez, con lo que el ancho de banda 
destinado a cada uno es menor. A este sistema hay que añadir una optimización del sistema 
de transferencia y control de la red, lo que permite que los usuarios obtengan velocidades 
cercanas al límite de su conexión, cosa impensable con eDonkey. 
 
También ha habido algunas acciones en contra de este protocolo. En 2006, a finales de 
marzo, TorrentPluribrain, un buscador de Torrents para el escritorio, tiene que cesar la 
actividad de sus servidores debido a una denuncia interpuesta en el nombre de la Société 
Civile des Producteurs Phonographiques de París ya que pese a que su desarrollador es 
español, los servidores estaban localizados en Francia. 
2.1.3 Las nuevas redes 
 
Acabar con las redes centralizadas era relativamente sencillo, pues bastaba con cerrar el 
servidor que almacena las listas de usuarios y archivos compartidos. Irónicamente fue esta 
persecución la que fomento el desarrollo de nuevos protocolos de redes de pares, ya que 
tras el cierre de cada servidor surgieron otras aplicaciones más modernas, creadas por los 
propios usuarios, que permitían seguir compartiendo los contenidos. Esta evolución fue 
incorporando los protocolos más novedosos hasta llegar, como gran logro, a la creación de 
redes descentralizadas, que no dependen de un servidor central, y por tanto no tienen 
constancia de los archivos intercambiados. El paso más importante en este sentido lo ha 
marcado la aparición del protocolo Kademlia. 
 
Kademlia es un protocolo de la capa de aplicación diseñado para redes P2P 
descentralizadas. Especifica la estructura de la red, regula la comunicación entre nodos y el 
intercambio de información. Los nodos se comunican entre sí usando el protocolo sin 
conexión UDP descrito en el modelo OSI. Con Kademlia se crea una nueva red virtual 
sobre una red LAN/WAN existente, como Internet, en la cual cada nodo de la red es 
identificado por un número (ID del Nodo). 
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Como Kademlia es un protocolo que no requiere servidores, desaparece el cuello de botella 
que se creaba con la necesidad de estos. Ahora, en vez de conectarse a un servidor, se 
conecta a un cliente (con una dirección IP y puerto conocidos), que soporte el protocolo 
Kademlia, y a través de este se conoce la topología de la red. Cuando se busca, cada cliente 
actúa como un pequeño servidor y se le da la responsabilidad de ciertas palabras clave o 
fuentes. Esto añade complejidad al encontrar fuentes, ya que no existe un servidor central al 
que preguntar. En la figura 2 podemos ver una simulación del aspecto que tiene la red para 
un nodo conectado (representado por el círculo central).  
 
 
Figura 2: red p2p con el usuario local en el centro 
 
El éxito de este protocolo radica en la descentralización, lo que evita que la red sea 
eliminada mediante el cierre de sus servidores, ya que estos no existen. Actualmente hay 
diferentes implementaciones de este protocolo en varios programas para compartir ficheros, 
como por ejemplo Azureus o Emule. Las diferentes implementaciones son incompatibles 
entre si, pero están dando lugar a evoluciones de este mismo protocolo, como incorporar 
encriptación a los mensajes que se envían entre los nodos para evitar la identificación de 
estos. 
 
Como vemos, la historia de las redes de pares está unida a los sistemas de compartir 
ficheros, y marcada por la persecución legal a causa de los contenidos compartidos 
 28 
mediante estas aplicaciones. Esto ha causado que en los últimos años aparezcan varios 
protocolos que innovan en diferentes aspectos de la red, como la descentralización o la 
seguridad mediante criptografía, intentando evitar las denuncias de las compañías gestoras 
de derechos de autor. 
 
2.2 Ventajas e inconvenientes de las redes peer-to-peer 
 
 
Hemos visto como las redes de pares has sufrido una evolución a lo largo de los años hasta 
su estado actual. La orientación principal de esta evolución, al menos de cara al sector más 
genérico de usuarios, era conseguir un sistema de descargas más efectivo y anónimo. Esto 
lleva inevitablemente a la pregunta: ¿porqué se ha usado este sistema? ¿Que ventajas tiene 
respecto a otros? ¿y que inconvenientes? Intentaré responder a estas preguntas en este 
punto. 
2.2.1 Qué se espera de una red peer-to-peer 
 
Antes de nada, deberíamos preguntarnos que ventajas aporta una estructura como la de las 
redes p2p, que se espera que ofrezcan como red a todo aquel que se conecte como usuario. 
Si hacemos un recorrido por Internet, vemos unas características comunes que se 
consideran básicas por parte de los usuarios en estas redes, unas capacidades que en 
muchos casos han ido apareciendo debido a la demanda de los clientes, y que nos permiten 
ver el porqué de este auge de las redes. Estas características son escalabilidad, robustez, 
descentralización, anonimato y seguridad.  
 
La escalabilidad es quizás la característica principal que identifica a una red peer-to-peer, 
junto a la descentralización. Las redes P2P tienen un alcance mundial con cientos de 
millones de usuarios potenciales. Una red actual como la usada por eMule, tiene una media 
de más de 26 millones de usuarios conectados simultáneamente en todo el planeta. Y las 
predicciones apuntan al crecimiento de los usuarios según se expanda la banda ancha por 
las zonas actualmente sin cobertura. Como se puede apreciar con estas cifras (figura 3), es 
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de suma importancia un sistema escalable que funcione correctamente con tal cantidad de 
usuarios. 
 
Figura 3: estadísticas diarias de un tracker bittorrent 
 
En general, lo común es que cuantos más nodos estén conectados a una red P2P mejor será 
su funcionamiento, ya que cuando los nodos llegan y comparten sus propios recursos, los 
recursos totales del sistema aumentan en un porcentaje mientras que las transacciones en la 
red causadas por el nuevo nodo no suponen un incremento de carga comparable. Esto es 
diferente al caso de una arquitectura cliente-servidor, en la que la adición de más clientes 
podría significar una transferencia de datos más lenta para todos los usuarios y llegar a 
saturar el sistema, causando su caída. De hecho algunos autores aventuran de que las redes 
cliente-servidor podrían llegar a su fin en breve, debido a la ineficiencia comparando con 
una peer-to-peer.  
 
Si la escalabilidad es un punto fuerte, la descentralización es otro concepto básico en las 
redes de pares. Estas redes por definición son descentralizadas y todos los nodos son 
iguales. No existen nodos con funciones especiales, y por tanto ningún nodo es 
imprescindible para el funcionamiento de la red. En caso de caída de uno o varios nodos, 
otros asumirán su función sin que suponga ningún esfuerzo al sistema. Siendo honestos, 
hay que decir que muchas redes de pares inicialmente no cumplían esta características, 
como Napster, o la cumplen en parte, como Bittorrent con sus sistemas de tracking. Pero 
actualmente es difícil concebir una red peer-to-peer centralizada, ya que aunque algunas 
usen servidores como soporte, suelen tener redes alternativas descentralizadas que 
funcionan en paralelo, complementándose las dos mutuamente.  
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Otra característica de las redes de pares es su robustez. La naturaleza distribuida de las 
redes va acompañada de una redundancia considerable en los datos que se almacenan en la 
red y en los mapas topológicos que guardan los nodos. Como ya se ha comentado antes, el 
coste de esta redundancia en la red es despreciable, debido a la enorme cantidad de recursos 
de que disponemos, pero permite que en caso de caída de varios nodos, la red no se vea 
afectada. El hecho de que no haya un servidor central evita la existencia de puntos de fallo 
únicos en el sistema. Y la cantidad de nodos existentes, mejora las rutas de distribución de 
contenidos y baja la carga por nodo. Todo ello contribuye a un sistema robusto y que 
reacciona de forma transparente a los usuarios ante fallos de sus nodos. 
 
Debido a la pujanza de los sistemas de compartir ficheros, y gracias al trabajo de redes 
como Freenet que han abierto el camino, el anonimato está siendo otra característica de 
muchas redes. Es deseable que en las redes quede anónimo el autor de un contenido, el 
editor, el lector, el nodo que lo alberga y la petición para encontrarlo siempre que así lo 
necesiten los usuarios. Aunque puede tener usos controvertidos, como permitir la copia de 
contenido con derechos de autor, esta característica se reclama por el derecho de la 
intimidad de cada persona, y en países bajo un régimen de gobierno autoritario que ejerce la 
censura, como China, las redes que  proporcionan anonimato han demostrado su valor al 
permitir la libertad de expresión y la transmisión de información desde y hacia el país. 
 
Por último tenemos la seguridad, que desgraciadamente es una de las características de las 
redes P2P menos implementada. Los objetivos de un P2P seguro serían identificar y evitar 
los nodos maliciosos, evitar el contenido infectado, evitar el espionaje de las 
comunicaciones entre nodos, favorecer la creación de grupos seguros de nodos dentro de la 
red, proteger de los recursos de la red, etc. Debido a que la naturaleza distribuida y 
concurrente de la red complica la implementación de estas características, la mayoría de 




2.2.2 Ventajas de la red 
 
Vistas las características que definen una red peer-to-peer, ¿que ventajas tiene respecto una 
arquitectura más tradicional como cliente –servidor?  
 
La gran ventaja añadida de la descentralización y la escalabilidad es el reparto de costes. 
Cada nodo de la red dona unos recursos a cambio de recibir otros. Los recursos pueden 
variar según la aplicación de la red, pueden ser archivos, ancho de banda, ciclos de proceso 
o almacenamiento de disco entre otros. Pero al repartir estos recursos entre nodos, el coste 
que pueden tener también se reparte, lo que permite establecer sistemas complejos y 
adaptables con una inversión inicial mínima para el desarrollador, facilitando la aparición 
de estas redes.  
 
Un caso donde se ve claramente el beneficio de esta situación es la transmisión de video 
por Internet, ya que mantener un servidor con capacidad para miles de usuarios representa 
un coste considerable en ancho de banda y recursos de servidor, mientras que la 
distribución a través de una red peer-to-peer decrementa este coste en varios ordenes de 
magnitud. 
 
La robustez añade fiabilidad a los servicios, y la capacidad de cumplir con regimenes de 
funcionamiento 24/365 ya que es muy difícil tirar la red, pues la descentralización la hace 
poco vulnerable a ataques de tipo DoS. Actualmente muchos servicios requieren tener 
tiempos de servicio de más del 99%, lo que supone unos gastos añadidos considerables 
debido a la redundancia de los sistemas necesarios para garantizar ese nivel de servicio. Un 
red p2p ya incluye esta redundancia, y permite usar menos equipos para conseguir la misma 
capacidad de reacción ante fallos de nodos. Por otra parte, no habrá perdida de información 
derivada de la reconexión de un nodo, y todo el mecanismo será transparente a los usuarios. 
 
La seguridad permite realizar operaciones comerciales ya que podemos estar seguro de con 
quien hablamos, verificarlo mediante certificados, y usar la red como plataforma de 
servicios diversos de pago. También da control sobre los contenidos que se distribuyen, 
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evitando la contaminación de la red por parte de usuarios maliciosos o permitiendo la 
implantación de sistemas DRM para la gestión de contenidos. 
 
Como se puede ver, las redes de pares proporcionan ventajas importantes, con un énfasis en 
la reducción de costes en sistemas multiusuario, lo que las posiciona como la base de las 
futuras redes para explotación comercial y las plataformas multiusuario. 
 
2.2.3 Desventajas de la red 
 
Por desgracia no todo es positivo en las redes de pares. Las mismas características que les 
dan fuerza (distribuidas, escalables) pueden ser explotadas por usuarios maliciosos, o 
generan problemas a nivel técnico que complican el funcionamiento normal de la red. 
 
El principal problema reside en que la mayor parte de los nodos de Internet no disponen de 
una dirección IP fija o incluso accesible para otros nodos de Internet. Este es el caso, por 
ejemplo, de los nodos que se conectan a través de redes locales como Wifi o Ethernet, de 
los que tienen algún tipo de Cortafuegos y NAT y de los que se conectan a través de la 
mayor parte de los ISPs del mundo que pueden usar limitadores de acceso o cachés 
intermedios para el tráfico. Para el correcto funcionamiento de una red P2P hay que 
resolver dos problemas fundamentales: cómo se encuentra un nodo que ya esté conectado a 
la red P2P, y cómo se conectan los nodos sin dirección IP pública entre ellos. 
 
Para resolver el primer problema la solución habitual es realizar una conexión a un servidor 
(o servidores) inicial con dirección bien conocida (normalmente IP fija) que el programa 
P2P tiene almacenada. Este servidor inicial se encarga de mantener una lista con las 
direcciones de otros nodos que están actualmente conectados a la red. Tras esto, los clientes 
ya tienen información suficiente para entrar en la red y pueden intercambiar información 
con otro nodos ya sin intervención de los servidores iniciales. 
 
Para resolver el problema de conexión cuando los nodos no tienen dirección pública, estos 
se conectan a través de otro nodo que funciona como proxy de la conexión. Los dos nodos 
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se conectan al proxy, y éste envía la información que llega de uno al otro. Cualquier nodo 
con una dirección IP pública puede ser escogido como proxy de una conexión entre dos 
nodos. Por ejemplo, en la red Skype a través de nuestro ordenador pueden pasar 
conversaciones de otras personas. En estos casos, es imprescindible la implementación de 
algún mecanismo de seguridad para evitar que los proxies pueden llegar a entender la 
comunicación entre los dos nodos. 
 
Aunque este es el problema principal nos encontramos con otros derivados del uso de la 
red, causados por algunos de sus usuarios y que por este motivo resultan difíciles de 
controlar, más aún en redes anónimas. El problema más conocido actualmente, o el que 
más impacto está teniendo, es el llamado “poisoning attack”.  Este tipo de ataque consiste 
en proporcionar contenidos que no corresponden a la descripción. Dado el auge de los 
sistemas de compartir ficheros, esta practica se ha extendido mucho, saturando la red con 
ficheros y trafico irrelevantes. Se han implementado sistemas, como mensajes de los 
usuarios corroborando el contenido que son visibles por la gente que lo comparte, pero no 
son suficientes ya que necesitan que el fichero se haya transmitido para poder emitir las 
verificaciones. 
 
Hay variantes de este ataque, que también se basan en modificar los ficheros que se 
comparten en la red. Los llamados “polluting attacks” insertan partes corruptas en los 
ficheros, lo que hace que el usuario reciba un fichero inutilizable o, si el sistema tiene 
control de integridad, deba buscar una fuente que comparta ese fragmento sin corromper, 
con la consecuente sobrecarga en la red. Otra variante consiste en añadir malware 
(spyware, virus, troyanos, etc.) a los ficheros, de forma que al ser ejecutados por el usuario 
que los ha descargado, infecten su sistema. 
 
Otra rama de ataques se caracteriza por sus intentos de afectar el rendimiento de la red, 
mediante diferentes variantes específicas de “denial of service”. Debido a su arquitectura, 
es casi imposible desconectar la red mediante estos ataques, ya que requerirían desconectar 
de golpe a casi todos los usuarios pero mediante spam de mensajes de control y otros, los 
nodos atacantes pueden saturar el sistema con gran cantidad de mensajes que han de ser 
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procesados por el resto de miembros, ralentizando la red. Estos ataques podrían centrarse 
en nodos concretos para saturarlos y desconectarlos de la red, abriendo la posibilidad a 
usurpar su identidad y efectuar otro tipo de ataques. 
 
Por último, un caso especial de ataque a la red es el de los llamados “leechers” 
(sanguijuelas). Son usuarios que usan una versión del software de la red modificado de tal 
forma que no comparten recursos. Tienen acceso a la red y pueden usar los recursos que 
esta ofrece, pero a cambio no contribuyen con los suyos, lo que provoca un desajuste entre 
las necesidades de la red según los nodos conectados y la disponibilidad de recursos. Unos 
pocos nodos no afectan de forma significativa, aunque perjudiquen a usuarios legales de la 
red. Pero si el numero traspasa cierta proporción, los efectos pueden empezar a afectar a 
toda la red, ralentizándola. 
 
La mayoría de estos ataques descritos requieren de una red diseñada de forma muy 
cuidadosa junto al uso de encriptación y verificación de nodos para poder evitarlos. Se dice 
que la defensa de las redes de pares es un problema similar al “Problema de los generales 
Bizantinos”. Este problema, resumiendo su concepto básico, plantea  la necesidad de 
coordinar los movimientos de varios generales para una acción, de forma que para que la 
acción sea un éxito todos han tomar la misma decisión. Se comunican por mensajeros, y 
conocemos de la existencia de un traidor que puede manipular los mensajes e influir en las 
decisiones tomadas. Como vemos hay un claro paralelismo con la situación en las redes de 
pares con lo que las soluciones aportadas a este problema sirven para mejorar la red, y este 
esta siendo uno de los principales enfoques para resolver estos ataques.  
 
2.3 Usos de las redes de pares 
 
Hemos visto las ventajas y problemas alrededor de las redes de pares, y como pueden 
utilizarse en aquellas aplicaciones y servicios que requieran una enorme cantidad de 
recursos, como anche de banda o almacenamiento, ya que reducen el coste de estos al 
repartirlo entre los usuarios. El uso más conocido, el que más ha popularizado estos 
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sistemas, es la búsqueda e intercambio de ficheros, pero hay otro tipos de aplicaciones que 
se benefician de las características de estas redes. 
 
Una variante de los sistemas de intercambio de ficheros es la distribución de contenidos, 
normalmente video, por Internet. Cada vez más compañías europeas y americanas, como 
Warner Bros o la BBC, ven el P2P como una alternativa a la distribución convencional de 
películas y programas de televisión, ofreciendo parte de sus contenidos a través de 
tecnologías como la de BitTorrent, con la que han llegado a un acuerdo comercial. 
 
Otra aplicación que se beneficia de las características de una red peer-to-peer es la telefonía 
por Internet mediante VozIP. Tenemos el ejemplo de Skype, una red de comunicación que 
usa Voz IP y la primera aplicación de este estilo en usar redes de pares como 
infraestructura. Actualmente cuenta con más de 170 millones de usuarios en todo el mundo, 
una cantidad que ha sido posible gracias a la descentralización de la red, ya que el coste de 
implantar servidores que dieran servicio a estos usuarios seria enorme. En Skype, los 
propios nodos van redirigiendo el tráfico entre el origen y el destino de la conversación. 
 
Los programas científicos también se benefician de las redes de pares. Aplicaciones de 
cálculo que procesan enormes bases de datos, como los bioinformáticos, se ven favorecidos 
por al cantidad de recursos que se pueden conseguir mediante estas aplicaciones. El 
programa SETI@home, por ejemplo, usa un sistema similar para repartir fragmentos de 
datos entre sus usuarios para que los procesen.  
Las redes P2P pueden ser también usadas para hacer funcionar grandes sistemas software 
diseñados para realizar pruebas que identifiquen la presencia de posibles drogas. El primer 
sistema diseñado con tal propósito fue desarrollado en 2001, en el Centro Computacional 
para el Descubrimiento de Drogas (Centre for Computational Drug Discovery) en la 
Universidad de Oxford con la cooperación de la Fundación Nacional para la Investigación 
del Cáncer (National Foundation for Cancer Research) de Estados Unidos. 
 
Actualmente, existen varios sistemas software similares que se desarrollan bajo el auspicio 
de proyectos como el proyecto de Dispositivos Unidos en la Investigación del cáncer 
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(United Devices Cancer Research Project). En una escala más pequeña, existen sistemas de 
administración autónoma para los biólogos computacionales, como el Chinook, que se unen 
para ejecutar y hacer comparaciones de datos bioinformáticos con los más de 25 diferentes 
servicios de análisis que ofrece. Uno de sus propósitos, consiste en facilitar el intercambio 
de técnicas de análisis dentro de una comunidad local. 
 
Como podemos apreciar, aunque el uso más popular de las redes sea el intercambio de 
ficheros, esta tecnología abre la puerta a nuevos modelos de trabajo, gracias a la 




Las redes de pares han evolucionado en varias “familias”, conjuntos de protocolos que 
comparten características comunes. Esto es consecuencia de la retroalimentación de los 
sistemas, que añaden las funcionalidades más útiles desarrolladas en otras redes a la suya, 
para obtener los beneficios que se derivan de ella. Esto complica el agrupar las redes según 
sus funcionalidades, ya que en última instancia tenemos una mezcla de funcionalidades con 
orígenes muy diversos.  
 
Por otra parte, dado que una de las características básicas de las redes p2p es la 
descentralización de las mismas, este parece un criterio importante para agruparlas, ya que 
tal como hemos visto en puntos anteriores las redes de pares han pasado por varios estados, 
desde la centralización a las redes puras, sin servidores añadidos al sistema. Por ello 
usaremos este criterio para clasificar las redes en tres grupos. 
2.4.1 Redes P2P centralizadas 
 
Este tipo de red P2P se basa en una arquitectura monolítica donde todas las transacciones se 
hacen a través de un único servidor que sirve de punto de enlace entre dos nodos, y que a la 
vez almacena y distribuye la información sobre los nodos donde se almacenan los 
contenidos. Tenemos un ejemplo de la arquitectura en la figura 4. Poseen una 
administración muy dinámica y una disposición más permanente de contenido, sin 
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embargo, está muy limitada en la privacidad de los usuarios y en la falta de escalabilidad de 
un sólo servidor, además de ofrecer problemas debido a tener un punto único de fallo y los 
enormes costos tanto en el mantenimiento como en el consumo de ancho de banda. 
 
Figura 4: esquema red p2p centralizada 
 
En la actualidad este modelo de red está en desuso, debido a la aparición de nuevos 
protocolos más eficaces, como los totalmente descentralizados, que han sustituido estas 
plataformas. Un factor especialmente importante en esta desaparición ha sido el 
almacenamiento de información de los usuarios en el servidor central, que se ha visto 
representa un peligro para los usuarios dado los casos de Napster y otras compañías que 
han sufrido acoso legal. 
 
Algunos ejemplos de este tipo de redes son Napster y Audiogalaxy. 
2.4.2 Redes P2P "puras" o totalmente descentralizadas 
 
Las redes de este tipo se caracterizan por no tener ningún servidor adicional a los nodos que 
forman la red, ya que los propios nodos actúan como cliente y servidor, como se aprecia en 
la figura 5. Toda la información de la red, tanto los datos que se comparten como las rutas 
para acceder a un nodo concreto, están repartidas entre los diferentes usuarios. Es la red la 
encargada de responder a las peticiones de un nodo, según los algoritmos definidos en el 




Figura 5: esquema red p2p descentralizada 
 
Las redes P2P de este tipo son las más comunes hoy en día, siendo las mas versátiles al no 
requerir de gestión central de ningún tipo gracias a la eliminación del servidor central, lo 
que permite que escalen mejor con el número de usuarios, y aumenta su robustez. Algunos 
ejemplos de una red P2P “pura” son , Ares Galaxy, Gnutella, Freenet y Gnutella2. 
2.4.3 Redes P2P híbridas, semi-centralizadas o mixtas 
 
En este tipo de red, se puede observar la interacción entre un servidor central que sirve 
como hub y administra los recursos de ancho de banda, enrutamiento y comunicación entre 
nodos pero sin saber la identidad de cada nodo y sin almacenar información alguna, por lo 
que el servidor no comparte archivos de ningún tipo a ningún nodo.  
 
Tiene la peculiaridad de funcionar (en algunos casos como en el protocolo Torrent) de 
ambas maneras, es decir, puede incorporar más de un servidor que gestione los recursos 
compartidos, pero ten caso de que el o los servidores que gestionan la información caigan, 
el grupo de nodos sigue en contacto a través de una conexión directa entre ellos mismos 




Figura 6: esquema búsqueda en red p2p híbrida 
 
La figura 6 muestra una consulta buscando un fichero realizada en una red de este tipo.  
Algunos ejemplos de una red P2P híbrida son Bittorrent, eDonkey2000 y Direct Connect 
2.4.4 Otras categorías  
 
Aunque esta clasificación dada es quizás la más práctica, hay muchas otras formas de 
clasificar las redes de pares.  Algunos prefieren clasificar las redes P2P en base a su 
estructuración, clasificando las redes en redes P2P estructuradas como CAN o en redes P2P 
sin estructura como Gnutella. 
 
También se podría clasificar las redes P2P de acuerdo a su generación, tal como se ha 
comentado en la historia de estas. Tendríamos una primera generación que comprende a 
las primeras redes de pares, las cuales eran centralizadas y donde el servidor jugaba un 
papel básico. 
 
Una segunda generación donde se implementa por primera vez la característica de la 
descentralización, en muchos casos de forma híbrida, añadiendo esta propiedad 
(descentralización) a las características más deseables de las redes, marcándola como la 
propiedad más importante (o casi) de cualquier red. 
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Por último hay una tercera generación, más reciente, cuyos protocolos implementan una 
comunicación no directa, cifrada y anónima, orientadas especialmente a proteger al usuario 
manteniendo su privacidad y a evitar la aparición de contenidos maliciosos o no 
controlados en el sistema. Estas redes están teniendo mucho auge debido a que permiten 
crear entornos comerciales funcionales gracias al cifrado. 
2.5 Protocolos 
 
El auge de las redes de pares ha tenido, como principal consecuencia, la aparición de 
múltiples protocolos p2p. Aunque estos se puedan incluir en los grupos definidos 
anteriormente,  cada uno tiene sus particularidades. Por ello en este apartado describiré, de 
forma no exhaustiva, algunos de los protocolos existentes, especialmente aquellos más 
usados, para poder ver que los diferencia de otros protocolos. 
2.5.1 Ares Network 
 
Ares Galaxy (popularmente conocido como Ares P2P o simplemente Ares) es un programa 
P2P para compartir archivos creado a mediados de 2002. Ares originalmente trabajaba con 
la red Gnutella, pero seis meses después de su creación, en diciembre de 2002, se optó por 
empezar a desarrollar su propia red independiente y descentralizada, montada sobre una 
arquitectura de red P2P de tipo "leaf nodes-y-supernodos" ofreciendo un sistema de 
búsqueda tipo broadcasting inspirada por la arquitectura de la red P2P de Gnutella. Fue así 
como empezó a nacer lo que sería la red de Ares Galaxy. 
 
La arquitectura de “leaf nodes-y-supernodos” es bastante común en redes puras, y es la que 
se implementa, por ejemplo, en JXTA. consiste en dividir los nodos en dos grupos, según 
unos parámetros como pueden ser los recursos de que disponen y su tiempo de conexión a 
la red. Los nodos que cumplan esos requisitos hacen la función de supernodos, que forman 
el esqueleto de la aplicación. Ellos se encargan de redirigir trafico entre nodos que trabajan 
con NAT y de almacenar información sobre los nodos que se conectan a ellos. El resto de 
nodos conecta siempre a un supernodo y le envia sus mensajes para que este los reenvie a la 
red y le devuelva la respuesta. 
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Ares identifica los ficheros mediante “hashlinks”, enlaces que identifican uno o varios 
ficheros en la red, y permiten la verificación de estos evitando los ataques por 
envenenamiento. Las ultimas versiones del protocolo incluyen la red Bittorrent como 
complemento, así como una estructura DHT para gestionar la información de los ficheros. 
2.5.2 AntsP2P 
 
Ants P2P es un protocolo de tercera generación de P2P desarrollado por el italiano Roberto 
Rossi, escrito en lenguaje Java bajo licencia GNU.  Cifra todos los mensajes que se envían 
o reciben y cada nodo puede ser usado como un Proxy para redirigir el tráfico, dificultando 
que se determine la ip de origen de una comunicación. De hecho las comunicaciones suelen 
recorrer varios nodos evitando un contacto directo entre el emisor y el receptor de una 
petición. 
 
El tráfico entre nodos se encripta usando AES 128, lo que evita que los nodos que realicen 
funciones de Proxy obtengan el contenido y solo el nodo que ha hecho la solicitud pueda 
leer la respuesta. Las claves de encriptación se intercambian aplicando Diffie-Hellman 512, 
un protocolo que evita los ataques de “hombre en el medio” realizados por terceros para 
obtener las claves. La aplicación además da soporte a comunicaciones multicast en la red. 
El contenido es indexado usando el formato de links del protocolo eDonkey, modificado 
para permitir busquedas de texto y contenido en ficheros de texto en la red.  La figura 7 
muestra el rendimiento del protocolo comparado con otros existentes. 
 
 
Figura 7: comparativa AntsP2P con otros sistemas 
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Ants P2P también permite a los usuarios ofrecer servidores web anónimos, solo accesibles 
dentro de la red Ants. Este servicio no permite redirigir tráfico a Internet para navegar de 
forma anónima, simplemente permite compartir el contenido situado en los servidores 




Avalanche es el nombre de un sistema de redes p2p propuesto por Microsoft, quien dice 
que mejora la escalabilidad y eficiencia de transmisión de los protocolos actuales. El 
sistema es similar a Bittorent pero intenta mejorar los defectos de este protocolo. Como 
Bittorrent, Avalanche divide los ficheros que comparte en fragmentos, pero a diferencia de 
este los nodos no transmiten fragmentos sino combinaciones lineales aleatorias de los 
bloques junto a coeficientes relacionados con esta combinación, una técnica conocida como 
“network coding”. 
 
Cualquier nodo puede generar nuevas combinaciones a partir de las que ya tiene, y 
transmitirlas a la red. Cuando un nodo tiene suficientes combinaciones, puede regenerar el 
fichero a partir de estas. Esta técnica elimina la necesidad de que cada nodo tenga un 
conocimiento de la distribución de los bloques a través de la red, un proceso que requiere 
un esfuerzo adicional por parte de los nodos. 
 
Con el uso de esta codificación nos aseguramos que cualquier combinación será útil para al 
menos otro nodo, y permite evitar la inanición causada en algunas redes por la caída de 
nodos que contengan un fragmento de un fichero que ha sido poco distribuido, ya que tan 
solo necesitaremos combinaciones que contengan partes de ese fragmento. Otra ventaja es 
que, debido a que ningún fragmento tiene más prioridad que otro, eliminamos la necesidad 




Bram Cohen, el creador de Bittorrent, ha discutido duramente esta propuesta, alegando 
entre otras objeciones que el sistema consume demasiados recursos computacionales para 
ser viable a gran escala. 
2.5.4 BitTorrent 
 
BitTorrent es protocolo diseñado para el intercambio de ficheros entre iguales creado por el 
programador estadounidense Bram Cohen y que se estrenó en la Codecon 2002. El 
programa está escrito en el lenguaje Python y distribuido bajo la licencia MIT. BitTorrent 
ganó su fama al permitir que mucha gente descargue los mismos ficheros sin que unas 
descargas ralentizasen a otras. Para lograr ésto el protocolo fuerza a todos los nodos a 
compartir las partes que tienen de los ficheros con los otros nodos de la red, de modo que 
cada miembro contribuye a la distribución del contenido. 
 
El método utilizado por BitTorrent para distribuir archivos es similar en muchos aspectos al 
utilizado por la red eDonkey 2000, pero generalmente los nodos en esta red comparten y 
bajan mayores cantidades de ficheros, reduciendo el ancho de banda disponible para cada 
transferencia. Las transferencias en BitTorrent son normalmente muy rápidas ya que todos 
los nodos en un grupo se concentran en transferir un solo fichero o una colección de los 
mismos. Además el protocolo eDonkey2000 no premia a aquellos usuarios que comparten 
un mayor ancho de banda. 
 
Para ello primero se distribuye por medios convencionales un pequeño fichero con 
extensión .torrent que contiene la dirección de un "servidor de búsqueda" o tracker, el cual 
se encarga de localizar los otros nodos de la red que comparten el fichero y enviar sus 
direcciones para que el nodo que ha realizado al petición puede empezar a descargar partes, 
además de recopilar estadísticas sobre la red, tal como se puede ver en la figura 8. El 
fichero o colección de ficheros deseado es descargado de las fuentes encontradas por el 
tracker y, al mismo tiempo que se realiza la descarga, se comienza a subir las partes 




Figura 8: esquema de la red Bittorrent 
 
Ya que la acción de compartir comienza incluso antes de completar la descarga de un 
fichero, cada nodo inevitablemente contribuye a la distribución de dicho fichero. El sistema 
se encarga de premiar a quienes compartan más, facilitando que establezca más conexiones 
y descargue antes el fichero. La eficiencia de la distribución aumenta proporcionalmente al 
número de nodos conectados, ya que la carga de redistribuir el fichero se reparte entre todos 
ellos. 
 
Al contrario que otras redes de intercambio, BitTorrent no incluye ningún mecanismo de 
búsqueda de archivos. Los usuarios de BitTorrent deberán localizar por sus propios medios 
los archivos torrent que necesita el protocolo. Normalmente, estos archivos pueden 




Chord es un protocolo que relaciona claves (keys) con nodos. Está diseñado para funcionar 
en redes descentralizadas sin nodos privilegiados (es decir, sin super-nodos que centralicen 
las consultas), y su funcionamiento permite obtener un resultado exhaustivo de las 
búsquedas de datos que se realicen. Chord es altamente escalable, de forma que gestiona un 
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gran número de usuarios simultáneos sin perder rendimiento. La arquitectura esta pensada 
para que dada una red con N nodos, el coste de las operaciones básicas realizadas sea 
proporcional a log(N). 
 
El protocolo considera una red formada por N nodos como la mostrada en la figura 9, que 
pueden estar activos o ausentes en un momento dado. Dado un conjunto de claves 
asociadas a un valor, el protocolo Chord se encarga de asignar las claves a los nodos 
activos según un algoritmo y mantener esas asignaciones dinámicamente a medida que los 
nodos van entrando y saliendo de la red. El resto de tareas vinculadas a la red -




Figura 9: esquema de la red Chord 
 
La asignación de identificadores a nodos y claves se realiza mediante una función de hash 
consistente basado en SHA-1. Cuando un nodo o una clave entran en la red, reciben una 
identificación (id) que se obtiene calculando el hash de la IP del nodo o del valor asociado a 
la clave. Una clave de id k se asigna al nodo de id k si éste está activo en la red. Si k no 
está, se busca el primer nodo posterior a k que esté activo y se le asigna a la clave: este 
nodo sustituivo se denomina sucesor de k (successor(k)). De esta forma, nodos proximos 
físicamente pueden tener valores muy lejanos en el espacio de claves lo que mejora la 
robustez de la red.  
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Para mantener la coherencia, cuando un nodo k se conecta a la red, su nodo sucesor le 
transfeiere las claves que están destinadas a él. Cuando un nodo abandona la red, transfiere 
las claves de las que se hacía cargo a su sucesor. Con estos mecanismos, se garantiza la 
autorregulación de la red en un contexto de movilidad de los nodos participantes como 
suele ser el caso en una red peer-to-peer. Algunas versiones añaden redundancia al 
almacenamiento de valores, guardándolos en un numero k de nodos, todos ellos asociados a 
las claves mas cercanas a la que queremos guardar, para evitar que se pierda la información 
por la desconexión accidental de un miembro. 
 
El correcto mantenimiento de los nodos sucesores ya garantiza que las búsquedas se 
procesen de forma exhaustiva devolviendo siempre el objeto buscado (si existe). Sin 
embargo, cada nodo almacena información adicional sobre la red que permite acelerar las 
búsquedas usando una tabla de rutas (finger table) interna. Esta tabla de enrutamiento 
guarda en la i-ésima fila el sucesor del nodo, situado a distancia 2(i − 1) del nodo 
correspondiente (en dirección negativa en el círculo y calculando entre los valores clave 
asociados a los nodos). 
 
Cuando un nodo solicita una clave j, examina su propia tabla de rutas. Si encuentra el nodo 
responsable de j, envía la petición directamente al nodo afectado, en caso contrario 
pregunta al nodo cuya id sea más cercana (y menor) a j, que devolverá la id del nodo más 
cercano a j que encuentre en su tabla de rutas. Esta operación se repite hasta llegar a k o a 
su sucesor.  
2.5.6 Direct Connect 
 
Direct Connect es una aplicación peer-to-peer escrita por Jon Hess de NeoModus. Después 
de que fuera creado, han aparecido otros clientes implementando el protocolo de Direct 
Connect. No es una aplicación p2p pura ya que centraliza las operaciones en ciertos nodos. 
El protocolo está basado en el protocolo FTP para maximizar las transferencias de ficheros.  
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Su funcionamiento se basa en servidores centrales llamados hubs. Cada hub contiene un 
listado de todos los clientes que se han conectado a él, y todos los archivos que están 
compartiendo. Al hacer una búsqueda en el hub, este devuelve todos los archivos que tienen 
relación con la búsqueda y que clientes lo poseen, y a continuación el cliente solicitante 
descarga el archivo en cuestión mediante FTP directamente desde la fuente, 
desvinculándose por completo el ordenador que hace de hub. 
 
Como se puede apreciar, el funcionamiento es muy similar al de Napster, aunque incluye 
algunas mejoras. Para empezar, cuando se registra una máquina en el hub se identifican 
todos los archivos que comparte con su hash para conseguir una identificación única. Se 
pueden hacer búsquedas según ese hash para asegurar la autenticidad del archivo que 
buscamos, y evitar envenenamiento de la red con ficheros falsos.  
 
Otra diferencia respecto a Napster es que cualquier persona puede montar un hub. En un 
hub se peuden definir ciertas características que hand e cumplir los clientes para poder 
conectar, como sockets abiertos (número de descargas concurrentes), cantidad de gigabytes 
compartidos, baneo de contenidos (por ejemplo pornografía), etc. Esto permite tener un 
control de calidad en las distintas subredes que se crean con cada hub y asegurar la 
distribución de los contenidos. 
2.5.7 eDonkey 
 
La red eDonkey es una red peer-to-peer híbrida orientada a compartir ficheros. Como en la 
mayoría de las redes, el intercambio de ficheros se realiza directamente entre los nodos, sin 
tener en cuenta el servidor, cuyo único cometido es responder a las búsquedas lanzadas por 
un usuario y poner en contacto a los nodos que han de establecer una comunicación. La 
empresa que creo la red ha sido cerrada por problemas legales, pero la red continua activa 
mantenida por los usuarios. 
 
Los servidores de eDonkey actúan como una especie de “supernodos” a los que se conectan 
los clientes, formando clusters a su alrededor. Cada servidor gestiona el tráfico referente a 
búsquedas de ficheros de su entorno, además de almacenar una lista de los ficheros que 
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contiene cada nodo junto a los datos de contacto de este nodo. Podemos ver un ejemplo de 
este funcionamiento en la figura 10. Originalmente las búsquedas de ficheros sólo podían 
realizarse dentro del servidor, pero extensiones del protocolo han permitido que un servidor 
consulte a otros servidores conocidos para complementar los resultados de la búsqueda. 
 
Los ficheros en la red se identifican de forma única mediante un conjunto de sumas de  
hash MD4 respecto el contenido del fichero. De esta forma se identifica un fichero por el 
contenido independientemente del nombre que tenga, evitando la inserción de ficheros 
maliciosos que corrompan la transmisión. Cada fichero consta de varios fragmentos de 
aproximadamente 9,28 Mb (o la fracción correspondiente al final del fichero) junto a un 
checksum MD4 de 128 bits por cada fragmento, que sirve para verificar la integridad de 
estos una vez transmitidos. Si un fragmento recibido está corrupto, se vuelve a solicitar su 
transmisión.  
 
Figura 10: esquema de la red eDonkey 
 
La red da soporte a búsquedas de ficheros por nombre o por ciertas características 
secundarias específicas de los ficheros, como el tamaño, la extensión, etc. Las últimas 
versiones aceptan cadenas de búsqueda booleanas, con condiciones lógicas incluidas. Para 
rebajar el tráfico generado por las búsquedas en la red, el protocolo proporciona los 
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llamados eD2K links, enlaces que indican al cliente los datos de un fichero para que puede 
empezar su descarga directamente, sin necesidad de buscarlo antes. 
 
Últimamente la red está sufriendo de ataques causados por servidores malintencionados, 
que filtran las búsquedas evitando que los usuarios conectados a ellos reciban cierto 
contenido, además de proporcionar resultados que apuntan a ficheros infectados con virus. 
Esto está demostrando la debilidad del enfoque híbrido de las redes de pares, donde el 
servidor juega un papel muy importante en el funcionamiento de la red. Para contrarrestar 
estos efectos, la mayoría de los clientes están cambiando progresivamente a un protocolo 
puro, sin servidores, como Kademlia.  
2.5.8 FastTrack 
 
FastTrack es un protocolo usado por el cliente Kazaa y sus variantes. Sus creadores fueron 
Niklas Zennström de Suecia, Janus Friis de Dinamarca y un grupo de programadores de 
Estonia dirigidos por Jaan Tallinn, el mismo equipo que posteriormente creo Skype. Las 
características que hicieron popular a FastTrack fueron la capacidad de continuar descargas 
que se habían interrumpido y poder descargar fragmentos de un fichero de varias fuentes a 
la vez, características novedosas en ese momento que se han vuelto de uso común en los 
protocolos actuales. 
 
FastTrack pertenece a la llamada segunda generación de redes de pares. Cada nodo puede 
actuar como nodo normal o como supernodo, dependiendo de la capacidad del ordenador 
en que se está ejecutando el cliente. Si cumple los requisitos, un nodo cambia 
automáticamente a supernodo dentro de la red, sirviendo de índice central de ficheros y 
direcciones de red para otros nodos con menos recursos. 
 
Para conectar a la red, cada nodo tiene una lista con las direcciones de supernodos con los 
que intenta conectar. Una vez conectado, el cliente actualiza esta lista mediante una 
petición al supernodo con el que ha conectado. Al finalizar el proceso, envía a su supernodo 
la lista de ficheros que comparte y lo asocia como su nodo de búsquedas, al que enviara 
 50 
todas las peticiones que realice. Las descargas de ficheros las realiza conectando 
directamente al nodo que tiene el fichero, usando el protocolo http. 
 
Para permitir la descarga desde múltiples fuentes el protocolo usa el algoritmo de hashing 
UUHash, que sirve a la vez como verificación de la integridad del fichero. Aunque este 
algoritmo permite realizar el checksum de los ficheros muy rápidamente, incluso en 
ordenadores lentos,  al realizar hash parciales no detecta errores en los ficheros y se pueden 
generar cadenas de hash que coincidan con la de otros ficheros. Esta característica ha hecho 
que proliferen los ficheros maliciosos en la red, con fragmentos corruptos que evitan la 
propagación de los ficheros reales. 
2.5.9 FreeNet 
 
Freenet es una red de comunicaciones entre pares descentralizada diseñada para resistir la 
censura, la cual utiliza el ancho de banda y espacio de almacenamiento de las computadoras 
de sus miembros para permitir publicar u obtener información de todo tipo en completo 
anonimato. 
 
El objetivo de Freenet es almacenar documentos y permitir su acceso por medio de una 
clave asociada, impidiendo que sea posible la censura de los documentos gracias a las 
replicas internas que se hacen de estos y ofreciendo anonimato tanto al usuario que publica 
el documento como al que lo descarga. Para eso, la red Freenet se diseñó como una red P2P 
no estructurada de nodos no jerarquizados que se transmiten mensajes y documentos entre 
ellos. Los nodos pueden funcionar de dos formas, como nodos finales desde donde 
empiezan las búsquedas de documentos y se presentan al usuario los resultados, o como 
nodos intermedios de enrutamiento que redirigen al búsqueda hasta el destino correcto. 
 
Cada nodo aloja documentos asociados a claves en unos ficheros encriptados, de forma que 
ningún nodo sabe que contenidos está almacenando. También contiene una tabla de 
enrutamiento que asocia los nodos con un historial de claves a las que responden. Para 
encontrar un documento en la red se necesita saber su clave. Una vez conocida un usuario 
envía un mensaje a un nodo solicitando el documento. Si el documento no se encuentra en 
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la base de datos local, el nodo selecciona a un vecino de su tabla de enrutamiento que cree 
que será capaz de localizar la clave más rápidamente y le pasa la petición, recordando quién 
envió el mensaje para poder deshacer después el camino. El nodo al que se pasó la petición 
repite el proceso hasta que se encuentra un nodo que guarda el documento asociado a la 
clave o la petición pasa por un número máximo de nodos (TTL).  
 
Cuando se encuentra el documento correspondiente a la clave buscada, se envía una 
respuesta al originador de la petición a través de todos los nodos intermedios que recorrió el 
mensaje de búsqueda, deshaciendo el camino de la petición. Los nodos intermedios pueden 
elegir mantener una copia temporal del documento en el camino. Además de ahorrar tiempo 
y ancho de banda en peticiones futuras del mismo documento, esta copia ayuda a preservar 
el documento mediante las replica, evitando su alteración y dificultando la identificación 
del nodo que lo publicó. 
 
Ninguno de los nodos intermedios sabe si el nodo anterior de la cadena fue el origen de la 
petición o un simple enrutador. Al deshacer el camino, ninguno de los nodos puede saber si 
el nodo siguiente es el que efectivamente tenía el documento o era otro enrutador. De esta 
manera, se asegura el anonimato tanto del usuario que realizó la petición como del usuario 
que la respondió. 
 
Esencialmente el mismo proceso de rastreo de camino se utiliza para insertar un documento 
en la red: se envía una petición para un archivo inexistente y una vez que falla el 
documento es enviado por la misma ruta que siguió la petición. Esto asegura que los 
documentos son insertados en la red en el mismo lugar en que las peticiones lo buscarán. Si 
la petición inicial no falla, entonces el documento ya existe y no se inserta el nuevo. 
2.5.10 Gnutella 
 
Gnutella es un proyecto de software distribuido para crear un protocolo de red de 
distribución de archivos entre pares, sin un servidor central, siendo pionera en los 
protocolos de redes de pares puros. La popularidad inicial de la red fue estimulada aún más 
tras la caída de Napster en el año 2001 por causas legales. Este crecimiento de popularidad 
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reveló rápidamente los límites de la escalabilidad inicial del protocolo.A principios del 
2001, algunas variaciones del protocolo mejoraron en alguna medida la escabilidad al tratar 
algunos usuarios como “ultrapares”, enrutando peticiones de búsquedas y respuestas para 
los usuarios conectados a ellos, en vez de tratar cada usuario como cliente y servidor. 
 
Un nuevo nodo se conecta a otro que ya esté dentro de la red. Cómo se encuentra un nodo 
ya conectado está fuera del protocolo, pero normalmente los clientes Gnutella se 
distribuyen con una lista de nodos que se espera estén siempre conectados y se escoge 
alguno al azar. Un nodo cualquiera puede estar conectado a varios nodos, y recibir 
conexiones de nuevos nodos formando una malla aleatoria no estructurada. Al 
desconectarse cada nodo guarda las direcciones de los nodos a los que estaba conectado 
para poder iniciar la siguiente sesión. 
 
 
Figura 11: ejemplo de broadcast Gnutella 
 
Cuando un nodo desea buscar un fichero, le envía un mensaje a todos los nodos a los que 
está conectado. Estos buscan localmente si lo ofrecen, y a la vez reenvían la búsqueda a 
todos los nodos a los que ellos están conectados. Esta estrategia de difusión se llama 
flooding (inundación de la red, ver figura 11). Para evitar reenvíos infinitos y bucles, los 
mensajes tienen asociado un número máximo de saltos, que no pueden superar. Si llegan a 
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esta cantidad el nodo receptor envía un mensaje al nodo que inició la búsqueda indicando el 
error. 
 
Cuando una petición llega a un nodo que ofrece el fichero, se contesta directamente al nodo 
que inició la búsqueda. Los ficheros pueden partirse en varios trozos servidos por diferentes 
nodos. La descarga se realiza directamente desde los nodos que contestaron a la búsqueda 
del fichero, pudiendo enviarse los fragmentos a descargar a nodos intermedios en el caso de 
que haya problemas de conexión debido a firewalls, normalmente a nodos con función de 
“ultra-peer”.  
 
La operación de flooding de la búsqueda es la debilidad más importante de este protocolo. 
Si hay muchas búsquedas a la vez, la red se llena de mensajes que los nodos se envían entre 
ellos saturándola, ya que el numero de mensajes crece exponencialmente con el número de 
nodos en la red . Además, este algoritmo no garantiza que el fichero sea encontrado aunque 
exista, ya que podemos superar el tiempo de vida del mensaje. Esta situación forzó la 
aparición de las DHT, más escalables. 
2.5.11 Gnutella 2 
 
El protocolo P2P Gnutella2 es una re-escritura del protocolo Gnutella, escrito por Michael 
Stokes. En este protocolo solo se mantuvo de Gnutella el intercambio de datos para iniciar 
la comunicación (handshake). El resto de funciones fueron cambiadas completamente.  
 
Al contrario que la red Gnutella original, en esta versión del protocolo los nodos se dividen 
en dos categorías: supernodos y hojas. Las hojas se conectan a los supernodos enviándoles 
su lista de archivos, y los supernodos se conectan entre ellos. Cuando una hoja desea buscar 
un fichero, envía la petición a un supernodo que realiza el flooding del Gnutella clásico 
pero sólo entre los demás supernodos. De esta forma se mejora la eficiencia de la red ya 
que los nodos hojas (la gran mayoría de nodos en Gnutella2) no reciben peticiones de 
búsquedas, lo que rebaja la carga de mensajes. 
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Cualquier nodo puede pasar a ser supernodo si cumple unos requisitos determinados de 
tiempo activo y ancho de banda de subida y bajada. Estos requisitos dependen del cliente 
específico que esté ejecutando el usuario. 
 
Los ficheros de identifican mediante hash SHA-1, que se usa también para verificar al 
integridad de los mismos una vez descargados. El control de los fragmentos se realiza 
unsando hash trees, para evitar compartir partes corruptas. Además los ficheros tienen 
asociados metadatos que facilitan información como el nombre, valoraciones de calidad y 
otros datos, que pueden ser modificados por los usuarios. Estos metadatos están asociados a 
cada nodo, y persisten incluso cuando el nodo ya no comparte el fichero, permitiendo 
identificar ficheros maliciosos sin necesidad de guardar una copia de ellos. 
 
Gnutella y Gnutella 2 son muy similares, especialmente después de las modificaciones 
sufridas por Gnutella. Las principales diferencias son el formato de los mensajes y el 
algoritmo de  búsqueda. El formato de mensajes de Gnutella 2 es fácilmente extensible, al 
contrario que el del Gnutella original, lo que permite incorporar mejoras y mensajes 
específicos para cada cliente que implemente el protocolo. El algoritmo de búsqueda de 
Gnutella 2 usa un flooding por pasos, en el que se consultan los nodos que tenemos en una 
lista uno a uno, evitando el incremento exponencial de tráfico del flooding original y 
permitiendo finalizar la búsqueda cuando encontramos el resultado deseado. 
2.5.12 JXTA 
 
JXTA (Juxtapose) es una plataforma peer-to-peer open source creada por Sun 
Microsystems en el año 2001. Esta plataforma esta definida como un conjunto de 
protocolos basados en XML los cuales permiten que dispositivos conectados a una red 
intercambien mensajes entre si. JXTA es el framework P2P más maduro que actualmente 
existe siendo diseñado para permitir que un amplio rango de dispositivos - Computadoras, 
celulares, PDA's - se comuniquen de forma descentralizada. 
 
JXTA crea una red virtual que permite a los peers interactuar entre si, aún cuando algunos 
de ellos estén detras de firewalls, NATs o usen distintos transportes de red. Además, cada 
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peer es identificado por un ID único, un URN SHA-1 de 160 bits en la implementación de 
Java, permitiendo que los peers puedan cambiar su dirección pero conservar su número de 
identificación.  
 
Los peers se unen en grupos, que proporcionan un entorno para la propagación de mensajes 
y una organización lógica de los nodos. Por defecto todos los nodos pertenecen al grupo 
NetPeerGroup, pero un nodo particular puede unirse a varios subgrupos simultáneamente. 
Cada grupo tiene al menos un peer rendezvous y es independiente del resto de grupos de la 
red, no pudiendo enviarse mensajes entre grupos. 
 
 
Figura 12: ejemplo de red JXTA 
 
JXTA define dos categorías principales de peers: Super-peers y edge-peers. Los super-peers 
pueden ser divididos en rendezvous y relay peers. Cada peer tiene un rol bien definido el 
modelo peer-to-peer de JXTA. Los edge peers son usualmente definidos como peers que 
tienen bajo ancho de banda. Normalmente están en los límites de internet, escondidos 
detrás de firewalls corporativos o accesan a la red a través de conexiones no dedicadas. 
Tenemos un ejemplo de esta estructura en la figura 12. 
 
Un peer relay permite que peers que esten de tras de firewall o sistemas NAT tomen parte 
en la red JXTA. Esto se consigue mediante protocolos que pueden atravesar firewalls, 
como por ejemplo HTTP. 
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Un peer rendezvous tiene la tarea especial de coordinar los peers en la red JXTA, además 
de proveer las bases necesarias para la propagación de mensajes. Todos los peers conectan 
a un nodo rendezvous y delegan en ellos sus tareas. Cada peer rendezvous mantiene un 
Rendezvous Peer View (RPV), una lista de nodos rendezvous conocidos ordenada por sus 
ID. No hay ningún mecanismo que fuerce la consistencia de estos listado, por lo que 
diferentes nodos pueden tener datos distintos, aunque las listas convergerán según se 
estabilice la red y asuman el papel de nodos rendezvous aquellos miembros con una 
conexión más estable y continua. Para facilitar el proceso los nodos intercambian 
fragmentos de estas listas entre ellos.  
 
Esta lista (RPV) se usa como base sobre la que aplicar funciones de hash distribuido para 
localizar recursos. Así, cuando publicamos datos o realizamos una búsqueda, el peer 
rendezvous con el que nos comunicamos realiza una función hash sobre la tabla para 
localizar el nodo rendezvous más cercano a los datos que buscamos (o el que ha de 
almacenar los datos que publicamos). Una vez localizado el nodo, se le envia el mensaje 
para que este lo reenvie al nodo edge que corresponda. 
 
Adicionalmente, JXTA define un conjunto de protocolos para las comunicaciones y la 
gestión de los grupos en el sistema. 
2.5.13 Kademlia 
 
Kademlia es un protocolo de la capa de aplicación diseñado para redes P2P 
descentralizadas. Especifica la estructura de la red, regula la comunicación entre nodos y el 
intercambio de información. Los nodos se comunican entre sí usando el protocolo sin 
conexión UDP, sin necesidad de ningún servidor, siendo una red peer-to-peer pura. Con 
Kademlia se crea una nueva red virtual sobre una red LAN/WAN existente, como Internet, 
en la cual cada nodo de la red es identificado por un número (ID del Nodo). El ID además 
permite al algoritmo localizar valores, proporcionando un mapeo directo a valores 
contenidos en la red. 
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El algoritmo de Kademlia se basa en calcular la distancia entre dos nodos. Este calculo se 
realiza mediante un XOR de los ID de los dos nodos, interpretando el resultado como un 
entero dentro de un espacio de valores de 2n, siendo n el número de bits del identificador. 
Cuando queremos buscar un valor, hemos de  realizar la búsqueda sobre una clave asociada 
a ese valor, que nos ha de ser conocida. El algoritmo explora la red en varios pasos, cada 
uno de los cuales calcula la distancia entre un nodo conocido y la clave que buscamos para 
aproximarnos al destino. Como otros protocolos basados en DHT, Kademlia realiza un 
número de consultas del orden de O(log n) antes de encontrar el resultado. 
 
 
Figura 13: ejemplo de árbol de routing de Kademlia 
 
Cada nodo contiene, además de los valores que almacene, una tabla de  enrutamiento 
consistente en una lista por cada bit del ID del nodo, como se ve en la figura 13. Esta lista 
contiene datos para localizar a otros nodos, como el puerto, dirección ip y su identificador. 
Un nodo conocido se almacena en la posición i de la lista si su id difiere con la del nodo 
local en el bit i. Esto causa que la lista este muy descompensada, ya que la gran mayoría de 
los nodos llenaran las primeras posiciones por tener id’s muy distintas, dejando el final de 
la lista casi vacío. Como contrapartida, esta sección estará muy especializada y contendrá 





Los nodos de Kademlia usan cuatro mensajes para comunicarse. El primero es ping, usado 
para verificar que un nodo está activo. El segundo es store, que indica a un nodo que ha de 
almacenar un valor junto a la clave asociada a este. Find node busca la ruta óptima hasta un 
nodo dado. Find value busca en al red el valor asociado a la clave proporcionada.  
 
El proceso de conexión de un nodo a la red es complejo debido a la falta de servidores 
centrales. Una vez conocemos la dirección de un nodo miembro de la red, generamos un id 
único para el nodo que quiere conectar. Entonces el nodo envía al nodo de arranque un 
mensaje de búsqueda, dando como clave a encontrar su identificador, lo que permite 
rellenar la tabla de routing. Durante este proceso los nodos cercanos transmiten al  nuevo 
nodo aquellos valores cuyas claves sena más próximas a la id del nodo nuevo, con lo que 
este ha de almacenarlas. 
2.5.14 Napster 
 
Napster era un servicio de distribución de archivos de música (en formato MP3) y pionero 
de las redes P2P de intercambio creado por Shawn Fanning. Su popularidad comenzó 
durante el año 2000. Su tecnología permitía a los aficionados a la música compartir sus 
colecciones de MP3 fácilmente con otros usuarios, lo que originó las protestas de las 
instituciones de protección de derechos de autor.  
 
La primera versión de Napster fue publicada a fines de 1999. Fue el primero de los sistemas 
de distribución de archivos entre pares de popularidad masiva usando un modelo 
centralizado. Utilizaba un servidor principal y único para toda la red que mantenía la lista 
de usuarios conectados y los archivos compartidos por cada uno de ellos. Las transferencias 
de archivos eran realizadas entre los usuarios sin intermediarios, mediante conexión directa 
similar al protocolo FTP.  
 
Las búsquedas se realizaban contra el servidor, quien consultaba las tablas de datos 
almacenadas y devolvía la lista de usuarios que guardaban el fichero. Este no podía 
descargarse de varios usuarios simultáneamente, sino que se obtenía de forma completa de 
un nodo. En casod e desconexión, había que descargar todo el contenido de nuevo. 
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En diciembre de 1999, varias empresas discográficas iniciaron un juicio en contra de 
Napster. Esto trajo a Napster una enorme popularidad y varios millones de nuevos usuarios. 
Napster alcanzó su pico con 13,6 millones de usuarios hacia febrero del año 2001. En julio 
de 2001 un juez ordenó el cierre de los servidores Napster para prevenir más violaciones de 
derechos de autor. Hacia el 24 de septiembre del 2001, había prácticamente llegado a su fin. 
Napster aceptó pagar a las empresas discográficas 26 millones de dólares por daños y otros 
10 millones de dólares por futuras licencias. 
2.5.15 Pastry 
 
Pastry es un protocolo para la implementación de una DHT similar a Chord. Los valores y 
las claves asociadas a ellos se almacenan en una red redundante de nodos, identificados de 
forma única en la red mediante un ID. Aunque al funcionalidad de la DHT es idéntica a la 
mayoría de protocolos que usan tablas distribuidas, lo que diferencia Pastry del resto es la 
red de enrutamiento que posee, montada encima de la propia DHT. Las métricas de 
enrutamiento son proporcionadas por programas externos según la ip del nodo, lo que 
permite cambiar rápidamente de métrica para buscar los caminos entre nodos (como menor 
latencia, mayor ancho de banda, etc.). 
 
El espacio de claves se considera circular como el de Chord, con identificadores de 128-bits 
en formato de un entero sin signo que representan una posición en este espacio circular. Los 
identificadores se asignan de forma aleatoria, lo que permite a nodos lejanos 
geográficamente tener id próximas. Cada nodo contiene, además de su identificador, una 
lista de nodos vecinos, una lista de nodos hoja y una tabla de enrutamiento. 
Los nodos hoja son el conjunto de nodos más próximos al nodo local en las dos direcciones 
del círculo y sirven para mantener la coherencia de la red y acortar las búsquedas. Los 
nodos vecinos son los m nodos más próximos según las métricas usadas en la red, aunque 




La tabla de enrutamiento contiene una fila por cada bloque de direcciones asignado. Los 
bloques se forman dividiendo la clave del nodo local en dígitos de b bits cada uno, 
generando un sistema numérico en base 2b. De esta forma, respecto al cliente, agrupamos 
los nodos según el número de dígitos comunes en un prefijo de las claves del nodo local y 
otro nodo. La tabla almacena en cada fila la dirección del nodo conocido más cercano y que 
cumple la condición del prefijo correspondiente a esa fila.  
 
Los mensajes pueden ser dirigidos a cualquier dirección en el espacio de claves, exista el 
nodo con esa ID o no. El contenido se va trasladando por al red hasta llegar al nodo con la 
ID dada o, si no existe, al más próximo. Cuando un nodo recibe un mensaje para reenviar o 
envía uno, consulta la tabla de nodos hoja buscando una ruta directa. Si no la tiene, consulta 
la tabla de enrutamiento buscando el nodo conocido con el mayor prefijo en común con el 
objetivo, y le envía el mensaje. Esto asegura que el mensaje en cada paso vaya a un nodo 
con una ID más cercana al destino (o en el peor de los casos, igual de cercana) con lo que la 
operación converge. La figura 14 muestra un ejemplo de routing de un mensaje. 
 
 
Figura 14: ejemplo de routing en Pastry 
 
Pastry solo define como distribuir las claves entre los nodos y como encontrar el nodo 
responsable de almacenar una clave. Esto permite implementar protocolos encima de 
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Pastry, como pueden ser Past, un sistema para compartir ficheros, o Scribe, un sistema 
publish – subscribe. 
2.5.16 P2PTV 
 
P2PTV es una técnica de transmisión y difusión de contenidos audiovisuales (vídeos, 
televisión, etc) a través de Internet usando la arquitectura de los sistemas P2P mediante ua 
red híbrida. Los nodos individuales se conectan a otros nodos para recibir los streams de 
vídeo y audio, en lugar de hacerlo mediante un servidor central, como sucede en la 
televisión basada en IP, aunque se suele usar un servidor como origen del contenido a 
distribuir. 
 
Los usuarios que están realizando un streaming de bajada se convierten en pequeños 
servidores que lo ofrecen a otros usuarios. De este modo, se solucionan los dos grandes 
problemas de la transmisión masiva de contenido multimedia por Internet: se disminuye la 
carga del servidor y el ancho de banda ocupado. Con p2ptv algunos canales pueden 
mantener más de 100.000 conexiones simultáneas de forma fluida y sin necesidad de un 
ancho de banda superior a 512 kbps de subida (dependiendo de la calidad de la imagen). 
 
Las ventajas de este sistema son múltiples respecto a los sistemas tradicionales en el campo 
del streaming de video por Internet. Para empezar, reducen enormemente los costes de 
ancho de banda, tanto por parte del emisor como entre diferentes ISP, ya que muchas zonas 
de transmisión se establecen entre clientes del mismo proveedor de Internet, lo que reduce 
los costes por interconexión entre ISP. Además, desde el punto de vista de la distribución, 
la red permite ofrecer contenidos muy concretos a los grupos de interés, mejorando la 
eficiencia de la distribución. 
 
Actualmente hay múltiples programas que usan esta tecnología para distribuir contenidos, y 
varios protocolos, la mayoría de código cerrado, desarrollados para este fin. Aún así, la 
tendencia esta siendo dejar de desarrollar los protocolos para usar como estándar el 
protocolo BitTorrent, debido a la eficiencia demostrada por este en la transmisión de 
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contenido por la red, y debido al beneficio que supone para las distribuidoras trabajar con 




Tapestry es un sistema DHT que proporciona capacidades de búsqueda de objetos, 
enrutamiento de comunicaciones y multicast de forma descentralizada mediante una red 
peer-to-peer pura. Se centra en minimizar la latencia de los mensajes que se transmiten por 
al red, usando para ello tablas de enrutamiento optimizadas para este fin. Tapestry se usa 
como capa de red de una aplicación, ofreciendo unos servicios que han de ser 
complementados por la aplicación superior.  
 
Cada nodo recibe un ID único aleatorio perteneciente a un espacio de 160-bit, generado 
mediante SHA-1 y representado como una clave de 40 dígitos hexadecimales. Las 
aplicaciones que usan la red o los objetos almacenados en esta también reciben una clave 
dentro del espacio de nombres. Cada nodo se considera la raíz de un conjunto de nodos 
cercanos a su identificador, sus vecinos, de forma que si el nodo raíz cae estos se encargan 
de almacenar los datos que le corresponderían. 
 
 
Figura 15: ejemplo de mesh routing en Tapestry 
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Para publicar un objeto, un nodo envía de forma periódica un mensaje a su nodo raíz. 
Todos los nodos en el camino almacenan un puntero al objeto, dando prioridad a estos 
enlaces según la latencia con el nodo que publica la información. Cuando otro nodo busca 
el contenido, dirige el mensaje de búsqueda al nodo raíz del objeto. Cada nodo que redirige 
el mensaje comprueba si posee un enlace al objeto, en cuyo caso responde con la ruta 
adecuada.  
 
El funcionamiento de las tablas de enrutamiento es muy similar a Pastry, usando el mismo 
sistema de tablas con un único nodo enlazado y segmentadas por distancia entre prefijos, 
como se ve en la figura 15. 
  
2.6 Comparación de las redes 
 
En los apartados anteriores hemos visto varias características de las redes de pares, así 
como una descripción de los protocolos más usados o que más influencia han tenido en la 
evolución de estos sistemas. Tras ver los diversos protocolos, se puede apreciar un auge, 
recientemente, en los protocolos basados en DHT, como base de las redes descentralizadas 
y organizadas.  
 
Las ventajas de una red basada en DHT son múltiples. La más importante es la eficiencia 
en las búsquedas, ya que al contrario de protocolos como Gnutella, podemos garantizar el 
éxito de una petición si el objeto existe, y todo ello con un consumo mínimo de recursos, 
dejando la red libre para el resto de operaciones. Además permiten la descentralización del 
sistema, evitando los problemas que comporta el tener un punto único de acceso a la red. 
 
No hay que olvidar la tercera generación de redes de pares, representadas por Antsp2p. 
Estos protocolos incluyen anonimato y criptografía en las comunicaciones, añadiendo 
seguridad a los contenidos y evitando muchos de los ataques que pueden sufrir estas redes. 
Otra ventaja es su uso como plataformas de desarrollo. A diferencia de aplicaciones como 
Napster en las que el protocolo y la aplicación van unidas, las nuevas generaciones ofrecen 
la red como un conjunto de operaciones que se pueden ejecutar permitiendo al programador 
obviar el funcionamiento de estar y centrándose en la aplicación. 
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Según esto, un protocolo actual debería usar una DHT como base, ser puramente 
distribuido, y ofrecer capacidades de anonimato, seguridad y multicast. Este último punto 
se sale de los objetivos del proyecto, pero se debería permitir a la red implementada ser 
ampliada en un futuro para añadir estas funcionalidades.  
 
Mirando los protocolos que cumplen estas condiciones, la mejor elección parece Kademlia. 
Es un protocolo muy popular actualmente, testeado, que ha demostrado su eficiencia para 
distribuir contenido de forma masiva y mantener una red con millones de usuarios 





3 Publish - Subscribe 
3.1 Definición 
 
Publish - Subscribe es un paradigma para el envío de mensajes asíncronos donde el emisor 
(publisher) no está programado para enviar sus mensajes a un receptor (subscriber) 
específico. Es su lugar, los mensajes se asocian a un estereotipo (una clase) sin conocer la 
cantidad ni el tipo de receptores que podemos tener. Los receptores expresan su interés en 
una o más clases de mensajes, y sólo reciben los mensajes de esa área de interés, sin 
conocimiento de que emisores hay (si hay alguno). Este desacople entre emisor y receptor, 
como se muestra en la figura 16, permite una gran escalabilidad en el sistema y una 
topología de red más dinámica. 
 
 
Figura 16: ejemplo de sistema publish - subscribe 
 
El paradigma publish – subscribe está relacionado con el paradigma de “cola de mensajes” 
(message queue), y suele formar parte de las aplicaciones middleware orientadas a 
mensajes. La mayoría de API de sistemas de mensajería, como JMS en JEE, soportan tanto 
publish – subscribe como message queue. 
 
En la mayoría de sistemas publish – subscribe, el emisor envía los mensajes a un 
intermediario, llamado broker, que se encarga de clasificarlos según el tipo de mensaje. 
 66 
Posteriormente el mismo broker se encarga de proporcionar los mensajes de interés a los 
receptores cuando estos se conectan, realizando así una tarea de almacenamiento y reenvío. 
 
Otros sistemas eliminan la necesidad del broker distribuyendo las funciones de 
enrutamiento y filtrado de mensajes entre los emisores y los receptores de mensajes, 




En el modelo publish - subscribe, los subscribers normalmente reciben tan solo una 
fracción del total de mensajes publicados en el sistema. El proceso de selección de estos 
mensajes se llama filtrado. Según el tipo de filtrado usado, podemos encontrar dos sistemas 
publish – subscribe,  llamados topic – based (temático) y content – base (basado en 
contenido). 
 
En un sistema topic – based los mensajes se publican a “topics”, canales lógicos con un 
nombre que representan una temática, de forma muy parecida a los grupos de noticias 
actuales. Los receptores se unen a uno o más canales para recibir los mensajes que les 
interesan, teniendo cada canal una temática asociada que indica que contenidos se publican, 
por ejemplo, tecnología. El emisor es responsable de definir los tipos de mensajes que 
pueden recibir los subscribers,  así como de mantener la coherencia temática del canal. Los 
receptores que se unan al canal lógico recibirán todos los mensajes publicados en este 
canal, y todos los miembros del canal recibirán los mismos mensajes.  
 
En un sistema content-based, los mensajes sólo se entregar al receptor si los atributos o el 
contenido de los mensajes cumplen unas restricciones impuestas por el propio receptor. En 
este sistema la responsabilidad de clasificar los mensajes recae sobre el propio subscriber, 
ya que los emisores publican el mensaje para que lo reciban todos los miembros de la red.  
 
El sistema content – based es preferible ya que proporciona a los subscribers la capacidad 
de delimitar sus campos de interés en función de unos parámetros bien definidos, 
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asegurando que recibe sólo aquello que realmente le interesa, mientras que en un canal 
temático puede recibir mensajes de poco interés debido a la variedad de aspectos que cubre 
el grupo, como por ejemplo el mencionado grupo de tecnología que puede contener 
mensajes sobre gadgets, software, investigación… 
 
Las implementaciones sobre redes de pares suelen tener un enfoque hacia sistemas topic – 
based, debido a la facilidad de crear grupos de usuarios en estos sistemas, a los que asociar 
un topic. La transmisión de los mensajes ente nodos viene facilitada por la misma red, y 
esta garantiza una gran escalabilidad. 
 
Se han realizado intentos de desarrollar sistemas content – based en estas mismas redes de 
pares, pero al tarea dista de ser trivial. Algunas aproximaciones usan árboles de 
enrutamiento para distribuir los mensajes entre los nodos, asociados a los atributos dados 
para, mediante técnicas de multicast, distribuir los mensajes adecuados a cada nodo. Otros 
intentos usan supernodos para asegurar que los mensajes llegas a los subscribers adecuados. 
 
Existen sistemas híbridos, donde los emisores publican sus mensajes en un canal temático 
mientras que los receptores filtran dentro de los canales temáticos aquellos mensajes que 
les interesan especialmente, ignorando el resto. Un ejemplo es un sistema que, dada una 
implementación topic –based sobre DHT, clasifique las subscripciones a los grupos y los 
mensajes emitidos en topics de forma automática, según un esquema predefinido por la 
aplicación. En esta aproximación en concreto el punto clave está en definir un esquema 
adecuado, ya que una mala implementación puede causar falsos positivos o reducir en gran 
medida el rendimiento del sistema. 
 
3.3 Ventajas y desventajas 
 
Este sistema de transferencia de mensajes, como todo arquitectura, tiene ciertas ventajas y 
desventajas. A continuación describo las más destacables, que caracterizan los sistemas 
publish – subscribe. 
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La principal ventaja del sistema es el desacople entre emisor y receptor de los mensajes. 
Los publishers no necesitan saber de la existencia de los subscribers, ni estos de los 
publishers. Con la temática de los mensajes siendo la parte más importante, ni emisor ni 
receptor necesita información topológica del sistema. Cada uno puede funcionar con 
normalidad independientemente del estado del otro, al contrario que los sistemas 
tradicionales cliente – servidor, en los que el cliente no puede enviar mensajes si el servidor 
no está activo, ni el servidor puede recibir mensajes si no hay un cliente activo. 
 
Muchos sistemas publish - subscribe no solo desacoplan los enlaces entre publish y 
subscriber, también realizan un desacople temporal, permitiendo que un emisor publique 
mensajes que el receptor puede leer mucho tiempo después, mediante un sistema de 
almacenamiento temporal. Este sistema necesita de intermediarios que almacenen los 
mensajes, pero da más flexibilidad al sistema.  
 
Otra ventaja de estos sistema es la escalabilidad que poseen, muy superior a la de los 
sistemas tradicionales cliente – servidor, debido al desacople ya mencionado. Como no hay 
un enlace directo entre emisor y receptor de los mensajes, el número de receptores puede 
crecer sin afectar a las capacidades del emisor, ya que habrá otros recursos, más 
especializados, que se encarguen de asumir la carga de repartir el mensaje. Para ello se usan 
varias técnicas como realizar distribución en paralelo, almacenamiento en caché, usar los 
propios subscribers como repetidores del mensaje, o delegar el trabajo de difusión a una red 
sobre la que trabajamos (normalmente una red peer-to-peer). 
 
Aún con estas ventajas, los sistemas publish – subscribe tienen un punto de fallo único que 
es su mayor desventaja actualmente, los brokers. La comunicación entre el emisor y el 
broker ha de hacerse mediante un protocolo establecido, que está sugeto a varios problemas 
de seguridad. Por ejemplo, podemos engañar a un broker para que envíe mensajes erróneos 
a los miembros de un grupo, o para que transmita las peticiones a receptores equivocados 
provocándoles la saturación. Los propios brokers pueden ser objeto de un ataque DoS que 
cause la caída del sistema debido a su dependencia de los servicios del broker. 
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Para resolver estos problemas, se están desarrollando sistemas publish – subscribe basados 
en redes de pares. Estos sistemas permiten evitar la necesidad de un broker repartiendo el 
trabajo de este por la red, aprovechando la gran escalabilidad que proporciona y su 
robustez. De esta forma, a cambio de aumentar la complejidad de los procesos de envío de 
mensajes, podemos evitar fallos del sistema debido a los brokers. 
 
Incluso en los sistemas que no usan brokers tenemos potenciales problemas de seguridad, 
ya un subscriber podría recibir mensajes que no está autorizado a recibir. O un Publisher no 
autorizado podría introducir mensajes erróneos o dañinos en el sistema. En este caso, el 
problema es menor ya que el uso de criptografía de clave pública (con protocolos como 
SSL) puede paliarlo. 
3.4 Problemática del sistema content - based 
 
Ya hemos comentado los tipos de sistemas publish – subscribe, y las ventajas de estos 
sistemas. Una característica común en estas descripciones ha sido la dificultad que hay en 
implementar un sistema content – based sobre una red peer-to-peer. De hecho, este 
problema está generando muchos papers en el mundo académico que proponen 
aproximaciones y soluciones a los diferentes aspectos del problema. En este proyecto no 
abordare un sistema content – based debido a su complejidad (se deja como una posible 
mejora) pero  en este punto quiero detallar algunos de los aspectos que hacen el sistema 




Figura 17: proceso teórico de sistema content - based 
 
Antes de nada hemos de considerar el escenario de trabajo, una red peer-to-peer. Esto es 
importante, ya que nos elimina la posibilidad de tener un centro único de mensajes, un 
broker, que pueda almacenar información exhaustiva de cada nodo y sus preferencias, para 
posteriormente comparar con los mensajes recibidos y reenviarlos a los destinos correctos. 
En el caso que consideramos todo este trabajo lo ha de realizar la red, consistente en nodos 
que pueden unirse a ella o irse en cualquier momento. 
 
El primer escollo importante es definir unos atributos que definan el contenido. Estos 
atributos han de permitir identificar cada mensaje de forma única, y han de dar a cada nodo 
la posibilidad de discriminar aquellos mensajes que no se ajusten a sus intereses. Para ello 
hemos de crear una jerarquía de atributos finita y lo más pequeña posible, para poder tomar 
la decisión sobre el interés de un nodo en un tiempo relativamente corto y con bajo coste 
computacional, pero a la vez lo suficientemente precisa para identificar todo tipo de 
mensaje enviado sin errores. Como se puede apreciar, generar este sistema es complejo, ya 
que el mismo hecho de trabajar con atributos limita las elecciones de los subscribers. 
 
Otro gran problema es el lenguaje de búsqueda asociado. En un sistema content – based un 
subscriber puede querer buscar contenidos que correspondan con sus preferencias, u otras 
definidas en la consulta, en cualquier momento. Para permitirlo hemos de definir una 
estructura de consulta que permita definir al nodo las condiciones de la búsqueda, además 
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de implementar un protocolo que asegure que obtendremos los datos existentes en la red 
que cumplan las condiciones dadas, lo que implica una búsqueda exhaustiva en esta. 
 
El tercer problema, aunque menos importante que los otros dos, es el almacenamiento. Para 
cumplir con la filosofía del sistema, cuando un publisher envía un mensaje a la red, este 
debería ser accesible por los subscribers. El contenido debe estar disponible incluso cuando 
el publisher no esté conectado, para permitir el asincronismo de las comunicación. Ello 
implica que hemos de almacenar el mensaje en la red, con varias réplicas para asegurar su 
presencia. Considerando el número de mensajes que se pueden enviar, esto implica una 
sobrecarga importante a la red. Se pueden dar soluciones, como tiempo máximo de vida en 
la red, límite de réplicas, etc. Pero es una sobrecarga que hay que asumir. 
 
Como se puede apreciar, la problemática asociada al content – based no es trivial, y 
necesita de un esfuerzo computacional importante para sus operaciones, lo que decrementa 
enormemente la eficiencia de la red.  
3.5 Protocolos 
 
Hemos comentado los diferentes tipos de publish – subscribe que existen, tanto topic – 
based como content – based. En este punto quiero describir, de forma no exhaustiva, 
algunos de los protocolos existentes, para ver como platean sus soluciones al problema. 
Debido al enfoque del proyecto y a las tendencias existentes, sólo consideraré protocolos 
que se basen en una red peer-to-peer para su funcionamiento. 
3.5.1 Bayeux 
 
Bayeux es un sistema de multicast a nivel de aplicación orientado a construir una red 
eficiente de conexiones entre nodos y proporcionar árboles de distribución de contenido 
encima de esta estructura, escalando a cifras por encima de miles de miembros simultáneos 
en la red sin problemas. Uno de los aspectos más novedosos que ofrece Bayeux es la unión 
de la aleatoriedad usada en los nodos para el balance de carga junto al determinismo 
empleado para un uso eficiente del ancho de banda. 
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Bayeux usa un sistema de routing basado en prefijos que hereda de Tapestry, un protocolo 
de aplicaciones peer-to-peer que ya ha sido descrito, brevemente, en apartados anteriores. 
Encima de este protocolo Bayeux ofrece un algoritmo que organiza los receptores de una 
transmisión multicast en un árbol de enrutamiento con raíz en el origen de la transmisión. 
Como añadido a la arquitectura multicast, Bayeux ofrece además un sistema de balance de 
carga a través de nodos raíz replicados, además de reducir el consumo de ancho de banda 
agrupando los receptores. Por último modifica la estructura de routing redundante de 
Tapestry para optimizar las rutas de transmisión. 
 
Para poder entender mejor Bayeux, a continuación comento los aspectos más relevantes de 




Figura 18: proceso routing de Bayeux bajo Tapestry 
 
Tapestry usa claves numéricas de 160 bits, generadas mediante SHA-1 para evitar 
colisiones, como identificadores tanto de nodos como de objetos dentro de la red. Estos 
identificadores suelen representarse en formato hexadecimal, siendo más próximos dentro 
del espacio de identificadores contra más dígitos de menos peso tengan en común. Un 
mensaje busca primero un nodo cercano que tenga en común con la clave del destino el 
mismo número en el dígito de menos peso, posteriormente que tenga en común los dos 
dígitos de menos peso, etc. Incrementando paulatinamente la parte común hasta encontrar 
el objetivo o el nodo existente más cercano, como se puede visualizar en la figura 18.  
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Tapestry usa tablas de enrutamiento locales en cada nodo, llamadas mapa de vecinos, para 
dirigir los mensajes a su destino incrementando los dígitos. La tabla contiene múltiples 
niveles, cada nivel representa un sufijo coincidente hasta un dígito en la ID. Un nivel dado 
contiene varias claves, que varían solo en el número en la posición indicada por la tabla. 
Por ejemplo, si nuestro nodo tiene la clave 325AE, el cuarto nivel corresponde a los nodos 
con los últimos cuatro dígitos en común (25AE). En ese nivel, la posición nueve contendrá 
el valor 925AE.  
 
Cuando estamos trazando una ruta, el salto n del mensaje en transmisión comparte un sufijo 
de longitud n (como mínimo) con el id del nodo destino. Para buscar el siguiente nodo que 
recibirá el mensaje, miramos la posición n+1 de la tabla. Este método garantiza que 
encontraremos el destino en tiempo de orden logarítmico, O(log n) respecto la longitud de 
la clave. Otra ventaja añadida de este sistema es que proporciona una tabla de enrutamiento 
de tamaño fijo y reducido, ya que para todo mensaje recibido ignoramos los dígitos 
precedentes a la posición correspondiente al salto, con lo que cada fila contendrá como 
máximo 9 id destino, con un máximo de filas igual al número de dígitos de la clave. 
 
Este mecanismo se puede interpretar como un árbol en que cada destino es la raíz de un 
árbol que converge hacia él y contiene todos los nodos del sistema. De hecho se puede 
interpretar la red como un conjunto de árboles entrelazados. Para evitar la fragilidad 
inherente a los árboles en caso de caída de un nodo, las tablas de rutas almacenan tres 
candidatos para cada entrada, de las que una es la primaria y las otras dos se usan sólo si la 
primaria falla por algún motivo. 
 
Tapestry usa esta estructura para localizar los datos de forma directa. Cada objeto 
almacenado en la red se asocia con uno o varios nodos según una función determinista de 
mapeo. Para publicar un objeto el nodo origen envía un mensaje al nodo que almacenará el 
dato. Los nodos en el camino almacenan la información (id dato, id destino) como punteros 
para acelerar las búsquedas. De esta forma, cuando buscamos un dato en al red, el mensaje 
se va acercando al destino mediante el proceso tradicional hasta que llega a un nodo con el 
puntero almacenado. Ese nodo redirige el mensaje directamente a destino, para que este 
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pueda responder a la transmisión. El sistema favorece las búsquedas, especialmente de 
datos próximos al nodo. 
 
Sobre multicast, Tapestry ofrece unas características que favorecen en gran medida el 
multicast a nivel de aplicación. Por ejemplo, se pueden enviar mensajes a sufijos de 
identificadores, asegurando que los reciben los nodos adecuados. Esto permite, además, 
evitar la transmisión de paquetes duplicados, ya que el mensaje sigue una ruta única hasta 
el punto en que el receptor diverge en el siguiente dígito con el destino del mensaje, 
momento en que se duplica y se envía por las dos ramas. Como detalle, remarcar que no 
todos los nodos que reciben un mensaje son destinatarios de este, pueden usarse tan solo 
como puntos de enlace debido a su identificador. 
 
Bayeux usa esta estructura tan favorable de Tapestry para implementar un sistema de 
multicast eficiente. Cada sesión de multicast se compone de un identificador único (UID) 
junto a un nombre de sesión que describe el contenido del multicast.  
 
Mediante los sistemas de búsqueda  de datos de Tapestry anunciamos las sesiones multicast 
de Bayeux. Para ello mapeamos la tupla que identifica la sesión y la guardamos como un 
objeto en la red, asociada a un ID único en el espacio de datos. Mediante el sistema de 
búsqueda el nodo raíz del multicast publica la sesión en la red. Los clientes que se quieran 
unir a ella han de conocer la tupla que identifica la sesión, y solicitarla a Tapestry de forma 
que las búsquedas sean mensajes que informen al nodo raíz de que tiene otro nodo a la 
escucha, para efectuar las operaciones de unión al grupo que sean necesarias. 
 
Esto genera un árbol de multicast con los nodos apuntados al grupo, cuyo origen es el nodo 
que lo creo (ver figura 19). Para mejorar la transmisión, el árbol generado debe optimizarse. 
Para ello se usan nodos de la red Tapestry actuando como servidores que dan soporte a la 
reestructuración del árbol y agrupan los nodos que han de recibir los mensajes en grupos de 






Figura 19: mantenimiento del árbol multicast en Bayeux 
 
Como se puede ver, este sistema facilita la creación de sistemas publish – subscribe topic – 
based, usando los grupos de multicast como topics creados por un nodo en función de 
publisher a los que se apuntan diversos nodos, actuando como subscribers. La 
implementación es trivial, necesitando tan solo un sistema para gestionar los diferentes 




Scribe es una infraestructura para notificar eventos a gran escala, orientada a aplicaciones 
publish – subscribe topic – based. Esta construido usando como red Pastry, una aplicación 
peer-to-peer genérica autogestionada y determinista en la búsqueda de nodos y contenidos, 
que permite escalar el sistema para soportar un gran número de publishers, subscribers y 
topics. Como ya hiciera Bayeux con Tapestry, Scribe usa Pastry para crear grupos (topics) 
y construir un árbol de multicast eficiente para enviar los eventos a los miembros del grupo 
(subscribers).  Para poder entender mejor el protocolo, primero comento los rasgos más 
destacados de Pastry para, a continuación, explicar el funcionamiento de Scribe. 
 
Pastry es un protocolo para la implementación de una DHT en el que los valores y las 
claves asociadas a ellos se almacenan en una red redundante de nodos, identificados de 
forma única en la red mediante un identificador de 128 bits, uniformemente distribuida en 
el espacio de claves. Permite enviar un mensaje a cualquier nodo en O(log n) de pasos de 




Figura 20: árbol de routing de Scribe 
 
Cada nodo guarda una tabla, interpretable como un árbol, con información de otros nodos 
asociada al identificador de ese nodo para enrutar los mensajes (figura 20). En cada fila n 
de la tabla se guardan unos cuantos nodos con una id cuyos n primeros bits sean comunes 
con la clave local del nodo. Los nodos están ordenados por proximidad al nodo local según 
métricas como la latencia entre nodos. Siempre se coge el primer nodo (el más cercano) 
mientras este activo. Además de la tabla de routing, el nodo almacena las direcciones de los 
nodos con las id (mayores o menores) más cercanas a la id local.  
 
El ordenar los nodos según una métrica como la latencia (aunque se pueden usar otras 
como el número de saltos en la red entre nodos) permite establecer que si enviamos dos 
mensajes desde dos nodos a un tercero, la distancia que el mensaje recorrerá hasta que los 
caminos hacia el destino sean comunes para los dos nodos está directamente relacionada 
con la distancia entre los dos nodos emisores. Esto es un factor importante para los árboles 
de multicast por el impacto que tiene en la organización de grupos.. 
 
Cuando hemos de enviar un mensaje, para cada paso del proceso el nodo envía los datos al 
nodo destino cuyo identificador comparte con la clave del mensaje al menos un dígito más 
que el nodo actual. Si no lo encuentra, los envía al nodo que tenga los mismos dígitos en 
común que el actual pero sea más cercano numéricamente que este. Debido al proceso de 
construcción de la tabla de rutas, este nodo siempre existe a no ser que estemos en el nodo 
destino o este no exista y estemos en el nodo con el id más cercano. 
 
Para controlar las caídas de nodos, los nodos vecinos se envían de forma periódica 
mensajes de control. Si un nodo no responde durante un periodo predeterminado, se 
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considera que ha fallado y los vecinos de ese nodo son notificados para que actualicen sus 
tablas de enrutamiento. Para ello un nodo contacto se pone en comunicación con un vecino, 
le solicita los datos de la tabla y devuelve una tabla actualizada. El proceso es más lento 
que otros sistemas de redes, pero produce poca sobrecarga. 
 
Scribe aprovecha esta red para su funcionamiento. En Scribe cualquier nodo puede crear un 
topic y/o unirse a otros topics como subscriber, pudiendo tener las funciones de raíz de un 
árbol multicast, publisher, subscriber y/o nodo dentro de un árbol de multicast. Una vez en 
el grupo, si el nodo dispone de los permisos suficientes, puede publicar eventos que Scribe 
se encarga de distribuir a los otros miembros del topic, sin garantizar ningún orden de 
entrega. Los grupos no tienen ninguna limitación respecto al número de publishers o 
subscribers, ni los nodos tienen limitaciones sobre el número de grupos a los que pueden 
pertenecer.  
 
Cada grupo se identifica por un topicId. El nodo activo con un identificador más cercano a 
topicId realiza las funciones de “supernodo” para el grupo, siendo usado como raíz del 
árbol multicast del topic. Este árbol se va ampliando según se unen nodos al topic, 
pudiendo contener tanto nodos miembros como nodos intermedios que sirven como 
gestores del trafico. Cada uno de los nodos internos del árbol de multicast contiene una 
tabla llamada tabla de hijos en la que almacena la información de los nodos asociados al 
topic del árbol de los que se encarga. Esta tabla se refresca con mensajes de los hijos. Si 
pasado cierto tiempo un hijo no ha enviado el mensaje, se le borra de la tabla por considerar 
que no esta activo o ya no pertenece al grupo. 
 
Cuando un nodo se une a un grupo envía un mensaje a la raíz del grupo. Cada nodo que 
recibe el mensaje en su ruta hacia la raíz, comprueba si tiene ese grupo en la tabla de hijos. 
Si ya es miembro del grupo, añade al nuevo nodo como su hijo. Sino, se une al grupo y 
añade al nuevo nodo como su hijo. Entonces reenvía el mensaje, modificando la fuente para 
que en lugar del nuevo nodo el origen del mensaje sea él. De esta forma creamos un 
entramado de nodos entre el nuevo nodo y la raíz, formado por parejas de nodos padre – 
hijo que conforman un árbol multicast.  
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Cuando un nodo abandona un grupo, comprueba la tabla de hijos. Si no tiene hijos, 
directamente envía un mensaje de abandono del grupo al nodo raíz, que se propaga hasta 
que no queda referencia del nodo en ninguna tabla de hijos. Si tiene hijos, simplemente 
pasa a no ser miembro del grupo pero se mantiene dentro del árbol de multicast para 
redigirir los eventos del topic.  
 
Para evitar la rotura del árbol en caso de desconexión de un nodo interno, aquellos que no 
son hojas envían cada cierto tiempo un mensaje de control a los nodos de su tabla de hijos. 
Si un hijo lleva cierto tiempo sin recibir un mensaje puede sospechar que el padre se ha 
desconectado, con lo que vuelve a enviar el mensaje de suscripción al topic, lo que añadirá 
de nuevo el nodo al árbol, junto a todos sus hijos, si los posee. Para evitar errores si falla la 
raíz, la información del grupo almacenada en esta se distribuye entre los nodos más 
cercanos a su id. De esta forma si el nodo raíz falla, la suscripción de sus hijos los llevará a 
contactar uno de esos nodos (debido a la proximidad de las claves), recuperando la 
información del grupo. 
 
Los eventos se publican en un topic a través de mensajes específicos enviados al nodo raíz. 
Si se conoce la IP del nodo raíz se le envía el mensaje directamente, en caso contrario se 
usa Pastry para preguntar a la raíz su dirección.  Los mensajes son entonces enviados a la 




Willow es un nuevo protocolo de red peer-to-peer que según sus autores incluye 
enrutamiento por DHT, agregación, multicast entre todos los nodos miembros además  
publish – subscribe topic y content based. No se ha liberado aún la versión funcional que 
existe, con lo que no se puede verificar la información, pero se puede considerar como un 
avance importante al integrar content based publish – subscribe.  
 
El comentario del protocolo se basa, a falta de otra información, a los datos proporcionados 
en los papers publicados. Esta información es breve y estra en detalles de implementación 
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que ignoraré en este punto. Como se verá, Willow usa una filosofía similar a Kademlia, 
pero variando radicalmente el árbol de  routing de este protocolo. 
 
El centro del protocolo está en el llamado árbol Willow, un árbol binario de 129 niveles 
(figura 21). Cada nodo de Willow tiene un identificador único de 128 bits asociado. Este 
identificador, a su vez, determina una ruta a seguir en el árbol, empezando desde la raíz y 
considerando un  0 como el hijo izquierdo y un 1 como el hijo derecho. De la misma forma 
se puede identificar cada nodo del árbol con una cadena de 0 y 1 única, siendo la raíz la 
cadena vacía. Cada nodo se llama un dominio, y todos los nodos cuyos identificadores 
empiezan con la cadena que define el dominio se consideran miembros del dominio. 
 
Cada nodo tiene unos atributos que se definen en función de los atributos de los nodos hijos 
usando sintaxis SQL y funciones de agregación (max, min, etc). Cuando los atributos de un 
dominio varían, se recalculan automáticamente los atributos de los dominios superiores. 
Esta estructura facilita el multicast, ya que podemos enviar mensajes a dominios enteros, 
propagándolos por las ramas adecuadas del árbol. Además podemos filtrar estos mensajes 
según los atributos de los nodos, limitando el rango de envío según necesitemos. 
 
 
Figura 21: árbol de routing de Willow 
 
El mantenimiento del árbol se hace mediante un proceso que cada poco tiempo busca nodos 
que pertenezcan a alguno de sus dominios. Si el nodo encontrado tiene mejores métricas 
que alguno local (por ejemplo mejor latencia) lo sustituye. Cada dominio tiene un número 
máximo de nodos (configurable) asociados, que son verificados por el mismo proceso. 
Aquellos nodos que no respondan a los mensajes son eliminados y sustituidos por nuevos 
miembros. Adicionalmente Willow permite sincronizar los árboles entre diferentes nodos 
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Como podemos apreciar, hay un paralelismo muy claro entre publish – subscribe topic 
based y multicast. De hecho la implementación de los topic en Bayeux y Scribe consiste en 
aprovechar las propiedades de la red peer-to-peer subyacente para crear rutas de multicast 
asociadas a un topic. Una vez tenemos la estructura montada, el hecho de enviar mensajes a 
los miembros del topic se convierte en una tarea trivial. Esto nos reduce la dificultad de 
crear un sistema publish – subscribe a implementar un protocolo de multicast adecuado 
sobre una red peer-to-peer lo suficientemente escalable y que favorezca la creación de estos 
grupos. 
 
No valoro el modelo content – based, ya que la mayoría de implementaciones son teóricas, 
y por otra parte no entra dentro del interés del proyecto dada la complejidad del tema.  
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4 Multicast 
4.1 Problemática asociada 
 
La implementación de multicast ha sido, junto a la capacidad de compartir ficheros, uno de 
los temas principales de estudio en las redes de pares. Las aplicaciones de red tradicionales 
(cliente – servidor) permiten dar soporte a multicast, pero se encuentran con problemas 
serios. 
 
La primera limitación viene dada  por la falta de soporte de IP multicast en Internet por 
parte de las compañías. La implementación del protocolo en IPv4 obliga al origen de la 
transmisión a establecer tantas conexiones como recetores simultáneos puede tener, con el 
consecuente gasto en ancho de banda y los problemas de saturación que conlleva. Este 
problema deriva además en otros dos, la falta de escalabilidad del sistema y el consumo de 
recursos (procesador y red) del servidor, lo que hace este despliegue muy difícil. 
 
Con la mejora de las conexiones particulares a Internet, y el auge de las redes p2p, ha 
aparecido una estructura descentralizada que soporta un multicast eficiente, escalable y que 
no requiere gran cantidad de recursos. Esto ha favorecido la aparición de aplicaciones 
dedicadas a la transmisión de contenido mediante multicast, como por ejemplo SopCast, 
que permite transmitir video en tiempo real desde una estación emisora a cualquier número 
de usuarios. 
 
En este punto explicaremos algunos métodos de multicast y la evolución que ha tenido esta 
técnica a lo largo de estos años, hasta su estado actual. 
 
4.2 De los inicios al presente 
 
Aproximadamente en 1997 empiezan los primeros trabajos sobre transmisión de datos bajo 
demanda en redes de pares. Esto fue el primer paso para llegar, en el año 2000, a propuestas 
de transmisión a gran escala de contenido no interactivo en tiempo real, mediante redes 
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p2p. Estas eran las arquitecturas Overcast y Scattercast,  que emplean la red peer-to-peer 
como núcleo de la aplicación pero donde los usuarios finales no tienen un rol activo en la 
transmisión de contenido, en lo que se ha dado por llamar estructura en dos capas (figura 
22). De esta forma se repartía la carga del servidor entre varios nodos. 
 
 
Figura 22: sistema multicast de dos capas 
 
Simultáneamente se estaba explorando la transmisión a pequeña escala de video en 
entornos cooperativos, con múltiples emisores simultáneos, orientado a la videoconferencia 
y retransmisión por Internet. Dos protocolos, Narada y Yoid, son propuestos. Estos 
sistemas usan una estructura de malla (mesh) para mantener la interconectividad y manejar  
los árboles de distribución. De Narada se ha realizado una implementación comercial para 
sistemas de brokering (recodificación de mensajes de un protocolo origen a uno destino) a 
nivel empresarial. 
 
Posteriormente la investigación se ha centrado en sistemas completamente distribuidos, con 
tres ramas de desarrollo según la forma de afrontar el problema: los árboles multicast 
simples, usados en protocolos como SpreadIt, PeerCast, ESM y NICE; el uso de varios 
árboles para protegerse frente a la caída de nodos, en protocolos como Splitstream, 
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CoopNet y P2PCast; por último Zigzag y Bullet que proponen un sistema de árbol único 
mejorado.  
 
Por último hay que destacar una nueva rama de investigación que intenta unir los 
protocolos con la red peer-to-peer. De esta forma, el sistema multicast no es un overlay sino 
que forma parte de la propia red p2p, aprovechando todos los mecanismos de routing, 
comunicación y redundancia que esta nos ofrece, lo que reduce la sobrecarga que pueden 
provocar estas operaciones en los otros protocolos.  
 
A continuación describiré algunas características de estos sistemas. 
 
4.3 Protocolos de dos capas 
 
Estos sistemas tienes dos componentes. Por una parte, la red peer-to-peer que conforma el 
núcleo del sistema, donde cada nodo dispone de muchos recursos (en términos de CPU y 
ancho de banda). Por otra parte tiene la red externa, donde están situados los receptores de 
contenidos. Estos receptores no participan en la difusión del contenido. 
 
Como ventajas de este sistema tenemos la transparencia de cara al usuario, que no necesita 
configurar su aplicación para obtener mejor servicio. El sistema esta centralizado y el 
propietario mantiene el control, lo que facilita establecer sistemas económicos basados en 
esta arquitectura, y elimina el problema que aparece en otras redes de nodos que no 
comparten contenidos o abusan de la red para beneficio propio. Además es bastante 
escalable, ya que la carga se centra en el núcleo del sistema, que al estar bajo el control de 
una única entidad puede ser adaptado a las necesidades. 
 
Por el contrario, la arquitectura es vulnerable a un ataque DoS, ya que tenemos los 
servidores identificados, y los incrementos súbitos de tráfico pueden causar problemas ya 
que la capacidad de la red no escala de forma lineal con el número de usuarios conectados. 
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A continuación describo alguno de los sistemas basados en dos capas. Las diferencias entre 
ellos están principalmente en como organizan la red peer-to-peer, y como gestionan la 
carga de la distribución de datos hacia los nodos externos al núcleo, los receptores. 
4.3.1 Overcast 
 
Overcast es una aplicación de propósito general que usa un árbol multicast construido sobre 
el conjunto de nodos del núcleo. Su objetivo es la creación de un sistema para transmitir 
datos bajo demanda o en tiempo real, evitando las limitaciones y problemas de despliegue 
del multicast nativo por IP.  
 
El árbol de multicast que crea intenta maximizar el ancho de banda disponible de la raíz a 
las hojas. Los nodos comprueban recursivamente su ancho de banda relativo para decidir en 
que posición del árbol colocarse, siendo los mas cercanos a la raíz los que más recursos 
tienen.  Los mecanismos de control de la red están centralizados en el nodo raíz del árbol, 
que se suele replicar para dar más robustez ante fallos al sistema.  
 
Para conectarse un cliente envía una petición HTTP Get a la raíz, la cual selecciona un 
nodo como servidor del cliente. Los datos se transmiten a través de una conexión única 
entre el nodo elegido y el cliente. 
4.3.2 Scattercast 
 
Es un sistema muy similar a Overcast. Su única diferencia es la forma en que los nodos del 
núcleo adaptan su conexión a la capacidad del cliente, y como pueden adaptar por si 
mismos la calidad del contenido que sirven para cumplir con requisitos especiales como 
transmisión en tiempo real. 
4.3.3 Swarmcast 
 
Swarmcast es un sistema de dos capas donde los nodos del núcleo y los clientes participan 
en al transmisión de datos, los núcleos usando un software dedicado y los clientes mediante 
un plug-in en el navegador de internet. El tener la división entre núcleo y clientes es lo que 




Muy parecido a Scattercast en su adaptación del contenido a las capacidades del cliente 
para poder transmitir datos en tiempo real, usa una aproximación semántica al contenido 
para la distribución desde el núcleo a los clientes. 
 
4.4 Protocolos de árbol único 
 
Los protocolos de árbol único mediante overlay creando por software son los más 
populares hoy en día y los más intuitivos. Intenta reproducir la estructura del multicast IP 
nativo de un árbol de distribución a partir de un nodo raíz estableciendo varias conexiones 
individuales entre nodos, como se muestra en la figura 23. Tanto los nodos hoja como los 
internos puedes ser “clientes”. 
 
Figura 23: sistema multicast de árbol único 
 
El sistema sufre de problemas a basarse en conexiones entre nodos que pueden fallar, 
saturarse o manipular el sistema para su propio beneficio. Esto hace que se dedique un 
esfuerzo adicional a la validación de la estructura multicast.  
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Los siguientes sistemas usan esta estructura, se diferencian en su objetivo (multicast 




SpreadIt es un sistema de multicast de árbol único que incorpora restricciones al uso de 
ancho de banda de la raíz y de los nodos internos mientras maximiza la propagación con el 
mínimo retraso posible. Su objetivo es una estructura multicast no confiable, en la que 
algunos paquetes pueden no llegar a un nodo. 
 
SpreadIt usa una red peer-to-peer por debajo del árbol, de forma que todos los nodos 
pertenecen a ella y mantienen su conectividad, para poder redirigir la información por otro 
camino en caso de fallo de una conexión entre dos nodos. También acelera el proceso de 
unión de un nodo al árbol. 
 
Cuando un nodo quiere conectarse a la estructura, consulta a la raíz, que lo redirige a sus 
hijos. Estas redirecciones se suceden hasta que un nodo acepta al entrante. De esta forma 
podemos rellenar huecos en el árbol. Las redirecciones pueden ser aleatorias o según unas 
restricciones definidas. 
 
Cuando un nodo interno quiere dejar el árbol, envía mensajes de redirección a los hijos para 
que estos busquen otros nodos que los acepten, recolocando el subárbol del nodo que deja 
la estructura en otra parte de árbol multicast. Si el nodo deja de existir por un fallo, cuando 
los hijos lo perciban (mediante un timeout o un ping) deberá contactar la raíz y ser tratados 
como nuevos miembros, manteniendo sus hijos si los tienen. En caso de que un nodo se 
satura a efectos de los hijos será como si hubiera perdido la conexión y estos buscaran una 







PeerCast usa muchos conceptos de SpreadIt, ya que han sido desarrollados por el mismo 
equipo. Las mejoras se centran en una capa de pares más consistente con modelos de 
comportamiento bajo ciertas situaciones definidos para los nodos. Hoy en día se usa para 
retransmisión de radio por Internet y se ha adaptado para su explotación sobre la red p2p  
Gnutella.  
4.4.3 End System Multicast (ESM) 
 
ESM tiene como objetivo crear una estructura multicast no confiable, que se pueda 
desplegar de forma fácil y rápida. Está más orientada a usar tecnologías existentes y 
solucionar los problemas de conectividad más importantes, como firewalls y NAT que a 
usar algoritmos más eficientes e innovadores. 
 
La estructura del sistema es similar a la de SpreadIt. Un nuevo miembro que se una ha de 
contactar la raíz para obtener una lista aleatoria de nodos miembro, de la que elige su padre, 
usando como criterios el ancho de banda sobrante y el retraso en la transmisión. Cada nodo 
tiene una lista de miembros que comprende el camino desde la raíz hasta él y algunos nodos 
aleatorios. En caso de fallo del padre, usa esta información para reconectar con el sistema. 
 
El objetivo principal de este sistema es ver los problemas que surgen al establecer las redes 
y encontrar las soluciones, de forma que sirva como punto de partida para el desarrollo de 
futuras redes de multicast. 
4.4.4 NICE 
 
NICE es un protocolo cuyo objetivo principal es dar soporte a aplicaciones que consuman 
poco ancho de banda, no requieran transmisión en tiempo real, sean tolerantes a perdidas de 
paquetes y tengan un gran número de receptores.  
 
Las ventajas de este sistema son la poca sobrecarga que supone el control de tráfico y la 
poca latencia que hay en al distribución del contenido. Esto se consigue mediante un árbol 
único con “conocimiento” de su topología. Los servidores de contenido se agrupan en una 
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jerarquía con unos tamaños máximo y mínimo predefinidos, de forma que cada nodo solo 
ha de mantener en memoria el estado de unos pocos nodos cercanos y adicionalmente de 
O(log N) nodos extras si pertenece a una capa más alta que la número 0. 
Todo árbol NICE respeta unas propiedades. Un nodo solo pertenece a un grupo en 
cualquier capa del árbol. La excepción es el líder del grupo que pertenece además a un 
grupo de la capa superior. Todos los nodos pertenecen además a la capa 0. Un nodo 
miembro de la capa i pertenece además a cada capa de la 0 a la i, pero en ninguna capa j 
con j > i. 
 
El protocolo es bastante complejo al gestionar las fusiones y divisiones de grupos, 
selecciones de lideres de grupos y caídas de nodos. Esto provoca problemas de eficiencia 
en ciertas situaciones, como la caída de un nodo líder de grupo, pero sigue siendo un 
protocolo útil.  
4.4.5 D3amcasT 
 
D3amcasT esta enfocado a entornos con una alta rotación de usuarios. El sistema 
complementa el árbol usando una DHT para facilitar la unión de nodos al grupo multicast y 
su salida.  
 
Innova al permitir unirse a un grupo contactando cualquier nodo, no sólo la raíz, e incluye 
sistemas de reordenación del árbol cuando un nodo sale del mismo, que permiten evitar la 
pérdida de información. 
4.4.6 Scribe 
 
Un sistema multicast construido sobre una DHT Pastry. Construye árboles muy eficientes 
sobre un grupo de nodos que cooperan a retransmitir los datos aun cuando ellos no estén 






4.5 Protocolos de árbol único mejorados 
 
A continuación describimos algunos protocolos de árbol único que han realizado ciertos 
cambios en la organización de los árboles y la replicación de datos, lo que hace que muchos 
autores los consideren un grupo aparte. 
4.5.1 Zigzag 
 
Zigzag es una propuesta que soluciona los problemas de robustez de NICE, especialmente 
en el caso de fallos en clusters. Lo consigue separando el rol del líder de grupo en dos 
entidades, el líder y el líder asociado.  
 
El líder hereda las funciones administrativas, excepto la obligación de redirigir los datos a 
otros nodos. Los líderes asociados son elegidos entre miembros del cluster que no tengan el 
cargo de líder y son los encargados de recibir los datos de la capa superior, compartirlos 
con los compañeros del cluster y enviarlos a la capa inferior, si existe (figura 24). 
 
 
Figura 24: estructura de multicast ZigZag 
 
Estos cambios provocan varias mejoras, como limitar el número de nodos que han de 
reconectar debido a un fallo, facilitar la reconexión a la red de datos si cae el líder asociado 
(ya que el líder, que realiza la gestión administrativa, aún está activo), no parar al 
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transmisión de datos si el líder del cluster falla, y limitar el numero de nodos que un 
miembro sirve como máximo, mejorando la calidad de transmisión. 
 
El resto del sistema es igual que NICE, con tan solo algunos cambios puntuales para 




Bullet es un protocolo de diseminación de datos de forma masiva con gran consumo de 
ancho de banda. Los objetivos principales son escalabilidad, robustez ante fallos, poca 
sobrecarga por control y compatibilidad máxima con TCP. 
 
Para conseguirlo combinan una estructura de carbol único, usada para organizar al red y 
entregar tanto los datos como los mensajes de control, con una malla creada de conexiones 
aleatorias que se usa para transmitir datos entre nodos muy alejados entre si en el árbol.  La 
malla esta optimizada según ancho de banda disponible, y un mecanismo de distribución 
aleatoria de datos entre los nodos permite aprovechar el ancho de banda de forma óptima. 
 
4.6 Protocolos de malla (mesh) 
 
La aproximación usando grafos complementando (o sustituyendo) los árboles  ha sido muy 
usada desde los inicios del multicast en overlay debido a que los árboles parecen frágiles y 
propensos al fallo si se pierde un nodo. Estos protocolos ofrecen unas diferencias 
importantes respecto a los basados en árboles.  
 
Para empezar, es un verdadero sistema de red peer-to-peer, ya que todos los nodos tienen la 
misma importancia en al red, independientemente de sus recursos o localización. A nivel de 
arquitectura no tienen puntos individuales de fallo, ya que siempre habrá caminos 
alternativos, lo que hace la estructura más resistente a desconexiones masivas. Esto 
favorece la poca (o nula) necesidad de coordinación centralizada de la red, cada nodo 
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gestiona su sector. Por último permite multicast de una o varias fuentes, tal como permite el 
multicast nativo sobre IP. 
 
Figura 25: estructura mesh a partir de un árbol 
 
Como contrapartida, el número de mensajes entre nodos para comprobar el estado de la red 
aumenta, y la complejidad de la gestión del grafo es superior a la de un árbol. Esto dificulta 




Narada es una propuesta de protocolo multicast orientado a pequeñas comunidades de 
usuarios, para permitir simular el multicast por IP. El sistema usa un grafo como estructura 
de control que conecta los diferentes nodos. Cada nodo mantiene un control del resto de 
miembros del grupo para detectar particiones en la red y poder encontrar los caminos 
óptimos, mientras que los datos se envían usando un algoritmo de shortest-path inverso, 
aprovechando la información sobre la red de nodos que proporciona un algoritmo de 
enrutamiento. 
 
El protocolo es robusto, ya que cada nodo esta en contacto con el resto y no usa ningún 
nodo central para unir o dejar un grupo. Los nodos que dejan la red o fallan activan un 
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proceso de reorganización para recalcular las rutas óptimas. Cada cierto tiempo se hacen 
tests entre nodos aleatorios para comprobar si la estructura puede mejorar, adaptándose a 




Yoid es un intento de reproducir una arquitectura como la de Internet .reemplazando los 
diferentes protocolos de transmisión de datos (HTTP, SMTP, FTP, etc.) replicando los 
datos entre usuarios y almacenándolos en buffer para los usuarios desconectados. 
 
La estructura que usa tiene dos vertientes. Una parte consiste en una red (grafo) de nodos 
optimizada para evitar fallos. La otra es un árbol optimizado para la eficiencia en la 
transmisión, usando criterios de ancho de banda y latencia, y es la que realiza la 
propagación de los datos.  
 
4.7 Protocolos de múltiples árboles 
 
Uno de los principales problemas de las estructura en árbol simple es que la distribución de 
gran parte del contenido esta en manos de unos pocos nodos, mientras que la gran mayoría 
de nodos son hojas que no comparten su ancho de banda. Otro problema importante es que 
si un nodo cercano a la raíz pierde la conexión, muchos nodos han de reconectar al árbol, 
con la sobrecarga que supone para al red y la perdida de calidad en la propagación de 
contenido. 
 
Los protocolos que usan múltiples árboles intentan solucionar estos problemas sustituyendo 
el árbol único por N árboles que comparten la raíz y distribuyen contenidos en paralelo, no 
teniendo que distribuir el mismo contenido cada árbol, como se ve en la figura 26. El 
objetivo final es colocar el mismo nodo en diferentes posiciones en diferentes árboles, de 
forma aleatoria o según unos criterios predefinidos. Un ejemplo es colocar un nodo cerca 





Figura 26: protocolo de árboles múltiples 
 
Este esquema asegura que, en media, cada nodo da a la red tanto como recibe, considerando 
el global de árboles, y que el fallo de un nodo solo afecta a un árbol de los N existentes, 
afectando menos al entorno. Tiene como parte negativa la posibilidad que un nodo 




CoopNet es una propuesta basada en árboles múltiples. El objetivo es complementar una 
aplicación ya existente basada en servidor, como puede ser el video bajo demanda, para 
proporcionar cierta ayuda en caso de sobrecarga del sistema. El servidor es origen tanto de 
la aplicación de transmisión de datos como raíz de los árboles de multicast. 
 
Los árboles están optimizados para ser tan cortos y anchos como sea posible, con la 
profundidad en relación directa con el ancho de subida medio de los nodos. El control para 
añadir o eliminar nodos está centralizado en el servidor, haciendo la operación rápida, 
simple y escalable. Se acepta el punto de fallo único (el servidor) ya que si cae el servicio 






El objetivo de este sistema es, a diferencia de CoopNet, ser una red propia de distribución 
de contenidos en un entorno cooperativo. La construcción de los árboles sin embargo es 
similar, usando los mimos criterios para asegurar el equilibrio en el uso del ancho de banda 
de subida de los nodos. 
 
Splitstream esta construido sobre Scribe, que a su vez está basado en Pastry, una 
implementación de una red peer-to-peer mediante DHT. Esto significa que cada nodo que 
es parte de la red ha de retransmitir contenido y mensajes de control, aún cuando no esté 
interesado en el contenido. Por otra parte el sistema muestra una distribución de latencia 
óptima, un número de mensajes de control limitados que producen poca sobrecarga y un 
buen grado de robustez gracias a los mecanismos integrados en Pastry. 
4.7.3 P2PCast 
 
P2PCast es un sistema orientado a soportar grupos de usuarios grandes, dinámicos y con 
alta rotación de miembros, asegurando la igualdad entre nodos a la hora de compartir ancho 
de banda. Permite a los nodos añadirse a la red contactando cualquier nodo ya conectado y 
proporciona un mecanismo de reparación de fallos en caso de caída de un nodo. 
 
Se basa en Splitstream pero elimina la dependencia de la DHT subyacente y mejora la 
gestión del ancho de banda sobrante de los nodos. Los cambios en la arquitectura son 
mínimos, añadiendo un registro central mantenido por el origen de una transmisión para 
reducir la necesidad de información de enrutamiento. También mejora el control sobre las 
estructuras de los árboles, generando árboles más regulares y balanceados. 
 
4.8 Protocolos incluidos en la red 
 
En la búsqueda de información sobre multicast y comunicaciones en grupos para redes de 
pares, encontré DKS, un middleware p2p que proporciona a una dht la capacidad de crear 
grupos con nodos pertenecientes a la misma dht y realizar operaciones de multicast dentro 
de ese grupo, un enfoque muy distinto a los vistos hasta el momento, ya se reaprovecha la 
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estructura de la dht en lugar de crear un overlay. Actualmente esta en desarrollo una nueva 
versión debido a problemas de rendimiento con la implementación actual. 
 
DKS es un protocolo aplicable a cualquier DHT basada en anillo, como Pastry o Kademlia. 
Supone que cada nodo tiene un identificador asociado, obtenido de un espacio de 
identificadores limitado de tamaño N,  y cada nodo contiene una tabla de routing con 
punteros a ciertos nodos. El objetivo es enviar datos desde un nodo origen a varios nodos 
destino cuyos identificadores son no consecutivos sin que los datos pasen por ningún nodo 
al que no le interese el contenido. Los algoritmos usados aseguran que no se envía 
información redundante entre nodos. 
 
Para ello el sistema crea dos niveles de dht, uno donde están incluidos todos los nodos, y 
otro donde se incluyen los nodos que quieren recibir una transmisión multicast. Este 
segundo nivel esta formado por replicas en miniatura de la dht, pero teniendo como 
miembros únicamente a los nodos interesados en el contenido. Un mismo nodo puede 
pertenecer a varios grupos multicast sin que haya conflictos. La gestión de los grupos usa la 
lógica ya implementada de la dht, y los casos de agregar o eliminar un nodo del grupo se 
tratan igual que la entrada del nodo a la dht principal. 
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Figura 27: ejemplo de protocolo incluido en la red 
 
El consumo de recursos adicional es mínimo ya que tenemos toda la información de los 
nodos al pertenecer a la dht (topdht en la imagen), y los protocolos de comunicación y 




En los apartados anteriores hemos descrito los protocolos más relevantes en multicast. 
Como suele pasar en estos casos, ninguno es mejor que otro, simplemente están orientados 
a diferentes objetivos. Cada uno tiene sus puntos débiles, sea la mala respuesta a entornos 
con alta rotación de nodos, la complejidad en la gestión de la estructura o la sobrecarga de 
los mensajes de control.  
 
Los protocolos de árbol único sufren del problema de la escalabilidad. La centralización de 
gran parte de su funcionalidad en al raíz provoca que se desaproveche mucho ancho de 
banda de gran parte de los nodos mientras se sobrecarga otros. Las mejoras aportadas por 
NICE o Zigzag vienen a costa de una gran complejidad. En global, quedan dudas sobre su 
escalabilidad a ciertos niveles, debido a la saturación de la raíz. 
 
Bullet es un caso especial, ya que mezcla un árbol único con una malla, mejorando los 
puntos débiles de la distribución en árbol único sin tener un coste en gestión tan elevado 
como el introducido por NICE. 
 
Los protocolos basados en malla ofrecen estructuras sólidas pero necesitan mucho control 
de tráfico en cada miembro, lo que limita el tamaño de la red a la capacidad del nodo con 
menos recursos. Las alternativas para solucionar esto producen mayores retrasos en la 
transmisión de contenidos y desvían la sobrecarga a otros nodos. 
El uso de árboles múltiples  dan las ventajas de las mallas sobre los árboles únicos 
recudiendo a la sobrecarga por control de estas y eliminando la necesidad de los nodos de 
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mantener el estado de los miembros. Como contra, la complejidad de actualizar la 
estructura al añadir o eliminar nodos se incrementa notablemente.  
 
Por último los protocolos incluidos en la red peer-to-peer, aún teniendo sus problemas, 
parecen más prometedores. Para empezar aprovechan los mecanismos de control ya 
implementados en la red, lo que elimina la necesidad de una lógica de control adicional. 
Como la red tiene su propio sistema de enrutamiento, el añadido de los miembros a un 
grupo de multicast provoca una sobrecarga casi nula, y el sistema se beneficia de la 
robustez de la propia red. 
 
De todos los vistos, parece que estos últimos, los protocolos incluidos en la red peer-to-
peer, son los que mejor se adaptan a las necesidades del proyecto, debido a que usan una 







5 El proyecto 
5.1 Objetivo 
 
El objetivo de este proyecto es desarrollar un sistema publish – subscribe sobre una DHT. 
En los apartados anteriores hemos visto aquellos componentes que necesitamos para poder 
desarrollar el sistema, principalmente las redes peer-to-peer, los protocolos multicast y 
como juntar esto en un sistema publish subscribe. Dada la variedad de implementaciones de 
cada componente, el primer paso es elegir en que me basaré para desarrollar el proyecto. 
 
Según se ha visto, muchos protocolos van unidos a un programa de forma casi exclusiva, 
como el sistema Napster. En cambio, en protocolos como Pastry, lo que se ofrece es una 
plataforma que proporciona una capa de comunicación y unas funcionalidades sobre ella, 
independientes al programa. En este proyecto escogeré el desarrollo de una plataforma, a 
modo de librería, frente al programa único.  
 
Como ventaja principal de esta decisión tenemos la facilidad de agregación a cualquier tipo 
de sistema, ya que estamos hablando de una librería más. También permite que sea 
fácilmente ampliable, si se implementan las interficies adecuadas, pudiendo ser mejorada 
sin problemas por otros usuarios. Además permite centrarnos en una capa muy concreta, las 
comunicaciones y las funciones añadidas, centrando el esfuerzo.  
 
El proyecto lo limitaré a un sistema topic – based. Esto es debido a la complejidad de las 
soluciones content – based, tema de estudio en tesis varias, que creo se salen un poco del 
objetivo del proyecto. En los estudios previos se ha visto que un sistema publish – 
subscribe topic - based consiste básicamente en un protocolo multicast aplicado a grupos 
temáticos. De esta forma, para poder desarrollar el proyecto necesitamos un sistema de 
redes peer-to-peer, basado en DHT y que nos permita crear grupos de usuarios, junto a un 
protocolo multicast aplicable a esos grupos. Como añadido, la funcionalidad de compartir 
ficheros seria deseable, ya que la mayoría de la información puede estar en este formato. 
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Dentro de los protocolos peer-to-peer basados en DHT, si hay uno que destaca sobre los 
demás es Kademlia. El hecho de haber sido el protocolo elegido para ser implementado en 
BitTorrent para su modo de funcionamiento descentralizado da una idea de la eficiencia de 
la red. Actualmente Kademlia es, sin ninguna duda, el protocolo más usado, debido a su 
masiva implantación en sistemas de búsqueda y transferencia de ficheros (los más 
populares), lo que demuestra la escalabilidad y robustez de Kademlia. Esto, unido a la 
elegante simplicidad del protocolo y la cantidad de recursos de soporte existentes, hace que 
sea la elección obvia como red peer-to-peer para el proyecto.  
 
Los protocolos multicast son otro componente necesario. Entre ellos, la elección es más 
compleja ya que son varios los protocolos existentes que funcionan sobre una DHT. DE 
entre los consultados, me ha llamado la atención el protocolo DKS, ya que a diferencia de 
los otros, no usa la DHT como plataforma sobre la que ejecutarse, siendo componentes 
independientes en cuanto a código se refiere, sino que está integrado en la propia red. 
 
Aunque el hecho de tener un protocolo independiente de la red tiene sus puntos a favor, ya 
que se pueden intercambiar los sistemas de multicast que usemos sin demasiados 
problemas, para este proyecto usaré un protocolo incorporado en al DHT, basado en DKS 
aunque no idéntico. Considero que el hecho de estar incorporado  en la red y poder acceder 
al código de esta le da ventajas sobre los otros protocolos, que han de ser más genéricos. De 
paso, permite olvidarse del routing y mantenimiento de las estructuras, ya que son 
funcionalidades ya implementadas en la DHT y se pueden reaprovechar para el sistema 
multicast, mientras que los sistemas externos necesitan tener sus sistemas de control que 
verifiquen la cohesión de los grupos independientemente de la red subyacente. 
 
En resumen, el sistema que desarrollaré para el proyecto implementará un sistema 





5.2 Metodología de desarrollo 
 
La ingeniería de software se define como la aplicación de un método sistemático, 
disciplinado y cuantificable al desarrollo, operación y mantenimiento de software. Esta 
definición implica el uso de una metodología en el desarrollo de un sistema, como 
distinción frente a otras practicas menos estructuradas. Este proyecto no es una excepción. 
 
Existen diversas metodologías de desarrollo de software, como el modelo en cascada, el 
modelo en espiral, el basado en prototipos, etc. cuyas características las hacen más o menos 
adecuadas para ciertos desarrollos. Para poder encontrar una metodología adecuada, hemos 
de ver las características del proyecto. 
 
Este proyecto esta siendo desarrollado por una sola persona. Su objetivo es implementar 
unos protocolos a partir de la información obtenida mediante estudios y trabajos varios. Por 
ello, es muy probable que se realicen cambios constantes sobre el código para adaptar 
diferentes modificaciones. Además, el sistema está formado por dos componentes 
principales, red peer-to-peer y sistema multicast, que a su vez comprenden varios módulos 
medianamente independientes, lo que facilita el trabajar creando componentes que 
posteriormente se agregan en sistemas más complejos. 
 
Viendo estas características, lo más adecuado parece una metodología de desarrollo ágil, 
basada en ciclos cortos de desarrollo enfocados a diferentes componentes para permitir los 
retoques y cambios que sean necesarios. Aunque no use una metodología específica (como 
podría ser Extreme Programming), el seguir una filosofía de metodología ágil, buscando el 









Para realizar este proyecto necesitaré un conjunto de herramientas. Debido al tipo de 
proyecto, todas ellas serán software específico que facilite la tarea de desarrollo y testeo, 




Java es un lenguaje de programación orientado a objetos desarrollado por Sun 
Microsystems a principios de los años 1990. Las aplicaciones Java están típicamente 
compiladas en un bytecode, aunque la compilación en código máquina nativo también es 
posible. En el tiempo de ejecución, el bytecode es normalmente interpretado o compilado a 
código nativo para la ejecución. Este año (2007) Java ha sido liberado bajo la licencia 
GNU, tanto su máquina virtual como el compilador a bytecode. 
 
El uso de Java como lenguaje de programación para el proyecto responde a varios factores. 
Quizás el más importante es el dominio que ya tengo del lenguaje, lo que permite ahorrar 
tiempo de desarrollo al conocer las capacidades y estructuras que proporciona. Otro factor 
es la potencia del lenguaje, ya que con las últimas versiones de la máquina virtual (1.6) el 
rendimiento de Java es comparable al de otros lenguajes tradicionalmente más rápidos, 
como C++. Por último, Java dispone de una extensa colección de librerías libres (con 
licencia GNU) en campos como comunicaciones de red, criptografía, etc. lo que facilita el 
desarrollo de aplicaciones, pues se pueden obtener las funcionalidades necesarias 
implementadas por equipos de desarrollo que ofrecen códigos optimizados y depurados. 
5.3.2 JUnit 
 
JUnit es un conjunto de librerías creadas por Erich Gamma y Kent Beck que son utilizadas 
en programación para hacer pruebas unitarias de aplicaciones Java. Es también un medio de 
controlar las pruebas de regresión, necesarias cuando una parte del código ha sido 
modificado y se desea ver que el nuevo código cumple con los requisitos anteriores y que 
no se ha alterado su funcionalidad. 
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JUnit es un framework que permite ejecutar clases Java de manera controlada, para poder 
evaluar si el funcionamiento de cada uno de los métodos de la clase es el que se espera. Es 
decir, en función de algún valor de entrada se evalúa el valor de retorno esperado; si la 
clase cumple con la especificación, entonces JUnit indicará que el método de la clase pasó 
exitosamente la prueba, en caso de que el valor esperado sea diferente al que devolvió el 
método durante la ejecución, JUnit devolverá un fallo en el método correspondiente. 
 
El uso de esta librería facilita mucho el testo de aplicaciones, al automatizarlo 
completamente y asegurar que se realiza una verificación exhaustiva con cada cambio. 
5.3.3 IntelliJ IDEA 
 
IntelliJ IDEA es un IDE comercial para desarrollo en Java creado por la compañía 
JetBrains. La primera versión apareció en Enero de 2001, y se volvió muy popular al ser el 
primer entorno Java con herramientas de refactorización incorporadas que permitían el 
rediseño de código de forma ágil. Otra ventaja es la integración de plugins específicos para 
componentes comunes de desarrollo como  CVS, Subversion, Apache Ant y JUnit. 
 
IntelliJ IDEA está orientado a la productividad del desarrollador, incorporando multitud de 
herramientas que facilitan esta tarea mientras se encargan de tareas auxiliares de forma 
automática en segundo plano, como verificar el código, sugerir mejoras para optimizar el 
programa y aplicar tests varios. Su eficacia en estos cometidos ha llevado a que sea 
considerado uno de los mejores, si no el mejor, entornos de desarrollo Java existentes en la 
actualidad. 
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6 Desarrollo de la red peer-to-peer 
6.1 Requisitos 
 
El primer paso a realizar para poder implementar el sistema es definir que tipo de red peer-
to-peer queremos usar. Para ello voy a definir las propiedades que se esperan de la red del 
sistema para ver que protocolo se adapta más a las necesidades del proyecto. 
 
El primer punto importante es que la red sea descentralizada. Esto no obedece tan solo a 
que actualmente las nuevas redes peer-to-peer sean redes totalmente descentralizadas, 
quedando tan sólo unas pocas redes hibridas activas (aunque hay que reconocer que son 
muy populares como servicios de búsqueda y transmisión de ficheros). Una red 
descentralizada nos proporciona muchas ventajas, especialmente en temas de escalabilidad 
y robustez. 
 
La escalabilidad se ve mejorada por la ausencia de un punto central que pueda colapsarse 
debido al tráfico. Como cada nodo actúa como cliente y servidor, gestionando mensajes de 
control de la red junto a la información que se transmite por esta, la carga queda diluida 
entre los diferentes miembros del sistema, lo que permite a este crecer enormemente.  
 
Esta misma ausencia de un punto único de fallo es lo que garantiza la robustez de la red, ya 
que si se desconectan varios nodos simultáneamente, la red se reorganiza por si sola, y no 
es afectada en lo más mínimo. El delegar la gestión de la topología de la red a cada nodo, 
junto al hecho de que trabajen con imágenes incompletas de los miembros del sistema 
permite la entrada y salida constante de nodos con un coste nulo en términos de sobrecarga 
de la red.  
 
La descentralización causa un incremento de la dificultad para gestionar la red. Hemos de 
considerar un entorno que cambia constantemente, mediante la incorporación de nuevos 
nodos y la desconexión de otros. Hemos de poder enviar mensajes a nodos que 
seguramente no sabemos que existen. Todo ello son operaciones que necesitan un gran 
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esfuerzo de coordinación. Por suerte, existen estructuras que permiten realizar este control 
y organizar la red de forma simple y transparente, las DHT. 
 
Las redes DHT son la arquitectura más usada actualmente, en sus múltiples variantes, para 
crear redes descentralizadas. Su estructura facilita la gestión de los nodos y permite reducir 
la cantidad de carga que representa este proceso al sistema. Las características básicas de 
una DHT son fundamentalmente dos. La primera es que cada objeto no transitorio dentro 
de la red, sea un nodo o un dato, va identificado por una clave única. La segunda es un 
algoritmo, que puede variar dependiendo de la implementación, que permite establecer la 
distancia entre dos nodos según sus claves.  
 
Con estos dos requisitos la DHT permite crear una tabla de routing particular para cada 
nodo, que aunque no incluye a todos los miembros de la red, es suficiente para las 
operaciones que puede realizar. Debido a la estructura (tabla de hash distribuida), una DHT 
suele implementar cuatro operaciones básicas, como son añadir un dato a la red, buscar un 
dato, eliminar un dato de la red o verificar si un dato ya existe en la red. Como hemos 
dicho, todo dato, al ser un objeto permanente, va asociado a una clave única, lo que facilita 
la tarea de encontrarlo. 
 
Como se puede ver, una DHT es la mejor opción para implementar la red peer-to-peer del 
proyecto. Pero dado el sistema que tengo como objetivo, cabe preguntarse si hay más 
requisitos que debería cumplir el protocolo a seguir. 
 
Un primer requisito, primordial, es que el protocolo sea fácilmente modificable y 
ampliable. Esto es debido a que se ha de implementar una solución multicast en la red, y 
aunque no debería haber conflictos usando funciones de la propia red para construir los 
esquemas de propagación de multicast, el poder modificar el protocolo sin problemas 
facilita la adaptación. Además un protocolo modificable suele ser sinónimo de un protocolo 
fácil de entender, algo vital si se quiere implementar desde cero el sistema. 
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Otro requisito es que el protocolo haya sido extensamente testeado.  Aunque puede parecer 
un requisito menor, no lo es, debido a que el objetivo teórico de la plataforma a 
implementar es dar soporte publish – subscribe a varios usuarios de forma simultánea. Por 
ello, aunque hay múltiples propuestas teóricas de protocolos eficientes y con grandes 
mejoras, debido a la falta de testeo sería arriesgado usarlos por no saber como responden a 
ciertos niveles de trabajo. Un protocolo que se use actualmente de forma usual por muchos 
usuarios, nos garantiza su estabilidad y la ausencia de problemas debidos a una mala 
planificación del mismo.  
 
Un tercer requisito que sería apreciable es tener un protocolo minimalista, cuyos nodos 
dediquen el menos tiempo posible a la gestión de la red. Los beneficios de esto son obvios, 
por una parte facilita la gestión y la acelera, ya que contra más minimalista, menos 
mensajes se necesitan con lo que las operaciones se realizan antes. La segunda ventaja es la 
descarga de tareas del nodo, que puede dedicarse a otros cometidos, como reenviar 
comunicaciones multicast. 
 
Requisitos adicionales, aunque menos importantes, incluirían una actualización constante 
de la información sobre la topología del sistema entre nodos, de forma transparente, sin 
sobrecarga (sin mensajes específicos) y la capacidad de trabajar con varios nodos en 
paralelo en búsquedas. 
 
Dadas estos requisitos, el conjunto de protocolos entre los que elegir se reduce. En este 
proyecto el protocolo elegido ha sido Kademlia. Es un protocolo que cumple todas las 
condiciones dadas, pero tiene otra gran baza a su favor debido al uso intensivo que se hace 
de el hoy en día en aplicaciones de transmisión de ficheros. El protocolo ha demostrado tal 
eficacia que se ha convertido en un estándar de facto en la red, lo que lo hace más atractivo 
tanto como objetivo de estudio como de implementación. Como ventaja adicional, su uso 




6.2 Definición del protocolo 
 
En este punto describiré el protocolo Kademlia, que será la base para la implementación de 
la red peer-to-peer. No definiré el protocolo de forma exhaustiva, simplemente nombraré 
las características principales de su funcionamiento. 
 
Kademlia usa una arquitectura DHT como base. Las claves generadas como identificadores 
de los elementos del sistema tienen 160 bits de longitud, creando un “espacio de claves o 
nombres” que contiene todos los valores enteros posibles equivalentes a una de las claves, y 
normalmente se generan mediante un hash SHA-1.  
 
Cada nodo tiene una clave única en el sistema asociada, que lo identifica en la red de forma 
inequívoca. La red contiene datos en forma de pares <clave, valor>, donde la clave es del 
tipo usado por Kademlia y el valor es un objeto con información a almacenar. Cada par se 
guarda en el nodo conectado a la red cuyo identificador es el más cercano entre los 
conectados a la clave del par. 
 
El rasgo distintivo principal de Kademlia es la métrica que usa para calcular la distancia 
entre dos claves. Kademlia usa una operación XOR sobre las claves. La ventaja principal de 
este sistema es su simetría, a diferencia de los usados por otras DHT como Chord. Esta 
simetría permite dar flexibilidad a las tablas de routing, y añade la capacidad de recibir 
respuestas de los nodos que tenemos en la tabal de routing,  mientras que en protocolos 
como Chord las respuestas a nuestros mensajes siempre vendrán de otros nodos. 
 
Para localizar nodos en un espacio de claves dado, Kademlia usa un algoritmo de 
enrutamiento simple que converge en su destino en tiempo logarítmico, sin cambios en el 
algoritmo usado desde el inicio de la búsqueda hasta el final, a diferencia de otros 
protocolos que usan un algoritmo para aproximar el objetivo y otro distinto para realizar los 
últimos pasos de la búsqueda, como por ejemplo Pastry, lo que provoca puntos de 
discontinuidad en aquellas claves donde los algoritmos no responden adecuadamente en 
conjunto. 
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6.2.1 Descripción del sistema de routing 
 
Kademlia usa como tabla de enrutamiento un árbol binario. Trata los otros nodos de la red 
como hojas en el árbol, donde la posición de cada nodo viene determinada por el prefijo 
único dentro del árbol más corto que podemos extraer de su identificador. La figura 28 por 
ejemplo muestra un nodo con prefijo “0011”, único en el árbol, marcado en negro. 
 
 
Figura 28: ejemplo de árbol de routing de Kademlia 
 
Para un nodo cualquiera, el árbol binario que usa como tabla de enrutamiento se divide en 
subárboles sucesivos que no contienen el nodo. El mayor subárbol es aquel que 
corresponde a la mitad del árbol de routing que no tiene el nodo local entre sus hojas. El 
siguiente mayor consiste en la mitad de esa parte del árbol y así sucesivamente. Esto genera 
árboles muy desequilibrados, donde muchos nodos pertenecen al espacio donde no está el 
nodo local. 
 
El protocolo Kademlia asegura que cada nodo conozca al menos un nodo en cada uno de 
los subárboles existentes. De esta forma, podemos localizar cualquier nodo existente 
conociendo su identificador mediante el algoritmo de búsqueda. 
6.2.1.1 Métrica XOR 
 
Como ya se ha comentado, Kademlia usa una métrica XOR para encontrar la distancia 
entre dos nodos, aprovechándose de que XOR cumple las condiciones para ser una métrica 
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adecuada, aunque no sea Euclidiana. Además XOR garantiza la convergencia de las 
búsquedas en un punto dada su propiedad de unidireccionalidad y su simetría. 
 
Una propiedad interesante de XOR es que refleja de forma muy adecuada la distancia entre 
nodos tal como está implícita en el árbol de routing. En un árbol completo, con todas las 
claves posibles, la distancia entre dos nodos viene definida por la altura del menor subárbol 
que los contiene a ambos. Dicho de otra forma, será el mayor prefijo diferente entre los dos 
valores. Si tenemos ramas vacías en el árbol, el nodo mas cercano a un identificador dado 
es aquel con el mayor prefijo en común entre su clave y el identificador, debido a la 
estructura del árbol. Puede existir más de un nodo que cumpla esta condición.  
6.2.1.2 Nodos  
 
Un nodo Kademlia almacena información sobre otros nodos para poder enviar mensajes a 
la red en la tabla de routing. Para cada nodo almacena su clave, el puerto de 
comunicaciones que usa y la dirección IP. En la tabla almacena una lista de nodos por cada 
grupo de nodos cuyo prefijo tiene n bits comunes y varia en el n+1. Estas listas se llaman 
buckets en el protocolo.  
 
Un bucket está ordenado por tiempo, manteniendo el nodo más antiguo a la cabeza y los 
más nuevos en la cola. Normalmente los buckets que pertenecen a los rangos bajos el árbol 
están vacíos, debido a la dificultad de encontrar nodos que cumplan la condición de ser tan 
similares. Para los rangos altos, se limita el tamaño de los buckets a k nodos, para no 
saturar la tabla con información. 
 
Cuando Kademlia recibe un mensaje de otro nodo, agrega el nodo emisor al árbol de 
routing. Si el nodo ya existía, lo mueve a la cola de la lista como el más reciente. Si no está 
y el bucket tiene espacio, lo agrega. Si el nodo no está en el árbol y el bucket está completo, 
Kademlia verifica que el nodo más antiguo este aún activo. Si no lo está, lo elimina y añade 
el nuevo nodo a la cola, pero si está activo, descarta el nuevo nodo y mueve el más antiguo 
a la cola como el más nuevo.  
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Este procedimiento para actualizar el árbol es debido a la probabilidad de que los nodos 
conectados mucho tiempo seguido sigan conectados mucho más tiempo. Con este sistema 
se maximiza la probabilidad de que los nodos del bucket estén conectados a la red. Otro 
beneficio es evitar ataques contra la red. Al descartar los nuevos, se evita la saturación del 
sistema por inundación de nodos nuevos. 
 
Normalmente los buckets tendrán una lista con nodos activos debido al tráfico normal de la 
red, que fuerza su actualización. Para evitar situaciones de inanición en rangos concretos 
del árbol, cada cierto tiempo se obliga a refrescar los buckets que no han actualizado sus 
nodos durante cierto margen de tiempo, mediante la búsqueda de un identificador aleatorio 




Kademlia usa cuatro operaciones básicas en la red. Estas son Ping, Store, Find_node y 
Find_value. La operación Ping envía un mensaje a un nodo para verificar si este está aún 
conectado. Esta operación se puede incluir de forma implícita en el resto de mensajes, 
evitando una operación específica para ello. La operación Store indica a un nodo que ha de 
almacenar un par <clave, valor> en su memoria. 
 
La operación Find_node pregunta a un nodo por los k nodos que conoce más cercanos a 
una clave dada. La lista de nodos que recibimos puede provenir de un único bucket del 
nodo que recibió la petición, o de varios buckets, los más cercanos a la clave, si no lo tenía 
completo. La operación Find_value pregunta a un nodo si tiene un valor identificado por 
una clave. Si no lo tiene, el nodo nos devuelve los k nodos más cercanos a la clave que 
conoce, como la operación Find_node. Si lo tiene, nos devuelve el valor. 
 
6.2.3 Unirse y dejar la red 
 
Para unirse a la red un nodo ha de conocer un nodo conectado. El nodo que quiere conectar 
añade el nodo conocido al árbol de routing, y a continuación empieza una búsqueda 
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preguntando por su propio identificador. Para finalizar, realiza una operación de refresco 
del árbol para actualizar los buckets. Con este proceso se da a conocer a otros nodos, que lo 
agregarán a sus árboles de enrutamiento, y actualiza el suyo con los nodos activos. 
 
Un nodo no ha de realizar ninguna operación para desconectar. El propio sistema de 
mantenimiento del árbol provocará que sea eliminado de los mismos cuando no responda a 
los mensajes, sin necesidad de notificar su baja a ningún miembro. 
6.2.4 Optimizaciones 
 
Existen dos técnicas que mejoran enormemente el rendimiento del protocolo, que describo 
a continuación. 
6.2.4.1 Gestión de contactos optimizada 
 
Se puede mejorar la gestión de los nodos en el árbol eliminando la necesidad de realizar los 
pings. De por si el eliminar los ping es una mejora debido a la cantidad de mensajes que 
inundarían la red, ya que por cada mensaje recibido un nodo añade los datos de ese nodo al 
sistema. 
 
Para evitarlo, además de usar pings implícitos con los mensajes que se envían a otros 
nodos, se usa una cache de refuerzo de los buckets del árbol de routing. Está cache contiene 
un grupo de nodos ordenados según la última vez que se los vio activos, con el más reciente 
a la cabeza. Cuando recibimos un nodo para añadir al árbol y tenemos lleno el bucket 
donde debería ir, almacenamos el nodo en la cache. Cuando enviamos un mensaje a un 
nodo, si este no responde,  lo eliminamos del bucket y añadimos el nodo más reciente de la 
cache al bucket. 
 
Un problema derivado de las comunicaciones que afecta a la gestión de los nodos es el uso 
del protocolo UDP como protocolo de comunicación entre nodos. Debido a la naturaleza 
del protocolo, que no asegura la recepción, podemos obtener falsos positivos y considerar 
un nodo como inactivo cuando está conectado. Para evitarlo, se da un margen de error a los 
nodos, permitiéndoles un número de fallos predefinido. Si un nodo falla ese número de 
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veces y el bucket está lleno y existen nodos en la cache, lo reemplaza. Si el bucket no está 
lleno o no existen nodos de reemplazo en la cache, simplemente lo marca como 
desconectado, permitiendo que mantenga el estado por si recupera la conexión o hasta que 
recibamos un nodo de reemplazo. 
 
6.2.4.2 Búsquedas rápidas 
 
Se puede modificar el árbol de routing para conseguir encontrar los valores buscados en 
menos saltos. La idea detrás del proceso es considerar n bits simultáneamente en lugar de 
uno solo al realizar las aproximaciones, mediante un intercambio de rendimiento a cambio 
de un mayor consumo de memoria.  Esto se consigue modificando el sistema de split del 
árbol. Para ello se sigue la norma que un bucket se divide cuando esta lleno si este contiene 
el nodo local o está a una profundidad concreta del árbol. 
 
De esta forma se aumentan los splits en las partes de la tabla de routing que corresponden a 
nodos más lejanos a nosotros, los más fáciles de encontrar, ampliando la base de nodos 
sobre la que empezar las búsquedas. 
 
 
6.3 Diagrama de clases 
 
A continuación muestro las clases usadas para la implementación de este componente del 
proyecto. En total hay 8 clases involucradas en el desarrollo de esta funcionalidad, 6 de 
ellas nuevas, junto a una interficie. Estas comprenden las funcionalidades básicas de 
Kademlia, tal como se han descrito en el protocolo. Debido a la gran cantidad de clases 
implicadas, las clasifico por apartados. 
6.3.1 Clases de soporte 
 
Estas clases se usan en toda la red, sin quedar restringidas a ninguna operación específica. 




Figura 29: clases de soporte de la red peer-to-peer 
6.3.2 Nodo Kademlia 
 
Aquí se muestra la interficie que define las comunicaciones con el nodo de la red peer-to-





Figura 30: nodo Kademlia y su interficie 
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6.3.3 Árbol de routing 
 
Clases involucradas en el funcionamiento del árbol de routing de la red peer-to-peer. 
 
Figura 31: clases de gestión del árbol de routing 
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6.3.4 Control de valores almacenados 
 
Estas clases se usan para almacenar los valores de la red peer-to-peer. Contienen el control 
de timestamp entre otras funcionalidades 
 
Figura 32: clases de gestión de los valores en la red 
 
6.3.5 Servidores de mensajes 
 
Estas clases se encargan de la transmisión de mensajes entre nodos, incluyendo su 
conversión  a Streams de bits y su decodificación posterior en el mensaje correcto. Se 









6.3.6 Inteficies de comunicaciones 
 




Figura 34: factorías de mensajes y receptores 
6.3.7 Operaciones 
 
Las operaciones que se pueden realizar en al red. Heredan de Operation para tener una 


















Los receivers heredan de la clase OriginReceiver. Esta clase proporciona la funcionalidad 
de almacenar los nodos de los mensajes recibidos en el árbol de routing de forma 
automática. Cada receptor responde a un mensaje y ejecuta el proceso asociado (figuras 37 
y 38). 
 
Figura 37: clases receiver 
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Los mensajes de la aplicación heredan de Origin Message. Esta clase almacena el nodo de 
origen del mensaje y proporciona las interficies que han de implementar los mensajes para 
ser transmitidos por la red, indicando las operaciones que han de realizar los nodos (figuras 








Figura 40: clases de mensajes 
 
 
6.4 Comentarios a la implementación 
 
En este punto comento los detalles específicos de implementación de la funcionalidad. El 
comentario no será exhaustivo, para obtener detalles específicos del código y los algoritmos 
usados, se puede consultar el código fuente en el CD adjunto de la memoria.  
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Debido a la cantidad de código involucrado, comento las clases en grupos relacionados con 
su funcionalidad. No entro en detalle, por ejemplo, en la implementación de ciertas clases 
auxiliares como los identificadores o la configuración. Las clases usadas se pueden 
consultar en el punto anterior. 
6.4.1 Árbol de routing 
 
El árbol de routing Kademlia indica al nodo local la localización de otros nodos miembros 
de la red, con lo que es fundamental para el correcto funcionamiento del protocolo. La 
implementación comprende tres partes, la información de un nodo, el árbol en si y un 
evento de notificación de modificaciones del árbol. 
 
Un nodo es una estructura que representa un miembro de la red. Almacena información 
sobre el miembro como su dirección IP, la clave que lo representa o el puerto de 
comunicaciones que usa. También permite indicar si hemos visto el nodo recientemente o 
no, y el numero de veces que no ha respondido a comunicaciones. 
 
El árbol consiste en un árbol binario, formado por nodos de tipo Space, que almacena los 
datos de los miembros de la red. Cada nodo contiene un bucket asociado junto a su cache, 
aunque solo tendrán miembros si el nodo es un nodo hoja. Además contiene datos 
adicionales como la profundidad a la que está el nodo dentro del árbol o el prefijo que 
representa. 
 
Por último tenemos el evento de control del nodo local. Si agregamos un nodo en el espacio 
del árbol que contiene el nodo local, se dispara este evento que realiza las comprobaciones 
para verificar si es necesario un split del árbol o no. 
6.4.2 Servidor de mensajes 
 
El servidor de mensajes es el encargado de enviar y recibir los mensajes netre los nodos 
miembros de la red. Se compone de dos partes, el servidor en si y la factoría de mensajes. 
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La factoría de mensajes es una estructura que permite, dado un Stream de bytes de entrada, 
generar el mensaje adecuado o indicar el receiver que necesitamos para procesarlo. Para 
ello usa un código (un byte) que se envía junto al mensaje y sirve de identificador único del 
mensaje en la red. Esta capacidad permite enviar mensajes serializados por la red mediante 
el protocolo UDP sin inconvenientes. 
 
El servidor de mensajes consiste en una clase que permite realizar emisiones de mensajes a 
nodos conocidos mediante el protocolo UDP. La metodología es simple, codifica el 
mensaje en un Stream de bytes que incorpora a una trama UDP y la envía por al red a su 
destino. Debido al funcionamiento del protocolo UDP, asíncrono y sin garantía de entrega, 
no espera respuesta. 
 
Además tiene un thread que actúa como listener, recibiendo mensajes de otros nodos. Una 
vez recibido un mensaje, lo delega en la factoría que genera las estructuras adecuadas. Una 
vez hemos obtenido el mensaje que nos han enviado y su receiver asociado, el servidor 
ejecuta el método del receiver para realizar la operación que nos pide el mensaje.  
 
En algunos casos enviamos mensajes de los que esperamos una respuesta. Para ello existe 
una estructura auxiliar que almacena las comunicaciones realizadas, identificadas por un 
número único. Si un mensaje recibido es respuesta de otro enviado por el servidor, se 
elimina la comunicación de la estructura de control y se procesa el mensaje normalmente. 
La estructura tiene un control de timeout, para evitar que un mensaje que no recibe 
respuesta quede almacenado de forma permanente. Tras un periodo de tiempo predefinido, 
los mensajes sin respuesta son eliminados y se envía una señal de timeout a la operación 
que los envió. 
6.4.3 Operaciones 
 
Una operación representa tanto una operación definida en el protocolo Kademlia como una 
función de la red que requiere un intercambio de mensajes entre dos nodos. Son la parte 
que más código ocupa de la implementación, debido al número existente. 
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Todas las operaciones en esta implementación de Kademlia siguen la misma estructura. 
Una operación esta formada por una clase que implementa la operación propiamente dicha, 
un receptor y uno o varios mensajes asociados, normalmente uno para realizar la operación 
y en algunos casos uno de respuesta para devolver al nodo emisor de la operación. 
 
La clase operación hereda de la clase abstracta Operation. Esta clase define un método 
execute que inicia la operación en si. Esta estructura permite agregar nuevas operaciones 
teniendo un perfil único para su ejecución. La función de las implementaciones concretas 
de esta clase es preparar el mensaje que se ha de enviar al nodo destino. En algunos casos 
como las búsquedas, ejecuta un algoritmo que espera respuesta de los mensajes enviados a 
otros nodos para proseguir la ejecución. Para evitar problemas, las operaciones tienen 
asociado un tiempo límite de ejecución, si lo sobrepasan (debido a caídas de nodos, etc.) se 
lanza una excepción y se termina la operación. 
 
Los mensajes heredan de la clase OriginMessage. Son estructuras muy simples que 
encapsulan datos a enviar entre nodos. Todos, sin excepción, son serializables y 
convertibles a bytes dentro de un Stream, para facilitar su transmisión entre el nodo emisor 
y el receptor. Los mensajes incluyen una referencia al nodo emisor del mensaje, para que 
pueda ser agregado a los árboles de routing de los nodos receptores. 
 
Los receivers (receptores) son clases que heredan de OriginReceiver. Tienen dos 
cometidos. Por una parte, la clase padre (OriginReceiver) tiene implementada la 
funcionalidad para actualizar el árbol de routing al recibir mensajes, añadiendo el nodo 
emisor. Por otra parte, ejecuta un código asociado al recibir el mensaje de la operación, 
realizando la operación que indica el mensaje. En ciertas operaciones puede emitir un 
mensaje de respuesta al nodo emisor. 
 






Establece la conexión del nodo local a la red Kademlia, tal como se describe en el 
protocolo. El nodo emisor recibe un mensaje “ack” del nodo al que ha enviado el mensaje 
de la operación para confirmar que este está activo y podemos seguir con el proceso 
buscando nuestra clave en la red. 
6.4.3.2 DataLookUp 
 
Busca el valor asociado a una clave dada. Se comporta como la operación Find_value 
definida en el protocolo. Reaprovecha el código de la operación NodeLookup para realizar 
las búsquedas, pero modifica el receiver para distinguir si la respuesta es el valor buscado o 
una lista de nodos. 
6.4.3.3 HashRequest 
 
Envía a un nodo una petición de claves de hash de los valores que almacena localmente, 
para comprobar si tiene algún valor que no debería gestionar según la proximidad de las 
claves de los valores con el identificador del nodo que los almacena. La respuesta incluye 
una lista de hash distribuidas temporalmente, para realizar la comparación. 
6.4.3.4 NodeLookup 
 
Busca un nodo en la red con un identificador igual a una clave dada. Es la implementación 
de la función Find_node del protocolo. Para realizar la operación crea estructuras auxiliares 
donde distingue los nodos a los que ya ha enviado peticiones, los recibidos como respuestas 
y el resultado. Repite la búsqueda en un bucle hasta que encuentra el resultado o rebasa el 
tiempo máximo de ejecución. 
6.4.3.5 Refresh 
 
Cada cierto tiempo el protocolo lanza una instancia de esta operación. Refresh genera un 
conjunto de claves aleatorias, pertenecientes a ciertos rangos del árbol de routing que 
necesitan actualizar sus buckets. A continuación realiza búsquedas de esas claves en la red 




Elimina un valor de la red. El nodo busca los k nodos más cercanos a la clave asociada al 
valor y les envía la petición para eliminarlo de sus tablas locales. Para asegurar que 
enviamos el mensaje a los nodos adecuados y no queda ninguna copia libre en el sistema, 
antes de realizar la petición remove la operación refresca el árbol de routing con los nodos 
más cercanos a la clave. 
6.4.3.7 Restore 
 
Cada cierto tiempo el protocolo lanza una instancia de esta operación. Restore actualiza los 
valores que almacena de forma local el nodo. Para ello busca los nodos más próximos a sus 
claves y les envía peticiones de hash, para verificar que el nodo local debe almacenar los 
valores. Un vez finalizado republica el valor para que este se distribuya por la red con las 
copias necesarias, para asegurar que no desaparece por la desconexión progresiva de nodos 
que almacenaban el valor. 
6.4.3.8 Store 
 
Indica a un nodo que almacene el par <clave,valor> incluido en el mensaje. Para ello la 
operación refresca el árbol de routing con los nodos más cercanos a la clave. Una vez ha 
terminado el refresco, selecciona los k nodos más cercanos a la clave y los hace 




La clase Kademlia es la clase principal. Su función es permitir trabajar con la red, 
representando la interficie de comunicación con este desde el nodo local. La clase 
implementa métodos que permiten realizar las operaciones de conexión, enviar datos a la 
red, obtener valores de la red, consultar si un dato existe en la red y eliminar un valor. La 
implementación incluye funciones de control asociadas a timers para las operaciones de 
refresco de los valores almacenados y del árbol de routing. 
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Al iniciar la instancia de Kademlia, la clase crea todas las estructuras auxiliares que 
necesita, como el árbol de routing, los datos del nodo local o la tabla de hash local donde 
almacena los valores que recibe de la red. La clase no conecta directamente una vez se ha 
creado, se le ha de indicar que queremos establecer la conexión de forma explícita.  
 
Hay una excepción a este comportamiento, los llamados “nodos pasivos”. Son nodos que 
crean todas las estructuras pero no intentan conectar a la red. Su utilidad es como nodos de 
arranque, aunque esto no les limita las funcionalidades ya que según van recibiendo 
mensajes actualizan la tabla de nodos local. Simplemente causa que inicialmente tengan 
menos nodos conocidos.  
 
Tiene la capacidad de almacenar parte de estos datos en ficheros binarios al terminar la 
sesión, para mantener tanto el identificador del nodo como una lista de nodos conocidos 
que facilite la incorporación en próximas sesiones a la red. 
 
6.5 Testeo del código 
 
En este apartado realizo algunos tests de rendimiento de las operaciones de la red peer-to-
peer implementada. Los tests a realizar validan diferentes componentes de la red, como los 
identificadores, el sistema de mensajes o el árbol de routing. Posteriormente se realiza un 
test que verifica el correcto funcionamiento de la red completa, con todos los componentes 
interactuando entre si. 
 
Hay que recordar que los tests están realizados en una red simulada localmente en un solo 
pc, con lo que los tiempos de latencia son nulos y no hay fallos de conexión, lo que 
incrementa el rendimiento de las operaciones. Aún así, sirve como referencia de los 
procesos. 
 
Los tests han sido realizados usando el plugin de JUnit para IntelliJ IDEA para obtener las 
estadísticas. Esto implica que cada test construye un entorno independiente para las 
pruebas, lo que consume parte del tiempo que se tarda en realizar el test. Debido a la 
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variedad de pruebas realizadas, se especificará para cada una de ellas el coste de preparar el 
entorno, siempre que este coste sea significativo. 
 
La maquina utilizada para los tests es diferente a la usada para el desarrollo de la 
aplicación, debido a problemas logísticos. Las especificaciones de la nueva máquina 
incluyen un procesador Pentium Core 2 Duo a 2,4 Ghz con 2 Gb de RAM. 
6.5.1 Identifier 
 
En este test se comprueba la carga que representa para el sistema generar los 
identificadores. Para ello realizamos cinco pruebas para comprobar cinco formas distintas 
de construir un identificador, usando los métodos definidos en la clase. Debido al tipo de 
test, en ninguna prueba se prepara un entorno previo de ejecución. 
 
La primera prueba, “testDefaultConstructor” consiste en generar un Identifier con el valor 
por defecto. El segundo método testeado es el constructor que genera un Identifier a partir 
de un BigInteger, para comprobar el mapeo con el espacio de nombres numérico, mediante 
el test “testBigIntegerConstructor”. El tercer test realiza la operación recibiendo como 
parámetro un array de bytes. El cuarto, recibe como parámetro un String. 
 
El test llamado “testCompatibleTypes” verifica las funciones de conversión a array de bytes 




Figura 41: tests de la clase Identifier 
 
 
Como se puede observar por los resultados (figura 41), el coste de generar los 
identificadores es despreciable. Solo se miden unas centésimas de tiempo en el test que 
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genera un identificador a partir de un String, debido a que requiere usar Streams para poder 
ser tratado adecuadamente. 
6.5.2 Space 
 
Este test sirve para comprobar que el árbol de routing funciona como esperamos. Para ello 
se verifican las operaciones que se realizarán normalmente con él. Sin duda esta es una de 
las piezas más importantes del sistema, ya que si no funciona correctamente un nodo no 
tendrá una imagen correcta de su entorno, con lo que los mensajes que envíe fallarán. 
 
Los test preparan un entorno de ejecución para cada prueba, como ya se ha comentado. En 
este caso, el entorno consiste en la carga de unos ficheros XML que contienen el árbol que 
ha de surgir como resultado de las operaciones si estas se realizan de forma correcta. Este 
entorno no tiene un coste apreciable en tiempo de ejecución pero si en consumo de 
memoria, al almacenar en una variable el contenido del fichero. 
 
Se realizan cinco tests diferentes. El primer tipo de test es el “testInsert#”, habiendo cuatro 
variantes. En cada una de ellas se inserta uno o varios nodos en el árbol de routing, para 
verificar que el árbol se construye tal como se espera. 
 
El segundo tipo de test consiste en generar un árbol y posteriormente buscar los nodos más 
cercanos a un identificador dado. Esto ha de retornar un nodo concreto según la estructura 
del árbol y la clave indicada. Los métodos “testClosestNodes#”, de los que hay dos 
variantes, realizan estas comprobaciones. 
 
El resto de tests se dedican a verificar funcionalidades como el recuento de nodos inactivos, 
la búsqueda de un nodo concreto en el árbol o las particiones causadas por la inserción de 
nodos cercanos al nodo origen. 
 
En la figura 42 vemos los tiempos de ejecución de cada operación y el consumo de 








La otra funcionalidad crítica en la red es el servidor de mensajes. Esta clase ha de permitir 
la comunicación entre nodos y si falla estos pueden no llegar a los nodos adecuados, 
rompiendo la unidad de la red. 
 
Los test preparan un entorno de ejecución para cada prueba, como ya se ha comentado. En 
este test, el entorno consiste en dos servidores de mensajes (clase MessageServer) que se 
usaran en los test para realizar las comunicaciones. Estos servidores tienen asociados sus 
factorías de mensajes correspondientes, aunque estas no proporcionan ninguna 
funcionalidad real más que permitir que la prueba continúe devolviendo objetos dummy 
para que sean procesados. Esta preparación tarda unos 0,3 segundos en total. 
 
 
Figura 43: tests de la clase MessageServer 
 
En la figura 43 podemos ver los resultados de los dos tests realizados. El primer test, 
“testCommunication”, verifica que un servidor de mensajes recibe los mensajes enviados 
por otro y los interpreta correctamente. Para ello el objeto receiver asociado nos devuelve 
una cadena de texto con los datos del mensaje recibido. 
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El segundo test, “testTimeout”, comprueba que se disparen los eventos de timeout si no 
recibimos respuesta a un mensaje en un tiempo dado. Esto es importante para no bloquear 
los nodos esperando respuestas a mensajes críticos, como búsquedas, y reenviar la petición 
a otro destino. 
6.5.4 Message 
 
Este test verifica, simplemente, si los mensajes se pueden serializar correctamente para su 
envío entre nodos. Junto a los mensajes, comprueba que la serialización también es correcta 
en los nodos, identificadores y otros objetos contenidos en el mensaje que implementan sus 
propias funciones de paso a Stream. Este test no prepara ningún entorno de ejecución antes 
de las pruebas. 
 
En la figura 44 se pueden apreciar los diferentes tests realizados, que incluyen los mensajes 
más complejos como NodeLookUp o LokupReply. 
 
 




En este paso se verifica el proceso que calcula la distribución de claves asociadas a cada 
nodo. Esta función es la encargada de decidir, dados dos nodos con sus respectivos 
identificadores y un conjunto de pares <identificador, valor>, que pares van al nodo A y 
que pares corresponden al nodo B. 
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En este test se prepara un entorno de ejecución consistente en un conjunto de estructuras 
como un árbol de routing, unos nodos con claves aleatorias, un conjunto de valores a 
comparar, etc. Esto sirve para simular la situación bajo la que ejecutaremos esta función.  
 
 
Figura 45: tests de la clase Message 
 
En la figura 45 se puede apreciar el resultado del test. La prueba en si consiste en distribuir 
unos valores entre los nodos y comprobar que los resultados de distribución coinciden con 





El último test comprueba que todas las piezas de la red funcionan correctamente una vez 
unidas para emular una versión del protocolo Kademlia. En este test no se prepara ningun 
entorno de ejecución. Para cada prueba, se construyen los nodos peer-to-peer necesarios de 
forma local, y se realizan las operaciones necesarias. 
 
Los tests tratan las diferentes funciones asociadas a un nodo, como unirse a la red, enviar 
datos, recibirlos, eliminarlos, etc. Todas las pruebas son bastante directas, creando los 
nodos necesarios para realizarla y llamando directamente a las funciones, sin usar clases 
adicionales ni objetos intermedios. En la figura 46 podemos ver los resultados de las 




Figura 46: tests de la clase Message 
 
Podemos agrupar las pruebas en varios grupos. El primer grupo correspondería a las 
orientadas a verificar el proceso de conexión a la red. Tenemos entre ellas los test 
“testConnect#”, de los que hay dos instancias. Estas pruebas sirven para comprobar que el 
proceso de conexión inicializa la tabla de routing correctamente y nos da acceso a la red. 
 
Otro grupo serían las pruebas orientadas a comprobar el funcionamiento de la red, que 
incluyen, por ejemplo, los test “testAtomNetwork” y “testBasicNetwork”. Estas pruebas 
crean redes de uno o más nodos y verifican que funcionan correctamente transmitiendo 
mensajes entre ellos y comprobando que las respuestas son las esperadas. 
 
Por último tenemos tests específicos de funciones como put, get. Estos tests prueban de 
forma exhaustiva los métodos de almacenamiento de datos y búsqueda que proporciona la 
red, comprobando que devuelven los resultados esperados. 
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7 Desarrollo del sistema para compartir ficheros 
7.1 Requisitos 
 
Para tener un sistema publish – subscribe completo, necesitamos transferir contenido entre 
miembros de un grupo. Aunque podríamos dedicarnos únicamente a transmitir mensajes, 
eso limitaría las posibilidades de la aplicación. Por ello, la capacidad de transferir ficheros 
es clave. Necesitamos un sistema que permita a un nodo notificar a la red que tiene un 
fichero disponible y a los nodos interesados descargarlo. 
 
La definición de la funcionalidad a implementar sería obtener un sistema que permita a un 
nodo publicar un fichero en la red para que otros nodos lo puedan descargar, buscar 
ficheros que tengan cierto nombre y descargar los ficheros publicados a partir de una 
referencia. Los ficheros han de compartirse mediante un sistema peer-to-peer, delegando en 
la red la tarea de encontrar nodos que tengan el fichero que queremos. Un nodo ha de ser 
capaz de descargar, si quiere, más de un fichero simultáneamente. 
 
En los objetivos definidos en el proyecto se dijo que se implementaba una plataforma sobre 
la que realizar aplicaciones. Implementar un sistema de gestión de descargas completo no 
entraría en esta definición, ya que existen diferentes protocolos para gestionar las 
descargas. Por ello, la red proporcionara al usuario un sistema para encontrar ficheros (o 
fragmentos de ellos), siendo este el encargado de controlar que fragmentos le hacen falta y 
almacenarlos. 
 
Hemos de considerar varios aspectos a la hora de implementar esta funcionalidad, para que 
sea viable. El primer detalle a considerar es como compartiremos el fichero. Queremos un 
sistema peer-to-peer, con lo que las descargas no serán desde un único nodo, sino de 
cualquier nodo. Si almacenáramos los ficheros en la red, podríamos obtener los datos 
directamente según a id, teniendo los ficheros disponibles en todo momento. Por desgracia 
esta solución es, a día de hoy, inviable.  
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El principal motivo es la cantidad de  información que almacenaríamos. Supongamos un 
fichero de 5 Mb. Al publicarlos en la red Kademlia implementada, tal como se explica en el 
apartado anterior, sería replicado unas 20 veces para evitar que se perdieran los datos por 
desconexión de nodos. Eso implica que hemos subido a la red 100 Mb de información. Esta 
información debe transmitirse entre nodos cuando, por ejemplo, uno de ellos se conecta o 
desconecta a la red y, debido a su identificador, tiene el rol de gestión de esos datos. Por lo 
tanto, estaríamos transfiriendo bloques de 5 Mb entre nodos, cuando estos se conectaran. 
Aun con las conexiones de hoy en día, esto es una carga de más de un minuto de conexión, 
tiempo durante el que bloqueamos dos nodos de la red y nos exponemos a perder datos si 
cae el nodo emisor.  
 
No solo eso, si consideramos la cantidad de ficheros que puede haber en una red de estas 
características (millones de ellos), cada nodo miembro necesitará dedicar mucho espacio de 
memoria para almacenar los fragmentos, y debido a la transferencia de esta información 
pasarían gran parte del tiempo bloqueados, lo que hace la red inviable. Podemos pensar 
como alternativa el fragmentar los ficheros en bloques y trabajar con esos bloques, pero 
esto no soluciona el problema. Permitiría que se retrasara el momento de saturación ya que 
cada nodo contendría menos datos, pero a la larga llegaríamos al mismo punto de 
inviabilidad. 
 
La alternativa es almacenar los ficheros en los nodos, de forma externa a la red, y acceder a 
ellos cuando sea necesario. No podemos implementar un sistema que transfiera el fichero 
de golpe, ya que limitaría las posibilidades de descarga desde otros nodos y bloquearía las 
conexiones de los nodos emisores durante mucho rato, si transmitimos un fichero grande. 
Por ello trabajaremos sobre ficheros fragmentados, y los datos que transmitiremos entre los 
nodos serán esos fragmentos. De esta forma el número de ficheros publicados no afecta al 
funcionamiento de la red. 
 
El segundo aspecto importante de la implementación es como almacenar la información del 
fichero en la red. Como hemos dicho, trabajamos con ficheros almacenados de forma 
externa a la red. Para poder reverenciarlos, necesitamos publicar en la red peer-to-peer 
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alguna referencia de forma que el resto de nodos pueda encontrarlo. Además hemos de 
indicar que nodos tienen los fragmentos que queremos, para poder efectuar la descarga de 
estos. También necesitamos un sistema que permita encontrar el fichero tanto por un 
identificador único como mediante una búsqueda en la que indiquemos el nombre (o un 
fragmento de este), para facilitar su localización. 
 
El tercer aspecto es como transmitir los fragmentos. Estos son externos a la red de pares, 
con lo que podemos usar dos métodos, uno externo a la red o uno interno mediante 
mensajes específicos. El usar un método externo implica tener un servidor/receptor de 
mensajes específico en cada nodo, lo que implica un gasto adicional de memoria y cpu. Por 
el contrario, facilita el proceso de transferencia al ser una comunicación más directa entre 
emisor y receptor. El uso de mensajes específicos de la red tiene el inconveniente principal 
de, en el caso de  alcanzar cuotas de transferencia muy elevadas, poder impedir la recepción 
de mensajes de control de la red peer-to-peer, con los problemas que de ello se pueden 
derivar. Por este motivo, elijo el sistema externo mediante un servidor específico, aunque el 
otro sistema podría ser viable implementando sistemas de control que evitaran la 
saturación. 
 
Figura 47: protocolo emule para compartir ficheros 
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Para implementar el sistema me he inspirado en el protocolo usado en eMule (figura 47), un 
protocolo de 2 niveles de publicación, llamado así porque transmite a la red datos del 
fichero compartido y metadatos asociados de forma simultánea. El protocolo implementado 
en este proyecto no es de 2 niveles, y tiene muchas diferencias ya que es menos complejo 
que el definido para eMule, pero la forma de asociar ficheros con identificadores es similar.  
 
7.2 Definición del protocolo 
 
En este apartado definiré el protocolo usado para implementar el sistema para compartir 
ficheros. El protocolo esta basado en el protocolo de dos niveles de emule, tal como se ha 
comentado en el punto anterior. Permite realizar tres operaciones diferentes, que son 
publicar un fichero, buscar un fichero y descargar un fichero. Utiliza funcionalidades de la 
red peer-to-peer aunque usa un servidor de comunicaciones diferente al que incorpora la 
red para la transferencia de ficheros. 
7.2.1 Estructura del fichero 
 
Un fichero que será publicado en la red es gestionado mediante una estructura específica 
para ello. Esta estructura almacena, para un fichero cualquiera, su nombre, su tamaño, un 
identificador único y el número de fragmentos que contiene. 
 
El identificador tiene el formato de los identificadores usados en la red peer-to-peer propia. 
Se genera según el contenido del fichero, de forma que dos ficheros con diferente nombre 
pero un contenido idéntico (a nivel de bit) se asocian a la misma clave. Esto evita que se 
añadan ficheros para dañar la transferencia de otros de forma intencionada. 
 
El número de fragmentos es el número de partes consecutivas de cierto tamaño en que se 
puede dividir el fichero, más una última parte que puede tener un tamaño inferior al 
definido ya que corresponde al final del fichero. Es necesario que todos los nodos del 
sistema tengan la misma configuración en este parámetro, de lo contrario el tamaño de los 
fragmentos esperados y los transmitidos no corresponderían lo que haría imposible la 
transferencia de ficheros. 
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Por defecto, el sistema trabaja con fragmentos de 16 Kb. La elección de este tamaño 
cumple con el requisito de trabajar con un fragmento lo suficientemente pequeño para que 
se transmita de forma rápida entre nodos, pero no excesivamente pequeño. Muchos 
sistemas existentes trabajan con un doble nivel de fragmentos, dividiendo el fichero en 
fragmentos unitarios de 512 Kb que incorporan al fichero final una vez descargados, y que 
a su vez están divididos en fragmentos de 8 Kb que descargan de diferentes nodos. En este 
sistema, debido a la falta de verificación de integridad, he optado por una solución 
intermedia que permita la descarga de los contenidos. 
7.2.2 Información en la red 
 
Por cada fichero que se comparte en la red, se publica en esta una serie de datos que 
permiten identificar el fichero de forma única y/o facilitan su búsqueda. El primer dato que 
se publica es el identificador del fichero. Este se genera tal como se ha comentado en el 
apartado anterior e identifica de forma única al fichero. 
 
Por otra parte se publican datos asociados al nombre del fichero. Para ello, se divide el 
nombre del fichero según una expresión regular configurable, eliminando los espacios y 
símbolos como ‘.’. Para cada parte del nombre, se genera un identificador único, y se 
publica en la red el par <identificador nombre, datos fichero>. Los datos de fichero 
corresponden a los descritos en el punto anterior, que comprenden nombre, tamaño, 
fragmentos e identificador del fichero. Si ya existiera en la red algún dato asociado al 
“identificador nombre” obtenido, añadimos nuestros datos de fichero al conjunto, 
generando una lista de ficheros que contienen esa palabra en su nombre. 
 
De esta forma, dada una palabra cualquiera, podemos generar su identificador y buscarlo en 
la red, obteniendo los identificadores de todos los ficheros publicados que tienen esa 
palabra en su nombre. 
 
El último fragmento de información publicado  es el de los nodos que poseen el fichero 
dado. Para ello se publica en la red peer-to-peer el par <identificador fichero, identificador 
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nodo> que indica, para el fichero asociado al identificador dado, que nodo lo comparte. 
Como en el caso anterior, podemos tener una lista de identificadores de nodos. 
 
Para evitar la saturación de estas listas por tener demasiados elementos, cada vez que se 
añade información a ellas, si la longitud de la lista sobrepasa un valor indicado en la 
configuración (actualmente 150 elementos) se borran los más antiguos, al considerar que ya 
no tienen interés debido a su longevidad. 
7.2.3 Publicar un fichero 
 
Para publicar un fichero, el nodo que lo publica simplemente genera los datos asociados al 
fichero que han de estar en la red y los publica. Tal como se ha comentado en el punto 
anterior estos datos consisten en la lista de nodos que comparten el fichero, asociada al 
identificador único del fichero y que, al ser el nodo que publica el contenido, solo tendrá un 
elemento. También publicará el identificador del fichero asociado a las palabras que forman 
su nombre, para facilitar las búsquedas..  
7.2.4 Buscar un fichero 
 
Se proporcionan dos métodos para buscar un fichero, según la información disponible en la 
red para todo fichero compartido. 
 
El primer método consiste en buscar el fichero mediante su identificador único. Para ello 
usamos las funciones proporcionadas por la red peer-to-peer para buscar objetos según su 
identificador. Con ello obtendremos la lista de nodos que comparten el fichero, y podremos 
descargarlo. 
 
El segundo método es la búsqueda por palabras. Para ello generaremos el identificador 
correspondiente a la palabra y buscaremos ese identificador en la red. Como resultado 
obtendremos un conjunto de datos de fichero correspondientes a múltiples ficheros que 
contienen la palabra en su nombre.  
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7.2.5 Descargar un fragmento 
 
Para descargar un fragmento, necesitamos tener los datos del fichero en el formato indicado 
en el primer punto. El método usara estos datos para localizar el fichero en el nodo al que 
pidamos un fragmento. 
 
Para realizar la petición, el método crea un mensaje con los datos del fichero del que 
queremos el fragmento, e indicando que fragmento queremos. El número de fragmento es 
la posición de este en el fichero, empezando por 0 y acabando por número de fragmentos-1.  
 
Una vez generado el mensaje buscamos en la red el identificador del fichero, para obtener 
una lista de nodos que comparten el fichero. De esa lista, se elige un nodo al azar par así 
distribuir la carga entre los diferentes nodos. A este nodo se le envía la petición del 
fragmento mediante el servidor específico para transferencia de ficheros y se espera la 
respuesta.  
 
En caso de no recibir respuesta, el método se repite hasta obtener el fragmento o agotar la 
lista de nodos que comparten el fichero, en cuyo caso se lanzará una excepción. 
7.2.6 Servidor de mensajes 
 
Como se ha comentado anteriormente, se ha preferido hacer un servidor de mensajes 
específico para el sistema de transferencia de ficheros. El servidor usa el protocolo TCP 
para sus comunicaciones, más fiable que el UDP en la transmisión, asegurando que los 
mensajes llegan a destino. El puerto de comunicaciones es el mismo que el del servidor de 
mensajes de la red peer-to-peer. De esta forma evitamos usar otro puerto para esta función, 
con los problemas que puede causar en sistemas por los firewalls, NAT, etc. 
 
El servidor usa mensajes para comunicarse, tal como hace el servidor de la red peer-to-peer, 
aprovechando la estructura de mensajes ya creada.  
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7.2.7 Funciones auxiliares 
 
Para poder responder a las peticiones de otros nodos, hemos de saber que ficheros tenemos 
almacenados localmente para poder servir sus fragmentos. Esto requiere tener una 
estructura de control adicional que asocie los ficheros locales junto a sus datos de red 
(especialmente el identificador). Como ofrecemos una plataforma, hemos de permitir el 
control de estas estructuras ofreciendo los métodos adecuados.   
 
La estructura de control es una lista de pares <identificador, datos de fichero> almacenada 
en el nodo local. En cada par, el identificador corresponde al identificador único de un 
fichero en la red, y tiene asociados los datos de ese fichero. Permitimos añadir o quitar 
elementos de esa lista mediante las funciones propias de la lista.  
 
La lista añade por defecto, al arrancar el nodo, todos los ficheros que están en un directorio 
especificado en la configuración. Se proporciona un método para recargar la lista de nuevo 
con esos datos, por si varía el contenido del directorio. También se ofrece un método para 
obtener los datos almacenados en la lista. 
 
Para poder obtener los datos de estos ficheros y poderlos enviar a los nodos que los 
soliciten, se necesita un método que consulte la lista y permita obtener el fragmento 
indicado de un fichero. 
 
Se necesita un método que permite generar un identificador único a partir del contenido de 
un fichero.  
7.2.8 Incorporación en Kademlia 
 
Para permitir el uso de esta funcionalidad desde el nodo, se han de proporcionar unos 
métodos que permitan ejecutarla. Para seguir la estructura creada en la red peer-to-peer 
definida, serán añadidas a la clase que representa el nodo (clase Kademlia). Estas funciones 
permitirán realizar las operaciones de publicar un fichero, buscar un fichero y obtener un 
fragmento. También proporcionará las funciones auxiliares para obtener el fragmento de un 
fichero que tenemos, así como aquellas relacionadas con la gestión de los ficheros locales, 
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permitiendo añadir o eliminar ficheros de la lista de compartidos, obtener los datos de los 
ficheros que ofrecemos en la red y recargar esta lista en caso de realizar algún cambio. 
 
7.3 Diagrama de clases 
 
A continuación muestro las clases usadas para la implementación de este componente del 
proyecto. En total hay 8 clases involucradas en el desarrollo de esta funcionalidad, 6 de 
ellas nuevas, junto a una interficie, como se muestra en las figuras 48 y 49. 
 
 









7.4 Comentarios a la implementación 
 
En este punto comento los detalles específicos de implementación de la funcionalidad. 
Entraré en detalles específicos del código y las elecciones realizadas. Debido a que la 
distribución de ficheros está realizada sobre la DHT, se usan funciones de la red que no 
comento. Cualquier parte que necesite aclaración puede consultarse en la documentación de 
la implementación de la red peer-to-peer, en el punto 6 de la memoria. 
7.4.1 FileData 
 
La clase encargada de almacenar la información de un fichero. Implementa la interficie 
Serializable para poder ser transmitida por la red. También implementa la interficie 
Stramable para proporcionar los métodos de conversión a o desde un flujo de datos.  
 
Los parámetros que identifican el fichero (nombre, tamaño, partes e identificador) son 
accesibles de forma pública. 
7.4.2 Identifier 
 
La clase Identifier tan solo recibe un añadido debido a esta funcionalidad. Incorpora un 
método constructor que genera un identificador a partir del contenido de un fichero. El 
constructor usa las librerías de criptografía de Java para generar una clave SHA-1 de los 
bytes del fichero. 
  
El método es lento para ficheros grandes debido a que ha de leer el fichero entero para 
generar la clave. 
7.4.3 PublishFileOperation 
 
La clase implementa la operación para publicar un fichero. Hereda de Operation, como el 
resto de operaciones de la red. Se encarga de generar los datos asociados al fichero que han 
de enviarse a la red, comprobando si existen para añadirlos a las listas asociadas y 
limitando estas según la configuración. 
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Realiza la operación en tres pasos. Primero genera el identificador único del fichero y crea 
el FileData asociado. En un segundo paso parsea el nombre según una expresión regular y 
para cada fragmento, publica el FileData en la red según el protocolo. El tercer paso es 
publicar el identificador del fichero asociado al identificador del nodo local como fuente de 
los datos del fichero. 
7.4.4 SearchFileOperation 
 
La clase implementa la operación para buscar un fichero. Hereda de Operation, como el 
resto de operaciones de la red. Dado un String que contiene una o varias palabras separadas 
por espacios, genera para cada una de ellas su identificador, busca este en la red y recupera 
los FileData asociados. Una vez ha buscado todas las palabras, devuelve una lista con todos 
los FileData encontrados para que sean procesados como convenga. 
 
Para realizar búsquedas directamente por el identificador único del fichero, se usa la 




La clase implementa la operación para obtener un fragmento de un fichero concreto. 
Hereda de Operation, como el resto de operaciones de la red. Lanza la operación y activa 
una espera (wait) para controlar que la operación no sobrepase un tiempo indicado en la 
configuración. La operación de obtención del fragmento se realiza en dos pasos. 
 
En el primer paso se obtienen los nodos asociados al identificador único del fichero, 
contenidos en una lista de identificadores. Esta lista se desordena de forma aleatoria 
mediante el método “rotate”, para repartir la carga de peticiones entre los nodos que 
comparten los datos. 
 
En el segundo paso, se hace un bucle sobre la lista. Para cada nodo, se obtiene de la lista y 
se buscan sus datos en el árbol de routing de la red. Si no lo encontramos, hacemos una 
petición a la red del nodo, para obtener los datos. Si la petición falla descartamos el nodo al 
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no poder comunicarnos con él y obtenemos el siguiente nodo. Una vez tenemos los datos de 
un nodo, le enviamos mediante el servidor de mensajes la petición y esperamos respuesta. 
 
El segundo paso se repite mientras tengamos nodos y no hayamos recibido la respuesta. Si 
recibimos los datos que buscamos, lo notificamos al método de control de tiempo de la 
operación y retornamos el resultado. Si no los encontramos o la operación sobrepasa el 
tiempo permitido, lanzamos una excepción. 
 
El mensaje de petición del fragmento hereda de la clase OriginMessage como todos los 
mensajes de la red peer-to-peer. Almacena los datos del nodo que realiza la petición, el 
FileData del fichero objetivo y el número del fragmento que buscamos. Implementa 




El servidor de mensajes es muy simple. Usa una configuración idéntica al servidor de la red 
peer-to-peer, y tan solo varía en la estructura interna. 
 
Al arrancar estable un socket servidor TCP en el mismo puerto usado para la red peer-to-
peer. Este socket se encarga de recibir los mensajes, identificarlos mediante la factoría de 
mensajes y procesarlos. 
 
La operación getFragment directamente recupera el fragmento indicado por el mensaje del 
nodo destino. Esta operación abre un canal TCP con el nodo destino y pide el fragmento 
indicado. Mientras no recibe respuesta no cierra el canal. Los controles de tiempo de la 




En la clase Kademlia se incorporan tres funcionalidades importantes. Por una parte, se 
añaden métodos que sirven para invocar las funciones propias del sistema de transferencia 
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de ficheros. Estas operaciones se llaman igual que las operaciones a las que representan, es 
decir, PublishFile, SearchFile y getFileFragment. 
 
Por otra parte se incorporan las funciones auxiliares de control de los ficheros locales. Se 
añade a Kademlia una tabla de hash formada por pares <Identifier, FileData> donde cada 
miembro corresponde a un fichero almacenado de forma local. La tabla, tal como se ha 
indicado en la definición del protocolo, se rellena por defecto con los ficheros existentes en 
un directorio definido en la configuración. 
 
Se proporcionan los métodos addNewFile y removeFile, que trabajan directamente con la 
tabla de hash, para modificar la lista de ficheros que compartimos. Se ofrece un método 
reloadFiles que recarga la lista por defecto (los ficheros en el directorio indicado en la 
configuración). Por último se proporciona un método listFiles que devuelve un String con 
los datos de la tabla de hash. 
 
Por último se añade el método getLocalFileFragment. Esta función permite consultar la 
lista de ficheros locales para obtener la ruta física de un fichero, y leer de él un fragmento. 
Esta función normalmente es usada por el servidor de mensajes para responder a las 
peticiones de fragmentos, pero podría ser usada por una aplicación local para copias u otras 
funciones, con lo que se deja disponible como pública. 
 
7.5 Testeo del código 
 
En este apartado realizo algunos tests de rendimiento de las operaciones para la 
transferencia de ficheros. Las operaciones asociadas a las listas de control de ficheros no se 
testean. Esto es debido a que son operaciones que trabajan con tablas de hash internas, con 
lo que los tiempos de ejecución son ínfimos respecto al resto de operaciones, al ser 
realizadas a nivel local. Por ello, los tests se centrarán en las operaciones de publicar un 
fichero en la red, buscar un fichero y descargar un fichero. 
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Hay que recordar que los tests están realizados en una red simulada localmente en un solo 
pc, con lo que los tiempos de latencia son nulos y no hay fallos de conexión, lo que 
incrementa el rendimiento de las operaciones. Aún así, sirve como referencia de los 
procesos. 
 
Los tests han sido realizados usando el plugin de JUnit para IntelliJ IDEA para obtener las 
estadísticas. Esto implica que cada test construye un entorno independiente para las 
pruebas, lo que consume parte del tiempo que se tarda en realizar el test. Para una red de 10 
nodos en la que publicamos 3 ficheros, el tiempo aproximado de construcción del entorno 
es de 3,2 segundos (tiempo medio). 
 
La maquina utilizada para los tests es diferente a la usada para el desarrollo de la 
aplicación, debido a problemas logísticos. Las especificaciones de la nueva máquina 
incluyen un procesador Pentium Core 2 Duo a 2,4 Ghz con 2 Gb de RAM. 
7.5.1 Publicar un fichero 
 
En este test se publican 3 ficheros diferentes en la red. El fichero de test 1 ocupa 129 Kb. El 
fichero de test 2 ocupa 4.270 Kb. El fichero de test 3 ocupa 173 Kb. 
 
Cada prueba incluye el tiempo necesario para crear una red de 10 nodos y publicar el 
fichero en 5 de esos nodos, elegidos de forma aleatoria. 
 
 
Figura 50: test 1 publicar fichero 
 
Podemos comparar los tiempos de la figuro 50 con el siguiente test, figura 51, realizado 




Figura 51: test 2 publicar fichero 
 
Como vemos las diferencias son casi inapreciables, siendo de 2 décimas de segundo en el 
caso del fichero 2, de más de 4 Mb de tamaño. 
7.5.2 Buscar un fichero 
 
En este test se buscan ficheros en la red, que han sido publicados anteriormente. El fichero 
de test 1 ocupa 129 Kb. El fichero de test 2 ocupa 4.270 Kb. El fichero de test 3 ocupa 173 
Kb. 
 
Se ejecutan 6 tests (figura 52), cada uno de los cuales busca una combinación diferente de 
palabras. En cada test se crea una red de 10 nodos y se publican los tres ficheros de test 
(test 1, test 2 y test 3) en tres nodos aleatorios. 
 
 
Figura 52: test buscar fichero 
 
Como se puede observar los tiempos son similares en todos los casos, la mayor parte de los 
cuales está destinada a crear la red y publicar los ficheros. Los test más dispares son el 1 y 
el 6. En el test 1 el incremento de tiempo es debido a que se trata de una palabra que 
pertenece al nombre de dos ficheros. En el test 6, la reducción de tiempo es debida a que se 
trata de una palabra que no pertenece al nombre de ningún fichero de la red. 
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No realizo los tests de búsqueda por identificador ya que los resultados son los mismos que 
los obtenidos al testear el método get de la red peer-to-peer. 
7.5.3 Descargar un fichero 
 
En este test se descargan unos ficheros de la red, que han sido publicados anteriormente. El 
fichero de test 1 ocupa 129 Kb. El fichero de test 2 ocupa 4.270 Kb. El fichero de test 3 
ocupa 173 Kb. 
 
 
Figura 53: test descargar fichero 
 
Se ejecutan 3 tests (figura 53), cada uno de los cuales obtiene un fichero diferente. En cada 
test se crea una red de 10 nodos y se publican los tres ficheros de test (test 1, test 2 y test 3) 
en tres nodos aleatorios. 
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8 Desarrollo Multicast 
8.1 Requisitos 
 
El ultimo paso necesario para implementar un sistema publish – subscribe topic – based es 
tener un sistema de multicast en la red. La importancia del multicast en este protocolo es 
clara, ya que al base del topic-based es la transmisión de información de un publisher a un 
conjunto de subscribers que se han unido a una “sala temática” o grupo de interés. Como 
miembros de ese grupo temático, reciben todas las publicaciones que se realizan en él.  
 
Debido a la cantidad de comunicaciones que se pueden realizar en un grupo y al gran 
número de miembros que pueden estar apuntados a este, es inviable, técnicamente, que un 
nodo cualquiera haga de servidor de los datos para todos los subscribers existentes.  Eso sin 
contar que necesitaríamos que el nodo estuviera activo permanentemente para que los otros 
miembros pudieran obtener los datos. 
 
Esto hace necesario un sistema multicast. La principal ventaja de este método es que 
podemos asegurar que las comunicaciones son recibidas por todos los nodos del grupo,  de 
interés fundamental para aplicaciones publish – subscribe topic – based, ya que los 
subscribers, por su rol como tales, esperan recibir mensajes del tema en el que están 
interesados. 
 
El segundo factor importante es la distribución de la carga que representa un sistema 
multicast. En lugar de saturar un nodo con peticiones de datos, cada nodo miembro del 
grupo multicast recibe datos de un nodo y los distribuye a n nodos, siendo n un número 
pequeño de receptores. De esta forma el trabajo de repartir los datos en el grupo significa u 
trabajo mínimo y perfectamente realizable para cada uno de sus componentes. Esto implica 
un pequeño retraso entre el momento en que el mensaje es emitido y lo recibe el último 
subscriber existente, pero se compensa por el hecho de asegurar la transmisión al evitar el 
bloqueo de la fuente de datos. 
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El tercer factor importante, un requisito en los protocolos publish – subscribe, es la 
separación entre publisher y subscriber. Al usar un protocolo intermedio entre los dos, el 
multicast, no hay una conexión directa entre los dos tipos de nodos (excepto en el caso de 
los primeros receptores, que obtienen el mensaje directamente de la fuente). El hecho de 
que cada nodo actúa como subscriber al recibir un mensaje, y como publisher al reenviarlo, 
elimina la restricción a un rol de cada nodo, permitiendo esa ubicuidad en la red que pide 
un sistema publish – subscribe. 
 
Como se ha visto en apartados anteriores, existen varias alternativas para implementar un 
sistema multicast sobre una red peer-to-peer. La mayoría de estas alternativas consideran 
sistemas de multicast externos a la red, que construyen estructuras propias usando la red 
como vía de comunicación pero sin formar parte de su estructura, manteniendo la 
independencia en el código. 
 
En este proyecto el sistema elegido ha sido uno alternativo a esta arquitectura, inspirado por 
el sistema DKS, en el que el protocolo multicast está incluido en la red peer-to-peer, como 
se ve en la figura 54. La ventaja principal de esta implementación multicast, como ya se ha 
comentado, es que tenemos acceso al código de la red, pudiendo usar sus funciones y su 
estructura interna.  
 
 
Figura 54: protoco multicast en DKS 
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Dado que la red proporciona sistemas de enrutamiento propios, así como operaciones para 
la transmisión de mensajes, esta alternativa nos facilita la implementación del protocolo 
multicast y mejora el rendimiento de esta función, pues reaprovechamos información que la 
red obtiene mediante su funcionamiento habitual para mantener la coherencia de los grupos 
multicast. 
 
El sistema a implementar ha de cumplir unos requisitos mínimos para poder realizar su 
función. El primer requisito básico es que el sistema ha de permitir crear grupos formados 
por nodos pertenecientes a la red que se inscriban a ese grupo. Un nodo puede pertenecer a 
varios grupos diferentes, sin que ello suponga conflicto con los mensajes enviados o 
recibidos dentro del grupo. La pertenencia a los grupos no excluye al nodo del trafico 
normal de la red peer-to-peer subyacente. 
 
Un nodo perteneciente a un grupo ha de poder dejar ese grupo en cualquier momento 
mediante una simple operación. Esto no ha de afectar el rendimiento del grupo, permitiendo 
que este continúe sus operaciones normales sin problemas. Así mismo, si la desconexión 
del grupo es accidental, debido a un fallo de la red física u otros problemas ajenos al 
sistema, el grupo al que pertenecía el nodo no ha de ver sus funciones afectadas en lo más 
mínimo. 
 
El sistema multicast ha de estar integrado en la red peer-to-peer. Por ello, puede (y debe) 
aprovechar la información de enrutamiento almacenada en el árbol de routing para facilitar 
la construcción de los grupos. Además ha de reaprovechar la infraestructura de 
comunicaciones (mensajes) existente para enviar eventos entre nodos del grupo. Esto se ha 
de hacer independientemente de los mensajes de la red, creando un entorno aislado entre 
los grupos y entre estos y la red peer-to-peer, para evitar que mensajes mal dirigidos 
influyan en otros grupos creando conflictos y resultados inesperados. 
 
Se han de poder enviar dos tipos de mensajes dentro del grupo. El primer tipo de mensajes 
corresponde a mensajes normales de la red peer-to-peer, como almacenar unos datos, 
recuperarlos o eliminarlos. En este aspecto, el grupo ha de comportarse como si fuera una 
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instancia de la red peer-to-peer en si mismo,, proporcionando las funcionalidades estándar, 
pero sin que esto afecte a otros grupos o a la red principal.  
 
El segundo tipo de mensajes corresponde a mensajes multicast normales. Estos mensajes ha 
de poder ser enviados por cualquier miembro del grupo multicast, sin necesidad de ningún 
privilegio especial. El mensaje será reenviado según un algoritmo a los diferentes 
miembros del grupo, a los que se considerará subscribers e interesados en su contenido por 
el hecho de pertenecer al grupo. El sistema ha de garantizar que el mensaje llega, al menos, 
a aquellos nodos conectados al grupo en el momento de su envío, siempre que no se 
desconecten durante la transmisión. La red ha de permitir que se envíen múltiples mensajes 
multicast de forma simultánea, dentro de unos límites razonables, sin que esto represente un 
descenso de rendimiento considerable ni bloquee ningún nodo. 
 
Por último,  la capacidad de multicast ha de ser extensible de forma externa. Esto es debido 
a que proporciono una plataforma sobre la que construir diferentes aplicaciones, y las 
necesidades de cada una de ellas pueden ser muy diferentes. Por ello, se ha de proporcionar 
algún método que posibilite a desarrolladores externos indicar al sistema que mensajes 
multicast existen y como los debe interpretar, de forma sencilla y sin necesidad de alterar el 
código interno del sistema. 
 
8.2 Definición del protocolo 
 
En este apartado definiré el protocolo usado para implementar el sistema multicast. El 
protocolo esta inspirado en el protocolo definido en el sistema DKS, aunque si abarcar toda 
la complejidad de las operaciones que este proporciona, simplemente usando la idea básica 
de funcionamiento para crear un protocolo propio. 
8.2.1 Descripción del protocolo 
 
La idea detrás del protocolo esta inspirada en el sistema DKS. En este sistema, los grupos 
multicast definidos dentro de la red peer-to-peer se tratan como miniredes incluidas en el 
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sistema, que comparten nodos con la “red principal”. En la implementación del protocolo 
multicast en el proyecto, el funcionamiento es similar. 
 
La red peer-to-peer se divide en dos niveles. En el primer nivel, tenemos la red ya definida 
en el punto 6, basada en el protocolo Kademlia. Esta red implementa toda la funcionalidad 
estándar del protocolo, y es independiente de los posibles grupos que se creen 
posteriormente. 
 
El segundo nivel es el de los grupos multicast. Este nivel comprende un conjunto de nodos 
que pertenecen al grupo, al que se han añadido por petición expresa. Un nodo de un grupo 
sigue siendo miembro de la red principal, y simultáneamente puede ser miembro de un 
número indeterminado de grupos adicionales. Cada grupo tiene su tabla de routing 
asociada, que comprende únicamente a los nodos que pertenecen a ese grupo, y se usa 
principalmente para los mensajes de multicast. 
 
Cada grupo se asocia a un identificador único que lo representa, para diferenciarlo de otros 
grupos. Este identificador se proporcionará en toda operación que se ejecute sobre el grupo, 
para saber que red hemos de usar. Si no se indica un identificador consideramos que 
estamos tratando con la red principal y mensajes “normales”. 
 
La principal ventaja de esta implementación es que cada grupo es una red Kademlia en si 
mismo, aunque con menos nodos que la red principal. Esto permite reaprovechar las 
funcionalidades ya implementadas en la red, así como la estructuras de control de esta para 
mantener la integridad de los grupos. 
8.2.2 Conexión a un grupo 
 
Para conectar a un grupo multicast, el nodo necesita conocer el identificador único del 
grupo. No se necesita conocer a ningún nodo miembro del grupo, ya que la unión no 
necesita la comunicación con miembros del grupo para realizarse. Se prepara al nodo para 
anotar los otros miembros del grupo, pero la lista se completa a lo largo de la ejecución de 
los procesos del nodo, no de golpe. El nodo realiza tres pasos para conectar al topic.  
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El primer paso consiste en crear las estructuras auxiliares necesarias para el control de 
miembros del grupo. El nodo crea la tabla de enrutamiento del grupo y el resto de 
estructuras asociadas, que relaciona con el identificador del grupo. Una vez creadas las 
almacena en una estructura específica para la gestión de los grupos. En este punto el nodo 
no conoce a ningún miembro del grupo, tan solo a si mismo. 
 
En el segundo paso el nodo actualiza los miembros conocidos del grupo. Para ello fuerza 
una operación de refresco de la tabla de enrutamiento principal, lo que provoca la recepción 
de varios nodos cuya información es agregada a las tablas de routing de grupos que 
tenemos asociadas. 
 
Por último, para aumentar el listado de nodos conocidos miembros del grupo, realizamos 
una búsqueda del identificador del grupo en la red, para obtener los datos de los nodos que 
respondan al mensaje. 
8.2.3 Desconexión de un grupo 
 
La desconexión del grupo multicast es un proceso simple, similar al de unión a un grupo. 
No hay una notificación como tal al grupo, simplemente dejamos de pertenecer y forzamos 
actualizaciones de las tablas de enrutamiento de los nodos miembros para que sepan que ya 
no pertenecemos al grupo. 
 
El primer paso es eliminar las estructuras creadas al unirse a un grupo. Con este proceso, 
impedimos que el nodo responda a mensajes del grupo, ya que no lo reconoce como propio, 
evitando su proceso y la respuesta a estos. 
 
El segundo paso consiste en enviar peticiones de búsqueda a varios nodos conocidos del 
antiguo grupo. Los objetivos de este paso son dos, por una parte forzar a los nodos que 
reciben el mensaje a actualizar las tablas de routing para que sepan que ya no pertenecemos 
al grupo. Por otra parte actualiza las propias listas con el estado de los nodos, eliminando 
toda referencia al grupo que hemos abandonado.  
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8.2.4 Obtener miembros de un grupo 
 
Las listas de routing de cada grupo necesitan un mantenimiento similar al de la tabla de la 
red peer-to-peer para mantener la información de los nodos que pertenecen al grupo. Este 
proceso ha de ser continuo, lo que descarta el envío de mensajes para controlar el estado. 
 
Como ya se ha comentado, la tabla de enrutamiento de la red peer-to-peer usa un sistema de 
actualización permanente, basado en el origen de los mensajes que recibe. Cada vez que 
recibe un mensaje, intenta añadir los datos del nodo emisor a su tabla. Con este proceso, se 
aprovecha el propio flujo de trabajo de la red para actualizar los datos. 
 
Este mismo proceso se aprovecha para el mantenimiento de las tablas de enrutamiento de 
los grupos. Cada vez que se recibe un mensaje, tenga este su origen en la red multicast o en 
la red peer-to-peer base, añadimos el nodo emisor a nuestra tabla de routing y, para todo 
grupo al que pertenece el nodo emisor, lo añadimos en la tabla de enrutamiento 
correspondiente. 
8.2.5 Enviar un mensaje no multicast en un grupo 
 
El envío de mensajes estándar, que no inician operaciones multicast, en un grupo es 
idéntico al proceso de envío de mensajes en al red peer-to-peer. Esto es debido a que los 
mensajes que se envían están, en su mayor parte, relacionados con el almacenamiento de 
datos. Limitar este almacenamiento a los grupos podría ser un error, ya que en grupos con 
muchos datos y pocos miembros, saturaríamos algunos nodos con información. Por otra 
parte el almacenamiento puede realizarse usando el sistema definido en la red peer-to-peer 
sin que afecte al trabajo de los grupos y ganando la fiabilidad que proporciona esta. 
 
Para los mensajes que no cumplen esta premisa, como las peticiones de hash o los refrescos 
de la tabla de routing, tampoco interesa limitarlos a los grupos de multicast, ya que están 
pensados para trabajar con la red base para permitir su correcto funcionamiento, y su efecto 
en los grupos sería nulo. 
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8.2.6 Enviar un mensaje multicast en un grupo 
 
El envío de mensajes multicast en un grupo tiene dos partes. La primera consiste en el 
envío desde el nodo emisor a n nodos receptores. La segunda en el reenvío de ese mensaje 
por parte de los nodos receptores a nodos miembros del grupo que no hayan recibido ya el 
mensaje. En los dos casos el protocolo de envío es muy similar, variando tan solo en los 
valores de unos parámetros de control. 
 
El protocolo usado para esta transmisión sigue un concepto muy simple pero a la vez 
eficaz. Queremos asegurar que el mensaje llega a todos los miembros del grupo, los cuales 
podemos no conocer desde el nodo emisor, evitando redundancia y bucles en los envíos. 
Para ello usamos un parámetro común a todos los nodos, el identificador de cada uno, como 
control. 
Los identificadores, como se ha explicado al describir el protocolo de la red peer-to-peer, 
cubren un espacio de tamaño predefinido que es equivalente a un rango numérico entre 0 y 
n. Por ello, si queremos enviar un mensaje a todos los miembros del grupo podemos 
asegurar que sucederá si enviamos el mensaje a todos los rangos existentes que pertenecen 
al grupo.  
 
Para conseguir esto, el nodo origen del mensaje considera el espacio de nombres completo, 
de 0 a n. De este espacio escoge el valor del punto medio, dividiendo el espacio en dos 
mitades. Después elige el punto medio de cada una de estas mitades y busca en su tabla de 
enrutamiento un nodo perteneciente al grupo cuya clave sea la más próxima posible al valor 
medio de cada una de las mitades. Si no conociera ninguno, envía un mensaje de refresco 
de la tabla de routing para actualizarla y repite el proceso. El nodo envía un mensaje de 
multicast a cada uno de los nodos seleccionados indicando el rango de que se ocupan (el 
espacio de valores de su mitad), el mensaje a reenviar y una lista de nodos por las que ha 
pasado el mensaje, en la que se incluye el nodo emisor. 
 
Los nodos que reciben el mensaje multicast realizan el mismo proceso par el reenvío del 
mensaje, pero en lugar de considerar todo el espacio de valores entre 0 y n, tan solo realizan 
la operación en el espacio que se les indica en el mensaje. De esta forma aseguramos que 
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los espacios se van dividiendo en mitades convergiendo hacia el total de nodos que forman 
el grupo, garantizando que todos reciban la transmisión y que esta finalice al no encontrar 
nodos candidatos para recibir el mensaje al final del proceso.  
 
La función de la lista de nodos que ya han recibido el evento es evitar bucles. Dado el 
sistema de trabajo, podríamos encontrar que un nodo se reenvía el mensaje a si mismo ya 
que es el mas cercano a una mitad, o que un nodo emisor recibe, tras una serie de reenvíos, 
el mismo mensaje ya que debido a su identificador ha de gestionar cierto espacio de 
nombres. Evitar estas situaciones es importante para reducir la sobrecarga de los mensajes 
en la red. Por ello la lista sirve de control, para que los nodos que reenvían el mensaje 
puedan verificar si el nodo elegido para gestionar una fracción del espacio de nombres es el 
adecuado. 
8.2.7 Estructuras auxiliares 
 
Como se ha comentado en los requisitos, los mensajes han de ser configurables por el 
usuario de la plataforma. Ello es debido a que un conjunto cerrado de mensajes puede 
carecer de utilidad para ciertas personas, mientras que permitiendo la creación de mensajes 
personalizados aumentamos el valor del sistema. 
 
Para dar soporte a esta funcionalidad, el protocolo acepta una estructura del tipo factoría de 
mensajes, como la definida en la aplicación peer-to-peer. Esta estructura permite al usuario 
indicar los mensajes a interpretar por el servidor de mensajes de la aplicación. Los 
mensajes en si han de ser definidos por el usuario aparte, usando las estructuras de 
mensajes ya definidas en la red. Las funcionalidades de estos mensajes dependerán de lo 
que necesite el usuario que los implementa. 
 
8.3 Diagrama de clases 
 
A continuación muestro las clases usadas para la implementación de este componente del 
proyecto. En total hay 7 clases involucradas en el desarrollo de esta funcionalidad, 4 de 
ellas nuevas y 3 clases que se modifican respecto a la implementación original de la red 
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peer-to-peer. No incluyo las interficies comunes con la implementación de la red (ver el 
Anexo A para ello). Podemos dividir las clases en tres grupos: clases relacionadas con los 
mensajes, clases relacionadas con el árbol de routing y las modificaciones en la clase 
principal, Kademlia.  
 
Las clases se muestran en las figuras de las páginas siguientes (figuras 55,56 y 57). 
 
 









Figura 57: clase principal modificada 
 
8.4 Comentarios a la implementación 
 
En este punto comento los detalles específicos de implementación de la funcionalidad. 
Entraré en detalles específicos del código y las elecciones realizadas. Debido a que el 
protocolo multicast está integrado en la DHT, se usan funciones de la red que no comento. 
Cualquier parte que necesite aclaración puede consultarse en la documentación de la 






La clase MulticastOperation se ocupa de la operación de envío de un mensaje a todos los 
miembros de un grupo multicast. Como todas las operaciones de la red, hereda de la clase 
Operation. Su función es enviar el mensaje indicado a los nodos adecuados para permitir la 
propagación del mensaje entre los subscribers del grupo. 
 
La operación puede ser invocada debido a dos eventos. El primero es que el nodo local 
quiera empezar una transmisión multicast, en cuyo caso indicará a la operación el mensaje 
a enviar. El segundo caso es que haya recibido el mensaje de otro nodo y lo tenga que 
reenviar. En esta situación, además del mensaje recibe unos parámetros que indican el 
rango del espacio de identificadores del que se ocupa, tal como se ha explicado en el 
protocolo. Además recibe una lista de nodos que han recibido el mensaje para evitar bucles 
al enviarlo a un nodo dentro del espacio de nombres que ya lo haya recibido por otro 
motivo (como por ejemplo ser el emisor). 
 
Para realizar la operación el nodo comprueba que tipo de evento la causa. Si es debido al 
inicio de una emisión multicast, asigna los valores por defecto a los parámetros del rango 
del espacio de identificadores. Una vez hecho esto, calcula el punto medio del rango de 
espacio del que es responsable para dividirlo en dos mitades. Para cada una, busca el nodo 
con un identificador más cercano al que representa el centro de esa mitad en su árbol de 
enrutamiento, y le manda el mensaje multicast indicando que se ocupa de retransmitir a esa 
mitad.  
 
La operación no espera respuesta de los envíos (es una de las mejoras propuestas), una vez 




Esta clase representa un mensaje de una operación multicast. Como todos los mensajes de 
la red peer-to-peer, hereda de la clase OriginMessage, aunque tiene un funcionamiento algo 
peculiar debido a que encapsula otros mensajes. Cuando un nodo recibe este mensaje, se le 
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está indicando que hay una operación multicast en su grupo y que le toca reenviar el 
mensaje a otros miembros del grupo que no lo hayan recibido. Adicionalmente el nodo 
local puede procesar el mensaje si es de su interés. 
 
El mensaje almacena la mínima información necesaria para los siguientes reenvíos 
multicast. En concreto, indica al nodo receptor el rango del espacio de nombres al que ha de 
reenviar el mensaje, mediante un valor mínimo y uno máximo. También le proporciona una 
lista de nodos que ya han recibido el mensaje y pertenecen a su espacio de nombres, para 
evitar conflictos y bucles infinitos en algún rango del grupo. Por último contiene el mensaje 
que se está propagando. 
8.4.3 MulticastReceiver 
 
La clase MulticastReceiver se encarga de procesar los mensajes MulticastMessage recibido 
a causa de una MulticastOperation generada por algún nodo. Como las clases receptoras de 
la red, implementa la interficie Receiver. Su función y la forma en que recibe los mensajes 
es similar a la ya comentada para este tipo de clases en la red peer-to-peer. 
 
Cuando recibe un mensaje, la clase realiza su cometido en tres pasos. En el primero, 
transforma el mensaje recibido en un flujo de bits a un mensaje de la clase 
MulticastMessage, para poder trabajar con él. El segundo paso es usar la factoría de 
mensajes para interpretar el mensaje que esta encapsulado dentro del mensaje multicast, y 
una vez identificado ejecutarlo. De esta forma aseguramos que el mensaje ha sido recibido 
por el nodo y procesado correctamente. Si el mensaje causara errores debido a una mala 
estructura u otras causas, se evita la propagación lanzando una excepción. 
 
El último paso, una vez interpretado y ejecutado el mensaje, es el reenvío. Para ello se usa 
la operación Multicast, ya explicada anteriormente, proporcionándole los parámetros 









Debido a la arquitectura de la red peer-to-peer, la factoría de mensajes recibidos no es 
modificable por terceros, lo que implica que no podemos agregar mensajes multicast 
personalizados. Esto representa un problema para proporcionar una usabilidad mínima a la 
plataforma, ya que las necesidades de mensajes multicast entre diferente aplicaciones, 
aunque similares, no tienen que ser idénticas. Por ello resulta conveniente definir una 
factoría de mensajes externa totalmente configurable por el usuario. 
 
Esta factoría como tal no está definida en el sistema. Se trata de una clase que como única 
condición impone implementar la interficie MessageFactory, lo que nos asegura la 
existencia de unos métodos. El usuario, una vez ha implementado los métodos adecuados, 
puede proporcionar esta clase a la red peer-to-peer para que esta pueda interpretar los 
mensajes definidos en la factoría. Además, la misma factoría puede referenciar otras 
factorías externas, creando una red de ellas para el proceso de mensajes. 
 
Adicionalmente a la factoría hay que crear los mensajes y receptores adecuados para cada 
nuevo tipo de mensaje proporcionado, para que este pueda ser transmitido y ejecutado en la 
red. 
8.4.5 Modificaciones en MessageFactory 
 
Los mensajes multicast que enviamos usan el sistema de mensajería ya implementado en la 
red peer-to-peer. Este sistema se basa, como ya se ha explicado, en un servidor de mensajes 
que envía los mensajes a los nodos destino junto a una factoría que interpreta el flujo de 
bits que recibe un nodo como resultado de una transmisión, lo transforma en un mensaje y 
lo interpreta, ejecutando un código asociado.  
 
Debido a esto, la factoría de mensajes contiene un código cerrado no extensible por 
terceros. Para poder interpretar los mensajes multicast definidos en la factoría externa que 
nos proporciona el usuario, hemos de modificar nuestra factoría para que pueda recurrir a 
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esa factoría externa si es necesario. Las modificaciones incluyen dos tipos de cambios, unos 
implican la creación de métodos, otros varían la ejecución de los ya existentes. 
 
Para poder asociar la factoría externa, la forma más simple es indicar a la factoría local que 
clase ha de usar como factoría externa. Para ello proporcionamos un método, 
setExternalFactory, que permite indicar a la factoría de mensajes que factoría auxiliar 
puede usar en caso de no reconocer un mensaje recibido. La ventaja de usar un método en 
lugar de pasar el parámetro como constructor es que permite cambiar de factoría auxiliar en 
tiempo de ejecución sin más problemas. 
 
Los cambios en la ejecución implican a los métodos createMessage y createReceiver, los 
encargados de crear el mensaje y el receptor adecuados para cada transmisión recibida. El 
cambio consiste en añadir un nuevo caso según el cual, si la función no reconoce el código 
del mensaje recibido y tiene una factoría auxiliar asignada, reenvía la petición a la factoría 
auxiliar mediante una llamada al mismo método. De esta forma podemos intentar procesar 
el mensaje. 
 
8.4.6 Modificaciones en Node 
 
El problema principal para sincronizar los grupos es saber que nodos pertenecen a un grupo 
multicast concreto en un momento dado. Para ello, como en otros aspectos funcionales del 
protocolo, podemos aprovechar la implementación de la red peer-to-peer para sincronizar 
los nodos existentes. 
 
La red peer-to-peer usa una estructura (la clase Node) para almacenar los datos de los 
nodos conocidos. Cuando los mensajes circulan por la red, las clases que reciben los 
mensajes almacenan los miembros de la red desconocidos de los que han recibido el evento 
en la tabla de enrutamiento del nodo local. De esta forma tenemos una lista de nodos 
existentes en la red.  
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Se puede aprovechar este sistema de propagación de información de la red para saber que 
nodos pertenecen a que grupos. Para ello se añade un nuevo campo en la información del 
nodo, consistente en una lista de Identifier, cada uno de los cuales corresponde al Identifier 
de un grupo existente. Un nodo pertenecerá a un grupo si el Identifier de ese grupo está 
entre los Identifier de la lista que contiene la clase Node que lo representa. 
 
Para facilitar el trabajo con este nuevo campo, se añaden cuatro funciones auxiliares: 
joinGroup, leaveGroup, isMember y getGroups. La primera, joinGroup, añade un nuevo 
Identificador de grupo a la lista si este no estaba ya introducido, indicando que el nodo 
pertenece a ese grupo. LeaveGroup elimina el identificador para indicar que hemos 
abandona el grupo. El método isMember verifica si un nodo pertenece a un grupo. Por 
último, getGroups devuelve la lista de identificadores de los grupos a los que pertenece el 
nodo. 
8.4.7 Modificaciones en Space 
 
Para dar soporte al control de miembros de los grupos necesitamos modificar más 
estructuras además de la clase Node. La clase Space ha de ser adaptada, ya que es la 
encargada de almacenar al información de la tabla de enrutamiento, y todas las operaciones 
de mantenimiento de la red, como las de agregar o eliminar nodos, pasan por ella.  
 
Dada la condición de independencia de los grupos entre ellos y respecto al grupo 
“principal” que forman los nodos al conectarse a la red, hemos de mantener tablas de 
enrutamiento independientes para cada grupo. Eso implica cierta redundancia de datos, 
pero compensa dada la velocidad de acceso a los miembros de un grupo. Dada la capacidad 
de la memoria hoy en día, el incremento de datos es totalmente gestionable. 
 
La primera modificación es proporcionar a la tabla principal una estructura auxiliar donde 
se le indican los árboles de enrutamiento de cada grupo. Esto se realiza mediante una tabla 
de hash, donde asociado al identificador de un grupo dado encontramos la tabla de 
enrutamiento de ese grupo. Teniendo acceso a esa información, podemos realizar los 
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cambios oportunos en las tablas de routing de los grupos desde la tabla de enrutamiento 
principal, sin necesidad de tener un control adicional de las operaciones. 
 
La segunda modificación es cambiar el código de los métodos que añaden y eliminan un 
nodo de la tabla de routing. Estas funciones ahora han de considerar la existencia de los 
grupos y las tablas de routing asociadas. Por ello, cada vez que se añade o elimina un nodo, 
el algoritmo consulta a que grupos pertenece ese nodo. Para cada tabla de routing de cada 
uno de esos grupos, se realiza la misma función de añadir o eliminar el nodo. Las 
condiciones para añadir o eliminar un nodo son las mismas descritas en el protocolo de la 
red peer-to-peer. 
 
Con esta segunda modificación conseguimos establecer tablas de routing específicas para 
cada grupo del que formemos parte, facilitando el mantenimiento de estas, ya que se 
realizará de forma simultanea al mantenimiento de la tabla de enrutamiento de la red. 
Además aseguramos un acceso rápido y eficiente a la información de las tablas específicas 
de cada nodo, reaprovechando las estructuras existentes de la red peer-to-peer. 
 
8.4.8 Modificaciones en Kademlia 
 
Las principales modificaciones en la clase Kademlia se dirigen a dar soporte a los métodos 
multicast, permitiendo que sean accesibles. La funcionalidad de estos está incluida en las 
clases comentadas anteriormente. 
 
En la clase Kademlia se ha añadido una estructura de soporte, usada principalmente por la 
clase Space, orientada a la gestión de los grupos. La estructura es una tabla de hash que 
contiene pares <Identifier, Space>. Cada uno de estos Identifier corresponde al 
identificador de un grupo multicast del que el nodo local es miembro. El Space asociado es 
la tabla de routing del grupo. Como se ha comentado en el punto anterior, esta estructura es 
proporcionada a la clase Space que gestiona al tabla de routing por defecto de la red peer-
to-peer, para que actualice las tablas de los grupos de forma automática. 
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También se han modificado los constructores de la clase, añadiendo el parámetro 
“externalFactory” entre los datos que reciben. Este parámetro es del tipo MessageFactory 
(interficie). La factoría de mensajes que se añade al nodo con este parámetro se considera 
una factoría de mensajes multicast. Todo mensajes que no se sepa interpretar mediante la 
factoría de mensajes que tiene por defecto el nodo, se delegará a esta factoría, que lo 
procesará siguiendo el mismo protocolo que la factoría de mensajes estándar ya explicada 
en el protocolo peer-to-peer. 
 
Este añadido permite a desarrolladores externos añadir funcionalidad al multicast de la 
aplicación, mediante la implementación de factorías de mensajes propias. De esta forma, se 
puede adaptar el propósito de los grupos multicast a las necesidades del usuario, 
cumpliendo con un requisito importante del protocolo para que este sea útil. 
 
También se añaden cuatro métodos para permitir el acceso a las funciones multicast. El 
primero, joinGroup, recibe como parámetro un Identifier correspondiente a un grupo. Al 
ejecutarse el método, si el nodo no pertenecía ya al grupo, se crea un nuevo Space y se 
agrega a la tabla de hash con el identificador del grupo correspondiente. Se agrega la 
información del nuevo grupo al nodo local para que se propague su pertenencia al grupo 
según envía mensajes. A continuación, se lanza una petición de refresco del árbol de 
routing principal, para agregar todos los nodos que sea posible en la nueva tabla 
perteneciente al grupo.  
 
La operación leaveGroup realiza el proceso inverso a join. Primero elimina de la tabla de 
hash el grupo indicado y la tabla de routing asociada, de forma que ese grupo ya no existe 
para la tabla de enrutamiento principal. Se elimina la referencia al grupo de la estructura 
Node que representa al nodo local. A continuación se envía un mensaje de búsqueda de la 
clave del nodo local a cada uno de los nodos conocidos que pertenecían al grupo que hemos 
dejado, para que actualicen su tabla de routing con la nueva información. Por último se 
hace un refresh de la tabla de enrutamiento local para actualizar los datos de esta 
eliminando las referencias al antiguo grupo. 
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La operación listMembers devuelve un listado con todos los nodos conocidos que 
pertenecen al grupo indicado, es decir, aquellos que tenemos en la tabla de routing. La lista 
la genera mediante un recorrido exhaustivo de la estructura de la tabla. Los nodos que 
aparecen en la lista pertenecen al grupo en el momento de su obtención, aunque no se 
garantiza que en la lista estén todos los nodos del grupo dado. 
 
Por último, la operación multicastMessage realiza la operación de multicast ya descrita en 
apartados anteriores. Genera la estructura de la operación con el identificador del grupo 
dado y la ejecuta, haciendo que se propague el mensaje entre todos los nodos del grupo. 
Como ya se ha dicho, se garantiza que el mensaje será recibido por todos aquellos nodos 
conectados en el momento de su emisión que no pierdan la conexión durante la transmisión 
y pertenezcan al grupo dado. 
 
Sobre los mensajes que no sean de tipo multicast entre miembros del grupo, se consideran 
mensajes normales independientemente del grupo al que pertenezcan los emisores. Debido 
a que las funciones que proporciona son las de almacenar información y recuperarla, parece 
más apropiado permitir que sean almacenadas en cualquier nodo de la red de pares que 
limitar ese almacenamiento a los miembros de un grupo, lo que podría representar una 
carga importante de datos para cada nodo en grupos con pocos miembros. 
8.5 Testeo del código 
 
En este apartado realizo algunos tests de rendimiento de las operaciones multicast. Para ello 
se ha creado una operación de prueba que envía un mensaje sin ningún contenido específico 
a los nodos de un grupo multicast. Se realizan las pruebas de propagación del mensaje en la 
red, comprobando que el mensaje llegue a todos los nodos implicados.  
 
Hay que recordar que los tests están realizados en una red simulada localmente en un solo 
pc, con lo que los tiempos de latencia son nulos y no hay fallos de conexión, lo que 




Los tests han sido realizados usando el plugin de JUnit para IntelliJ IDEA para obtener las 
estadísticas. Esto implica que cada test construye un entorno independiente para las 
pruebas, lo que consume parte del tiempo que se tarda en realizar el test. Para una red de 10 
nodos que prepara las estructuras de multicast, el tiempo aproximado de construcción del 
entorno (como se puede ver en el test “JustSetUp”) es de 4,0 segundos (tiempo medio). 
 
La maquina utilizada para los tests es diferente a la usada para el desarrollo de la 
aplicación, debido a problemas logísticos. Las especificaciones de la nueva máquina 
incluyen un procesador Pentium Core 2 Duo a 2,4 Ghz con 2 Gb de RAM. 
 
Se han realizado cinco pruebas diferentes (figura 58). El test “testJustSetUp” calcula el 
tiempo necesario para inicializar el entorno. Este tiempo (en media) ha de eliminarse del 
resto de calculos para ver el tiempo real que tardan las operaciones. Como se ha 
comentado, esto es debido al sistema de trabajo de JUnit. 
 
El test “testJoinGroup” agrega los 10 nodos de la red a un grupo multicast aleatorio. Esto 
permite comprobar el tiempo necesario para realizar la operación tal como se ha descrito en 
los puntos anteriores, que se puede ver no llega a 0,2 segundos. Es el test más lento ya que 
causa la unión de los 10 nodos al grupo, mientras que el resto de tests eligen subconjuntos 
aleatorios de los nodos existentes, normalmente 3 o 4 nodos. 
 
El test “testListMembers” provoca que unos nodos de la red, elegidos de forma aleatoria, se 
unan a un grupo multicast de dos disponibles. Una vez se han unido todos los nodos, se 






Figura 58: tests multicast 
 
El test “testSendMessage” verifica la función de multicast propiamente dicha. Escoge unos 
nodos de la red de forma aleatoria y los añade a un grupo multicast. Una vez unidos, envía 
un mensaje multicast desde uno de ellos y comprueba que el resto de nodos del grupo lo 
reciben. El tiempo que se tarda en la propagación (unos 0,06 segundos) comprende tan solo 
la transmisión del mensaje, ya que no se realiza ninguna operación específica al recibirlo.  
 
Por último, el test “testLeaveGroup” comprueba que los nodos que envían el mensaje para 
salir de un grupo multicast realmente desconectan con ese grupo. Para ello elige unos nodos 
de la red y los une a un grupo multicast. Posteriormente, selecciona algunos de estos nodos 
y causa su desconexión del grupo. Una vez realizada la operación, verifica que las listas de 
miembros antes y después de la desconexión son diferentes y las nuevas listas no incluyen a 






9  Planificación y valoración económica 
9.1  Planificación 
 
Normalmente los proyectos empresariales suelen sufrir retrasos en sus fechas de entrega 
debido a imprevistos o plazos de producción ajustados. Este proyecto, aún sin ser 
equiparable en envergadura, también ha sufrido ciertos contratiempos.  
 
La planificación inicial era de entregar el proyecto en junio de 2006, pero el hecho de 
empezar a trabajar en una consultora, junto a una estimación a la baja del trabajo real y los 
cambios realizados según se incorporaba nueva información, han alargado el proyecto un 
año adicional. A continuación muestro en una tabla (tabla 1) las horas calculadas de 
dedicación a cada fase del proyecto. 
 
Fase Horas 
Investigación redes P2P 400 
Investigación multicast 300 
Investigación transferencia de ficheros 35 
Implementación kademlia 390 
Implementación transferencia de ficheros 70 
Implementación multicast 202 
Memoria 120 
TOTAL 1517 horas 
Tabla 1: Tabla de horas dedicadas por fase del proyecto. 
 
Esta cantidad de horas (1517) ha sido dedicada durante unos dos años, debido a factores 
varios como el trabajo, que ha obligado a poder trabajar casi exclusivamente en festivos y 
fines de semana, y los cambios de enfoque hechos una vez empezado el proyecto.  A 
continuación se indican los periodos (aproximados) que ocupo cada fase. Hay que tener 
presente que algunas fases han tenido que ser revisadas según avanzaba el proyecto, aquí se 
indican los periodos en los que más se ha analizado cada una de estas partes. 
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Hay otro motivo importante para la cantidad de horas dedicadas, la intermitencia en la 
realización del proyecto. Debido a motivos externos, como el trabajo, no ha sido posible 
realizar el trabajo de una forma continua como hubiera requerido. Eso ha causado la 
perdida de varias horas cuando retomaba el proyecto, para refrescar el estado en que estaba 
antes de dejarlo parado varios días. 
 
En la tabla 2 muestro el alcance temporal del proyecto en meses, dividido por las distintas 
tareas (agrupadas en bloques correspondientes a los componentes principales del proyecto) 
que se han realizado. 
 
Fase Meses 
Investigación redes P2P 
(incluye el cambio de JXTA a implementación propia) 
Septiembre/05 – Febrero/06 
 
Investigación multicast Septiembre/06 – Enero/07 
Investigación transferencia de ficheros Abril/07 
Implementación kademlia Marzo/06 – Agosto/06 
Implementación transferencia de ficheros Abril/07 
Implementación multicast Diciembre/06 – Marzo/07 
Memoria Abril/07 - Junio/07 
Tabla 2: Tabla de meses dedicados por fase del proyecto. 
 
9.2  Valoración económica 
 
En la valoración económica se simula el coste del desarrollo de la aplicación. Debido a la 
naturaleza del proyecto, en el que una gran parte del tiempo se ha dedicado a investigación 
y aprendizaje,  contabilizo cada parte por separado. Se han elegido las horas calculadas en 
el apartado anterior como dedicación al proyecto como baremo de tiempo necesario para 
realizar el proyecto.  
 
El precio de mercado se calcula según la tarifa que cobra una consultora modelo (tomando 
como ejemplo las tarifas de Altran) por los servicios de un analista programador. Los costes 
son redondeados. La tabla 3 muestra los cálculos resultantes, separando el precio de cada 




Fase Precio (35 €/h) 
Fase de estudio (teórica, 735 h) 25.575 € 
Implementación (662 h) 23.170 € 
Documentación (120 h) 4.200 € 
Total 53.095 € 
Tabla 3: Coste de desarrollo 
 
El coste real de desarrollo en una empresa es de aproximadamente 10 €/hora, contando el 
salario de las personas involucradas, lo que nos da coste de desarrollo de 15.170 € y un 
beneficio para la consultora de 37.925 €. Hay que tener en cuenta que un proyecto de este 
estilo normalmente seria realizado por gente con un extenso conocimiento de la materia, 
con lo que las horas dedicadas a estudio no estarían presentes, reduciendo los costes.  
 
A este cálculo hay que sumar el precio del material usado (tabla 4). Para realizar este 
proyecto se necesita un ordenador con cierta potencia para poder realizar las simulaciones y 
un IDE Java para facilitar el desarrollo, testeo y depuración. El ordenador elegido deberá 
tener al menos 2 GB de RAM para poder cargar los nodos en memoria si se realizan tests 
masivos (de mas de 500 nodos) sin perjudicar al resto de programas que estuvieran 
funcionando, y un doble núcleo debido al uso intensivo de threads. El IDE seleccionado ha 
sido IntelliJ IDEA por sus funcionalidades específicas en el desarrollo de aplicaciones java. 
En la tabla a continuación se estiman los costes del material si se hubiera de adquirir nuevo. 
 
Producto Coste 
PC (1 GB RAM, 2 núcleos) 1200 €  
IntelliJ IDEA 6.0 Commercial version 430 € 
Total 1.630 € 




10 Conclusiones y mejoras 
10.1 Conclusiones 
 
He conseguido desarrollar un sistema publish – subscribe basado en topic sobre una DHT 
propia. El sistema puede crear comunidades de usuarios, hacer multicast de mensajes y 
transferir ficheros entre nodos. Además realiza estas operaciones de forma rápida y con un 
consumo de recursos por nodo mínimo. 
 
La ventaja de la forma de implementación respecto a otras aplicaciones más complejas es 
que podemos asociar cualquier front-end en cualquier dispositivo que acepte java, y 
tendremos acceso a una red peer-to-peer. Esto abre un interesante campo en el uso con la 
nueva generación de dispositivos móviles, con capacidades WI-FI incorporadas. 
 
Técnicamente el proyecto ha tratado dos tecnologías muy importantes hoy en día, como son 
las redes peer-to-peer y los sistemas multicast. Bien es cierto que haberse centrado en un 
solo tema hubiera proporcionado un tratamiento más profundo de este, pero la combinación 
de las dos tecnologías resulta muy interesante por las posibilidades que ofrece en esta época 
en que los contenidos han de llegar a muchos usuarios de forma simultánea, una situación 
que favorece las aplicaciones prácticas de este tándem peer-to-peer - multicast. 
 
Sobre la implementación en si, aunque como se comentará en los puntos siguientes puede 
recibir muchas mejoras importantes, creo que aporta una plataforma muy interesante como 
punto de partida para otras investigaciones. Los protocolos implementados están a un nivel 
básico en ciertos aspectos, pero la facilidad de configuración permite el estudio de 
situaciones en la red, como caídas de nodos, o ver los efectos de los valores de ciertos 
parámetros en el sistema.  
 
Creo además que es especialmente interesante el hecho de haber desarrollado el proyecto 
como una plataforma abierta en lugar de una aplicación cerrada con funcionalidades 
definidas, permitiendo con mi aproximación la configuración de mensajes multicast de 
forma dinámica. Esto, aunque no es innovador desde un punto de vista técnico, es algo no 
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muy común en las aplicaciones peer-to-peer actuales, donde los plugins que se permiten 
incorporar a los programas no pueden trabajar con el protocolo. Las posibilidades para 
configurar la red junto a sistemas que reaccionen al entorno (IA) según estos mensajes, son 
muy interesantes. 
 
A nivel personal, la experiencia ha sido muy interesante, ya que es difícil poder desarrollar 
un proyecto empresarial desde cero, con una fase de documentación e investigación tan 
extensa. He podido tener un contacto superficial con el campo de la innovación 
tecnológica, y he adquirido capacidades de búsqueda y clasificación de información muy 
útiles.  También me ha permitido trabajar con una metodología ágil al implementar el 
sistema, algo que no había realizado hasta el momento, y que ha resultado una experiencia 
gratificante por la libertad que proporciona y la simplicidad de las fases de desarrollo, en 
contraposición a las metodologías más tradicionales usadas en las empresas. 
 
Además el proyecto me ha permitido desarrollar mis habilidades de análisis y diseño, así 
como las de programación en Java, capacidades a las que estoy sacando (y sacaré) mucho 
provecho a nivel profesional. 
10.2  Mejoras genéricas 
 
El sistema realizado, aunque funcional, es mejorable. En este apartado comentamos 
aquellas mejoras que, sin aportar cambios en la comunicación entre nodos ni en las 
acciones que podemos realizar con la red, proporcionan información valiosa. 
10.2.1 Log 
 
Actualmente el programa no tiene un sistema de log centralizado para el seguimiento de 
errores. Debido a la metodología de desarrollo, no era una opción que hiciera falta y al 
finalizar el desarrollo los plazos no permitían añadir un sistema de log completo sin revisar 





Para el desarrollo de la aplicación, el propio IDE (IntelliJ IDEA) ha proporcionado 
estadísticas de consumo de RAM, transferencia, etc. Pero una aplicación de este estilo 
debería tener un sistema de estadísticas incorporadas, para que el usuario pueda ver los 
diferentes valores y poder ajustar la configuración para mejorar el rendimiento. 
10.2.3 Excepciones 
 
Actualmente el sistema usa 3 tipos de excepciones y delega el tratamiento de todas ellas al 
front-end que use la DHT para comunicarse. Una mejora deseable sería remodelar de forma 
que el front-end solo reciba errores no recuperables, y la propia DHT se ocupe del resto 
tratándolos de forma transparente al usuario.  
 
10.3  Mejoras de la DHT 
 
En este apartado comentamos algunas de las mejoras que se pueden realizar sobre al 
estructura propia de la DHT. Estos cambios afectarían al protocolo de comunicación entre 
nodos, pero a cambio proporcionarían funcionalidades necesarias hoy en día para un 
programa comercial de redes de pares. 
10.3.1 Seguridad  
 
Hoy en día la seguridad en las comunicaciones se ha vuelto un componente muy importante 
de toda aplicación. Para un sistema basado en comunicaciones entre nodos, el poder confiar 
en otro nodo y sus mensajes es importante. Así mismo, dado que los mensajes pueden 
circular a través de nodos intermedios, la seguridad en las comunicaciones, en este caso los 
mensajes, mediante su encriptación es fundamental. Por último seria deseable poder 
conectar a la red de forma anónima, evitando que otros usuarios puedan realizar trazas de 
un nodo para saber donde esta localizado. 
 
En este punto tenemos un conflicto de intereses, ya que para que podamos identificar un 
nodo como de confianza, y encriptar las comunicaciones entre nosotros, debemos saber 
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quién es ese nodo (mediante un certificado u otra vía). Por otra parte un nodo anónimo no 
nos puede decir quién es, por lo que no es posible una comunicación segura u otorgarle 
nuestra confianza. 
 
Este problema tiene una posible solución en el proyecto final de carrera de Xavier Orduña 
Just, “Trust and non-traceability in mobile adhoc networks” en el que se propone un 
sistema de tarjetas de confianza basado en XML, que permite saber si podemos confiar en 
un nodo manteniendo su anonimato.  
10.3.2 Mejoras en multicast 
 
La implementación actual de multicast, aunque funcional, no controla ciertos casos. El más 
notable es asignar a un nodo un rango de valores incorrecto para realizar el multicast, 
cuando se le podría asignar otro más adecuado. Esto suele suceder en redes pequeñas, 
donde hay pocos nodos en el árbol de routing de cada nodo. Por ello se puede depurar aún 
más el protocolo, añadiendo controles adicionales que hagan la comunicación más fluida. 
10.3.3 Mejoras en la transferencia de ficheros 
 
Actualmente la transferencia de ficheros esta implementada de forma que la lista de nodos 
que comparten los ficheros es accedida de forma aleatoria por los nodos solicitantes, pero 
sin que estos sepan si el nodo al que preguntan tiene el fragmento de fichero que necesitan. 
 
Seria interesante aprovechar las capacidades de creación de grupos y de multicast para 
asociar a cada fichero compartido un grupo en el que se vaya informando a los nodos 
miembros de las fuentes disponibles por fragmento, así como de otros datos que puedan 
facilitar la transferencia, usando el protocolo de multicast. De esta forma, al tener más 
información, se podría mejorar la eficacia en las descargas. 
10.3.4 Mejoras en la comunicación 
 
Toda comunicación entre nodos se encuentra con los problemas causados por las múltiples 
configuraciones de las redes a las que pertenecen. NAT, firewalls, son solo algunas de las 
barreras que pueden dificultar la comunicación. Por suerte existen soluciones que permiten 
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salvar estos problemas. NAT hole punching, uso de nodos auxiliares para la 
comunicación… esto permitiría a los nodos salvar los inconvenientes y sumarse a la red. 
 
Apache Mina es un framework para aplicaciones de red desarrollado por Apache. 
Proporciona, entre otras características, seguridad, control de tráfico y permite la extensión 
de sus capacidades apra adaptarlo a las necesidades concretas de un proyecto. El uso de este 
framework permitiria el uso de la DHT en redes públicas evitando los problemas 
nombrados. 
10.3.5 Limitadores de transferencia 
 
En una aplicación de estas características el consumo de ancho de banda puede ser muy 
alto, especialmente si nos dedicamos a la transferencia de ficheros de forma masiva. Por 
ello debería implementarse un sistema de limitación de ancho de banda consumido, para 
permitir que se pueda ejecutar el programa simultáneamente con otros programas que usen 
la red, sin que haya conflictos por la saturación del canal de comunicaciones. 
10.3.6 Configuración por nodos 
 
Actualmente la configuración de ciertos parámetros de la red se realiza a nivel de la DHT. 
Cada nodo tiene su fichero de configuración, pero este ha de ser idéntico al del resto de 
nodos, ya que diferencias en ciertos parámetros como la K de la DHT, podrían provocar 
fallos en la red. Una mejora imprescindible para poder desplegar una red peer-to-peer en 
dispositivos homogéneos, como PDA’s, es identificar aquellos parámetros que pueden 
variar entre diferentes nodos sin afectar al funcionamiento de la red, y que permiten 
consumir menos recursos (RAM, CPU) al nodo local. Así podríamos adaptar la 
configuración de cada nodo a las capacidades del dispositivo donde se ejecuta. 
 
10.4  Mejoras del publish - subscribe  
 
Con el sistema actual, hemos conseguido crear una red con publish – subscribe de la 
categoría topic – based. Aunque funciona correctamente, el sistema tiene una limitación 
importante, ya que necesita que un nodo este conectado en el momento de la emisión para 
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que pueda recibir el mensaje del publisher. Las ventajas son obvias, ya que evitaremos que 
los subscribers de un grupo dejen de recibir mensajes que podrían interesarles, y 
eliminaremos la necesidad de que estén conectados las 24 horas para ello. 
 
Esta mejora no es trivial, ya que requiere un sistema de almacenamiento  distribuido que 
mantenga los mensajes en el sistema durante el tiempo suficiente para que los diversos 
nodos puedan conectarse y recibirlos. Definir este tiempo es importante, así como asegurar 
que en un momento dado existe una copia del mensaje en la red para que sea enviada a los 
nodos que no la hayan recibido. También hemos de poder discriminar los mensajes que un 
subscriber ya ha recibido para evitar que le enviemos mensajes duplicados, todo ello 
intentando consumir el mínimo de recursos posibles tanto en la red como en los nodos. 
 
Otra mejora es implementar un publish subscribe content – based en la red. La complejidad 
de este punto radica en crear un sistema de filtros adecuado que permita a cada nodo definir 
exactamente los contenidos que desea recibir. Junto a este sistema hemos de ofrecer al 
posibilidad de realizar búsquedas sobre contenido en la red, lo que obliga a clasificar el 
contenido disponible de forma muy exacta.  
La mejora final seria unir los dos sistemas, de forma que una vez un publisher ha liberado 
un contenido en la red, este pueda ser obtenido por los subscribers usando una 
aproximación content – based, aprovechando la caché de datos comentada en la mejora de 
topic - based.  
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12 Anexo A: javadoc del programador 
12.1 Descripción 
 
A continuación incluye la documentación javadoc de la aplicación realizada en este 
proyecto. Los comentarios de las funciones están en catalán ya que el contenido ha sido 
generado con las herramientas automáticas de Java, y este es el idioma en que están en los 
ficheros originales. La documentación corresponde a la versión 1 de la aplicación, fechada 
en mayo de 2007. Puede haber discrepancias con versiones más recientes. 
 
12.2 Package kad.core 
 




public class RoutingException extends IOException 
 







































 String msg,  




 msg - Missatge de l’excepció 
 cause - Causa de l’excepció 
 
 




public interface NeighbourhoodListener 
 
Controla la inserció de nous nodes en buckets propers al del node local per reconstruir l’arbre. Es defineix 







public void nodeArrived( 
 Node node)  
 
S’ha inserit un nou node en un bucket proper (que no es el node local) 
Parameters  
 node - node que hem inserit 
 
 




public interface DistributedMap 
 
Interfície per treballar amb la DHT, mostra les operacions disponibles a l’usuari. Permet:  
- Mapejar claus a valors ens parells key,value en una Hash Table distribuïda (DHT)  
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public void close()  
 
Tanca la connexió a la DHT. Un cop tancada la sessió, el node ha de ser recreat per poder tornar a connectar, 
Throws  






public boolean contains( 
 Identifier key)  
 
Comprova si existeix la clau donada a la DHT 
Parameters  
 key - Clau d’un valor 
Returns  
 cert si existeix un valor associat a key a la DHT 
Throws  






public java.io.Serializable get( 
 Identifier key)  
 
Obté el valor associat a la clau key 
Parameters  
 key - Clau del valor que volem obtenir 
Returns  
 El valor associat a la clau key 
Throws  






public void put( 
 Identifier key,  
 Serializable value)  
 
Guarda el parell<key,value> a la DHT 
Parameters  
 key - Clau identificadora del valor 
 value - Valor a guardar 
Throws  
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public void remove( 
 Identifier key)  
 
Elimina el valor identificat per la clau key de la DHT 
Parameters  
 key - Clau del valor a eliminar 
Throws  






public java.lang.String getIdentifier()  
 
ID del node local 
Returns  






public kad.operation.impl.publishfile.FileData publishFile( 
 File file)  
 
Publica un fitxer a la DHT per tal que d’altres nodes el descarreguin 
Parameters  
 file - Fitxer a publicar 
Returns  
 Dades del fitxer publicades a la DHT que serveixen per identificar-lo 
Throws  






public java.util.List searchFile( 
 String query)  
 
Busca a la DHT fitxers que tinguin en el seu nom les paraules contingudes a la query 
Parameters  
 query - Paraules dins el nom del fitxer 
Returns  
 Llista d’identificadors dels fitxers que contenen aquestes paraules al seu nom 
Throws  







public byte[] getFileFragment( 
 FileData file,  
 int fragment)  
 
Obté un fragment d’un fitxer de la DHT 
Parameters  
 file - Dades del fitxer 
 fragment - Numero de fragment 
Returns  
 fragment del fitxer en la posició donada en format array de byte 
Throws  






public void reloadFiles()  
 
Recarrega el llistat de fitxers locals que podem compartir 
Throws  






public void joinGroup( 
 Identifier idgroup)  
 
Uneix el node al grup identificar per idgroup 
Parameters  
 idgroup - Identificador del grup 
Throws  






public void leaveGroup( 
 Identifier id)  
 
Desconnecta el node del grup identificat per id 
Parameters  
 id - Identificador del grup 
Throws  






public void multicastGroup( 
 Identifier group,  
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 Message msg)  
 
Realitza multicasting d’un missatge dins del grup 
Parameters  
 group - Id del grup on volem fer el multicasting 
 msg - Missatge a enviar 
Throws  




12.3  Package kad.core.impl 
 
 




public class TimestampedValue implements Streamable, Serializable 
 
Classe que afegeix un timestamp a un objecte serialitzable per guardar-lo a la DHT i poder saber-ne 








 Serializable obj,  
 long timestamp)  
 
Associa al valor donat un timestamp 
Parameters  
 obj - Valor a guardar 
 timestamp - Timestamp associat 
Throws  







 DataInput in)  
 
Obté el TimestampedValue a partir d’un stream de lectura 
Parameters  
 in - Stream origen 
Throws  







public void fromStream( 
 DataInput in)  
 
Obté el TimestampedValue a partir d’un stream de lectura 
Parameters  
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 in - Stream origen 
Throws  






public void toStream( 
 DataOutput out)  
 
Guarda el TimestampedValue en un stream d’escriptura 
Parameters  
 out - Stream destí 
Throws  






public long timestamp()  
 








public byte[] getByteArray()  
 
Retorna el valor guardat 
Returns  






public java.io.Serializable getObject()  
 
Retorna el valor guardat 
Returns  
 valor guardat 
Throws  






public java.lang.String toString()  
 
Informació de l’objecte TimestampValue 
Returns  
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 String amb la informació de l’objecte 
 
 




public class TimestampedEntry 
 
Parell key,value, on value te un timestamp associat per control de temps intern. Es l’element que guarden els 








 Identifier key,  
 TimestampedValue value)  
 
Associa a la clau donada (key) el valor donat i el seu timestamp 
Parameters  
 key - Identificador únic del valor 







public kad.core.impl.Identifier getKey()  
 
Obté la clau del parell 
Returns  






public kad.core.impl.TimestampedValue getValue()  
 
Obté el valor i el seu timestamp 
Returns  






public java.lang.String toString()  
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Informació de l’objecte TimestampedEntry 
Returns  
 String amb la informació de l’objecte 
 
 




public class Space 
 
Representa un arbre de routing de Kademlia (referir-se a pdf). Sols les fulles tenen buckets. Cada node intern 
te exactament 2 fills (mai un de sol). Els identificadors es mapegen usant XOR a un id que indica la distancia 








 Node local,  
 Configuration conf)  
 
Construeix l’arrel de l’arbre que conte el node local 
Parameters  
 local - Node local 







 Node local,  
 Configuration conf,  
 NeighbourhoodListener listener)  
 
Construeix l’arrel de l’arbre que conte el node local 
Parameters  
 local - Node local 
 conf - Configuració de la DHT 







public synchronized java.util.List getClosestNodes( 
 Identifier id)  
 
Retorna els k nodes mes propers a la id donada que 
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Parameters  
 id - id per comparar 
Returns  






public synchronized boolean removeNode( 
 Node node)  
 
Marca un node com Stale (no respon) per eliminar-lo si cal. Torna cert si hem eliminat el node 
Parameters  
 node - Node a eliminar 
Returns  






public synchronized void insertNode( 
 Node newNode)  
 
Insereix un node a l’espai si: - el bucket on ha d’anar no esta ple - el bucket es pot partir (split) ja que l’espai 
conte el node local o l’arbre no esta balancejat Sinó, s’ignora el node. 
Parameters  






public synchronized java.util.List getrefreshList()  
 
Torna una llista amb id aleatòries pertanyents als diversos rangs de buckets per tal de"refrescar"els buckets 
Returns  






public synchronized java.util.List getAll()  
 
Retorna tots els nodes de l’espai del que el node actual es arrel 
Returns  






public synchronized kad.core.impl.Node getNode( 
 Identifier id)  
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Retorna tots els nodes de l’espai del que el node actual es arrel 
Parameters  
 id - identificador del node a buscar 
Returns  






public synchronized java.util.List getNeighbourhood()  
 
Retorna tots els nodes veïns del node local (arbre mínim que conte k nodes als buckets i el node local) 
Returns  






public int nodeCount()  
 
Retorna el nombre de id en els buckets en aquest espai (node + fills) 
Returns  






public synchronized java.lang.String toString()  
 
Retorna un document xml amb la representació interna de l’arbre de routing 
 
 




public class Node implements Streamable, Serializable 
 
























 InetAddress ip,  
 int port,  
 Identifier id)  
 
Construeix un nou node 
Parameters  
 ip - IP del node 
 port - Port de connexió del node 







 DataInput in)  
 
Construeix un node a partir d’un stream d’entrada 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Construeix un node a partir d’un stream d’entrada 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Guarda un node a un stream de sortida 
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Parameters  
 out - Stream de sortida 
Throws  






public void seenNow()  
 






public long firstSeen()  
 
Timestamp en que es va veure el node per primer cop 
Returns  






public long lastSeen()  
 
Timestamp en que aquest node ha respòs per últim cop 
Returns  






public java.net.InetAddress getInetAddress()  
 
Obté l’adreça IP del node 
Returns  






public int getPort()  
 
Obté el port de connexió del node 
Returns  







public kad.core.impl.Identifier getId()  
 
Obté l'identificador del node 
Returns  






public int incFailCount()  
 
Incrementa el comptador"no respon" 
Returns  






public boolean equals( 
 Object o)  
 






public int hashCode()  
 
Torna el hashcode del node 
Returns  






public java.lang.String toString()  
 
Informació del node 
Returns  






public static kad.core.impl.Node[] sort( 
 Collection nodes,  
 Identifier rel)  
 
Ordena els nodes a la llista de forma creixent segons les distancies al id donat 
Parameters  
 nodes - Conjunt de nodes a ordenar 
 rel - Id a partir del que veure la distancia relativa 
 205 
Returns  
 Vector de nodes ordenats de forma creixent segons distancia dels seus id a rel 
 
 




public static class Node.DistanceComparator implements Comparator 
 
















public int compare( 
 Node o1,  
 Node o2)  
 
Determina quin node es mes proper al id donat (relval) 
 
 




public static class Node.LastSeenComparator implements Comparator 
 
















public int compare( 
 Node o1,  
 Node o2)  
 
Compara dos nodes i indica quin s’ha vist mes recentment 
 
 




public static class Node.FirstSeenComparator implements Comparator 
 















public int compare( 
 Node o1,  
 Node o2)  
 
Compara dos nodes i indica quin s’ha vist primer (fa mes temps) 
 
 




public class NeighbourhoodListenerImpl implements NeighbourhoodListener 
 
Envia hashrequests quan inserim nodes a l’espai proper al node local per saber si hem de deixar de controlar 









 Node local)  
 
Crea el listener 
Parameters  







public void setMessageServer( 
 MessageServer server)  
 
Permet establir el servidor de missatges que usem 
Parameters  






public void nodeArrived( 
 Node node)  
 
S’ha inserit un nou node en un bucket proper (que no es el node local) 
Parameters  
 node - node que hem inserit 
 
 




public class Kademlia implements DistributedMap 
 








 String name,  
 Identifier defaultId,  
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 int udpPort,  
 InetSocketAddress bootstrap,  
 Configuration config,  
 MessageFactory external)  
 
Constructor, crea el node i inicia la connexió amb la DHT. 
Parameters  
 name - Nom del node 
 defaultId - Identificador del node, únic a la DHT 
 udpPort - Port de comunicacions del node 
 bootstrap - Node d'arranc 
 config - Paràmetres de configuració 
 external - Factoria de missatges externa 
Throws  







public void close()  
 
Tanca la connexió a la DHT. Un cop tancada la sessió, el node ha de ser recreat per poder tornar a connectar, 
Throws  






public boolean contains( 
 Identifier key)  
 
Comprova si existeix la clau donada a la DHT 
Parameters  
 key - Clau d’un valor 
Returns  
 cert si existeix un valor associat a key a la DHT 
Throws  






public java.io.Serializable get( 
 Identifier key)  
 
Obté el valor associat a la clau key 
Parameters  
 key - Clau del valor que volem obtenir 
Returns  
 El valor associat a la clau key 
Throws  







public void put( 
 Identifier key,  
 Serializable value)  
 
Guarda el parell<key,value> a la DHT 
Parameters  
 key - Clau identificadora del valor 
 value - Valor a guardar 
Throws  






public void remove( 
 Identifier key)  
 
Elimina el valor identificat per la clau key de la DHT 
Parameters  
 key - Clau del valor a eliminar 
Throws  






public kad.operation.impl.publishfile.FileData publishFile( 
 File file)  
 
Publica un fitxer a la DHT per tal que d’altres nodes el descarreguin 
Parameters  
 file - Fitxer a publicar 
Returns  
 Dades del fitxer publicades a la DHT que serveixen per identificar-lo 
Throws  






public java.util.List searchFile( 
 String query)  
 
Busca a la DHT fitxers que tinguin en el seu nom les paraules contingudes a la query 
Parameters  
 query - Paraules dins el nom del fitxer 
Returns  
 Llista d’identificadors dels fitxers que contenen aquestes paraules al seu nom 
Throws  
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public byte[] getFileFragment( 
 FileData file,  
 int fragment)  
 
Obté un fragment d’un fitxer de la DHT 
Parameters  
 file - Dades del fitxer 
 fragment - Numero de fragment 
Returns  
 fragment del fitxer en la posició donada en format array de byte 
Throws  






public int getLocalFileFragment( 
 FileData file,  
 int frag,  
 byte[] fragment)  
 
Obté un fragment d’un fitxer local 
Parameters  
 file - Dades del fitxer 
 frag - Numero de fragment 
 fragment - fragment del fitxer en la posició donada en format array de byte 
Returns  
 longitud del fragment (en bytes) 
Throws  






public void reloadFiles()  
 
Recarrega el llistat de fitxers locals que podem compartir 
Throws  






public void addNewFile( 
 Identifier idFile,  
 FileData fdata)  
 
Afegeix un nou fitxer a la llista de fitxer locals compartits 
 211 
Parameters  
 idFile - Identificador del fitxer 






public void removeFile( 
 Identifier idFile)  
 
Elimina un fitxer de la llista de fitxer locals compartits 
Parameters  






public java.lang.String listFiles()  
 
Llista els fitxers que compartim 
Returns  






public void joinGroup( 
 Identifier idgroup)  
 
Uneix el node al grup identificar per idgroup 
Parameters  
 idgroup - Identificador del grup 
Throws  






public void leaveGroup( 
 Identifier id)  
 
Desconnecta el node del grup identificat per id 
Parameters  
 id - Identificador del grup 
Throws  






public java.lang.String listMembersofGroup( 
 Identifier id)  
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Mostra en un String un llistat dels membres del grup que tenim dins l’arbre de routing del grup 
Parameters  
 id - Identificador del grup 
Returns  






public void multicastGroup( 
 Identifier group,  
 Message msg)  
 
Realitza multicasting d’un missatge dins del grup 
Parameters  
 group - Id del grup on volem fer el multicasting 
 msg - Missatge a enviar 
Throws  






public java.lang.String getIdentifier()  
 
ID del node local 
Returns  






public kad.core.impl.Identifier getBinaryId()  
 
ID del node local 
Returns  






public java.lang.String toString()  
 
Mètode per testing 
Returns  






public kad.core.impl.Space internalGetSpace()  
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Mètode per testing 
Returns  






public kad.core.impl.Node internalGetLocal()  
 
Mètode per testing 
Returns  






public java.util.Map internalGetMap()  
 
Mètode per testing 
Returns  
 Dades dels valors de la DHT que guarda el node localment 
 
 




public class Identifier implements Streamable, Serializable 
 
Un id (identificador) es una cadena de n bits que identifica un element de la DHT de forma única. Tot element 
(node o valor) dins la DHT en rep un. Les ID son hash de certes dades dels elements per garantir la 
uniformitat de distribució en l’espai disponible i garantir la manca de col·lisions. La longitud de la cadena 







public static IDSIZE  
 







public Identifier()  
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 String s)  
 
Genera un ID a partir d’un string 
Parameters  
 s - String del que extreure un ID 
Throws  







 File file)  
 
Crea un ID a partir d’un fitxer. El procés usa els continguts del fitxer per crear l'ID, pel que dos fitxers amb 
diferent nom paro idèntic contingut donaran la mateixa ID. 
Parameters  
 file - Fitxer a partir del que generem la ID 
Throws  







 byte[] val)  
 
Construïm l'ID a partir d’un ID en format array de byte 
Parameters  







 BigInteger val)  
 
Construïm l'ID a partir d’un ID en format biginteger 
Parameters  








 DataInput in)  
 
Construïm un ID a partir d’un stream d’entrada 
Parameters  
 in - Stream que conte el ID 
Throws  







public static kad.core.impl.Identifier randomIdentifier()  
 
Genera un id aleatori 
Returns  






public void fromStream( 
 DataInput in)  
 
Construïm un ID a partir d’un stream d’entrada 
Parameters  
 in - Stream que conte el ID 
Throws  






public void toStream( 
 DataOutput out)  
 
Codifiquem un ID a un stream de sortida 
Parameters  
 out - Stream destí 
Throws  






public byte[] toByteArray()  
 
Retorna el id en forma d'array de byte 
Returns  







public java.math.BigInteger value()  
 
Retorna el ID en format biginteger 
Returns  






public boolean equals( 
 Object o)  
 
Verifica si dos ID son iguals 
Parameters  
 o - Objecte a comparar 
Returns  






public int hashCode()  
 
Retorna el hashcode de l'identificador 
Returns  






public java.lang.String toString()  
 
Retorna l'ID en format String 
Returns  






public java.lang.String toBinary()  
 
Retorna un string amb la representació binaria del ID 
Returns  






public static java.lang.String toBinary( 
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 BigInteger val)  
 
Transforma l'ID donat en un String amb la representació binaria del ID 
Parameters  
 val - ID en format biginteger a transformar 
Returns  
 String amb la representació binaria del ID 
 




public class HashCalculator 
 
Calcula claus hash dels elements de la DHT guardats al node per tal de saber si un node es responsable d’un 







public static final HASH_LENGTH  
 






public static final UNIT_INTERVAL  
 







 Node local,  
 Space space,  
 Map localMap)  
 
Crea la instància de la calculadora de claus hash 
Parameters  
 local - Dades del node local dins la DHT 
 space - Arbre de routing del node local dins la DHT 









public java.util.List logarithmicHashes( 
 Node node,  
 long time)  
 
Calcula els hash de grups de claus dels elements que actualment tant el node local con el node remot n’estan 
sent responsables. Els grups de claus son mes grans contra mes antic es el timestamp de la clau guardada. 
L’últim grup conte les claus mes velles que el timestamp donat. La llista retornada te 0(log N) hash (sobre N 
claus al mapa local) 
Parameters  
 node - Node remot de la DHT amb qui comparem els valors que gestionem 
 time - Màxim interval de timestamp per fer els grups de claus 
Returns  






public java.util.List mappingsBetween( 
 Node node,  
 long begin,  
 long end)  
 
Retorna el subconjunt de parells key,value en el mapa local amb timestamps entre begin i end (no inclosos) i 
que el node local i el node remot estan gestionant dins l’espai de la DHT. La llista esta ordenada per 
timestamp ascendent 
Parameters  
 node - Node remot amb el que comparem els valors que gestionem 
 begin - Timestamp inicial del interval 
 end - Timestamp final del interval 
Returns  






public byte[] calculateHash( 
 List bundle)  
 
Calcula una hash de les claus en el grup donat. 
Parameters  
 bundle - Conjunt de valors del que calcularem la hash 
Returns  
 Hash dels valors donats 
 




public class Configuration 
 








Public RESTORE_INTERVAL  
 






Public REFRESH_GROUPS  
 






Public RESPONSE_TIMEOUT  
 







Public OPERATION_TIMEOUT  
 






Public CONCURRENCY  
 






Public B  
 






Public K  
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Public RCSIZE  
 






Public STALE  
 






Public SAVED_NODES  
 






Public SHARED_FILES  
 






Public PART_SIZE  
 






Public MAX_FILE_SOURCES  
 






Public TMP_FILE_EXTENSION  
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public Configuration()  
 




12.4  Package kad.messaging 
 




public class UnknownMessageException extends RuntimeException 
 






































 String message,  




 message - Missatge de l’excepció 
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 cause - Causa de l’excepció 
 
 




public interface Streamable 
 
Permet la serialització d’objectes de forma manual, usant DataStreams. No s’usa la classe serializable per 
problemes de compatibilitat amb certs tipus de dades i per problemes en la reconstrucció dels objectes en 
entorns client-servidor en casos puntuals.  
D’altra banda es més eficient en espai que Serializable, tot i demanar una lògica de programa mes complexa.  







public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public void fromStream( 
 DataInput in)  
 
Recupera l’objecte a partir dels valors dins l'stream 
Parameters  
 in - Stream d’entrada 
Throws  
 java.io.IOException - No s’ha pogut obtenir l’objecte 
 
 




public interface Receiver 
 








public void receive( 
 Message incoming,  
 int comm)  
 
Rep un missatge des d’una comunicació identificada pel int comm. S’usa aquest identificador per identificar 
un possible reply com a corresponent en aquesta cadena de missatges. 
Parameters  
 incoming - missatge rebut 
 comm - id de la comunicació 
Throws  
 IOException - error amb els streams 






public void timeout( 
 int comm)  
 
No hem rebut resposta en el temps definit pel timeout de la comunicació comm. 
Parameters  
 comm - comunicació de la que esperem una resposta 
Throws  
 IOException - error amb els streams 
 UnknownMessageException - el codi de missatge no es reconeix 
 
 




public interface MessageFactory 
 







public kad.messaging.Message createMessage( 
 byte code,  
 DataInput in)  
 
Crea un Message del tipus donat per codi amb les dades del stream in 
Parameters  
 code - codi del missatge a crear 
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 in - dades del missatge 
Returns  
 missatge reconstruït a partir de les dades de l'stream 
Throws  
 UnknownMessageException - el codi de missatge es desconegut 






public kad.messaging.Receiver createReceiver( 
 byte code,  
 MessageServer server,  
 Identifier group)  
 
Crea un receiver corresponent al missatge de codi"code". Si el codi no correspon a cap missatge retorna null. 
Parameters  
 code - codi del missatge del q volem el receiver 
 server - servidor de missatges (pel reply) 
 group - identificador del grup dins la dht 
Returns  






public void setExternalFactory( 








public interface Message implements Streamable 
 







public byte code()  
 
Codi únic per cada tipus de missatge que permet identificar-lo de forma inequívoca Com es byte permet 256 
missatges diferents 
Returns  
 byte identificador del missatge 
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12.5  Package kad.messaging.impl 
 




public class MulticastFactoryImpl implements MessageFactory 
 















public MulticastFactoryImpl()  
 







public kad.messaging.Message createMessage( 
 byte code,  
 DataInput in)  
 
Crea el missatge corresponent al codi donat a partir de l'stream d’entrada 
Parameters  
 code - Codi del missatge a crear 
 in - Stream d’entrada 
Returns  
 Missatge obtingut de l'stream d’entrada 
Throws  





public kad.messaging.Receiver createReceiver( 
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 byte code,  
 MessageServer server,  
 Identifier group)  
 
Crea el receiver associat al codi de missatge donat 
Parameters  
 code - Codi del missatge 
 server - Servidor de missatges del node local 
 group - Grup pel que hem de gestionar el missatge 
Returns  






public void setExternalFactory( 
 MessageFactory fctry)  
 
Permet associar una factoria externa que processi missatges desconeguts per la factoria de missatges de la 
DHT 
Parameters  
 fctry - factoria externa a associar 
 
 




public class MessageServer 
 
Escolta missatges en un port via UDP i dona funcionalitats per enviar-ne i processar la resposta a missatges 
























 int udpPort,  
 MessageFactory factory,  
 long timeout)  
 
Constructor del servidor de missatges 
Parameters  
 udpPort - port on escoltarem 
 factory - MessageFactory per crear message i receivers a partir d’un code 







public boolean start()  
 
Arrenca el servidor 
Returns  
 el servidor ha arrencar correctament? 
Throws  






public synchronized int send( 
 Message message,  
 InetAddress ip,  
 int port,  
 Receiver rcv)  
 
Envia el message a la ip:port donada i crida el receiver indicat quan rebem la resposta. Si recv es null ignorem 
les respostes. Retorna la id de la comunicació (única per sessió) 
Parameters  
 message - missatge a enviar 
 ip - ip destí 
 port - port destí 
 rcv - receiver associat 
Returns  
 id única de la comunicació realitzada 
Throws  






public synchronized int send( 
 Message message,  
 InetAddress ip,  
 int port,  
 Receiver recv,  
 Identifier group)  
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Envia el message a la ip:port donada i crida el receiver indicat quan rebem la resposta. Si recv es null ignorem 
les respostes. Retorna la id de la comunicació (única per sessió) 
Parameters  
 message - missatge a enviar 
 ip - ip destí 
 port - port destí 
 recv - receiver associat 
 group - grup al que enviem el missatge 
Returns  
 id única de la comunicació realitzada 
Throws  






public synchronized void reply( 
 int comm,  
 Message message,  
 InetAddress ip,  
 int port)  
 
Envia una resposta a un missatge usant la id donada 
Parameters  
 comm - id comunicació a la que responem 
 message - missatge a enviar 
 ip - ip destí 
 port - port destí 
Throws  






public synchronized void reply( 
 int comm,  
 Message message,  
 InetAddress ip,  
 int port,  
 Identifier group)  
 
Envia una resposta a un missatge usant la id donada 
Parameters  
 comm - id comunicació a la que responem 
 message - missatge a enviar 
 ip - ip destí 
 port - port destí 
 group - grup al que responem el missatge 
Throws  







public synchronized boolean close()  
 
Atura el servidor de missatges 
Returns  
 indica si el server s’ha aturat correctament o no 
 
 




public class MessageFactoryImpl implements MessageFactory 
 













































































































 Kademlia kad,  
 Configuration conf,  
 Map groups,  
 Map localMap,  
 Node local,  
 Space space)  
 
Crea la factoria de missatges 
Parameters  
 kad - Enllaç local amb la xarxa kademlia 
 conf - Configuració de la DHT 
 groups - Mapa de grups existents a la DHT 
 localMap - Mapa de valors de la DHT que gestiona el node 
 local - Node local 







public void setExternalFactory( 
 MessageFactory fctry)  
 
Permet associar una factoria externa que processi missatges desconeguts per la factoria de missatges de la 
DHT 
Parameters  






public kad.messaging.Message createMessage( 
 byte code,  
 DataInput in)  
 
Crea el missatge corresponent al codi donat a partir de l'stream d’entrada 
Parameters  
 code - Codi del missatge a crear 
 in - Stream d’entrada 
Returns  
 Missatge obtingut de l'stream d’entrada 
Throws  






public kad.messaging.Receiver createReceiver( 
 byte code,  
 MessageServer server,  
 Identifier group)  
 
Crea el receiver associat al codi de missatge donat 
Parameters  
 code - Codi del missatge 
 server - Servidor de missatges del node local 
 group - Grup pel que hem de gestionar el missatge 
Returns  




12.6  Package kad.operation 
 
 




public abstract class OriginReceiver implements Receiver 
 






























 MessageServer server,  
 Node local,  
 Space space)  
 
Crea el receptor de missatges 
Parameters  
 server - Servidor de missatges local 
 local - Node local 








public void receive( 
 Message incoming,  
 int comm)  
 
Insereix el node origen del missatge a l’espai local i fa la seva funcionalitat (a les classes heretades) 
Parameters  
 incoming - Missatge rebut 






public void timeout( 
 int comm)  
 
No es rep resposta en x temps 
Parameters  
 comm - identificador de la comunicació 
 
 




public abstract class OriginMessage implements Message 
 
























 Node origin)  
 
Crea el missatge 
Parameters  







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Recupera l’objecte a partir dels valors dins l'stream 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public kad.core.impl.Node getOrigin()  
 
Recupera el node origen del missatge 
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Returns  






public abstract byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  
 retorna el codi del missatge 
 
 




public abstract class Operation 
 















public abstract java.lang.Object execute()  
 
Fa l’operació i torna el resultat al acabar 
Returns  
 Resultat de l’operació 
Throws  
 java.io.IOException - Hi ha hagut un error al realitzar l’operació 
 
 




public abstract class LookupMessage extends OriginMessage 
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 Node origin,  
 Identifier lookup)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Recupera l’objecte a partir dels valors dins l'stream 
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Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public kad.core.impl.Identifier getLookupId()  
 
Recupera l'identificador que estem cercant 
Returns  






public abstract byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  




12.7  Package kad.operation.impl.ack 
 




public class AcknowledgeMessage extends OriginMessage 
 















 Node origin)  
 
Crea el missatge 
Parameters  







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public byte code()  
 
Retorna un codi únic que identifica el missatge 
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Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.8  Package kad.operation.impl.connect 
 
 




public class ConnectReceiver extends OriginReceiver 
 









 MessageServer server,  
 Node local,  
 Space space)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 







public void receive( 
 Message incoming,  
 int comm)  
 
Rep un ConnectMessage i envia un AcknowledgeMessage com a resposta 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 
 





public class ConnectOperation extends Operation implements Receiver 
 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 InetAddress bootstrap,  
 int bootPort)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 
 bootstrap - Ip del node d'arranc 







public synchronized java.lang.Object execute()  
 










public synchronized void receive( 
 Message incoming,  
 int comm)  
 
Rep un missatge ackownledge del node d'arranc 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  







public synchronized void timeout( 
 int comm)  
 
No es rep resposta en x temps, reintentem la comunicació 
Parameters  
 comm - identificador de la comunicació 
 
 




public class ConnectMessage extends OriginMessage 
 















 Node origin)  
 
Crea el missatge 
Parameters  







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  








public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.9  Package kad.operation.impl.datalookup 
 




public class DataMessage extends OriginMessage 
 






























 Node origin,  
 Identifier key,  
 TimestampedValue value)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 key - clau del valor a guardar 








 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public kad.core.impl.Identifier getKey()  
 
Identificador del valor a la DHT 
Returns  






public kad.core.impl.TimestampedValue getValue()  
 
Valor que guardem 
Returns  
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public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  
 String amb informació del missatge 
 
 




public class DataLookupReceiver extends OriginReceiver 
 
Respon a un DataLookupMessage enviant DataMessage amb el valor demanat o retornant una llista de k 
















 MessageServer server,  
 Node local,  
 Space space,  
 Map localMap)  
 
Crea el receptor del missatge 
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Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 







public void receive( 
 Message incoming,  
 int comm)  
 
Envia un DataMessage amb el valor demanat o retorna una llista de k nodes coneguts on seguir buscant 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 
 




public class DataLookupOperation extends NodeLookupOperation 
 
















 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 Identifier id)  
 
Crea l’operació de connexió a la DHT 
 250 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 







public synchronized java.lang.Object execute()  
 
Busca el valor associat a la id donada a la DHT 
Returns  
 valor buscat o null si no el trobem 
Throws  






public synchronized void receive( 
 Message incoming,  
 int comm)  
 
Comprova si hem rebut llista de nodes o valor. Si es valor, acabem, sinó, seguim. 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 
 




public class DataLookupMessage extends LookupMessage 
 
















 Node origin,  
 Identifier lookup)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.10 Package kad.operation.impl.getfile 
 




public class GetFileFragmentReply extends OriginMessage 
 






























 Node origin,  
 byte[] fragment,  
 int len)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 fragment - fragment sol·licitat en format array de byte 








 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public byte[] getFragment()  
 
Fragment del fitxer sol·licitat 
Returns  
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public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  
 String amb informació del missatge 
 
 




public class GetFileFragmentReceiver extends OriginReceiver 
 








 Kademlia kad,  
 Configuration conf,  
 MessageServer server,  
 Node local,  
 Space space)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 
 kad - Node connectat a la xarxa DHT 







public void receive( 
 Message incoming,  
 int comm)  
 
Rep una sol·licitud d’un fragment d’un fitxer i l’envia al node que l’ha demanat 
Parameters  
 incoming - Missatge d’entrada 
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 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 




public class GetFileFragmentOperation extends Operation implements 
Receiver 
 








 Kademlia kad,  
 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 FileData file,  




 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 
 kad - Node de la DHT 
 file - Dades del fitxer 







public synchronized java.lang.Object execute()  
 











public synchronized void receive( 
 Message incoming,  
 int comm)  
 
Rebem la part sol·licitada 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  






public synchronized void timeout( 
 int comm)  
 
No es rep resposta en x temps, reintentem la comunicació 
Parameters  
 comm - identificador de la comunicació 
 
 




public class GetFileFragmentMessage extends OriginMessage 
 































 Node origin,  
 FileData file,  
 int fragment)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 file - Dades del fitxer del que demanem el fragment 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  







public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  




















public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.11 Package kad.operation.impl.hashrequest 
 
 




public class HashRequestReceiver extends OriginReceiver 
 









 MessageServer server,  
 Node local,  
 Space space,  
 Map localMap)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 







public void receive( 
 Message incoming,  
 int comm)  
 
Envia un HashMessage amb els grups de hash que haurien de tenir els dos nodes 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  









public class HashRequestMessage extends OriginMessage 
 















 Node origin)  
 
Crea el missatge 
Parameters  







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  







public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  
 String amb informació del missatge 
 
 




public class HashReceiver extends OriginReceiver 
 
Rep un HashMessage i el compara amb els hash locals. Si algun no correspon envia un StoreRequest per 








 MessageServer server,  
 Node local,  
 Space space,  
 Map localMap)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 







public void receive( 
 Message incoming,  
 int comm)  
 
Compara els hash rebuts amb els hash locals. Si algun no correspon envia un StoreRequest per obtenir el valor 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  








public class HashMessage extends OriginMessage 
 






























 Node origin,  
 long baseTime,  
 List hashes)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 baseTime - Timestamp límit pel hash incremental 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
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Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public long getBaseTime()  
 
Obté el timestamp 
Returns  






public java.util.List getHashes()  
 
Obté la llista de hash dels valors 
Returns  







public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.12 Package kad.operation.impl.multicast 
 
 




public class MulticastReceiver extends OriginReceiver 
 








 Configuration conf,  
 MessageServer server,  
 MessageFactory fctry,  
 Node local,  
 Space space)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 
 conf - Configuració de la DHT 







public void receive( 
 Message incoming,  
 int comm)  
 
Rep un missatge de multicast, l’executa i el reenvia als nodes destí 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  








public class MulticastOperation extends Operation implements Receiver 
 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 Identifier group,  
 Message message,  
 Identifier msg,  
 Identifier lower,  
 Identifier higher)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 
 group - ID del grup testi del missatge 
 message - Missatge a enviar 
 lower - Valor mínim del rang destí de multicast 
 higher - Valor màxim del rang destí de multicast 







 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 Identifier group,  
 Message message,  
 Identifier lower,  
 Identifier higher)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 
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 group - ID del grup destí del missatge 
 message - Missatge a enviar 
 lower - Valor mínim del rang destí de multicast 







public synchronized java.lang.Object execute()  
 










public synchronized void receive( 
 Message incoming,  
 int comm)  
 
Rep un missatge ackownledge dels nodes on ha enviat el missatge, i notifica quan ha finalitzat la tasca. 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  






public synchronized void timeout( 
 int comm)  
 
No es rep resposta en x temps, reintentem la comunicació 
Parameters  
 comm - identificador de la comunicació 
 
 




public class MulticastMessage extends OriginMessage 
 




























































 Node origin,  
 Identifier group,  
 Identifier idmsg,  
 byte code,  
 Message msg,  
 Identifier lower,  
 Identifier high)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 group - Grup destí del missatge 
 idmsg - Identificador del missatge 
 code - Codi del missatge que conte 
 msg - Missatge contingut 
 lower - Rang mínim d’enviament 







 MessageFactory fctry,  
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 fctry - Factoria de missatges 
 in - Stream d’entrada 
Throws  







public void fromStream( 
 MessageFactory fctry,  
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 fctry - Factoria de missatges 
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
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Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  









































public java.lang.String toString()  
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Retorna informació del missatge 
Returns  




12.13 Package kad.operation.impl.multicastmessages 
 
 




public class NewFileReceiver implements Receiver 
 








 MessageServer server)  
 
Crea el receptor del missatge 
Parameters  







public void receive( 
 Message incoming,  
 int comm)  
 
Emmagatzema les dades del nou fitxer per poder-lo descarregar posteriorment 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  






public void timeout( 
 int comm)  
 
No es rep resposta en x temps 
Parameters  








public class NewFileMessage implements Message 
 























 FileData file)  
 
Crea el missatge 
Parameters  







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  








public void fromStream( 
 DataInput in)  
 
Recupera l’objecte a partir dels valors dins l'stream 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public kad.operation.impl.publishfile.FileData getFileData()  
 
Retorna les dades del fitxer 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.14 Package kad.operation.impl.nodelookup 
 
 




public class NodeReplyMessage extends OriginMessage 
 























 Node origin,  
 List nodes)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
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Throws  







public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.util.List getNodes()  
 
Retorna el llistat de nodes obtinguts amb la consulta 
Returns  






public java.lang.String toString()  
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Retorna informació del missatge 
Returns  
 String amb informació del missatge 
 
 




public class NodeLookupReceiver extends OriginReceiver 
 








 MessageServer server,  
 Node local,  
 Space space)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 







public void receive( 
 Message incoming,  
 int comm)  
 
Envia un NodeReplyMessage amb els k nodes mes propers al id donat 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 
 





public class NodeLookupOperation extends Operation implements Receiver 
 

























































protected lookupMessage  
 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  




 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 







 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 Identifier id,  








public synchronized java.lang.Object execute()  
 
Cerca els nodes mes propers a la id buscada 
Returns  
 Llista de nodes propers a la id buscada 
Throws  







public synchronized void receive( 
 Message incoming,  
 int comm)  
 
Rep les respostes a les consultes i si no hem trobat el node buscat torna a enviar missatges de cerca 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  






public synchronized void timeout( 
 int comm)  
 
No es rep resposta en x temps, reintentem la comunicació 
Parameters  
 comm - identificador de la comunicació 
 
 




public class NodeLookupMessage extends LookupMessage 
 















 Node origin,  
 Identifier lookup)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 








 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.15 Package kad.operation.impl.publishfile 
 
 




public class PublishFileOperation extends Operation 
 
Publica un fitxer a la xarxa per compartir-lo. Pressuposa q el fitxer esta en la ruta de fitxers compartits 








 Kademlia kad,  
 Configuration conf,  
 Node local,  
 File file)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 kad - Node de la DHT que fa la cerca 
 conf - Configuració de la DHT 
 local - Node local 







public synchronized java.lang.Object execute()  
 
Publica el fitxer donat a la DHT per tal que pugui ser descarregat per la resta de gent 
Returns  
 Identificador del fitxer a la xarxa (Identifier) 
Throws  
 IOException - No s’ha pogut establir la connexió 
 
 





public class FileData implements Serializable 
 





































 String name,  
 int size,  
 int parts,  




 name - Nom del fitxer 
 size - Mida del fitxer 
 parts - Numero de parts que el componen 








 DataInput in)  
 
Recupera l’objecte a partir dels valors dins l'stream 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Recupera l’objecte a partir dels valors dins l'stream 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  




12.16 Package kad.operation.impl.refresh 
 
 




public class RefreshOperation extends Operation 
 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 







 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 Identifier group)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 








public synchronized java.lang.Object execute()  
 








12.17 Package kad.operation.impl.remove 
 
 




public class RemoveReceiver extends OriginReceiver 
 








 MessageServer server,  
 Node local,  
 Space space,  
 Map localMap)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 







public void receive( 
 Message incoming,  
 int comm)  
 
Elimina el valor de l’espai local 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 





public class RemoveOperation extends Operation 
 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Map localMap,  
 Node local,  
 Identifier key)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 
 localMap - Mapa de valors del node local 







public synchronized java.lang.Object execute()  
 




 IOException - No s’ha pogut establir la connexió 
 
 




public class RemoveMessage extends OriginMessage 
 
























 Node origin,  
 Identifier key)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public kad.core.impl.Identifier getKey()  
 
Retorna la clau que identifica l’element a eliminar 
Returns  






public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  




12.18 Package kad.operation.impl.restore 
 




public class StoreRequestReceiver extends OriginReceiver 
 









 MessageServer server,  
 Node local,  
 Space space,  
 Map localMap)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 







public void receive( 
 Message incoming,  
 int comm)  
 
Envia els valors que li correspon controlar al node destí 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 
 





public class StoreRequestMessage extends OriginMessage 
 
Sol·licita els valors del mapa del node destí amb timestamp entre els intervals donats que li corresponen 






























 Node origin,  
 long begin,  
 long end)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 begin - inici de l'intèrval de temps 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  
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public void fromStream( 
 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public long getBegin()  
 
Retorna l'inici de l'intèrval de temps 
Returns  






public long getEnd()  
 
Retorna la fi de l'intèrval de temps 
Returns  






public byte code()  
 
Retorna un codi únic que identifica el missatge 
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Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  
 String amb informació del missatge 
 
 




public class RestoreOperation extends Operation 
 
Refresca els buckets i actualitza el mapa de valors redistribuint els valors que conte per la dht segons 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Node local,  
 Map localMap)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 







public synchronized java.lang.Object execute()  
 









12.19 Package kad.operation.impl.searchfile 
 
 




public class SearchFileOperation extends Operation 
 








 Kademlia kad,  
 String query)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 kad - Node de la DHT que fa la cerca 







public synchronized java.lang.Object execute()  
 
Busca tots els fitxers compartits a la DHT que contenen certes paraules al seu nom 
Returns  
 Llista de fitxers de la DHT que compleixen les condicions 
Throws  




12.20 Package kad.operation.impl.store 
 




public class StoreReceiver extends OriginReceiver 
 
Rep un StoreMessage i guarda el valor si no el te o en te un amb un timestamp anterior. Si es demana envia al 








 MessageServer server,  
 Node local,  
 Space space,  
 Map localMap)  
 
Crea el receptor del missatge 
Parameters  
 server - Servidor de missatges local 
 local - Node local 
 space - Arbre de routing del grup pel que rebem el missatge 







public void receive( 
 Message incoming,  
 int comm)  
 
Guarda el valor rebut i si cal retorna un missatge informant de l’actualització del valor al node origen 
Parameters  
 incoming - Missatge d’entrada 
 comm - id de la comunicació 
Throws  
 IOException - No s’ha pogut realitzar l’operació 
 
 





public class StoreOperation extends Operation 
 








 Configuration conf,  
 MessageServer server,  
 Space space,  
 Map localMap,  
 Node local,  
 Identifier key,  
 TimestampedValue value)  
 
Crea l’operació de connexió a la DHT 
Parameters  
 conf - Configuració de la DHT 
 server - Servidor de missatges 
 space - Arbre de routing 
 local - Node local 
 localMap - Mapa de valors local 
 key - Clau del valora guardar 







public synchronized java.lang.Object execute()  
 




 IOException - No s’ha pogut establir la connexió 
 
 




public class StoreMessage extends DataMessage 
 
























 Node origin,  
 Identifier key,  
 TimestampedValue value,  
 boolean upd)  
 
Crea el missatge 
Parameters  
 origin - Node origen del missatge 
 key - clau del valor a guardar 
 value - valor a guardar 
 upd - cert si, en el cas que el node destí tingui un valor amb timestamp mes recent, volem que ens 







 DataInput in)  
 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  







public void fromStream( 
 DataInput in)  
 
 300 
Crea el missatge a partir d’un stream de dades 
Parameters  
 in - Stream d’entrada 
Throws  






public void toStream( 
 DataOutput out)  
 
Escriu l’estat intern de l’objecte a l'stream en un format recuperable pel mètode fromStream 
Parameters  
 out - Stream de sortida 
Throws  






public boolean updateRequested()  
 
Retorna cert si, en el cas que el node destí tingui un valor amb timestamp mes recent, volem que ens informi 
per actualitzar el nostre valor 
Returns  
 cert si, en el cas que el node destí tingui un valor amb timestamp mes recent, volem que ens informi 






public byte code()  
 
Retorna un codi únic que identifica el missatge 
Returns  






public java.lang.String toString()  
 
Retorna informació del missatge 
Returns  
 String amb informació del missatge 
