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Abstract
We show that any normal metric on a closed biquotient with finite fundamental group has
positive Ricci curvature.
1 Introduction
One of the classical problems in differential geometry is the investigation of closed manifolds which
admit Riemannian metrics with given lower bounds for the sectional or the Ricci curvature. As
a sample question, one may ask for manifolds with a metric of both nonnegative sectional and
positive Ricci curvature. Note that such a manifold has necessarily a finite fundamental group by
the Bonnet-Myers theorem.
By a recent result of Bo¨hm and Wilking ([BW]), a closed manifold with finite fundamental
group which carries a metric of nonnegative sectional curvature also admits metrics of positive
Ricci curvature. These metrics are obtained by a deformation of the original metric using the Ricci
flow, so we may assume in addition that these metrics have almost nonnegative sectional curvature.
In general, however, manifolds which have nonnegative sectional and positive Ricci curvature
simultaneously seem to be hard to come by. One class of such manifolds are compact homogeneous
spaces G/H with a normal metric, i.e., a metric for which the canonical submersion G → G/H is
Riemannian where G is equipped with a biinvariant metric. Such a metric always has nonnegative
sectional curvature by O’Neill’s formula, and it is not hard to see that it has positive Ricci curvature
as long as G/H has finite fundamental group ([N]).
Another class of manifolds of nonnegative sectional curvature are closed biquotients G//H for
H ⊂ G×G with a normal metric, by which we mean - in analogy to the homogeneous case - a metric
for which the canonical submersion G→ G//H is Riemannian, G being equipped with a biinvariant
metric. Normal metrics are in some sense the most canonical metrics on closed biquotients, so the
question under which circumstances such a metric has positive Ricci curvature is very natural.
Surprisingly, not much was known about this question up to now. In [F], this positivity was
shown under very restrictive circumstances; in [ST], we showed that a normal metric on a biquotient
with finite fundamental group has positive Ricci curvature on a dense open subset. The aim of the
present article is to resolve this question completely.
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Main Theorem Let M := G//H be a biquotient of a compact Lie group G, equipped with a normal
metric. If M has finite fundamental group then M has positive Ricci curvature.
Thus, any closed biquotient with finite fundamental group carries a metric of both nonnegative
sectional and positive Ricci curvature. In general, we show that a closed biquotient with a normal
metric is finitely isometrically covered by M ′ × T k, where M ′ is a biquotient with a normal metric
of positive Ricci curvature and T k is a flat torus.
It is my pleasure to thank the Max-Planck-Institute for Mathematics in the Sciences in Leipzig
and the Unversite´ Libre de Bruxelles for their hospitality during the preparation of parts of this
work.
2 Normal metrics on Biquotients
Let G be a compact connected Lie group with Lie algebra g, and let H ⊂ G × G be a closed
subgroup for which the action of H on G given by
(h1, h2) · g := h1gh
−1
2
is free and hence the quotient G//H is a manifold, called the biquotient of G by H.
Let Q be an AdG-invariant inner product on g which induces a biinvariant Riemannian metric
of nonnegative sectional curvature on G. Since the action of H on G preserves Q, there is a unique
Riemannian metric gQ on G//H for which the projection
π : G −→ G//H
becomes a Riemannian submersion. Evidently, gQ has nonnegative sectional curvature by O’Neill’s
formula.
Definition 2.1 A metric gQ on G//H induced by the AdG-invariant inner product Q on g as above
is called normal.
If H = L×K ⊂ G×G then H acts freely on G iff AdgL ∩K = {e} for all g ∈ G. In this case,
we denote the biquotient G//H also by L\G/K. In fact, any biquotient can be considered to be of
this form with G/K being a symmetric space. Namely, there is a canonical diffeomorphism
G//H ←→ H\(G ×G)/∆G. (1)
If we consider the normal metric gQ⊕Q on H\(G×G)/∆G, then one sees easily that the diffeomor-
phism in (1) becomes an isometry. Therefore, since (G × G)/∆G is a symmetric space, we shall
from now on always consider biquotients of the form
M = H\G/K, where G/K is a symmetric space, (2)
and we have the corresponding involution τ , given by
τ : g→ g, τ |k = Idk, τk⊥ = −Idk⊥ . (3)
For g ∈ G, we define the Q-orthogonal decomposition
g = Vg ⊕Hg, where Vg := Adg−1(h)⊕ k, (4)
2
with the Lie algebras h and k of H ⊂ G and K ⊂ G, respectively. Note that dLg(Vg) = ker(dπg), so
that TgG = dLg(Vg)⊕dLg(Hg) is the canonical decomposition of TG into the vertical and horizontal
subspace w.r.t. the Riemannian submersion π : G→ G//H. In particular, the dimensions of Vg and
Hg are independent of g.
3 Biquotients with a flat point
As a first step towards our main result, we investigate biquotients with flat points, i.e., points
where the curvature vanishes entirely. Since π : G → G//H is a Riemannian submersion, hence
Sec
G//H
pi(g) (v ∧ w) ≥ Sec
G
g (v ∧ w) =
1
4 ||[v,w]||
2, where v,w ∈ Hg are horizontal lifts of v and w,
respectively, it follws that π(g) ∈ G//H is a flat point only if [Hg,Hg] = 0. In this case, we can
prove the following
Theorem 3.1 Let G//H be a biquotient with a normal metric. If G//H has a flat point, i.e., if there
is a g ∈ G with [Hg,Hg] = 0, then Hg ⊂ z(g). In this case, G//H is finitely covered by a flat torus.
Proof. We assume w.l.o.g. that g = e. After passing to a finite cover, we further assume that
G = Gs×Z, where Gs is semi-simple and simply connected and Z = Z(G) is the identity component
of the center of G. Moreover, we may assume that H ⊂ G×G is connected. We have an orthogonal
splitting of the Lie algebra g = gs ⊕ z(g), and we let T ⊂ expHe ⊂ G be a torus with Lie algebra t
such that g = Ve⊕ t as a vector space. In particular, dimT = dimHe. (We use T since the abelian
subgroup expHe ⊂ G may be not closed). Now consider the map p : T → G//H which makes the
following diagram commute.
G
pi

T
.

<<zzzzzzzzz
p
!!C
CC
CC
CC
C
G//H
(5)
Let g ∈ T . Since T ⊂ exp(He) and the latter is abelian, we have
Q(Adg−1(h),He) = Q(h, Adg(He)) = Q(h,He) = 0, and Q(k,He) = 0.
Thus, Q(Vg,He) = 0, which implies that Vg = Ve for all g ∈ T . In particular, t is transversal to
Vg for all g ∈ T . As Vg is by definition the kernel of the differential dπg : TgG → Tp(g)G//H for
g ∈ T , it follows that dpg : dLg(t) →֒ TgG → dp(g)G//H is an isomorphism, hence p : T → G//H
is a finite covering map, hence the induced map p∗ : π1(T ) → π1(G//H) is injective with index
[π1(G//H) : p∗(π1(T ))] <∞.
Since G = Gs × Z with Gs simply connected, it follows that the projections prZ : G → Z
induces an isomorphism of fundamental groups, hence from the homotopy exact sequence
π1(T )
(prZ)∗

p∗
%%K
KK
KK
KK
KK
π1(H)
(prZ)∗
// π1(Z)
pi∗ // π1(G//H) // 0
3
and from [π1(G//H) : p∗(π1(T ))] < ∞ we conclude that dim prz(g)(t) = dim t and that z(g) =
prz(g)(Ve) ⊕ prz(g)(t). Then, for dimensional reasons, it follows that Ve = prz(g)(Ve) ⊕ gs and
therefore, He ⊂ g
⊥
s = z(g).
4 Biquotients with Ricci-flat directions
Let us suppose that at a point p ∈ G//H the Ricci curvature is not positive, i.e., there are tangent
vectors 0 6= v ∈ TpG//H with Sec
G//H
pi(g) (v ∧ w) = 0 for all w ∈ TpG//H. W.l.o.g. we assume that
p = π(e). As in the preceding section, O’Neill’s formula then implies that [v,He] = 0 where v ∈ He
is the horizontal lift of v. To simplify our notation we shall from now on omit the subscript and
thus let V := Ve = h⊕ k and H := He = V
⊥. Thus, we define the space of Ricci flat directions at
π(e)
F := {v ∈ H | [v,H] = 0} ⊂ H (6)
and assume that F 6= 0.
Proposition 4.1 Let M := H\G/K be a normal biquotient as in (2), and suppose that F ⊂ z(g).
ThenM is finitely isometrically covered byM ′×T k, where M ′ is a biquotient with finite fundamental
group and a normal metric, and T k is a flat torus of dimension k = dimF .
Proof. After replacing G by a finite cover if necessary, we may assume that G = Gs × Z where
Gs is semisimple and Z is the identity component of the center with Lie algebra z(g). Moreover,
after replacing M by a finite isometric cover, we may assume that H,K ⊂ G are connected. Let
prZ : G = Gs × Z → Z be the canonical projection.
Note that the map  : H × K → Z, (h, k) 7→ prZ(h) · prZ(k) is a homomorphism, hence its
image (H × K) ⊂ Z is a torus. Also, by hypothesis, it follows that F = z(g) ∩ H, so that
z(g) = prz(g)(h⊕ k)⊕F .
Let G′ := Gs × (H ×K). Then evidently, G
′
⊳G, and G ∼= G′ × T k, where T k ⊂ Z is a torus
with Lie algebra t ⊂ z(g) of dimension k = dim(F).
Choose a linear map p : g→ g such that p|g′ = Idg′ and p(t) = F , and define the inner product
Q˜ := p∗(Q). Since Q˜|g′ = Q|g′ and Q˜(gs, z(g)) = 0, it follows that Q˜ is biinvariant as well. Note
that H ×K ⊂ G′, hence we have a canonical isometry
(H\G/K, gQ)←→ ((H\G
′/K)× T k, gQ˜),
where the latter is a product metric, and the metric on the torus factor is flat. Also, by construction,
M ′ := ((H\G′/K), gQ˜) = ((H\G
′/K), gQ) is a biquotient with a normal metric which has positive
Ricci curvature at π(e). Therefore, by the deformation result of Ehrlich [E], M ′ admits a metric of
positive Ricci curvature and hence has finite fundamental group.
Definition 4.2 Let M := H\G/K be a normal biquotient as in (2). We say that M has non-
central flats if F 6⊂ z(g). If M has non-central flats, then we call M minimal if for any normal
biquotient M ′ = H ′\G′/K ′ with non-central flats with dimM ′ ≤ dimM and dimG′ ≤ dimG we
have dimM ′ = dimM and dimG′ = dimG.
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Thus, our main theorem will follow if we can show that there do not exist normal biquotients
with non-central flats which shall be our goal for the remainder of this paper and will be achieved
in Theorem 4.14. Indeed, once this is shown it will follow from Proposition 4.1 that a biquotient
with a normal metric with Ricci flat directions has infinite fundamental group.
Proposition 4.3 Suppose that M = H\G/K is a minimal biquotient with non-central flats. Then
G/K is a compact irreducible symmetric space.
Proof. Suppose that g = g1 ⊕ g2 is a τ -invariant decomposition where τ : g → g denotes the
symmetric involution from (3). After passing to a covering if necessary, we may assume w.l.o.g. that
G/K = G1/K1×G2/K2 where G = G1×G2 andKi := K∩Gi. Then k = (k∩g1)⊕(k∩g2) =: k1⊕k2.
Let pri : g → gi be the canonical projection. Let Hi := pri(H) and Fi := pri(F) ⊂ Hi ⊂ k
⊥
i . If
Fi ⊂ z(gi) for i = 1, 2 then we would have F ⊂ z(g) which we assumed not to be the case, thus we
may assume w.l.o.g. that F1 6⊂ z(g1).
Now consider the biquotientM ′ := (H∩G1)\G1/K1. Its horizontal space is k
⊥
1 ∩(h∩g1)
⊥ = H1,
hence F1 ⊂ H1 is the space of flat directions of M
′. Since F1 6⊂ z(g1), it follows that M
′ has non-
central flats, and dimM ′ = dimH1 ≤ dimH = dimM . But dimG1 ≤ dimG, hence the minimality
of M implies that dimG1 = dimG, i.e., G2 = 1.
The following simple facts will be useful later on.
Lemma 4.4 Let g be a Lie algebra with a biinvariant inner product Q, and let L ⊂ g be a linear
subspace. Let L1 := [L, g]. Then the ideal generated by L is the linear span of L, L1 and [L1, L1].
Proof. Since adx : g → g is skew symmetric for all x ∈ g, it follows that the images of adx and
(adx)
2 are equal, hence [L,L1] = L1.
Let I := span(L,L1, [L1, L1]) ⊂ g. Then Q([I
⊥, L], g) = Q(I⊥, [L, g]) = Q(I⊥, L1) = 0, so
that [I⊥, L] = 0. Next, [I⊥, L1] = [I
⊥, [L,L1]] = [L, [I
⊥, L1]] ⊂ [L, g] = L1. On the other hand,
Q([I⊥, L1], L1) = Q(I
⊥, [L1, L1]) = 0, hence [I
⊥, L1] = 0. Then the Jacobi identity implies that
[I⊥, [L1, L1]] = 0 as well.
Thus, [I, I⊥] = 0, hence Q([I, g], I⊥) = Q(g, [I, I⊥]) = 0, which shows that I⊳g is an ideal. On
the other hand, any ideal containing L must also contain I which shows the claim.
Lemma 4.5 Let G/K be a compact irreducible symmetric space with Lie algebra g. Let s ( g be
a proper subalgebra, and let l1, l2 ⊂ s be subalgebras such that (adl2 ◦ adl1)|s⊥ vanishes. If there is
an ads-invariant and τ -invariant subspace 0 6=W ⊂ s
⊥ such that [l1,W ] =W , then l2 = 0.
Proof. First observe that [l2,W ] = [l2, [l1,W ]] ⊂ (adl2 ◦ adl1)(s
⊥) = 0, i.e., [l2,W ] = 0.
Next, we wish to show that [l2, [W, g]] = 0. For this, we observe that [l2, [W, s]] = [l2,W ] = 0,
and [l2, [W,W ]] = 0 by the Jacobi identity. Thus, it remains to show that [l2, [W,W
′]] = 0 where
W ′ :=W⊥∩s⊥. Since Q([W,W ′], s) = Q(W ′, [s,W ]) ⊂ Q(W ′,W ) = 0, it follows that [W,W ′] ⊂ s⊥.
Thus,
[l2, [W,W
′]] = [l2, [[l1,W ],W
′]]
⊂ [l2, [l1, [W,W
′]]]︸ ︷︷ ︸
⊂(adl2◦adl1 )(s
⊥)=0
+[l2, [W, [l1,W
′]]
⊂ [[l2,W ]︸ ︷︷ ︸
=0
, [l1,W
′]] + [W, [l2, [l1,W
′]]︸ ︷︷ ︸
⊂(adl2◦adl1 )(s
⊥)=0
] = 0.
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Therefore, [l2,W ] = [l2, [W, g]] = 0, and hence, according to Lemma 4.4, [l2, I] = 0 where I ⊳ g
is the ideal generated by W . Since W 6= 0 is τ -invariant, so is I 6= 0, hence the irreducibility of
G/K implies that I = g, i.e., l2 ⊂ z(g) = 0.
Suppose that M = H\G/K is a minimal biquotient with non-central flats, so that G/K is an
irreducible symmetric space by Proposition 4.3, and F 6= 0. Let
S := Stab(F) = {g ∈ G | Adg|F = IdF} ( G.
Evidently, S is compact and τ -invariant, and the Lie algebra s of S is the centralizer of F , i.e.,
s = {v ∈ g | [v,F ] = 0} ( g.
Then H ⊂ s by (6), and we let l ⊂ s be the Lie subalgebra generated by H. Since H is τ -
invariant w.r.t. the involution τ : g → g from (3), so is l. Evidently, F = z(l), hence l = F ⊕ ls
where ls is semi-simple, and (ls, τ) is a symmetric pair without Euclidean factor.
If ls = 0, i.e., H = F is abelian, then F ⊂ z(g) by Theorem 3.1. Thus, for biquotients with
non-central flats, we may assume that ls 6= 0.
Proposition 4.6 Let H\G/K be a minimal biquotient with non-central flats. Let ls = l1 ⊕ l2 be a
decomposition into τ -invariant ideals such that
H = F ⊕ (H ∩ l1)⊕ (H ∩ l2). (7)
Then either lk = 0 or [lk, s
⊥] = s⊥ for k = 1, 2. In particular, [ls, s
⊥] = s⊥.
Proof. Let us assume that, say, l1 6= 0. Since l1 ⊂ l ⊂ s, it is evident that [l1, s
⊥] ⊂ s⊥.
Let G′ := {g ∈ G | Adg(l1 ∩ k
⊥) = l1 ∩ k
⊥}. Evidently, G′ ⊂ G is a closed subgroup, hence
also compact. Since G′ and hence its Lie algebra g′ are τ -invariant, we have the decomposition
g′ = (g′ ∩ k)⊕ (g′ ∩ k⊥) =: g′0 ⊕ g
′
1, where
g′0 = {k ∈ k | [k, l1] ⊂ l1}, and g
′
1 = {x ∈ k
⊥ | [x, l1] = 0},
as l1 is generated by l1 ∩ k
⊥. Since l1 is semi-simple, we have
Q(g′1, l1) = Q(g
′
1, [l1, l1]) = Q([g
′
1, l1]︸ ︷︷ ︸
=0
, l1) = 0. (8)
Since F ⊕ l2 ⊂ g
′, we conclude by (7) and (8) that
g′ = F ⊕ (H ∩ l2)⊕ (g
′ ∩H⊥) = F ⊕ (H ∩ l2)⊕ (g
′ ∩ (h⊕ k)). (9)
Let x ∈ prk⊥(g
′ ∩ (h ⊕ k)). Then x ∈ g′1 and there is a k ∈ k such that x + k ∈ h. We have on
the one hand [x + k,H ∩ l1] ⊂ [h,H] ⊂ [h, h
⊥] ⊂ h⊥. On the other hand, [x,H ∩ l1] ⊂ [g
′
1, l1] = 0,
hence [x+ k,H ∩ l1] = [k,H ∩ l1] ⊂ [k, k
⊥] ⊂ k⊥.
Thus, [x+k,H∩l1] = [k,H∩l1] ⊂ h
⊥∩k⊥ = H, and Q([k,H∩l1],F⊕l2) = Q(k, [H∩l1,F⊕l2]) =
0, i.e., [k,H ∩ l1] ⊂ H ∩ l1. Since H ∩ l1 generates l1, it follows that [k, l1] ⊂ l1 and hence, k ∈ g
′
0,
i.e., x+ k ∈ h ∩ g′.
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Therefore, prk⊥(g
′ ∩ (h ⊕ k)) = prk⊥(g
′ ∩ h), so that we can refine (9) to the (not orthogonal)
direct sum decomposition
g′ = F ⊕ (H ∩ l2)⊕ (g
′ ∩ h)⊕ (g′ ∩ k).
Thus, for the biquotient (G′ ∩H)\G′/(G′ ∩K), the horizontal space at e ∈ G′ is F ⊕ (H∩ l2) ( H
as l1 6= 0, i.e., dim(G
′ ∩ H)\G′/(G′ ∩ K) < dimH\G/K, and dimG′ ≤ dimG. Therefore, the
minimality of H\G/K implies that (G′ ∩H)\G′/(G′ ∩K) cannot have non-central flats. Since the
centralizer of F ⊕ (H ∩ l2) equals F , this implies that F ⊂ z(g
′) or, equivalently, g′ ⊂ s.
Let v ∈ s⊥ ∩ [l1, s
⊥]⊥. Then
Q([v, l1]︸ ︷︷ ︸
⊂s⊥
, s⊥) = Q(v, [l1, s
⊥]) = 0,
hence [v, l1] = 0, i.e., v ∈ g
′ ⊂ s. This implies that v = 0, i.e. [l1, s
⊥] = s⊥, which shows our
assertion.
Let us now investigate the structure of the Lie algebra g = s ⊕ s⊥ in some more detail. We
fix once and for all a generic element v0 ∈ F , meaning that [x,F ] = 0 iff [x, v0] = 0. Thus, the
skew-symmetric map adv0 |s⊥ : s
⊥ → s⊥ is invertible, hence there is a unique orthogonal complex
structure J : s⊥ → s⊥ and a positive definite symmetric map P0 : s
⊥ → s⊥ such that
adv0 |s⊥ = JP0 : s
⊥ −→ s⊥. (10)
Lemma 4.7 Let V1 := prs⊥(h) and V2 := prs⊥(k). Then the following hold:
1. Q(H, [Vi, Vi]) = 0 for i = 1, 2, and hence [H, Vi] ⊂ V
⊥
i ∩ s
⊥.
2. s⊥ = V1 ⊕ V2 and dimV1 = dimV2 =
1
2 dim s
⊥.
3. As a vector space, k = (k ∩ s)⊕ V2.
4. P0V2 = V2 and V2 ⊂ s
⊥ is totally real w.r.t. J , i.e. JV2 = V
⊥
2 ∩ s
⊥.
5. [h ∩ s, V1] ⊂ V1.
Proof. Let x1, x2 ∈ V1. Then there exist k1, k2 ∈ s ∩ k such that xi + ki ∈ h. Thus, for v ∈ H it
follows
0 = Q(v, [x1 + k1, x2 + k2]︸ ︷︷ ︸
∈h
) = Q(v, [x1, x2]) +Q(v, [x1, k2]︸ ︷︷ ︸
∈s⊥
+ [k1, x2]︸ ︷︷ ︸
∈s⊥
+ [k1, k2]︸ ︷︷ ︸
∈s∩k
)
= Q(v, [x1, x2]),
which shows the first claim for V1, and an analogous proof works for V2.
If v0 ∈ F is generic, then the form ω ∈ Λ
2(s⊥)∗ defined by ω(x, y) := Q(v0, [x, y]) = Q([v0, x], y)
is non-degenerate; indeed, if 0 = ω(x, s⊥) = Q([v0, x], s
⊥) then [v0, x] = 0 which implies that x = 0
as v0 is generic.
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Thus, by the first step, Vi ⊂ s
⊥ is isotropic w.r.t. ω, hence dimVi ≤
1
2 dim s
⊥. Moreover, if
x ∈ s⊥ ∩ V ⊥1 ∩ V
⊥
2 , then x ∈ h
⊥ ∩ k⊥ = H ⊂ s, so that x = 0. This shows that V1 + V2 = s
⊥ and
hence the second claim follows.
For the third assertion, suppose there is an x ∈ V2 and s1, s2 ∈ s such that x+s1 ∈ k, x+s2 ∈ k
⊥.
Then, since v0 ∈ F ⊂ k
⊥ and G/K is symmetric, it follows that [v0, x] = [v0, x + si] ∈ k
⊥ ∩ k = 0,
hence x = 0. From this, it follows that k = (k ∩ s)⊕ V2.
Therefore, [v0, [v0, V2]] ⊂ [k
⊥, [k⊥, k]]∩s⊥ ⊂ k∩s⊥ = V2, and by (10) this implies that P
2
0 V2 ⊂ V2.
But P0 is symmetric and invertible, hence P0V2 = V2. Thus, JV2 = JP0V2 = [v0, V2] ⊂ [k
⊥, k]∩s⊥ ⊂
k⊥ ∩ s⊥ = V ⊥2 ∩ s
⊥ which shows the fourth part.
For the last assertion, let h ∈ h ∩ s and x ∈ V1. Then there is an s ∈ s such that x+ s ∈ h and
hence h ∋ [h, x+ s] = [h, x] + [h, s]. But [h, s] ⊂ s, whereas [h, x] ∈ s⊥, i.e., [h, x] ∈ prs⊥(h) = V1.
By virtue of this lemma, we may regard s⊥ ∼= V2⊗C. We denote the eigenspace decomposition
of s⊥ w.r.t. P0 by
s⊥ =W1 ⊕ . . . ⊕Wn, (11)
with eigenvalues 0 < λ1 < . . . < λn. Since v0 ∈ z(s) ∩ k
⊥, it follows that Wk is a complex subspace
which is invariant both under τ and ads. Moreover, since s
⊥ = V1 ⊕ V2, we have
V1 = {Jx+ P
−1
0 φx | x ∈ V2} (12)
for some linear map φ : V2 → V2. By abuse of notation we denote the complex linear extension of
φ also by φ : s⊥ → s⊥. Evidently, the latter map is τ -invariant.
Lemma 4.8 The map φ : V2 → V2 from (12) is symmetric, and φ and P0 have no common
eigenvectors.
Proof. By Lemma 4.7.1, Q([v0, V1], V1) = 0 and thus by (12), we have for x, y,∈ V2
0 = Q(adv0(Jx+ P
−1
0 φx), Jy + P
−1
0 φy)
= Q(JP0(Jx+ P
−1
0 φx), Jy + P
−1
0 φy)
= Q(−P0x+ Jφx, Jy + P
−1
0 φy)
= −Q(P0x, P
−1
0 φy) +Q(φx, y)
= −Q(x, φy) +Q(φx, y).
For the second part, suppose that 0 6= x ∈ V2 is such that P0x = λx and φx = µx. Then
V1 ∋ Jx+ P
−1
0 φx = (i+ µ/λ)x, using the identification s
⊥ ∼= V2 ⊗ C, and there is a k ∈ k ∩ s such
that (i+ µ/λ)x+ k ∈ h.
Therefore, Adexp tv0h ∋ e
itλ(i + µ/λ)x + k. But for a suitable t0 ∈ R, we can achieve that
eit0λ(i + µ/λ) ∈ R, i.e., eit0λ(i + µ/λ)x ∈ V2 and hence 0 6= e
it0λ(i + µ/λ)x + k ∈ Adexp t0v0h ∩ k
which contradicts the biquotient property.
Let v ∈ k⊥ ∩ s. Then [v, V2] ⊂ [s, s
⊥] ∩ [k⊥, k] ⊂ s⊥ ∩ k⊥ = JV2, where the last equation follows
from Lemma 4.7.4. Therefore, there is a symmetric map Av : V2 → V2 such that [Av, P0] = 0 and
adv|s⊥ = JAv.
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Lemma 4.9 Let v ∈ k⊥ ∩ s and let Av : V2 → V2 be the symmetric linear map such that adv |s⊥ =
JAv.
1. If v ∈ H then [P−10 Av, φ] = 0.
2. If v ∈ V and x ∈ s⊥ is a common eigenvector of P−10 Av and φ, then Avx = 0.
Proof. Let v ∈ H and x, y ∈ V2, so that Jx+ P
−1
0 φx, Jy +P
−1
0 φy ∈ V1 by (12). By Lemma 4.7.1,
0 = Q([v, Jx + P−10 φx], Jy + P
−1
0 φy)
= Q(JAv(Jx+ P
−1
0 φx), Jy + P
−1
0 φy)
= Q(−Avx+ JAvP
−1
0 φx, Jy + P
−1
0 φy)
= −Q(Avx, P
−1
0 φy) +Q(AvP
−1
0 φx, y)
= −Q(φP−10 Avx, y) +Q(P
−1
0 Avφx, y) since φ and P0 are symmetric and [Av , P0] = 0
= Q([P−10 Av, φ]x, y),
which shows the first part. For the second, let v ∈ V∩k⊥∩s and 0 6= x ∈ V2 such that P
−1
0 Avx = µx
and φx = νx. Let k ∈ k ∩ s be such that v + k ∈ h. Thus, Jx + νP−10 x ∈ V1 by (12), and by
Lemma 4.7.5, (adv + adk)(V1) ⊂ V1, so that
V1 ∋ (adv + adk)(Jx+ νP
−1
0 x)
= −Avx+ νJP
−1
0 Avx+ Jadkx+ νP
−1
0 adkx
= −µP0x+ νµJx+ Jadkx+ νP
−1
0 adkx
= J(adkx+ νµx) + P
−1
0 (−µP
2
0 x+ ν adkx).
Therefore, by (12), −µP 20 x+ ν adkx = φ(adkx+ νµx) or
ν adkx− φ adkx = µ(P
2
0 x+ νφx) = µ(P
2
0 + ν
2)x. (13)
Since φ is symmetric and adk is skew-symmetric, we have
Q(ν adkx− φadkx, x) = ν Q(adkx, x)︸ ︷︷ ︸
=0
−Q(adkx,
νx︷︸︸︷
φx )︸ ︷︷ ︸
=0
= 0,
and because of (13),
µ Q((P 20 + ν
2)x, x) = 0.
Since P0 and hence P
2
0 + ν
2 is positive definite, this implies that µ = 0, i.e., Avx = 0.
We call a subspace U ⊂ s⊥ (τ, φ, l)-invariant if it is invariant under τ , φ and adl. In particular,
U must be adv0 -invariant, so that each non-zero (τ, φ, l)-invariant subspace is complex and has the
form
U = U1 ⊕ . . .⊕ Ur,where 0 6= Uk ⊂Wik for some indices 1 ≤ i1 < . . . < ir ≤ n
with the subspaces Wi from (11). The indices (i1, . . . , ir) are called the weights of U .
Proposition 4.10 Suppose that H\G/K is a minimal biquotient with non-central flats. Let 0 6=
U ⊂ s⊥ be a (τ, φ, l)-invariant subspace. Then ls acts faithfully on U .
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Proof. Decompose ls = l1 ⊕ l2 where l2 := Ann(U) ∩ ls ⊳ ls. We also decompose
H = F ⊕ (H ∩ l1)⊕ (H ∩ l2)⊕ {v + α(v) | v ∈ ∆} (14)
for some linear isomorphism α : ∆→ ∆′ with ∆ ⊂ l1∩ (H∩ l1)
⊥ and ∆′ ⊂ l2∩ (H∩ l2)
⊥. Moreover,
since U and hence li are τ -invariant, we have ∆,∆
′ ⊂ k⊥.
Let v ∈ ∆. Then v1 := v + α(v) ∈ H, whereas v2 := v − (α
t)−1v ∈ V ∩ k⊥, and advi |s⊥ = JAi
for symmetric maps Ai : V2 → V2 for i = 1, 2. Since α(v), (α
t)−1(v) ∈ ∆′ ⊂ Ann(U), it follows that
(A2)|U = (A1)|U .
But now, Lemma 4.9.1 implies that [P−10 A1, φ] = 0, hence [P
−1
0 A2, φ]|U = 0 so that we can
find a basis of U consisting of common eigenvectors of φ and P−10 A2. Therefore, Lemma 4.9.2
implies that A2(U) = 0, so that adv(U) = adv2(U) = 0 which implies that v ∈ ∆ ∩ l2 = 0. Thus,
∆ = ∆′ = 0, i.e. (14) becomes
H = F ⊕ (H ∩ l1)⊕ (H ∩ l2).
On the other hand,
Q([l2, s
⊥], U) = Q(s⊥, [l2, U ]︸ ︷︷ ︸
=0
) = 0,
hence [l2, s
⊥] ⊂ U⊥ ( s⊥, so that Proposition 4.6 implies that l2 = 0 which shows the claim.
Now define the orthogonal projections πk : s
⊥ →Wk w.r.t. the splitting (11), and the maps
φij := πi ◦ φ ◦ πj.
Since φ is symmetric, it follows that (φij)
t = φji. Also, φ =
∑
i,j φij. For a tuple σ = (i1, . . . , in)
we define
φσ =: φi1i2 ◦ φi2i3 ◦ . . . ◦ φin−1in ,
and we say that σ is a tuple from i1 to in. If i1 = in then we call σ an (i1-based) loop. Note that
(φσ)
t = φσt , where σ
t := (in, . . . , i1).
Lemma 4.11 Let σ = (i1, . . . , in) be a tuple from i1 to in and let v ∈ H. Then
adv ◦ φσ =
λi1
λin
φσ ◦ adv
In particular, H and hence l commutes with φσ if σ is a loop.
Proof. Evidently, it suffices to show the lemma for tuples σ = (i, j). Let A = Av : V2 → V2
be the symmetric linear map such that adv = JA. By Lemma 4.9, [P
−1
0 A,φ] = 0. Now let
Ai := A ◦ πi = πi ◦ A. Then P
−1
0 A =
∑
i 1/λiAi, hence we have
0 = πi[P
−1
0 A,φ]πj
= P−10 Aiφπj − πiφP
−1
0 Aj
= 1/λi Aiφij − 1/λj φijAj
= 1/λi Aφij − 1/λj φijA,
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and from here the claim follows.
A (τ, φ, l)-invariant subspace U ⊂ V2 is called (τ, φ, l)-irreducible if it has no non-trivial (τ, φ, l)-
invariant subspace. If U ⊂ s⊥ is (τ, φ, l)-invariant, then so is s⊥ ∩ U⊥, hence s⊥ is the orthogonal
sum of (τ, φ, l)-irreducible subspaces.
Definition 4.12 Let I be the set of all non-zero τ -invariant ideals l′ ⊳ ls for which (l
′, τ) is an
irreducible symmetric pair. On I, define the partial ordering ≺ by
l1 ≺ l2 ⇐⇒


for all v ∈ H, we have prl1(v) 6= 0 iff prl2(v) 6= 0,
and in this case, ||prl1(v)||Bl1 < ||prl2(v)||Bl2 ,
where for a compact semi-simple Lie algebra l′, || · ||Bl′ denotes the norm w.r.t. the negative of the
Killing form.
Note that we have the decomposition ls :=
⊕
l′∈I l
′.
Proposition 4.13 Suppose that H\G/K is a minimal biquotient with non-central flats. Let 0 6=
U = U1 ⊕ . . . ⊕ Ur ⊂ s
⊥ be a (τ, φ, l)-irreducible subspace with weigths i1 < . . . < ir, and let
lmax, lmin ⊳ ls be maximal and minimal ideals w.r.t. the partial ordering ≺. Then
1. [lmin, U1] = U1, and [lmin, Uk] = 0 for all k > 1,
2. [lmax, Ur] = Ur, and [lmax, Uk] = 0 for all k < r.
Proof. Suppose there is a subspace 0 6= U ′1 ⊂ U1 which is invariant under τ , l and under φσ for
all loops σ. Let U ′k := span{φσ(U
′
1) | σ a tuple from i1 to ik} ⊂ Uk. Then U
′
k is τ -invariant, and
φij(U
′
j) ⊂ U
′
i by the definition of φσ. Also, since for all v ∈ H, φσadv and advφσ are multiples
of each other by Lemma 4.11, U ′k is also l-invariant, so that
⊕
k U
′
k ⊂ U is (τ, φ, l)-invariant. But
since we assume that U is (τ, φ, l)-irreducible, this means that this direct sum is all of U and hence
Uk = U
′
k for all k.
Decompose U1 :=
∑
α U
α
1 ⊗ R
nα into τ - and l-invariant subspaces, such that Uα1 and U
β
1 are
inequivalent τ -equivariant irreducible representations of l for α 6= β. Since τ and l commute with
φσ for all loops σ, it follows that the summands U
α
1 ⊗R
nα are invariant under τ , l and these φσ, so
that the preceding paragraph implies that U1 contains only one such summand. Arguing likewise
for all Uk, we conclude Uk = U˜k ⊗ R
nk for some irreducible τ -equivariant representation U˜k of l.
For each k, pick a tuple σk from i1 to ik such that φσk(U1) 6= 0. Then there is an e1 ∈ R
n1
such that (φσk)|U˜1⊗e1 6= 0 for all k. Note that ker(φσk) = ker
(
(φσk)
tφσk
)
= kerφσk∗σtk
, and since
σk ∗ σ
t
k is a loop, it follows that ker(φσk) ( U˜1 ⊗ e1 is a τ - and l-invariant proper subspace which
must vanish. That is, φσk |U˜1⊗e1 is injective.
By Lemma 4.11, adv ◦ φσk and φσk ◦ adv are multiples of each other for all v ∈ H, hence
φσk(U˜1 ⊗ e1) ⊂ Uk is τ - and l-invariant and irreducible, that is, φσk(U˜1 ⊗ e1) = U˜k ⊗ ek ⊂ Uk
for some 0 6= ek ∈ R
nk . Note that ek is well-defined only up to scalar multiples. However, once
we fixed these elements ek, we may identify U˜k ∼= U˜k ⊗ ek for k = 1, . . . , r and hence the adjoint
representation of ls on U gives rise to a homomorphism
adl : ls −→
r⊕
k=1
End(U˜k), (15)
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and we may regard φσk as an isomorphim φσk : U˜1 → U˜k.
We decompose the projection of adl(ls) to End(U˜1) into irreducible τ -invariant ideals u
1
1⊕ . . .⊕
um1 , and define u
ν
k := Adφσk (u
ν
1) ⊂ End(U˜k) for k = 1, . . . , r and ν = 1, . . . ,m. Once again by
Lemma 4.11,
Ad−1φσk
(
(adv)|U˜k
)
= (φ−1σk ◦ adv ◦ φσk)|U˜1 =
λi1
λik
(adv)|U˜1 , (16)
so that the projection of adl(ls) to End(U˜k) equals u
1
k ⊕ . . . ⊕ u
m
k . Therefore, we can refine the
faithful representation (15) to
adl : ls −→
r⊕
k=1
m⊕
ν=1
uνk,
where the projection to each summand is surjective. Since ls acts faithfully on U by Proposi-
tion 4.10, it follows that ad−1l (u
ν
k) ⊳ ls is an ideal which is τ -equivariantly isomorphic to u
ν
k and
hence irreducible, i.e., ad−1l (u
ν
k) ∈ I with the set I from Definition 4.12. Thus, we get a map
I0 : {1, . . . , r} × {1, . . . ,m} −→ I, I0(k, ν) := ad
−1
l (u
ν
k) ∈ I.
Let v ∈ H, and denote by uνk ∈ u
ν
k ⊂ End(U˜k) the projection of (adv)|U˜k . Then (16) implies
that
Ad−1φσk
(uνk) =
λi1
λik
uν1 . (17)
The Killing form is preserved under Lie algebra isomorphisms, and since both adl : I0(k, ν) → u
ν
k
and Ad−1φσk
: uνk → u
ν
1 are isomorphisms, we have
||prI0(k,ν)(v)||BI0(k,ν) = ||u
ν
k||Buν
k
= ||Ad−1φσk
(uνk)||Buν
1
=
λi1
λik
||uν1 ||Buν
1
,
where we used (17) in the last equation. From this, we deduce immediately that
||prI0(k,ν)(v)||BI0(k,ν) =
λik′
λik
||prI0(k′,ν)(v)||BI0(k′,ν)
,
and since for k < k′ we have λik < λik′ , it follows that
I0(k, ν) ≺ I0(k
′, ν) for all k < k′ and all ν.
Thus, if lmin ∈ I is minimal w.r.t. ≺, then pruν
k
(adl(lmin)) = 0 for all k > 1, that is, [lmin, U˜k] = 0
and therefore [lmin, Uk] = 0 for all k > 1. Since lmin ⊳ ls is a τ -invariant ideal, it follows that
[lmin, U˜1] ⊂ U˜1 is τ - and l-invariant, hence by irreducibility is either zero or all of U˜1. In the first
case, however, we would have adlmin |s⊥ = 0, contradicting the faithfulness of the action of ls, hence
[lmin, U˜1] = U˜1 and therefore [lmin, U1] = U1 as claimed.
The corresponding statements about lmax follow analogously.
Proposition 4.13 is the last step which is needed to show the
Theorem 4.14 There are no normal biquotients with non-central flats.
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Proof. Suppose biquotients with non-central flats exist. Then there exists also a minimal biquo-
tient with non-central flats H\G/K. Let lmax, lmin ⊳ ls ⊂ s and 0 6= U = U1 ⊕ . . . Ur ⊂ s
⊥ be as
in Proposition 4.13. If r = 1, then any eigenvector of φ|U would also be an eigenvector of P0 as
U ⊂Wi1 . But this is impossible by Lemma 4.8.
Thus, r > 1 and hence [lmax, [lmin, U ]] = 0 by Proposition 4.13. Since s
⊥ is the direct sum of
(τ, φ, l)-irreducible subspaces, it follows that
[lmax, [lmin, s
⊥]] = 0.
Also, W1 =
⊕
{U1 | 0 6= U1 ⊕ . . . ⊕ Ur is (τ, φ, l)-irreducible with 1 as a weight}. Again by
Proposition 4.13, this implies that
[lmin,W1] =W1.
By Proposition 4.3, G/K is a compact irreducible symmetric space, and if we apply Lemma 4.5
with l1 := lmin, l2 := lmax and W :=W1, then we conclude lmax = 0 which is a contradiction.
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