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Error Analysis of the Stochastic Linear Feedback Particle Filter
Amirhossein Taghvaei, Prashant G. Mehta
Abstract—This paper is concerned with the convergence and
long-term stability analysis of the feedback particle filter (FPF)
algorithm. The FPF is an interacting system of N particles
where the interaction is designed such that the empirical distri-
bution of the particles approximates the posterior distribution.
It is known that in the mean-field limit (N =∞), the distribution
of the particles is equal to the posterior distribution. However
little is known about the convergence to the mean-field limit.
In this paper, we consider the FPF algorithm for the linear
Gaussian setting. In this setting, the algorithm is similar to
the ensemble Kalman-Bucy filter algorithm. Although these
algorithms have been numerically evaluated and widely used in
applications, their convergence and long-term stability analysis
remains an active area of research. In this paper, we show that,
(i) the mean-field limit is well-defined with a unique strong
solution; (ii) the mean-field process is stable with respect to the
initial condition; (iii) we provide conditions such that the finite-
N system is long term stable and we obtain some mean-squared
error estimates that are uniform in time.
I. INTRODUCTION
Feedback particle filter (FPF) is a numerical algorithm
to approximate the solution of the nonlinear filtering prob-
lem [29], [28]. The algorithm is comprised of a system of
N interacting particles. The interaction is designed such that
the empirical distribution of the particles approximates the
posterior distribution. The FPF algorithm is an alternative to
the sequential importance sampling and resampling particle
filters [8]. The salient feature of the FPF, compared to the
conventional particle filters, is that it replaces the importance
sampling and resampling step with a feedback control law.
Because of this difference, in numerical evaluations, FPF
does not suffer from issues such as particle degeneracy that
is commonly observed in the conventional particle filters [8].
Also in various numerical evaluations and comparisons, it has
been observed that FPF exhibit smaller simulation variance
and better scaling properties with the problem dimension
compared to particle filters [2], [20], [21].
In the mean-field (N = ∞) limit, the FPF is known to
be exact, i.e, the conditional probability distribution of the
particles is equal to the posterior distribution. However, little
is known about the convergence of the finite-N system to the
mean-field limit and its long-term stability. The objective of
this paper is to address some of these questions in the linear
Gaussian setting.
In the linear Gaussian setting, the FPF algorithm is similar
to the ensemble Kalman filter algorithm [28, Sec. 4.3].
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Ensemble Kalman filter (EnKF) was first introduced in [9],
in discrete time setting, as an alternative to the extended
Kalman filter (EKF) for applications in geophysical sciences.
In these applications, the state dimension is typically very
high. The main advantage of the EnKF, compared to the EKF,
is that the computational cost of the EnKF scales linearly
with the state dimension whereas the computational cost of
the EKF scales as the dimension squared.
Since its introduction, the EnKF has evolved into different
formulations. The most two well-known formulations are (i)
EnKF based on perturbed observation [10] and (ii) the square
root EnKF [27]. For a review of the different discrete time
formulations of the EnKF see [19, Ch. 6-7] [14, Ch. 4].
The two aforementioned discrete time formulations of the
EnKF algorithm have been extended to the continuous time
setting [1]. The continuous time formulation of the EnKF
is usually referred to as the ensemble Kalman-Bucy filter
(EnKBF). For a recent review of the EnKBF algorithm
and its connection to the FPF algorithm see [23]. The
EnKBF algorithm and the linear FPF have the following three
established formulations:
(i) EnKBF with perturbed observation [1] [7];
(ii) Stochastic linear FPF [28, Eq. (26)] which is same
as the square root EnKBF [1];
(iii) Deterministic linear FPF [24, Eq. (15)] [5];
In our previous conference publication [25], we presented
the analysis of the deterministic linear FPF. The objective of
this paper is to extend the analysis to the stochastic linear
FPF. The contributions of the paper are as follows:
(i) we show that the mean-field limit is well defined, and
a unique solution exists (Prop. 2);
(ii) we show the long-term stability of the mean-field
system with respect to initial distribution (Prop. 3);
(iii) we provide estimates for the mean-square error for
any finite N that are uniform in time (Prop. 4 and
Prop. 5).
Literature review on error analysis of EnKF: Theoretical
error and convergence analysis of the EnKF algorithm is
an active area of research. In the discrete time setting, it
is shown that the ensemble distribution converges to the
mean-field limit with the convergence rate O( 1√
N
) for any
finite time [15] [16]. The asymptotic (in time) stability
analysis is more difficult. It is shown that if the system
dynamics is stable and admits a Lyapunov function, and the
observation model satisfies the "observable energy criterion"
(which holds under full state observation), then the system is
ergodic and it is stable with respect to initial conditions [26].
The well-posedness of the EnKF and its accuracy using the
variance inflation technique is studied in [12]. Related finite-
time results on the convergence of the discrete-time square
root EnKF appear in [13]. The analysis in [13] is simpler
as the model is deterministic and the update formula exactly
equals the Kalman filter update formula.
The analysis for EnKBF and linear FPF is more recent. For
EnKBF with perturbed observation, under certain assump-
tions (stable and fully observable), it has been shown that
the empirical distribution of the ensemble converges to the
mean-field distribution uniformly for all time with the rate
O( 1√
N
) [7]. This result has been extended to the nonlinear
setting for the case with Langevin type dynamics with a
strongly convex potential and full linear observation [6].
Analysis of the deterministic linear FPF is easier because
the update formuala is identical to the Kalman filter update
formula. For the linear Gaussian setting, it is shown that (i)
the empirical distribution converges to the mean-field limit
for any finite time; (ii) and even for a finite number of
particles, the long term error converges to zero [25]. The
convergence and long term stability results are shown for
the nonlinear setting as well, where it is assumed that drift
function is Lipschitz and the system is fully observed with
small measurement noise [5].
Notation: For a vector m, ∣m∣ denotes the Euclidean norm.
For a square matrix Σ, ∥Σ∥F denotes the Frobenius norm,
∥Σ∥2 is the spectral norm, Σ⊺ is the matrix-transpose, tr(Σ) is
the matrix-trace, and cond(Σ) = ∥Σ∥2∥Σ−1∥2 is the condition
number. The space of symmetric positive definite matrices
is denoted by Sd++. N(m,Σ) denotes a Gaussian probability
distribution with mean m and covariance Σ ∈ Sd++. The L2-
Wasserstein distance between two probability measures µ ,ν
is denoted by W2(µ ,ν). For a positive integer n, double
factorial n!! =∏
⌊ n
2
⌋−1
k=0 (n−2k).
There are three types of stochastic process considered in
this paper: (i) Xt denotes the state of the (hidden) signal
at time t; (ii) X it denotes the state of the i
th particle in a
population of N particles; and (iii) X¯t denotes the state of
the McKean-Vlasov model obtained in the mean-field limit
(N =∞). The mean and the covariance for these are denoted
as follows: (i) (mt ,Σt ) is the conditional mean and the condi-
tional covariance pair for Xt ; (ii) (m
(N)
t ,Σ
(N)
t ) is the empirical
mean and the empirical covariance for the ensemble {X it }Ni=1;
and (iii) (m¯t , Σ¯t ) is the conditional mean and the conditional
covariance for X¯t . The notation is tabulated in Table I.
II. PROBLEM FORMULATION
Linear Gaussian filtering problem: Consider the linear
Gaussian filtering problem:
dXt = AXt dt+σB dBt (1a)
dZt =HXt dt+ dWt (1b)
where Xt ∈Rd is the (hidden) state at time t, Zt ∈Rm is the
observation; A, H, σB are matrices of appropriate dimension;
and {Bt}, {Wt} are mutually independent Wiener processes
Variable Notation Equation
State of the hidden process Xt Eq. (1a)
State of the mean-field process X¯t Eq. (3)
State of the ith particle in finite-N sys. X it Eq. (5)
i.i.d copies of the mean-field process X¯ it Eq. (18)
Kalman filter mean and covariance mt ,Σt Eq. (2a)-(2b)
Mean-field mean and covariance m¯t , Σ¯t Eq. (4)
Empirical mean and covariance m
(N)
t ,Σ
(N)
t Eq. (6)
Error process for mean-field system ξ¯t Eq. (12c)
Error process for finite-N system ξ it Eq. (15c)
Error processes driven by
√
Ricc(Qt) ξ¯ (Q)t Eq. (13)
i.i.d error processes for X¯ it ξ¯
i
t Eq. (19)
Process noise for hidden process Bt Eq. (1a)
Process noise for mean-field process B¯t Eq. (3)
Process noise for finite-N system Bit Eq. (5)
Process noise for the mean B
(N)
t Eq. (15a)
Process noise for the covariance Mt Eq. (15b)
TABLE I
NOMENCLATURE
taking values in RdB and Rm, respectively. Without loss of
generality, the covariance matrices associated with {Bt} and
{Wt} are identity matrices. The initial condition X0 is drawn
from a Gaussian distributionN(m0,Σ0), independent of {Bt}
and {Wt}. The filtering problem is to compute the posterior
distribution P(Xt ∣Zt) where Zt ∶=σ(Zs;s ∈ [0,t]) denotes the
time-history of observations up to time t (filtration).
Kalman-Bucy filter: For the linear Gaussian problem (1a)-
(1b), the posterior distribution P(Xt ∣Zt) is Gaussian
N (mt ,Σt), whose mean and covariance are given by the
Kalman-Bucy filter [11]:
dmt = Amt dt +Kt(dZt −Cmt dt) (2a)
dΣt
dt
= AΣt +ΣtA⊺+σBσ⊺B −ΣtC
⊺CΣt (2b)
where Kt ∶= ΣtC⊺ is the Kalman gain, and the filter is
initialized with the prior N (m0,Σ0).
FPF algorithm: The main steps of the FPF algorithm are
to: (i) construct a stochastic process, denoted by X¯t , whose
posterior distribution (given Zt ) is equal to the posterior
distribution of Xt ; (ii) and then simulate N stochastic process,
denoted by {X it }Ni=1, to empirically approximate the distribu-
tion of X¯t .
E[ f (Xt)∣Zt] step (i)= E[ f (X¯t)∣Zt ] step (ii)≈ 1
N
N
∑
i=1
f (X it )
The process X¯t is referred to as mean-field process and the
N processes {X it }Ni=1 are referred to as particles.
Mean-field process: The evolution of X¯t is given by the sde:
dX¯t = AX¯t dt +σB dB¯t + K¯t(dZt − HX¯t +Hm¯t
2
dt) (3)
where B¯t is an independent copy of the process noise Bt ,
K¯t ∶= Σ¯tH⊺ is the Kalman gain, the mean-field terms
m¯t ∶= E[X¯t ∣Zt], Σ¯t ∶= var(Xt ∣Zt) (4)
and the initial condition X¯0 ∼N (m0,Σ0).
Finite-N system: The evolution of the particles {X it }Ni=1 is
given by the sde:
dX it = AX
i
t dt +σB dB
i
t +K
(N)
t (dZt − HX it +Hm
(N)
t
2
dt) (5)
for i = 1, . . . ,N where {Bit}Ni=1 are independent copies of the
process noise Bt ; K
(N) = Σ(N)t H⊺ is the Kalman gain, X i0
i.i.d∼
N (m0,Σ0); and
m
(N)
t ∶=
1
N
N
∑
i=1
X it , Σ
(N)
t ∶=
1
N −1
N
∑
i=1
(X it −m(N)t )(X it −m(N)t )⊺
(6)
The sde (3) represents the mean-field limit of the inter-
acting particle system (5). These models are referred to as
McKean-Vlasov SDEs [17] and their analysis is referred to
as propagation of chaos [22].
Paper outline: The objective of this paper is to present the
propagation of chaos analysis for the linear FPF model (3)-
(5). After presenting necessary background about stability
of the Kalman-Bucy filter in Sec. III, we present analysis of
the mean-field model in Sec. IV and the convergence of the
finite-N system in Sec. V.
Throughout the paper, we make the following assumption:
Assumption A1: The pair (A,H) is detectable and (A,σB)
is stabilizable.
Assumption A2: The covariance matrix ΣB ∶= σBσ⊺B ≻ 0.
III. STABILITY OF THE KALMAN FILTER
A. Ricatti flow
For the linear Gaussian filtering problem (1a)-(1b)
Ricc(Q) ∶= AQ+QA⊺+ΣB−QH⊺HQ
for Q ∈ Sd++. Define the algebraic Riccati equation (ARE) and
the differential Riccati equation (DRE) as follows:
(DRE) ∶
dΣt
dt
=Ricc(Σt) (7a)
(ARE) ∶ Ricc(Σ) = 0 (7b)
Let Φt,s be the state transition matrix for the linear time-
varying flow
d
dt
Φt,s = (A−ΣtH⊺H)Φt,s, Φs,s = I (8)
where Σt is the solution to the DRE (7a) with initial condition
Σ0 at t = 0.
Lemma 1: Consider the ARE (7b), DRE (7a), and the
flow (8). Then
(i) [4, Sec. 23 Thm. 1] There exists a unique positive
definite solution Σ∞ to the ARE (7b).
(ii) The explicit solution to the DRE (7a) is given by:
Σt = Σ∞+eF∞tD−1t e
F
⊺∞t (9)
where F∞ ∶= A − Σ∞H⊺H, and Dt ∶= (Σ0 − Σ∞)−1 +
∫
t
0 e
F
⊺∞sH⊺HeF∞sds.
(iii) [4, Sec. 23, Thm. 3] The eigenvalues of F∞ have
strictly negative real part, i.e,
λ0 ∶=min{−real(λ) ∶ λ is an eigenvalue of F∞} > 0
(iv) [18, Eq. (16)] For all λ < λ0, there exists constant
κ > 0 and a time t0 > 0 such that
∥Φt,s∥2 ≤ κe−λ(t−s), ∀t ≥ s ≥ t0
It follows from Lemma 1 that the Kalman filter is stable in
the following sense: Let (mt ,Σt) and (m˜t , Σ˜t) be solutions to
the Kalman filter equations (2a)-(2b) starting from different
initial conditions (m0,Σ0) and (m˜0, Σ˜0) respectively. Then
for all λ < λ0, there are constants M1,M2 > 0 such that [18]:
∥Σ˜t −Σ∞∥2 ≤M1e−2λ t
E[∣m˜t −mt ∣2] ≤M2e−2λ t ,
Explicit estimates of the constants M1,M2 appear in a recent
paper [3].
B. Square root Riccati flow
For the linear Gaussian filtering problem (1a)-(1b) define√
Ricc(Q) ∶= A− 1
2
QH⊺H
for Q ∈ Sd++. Also for Q ∈ C([0,∞),Sd++), let Ψ(Q)t,s be the
state transition matrix for
d
dt
Ψ
(Q)
t,s =
√
Ricc(Qt)Ψ(Q)t,s , Ψ(Q)s,s = I (10)
The following Lemma is analogue of Lemma 1 for the
square root Riccati flow (10). It is used to prove the stability
of linear FPF (3) in Prop. 3. The proof of Lemma 2 appears
in Appendix VI-A.
Lemma 2: Consider the linear flow (10) with Qt = Σt
where Σt solves the DRE (7a). The state transition matrix
Ψ
(Σ)
t,s satisfies the bound
∥Ψ(Σ)t,s ∥2 ≤αe−β(t−s), ∀t ≥ s > 0 (11)
where β = λmin(ΣB)
2λmax(Σ∞) and α = e
√
cond(Σ∞)M1∥H⊺H∥
2β
√
cond(Σ∞).
IV. ANALYSIS OF THE MEAN-FIELD SYSTEM
A. Exactness
Consider the mean-field sde (3) for the FPF. Define the
error process ξ¯t ∶= X¯t − m¯t . The evolution of the conditional
mean m¯t , the conditional covariance Σ¯t , and the the error
process ξ¯t are given by the respective sdes:
dm¯t = Am¯t dt+ Σ¯tH⊺(dZt −Hm¯t dt) (12a)
d
dt
Σ¯t =Ricc(Σ¯t) (12b)
dξ¯t =
√
Ricc(Σ¯t)ξ¯t dt+σB dB¯t (12c)
Note that the sdes for the mean and covariance (12a)-(12b)
are identical to the Kalman filter equations (2a)-(2b), and
this property holds even for non-Gaussian initial distribution
for X¯0.
Proposition 1: (Exactness [24, Thm. 1]) Consider the
linear Gaussian filtering problem (1a)-(1b), the Kalman-Bucy
filter (2a)-(2b), and the McKean-Vlasov sde (3) with initial
distribution X¯0 ∼ p¯i0.
(i) If m¯0 =m0 and Σ¯0 = Σ0 then
m¯t =mt , Σ¯t = Σt , ∀t > 0
(ii) If the initial distribution p¯i0 is Gaussian N (m0,Σ0)
then
P(X¯t ∣Zt) is Gaussian N (mt ,Σt)
Remark 1: According to the Prop. 1 the sde (3) is exact
for the case of Gaussian prior, i.e the conditional distribution
of X¯t is equal to the conditional distribution of hidden state
Xt . The sde (3) is not the only sde that satisfies the exactness
property. In fact any sde of the following form is exact:
dX¯t =AX¯t dt+γ1σB dB¯t +
1−γ21
2
Σ¯−1t (X¯t − m¯t)dt
+ K¯t(dZt − (1−γ22 )m¯t +(1+γ22)X¯t
2
dt+γ2 dW¯t)
where W¯t is an independent copy of the observation noise,
and γ1,γ2 are constants. The following three choices for γ1,γ2
lead to the three established forms of the linear FPF and
EnKBF:
(i) γ1 = 1 and γ2 = 1: EnKF with perturbed observa-
tion [1] [7];
(ii) γ1 = 1 and γ2 = 0: Stochastic linear FPF [28, Eq. (26)]
or square root EnKBF [1]
(iii) γ1 = 0 and γ2 = 0: Deterministic linear FPF [24, Eq.
(15)].
B. Existence and uniqueness
To prove the existence of a unique solution X¯t to the mean-
field model (3), we use the decomposition X¯t = m¯t + ξ¯t and we
only consider the sde (12c) for the error process. Given the
solution ξ¯t , the existence of the solution m¯t of the sde (12a)
is straightforward because it is a linear sde.
The proof for the existence relies on a fixed-point iteration
and contraction argument. In order to state the result, the
following definitions are necessary: Let T > 0 be the terminal
time. For two random processes X ,Y on C([0,T ],Rd) define
the metric
L2,t(X ,Y) ∶= (E[ sup
s∈[0,t]
∣Xs−Ys∣2]) 12
And let X be the space of random processes X in
C([0,T ],Rd) such that L2,T (X ,0) < ∞. For two positive
definite symmetric valued functions Q,U ∈ C([0,T ],Sd++)
define the metric
l2,t(Q,U) ∶= sup
s∈[0,t]
∥Qs−Us∥2
and let S ∶= {Q ∈C([0,T ],Sd++); l2,t(Q,0) <∞} .
For a given Q ∈ S define the linear sde
dξ¯
(Q)
t =
√
Ricc(Qt)ξ¯ (Q)t dt +σB dB¯t , (13)
with ξ¯
(Q)
0
∼N (0,Σ0). Define the map F ∶S →S according to
F(Q)t ∶= E[ξ¯ (Q)t (ξ¯ (Q))⊺] for t ∈ [0,T ]. Note that sde (12c)
is of the form (13) with Qt = Σ¯t and Σ¯t is a fixed point of
the map F . The proof of the following Proposition appears
in Appendix VI-B.
Proposition 2 (Existence of the mean-field process):
Consider the Mckean-Vlasov sde (12c) and the sde (13) for
a fixed terminal time T > 0.
(i) The sde (13) has a unique strong solution in X . The
map F is well-defined and satisfies the bound
l2,t(F(Q)t ,0) ≤ e2κt∥Σ0∥2+ e2κt −1
2κ
∥ΣB∥2
where κ = ∥A∥2+ l2,t(Q,0)∥H⊺H∥22 .
(ii) For Q,U ∈ S and t < T :
l2,t(F(Q),F(U)) ≤C2∫ t
0
l2,s(Q,U)ds (14a)
L2,t(ξ¯ (Q), ξ¯ (U)) ≤C1∫ t
0
l2,s(Q,U)ds (14b)
where C1 = e2κt∥H⊺H∥l2,t(F(Q),0) and C2 =
∥H⊺H∥2
2
eκt l2,t(F(Q),0).
(iii) The Mckean-Vlasov sde (12c) has a unique strong
solution in X .
Remark 2: The interaction terms in the stochastic linear
FPF only effect the drift function, whereas the interaction
in the EnKBF with perturbed observation and deterministic
linear FPF also effect the process noise. This difference
makes the analysis of the stochastic linear FPF simpler.
C. Stability
To prove the stability of the mean-field process X¯t , con-
sider the decomposition X¯t = m¯t + ξ¯t . The conditional mean
m¯t evolves according to (12a) whose stability follows from
Lemma 1. The error process ξ¯t evolves according to (12c)
whose stability follows form Lemma 2. Therefore one may
conclude that the mean-field process X¯t = m¯t+ξ¯t is stable. The
precise statement of the result is the following Proposition.
The proof appears in Appendix VI-C.
Proposition 3: (Stability of the mean-field process) Let
X¯t denote the solution to the McKean-Vlasov sde (3) with
the correct initial distribution N (m0,Σ0), and let X˜t denote
the solution to the McKean-Vlasov sde (3) with the initial
distribution p˜i0 that has finite second moment. Let p¯it , p˜it
denote the conditional probability distribution of X¯t and X˜t
given Zt respectively. Then for all t > 0,
W2(p¯it , p˜it)≤ e−β t (αW2(pi0, p˜i0)+M2+αM1∥H⊺H∥2∫ t
0
√
tr(Σs)ds)
where M1,M2,α are constants defined in Sec. III and
Lemma 2.
Remark 3: (Comparison with EnKBF) The Prop. 3 is
analogue to the result [7, Theorem 3.4] for the stability of the
mean-field limit of the EnKBF with perturbed observation.
The dynamics of the EnKBF with perturbed observation
is governed by time-varying matrix A−ΣtH⊺H which has
stronger stability properties compared to A− 1
2
ΣtH
⊺H that
governs the dynamics of stochastic linear FPF.
V. ANALYSIS OF THE FINITE-N SYSTEM
Consider the finite-N system (5). Define the error pro-
cesses ξ it ∶= X it −m
(N)
t for i = 1, . . . ,N. The evolutions for the
empirical mean m
(N)
t , the empirical covariance Σ
(N)
t , and the
error ξ it are as follows
dm
(N)
t = Am
(N)
t dt+σB dB
(N)
t +K
(N)(dZt −Hm(N)t dt) (15a)
dΣ
(N)
t =Ricc(Σ(N)t )dt + dMt + dM⊺t (15b)
dξ it =
√
Ricc(Σ(N)t )ξ it dt +σB dBit −σB dB(N)t (15c)
where dB
(N)
t ∶=
1
N ∑Ni=1 dBit and M(N)t is a matrix valued
martingale given by dMt ∶= 1N−1∑Ni=1σB dBitξ it
⊺
.
The equations for the empirical mean (15a) and the
empirical covariance (15b) are similar to the Kalman filter
equations (2a)-(2b) except the additional stochastic terms
B
(N)
t and Mt that scale as O( 1√N ).
We restrict the analysis to the scalar case (d = 1). In
addition to Assumption A1 and A2, we make the following
assumption:
Assumption A3: The state Xt is asymptotically stable, i.e
µ(A) ∶=min{−real(λ); λ is eigenvalue of A} > 0.
A. Convergence of the empirical mean and covariance
The main result regarding the convergence of the empirical
mean and empirical covariance is the following Proposition.
The proof appears in the Appendix VI-D.
Proposition 4: Consider the mean-field system (3), and
the finite-N system (5) for the scalar case (d = 1).
(i) For any t > 0, and N > 4p:
E[∣Σ(N)t −Σt ∣2p] 1p ≤ C1
N
e−2β t +
C2
N
(16)
where C1 = 2α4Σ20[(2p − 1)!!]1/p, C2 = 4(2p −
1)α4Σ∞(Σ0+Σ∞) with α,β defined in Lemma 2,
(ii) For any t > 0 and as N→∞:
E[∣m(N)t −mt ∣2] ≤ Σ0
N
e−2µ(A)t + C3
N
(17)
where the constant C3 =
(C1+C2)H2+ΣB
2µ(A) .
Remark 4: The result regarding the convergence of the
empirical covariance (16) follows without Assumption A3.
Assumption A3 is required to prove the estimate (17).
B. Propagation of chaos analysis
The next objective to prove the convergence of the empir-
ical distribution of the particles {X it }Ni=1 to the distribution of
the mean-field process X¯t , i.e,
1
N
N
∑
i=1
f (X it )→ E[ f (X¯t)∣Zt]
for all bounded functions f ∶Rd →R.
To show the convergence, introduce N independent copies
of the mean-field process X¯t denoted by {X¯ it ; i = 1, . . . ,N}
such that
dX¯ it =AX¯
i
t dt+ dB
i
t +K¯t(dZt − HX¯ it +Hm¯t
2
dt), X¯ i0 =X i0 (18)
for i = 1, . . . ,N. Note that X¯ it and X it are coupled through the
same initial condition and the same process noise dBit . Also
define the error process ξ¯ it ∶= X¯ it − m¯t . The error processes ξ¯ it
evolve according to:
dξ¯ it =
√
Ricc(Σ¯t)ξ¯ it dt+σB dBit (19)
The result regarding the convergence of the empirical
distribution is the following Proposition. The proof appears
in Appendix VI-E.
Proposition 5: Consider the mean-field system (3), the
finite-N system (5), and the stochastic processes X¯ it defined
in (18) for the scalar case (d = 1).
(i) Particles: For any t > 0 and as N →∞:
E[∣X it − X¯ it ∣2] ≤ C4
N
(20)
for i = 1, . . . ,N where the constant C4 = 2C3 + 4Σ0 +√
3H
4(Σ0+Σ∞)(C1+C2)
µ(A)2 +
2ΣB
µ(A) .
(ii) For any Lipschitz function f
E
⎡⎢⎢⎢⎢⎣∣
1
N
N
∑
i=1
f (X it )−E[ f (X¯t)∣Zt]∣
2⎤⎥⎥⎥⎥⎦ ≤
(const)
N
(21)
Remark 5: Similar results for the vector case for the
EnKBF with perturbed observation is shown in [7]. The
Assumptions in [7] are (i) The matrix A is stable; (ii) The
matrix H⊺H = ρI (full rank observation matrix).
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VI. APPENDIX
A. Proof of Lemma 2
The proof is presented in two steps.
1) Consider the system
dyt
dt
= (√Ricc(Σ∞))⊺yt
with the Lyapunov function V(y) = y⊺Σ∞y. Observe
d
dt
y⊺t Σ∞yt = y
⊺
t (AΣ∞+Σ∞A⊺−Σ∞H⊺HΣ∞)yt
= −y⊺t ΣByt ≤ −
λmin(ΣB)
λmax(Σ∞)y⊺t Σ∞yt
where ARE (7b) is used. Dividing both sides by ytΣ∞yt
and integrating with time yields:
ytΣ∞yt ≤ e−2β ty0Σ∞y0
where β = λmin(ΣB)
2λmax(Σ∞) . Using the inequality
λmin(Σ∞)∣y∣2 ≤ y⊺Σ∞y ≤ λmax(Σ∞)∣y∣2 yields the
inequality
∣yt ∣2 ≤ e−2β tcond(Σ∞)∣y0∣2
Using ∣yt ∣ = ∣et√Ricc(Σ∞)⊺y0∣ concludes
∥e√Ricc(Σ∞)t∥2 ≤√cond(Σ∞)e−β t
2) Consider the system
dxt
dt
=
√
Ricc(Σt)xt
=
√
Ricc(Σ∞)xt + 1
2
(Σ∞−Σt)H⊺Hxt
The solution satisfies the identity
xt =e
√
Ricc(Σ∞)tx0
+
1
2
∫
t
0
e
√
Ricc(Σ∞)(t−s)(Σ∞−Σs)H⊺Hxsds
and hence the inequality
∣xt ∣ ≤ ∥et√Ricc(Σ∞)∥2∣x0∣
+
∥H⊺H∥
2
∫
t
0
∥e(t−s)√Ricc(Σ∞)∥2∥Σs −Σ∞∥2∣xs∣ds
Then use the inequality from step 1, ∥Σs − Σ∞∥ ≤
M1e
−β s from conclusion of Lemma 1 (because β < λ0)
to conclude
∣xt ∣ ≤e−β t√cond(Σ∞)∣x0∣
+
√
cond(Σ∞)M1∥H⊺H∥
2
∫
t
0
e−β t ∣xs∣ds
Applying Grönwall’s inequality to eβ t ∣xt ∣ yields:
∣xt ∣ ≤ e−β te√cond(Σ∞)M1∥H⊺H∥2 ∫ t0 e−βs ds√cond(Σ∞)∣x0∣
≤ e−β te
√
cond(Σ∞)M1∥H⊺H∥
2β
√
cond(Σ∞)∣x0∣
which proves the estimate (11) for s = 0. The result
is extended to any time s < t by following the same
argument with the initial time 0 replaced by s.
B. Proof of the Proposition 2
(i) A unique solution exists because the sde (13) is linear.
The bound follows from writing down the solution
explicitly,
ξ¯
(Q)
t =Ψ
(Q)
t ξ¯0+∫
t
0
Ψ
(Q)
t,τ σB dB¯τ
and the upper-bound ∥Ψ(Q)t,τ ∥ ≤ eκ(t−τ) with κ = ∥A∥+
L2,t(Q,0)∥H⊺H∥2
2
.
(ii) For Q,U ∈ S we have
d
dt
(F(Q)t −F(U)t) =√Ricc(Qt)(F(Q)t −F(U)t)
+(F(Q)t −F(U)t)√Ricc(Qt)⊺
+
1
2
(Qt −Ut)H⊺HF(U)t
+
1
2
F(U)tH⊺H(Qt −Ut)
Therefore
F(Q)t −F(U)t =
1
2
∫
t
0
Ψ
(Q)
t,τ (Qτ −Uτ)H⊺HF(U)τΨ(Q)t,τ ⊺dτ
+
1
2
∫
t
0
Ψ
(Q)
t,τ F(U)τH⊺H(Qτ −Uτ)Ψ(Q)t,τ ⊺dτ
which satisfies the bound
l2,t(F(Q),F(U)) ≤C∫ t
0
l2,τ(Q,U)dτ
where the constant C = e2κt∥H⊺H∥l2,t(F(Q),0). To
derive the bound (14b) note that
d(ξ¯ (Q)t − ξ¯Ut ) =√Ricc(Qt)(ξ¯Qt − ξ¯ (U)t )dt
+
1
2
(Qt −Ut)H⊺Hξ¯ (U)t dt
whose solution is
ξ¯
(Q)
t − ξ¯
(U)
t =
1
2
∫
t
0
(Qτ −Uτ)H⊺Hξ¯ (U) dτ
Therefore
L2,t(ξ (Q),ξ (U)) ≤C∫ t
0
l2,τ(Q,U)dτ
where the constant C = ∥H
⊺
H∥2
2
eκt l2,t(F(Q),0).
(iii) Let R = 2l2,T(Σ¯,0). Define the subset SR ∶= {Q ∈
S; l2,tR(Q,0)≤R}. According to the bound (14a), there
exists tR > 0 small enough such that f (SR) ⊂SR and the
map F ∶ SR→SR is a contraction, i.e
l2(F(Q),F(U)) < l2(Q,U)
for all Q,U ∈ SR. By definition, a random process ξ¯
(Q)
t
is the solution of the sde (12c) iff Q is the fixed
point of the map F . Consider the fixed point iteration
Q(n+1) = F(Q(n)) starting from Q(0) = I. According to
the contraction mapping theorem the sequence con-
verges to the fixed point. The fixed point of the map is
equal to Σt according to Proposition 1. The sequence
ξ¯ (Q(n)) also converges due to the bound (14b). As a
result a unique strong solution exists on the interval
t ∈ [0,tR]. One may follow the same argument starting
from tR instead of 0 and extend the result further. This
is possible because the fixed point always belongs to
compact subset SR.
C. Proof of the Proposition 3
Proof: Use the decomposition X¯t = m¯t + ξ¯t and X˜t =
m˜t + ξ˜t . The conditional means m¯t , m˜t and the conditional
covariances Σ¯t , Σ˜t evolve according to the Kalman filter
equations (2a)-(2b). Therefore the difference E[∣m¯t − m˜t ∣2] ≤
M2e
−2λ t and ∥Σ¯t − Σ˜t∥2 ≤M1e−2λ t by Lemma 1.
For the difference of the error processes ξ¯t and ξ˜t we have
d(ξ˜t − ξ¯t) =√Ricc(Σ˜t)(ξ˜t − ξ¯t)dt + 1
2
(Σt − Σ˜t)H⊺Hξ¯t dt
The solution satisfies the identity
ξ˜t − ξ¯t =Ψ
(Σ˜)
t (ξ˜0− ξ¯0)+ 1
2
∫
t
0
Ψ
(Σ˜)
t,s (Σs− Σ˜s)H⊺Hξ¯sdt
Use the result from Lemma 2 to conclude the inequality
∣ξ˜t − ξ¯t ∣ ≤ αe−β t ∣ξ˜0 − ξ¯0∣
+α
∥H⊺H∥2
2
∫
t
0
e−β(t−s)∥Σs− Σ˜s∥2∣ξ¯s∣dt
Using the inequality ∥Σs − Σ˜s∥2 ≤ 2M1e−β t and taking the
mean-squred norm:
E[ξ˜t − ξ¯t ∣2]1/2 ≤αe−β tE[∣ξ˜0− ξ¯0∣2]1/2
+αM1∥H⊺H∥2e−β t∫ t
0
E[∣ξ¯ 2s ]1/2ds
which together with the estimate E[∣m¯t − m˜t ∣2] ≤ M2e−2λ t
gives
E[∣X˜t − X¯t ∣2]1/2 ≤ E[∣m˜t − m¯t ∣2]1/2 +E[∣ξ˜t − ξ¯t ∣2]1/2
≤ αe−β tE[∣X˜0 − X¯0∣2]1/2 +M2e−2λ t
+αM1∥H⊺H∥2e−β t∫ t
0
√
tr(Σs)ds
The result follows by definition of the L2-Wasserstein dis-
tance, by taking the inf over all couplings between X¯t and
X˜t .
D. Proof of the Proposition 4
(i) By subtracting (8) from (15b), the evolution for the
difference Σ
(N)
t −Σt is
d(Σ(N)t −Σt) = 2(A− Σ
(N)
t +Σt
2
H2)(Σ(N)t −Σt)+2dMt
Define Rt =E[(Σ(N)t −Σt)2p]. By the application of Itô’s
rule
dRt
dt
= E[4p(A− ΣNt +Σt
2
H2)(Σ(N)t −Σt)2p]+
+ p(2p−1) 4ΣB
N−1
E[Σ(N)t (Σ(N)t −Σt)2p−2]
Using the inequality (A− ΣNt +Σt
2
H2) ≤√Ricc(Σt) and
Σ
(N)
t ≤ (Σ(N)t −Σt)+Σt ≤ 1
2Σ∞
(Σ(N)t −Σt)2+Σ0+2Σ∞
and E[∣Σ(N)t −Σt ∣2p−2] ≤ R p−1pt yields:
dRt
dt
≤ (4p√Ricc(Σt)+ 4p(2p−1)ΣB
2Σ∞(N −1) )Rt
+
4p(2p−1)ΣB
N −1
(2Σ∞+Σ0)R p−1pt
Therefore,
dR
1/p
t
dt
≤ 4(√Ricc(Σt)+ (2p−1)ΣB
2Σ∞(N −1))R
1/p
t
+
4(2p−1)ΣB(2Σ∞+Σ0)
N−1
Using the bound e∫ t0
√
Ricc(Σs)ds ≤αe−β t from Lemma 2
concludes
R
1/p
t ≤α
4e−4β t+
4(2p−1)β
N−1 tR1/p0
+
α4
4β − 4(2p−1)β
N−1
4(2p−1)ΣB
N −1
(2Σ∞+Σ0)
Using N > 4p, and R1/p
0
≤ 2Σ
2
0
N
[(2p− 1)!!]1/p +O( 1
N2
)
concludes the estimate (16).
(ii) The difference m
(N)
t −mt satisfies
d(m(N)t −mt) = (A−Σ(N)t H2)(m(N)t −mt)dt+ dSt
where St is martingale given by
dSt = (Σ(N)t −Σt)H(dZt −Hmt dt)+σBdB(N)t
Therefore by application of Itö rule
d
dt
E[(mt−m(N)t )2] = E[2(A−Σ(N)t H2)(m(N)t −mt)2]
+E[(Σ(N)t −Σt)2H2]+ ΣB
N
Using Assumption A3 and the upper-bound (16) for
p = 1
d
dt
E[(mt−m(N)t )2] ≤ −2µ(A)E[(m(N)t −mt)2]
+
C1e
−2β t +C2
N
H2+
ΣB
N
Application of the Grönwal inequality concludes the
estimate (17).
E. Proof of the Proposition 5
(i) The difference (ξ it − ξ¯ it ) satisfies the sde:
d(ξ it − ξ¯ it ) = (A− 1
2
Σ
(N)
t H
2)(ξ it − ξ¯ it )dt
+(Σ(N)t − Σ¯t)H2
2
ξ¯ it dt −σB dB
(N)
t
Therefore by application of the Itö rule
d
dt
E[(ξ it − ξ¯ it )2] = E[2(A− 1
2
Σ
(N)
t H
2)(ξ it − ξ¯ it )2]
+E[(Σ(N)t − Σ¯t)H2ξ¯ it (ξ it − ξ¯ it )]+ ΣB
N
Using the inequality A− 1
2
Σ
(N)
t H
2 ≤ −µ(A), and
(Σ(N)t − Σ¯t)H2ξ¯ it (ξ it − ξ¯ it ) ≤ µ(A)
2
(ξ it − ξ¯ it )2
+
H4
2µ(A)(Σ(N)t − Σ¯t)2(ξ¯ it )2
yields
d
dt
E[(ξ it − ξ¯ it )2] ≤ −µ(A)E[(ξ it − ξ¯ it )2]
+
H4
2µ(A)E[(Σ(N)t − Σ¯t)2ξ it
2]+ ΣB
N
Then use the Cauchy-Schwarz inequality inequality
E[(Σ(N)t −Σt)2ξ¯ 2t ] ≤ E[(Σ(N)t −Σt)4]1/2E[ξ¯ 4t ]1/2
and the upper-bound (16) for p = 2 to conclude:
d
dt
E[(ξ it − ξ¯ it )2] ≤ −µ(A)E[(ξ it − ξ¯ it )2]
+
H4
2µ(A)
(C1+C2)
N
3Σt +
ΣB
N
Using the Grönwall inequality, and E[ξ i0 − ξ¯ i0∣2] = Σ0N
yields
E[∣ξ it − ξ¯ it ]∣2] ≤ e−µ(A)t Σ0
N
+
3H4(Σ0+Σ∞)
2Nµ(A)2 (C1+C2)+
ΣB
Nµ(A)
Combining this result with the estimate (17) and the
inequality
E[∣X it − X¯ it ∣2] ≤ 2E[∣m(N)t − m¯t ∣2]+2E[∣ξ it − ξ¯ it ∣2]
concludes the estimate (20).
(ii) Note that
1
N
N
∑
i=1
f (X it )−E[ f (X¯t)∣Zt ] = 1
N
N
∑
i=1
( f (X it )− f (X¯ it ))
+
1
N
N
∑
i=1
f (X¯ it )−E[ f (X¯t)∣Zt ]
Taking the mean-squared norm and using the triangle
inequality yields
E[∣ 1
N
N
∑
i=1
f (X it )−E[ f (X¯t)∣Zt]∣2]
1/2
≤
+
N
∑
i=1
Lip( f )E[∣X¯ it −X it ∣2]1/2 + var( f )√
N
where we used the function f is Lipschitz, and X¯ it are
i.i.d. Using the result of part (i) concludes the proof.
