The investigation is intended to verify a coupled solver developed for turbines to illustrate how transition exerts effects on the predicted thermal loads. The solver couples the N-S solver named HIT-3D, with a thermal conduction module using the finite difference method. Three operating conditions of the NASA-MarkII vane are selected to be the cases for tests. The models used in the simulations include Baldwin-Lomax (B-L) algebraic model, q-low-Re model and B-L & Abu-Ghannam and Shaw (AGS) model. The predicted profile pressure distributions obtained in all the simulations agree well with the measured ones. The predicted profile temperatures acquired with different models in the turbulent zones and those with the B-L & AGS model in the laminar and transition zones accord with the measured ones. Therefore, in order to accurately predict the thermal loads on the turbine vane, it is necessary to take transition into account in the simulations.
Introduction 1
Increasing the gas temperature at turbine inlets has become a perennial objective in the purpose of improving the thermal cycle efficiency of engines. At present, the temperature has reached as high as 2 000 K. Such high temperature can rarely be endured by any existing turbine material. Consequently, an effective cooling system is urgently needed to prolong the turbine's life span.
With the developments of computer technology and computational fluid dynamics (CFD), the conjugate heat transfer (CHT) has become an important tool in turbine design. D. Bohn, et al. [1] applied it in the simulation of internal cooling turbines with the Mark and C3X vanes designed by L. D. Hylton, et al. [2] in NASA Lewis center, and the obtained numerical results agreed well with the measured. K. Kusterer, et al. [3] , and J. D. Heidmann, et al. [4] applied CHT method to simulate flows in film cooling turbines and then analyzed the heat transfer processes inside these turbines in detail. Apart from several transition models [5] [6] , laminar-turbulent transition, commonly used in the study of boundary layer flows of turbines, has found less application in CHT simulations. D. Bohn, et al. [1] set a distinct transition point as a boundary condition for the simulations near the transition zone, and the obtained results were in good agreement with the measured. T. Chmielniak, et al. [7] discovered that for a 2D cascade, the results from either full-laminar or full-turbulent CHT simulation only partially accorded with the experimental data. Performed by B. Facchini, et al [8] , the CHT simulations of NASA-C3X vane using STAR-CD code with three kinds of k-full turbulence models displayed that all of the predicted heat transfer coefficients (HTC) were overestimated, especially in the transition zone. In the same case, B. Facchini, et al. [8] also performed an uncoupled simulation by adopting TRAF code associated with a transition model, which evidenced the predicted HTC being closer to the measured.
This article aims to verify the proposed CHT solver and investigate the effects of transition on the thermal load prediction of the vane. This solver is obtained by directly coupling the N-S solver, named HIT-3D, with a thermal conduction module. The cases to be tested include 5411, 4311, and 4522 operating conditions of NASA-Mark vane, which has two fluid domains: the passage and the cooling air channels. The flow simulations in the passage domain are by means of Bald- 
Numerical Methodology

Governing equations and discrete methods
The dimensionless N-S equation for the conservative variables in arbitrary, body-fitted coordinates is
T is conservative variable, J the Jacobin determinant, gas density, e the internal energy per unit mass, u, v, w are the velocity components in axial, radial and circumferential directions; other vectors f 1 f 2 , E, F, G, Q, R and S are referred in Ref. [9] . In the solid body region, the system of governing equations can be reduced to a Fourier equation.
Making use of the Crank-Nicolson scheme, the system of N-S equations can be approximated into the following conservative equation in semi-implicit form: 2) includes an implicit part on the left and an explicit part on the right. To improve the solving efficiency and guarantee numerical stability, an implicit approximate factorization algorithm is used for the implicit part and a flux vector splitting method [10] for the diagonalized Jacobian matrixes. Then an upwind discretization is used for the split flux. The explicit part, which includes convective and diffusive terms, is discretized with two difference schemes. A third order accurate total variation diminishing (TVD) scheme [9] with Godunov characteristic [11] is used for convective terms. The solutions with this TVD scheme are on cell faces leading to a Riemann problem. For numerical stability, an approximate Riemann solver is applied [12] . The central difference scheme is used for diffusive terms.
The closure of the conservative equations is provided by the B-L algebraic turbulence model [13] with modified mixing length (MML) [14] and the q-low-Re two-equation turbulence model [15] . In addition, the AGS transition model [5] is used to predict the laminar-turbulent transition process. The standard wall function is used to decrease the number of gird cells near the solid wall.
The central difference scheme is adopted for the Fourier equation, and the Douglas-Rachford alternating direction implicit (ADI) method [16] is used to solve the discretized equation.
Coupling method
The direct coupling method [17] is applied to couple the HIT-3D, with the thermal module. With this method, surface temperature T w is directly obtained by interpolation, as shown in Eq. (3), where, is the heat conductivity coefficient, and n the distance of the first nodes away from the solid wall. Subscripts s and f denote the solid and fluid domains, respectively.
It is noted that the normal distances of the next nodes at fluid and solid blocks away from the interface are needed by the direct coupling method to calculate the wall temperature posing a problem to the coupled solver. T. Yamane, et al. [18] limited the wall cell size of the solid block along the connecting boundary to be equal to that of neighboring cell in the flow blocks, thus making the wall temperature easily calculated. Otherwise it challenges grid generation, especially in the case of profiles of complex geometry. In addition, for codes employing explicit method, the time marching is limited by the restrained cell size. Thus the auxiliary grid technique is employed (see Fig.1 ). The auxiliary grids are half the size of the adjacent grid cells in the fluid body, hence, n s = n f , and the grids superimposed on the solid body are considered to have solid property. The wall heat flux q w from solid body is used to compute the temperature at the auxiliary grid upper boundary center T s in Fig.1 . Consequently, the wall temperature T w is derived from Eq.(3). 
Calculation of momentum thickness
As known, laminar-turbulent transition is common in flows inside turbomachinery. The state of boundary layer flow should be exactly predicted to obtain accurate thermal loads on the vane, since the laminar boundary layer flow differs from the turbulent flow in terms of heat transfer coefficient and skin friction. However, all the existing turbulence models adopt full turbulence hypothesis. The low-Re turbulence models on the assumption of full turbulence and damp turbulent kinetic energy production in the near-wall region are only capable of partly predicting the transition process. According to the intermittency concept of H. W. Emmons [19] , several transition models inclusive of AGS algebraic model have gained wide applications.
As a broadly accepted characteristic Reynolds number in transition models, the momentum thickness Reynolds number Re poses a real challenge to N-S solver, mainly because of the calculation of the momentum thickness . As seen in Eq. (4), is derived from integration after the boundary edge is found. 
where the subscript e denotes the position of boundary layer edge, and y the normal distance to the wall. According to its definition, the edge of boundary layer is normally located at the site where the velocity reaches 99% of that of the main stream's. Owing to the complicacy of the flow condition in turbine passages, it is difficult to acquire by its original definition. The method presented in Ref. [20] , is employed here.
In the B-L model, the function f (y) of normal distance y is ( )
where is the vorticity, y + the dimensionless distance, and A + =26. With Eq.(5), the values of f (y) in the whole computed fluid domain are obtained. Along an external normal to the solid wall, the node with the maximum of f (y), f max , is first searched, and then the node with half the value of f max is searched. The thickness of boundary layer is equal to 1.2y half , where y half denotes the normal distance of the second node to be searched for to the solid wall. Thus the momentum thickness is obtained from Eq.(4). The method that found application in Ref. [21] was proved to provide reasonable results.
Computational grids
The object being investigated is the Mark vane, a high pressure turbine nozzle guide vane convectively cooled by ten cooling channels with flowing air inside (see Fig.2 ). The solid domain is discretized by multiblock and structured grids, and the passage and cooling channels by H-O-H and H-O type grids, respectively. The dimensionless distance y + of the first nodes to the wall is less than 5. It has been proved that such grids will lead to mesh-independent results.
Boundary conditions and initial conditions
The free stream at inlet flows in the axial direction, exposed to inlet stagnation pressure and temperature, and the free stream at exit are subject to static pressure with periodic boundary conditions in the circumferential direction. The solid wall is assumed to be no-slipping. Flows in the cooling channels are under the same boundary conditions as in the passage, other than the mass flow rate and the total temperature at the inlet. Since there is no measurable static pressure at the hole outlets, the pressures are assumed to be 2 atm (1 atm=101.325 kPa). The turbulence intensity at the inlet of each cooling hole is assumed to be 5%.
In the simulations, converged flow fields in passage and cooling holes are assumed to be the initial condition. Tables 1-2 list the conditions in tests. 
Results and Discussion
The tests are conducted under different conditions as shown in Table 1 Fig.3 illustrates the predicted Mach number distribution. Owing to the high ratio of inlet pressure to outlet pressure, the flow is accelerated on the suction side resulting in a strong shock at approximately x/c=0.45 where x and c denote the axial position and axial chord length, respectively. The flow is further accelerated downstream. In the case of 5411, the acceleration is so strong that another weaker shock takes place in the front of the trailing edge. In contrast, in the cases of 4311 and 4522, the insignificant acceleration leads to absence of shock waves. For economy of space, the results with the B-L & AGS model are only introduced here; the results with other models are similar to these. An enlarged view of streamlines near the strong shock in the case of 4311 is presented. From this, a noticeable separation is found to be induced by shock-boundary-layer interaction. Accurate prediction of thermal loads on the vane poses challenges to the existing CFD codes since laminar-to-turbulent transition exerts strong influences upon the heat transfer. Ref. [2] indicates the presence of laminar-turbulent transition regions on the vane surfaces. 0.45 on the suction side. Two methods can be used to predict transition flows in the boundary layers. One is to utilize low-Re turbulence models, which involve damping function to damp turbulent kinetic energy production in the boundary layers, and the other is to utilize transition models.
The predicted profile pressure distributions are illustrated in Figs.5(a), 6(a) and 7(a) . The predicted pressure distributions agree well with the measured ones.
* o p presents the reference pressure. Owing to the flow acceleration, the pressure on the suction side drops twice in the case of 5411, while only once in the cases of 4311 and 4522.
Figs.5(b), 6(b) and 7(b) illustrate the predicted temperature distribution on the vane surface. 811 K is the reference temperature. In all the cases under study, the local maximum temperature always occurs between two holes, while the local minimum temperature occurs in the vicinity of a hole.
Regarding the case of 5411, in the laminar regions, the thermal loads on the vane predicted in the simula- q-model are wholly overestimated though, yet less deviating from the measured ones than those with the B-L model. As with the case of 4311, the same regions of the vane thermal loads with both the B-L & AGS model and the q-model are roughly similar to the measured, but those with the B-L model are overestimated. In the turbulent regions in both cases, all the predicted profile temperature distributions accord with the measured. As shown in Table 2 , the cooling air mass flow in the case of 5411 is about three times as large as that in the case of 4522, while in the case of 4311, it is twice as large. It may be well attributed to the larger transition regions on the walls of cooling air channels in the case of 4522, and simulating the flow in holes with the B-L model may also cause distorted results. As shown in Fig.7(b) , all the predicted thermal loads on the vane are underestimated at the leading edge on the pressure side, but only those with B-L & AGS model are undervalued on the suction side. Although the influence of transition inside the cooling channels upon the thermal load on the vane is rather small in the case of 4311, it can never be undervalued inside the channels near the leading edge in the case of 4522. The comparison of Fig.8 to Fig.6 shows that the profile pressure and temperature distributions with different models for the flow in the cooling channels are considerably the same. When it comes to the case of 4522, in comparison with the results in Fig.7, Fig.9 possesses high similarity in profile pressure distributions, but appears somewhat higher in profile temperature distri- butions, which is believed to seem more reasonable at the leading edge, but overestimated in other regions. It is noted that at the leading edge, the predicted temperature with the B-L & AGS model agrees well with the measured; the thermal loads with the q-model are lower than those with the B-L model in the cases of 5411 and 4311, however, an opposite trend can be observed in the case of 4522, which may be well attributed to the more intense inlet turbulence thereby inducing overpredicted turbulent kinetic energy production. The condition of boundary layer flows inside the cooling air channels is proved to be essential for predicting the thermal loads on the vane in the case of 4522, for which the shape factor and intermittent distribution of the characteristic boundary layer inside the first hole are illustrated in Fig.10 , where H 12 and represent shape factor and intermittency separately, and z is the streamwise position. The laminar and transition regions occupy about 50% of the cooling air channel. The intermittency factor is less than 1.0 before z = 40, where the shape factor is greater than 2.6 except at the entrance.
Conclusions
A coupled solver is developed by directly coupling the HIT-3D, with a thermal conduction module by using the finite difference method. Coupled simulations, where the solver was used, are carried out with satisfactory results.
Three models, including B-L algebraic turbulence model, B-L & AGS model and q-low-Re turbulence model, are adopted in the simulations. The predicted pressures with these models agree well with the measured ones, but the predicted temperatures differ owing to the different abilities of the models to predict transition. The predicted temperatures with B-L & AGS model capable of predicting transition deviate the least from the measured. In contrast, those with q-model, whose ability of predicting transition is affected by the inlet turbulence intensity, less deviate from the measured than with the B-L model in the case of weak inlet turbulence, but act in an opposite manner in the case of strong inlet turbulence.
The effects of laminar-turbulent transition in several cooling channels with low cooling air mass flow should be considered in the accurate prediction of thermal loads on the vane; thus, they are worthy of in-depth investigation in the future.
