A model of the photothermal deflection signal in multilayer coatings is presented that takes into account optical interference effects and heat flow within the stack. Measurements are then taken of highreflectivity HfO 2 ͞SiO 2 ultraviolet mirrors made by plasma ion assisted deposition and compared to calculations. Good agreement is found between the experimental results and the model. Using this model for the calibration and the setup described, one can measure absorption in multilayer coatings accurately down to 10 Ϫ7 of the incident power.
Introduction
The measurement of optical losses or thermal parameters in optical coatings is of great interest, for instance in the development of applications that use high-power systems. For this purpose, photothermal tools and in particular the photothermal deflection technique [1] [2] [3] [4] [5] [6] are useful techniques for the characterization of absorption losses, with detectivity reaching 10 Ϫ7 (Refs. 5 and 7), of the incident power and submicrometer resolution. 8 The measurement of single layer coatings with these techniques can be made quite easily if care is taken in the calibration. In the case of multilayer coatings, photothermal measurements are often used for the inspection of absorbing defects 9 -11 (and possible connections with laser damage) to obtain the total absorption of the stack [12] [13] [14] or to separate the different contributions of substrate, film, volume, and interface absorption. [13] [14] [15] But, in such studies, interpretation or calibration is difficult because of the complex structure of the system (interference effects, absorption from the interface-layer volume, differences in thermal parameters, etc.). Then a theoretical approach must be associated with the measurements. In the case of multilayers, the calculation was made for the photoacoustic technique, 16 but, in the case of photothermal deflection (PD), although the theoretical approach in a monolayer has been described in detail in several papers, 1, 5, [17] [18] [19] no modeling of the photothermal signal has been done in a multilayer structure with optical interference effects and heat flow within the stack taken into account, though such a model could be of great interest for calibration of the signal, to dissociate the contributions of the layers and interfaces from the absorption and to extract thermal parameters from the measurements.
First we present the model that we developed. Then we apply it for various classic structures such as a mirror and a bandpass filter. Second, we present absorption measurements of a deep-ultraviolet mirror and calibrate them with our model. To finish, we discuss the limitations of the method and the advances and potential applications that can be obtained with this study.
Theory

A. Principles
The PD technique is based on the interaction of an intense modulated laser beam, called the pump beam, and the absorbing media. This interaction results in a temporal variation of temperature and then in a refractive-index gradient, surface bumping, and an acoustic wave, which are able to deflect a second laser beam, i.e., the probe beam. This deflection is measured and, by calibration, one can obtain the absorption value of the sample.
We have considered in our model the transmission configuration in which the pump and probe beams are normal to the surface and go through the sample (Fig. 1) . This configuration has been chosen for its great sensitivity and its ability to yield a high spatial resolution and to facilitate measurement in bulk material. The influence of the surface displacement on the sample is not considered: Indeed, previous studies of similar systems showed that the total deflection that is due to index gradients is greater than the deflection that is due to thermal expansion, in this configuration. 5 The probe beam is then deflected only by the radial index gradient in the air, the thin films, and the substrate.
The calculation of PD in these conditions is divided into two parts. First, by using the expression for the heat source that results from optical absorption in the thin films and in the substrate, we calculate the modulated temperature distribution in each medium: air, film, and substrate. Second, the effects of temperature distribution on the probe-beam propagation are calculated. Notice that in this calculation we have considered absorption only in bulk films, but interface absorption can also be modeled easily by the use of thin and absorbing layers at the interfaces.
B. Calculation of Modulated Temperature
We denote by T i ͑x, y, z, t͒ the time-dependent component of temperature distribution in medium i. The notation for the parameters is given in Fig. 1 . The modeling was performed under some assumptions, as follows:
Y The three media are isotropic and infinite in the x and y directions. The air and the substrate are also semi-infinite in the z direction.
Y The pump and probe beams are parallel, are Gaussian in the x-y plane, and have a cylindrical symmetry in the z direction. Given that experimentally these two beams are Gaussian and focused on the surface of the sample, this hypothesis is valid only if the Rayleigh length of the pump beam is larger than the absorbing medium and the Rayleigh length of the probe beam is larger than the heated zone.
Y The pump beam's waist is larger than the probe beam.
Y Calculation is made under the assumption of unique heat conduction: Radiation losses and natural convection are negligible at ambient temperature. 20 Given the cylindrical symmetry of the system, the temperature distribution keeps a cylindrical symmetry T i ͑r, z, t͒, where r 2 ϭ x 2 ϩ y 2 , as for the pump beam. In this paper we are interested only in harmonic solutions: T i ͑r, z, t͒ ϭ T i ͑r, z͒exp͑jt͒, where ϭ 2F is the modulation pulsation of the pump beam.
Under these conditions, the temperature distribution in the various media satisfies the heat equations
where Q i ͑r, z, t͒ are the heat sources that result from the optical absorption in medium i. They are calculated with the following equation, with interference and absorbing effects taken into account 5 :
where E i ͑z͒ is the electric field in medium i,
P 0 and E 0 ϩ are, respectively, the incident power and field. The E i values are calculated numerically through a classic thin-film calculation. 21 To solve system (1) we use the radial Fourier transform of the temperature distribution and the following conditions (see Appendix A for details): . . , i ϭ N for the last layer, and i ϭ S for the substrate), K i is the thermal conductivity, i is the mass density, C i is the heat capacity per unit mass, R i is the thermal resistance at the interface between media i Ϫ 1 and i, e i is the film's thickness, and 2a is the diameter at 1͞e
Continuity of temperature
where Res i is the interface resistivity.
Continuity of heat fluxes
where iϩ1→i is the heat flux from layer i ϩ 1 to layer i. After resolution of this system, the temperature distributions in the different media can be written as follows:
where A i and B i are calculated in Appendix A.
C. Photothermal Deflection
We neglect in the calculation the effect of the acoustic wave that accompanies the temperature rise. Given that and the conditions described above, the total shift of the probe beam in the x direction is small compared with the probe-beam diameter (x can be assumed constant along the beam path). The deflection in the x direction is given for medium i by
where ͑x 0 , y 0 ͒ is the shift between the centers of the pump and the probe beams in the plane z ϭ 0. Then, after derivation and integration, we find that
In the transmission configuration the total PD is the sum of the complex deflections in the three media: air, thin films, and substrate.
D. Applications
We present two examples of calculations with the model described above, applied for two thin-film optical components, a mirror M23 ͓͑HB͔ 11 H͒, and a Fabry-Perot filter, mirror M5-12B-mirror M5 ͓͑HB͔ 2 H12B͓HB͔ 2 H͒, centered at 244 nm (spectral reflectance and transmittance are calculated in Fig.  2 ), made from HfO 2 and SiO 2 . For these materials we used in our computation the thermal parameters taken from Refs. 22-26. Note that there are few values in the literature for the thermal parameters of optical thin films, particularly for the thermo-optic coefficient. We did not find this value for HfO 2 ; consequently we used the same value as for SiO 2 in this calculation. The two systems (mirror and bandpass filter) have roughly the same optical thickness and are composed of the same materials, so only the electric-field distribution is changed (Fig. 3) : It is localized near the surface for the mirror and enhanced in the spacer for the Fabry-Perot filter. We present in Fig. 4 our calculation of the relative PD versus shift distance between pump and probe beams for both systems, using the model presented above with an imaginary index of 10 Ϫ4 (k) for the H and B layers.
These calculations were made for a pump beam of 10 m diameter at 244 nm and 1 kHz of modulation frequency. We can observe that the two systems exhibit strongly different amplitude signals (ratio of almost 100) owing to differences in the electric-field distribution and subsequent absorption: Indeed, in the case of the Fabry-Perot filter the e-field enhancement in the spacer induced a strong absorption of optical power, whereas, in the mirror, absorption occurs only near the surface. In both cases the deflection is predominant in the stack (which has a total thickness of almost 800 nm) and consequently the thermal properties of the materials will have a great influence on the signal. This effect increases when the beam is focused or when the frequency increases.
Experiment
A. Experimental Setup
The experimental setup is shown in Fig. 5 (a detailed description is given in Ref. 27 ). It involves a 488 nm argon laser doubled at 244 nm with an externalcavity frequency doubler. The beam is modulated ͑1500 Hz in this study), spatially filtered, and focused onto the sample through one of a number of lenses, depending on the required pump-beam diameter. For this study the pump-beam waist was 30 m and the probe-beam waist was 6 m. The positions and sizes of the image waists of the pump and probe beams are checked with a knife-edge technique. In this configuration the Rayleigh length of the pump beam is larger than the absorbing medium ͑ϳ1 m for the multilayers under study). The Rayleigh length of the probe beam has to be larger than the heated zone to fulfill the conditions for the calculation (see Section 2). We calculated from Eqs. (5) the temperature repartition in the sample under study (deepultraviolet mirror described below) and compared it to the Rayleigh length of the probe beam. The results, presented in Fig. 6 , show that the condition that the probe beam's Rayleigh length ͑ϳ350 m͒ be larger than the heated zone is fulfilled. The deflection of the probe beam is measured in this setup with a quadrant sensor. The lowest absorption that we can detect with this apparatus is related to the background noise in the case of a nonabsorbing sample: The noise equivalent absorptance equals 0.4 parts in 10 6 with 200 mW pump power. 28 
B. Study of a Deep-Ultraviolet Mirror
We used the model presented above to analyze and interpret measurements in a practical case: that of a high-reflectivity HfO 2 ͞SiO 2 ultraviolet mirror ͓͑HB͔
11
H͒ centered at 250 nm, made at the Institut Fresnel by plasma ion assisted deposition (more details on the method of manufacture can be found in Ref. 29) . For this sample the various optical and thermal parameters that were used in the calculation are summarized in Tables 1 and 2 . These parameters were either measured in the laboratory or found in the literature.
For this sample we measured the PD signal to obtain its absorption. First the signal (amplitude and phase) was measured as a function of the pumpprobe-beam shift and compared with calculations (Fig. 7) . Good agreement was obtained, and the model is a good description of the photothermal signal.
Then, to obtain the absorption from this measurement, we performed the appropriate calibration procedure. Indeed, the absorption measurement is indirect, and the PD signal (PDS) is strongly dependent on the thermal parameters of the sample under study. The PDS is related to the absorption of the sample ͑A Sample ͒: A Sample ϭ ␣ ϫ ␤ sample ϫ PDS sample , where ␤ sample is a constant that depends on the sample's properties and ␣ is a constant that depends on experimental conditions. The calibration procedure that we used is based on a comparison of the signal of sample PDS sample with a calibration sample (CS) of well-known absorption. We have 
A sample ϭ ␣ ϫ ␤ S ϫ PDS Sample .
The absorption of the sample can be deduced as follows:
A CS is known, the PDSs are measured, and ␤ are calculated with our model. The calibrated absorbing samples were obtained by implantation of titanium into fused-silica substrates and measured with a spectrophotometer (more details can be found in Refs. 28 and 30) . By adjusting the ion dose we obtained four calibrated absorbing samples, to which we refer as samples 1, 2, 3, and 4 ͑A 1 ϭ 0.48, A 2 ϭ 0.15, A 3 ϭ 0.02, and A 4 ϭ 0.006͒. The photothermal deflection signal was measured on the mirror and on the various calibrated samples. The results are illustrated in Fig. 8 .
Then, by applying the calibration procedure described above, we obtained the absorption of the mirror. We found that 0.005 Ϯ 0.002. The uncertainty in this measurement is due to the fact that the HfO 2 thermo-optic coefficient is unknown (it varied from Ϫ10 Ϫ4 to 10 Ϫ4 in the calculation of ␤). The theoretical absorption of the mirror can be calculated because we know the extinction coefficients of these two materials (see Tables 1 and 2 ):
We found a theoretical absorption of 0.009, which is similar to the calculated value. The little difference can be explained by uncertainties that have not been taken into account in our measurement and calibration procedure (mostly uncertainties in the thermal conductivity value of both materials, and in the alignment of the two beams) but also by uncertainties in the extinction index measurements. 
Discussion
The main difficulty in using the PD technique to measure losses in multilayer components is in the calibration of the absorption. Without this calibration, if one assumes a simple proportionality between the PDS of a calibration sample and the unknown sample, the error can be quite significant. The model presented above permits a rigorous measurement of the absorption, but it requires a good knowledge of the sample properties. The problem is that for thinfilm materials we lack accurate numerical values for their thermal properties (mainly for Ѩn͞ѨT). To get around this problem, solutions can be the use of a large beam or a low frequency or both for the measurement: Then the deflection is no longer predominant in the multilayer, and the error is minimized. But in this case we do not have access to measurement of local absorption. However, when the PDS is strongly dependent on the material properties a detailed study of the signal's (amplitude and phase) dependence on experimental parameters (frequency, beam size, pump-probe beam shift, wavelength, incidence, etc.) can give access to values of these properties by fits of the measurements with the model.
Conclusions
A calculation of the photothermal deflection signal in multilayer coatings was presented. The model has been applied to the study of the deflection signal in different systems (mirror, bandpass filter) and to the interpretation of absorption measurement of a highreflectivity HfO 2 ͞SiO 2 deep-ultraviolet mirror. Good agreement has been obtained between measurements and theoretical values. Using the system and the model presented in this paper, one may measure accurately absolute absorption in multilayer coatings down to 10 Ϫ7 of the incident power. Other applications could be the determination of thermal properties and discrimination between interface and volume absorption of complex systems such as multilayer coatings. 
with
We consider the radial Fourier transform
where T i ͑, z͒ is the radial Fourier transform of the temperature. Then system (A1) becomes
Using the limit conditions, we obtain for the transform of the temperature
Given boundary conditions (3), A i ͑͒ and B i ͑͒ are solutions of the system
Ϫ exp͓j͑4n i ͒͞e j ͔. After a numerical resolution of this system, the temperature distributions in the three media can be written as follows:
T 0 (r, z, t) ϭ 2͵ 
. . . 
