ABSTRACT. We study nonlinear parabolic PDEs with Orlicz-type growth conditions. The main result gives the existence of a unique solution to the obstacle problem related to these equations. To achieve this we show the boundedness of weak solutions and that a uniformly bounded sequence of weak supersolutions converges to a weak supersolution. Moreover, we prove that if the obstacle is continuous, so is the solution.
INTRODUCTION
In this paper we prove the existence of a unique solution to the obstacle problem related to a wide class of nonlinear parabolic equations with a merely bounded obstacle. If the obstacle is also continuous, we show that the solution inherits the same property. More specifically, we consider equations of the type
where A is a C 1 vector field with A(ξ) ≈ g(|ξ|)
|ξ| ξ. Here g ∈ C 1 (R + ) is a positive function satisfying the Orlicz-type growth condition
with 2n/(n + 2) < g 0 ≤ g 1 < ∞. A function u solves the corresponding obstacle problem with the obstacle ψ if it is the smallest ess lim inf-regularized (see (4.7)) weak supersolution to (1.1) such that u ≥ ψ almost everywhere in Ω T . Equation (1.1) is a generalization of the widely studied evolutionary p-Laplace type equations. Indeed, when g 0 = g 1 = p we have g(s) = s p−1 up to a constant. For these equations the existence of a continuous solution to the obstacle problem with a continuous obstacle was proved in [23] . More irregular obstacles are treated in [32] . Our proofs are analogous to those in [23, 32] , in fact, the main new ingredients are Theorem 3.9, which tells that a sequence of uniformly bounded weak supersolutions converges pointwise to a weak supersolution, and Theorem 4.2, stating that a nonnegative weak subsolution is locally bounded. For p-Laplace type equations the former was proved in [24] , see also [31] , for the latter we refer to [33, 13] .
In the study of the evolutionary p-Laplacian there is a strong distinction between the degenerate (p ≥ 2) and singular (1 < p < 2) cases. For the more general equations we are interested in, the main difficulty compared to the p-Laplace case arises from the fact that the equation can be both degenerate and singular. Indeed, this is possible when g 0 < 2 < g 1 , see [4] for a concrete example. This difficulty can be seen for example in the proof of Theorem 4.2, where we merely obtain a qualitative bound for subsolutions, contrary to the p-Laplace case, see [13] . Another indication of how problematic the more general growth conditions can be is the fact that the Hölder continuity of solutions to parabolic equations with only measurable coefficients is still an open problem. Purely degenerate and purely singular cases have been treated in [21] and [22] , respectively, see also [20] . Operators satisfying the more general growth conditions were first systematically studied in [27] . Further developments have been made in [12, 15, 3] in the elliptic setting and, in addition to the ones mentioned above, the parabolic case has been studied in [28, 29, 7] . The variational counterpart has been treated in [14, 18, 10, 11] .
Motivation to study equations with more general growth comes from many physical phenomena that cannot be modeled sufficiently accurately using polynomial growth. For example, the stationary, irrotational flow of a compressible fluid can be modeled using an equation of the type div ρ(|Du| 2 )Du = 0,
where Du is the velocity field of the flow and |Du| =: q the speed of the flow. In this context one introduces the Mach number
(note that we must have ρ ′ < 0). The general theory asserts that a point is elliptic if M < 1 and in this case the flow is subsonic, while if M > 1 the point is hyperbolic and the flow there is supersonic. If M = 1 the flow is called sonic. In our context, where g(s) = ρ(s 2 )s, we compute the Orlicz ratio sg ′ (s)/g(s) = 1 − M (s) 2 . Thus, if we know that the flow maintains a controlled, small speed q, then the problem falls in the class of operators we consider. For further details see for instance [5, 16, 17] .
Obstacle problems are a widely studied topic in the theory of partial differential equations. This is due to the fact that obstacle problems have numerous applications in several different areas of science, including physics, chemistry, biology, and even finance. Moreover, obstacle problems have turned out to be a fundamental tool in potential theory. The regularity of solutions to obstacle problems and the related free boundary problems is a classical topic in partial differential equations; for this we refer to [2, 8] . For more recent advances in the parabolic setting see [23, 32, 30, 26] . The elliptic case has been treated comprehensively in [19] .
The paper is organized as follows. In Section 2 we introduce the basic properties of the function g and some useful results for the related Orlicz spaces. In Section 3 we state known results for weak solutions to (1.1) and prove the convergence result Theorem 3.9. The boundedness of solutions is established in Section 4, and for this we prove an a priori result (Lemma 4.1) which we find interesting in its own right. Moreover, we show that weak supersolutions to (1.1) are lower semicontinuous (Theorem 4.6). Finally, in Section 5 we prove the existence result for the obstacle problem with a bounded obstacle (Theorem 5.2), and show that if the obstacle is continuous, so is the solution (Theorem 5.14).
PRELIMINARIES
Let n ≥ 2 and
where Ω is a bounded domain. Consider the equation
where
for every ξ ∈ R n \ {0}, ζ ∈ R n and with structural constants 0 < ν ≤ 1 ≤ L. We may assume without loss of generality that A(0) = 0 by replacing A(ξ) with A(ξ) − A(0).
The function g : R + → R + is assumed to be C 1 -regular and to satisfy (1.2). Moreover, without loss of generality we may assume that
by scaling g with a suitable constant and changing the structural constants accordingly.
Remark 2.1. Our results hold for a wider class of operators A, which allow the presence of a function g that is not C 1 but merely Lipschitz. Indeed, we may consider Lipschitz functions g : R + → R + satisfying (1.2) almost everywhere and vector fields A :
satisfying the monotonicity and Lipschitz assumptions
for every ξ 1 , ξ 2 ∈ R n such that |ξ 1 | + |ξ 2 | = 0 and for some 0 < ν ≤ 1 ≤ L.
Notation.
We denote by c a general constant always larger than or equal to one, possibly varying from line to line; relevant dependencies on parameters will be emphasized using parentheses, i.e., c ≡ c(n, g 0 , g 1 ) means that c depends on n, g 0 , g 1 . We denote by
the open ball with center x 0 and radius R > 0; when clear from the context or otherwise not important, we shall omit the center. Unless otherwise explicitly stated, different balls and cylinders in the same context will have the same center. The parabolic boundary of a
Naturally, the parabolic closure of K is then K p := K∪∂ p K. Accordingly with the customary use in the parabolic setting, when considering a sub-cylinder K (as above) compactly contained in Ω T , we shall mean that D ⋐ Ω and 0 < t 1 < t 2 ≤ T ; we will write in this case K ⋐ Ω T . With B ⊂ R ℓ being a measurable set, χ B denotes its characteristic function. If furthermore B has positive and finite measure and f : B → R k is a measurable map, we shall denote by
the integral average of f over B. We shall also as usual denote ess osc
By q * we denote the Sobolev conjugate exponent of 1 ≤ q < n, i.e.,
With s being a real number, we denote s + := max{s, 0} and s − := max{−s, 0}. Finally, R + := [0, ∞), N is the set {1, 2, . . . } and N 0 = N ∪ {0}.
2.2.
Properties of g and basic inequalities. We begin by collecting useful properties of the function g and some basic inequalities that will be needed later. For proofs see for example [1] and [15] . First, observe that g is strictly increasing and satisfies g(0) = 0 and lim s→∞ g(s) = ∞. Define the function G :
and its Young complement as
The functions G and G are strictly increasing, strictly convex, and map zero to zero, in particular, they are Young functions. Moreover, they both satisfy an Orlicz-type condition, namely for s > 0
For g we have the so-called ∆ 2 -condition 8) and corresponding inequalities hold also for G and G. Moreover, G satisfies the triangle inequality modulo a constant 9) and the following important inequality
Finally, for ε ∈ (0, 1] we have the Young's inequality with ε sr ≤ εG(s) + ε
By writing
we easily see that assumptions (2.2) imply
g0−1 L, and in the case G(s) = s p these are precisely the commonly used assumptions in the study of p-Laplace type equations.
Lemma 2.2. (Strict monotonicity) There exists a constant
Remark 2.3. Note that since g is increasing, Lemma 2.2 implies
Define the natural quantity 
The space L G (Ω) is a vector space, since G satisfies the ∆ 2 -condition, and it can be shown to be a Banach space if endowed with the Luxemburg norm
The corresponding space with
is also a Banach space with the norm
(Ω) for almost every t ∈ (0, T ), while the localized version V G loc (Ω T ) is defined, as above, in the customary way. We also use the shorthand notation
and similarly for the localized and the zero trace versions. More on Orlicz spaces can be found, for example, in [1] . We gather here some useful results for Orlicz space functions.
Proof. See for example [1] .
Proof. We may assume |E| > 0, since the claim trivially holds if |E| = 0. It is easy to
Proof. See Lemma 2.2 in [27] .
and thus F (s) ≤ G(s) 1/q due to the fact that for Young functions A and B, A ≤ B implies B ≤ A. Now for almost every t ∈ Γ we have
by Young's inequality with ε ∈ (0, 1), the definitions of F and H, and (2.10). This implies
. Therefore we may apply the elliptic Sobolev's inequality to obtain
where we also used Hölder's inequality and chose ε ≡ ε(n, g 1 , q) small enough. Hence
for almost every t ∈ Γ, where c ≡ c(n, g 1 , q).
Using another elementary inequality
, and therefore
By combining this with Hölder's inequality and (2.12) we finally obtain
Remark 2.9. Since g 0 > 2n/(n + 2) we may take q = 2n/(n + 2) in the previous Lemma, which yields
USEFUL RESULTS FOR SOLUTIONS
In this section we collect and partly prove various results for weak solutions to (1.1) that are standard for the evolutionary p-Laplace equation. The main result of the section is Theorem 3.9, which states that the limit of a uniformly bounded sequence of weak supersolutions is also a weak supersolution.
We begin with the definition of weak solutions.
If instead of equality we have ≥ (≤) for every nonnegative η ∈ C
The following Caccioppoli inequality is proven in [4] .
Lemma 3.3 (Caccioppoli inequality). Let
for any k ∈ R and for every ϕ ∈ W 1,∞ (K) vanishing in a neighborhood of ∂D × (t 1 , t 2 ) and with 0 ≤ ϕ ≤ 1. The same inequality but only with the "+" sign holds for weak subsolutions.
For the following comparison principle we add the extra assumption that the functions in question are continuous. This weaker version is sufficient for our purposes. Again, the proof can be found in [4] .
be a weak subsolution and
We obtain the maximum principle as an easy corollary.
in K p and, moreover,
The next pasting lemma states that if we replace a supersolution by a smaller supersolution in some part of the cylinder such that they coincide on the boundary, the resulting function is still a supersolution. Again, we assume that the functions are continuous. The proof follows ideas used in [24] .
Proof. Fix a nonnegative ϕ ∈ C ∞ c (Q 1 ), ε > 0, and define
The test functions
have compact support in Q 1 and Q 1 ∩ Q 2 , respectively, and can thus be regularized using mollification; we shall proceed formally. Now, assuming v 1 and v 2 are weak supersolutions, summing up their respective weak formulations we obtain
The monotonicity of A yields
and by integration by parts we get
as ε → 0, and thus, we obtain
showing that v is a weak supersolution in Q 1 . If v 1 and v 2 are assumed to be weak subsolutions such that v 1 ≤ v 2 , then by applying the above reasoning to −v 1 and −v 2 we see that −v is a weak supersolution, and the result follows.
The following lemma can be proved in a very similar fashion as the previous one.
Lemma 3.7. Let u and v be weak supersolutions (subsolutions) in Q ⊂ Ω T . Then also min{u, v} is a weak supersolution (max{u, v} is a weak subsolution) in Q.
3.1. Convergence properties of supersolutions. We end the section by proving an important convergence result that is crucial in proving the existence of a solution to the obstacle problem. For this we need the following lemma. The proof follows the guidelines of Theorem 6 in [31] , see also [24, 6] .
and
Applying the Caccioppoli estimate, Lemma 3.3, to the nonnegative weak subsolution M − u i (with k = 0) gives
Thus, the sequence
by (2.2) 2 and (2.10). Assuming without loss of generality that M 2 ≥ 1 it is then easy to see that also
Denote for j, k ∈ N
as the test functions in (3.1) for the weak supersolutions u j and u k . Observe that η j and η k are nonnegative. These formal choices can be justified by standard regularization methods.
Summing up the weak formulations yields
Integration by parts gives
Since |w jk | ≤ δ, we can estimate the second and third term by 2M C|Q|δ. By Hölder's inequality and Lemma 2.6 we obtain
Exactly the same estimate holds also for the last term in (3.4). Thus, we have
where Q δ := Q ∩ {|u j − u k | ≤ δ} and c depends on g 0 , g 1 , ν, L, M, C, and |Q| but not on j and k. Next by Lemma 2.4 and Lemma 2.2 we obtain
Using Hölder's inequality and the fact that
Fix ε > 0 and choose δ such that cδ
converges almost everywhere, and therefore in measure, we may choose j and k large enough such
converging to w almost everywhere in Q ′ . Now the fact that V g has a continuous inverse yields
by Lebesgue's dominated convergence theorem and the definition of weak gradient, showing that v = Du. Thus, we have Du ij → Du almost everywhere in Q ′ for any Q ′ ⋐ Q, which implies that Du ij → Du almost everywhere in Q.
To show that, in fact, the whole sequence (Du i ) ∞ i=1 converges to Du almost everywhere assume the contrary. Then there exists a subsequence (Du i k ) ∞ k=1 such that for some ε ′ > 0 we have |Du i k − Du| ≥ ε ′ for every k. However, the above reasoning holds if we replace u i by u i k and thus, we find a subsubsequence (u i k j ) ∞ j=1 such that |Du i k j − Du| → 0 almost everywhere as j → ∞. This is a contradiction, which proves that Du i → Du almost everywhere in Q, and the proof is complete. 
it suffices to show that u i → u and
The former follows by Lebesgue's dominated convergence theorem, since u i → u almost everywhere in Q and
To show the latter, we observe that by Lemma 3.8 Du i → Du almost everywhere in Q ′ . This implies that A(Du i ) → A(Du) almost everywhere in Q ′ by the continuity of A. A completely analogous application of the Caccioppoli estimate as in Lemma 3.8 gives a constant M 2 ≥ 1 independent of i such that
Therefore, by Fatou's lemma we have
where γ > 0 will be chosen shortly. By Hölder's inequality and Lemma 2.6 we obtain
Now, for a fixed ε > 0, we first choose γ = ε 2|Q| and then i large enough such that
This can be done, since in a set with finite measure convergence almost everywhere implies convergence in measure. Thus, we have shown that A(Du i ) → A(Du) in L 1 (Q ′ ) and the proof is complete.
QUALITATIVE PROPERTIES OF SOLUTIONS
In this section we prove that weak supersolutions always have a lower semicontinuous representative. For this we need boundedness of nonnegative weak subsolutions which is also an interesting result in its own right. For the evolutionary p-Laplace equation the lower semicontinuity of weak supersolutions was first proved in [25] . We remark that the results of this section hold also for more general vector fields A(x, t, ξ) being measurable in (x, t), continuous in ξ, and satisfying the weaker structural conditions (2.11).
In order to choose the correct geometry we need to understand the scaling of the equation. Suppose u is a weak solution in B ρ × (−θ, 0). Then
Observe thatĀ satisfies the same structural conditions as A with g replaced bȳ
and furthermore,ḡ satisfies the Orlicz condition (1.2) with the same constants as g. We begin by proving an a priori result using a standard De Giorgi iteration.
Lemma 4.1. Let (x 0 , t 0 ) ∈ Ω T , k > 0, and take ρ, θ > 0 such that
and (4.1) holds. If u is a nonnegative weak subsolution in Ω T , then there exists a constant σ ≡ σ(n, g 0 , g 1 , ν, L) ∈ (0, 1) such that whenever
holds, we have ess sup
Proof. Set for j ∈ N 0
Moreover, for technical reasons we introducẽ
, and
where c is a universal constant. Define
The aim is to use De Giorgi's iteration method and for that we need to estimate Y j+1 . We shall estimate the two integral terms appearing in Y j+1 separately. Since in the support of
Lemma 2.8 with q = 1 yields
The Caccioppoli inequality, Lemma 3.3, gives 1 θ j ess sup
since ϕ j vanishes at t = t 0 − θ j , and thus, using also (4.1), we obtain
where b 1 = 2 2/n+g1(1+1/n) . For the second term we apply Lemma 2.8 with q = 2n/(n + 2). The mapping s → sG(s) −1/q is decreasing due to the assumption g 0 > 2n/(n + 2), and therefore by (4.3) in the support of (u − k j+1 ) + we have
Combining this with the Caccioppoli inequality as above yields
By putting the two estimates together we obtain In order to prove the boundedness of nonnegative weak subsolutions we still need to show that there always exists a number k that satisfies (4.2). Due to the general nature of the equation this can only be done implicitly so that, at least with our method, it is not possible to obtain a nice a priori estimate, like in the case of the p-Laplacian (see [13] ).
To this end, define
G(s) .
Depending on the growth of G we consider three separate cases. The case a = A = 0 is the degenerate case. When a = A = ∞ we have the singular case. The remaining case where either a or A is strictly positive and finite, or a = 0 and A = ∞, we shall call the intermediate case. Notice that when g 0 > 2 (g 1 < 2) we must be in the degenerate (singular) case, and on the other hand in the degenerate (singular) case we always have g 1 > 2 (g 0 < 2).
Theorem 4.2. Let u be a nonnegative weak subsolution in
Proof. The idea is to show that in each case there exists some finite k and a neighborhood Q(ρ, θ) of (x 0 , t 0 ) ∈ Ω T such that (4.2) holds. Then Fix a radius 0 < r < 1/M such that Q(r, r) ⋐ Ω T and let m * be the smallest m that satisfies
Set k = rs m * and choose ρ = r and θ = k 2 G k r −1 . Observe that (4.1) holds and, moreover,
Degenerate case. Since now lim sup s→∞ 
Let r > 0 be such that Q(r, r 2 ) ⋐ Ω T . We clearly have lim m→∞ s m = ∞ so that we may find the smallest m, which we again call m * , such that
The constant c * shall be determined shortly. Again, set k = rs m * and choose ρ = r and
Take 0 < ε < 1 to be chosen later. In the set {u ≥ εk} we obtain by a change of variables and (4.6) that u
Therefore, 
We again fix r > 0 such that Q(r, r 2 ) ⋐ Ω T and this time take m * to be the smallest m for which
holds for some c * to be fixed. Set k = rs m * and choose
and θ = r 2 .
Notice that (4.1) holds and we again have Q(ρ, θ) ⊂ Q(r, r 2 ), since
Let ε be the same as above. A similar calculation as before shows that
We have shown that in all three cases a finite k exists, which proves that nonnegative weak subsolutions are locally bounded.
Remark 4.3. Observe that we get no quantitative information about the size of k in any of the cases. This is due to the fact that we only have qualitative information about the sequence s m , so that s m * could be arbitrarily large, although finite.
If u is only a weak subsolution but not necessarily nonnegative, we may apply the result to max{u, 0} which is a nonnegative weak subsolution by Lemma 3.7. Similarly, if u is a weak supersolution, then max{−u, 0} is a nonnegative weak subsolution. Hence we obtain the following corollary.
Corollary 4.4. Let u be a weak supersolution (subsolution) in Ω T . Then u is locally essentially bounded from below (above). In particular, if u is a weak solution in
After the boundedness of nonnegative weak subsolutions has been established, we obtain the lower semicontinuity of supersolutions fairly easily by using the a priori estimate in (4.2) and Lebesgue's differentiation theorem. For this we define the ess lim infregularization of a function u that is bounded from below aŝ u(x, t) := lim r→0 ess inf
where Q r (x, t) := B r (x) × t − 
and the fact that as an integrable function u is finite almost everywhere in Ω T it follows that u =û almost everywhere in Ω T .
Set U := {(x, t) ∈ Ω T : |u(x, t)| < ∞} and denote the set of Lebesgue points of u in Ω T by V . Since almost every point is a Lebesgue point and u is integrable, we clearly have |Ω T \ (U ∩ V )| = 0. Hence, by showing that u =û in U ∩ V we obtain the result.
To this end, fix ε > 0 and take 0 < k < ε. Let (x 0 , t 0 ) ∈ U ∩ V and denote Q(ρ, θ) := B ρ (x 0 ) × t 0 − 
for ρ small enough. Take δ > 0 to be fixed shortly and let K ⋐ Ω T be a set including (x 0 , t 0 ). Since v is locally bounded by Theorem 4.2, we may take N to be the smallest positive integer such that ||v|| L ∞ (K) < 2 N δ. Now for every ρ > 0 satisfying Q(ρ, θ) ⊂ K we have
Since (x 0 , t 0 ) is a Lebesgue point and u belongs to
In particular, we use this for p = g 1 and p = 2 to find ρ 0 ≡ ρ 0 (g 1 , σ, k, N )
Thus, by choosing δ = σ 4 k we obtain the desired inequality
Let r 0 > 0 be so small that Q r0 (x 0 , t 0 ) ⊂ Q(ρ 0 /2, θ 0 /2). Then for every 0 < r ≤ r 0 we have u(x 0 , t 0 ) − ess inf
by Lemma 4.1, and therefore
Since ε > 0 was arbitrary, we obtain
The other direction follows from Lebesgue's differentiation theorem, since
and we are done.
OBSTACLE PROBLEM
In this section we prove the existence of a unique solution to the bounded obstacle problem related to equation (1.1) . Moreover, we show that if the obstacle is continuous, the same property is inherited by the solution.
Definition 5.1.
A function u is a solution to the obstacle problem with the obstacle ψ in Ω T , if u is the smallest ess lim inf-regularized (see (4.7)) weak supersolution in Ω T that lies above ψ almost everywhere in Ω T .
Let us first consider merely bounded obstacles. The existence of a solution to the obstacle problem follows fairly easily using results from the previous sections. The idea of the proof is the same as in [32] for the p-Laplacian.
Theorem 5.2. Let ψ ∈ L ∞ (Ω T ). Then there exists a unique solution to the obstacle problem with the obstacle ψ and, moreover, it belongs to
Proof. By Theorem 4.6 every weak supersolution v has a representative such that v =v everywhere in Ω T . We consider the class of all such functions that lie above ψ almost everywhere and show that the ess lim inf-regularization of the pointwise infimum taken over this class meets the requirements of a solution.
To this end, denote the set of all weak supersolutions in Ω T by S and define
, it is nonempty. We set for all (x, t) ∈ Ω T w(x, t) := inf
and aim to show thatŵ is a solution. If v is an ess lim inf-regularized weak supersolution with v ≥ ψ almost everywhere in Ω T , then obviously v ≥ŵ in Ω T . Thus, to prove thatŵ is a solution we need to show thatŵ ∈ S ψ . In fact, it suffices to show that w ∈ S, since then by Theorem 4.6 w =ŵ almost everywhere in
If v 1 , v 2 ∈ S ψ , then by Lemma 3.7 also min{v 1 , v 2 } ∈ S ψ . Therefore, by Choquet's topological lemma, see p. 158 in [19] , there exist a function u and a decreasing sequence
such that u i ∈ S ψ for every i ∈ N, u i → u everywhere as i → ∞, and lim inf w(y, s)
for every (x, t) ∈ Ω T . Clearly u ≥ w in Ω T . Without loss of generality we may assume that |u i | ≤ M in Ω T for every i ∈ N, and thus by Lemma 3.9 u is a weak supersolution in Ω T . But now at almost every (x, t) ∈ Ω T we know that u is lower semicontinuous by Theorem 4.6, which leads to
w(y, s) ≤ w(x, t).
Therefore, w = u almost everywhere in Ω T , whence w ∈ S and we deduce thatŵ is a solution to the obstacle problem with the obstacle ψ. Uniqueness is trivial, sinceŵ is the smallest function in S ψ .
For the rest of the section we shall turn our attention to continuous obstacles. Since
, the existence of a unique solution is given by Theorem 5.2. Now the interesting question is if the solution is also continuous. To answer this question we construct a sequence of functions using a modification of the Schwarz alternating method and show that the limit is indeed a continuous solution to the obstacle problem. By the uniqueness we then deduce that this solution must be the same as the one given by Theorem 5.2. Moreover, we prove that whenever the solution does not coincide with the obstacle, it is in fact a weak solution. The proof follows the same guidelines as [23] for parabolic p-Laplace type equations.
Observe that when ψ ∈ C 0 (Ω p T ), the solution to the obstacle problem in fact lies above ψ everywhere.
We collect here two important results that will be needed later. They are proved in [4] . 
for every parabolic cylinder Q 2R ⋐ Q.
Let us begin with the construction of a candidate for a solution.
Construction 5.5. Let F be a countable and dense family of cylinders defined as
Construct a sequence of functions (ϕ k ) ∞ k=0 as follows:
where v k is a weak solution in Q k with boundary values ϕ k on ∂ p Q k and v k = ϕ k in Ω T \ Q k . Denote the limit, if it exists, by
We easily deduce the following basic properties. 
(ii) The function ϕ 0 = ψ is continuous by assumption. Now, if ϕ k is continuous for some k ∈ N 0 , then so is ϕ k+1 as the maximum of continuous functions, since v k is a weak solution in Q k and therefore continuous by Theorem 5.3. (iii) Clearly ϕ 0 = ψ ≤ sup ΩT |ψ|. Assume then that the claim holds for some k ∈ N 0 .
By the maximum principle, Corollary 3.5, we have
in Q k , and thus,
is nondecreasing and uniformly bounded, thus the limit u * exists. Since all the members of the sequence are above ψ by (i), also the limit has to be. (v) Suppose v is an ess lim inf-reqularized weak supersolution with v ≥ ψ almost everywhere in Ω T . We show that v ≥ ϕ k everywhere in Ω T for every k ∈ N 0 , which
at every (x, t) ∈ Ω T , the assertion holds for ϕ 0 = ψ. If it holds for some k ∈ N 0 , then by the comparison principle, Lemma 3.
The function u * is the limit of a nondecreasing sequence of continuous functions, hence it is lower semicontinuous.
So-called A-superharmonic functions are often studied in the theory of elliptic equations. As shown in [19] , there is a strong connection between A-superharmonic functions and weak supersolutions. The same idea can be used also in the parabolic setting. We shall call the corresponding functions A-superparabolic.
is a weak solution in Q and h ≤ u on ∂ p Q, then h ≤ u in Q.
In order to prove that the limit u * of Construction 5.5 is a solution to the obstacle problem, by Proposition 5.6 it suffices to show that it is a weak supersolution. For this we prove that it is both A-superparabolic and continuous. Let us first show the former. Proof. By Proposition 5.6 u * is lower semicontinuous and
in Ω T . Thus, it is enough to show that u * satisfies the comparison principle in every cylinder Q ⋐ Ω T .
To this end, fix a cylinder Q = K × (t 1 , t 2 ) ⋐ Ω T and let h ∈ C 0 (Q p ) be a weak
If we can show that h ≤ u * in Q, we are done. Fix ε > 0 and set for each k ∈ N
By the continuity of ϕ k and h the sets E k are open with respect to the relative topology. Since u * = lim k→∞ ϕ k , for any point z = (x, t) ∈ ∂ p Q we find an integer
implying that z ∈ E kz . Therefore, the sets E k form an open cover for ∂ p Q, and since ∂ p Q is compact and the sequence (ϕ k ) ∞ k=0 nondecreasing, there exists an integer k 0 ≥ 1 such that ∂ p Q ⊂ E k0 . This, together with the fact that the set E k0 is open, implies that there exists k 1 ≥ k 0 such that the cylinder Q k1 ∈ F satisfies
Moreover, both h and v k1 + ε are weak solutions in Q k1 ∩ {t < t 2 }, and therefore,
trivially in E k0 , we obtain the result by letting ε tend to zero.
The next lemma shows that Construction 5.5 is stable.
Lemma 5.9. The limit u * of Construction 5.5 is independent of the order of the cylinders Q k .
Proof. Construct functions ϕ k and v k as in Construction 5.5 with the cylinders Q k taken in a different order than in the construction of u * . Denote u * := lim k→∞ ϕ k . Clearly we have u 
k , and thus the comparison principle, Lemma 3.4, yields v
in Ω T , and hence, ϕ 1 k ≤ ϕ 2 k in Ω T for every k ∈ N 0 . Taking the limit k → ∞ on both sides completes the proof.
We now have the necessary tools to prove the continuity of our candidate. By applying Theorem 3.9 to both ( ϕ ki )
we see that u * is also a weak solution in Q r/2 . Now the continuity of u * in a neighborhood of (x 0 , t 0 ) follows using a completely analogous proof to Proposition 4.2 in [4] together with a simple approximation argument.
Finally, it is easy to see that where h m is a weak solution in U m with h m = u k on ∂ p U m . Since u k is A-superparabolic, the comparison principle yields h m ≤ u k in U m . This, together with the fact that u k ∈ C 0 (Q Proof. Let (x, t) be any point in Ω T . Since Ω T is open, we can always find a cube K 0 ⋐ Ω and 0 < t 1 < t 2 < T such that (x, t) ∈ ) for almost every t ∈ (t 1 , t 2 ) and every j ∈ {1, . . . , 2 n(k−1) }. Thus, by applying the Poincaré's inequality, Lemma 2.7, to the function diam(K j k )w k , we obtain 
for every δ ∈ (0, 1), implying that w k → 0 in measure in Q as k → ∞. Therefore, we find a subsequence (w ki )
converging to zero almost everywhere in Q as i → ∞. Now, together with the choice of η, this gives
almost everywhere in Q. Since u k ≤ u * in Q 0 for every k ∈ N, we obtain lim i→∞ u ki = u * almost everywhere in Q by letting ε → 0. This finishes the proof. We end the section by showing that whenever the solution to the obstacle problem lies strictly above the obstacle, it is in fact a weak solution. We shall prove this for the limit u * of Construction 5.5, which is a solution as seen above. First we need the following lemma.
Lemma 5.15. The function ϕ k is a weak subsolution in the set {ϕ k > ψ} for every k ∈ N.
Proof. If ϕ k = ψ for some k, the set {ϕ k > ψ} is empty and there is nothing to prove. Suppose thus ϕ k = ψ for every k ∈ N. In the set {ϕ 1 > ψ} we must have ϕ 1 = v 0 and hence the claim holds for k = 1. Assume then that ϕ k is a weak subsolution in the set {ϕ k > ψ} for some k ∈ N. First take a point z 0 = (x 0 , t 0 ) ∈ {ϕ k > ψ}. The set {ϕ k > ψ} is open by the continuity of ϕ k and ψ and thus, we find a cylinder Q ⋐ {ϕ k > ψ} ⊂ {ϕ k+1 > ψ} such that z 0 ∈ Q. Now, the function max{ϕ k , v k } is a weak subsolution in Q ∩ Q k by Lemma 3.7, and thus,
is a weak subsolution in Q by Lemma 3.6. Let then z 0 ∈ {ϕ k+1 > ψ} \ {ϕ k > ψ}. Since we always have ϕ k ≥ ψ and z 0 / ∈ {ϕ k > ψ}, we deduce that ϕ k (z 0 ) = ψ(z 0 ). Thus, ϕ k+1 (z 0 ) = v k (z 0 ) or otherwise
