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Abstract
For nonlinear dispersive systems, the nonlinear Schrödinger (NLS) equation can
usually be derived as a formal approximation equation describing slow spatial and
temporal modulations of the envelope of a spatially and temporally oscillating un-
derlying carrier wave. Here, we justify the NLS approximation for a whole class
of quasilinear dispersive systems. This is the first time that this is done for sys-
tems, where a quasilinear quadratic term is allowed to effectively lose more than one
derivative.
1 Introduction
Nonlinear dispersive systems can be very difficult to solve as well analytically as nu-
merically. Thus, a valid NLS approximation can be a great tool for understanding the
dynamics of such systems. An introduction to this theory can be found in [SU17]. For
the sake of simplicity, we will restrict ourselves in this introduction to the basic prototype
equation
∂2t u = −∂4xu− ∂4xu2, (1)
with u : R × R → R : (x, t) 7→ u(x, t), which is a simple beam equation. Beside
modeling deformations of an elastic beam, it appears for surface waves in shallow water,
in the dislocation theory of crystals or for the interaction between waves guides and some
external medium, cf. e.g. [LG19, KV19, WC06]. This equation is part of the class of
quasilinear dispersive systems for which we justify the NLS approximation in this paper,
namely
∂tu =− iωv , (2)
∂tv =− iωu− iρu2 ,
with ρ and ω being differential operators. For (1), the operators ω and ρ are given in
Fourier space by the multipliers ω(k) = ρ(k) = sign(k)k2.
In order to derive the NLS equation for (2), we make an ansatz of the form
u = εψNLS +O(ε2) ,
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where
εψNLS(x, t) = εA
(
ε(x− cgt), ε2t
)
ei(k0x−ω0t) + c.c. . (3)
0 < ε 1 is a small perturbation parameter, A is a complex-valued amplitude and c.c.
the complex conjugate. The ansatz leads to a basic temporal wave number ω0 = ω(k0)
associated to the basic spatial wave number k0 > 0 and a group velocity cg = ω′(k0).
Most importantly, the NLS equation
∂TA = i
ω′′(k0)
2
∂2XA+ iν2(k0)A|A|2, (4)
is obtained as a lowest order modulation equation, describing slow modulations in time
and space of the envelope of the wave packet. T = ε2t is the slow time scale, X =
ε(x− cgt) the slow spatial scale and ν2(k0) ∈ R. A formula for ν2(k0) is given later. The
NLS equation (4) can be explicitly solved, see e.g. [AS81].
O(ε−1)
O(ε)
cg
Figure 1: The NLS approximation ψNLS , an oscillating wave packet with an envelope
determined by the solution A of the NLS equation (4).
We prove the following result.
Theorem 1.1. Fix ω, ρ and k0 > 0. For sA ≥ 7 and all C1, T0 > 0 there exists some
ε0, C2 > 0 such that for all solutions A ∈ C([0, T0], HsA(R,C)) of the NLS equation (4)
with
sup
T∈[0,T0]
‖A(·, T )‖HsA (R,C) ≤ C1
the following holds.
For all ε ∈ (0, ε0) there are solutions
u ∈ C([0, T0/ε2], HsA(R,R))
of the original system (2) which satisfy
sup
t∈[0,T0/ε2]
‖u(·, t)− εψNLS(·, t)‖HsA (R,R) ≤ ε3/2C2.
2
Our estimate states that the dynamics of the NLS equation are present in the original
system. Such a result is nontrivial and should never be taken for granted, see e.g. [SSZ15].
The following properties of the system (2) make a justification of the NLS equation
especially difficult
• a quasilinear quadratic term in the presence of nontrivial resonances,
• a nonlinearity that causes the loss of more than one derivative in the error estimates.
This is the first paper where an NLS justification result is given for a quasilinear system
where the nonlinearity loses more than one derivative. In this case a qualitatively new
analysis is needed since a loss of regularity in the error evolution can no longer be dodged
through integration by parts like in previous articles.
A quadratic term yields in the equations of the error to terms of order O(ε), which could
potentially lead to an explosion on a time scale of order O(ε−1). In numerous articles, a
theory to handle quadratic terms by using normal form transformations was developed,
see e.g. [K88] and for the case of resonances [S05]. However, quasilinear quadratic terms
were explicitly excluded. Such terms make the closing of error estimates much harder.
The first NLS validity results for systems with a quasilinear quadratic term (losing a half
derivative) were proven in [SW11] and in [TW12]. Using a modified energy to handle
the occurring loss of regularity in the normal form transforms as in [HITW15], quadratic
terms that lose a whole derivative could be handled in [D17, DH18]. We here now prove a
result valid for systems, whose quasilinear quadratic terms can lose an arbitrary amount
of derivatives.
The plan of the paper is as follows. In order to obtain the natural O(ε−2)-time scale of
the NLS equation, we use a modified energy based on some norm form transformations
that is equivalent to the squared Sobolev norm of the error, similar as in [DH18]. The
evolution of this energy then contains terms that cannot be estimated without a loss of
regularity. We handle this problem by showing that it is always possible to recursively
construct an expression of order O(ε) whose time derivative cancels with the problematic
terms. By including this expression in the energy, the energy estimates close and the
theorem follows with Gronwall’s inequality.
Notation. The Fourier transform of a function u ∈ L2(R,K), with K = R or K = C
is denoted by F(u)(k) = û(k) = 12pi
∫
R u(x)e
−ikxdx. Hs(R,K) is the space of functions
mapping from R into K, for which the norm ‖u‖Hs(R,K) = (
∫
R |û(k)|2(1 + |k|2)sdk)1/2
is finite. The space L1(s)(R,K) is defined by u ∈ L1(s)(R,K) ⇔ uσs ∈ L1(R,K),
where σ(x) = (1 + x2)1/2. We use dαe := min{z ∈ Z : z ≥ α}. We write I ≤ O(E)
for expressions I and E, when there exists some constant C > 0 such that I ≤ C E .
This constant can then always be chosen independently of E and the small perturbation
parameter ε.
2 The general class of systems
The class of systems for which we consider the NLS approximation consists of the quasi-
linear dispersive first order systems (2) where the pseudo differential operators ω and ρ
can be expressed through some odd real-valued functions ρ and ω in Fourier space. Such
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a first order system is also equivalent to a quasilinear dispersive equation
∂2t u = −ω2u− ρωu2 . (5)
We do not allow the quadratic term of the system to contain more derivatives than the
linear one. We express this by demanding
deg∗(ρ) ≤ deg(ω) , (6)
where we write deg∗(γ) ≤ s for a function γ : R → R when there exists some constant
C such that |γ(k)| ≤ C(1 + |k|)s for large |k|, and deg(γ) = s when there also is some
c > 0 such that c (1 + |k|)s ≤ |γ(k)| ≤ C(1 + |k|)s for large |k|. One of the functions ω or
sign(·)ω(·) as well as ρ or sign(·)ρ(·) has to lie in Cmω(R) formω := max{5, ddeg(ω)e+1}.
In other words, we allow ω and ρ to have a jump in k = 0. We further demand that
deg∗(ρ(n)) ≤ deg∗(ρ(n−1))− 1 , (7)
deg(ω(n)) = deg(ω(n−1))− 1 , (8)
for n = 1, . . . ,mω as long as ρ(n) 6= 0, respectively ω(n) 6= 0. A behavior, typical for most
differential operators. To guarantee the derivation of the NLS equation (4), we require
ω′′(k0) 6= 0, (9)
ω′(k0) 6= ±ω′(0) and ρ(0) = 0, or lim
k→0+
ω(k) = ω(0+) 6= 0 , (10)
mω(k0) 6= ±ω(mk0) for m = ±2, ... ,±5 (11)
being fulfilled for the wavenumber k0 > 0.
Real-valued solutions to the equations
ω(k)− j1j2ω(k ∓ k0) + j1ω(±k0) = 0 (12)
with j1, j2 ∈ {±1}, are called resonances. Resonances are problematic in the presence of
quadratic terms and have to be avoided for a well-defined nomal-form transformation. A
resonance in k = k1 is called trivial, if the quadratic term vanishes for the wavenumber
k1 in Fourier space. We here restrict us to the case that only a trivial resonance in k = 0
and nontrivial resonances in k = ±k0 can occur. Allowing more resonances would be
possible by making some adjustments as in [DS06, D19]. We naturally also forbid the
left hand side of (12) converging to zero for |k| → ∞. If ω(0+) 6= 0, we additionally
demand that
ω(0+) 6= ±2ω(k0) (13)
or
ω′(k0) 6= ±ω′(0), ρ(0) = 0 and ω(0±) 6= 2ω(k0) + jω(2k0) for j ∈ {±1} (14)
to prevent the happening of further resonances.
For this class of systems we prove theorem 1.1. For (1), the conditions (6)-(8) and
(9)-(11) are obviously true for all k0 > 0. To verify that resonances can only occur in
k = 0 and k = ±k0 one makes a case analysis of (12) with the quadratic formula.
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3 Residual estimates
All coming calculations get much easier by working with diagonalized system
∂tu−1(x, t) = −iωu−1(x, t)− 1
2
iρ
(
u−1 + u1
)2
(x, t) , (15)
∂tu1(x, t) = iωu1(x, t) +
1
2
iρ
(
u−1 + u1
)2
(x, t) ,
with u−1(x, t), u1(x, t) ∈ R. One obtains this system from (2) via the invertible transfor-
mation (
u−1
u1
)
=
1
2
(
1 1
1 −1
)(
u
v
)
. (16)
With an simple ansatz of the form(
u−1
u−1
)
=
(
εψNLS
0
)
+O(ε2)
(
1
1
)
,
one can derive the NLS equation (4) by expanding the operators ω, ρ in Fourier space
around integer multiples of the basic wave number k0 with Taylor’s theorem, cf. [DH18].
We obtain the NLS equation (4) with
ν2(k0) = −ρ(k0)
( ρ(2k0)ω(2k0)
4
(
ω(k0)
)2 − (ω(2k0))2 + 2ρ
′(0)ω′(0)(
ω′(k0)
)2 − (ω′(0))2
)
when ω(0+) = 0 and with
ν2(k0) = −ρ(k0)
( ρ(2k0)ω(2k0)
4
(
ω(k0)
)2 − (ω(2k0))2 − 2 ρ( 0
+)
ω( 0+)
)
when ω(0+) 6= 0. The explicit computation done here, can be found in [H19].
The residual Resu(εΨ) of an approximation εΨ denotes all terms that remain after
plugging in an approximation εΨ into the equations of system (2). For the coming error
estimates, a very small residual whose norm can be controlled in high Sobolev spaces
is needed. For this reason an improved approximation εΨ is used. By exploiting that
an ansatz like above is always strongly concentrated around a finite number of integer
multiples of the basic wave number k0 > 0, cut-off functions can be used to restrict the
support of an ansatz in Fourier space to small neighborhoods of these wave numbers jk0
with j ∈ {−5, . . . , 5}. This way, an approximation εΨ that is an analytic function and
has a residual of the formal order O(ε6) is obtained, cf. Section 2 of [DSW16].
The approximation that we use is
εΨ = εΨc + ε
2Ψq , (17)
where
εΨc = εψc
(
1
0
)
= ε(ψ1 + ψ−1)
(
1
0
)
= ε
(
A1(ε(x− cgt), ε2t)E+ c.c.
)( 1
0
)
,
ε2Ψq = ε
2
(
ψq−1
ψq1
)
= ε2Ψ0 + ε
2Ψ2 + ε
2Ψh ,
5
ε2Ψ0 = ε
2
(
A0(ε(x− cgt), ε2t)
D0(ε(x− cgt), ε2t)
)
,
ε2Ψ2 = ε
2
(
A2(ε(x− cgt), ε2t)E2 + c.c.
D2(ε(x− cgt), ε2t)E2 + c.c.
)
,
ε2Ψh =
∑
n=1,2,3,4
ε1+n
(
An1 (ε(x− cgt), ε2t)E+ c.c.
Dn1 (ε(x− cgt), ε2t)E+ c.c.
)
+
∑
n=1,2,3
ε2+n
(
An0 (ε(x− cgt), ε2t)
Dn0 (ε(x− cgt), ε2t)
)
+
∑
n=1,2,3
ε2+n
(
An2 (ε(x− cgt), ε2t)E2 + c.c.
Dn2 (ε(x− cgt), ε2t)E2 + c.c.
)
+
∑
n=0,1,2
ε3+n
(
An3 (ε(x− cgt), ε2t)E3 + c.c.
Dn3 (ε(x− cgt), ε2t)E3 + c.c.
)
+
∑
n=0,1
ε4+n
(
An4 (ε(x− cgt), ε2t)E4 + c.c.
Dn4 (ε(x− cgt), ε2t)E4 + c.c.
)
,
+ ε5
(
A05(ε(x− cgt), ε2t)E5 + c.c.
D05(ε(x− cgt), ε2t)E5 + c.c.
)
,
where E = ei(k0x−ω0t), ω0 = ω(k0) and cg = ω′ (k0). Here, A1
(
ε(· − cgt), ε2t
)
is the
restriction of A
(
ε(· − cgt), ε2t
)
in Fourier space to the interval {k ∈ R : |k| ≤ δ < k0/20}
by some cut-off function, while A is the solution of the NLS-equation (4) and δ > 0.
More precisely
A1
(
ε(· − cgt), ε2t
)
:= F−1
[
χ[−δ,δ](·)F
[
A
(
ε(· − cgt), ε2t
)]
(·)
]
, (18)
where χ[−δ,δ] is the characteristic function on the interval [−δ, δ], i.e. χ[−δ,δ](k) = 1 for
[−δ, δ] and χ[−δ,δ](k) = 0 for k /∈ [−δ, δ]. One can think of εψc as εψNLS with a support
in Fourier space restricted to small neighborhoods of the wave numbers ±k0. The Anj
and Dnj are chosen suitably depending on A1 such that the supports of A
n
jE
j and Dnj E
j
in Fourier space lie in small neighborhoods of the wave number jk0.
Similarly as in [DSW16], one obtains:
Lemma 3.1. Let sA ≥ 7 and A ∈ C([0, T0], HsA(R,C)) be a solution of the NLS equation
(4) with
sup
T∈[0,T0]
‖A‖HsA ≤ CA.
Then for all s ≥ 0 there exist CRes, CΨ, ε0 > 0 depending on CA such that for all
6
ε ∈ (0, ε0) the approximation εΨ = εΨc + ε2Ψq satisfies
sup
t∈[0,T0/ε2]
‖Resu(εΨ)‖Hs ≤ CRes ε11/2, (19)
sup
t∈[0,T0/ε2]
∥∥εΨ− εψNLS ( 10
)∥∥
HsA
≤ CΨ ε3/2, (20)
sup
t∈[0,T0/ε2]
(‖Ψ̂c‖L1(s+1)(R,C) + ‖Ψ̂q‖L1(s+1)(R,C)) ≤ CΨ , (21)
‖∂tψ̂±1 + iω̂ψ±1‖L1(s) ≤ CΨ ε2 . (22)
Due to the bound (20), we can work with the improved approximation εΨ to obtain
a validity result for the NLS approximation εψNLS .
The bound (21) will be needed to make estimates like
‖ψcf‖Hs ≤ C‖ψc‖Csb ‖f‖Hs ≤ C‖ψ̂c‖L1(s)‖f‖Hs ,
without losing powers in ε as one would with ‖ψc‖Hs = ‖ψ̂c‖L2(s), where the slow space
scale of the NLS causes ‖A(ε·)‖L2 = ε−1/2‖A(·)‖L2 . The bound (22) will be used to
approximate ∂tψ±1 for the normal form transforms.
4 The error estimates
We write the error of the approximation εΨ as
εβ
(
ϑR−1
ϑR1
)
:=
(
u−1
u1
)
− εΨ, (23)
where R−1 and R1 are our error functions, β = 5/2 and ϑ is an invertible operator given
in Fourier space either by the weight function
ϑˆ(k) =
{
ε+ (1− ε) |k|δ for |k| ≤ δ ,
1 for |k| > δ , (24)
or by ϑˆ(k) = 1 if 0 6= ±ω(0+) 6= 2ω(k0). The fixed parameter δ is as in (18).
The inclusion of the operator ϑ is essential for our handling of the nontrivial resonances
in k = ±k0. For this purpose ϑ has also already been used e.g. in [DS06, DH18]. When
0 6= ±ω(0+) 6= 2ω(k0), there is no resonance in k = k0 such that setting ϑˆ(k) = 1 is
better.
By plugging in the above definition into the diagonalized system we obtain the following
dynamics for the error
∂tR−1 = −iωR−1 − εiρϑ−1(Rψ(ϑR−1 + ϑR1)) + ε−βϑ−1Resu−1(εΨ) ,
∂tR1 = iωR1 + εiρϑ
−1(Rψ(ϑR−1 + ϑR1)) + ε−βϑ−1Resu1(εΨ) ,
(25)
where
Rψ := ψ +
1
2
εβ−1(ϑR−1 + ϑR1), (26)
ψ := ψc + εψQ := ψc + ε(ψq−1 + ψq1) . (27)
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Following the idea of [DH18], we define the modified energy
E` = E0 + E` , (28)
E` =
∑
j1∈{±1}
( 1
2
∥∥∂`xRj1∥∥2L2 + ε ∑
j2∈{±1}
∫
R
∂`xRj1∂
`
xϑ
−1Nj1j2(ψc, Rj2) dx
)
,
E0(R) = ‖Rˇ−1‖2L2 + ‖Rˇ1‖2L2 ,
where
Rˇj = Rj + ε
∑
j2∈{±1}
ϑ−1Njj2(ψc, Rj2) + ε
2
∑
j2,j3,j4∈{±1}
ϑ−1Tjj2j3j4(ψj4 , ψj4 , Rj3) ,
N̂j1j2(ψc, Rj2)(k) =
∫
R
nj1j2(k, k −m,m)ψ̂c(k −m)R̂j2(m) dm ,
T̂j1j2j3j4(ψj4 , ψj4 , Rj3)(k) =
∫
R
tj1,j2,j3,j4(k)ψ̂j4(k −m)ψ̂j4(m− n)R̂j3(n) dn dm ,
nj1j2(k, k −m,m) =
ρ(k) ϑˆε,∞(m)χc(k −m)
ω(k)− j1j2ω(m) + j1ω(k −m) ,
tj1,j2,j3,j4(k) =
−j2 Pˆ0,δ(k)nj1j2(k, j4k0, k − j4k0) ρ(k − j4k0)(− j1ω(k)− 2ω(j4k0) + j3ω(k − 2j4k0)) ,
ϑˆε,∞(m) =

0 for |m| ≤ ε ,
ε+ (1− ε) |m|δ for ε < |m| ≤ δ ,
1 for |m| > δ .
We set tj1,j2,j3,j4 = 0 and ϑˆε,∞ = 1 when 0 6= ±ω(0+) 6= 2ω(k0).
The final handling of the loss of regularity stemming from quasilinear quadratic terms
losing more than one derivative is done in section 4.3, by transforming this energy. After
the transformation, the energy estimates close and the theorem is proven.
4.1 Natural time scale of the NLS
In order to achieve error estimates valid on the natural O(ε−2)-time scale of the NLS
equation, the evolution of the energy has to be of order O(ε2). To met this goal, we
chose the normal form transformations such that the O(ε)-terms in the error evolution
are eliminated.
The operator ϑ−1 was placed outside of the normal form transformsNj1j2 and Tj1j2j3j4
since
ϑˆ−1(k) =
1
ϑˆ(k)
= O(ε−1) . (29)
In the presence of a spatial derivative, better estimates become possible.
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Lemma 4.1. We have
|kϑˆ−1(k)| ≤ 1 + |k| . (30)
In particular
‖iρϑ−1f‖L2 ≤ O(‖f‖Hdeg∗ ρ). (31)
Proof. The lemma is obviously true for ϑˆ(k) = 1. Otherwise, we have |k ϑˆ−1(k)| = |k|
for |k| > δ and
|k ϑˆ−1(k)| = |k|
ε+ (1− ε) |k|δ
≤ 1ε
|k| +
1−ε
δ
≤ δ
for 0 < |k| ≤ δ such that (30) is true. When ϑˆ−1 6= 1 we are in the case ρ(0) = 0. Thus
ρ(k) = O(k) for |k| → 0 such that (31) follows.
Lemma 4.2. The normal form transforms Nj1j2 were constructed such that for all f ∈
Hdeg
∗(ρ)+1(R):
−j1iωNj1j2(ψc, f)−Nj1j2(iωψc, f) + j2Nj1j2(ψc, iωf) = −j1iρ(ψcϑε,∞f) , (32)
where
ε ‖j1iρϑ−1(ψϑf)− j1iρϑ−1(ψcϑε,∞f)‖L2 = O(ε2) ‖f‖Hdeg∗(ρ) . (33)
Moreover, the operators Nj1j2(h, ·) are continuous linear operators which map H1(R,R)
into L2(R,R) for fixed h ∈ L2(R,R). In particular, there is a C = C(‖ĥ(·)χc(·)‖L1) such
that for all g ∈ H1(R):
‖Njj(h, g)‖L2 ≤ C‖g‖H1 , (34)
‖Nj−j(h, g)‖L2 ≤ C‖g‖L2 . (35)
Proof. In order prove that the Nj1j2 are well-defined, we have to look at the zeros
of the denominator of nj1j2 , i.e. of
ω(k)− j1j2ω(m) + j1ω(k −m)
for |k −m ∓ k0| ≤ δ. Due to the assumption for (12) in section 2, we can chose δ such
small that for |k −m∓ k0| ≤ δ the equation
ω(k)− j1j2ω(m) + j1ω(k −m) = 0 (36)
can have no other solutions than k = 0 or m = 0.
We first check k = 0 and therefore assume |k| ≤ δ.
For |k| ≤ δ, we also have | −m∓ k0| ≤ 2δ since |k −m∓ k0| ≤ δ. Using Taylor in order
to expand ω(k) in the point sign(k) · 0+ and ω(k −m) in the point −m, we obtain
ω(k)− j1j2ω(m) + j1ω(k −m)
= ω(sign(k) · 0+)− j1j2ω(m) + j1ω(−m)
+ ω′(sign(k) · 0+) k + j1ω′(−m) k +O(k2)
= ω(sign(k) · 0+)− j1(j2 + 1)ω(m) +
(
ω′(0) + j1ω′(m)
)
k +O(k2).
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Thus, if
ω(0∓) 6= (j2 + 1)ω(k0), (37)
and we choose δ small enough, Nj1j2 has no resonance in k = 0.
If (37) is hurt but
±ω′(0) 6= ω′(k0), (38)
we can choose δ small enough such that
ω(k)− j1j2ω(m) + j1ω(k −m) = O(k) for k → 0.
When (13) is true, we have (37) and thus Nj1j2 has no resonance in k = 0.
When instead (14) is true, we always have (38) and ρ(k) = O(k) for k → 0 , thus Nj1j2
can at worst have a trivial resonance in k = 0.
The case m = 0 works analogously due to symmetry and the choice of ϑ. To give more
details, in the problematic case
ω(k)− j1j2ω(m) + j1ω(k −m) = O(m) for m→ 0
there occur no nontrivial resonances or a loss of ε-powers, since
|m−1 ϑˆε,∞(m)| ≤ 1 + δ−1 .
Resonances for |k|, |m| → ∞ were excluded in section 2.
The property (32) can be easily checked in Fourier space.
Concerning estimate (33),∥∥j1iρϑ−1(ψϑf)− j1iρϑ−1(ψcϑε,∞f)∥∥L2 = ∥∥iρϑ−1(εψQϑf) + iρϑ−1(ψc(ϑ− ϑε,∞)f)∥∥L2
= O(ε) ‖f‖Hdeg∗(ρ) ,
particularly due to (31) and (ϑˆ− ϑˆε,∞) ≤ O(ε).
We now will show that the Nj1j2(h, ·) are continuous linear operators.
For later purposes, we will especially focus on writing the bilinear operators Nj1j2(·, ·) as
a sum of products of linear operators, plus some smoothing bilinear operator.
We first look at Njj .
For |k| → ∞, we have
njj(k, k −m,m) = ρ(k)χc(k −m)
ω(k)− ω(m) + j ω(k −m) .
We want a form of njj(k, k − m,m) for |k| → ∞ that only consists of terms that are
products of functions in one variable, plus some smoothing term. In order to obtain this,
we have to examine the denominator. Using Taylor, we get
ω(k)− ω(m) = ω′(m) (k −m) + r(k, k −m,m),
where
r(k, k −m,m)χc(k −m) =
( p∑
l=2
1
l!
ω(l)(m) (k −m)l +O(ω(p+1)(m)) )χc(k −m),
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for some sufficiently large chosen p ≥ ddeg∗(ρ)e. Then we use the expansion
a
b+ c
=
n∑
l=0
(−1)l ac
l
bl+1
+ (−1)n+1 ac
n+1
bn+1(b+ c)
(b+ c 6= 0, b 6= 0). (39)
We distinguish the three cases deg(ω) > 1, deg(ω) = 1 and deg(ω) < 1.
If deg(ω) > 1 (i.e. deg(ω′) > 0), we have for |k| → ∞:
χc(k −m)
ω(k)− ω(m) + j ω(k −m) (40)
=
χc(k −m)
ω′(m) (k −m) + r(k, k −m,m) + j ω(k −m)
=
( 1
ω′(m) (k −m) −
r(k, k −m,m) + j ω(k −m)
ω′(m)2 (k −m)2
+
(
r(k, k −m,m) + j ω(k −m))2
ω′(m)3 (k −m)3 −
(
r(k, k −m,m) + j ω(k −m))3
ω′(m)4 (k −m)4
± · · ·+O(|m|− deg∗(ρ)−deg∗(ρ′))
)
χc(k −m).
If deg(ω) = 1 (i.e. deg(ω′) = 0), we have
χc(k −m)
ω(k)− ω(m) + j ω(k −m) (41)
=
( 1
ω′(m) (k −m) + jω(k −m) +O(|m|
−1))
)
χc(k −m) , for |k| → ∞.
If deg(ω) < 1 (i.e. deg(ω′) < 0), there is some N = N(ω′) ∈ N such that
χc(k −m)
ω(k)− ω(m) + j ω(k −m) (42)
=
( N∑
n=0
(−1)njn+1 (ω
′(m))n (k −m)n
((ω(k −m))n+1 +O(|m|
−1)
)
χc(k −m) , for |k| → ∞.
Due to (6), (7) and (8) we now get that the Njj(h, ·) map H1(R) on L2(R) by taking
advantage of Plancherel’s theorem and Young’s inequality for convolutions
‖Njj(h, g)‖L2 . ‖N̂jj(h, g)‖L2 =
∥∥∫
R
njj(·, · −m,m)ĥ(· −m)ĝ(m) dm
∥∥
L2
≤ O
(
sup
k,m∈R
|njj(k, k −m,m)|
(|m|2 + 1)1/2
)∥∥∫
R
|ĥ(· −m)χc(· −m) (|m|2 + 1)1/2 ĝ(m)| dm
∥∥
L2
≤ O(‖ĥ(·)χc(·)‖L1) ‖g‖H1 .
Now, we look at Nj,−j .
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Using Taylor, we get for |k| → ∞:
nj,−j(k, k −m,m) = ρ(k)χc(k −m)
ω(k) + ω(m) + j ω(k −m)
=
ρ(k)χc(k −m)
2ω(k) + r(k, k −m,m) + j ω(k −m) ,
where r(k, k −m,m) is now given by
r(k, k −m,m) =
p∑
l=1
(−1)l
l!
ω(l)(k) (k −m)l +O(ω(p+1)(k)).
for some sufficiently large chosen p ≥ ddeg∗(ρ)e. Using expansion (39), we obtain
nj,−j(k, k −m,m) =
( ρ(k)
2ω(k)
− ρ(k)
(
r(k, k −m,m) + j ω(k −m))
4ω(k)2
(43)
+
ρ(k)
(
r(k, k −m,m) + j ω(k −m))2
8ω(k)3
∓ · · ·+O(|k|− deg∗(ρ))
)
χc(k −m) , for |k| → ∞.
We can now see that the Nj−j(h, ·) map L2(R) on L2(R) by exploiting Young’s inequality
for convolutions.
Finally, since
nj1j2(−k,−(k −m),−m) = nj1j2(k, k −m,m) ∈ R,
the Nj1j2(h, ·) map real-valued functions on real-valued functions.
Lemma 4.3. The normal form transforms Tj1j2j3j4 were constructed such that for all
j1, j2, j3, j4 ∈ {±1}, we have
ε2 ‖ϑ−1Yj1,j2,j3‖L2 ≤ ε2O
( ‖Rj3‖Hdeg∗(ρ)+1). (44)
where
Yj1,j2,j3 =Nj1j2(ψc, j2ϑ
−1 iρ(ψϑRj3)) (45)
+
∑
j4=±1
(
− j1 iωTj1j2j3j4(ψj4 , ψj4 , Rj3) + Tj1j2j3j4(−iωψj4 , ψj4 , Rj3)
+ Tj1j2j3j4(ψj4 ,−iωψj4 , Rj3) + Tj1j2j3j4(ψj4 , ψj4 , j3 iωRj3)
)
.
Furthermore, for fixed functions g, h with ĝ, ĥ ∈ L1(R,C), the mapping f 7→ Tjj3(g, h, f)
defines a continuous linear map from L2(R,C) into L2(R,C) and there is a constant
C = C
(‖ĝ‖L1‖ĥ‖L1) such that for all f ∈ L2(R,C), we have
‖Tj1j2j3j4(g, h, f)‖L2 ≤ C‖f‖L2 . (46)
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Proof. In the case 0 6= ±ω(0+) 6= 2ω(k0), the lemma is trivial. Otherwise, we have
to first look at the zeros of the denominator of tj1,j2,j3,j4(k), i.e. the zeros of(
ω(k)− j1j2ω(k − j4k0) + j1ω(j4k0)
) (− j1ω(k)− 2ω(j4k0) + j3ω(k − 2j4k0))
for |k| ≤ δ. For the first factor, we have (12), so the only possible zero of the first factor
is k = 0. For the second factor, we get by expanding the expression ω(k) in the point
sign(k) · 0+ and ω(k − 2j4k0) in the point −2j4k0:
− j1ω(k)− 2ω(j4k0) + j3ω(k − 2j4k0)
= −j1ω(sign(k) · 0+)− 2ω(j4k0) + j3ω(−2j4k0) +O(k).
We can choose δ such small that this expression has no zeros. For ω(0) = 0 this is possible
due to (11), and for ω(0) 6= 0 due to (14). Summing up, there can only occur a trivial
resonance in k = 0. We now obtain (46) by using Young’s inequality for convolutions
and the fact that ‖t̂j1,j2,j3,j4‖L∞ can be uniformly bounded.
The estimate (44) is obtained similarly as in [DH18], the details can be found in [H19].
Lemma 4.4. For m ≥ deg∗(ρ) + 1, we have
∂tE0 ≤ ε2O
(
ε1/2
(‖R−1‖2Hm + ‖R1‖2Hm)3/2 + ‖R−1‖2Hm + ‖R1‖2Hm + 1) . (47)
Proof. The statement follows by the construction of the normal form transforms,
i.e. with (22) and the lemmata 4.2 and 4.3. A complete proof can be found in [H19].
4.2 Energy equivalence
In order to obtain a result for the error, the energy E` has to be equivalent to the H`-
energy of the error functions. We have to overcome the loss of regularity caused by the
normal form transforms.
Lemma 4.5. There are constants C0, Cˇ0 such that the following estimates hold√
E0 ≤ C0
(‖R1‖H1 + ‖R−1‖H1), (48)
‖R1‖L2 + ‖R−1‖L2 ≤ Cˇ0
√
E0 + εO(‖R−1‖L2 + ‖R1‖L2). (49)
Proof. The proof is similar to the one in [DH18] and can be found in [H19].
Lemma 4.6. Let f, g, h ∈ L2(R,R) be real-valued functions and K : R3 → C.
If ∫
R
∫
R
∣∣K(k, k −m,m) f̂(k) ĥ(k −m) ĝ(m)∣∣ dmdk <∞,
then we have ∫
R
∫
R
K(k, k −m,m) f̂(k) ĥ(k −m) ĝ(m) dmdk (50)
=
∫
R
∫
R
K(−m, k −m,−k) ĝ(k) ĥ(k −m) f̂(m) dmdk.
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Proof. The result is obtained by exploiting the fact that f̂(k) = f̂(−k) and ĝ(m) =
ĝ(−m), making a change of variables and using Fubini’s theorem.
Corollary 4.7. Let ε < ε0 and ε0 be sufficiently small. For ` ≥ 1, the energy E` is
equivalent to
(‖R−1‖H` + ‖R1‖H`)2, i.e. there are constants C1, C2 > 0 such that(‖R−1‖H` + ‖R1‖H`)2 ≤ C1 E` ≤ C2 (‖R−1‖H` + ‖R1‖H`)2.
Proof. That ϑˆ(k) = 1 is true for k outside of the compact set [−δ, δ] gives the a
priori estimate ∫
R
∂`xf ∂
m
x ϑg dx =
∫
R
∂`xf ∂
m
x g dx+O(‖f‖L2‖g‖L2) . (51)
With (30), we also get∫
R
∂`xf ∂
m+1
x ϑ
−1g dx =
∫
R
∂`xf ∂
m+1
x g dx+O(‖f‖L2‖g‖L2) . (52)
Due to (52), and, (34) and (35), we have
E` =
∑
j1∈{±1}
(1
2
∥∥∂`xRj1)∥∥2L2 + ε ∑
j2∈{±1}
∫
R
∂`xRj1 ∂
`
xNj1j2(ψc, Rj2) dx
)
+ εO(‖R−1‖2H1 + ‖R1‖2H1) .
For (j1, j2) = (j,−j), using Cauchy-Schwarz and (35) yields
ε
∫
R
∂`xRj ∂
`
xNj−j(ψc, R−j) dx = εO(‖R−1‖H`‖R1‖H`).
For (j1, j2) = (j, j), there is up to one additional derivative falling on ∂`xRj . Using
Leibniz’s rule and (34), we get
ε
∫
R
∂`xRj ∂
`
xNjj(ψc, Rj) dx = ε
∫
R
∂`xRj Njj(ψc, ∂
`
xRj) dx+ εO(‖Rj‖2H`) .
Lemma 4.6 gives us
ε
∫
R
∂`xRj Njj(ψc, ∂
`
xRj) dx =
1
2
ε
∫
R
∂`xRj
(
Njj(ψc, ∂
`
xRj) +N
∗
jj(ψc, ∂
`
xRj)
)
dx
where
N̂∗j1j2(h, f)(k) :=
∫
R
nj1j2(−m, k −m,−k)ĥ(k −m)f̂(m) dm .
Due to the skew-symmetry of ρ and ω, we have for |k| → ∞:
njj(k, k −m,m) + njj(−m, k −m,−k) = ρ(k)− ρ(m)
ω(k)− ω(m) + j ω(k −m) χc(k −m).
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Using Taylor to expand ρ(k) in the point m and exploiting (40), (41) and (42) yields
njj(k, k −m,m) + njj(−m, k −m,−k)
=
ρ′(m)(k −m) +O(ρ′′(m))
ω(k)− ω(m) + j ω(k −m) χc(k −m) = O
(
χc(k −m)
)
for |k| → ∞ ,
due to (6), (7) and (8). With Cauchy-Schwarz, the Plancherel theorem and Young’s
inequality one now obtains
ε
∫
R
∂`xRj Njj(ψc, ∂
`
xRj) dx = εO(‖Rj‖2H`)
such that the statement follows with lemma 4.5.
4.3 Closing the energy estimates
For the Gronwall argument we are aiming for, the evolution of the energy has to be
estimated against the energy itself. More precisely, we need to estimate the evolution of
E` against terms involving no higher Sobolev norm of the error than the H`-norm.
Lemma 4.8. For ` ≥ 1, we have
∂tE` =
4∑
i=0
Ii + ε
2O(E` + 1), (53)
where
I0 = ε
2
∑
j1,j3∈{±1}
j1
∫
R
∂`xRj1 iρ∂
`
xϑ
−1(RQϑRj3) dx ,
I1 + I2 = ε
2
∑
j1,j3∈{±1}
j1
( ∫
R
iρ∂`xϑ
−1(RψϑRj3) ∂
`
xϑ
−1Nj1j1(ψc, Rj1) dx
+
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j1
(
ψc, iρϑ
−1(RψϑRj3)
)
dx
)
,
I3 + I4 = ε
2
∑
j1,j3∈{±1}
j1
( ∫
R
iρ∂`xϑ
−1(RψϑRj3) ∂
`
xϑ
−1Nj1−j1(ψc, R−j1) dx
−
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1−j1
(
ψc, iρϑ
−1(RψϑRj3)
)
dx
)
,
RQ = ψQ +
1
2
εβ−2(ϑR−1 + ϑR1) . (54)
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Proof. Using the error equations (25) and exploiting Rψ = ψc + εRQ, we get
∂tE` =
∑
j1∈{±1}
j1
∫
R
∂`xRj1 iω∂
`
xRj1 dx
+ ε
∑
j1,j2∈{±1}
(
j1
∫
R
∂`xRj1 iρ∂
`
xϑ
−1(ψcϑRj2) dx
+ j1
∫
R
iω∂`xRj1 ∂
`
xϑ
−1Nj1j2(ψc, Rj2) dx
+ j2
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2(ψc, iωRj2) dx
−
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2(iωψc, Rj2) dx
+
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2(∂tψc + iωψc, Rj2) dx
)
+ ε2
∑
j1,j2∈{±1}
j1
∫
R
∂`xRj1 iρ∂
`
xϑ
−1(RQϑRj2) dx
+ ε2
∑
j1,j2,j3∈{±1}
(
j1
∫
R
iρ∂`xϑ
−1(RψϑRj3) ∂
`
xϑ
−1Nj1j2(ψc, Rj2) dx
+ j2
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2
(
ψc, iρϑ
−1(RψϑRj3)
)
dx
)
+
∑
j1∈{±1}
∫
R
∂`xRj1 ε
−β∂`xϑ
−1Resuj1(εΨ) dx
+ ε
∑
j1,j2∈{±1}
(∫
R
ε−β∂`xϑ
−1Resuj1(εΨ) ∂
`
xϑ
−1Nj1j2(ψc, Rj2) dx
+
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2
(
ψc, ε
−βϑ−1Resuj2(εΨ)
)
dx
)
where
RQ = ψQ +
1
2
εβ−2(ϑR−1 + ϑR1).
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Exploiting the skew symmetry of iω in the third integral and then using (32), we get
∂tE` = ε
∑
j1,j2∈{±1}
(
j1
∫
R
∂`xRj1 iρ∂
`
xϑ
−1(ψc(ϑ− ϑε,∞)Rj2) dx
+
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2(∂tψc + iωψc, Rj2) dx
)
+
4∑
i=0
Ii +
∑
j1∈{±1}
∫
R
∂`xRj1 ε
−β∂`xϑ
−1Resuj1(εΨ) dx
+ ε
∑
j1,j2∈{±1}
(∫
R
ε−β∂`xϑ
−1Resuj1(εΨ) ∂
`
xϑ
−1Nj1j2(ψc, Rj2) dx
+
∫
R
∂`xRj1 ∂
`
xϑ
−1Nj1j2
(
ψc, ε
−βϑ−1Resuj2(εΨ)
)
dx
)
.
We now show that all rest terms can be estimated against ε2O(E` + 1). Thereby we will
especially take advantage of corollary 4.7 and (21).
Using (52), Cauchy-Schwarz and the fact that ϑˆ − ϑˆε,∞ = O(ε) has compact support,
the first integral is estimated against ε2O(E`).
The second integral in the above evolution equality is ε3O(E`) due to the estimate
(22). In order to see this we first use (52), then we proceed as in the proof of (4.7) in
order to estimate without losing regularity.
The last three integrals are ε2O(E`+1) due to (19). To see this, we use first (52), then
integration by parts to shift some derivatives away from R±1, and finally Cauchy-Schwarz
together with (34) and (35). We also exploit the estimate
√
x ≤ |x|+ 1 .
The terms I0−I5 contain integrals, in which too many additional derivatives are falling
on the error functions such that a H`-energy estimate is impossible for deg∗(ρ) > 0.
In the following we will assume ε0 to be chosen such small that
ε E` ≤ 1 , (55)
for 0 < ε < ε0. This assumption is possible since there is some T (ε) > 0 such that the
H`-norms of R−1(t) and R1(t) can be uniformly bounded for 0 ≤ t ≤ T (ε). When the
energy estimates do close, Gronwall’s inequality provides T (ε) ≥ T0 ε−2.
Lemma 4.9. Let 0 < ε < ε0 and ` ≥ ddeg(ω)e+ ddeg∗(ρ)e+ 1.
Let γ be a pseudo-differential operator given by its symbol in Fourier space such that
deg∗(γ(l)) ≤ deg∗(γ(l−1))− 1 , (56)
as long as γ(l) 6= 0. We assume γ to be not depending on ε and to be either given by
γ = iσ, where σ ∈ Cddeg∗(σ)e(R,R) is an odd function with deg∗(σ) ≤ deg(ω), or by
γ = υ where υ ∈ Cddeg∗(υ)e(R,R) is an even function with deg∗(γ) ≤ deg(ω′).
If γ = iσ, let f = h be a function with
‖h‖Hddeg∗(σ)e+ddeg(ω)e + ‖∂th‖Hddeg∗(σ)e−1 = O(ε−1/2), (57)
‖h‖Cddeg∗(σ)e−1 + ‖∂th‖Cddeg∗(σ)e−1 = O(1) .
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If γ = υ, let f = g be a function with ‖∂−1x g‖∞ = O(ε−1),
‖g‖Hddeg∗(υ)e+ddeg(ω)e + ‖∂tg‖Hddeg∗(υ)e = O(ε−1/2), (58)
‖g‖Cddeg∗(υ)e−1 + ‖∂t∂−1x g‖Cddeg∗(υ)e = O(1).
Suppose
‖f‖Hddeg∗(γ)e+ddeg(ω)e = O(1) or ‖f̂‖L1(ddeg∗(γ)e+ddeg(ω)e) = O(1), (59)
then there exists an ε0 > 0 such that for all j1, j2 ∈ {±1} there is an expression D with
ε2D = εO(E`)
and
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx = ε
2∂tD + ε2O(E` + 1) . (60)
We will will show the proof of this lemma after the following corollary.
Corollary 4.10. Let ` ≥ ddeg(ω)e+ ddeg∗(ρ)e+ 1.
For ε0 sufficiently small and 0 < ε < ε0, there exists an energy E˜` and some constants
c, C > 0 such that(‖R−1‖H` + ‖R1‖H`)2 ≤ c E˜` ≤ C (‖R−1‖H` + ‖R1‖H`)2 (61)
and
∂tE˜` ≤ ε2O
(E˜` + 1) .
Proof. According to lemma 4.4 and lemma 4.8, we have
∂tE` =
4∑
i=0
Ii + ε
2O(E` + 1) .
First, we analyze the term I0.
To easier keep track of the terms containing the highest derivatives of the error, we
introduce the notations
R˜ψ := ψ + ε
β−1ϑ(R1 +R−1), R˜Q := ψQ + εβ−2ϑ(R−1 +R1) . (62)
For N ∈ N and ` ≥ 2N + 1, Leibniz’s rule yields
∂`x
(
Rψϑ(R1 +R−1)
)
=
N∑
n=0
(
`
n
)
∂nx R˜ψ ∂
`−n
x ϑ(R1 +R−1) (63)
+
`−N−1∑
n=N+1
(
`
n
)
∂nxRψ ∂
`−n
x ϑ(R1 +R−1)
+
∑`
n=`−N
(
`
n
)
∂nxψ ∂
`−n
x ϑ(R1 +R−1) .
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So only the first term is important when Leibniz’s rule is applied.
Using (52), the skew symmetry of iρ, Leibniz’s rule and (51), we get
I0 = ε
2
∑
j1,j3∈{±1}
j1
∫
R
∂`xRj1 iρ∂
`
xϑ
−1(RQϑRj3) dx (64)
= ε2
∑
j1,j3∈{±1}
N∑
n=0
(
`
n
)∫
R
iρ∂`xRj1 ∂
`−n
x Rj3 ∂
n
x R˜Q dx+ ε
2O(E` + 1) ,
where N := ddeg∗(ρe − 1. With integration by parts and lemma 4.9, one obtains
I0 = ε
2 ∂tD0 + ε2O(E` + 1)
for some D0 with ε2D0 = εO(E`).
Now, we analyze the term I1 + I2.
Using (52) and (34), we get
I1 + I2 = ε
2
∑
j1,j3∈{±1}
j1
( ∫
R
iρ∂`xϑ
−1(RψϑRj3) ∂
`
xNj1j1(ψc, Rj1) dx (65)
+
∫
R
∂`xRj1 ∂
`
xNj1j1
(
ψc, iρϑ
−1(RψϑRj3)
)
dx
)
+ ε2O(E` + εβ−1E3/2` ) .
Due to (34), applying Leibniz’s rule gives
I1 + I2 = ε
2
∑
j1,j3∈{±1}
j1
( ∫
R
iρ∂`xϑ
−1(RψϑRj3)Nj1j1(ψc, ∂
`
xRj1) dx
+
ddeg∗(ρ)e∑
m=1
(
`
m
)∫
R
iρ∂`xϑ
−1(RψϑRj3)Nj1j1(∂
m
x ψc, ∂
`−m
x Rj1) dx
+
∫
R
∂`xRj1 Nj1j1
(
ψc, iρ∂
`
xϑ
−1(RψϑRj3)
)
dx
+
ddeg∗(ρ)e∑
m=1
(
`
m
)∫
R
∂`xRj1 Nj1j1
(
∂mx ψc, iρ∂
`−m
x ϑ
−1(RψϑRj3)
)
dx
)
+ ε2O(E` + εβ−1E3/2` ) .
By using lemma 4.6, the skew symmetry of iρ and (52) we get
I1 + I2 = ε
2
∑
j1,j3∈{±1}
j1
( ∫
R
∂`x(RψϑRj3) iρ
(
Nj1j1(ψc, ∂
`
xRj1) + N
∗
j1j1(ψc, ∂
`
xRj1)
)
dx
+
ddeg∗(ρ)e∑
m=1
(
`
m
)∫
R
∂`x(RψϑRj3) iρNj1j1(∂
m
x ψc, ∂
`−m
x Rj1) dx
+
ddeg∗(ρ)e∑
m=1
(
`
m
)∫
R
∂`−mx (RψϑRj3) iρN
∗
j1j1(∂
m
x ψc, ∂
`
xRj1) dx
)
+ ε2O(E` + εβ−1E3/2` ) ,
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where
N̂∗j1j2(ψc, f)(k) :=
∫
R
nj1j2(−m, k −m,−k)ψ̂c(k −m)f̂(m) dm .
If we now look at
iρ(k)
(
njj(k, k −m,m) + njj(−m, k −m,−k)
)
= iρ(k) (ρ(k)− ρ(m)) χc(k −m)
ω(k)− ω(m) + j ω(k −m) (for |k| → ∞)
and use Taylor’s theorem, the same cancellation as in the proof of corollary 4.7 occurs.
By now exploiting (40) or respectively (41) or (42) (with integration by parts for the
third term), we get
I1 + I2 = ε
2
∑
j1,j3∈{±1}
j1
N∑
n=1
∫
R
∂`x(RψϑRj3)βnψc αn∂
`
xRj1 dx+ ε
2O(E` + 1) ,
for some N ∈ N and some pseudo-differential operators βn and αn, where αn is either
skew-symmetric with deg∗(αn) ≤ deg∗(ρ) or symmetric with deg∗(αn) ≤ deg∗(ρ) − 1.
With the help of (63), (51) and integration by parts we can now apply lemma 4.9 to
obtain
I1 + I2 = ε
2 ∂tD1,2 + ε2O(E` + 1)
for some D1,2 with ε2D1,2 = εO(E`). To apply lemma 4.9 one splits
∂m1x R˜ψ∂
m2
x βnψc = ∂
m1
x (ψc + εR˜Q)∂
m2
x βnψc
= ∂m1x ψc∂
m2
x βnψc + ∂
m1
x εR˜Q∂
m2
x βnψc =: f1 + f2
such that ‖f1‖L1(p) = O(1) and ‖f2‖Hp = O(1). The estimate ‖∂−1x f1‖∞ = O(ε−1) is
obtained by
‖∂−1x f1‖∞ = ‖∂−1x (∂m1x ψc∂m2x βnψc)‖∞ ≤
∫
R
|∂m1x ψc∂m2x βnψc| dx
≤ ‖∂m1x ψc‖L2‖∂m2x βnψc‖L2 .
To obtain the estimate ‖∂t∂−1x f1‖∞ = O(1) one has to proceed more carefully. To obtain
this estimate one splits ψc = ψ−1 + ψ1 with ψ±1 as in (17). Then one exploits the fact
that the products ψjψj are strictly concentrated around k = ±2k0 in Fourier space and
∂t(ψjψ−j) = O(ε) such that ‖F
[
∂t∂
−1
x (ψjψj)
]‖L1(p) = O(1) and ‖∂t∂−1x (ψjψ−j)‖∞ =
O(1) can be obtained. The other estimates are straightforward.
Now, we analyze the term I3 + I4.
Using (52) and (35), we have
I3 + I4 = ε
2
∑
j1,j3∈{±1}
j1
(∫
R
iρ∂`xϑ
−1(RψϑRj3) ∂
`
xNj1−j1(ψc, R−j1) dx (66)
−
∫
R
∂`xRj1 ∂
`
xNj1−j1
(
ψc, iρϑ
−1(RψϑRj3)
)
dx
)
+ ε2O(E` + εβ−1E3/2` ).
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According to lemma 4.2 the Nj1−j1(∂mx ψc, ·) always map L2(R) on L2(R). With the help
of (43) we can thus proceed as before for I1 + I2 after the cancellation was achieved. We
apply lemma 4.9 and obtain
I3 + I4 = ε
2 ∂tD3,4 + ε2O(E` + 1),
for some D3,4 with ε2D3,4 = εO(E`).
Choosing ε0 small enough and summing up the results for I0-I4, we can define a
modified energy
E˜` := E` − ε2(D0 + D˜1,2 +D3,4) ,
such that
∂tE˜` . ε2
(
1 + E`
)
.
Since E˜` = E` + εO(E`), the statement follows with corollary 4.7.
For the proof of lemma 4.9 we use the notation [γ, f ]g := γ(fg)−f γg for an operator
γ and functions g and f . Further, we need the following lemma.
Lemma 4.11. Let n ∈ N, and γ be a function of Cn+1(R) with deg∗(γ) ∈ R for which
deg∗(γ(l)) ≤ deg∗(γ(l−1))− 1 for all 1 ≤ l ≤ n+ 1. (67)
Moreover let the operators γ and ilγ(l) be given by their symbols in Fourier space.
Then we have for f, g ∈ C∞c (R):
[
γ, g
]
f =
n∑
l=1
(−1)l
l!
∂lxg i
lγ(l)f +R(f, g). (68)
For the rest-term R(f, g), given through
R̂(f, g) =
∫
R
((· −m)n+1
n!
∫ 1
0
γ(n+1)
(
m+ (· −m)x) (1− x) dx) ĝ(· −m)f̂(m) dm ,
we have the estimate
‖R(f, g)‖L2 ≤ O(1)
∥∥F−1[|(1 + | · |2)p/2 ∂̂n+1x g(·)|]∥∥∞‖f‖Hp (69)
with p = max{deg∗(γ)− n− 1, 0}.
Remark 4.12. Estimate (69) implies ‖R(f, g)‖L2 ≤ O(‖∂̂n+1x g‖L1(p))‖f‖Hp and, with
Sobolev’s embedding theorem ‖R(f, g)‖L2 ≤ O(‖g‖Hp+q)‖f‖Hp for q > 1/2.
Proof. We have[̂
γ, g
]
f = γ̂(gf)− ĝγf =
∫
R
(
γ(·)− γ(m))ĝ(· −m)f̂(m) dm.
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Using Taylor, we get
γ(k)− γ(m) =
n∑
l=1
(k −m)l
l!
γ(l)(m) + r(k, k −m,m)
=
n∑
l=1
il(k −m)l
l!
(−i)lγ(l)(m) + r(k, k −m,m),
where
r(k, k −m,m) = (k −m)
n+1
n!
∫ 1
0
γ(n+1)
(
m+ (k −m)x)(1− x) dx
≤ (k −m)
n+1
n!
max
x∈[0,1]
γ(n+1)
(
m+ (k −m)x)
≤ O(|k −m|n+1)(1 + (1 + |k −m|)deg∗(γ)−n−1+ (1 + |m|)deg∗(γ)−n−1).
We now get
‖R(f, g)‖L2 ≤
∥∥∥∫
R
|r(k, k −m,m) ĝ(k −m) f̂(m)| dm
∥∥∥
L2
≤ O(1)
∥∥∥∫
R
|(1 + |k −m|2)p/2 ∂̂n+1x g(k −m) (1 + |m|2)p/2 f̂(m)| dm
∥∥∥
L2
,
with p = max{deg∗(γ)− n− 1, 0}. With Plancherel’s theorem, we obtain
‖R(f, g)‖L2 ≤ O(1)
∥∥∥F−1[|(1 + | · |2)p/2 ∂̂n+1x g(·)|] F−1[|(1 + | · |2)p/2 f̂(·)|] ∥∥∥
L2
≤ O(1) ∥∥F−1[|(1 + | · |2)p/2 ∂̂n+1x g(·)|]∥∥∞ ‖f‖Hp .
Proof of lemma 4.9. If deg∗(γ) ≤ 0, the lemma is trivially true. So we will in the
following assume deg∗(γ) > 0. Since deg(ω) ≥ deg∗(γ) > 0, there exist some constants
Dω, dω > 0 such that |ω(k)| ≥ dω > 0 for |k| ≥ Dω. For γ = υ, we can on top of that
find Dω, dω > 0 such that |ω′(k)| ≥ dω > 0 for |k| ≥ Dω due to deg(ω′) ≥ deg∗(υ) > 0.
There is some D ≥ Dω and some function γ˜ ∈ Cddeg∗(γ)e(R,R) with (56) such that
γ˜(k) = γ(k) for |k| ≥ D and γ˜(k) = 0 for |k| ≤ Dω. Since
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx = ε
2
∫
R
γ˜∂`xRj1 ∂
`
xRj2 f dx+ ε
2
∫
R
(γ − γ˜)∂`xRj1 ∂`xRj2 f dx
= ε2
∫
R
γ˜∂`xRj1 ∂
`
xRj2 f dx+ ε
2O(E` + 1),
we can in the following assume that we have γ(k) = 0 for |k| ≤ Dω. This makes the
operators γω and
γ
ω′ well-defined.
As a first step, we show the following statement:
There is an expression D with
ε2D = εO(E`),
22
such that
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx (70)
= ε2∂tD + ε2
ddeg∗(γ)e−1∑
k=1
∫
R
ςk∂
`
xRj1 ∂
`
xRj2 ∂
k
xf dx
+ ε2
mγ∑
k=1
∫
R
γk∂
`
xRpk ∂
`
xRqk fk dx+ ε
2O(E` + 1),
where the ςk and γk are skew symmetric or symmetric operators independent of ε and
given by their symbol in Fourier space, mγ = mγ
(
deg∗(γ)
) ∈ N, fk are some functions
and pk, qk ∈ {−1, 1}. The functions ςk ∈ Cddeg∗(ςk)e(R,R) and γk ∈ Cddeg∗(γk)e(R,R)
share the property (56). We have
deg∗(ςk) ≤ deg∗(γ)− k. (71)
If a γk is a skew symmetric then deg∗(γk) ≤ deg(ω). If a γk is symmetric then deg∗(γk) ≤
deg(ω′). Furthermore:∥∥∥F−1[|(1 + | · |2)p/2 ∂̂n+1x fk(·)|]∥∥∥∞ = O(1) , (72)
‖fk‖Hddeg∗(γk)e+ddeg(ω)e + ‖∂tfk‖Hddeg∗(γk)e (73)
≤ εC1
(‖f‖Hddeg∗(γk)e+ddeg(ω)e + ‖∂tf‖Hddeg∗(γk)e)
+ ε1/2C2
(‖∂−1x f‖Cddeg∗(γk)e + ‖∂t∂−1x f‖Cddeg∗(γk)e),
‖∂−1x fk‖∞ + ‖∂t∂−1x fk‖Cddeg∗(γk)e (74)
≤ ε1/2C1
(‖f‖L2 + ‖∂tf‖L2)+ εC2 (‖∂−1x f‖Cddeg∗(γk)e + ‖∂t∂−1x f‖Cddeg∗(γk)e) ,
where the constants C1, C2 depend on R˜ψ, f, γ but are independent of ε. We set C2 := 0,
when γ is skew symmetric i.e. f = h.
a) Handling integrals of the form
ε2
∫
R
γ∂`xRj ∂
`
xR−j f dx . (75)
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By exploiting the skew symmetry of iω and (25), we have
ε2
∫
R
γ∂`xRj ∂
`
xR−j f dx
=
1
2
j ε2 ∂t
∫
R
γ
iω
∂`xRj ∂
`
xR−j f dx
− 1
2
ε2
∫
R
[
iω, f
] γ
iω
∂`xRj ∂
`
xR−j dx
− 1
2
ε3
∫
R
γ
iω
iρ∂`xϑ
−1(Rψϑ(R1 +R−1)) ∂`xR−j f dx
+
1
2
ε3
∫
R
γ
iω
∂`xRj iρ∂
`
xϑ
−1(Rψϑ(R1 +R−1)) f dx
− 1
2
j ε2
∫
R
γ
iω
∂`xRj ∂
`
xR−j ∂tf dx
− 1
2
j ε2−β
∫
R
γ∂`xϑ
−1Resuj (εΨ) ∂
`
xR−j f dx
− 1
2
j ε2−β
∫
R
γ∂`xRj ∂
`
xϑ
−1Resu−j (εΨ) f dx.
The first term is the time derivative of an integral, which can be estimated against
ε2O(E`) by using Cauchy-Schwarz. The last three integrals can be estimated against
ε2O(E` + 1) since ‖∂tf‖∞ = O(1) and due to (19).
For the second integral, applying (68) gives us
− 1
2
ε2
∫
R
[
iω, f
] γ
iω
∂`xRj ∂
`
xR−j dx
= −1
2
ε2
ddeg∗(γ)e−1∑
n=1
1
n!
∫
R
(−i)nω(n) γ
ω
∂`xRj ∂
`
xR−j ∂
n
xf dx
+O(ε2) ‖R(γ
ω
∂`xRj , f)‖L2‖∂`xR−j‖L2 ,
where with (69) we can estimate ‖R( γω∂`xRj , f)‖L2‖∂`xR−j‖L2 = O(E` + 1).
The integrals in the third and the forth place can be written as a sum of some ε3O(E`+1)-
terms and m many integrals of the form
ε2
∫
R
γk∂
`
xRpk ∂
`
xRqk fk dx
with m, γk, fk, pk and qk just as in the statement. One sees this by exploiting (52),
Leibniz’s rule, (63), (68) and (51). Since we have by assumption
‖R˜ψ‖Hddeg∗(ρ)e+ddeg(ω)e+1 + ‖∂tR˜ψ‖Hddeg∗(ρ)e+1 ≤ ε−1/2cR , (76)
‖R˜ψ‖Cddeg∗(ρ)e+ddeg(ω)e + ‖∂tR˜ψ‖Cddeg∗(ρ)e ≤ cR ,
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for some cR ∈ R, straightforward estimates confirm that the functions having the form
fk = ε ∂
p
xR˜ψf with p ≥ 0 indeed fulfill (73), (74) and hence (72).
b) Handling integrals of the form
ε2
∫
R
iσ∂`xRj ∂
`
xRj h dx . (77)
Since iσ is skew symmetric and due to (68) and (69) we have
ε2
∫
R
iσ∂`xRj ∂
`
xRj h dx = −
1
2
ε2
∫
R
[
iσ, h
]
∂`xRj ∂
`
xRj dx,
= ε2
deg∗(σ)−1∑
k=1
∫
R
ςk∂
`
xRj ∂
`
xRj ∂
k
xh dx+ ε
2O(E` + 1) ,
with ςk just as in the statement.
c) Handling integrals of the form
ε2
∫
R
υ∂`xRj ∂
`
xRj g dx . (78)
By using (68), we can write
ε2
∫
R
υ∂`xRj ∂
`
xRj g dx
= ε2
∫
R
[
iω, ∂−1x g
] υ
ω′
∂`xRj ∂
`
xRj dx
+ ε2
ddeg∗(υ)e∑
n=2
(−1)n
(n)!
∫
R
in+1ω(n)
υ
ω′
∂`xRj ∂
`
xRj ∂
n−1
x g dx
+O(ε2) ‖R( υ
ω′
∂`xRj , ∂
−1
x g)‖L2‖∂`xRj‖L2 ,
where with (69) we can estimate ‖R( υω′∂`xRj , ∂−1x g)‖L2‖∂`xRj‖L2 = O(E` + 1).
Now, the second term already has the desired form and the last term is ε2O(E`+1) such
that we only have to look at the first term.
25
By exploiting the skew symmetry of iω and (25) (and (19)), we have
ε2
∫
R
[
iω, ∂−1x g
] υ
ω′
∂`xRj ∂
`
xRj dx
= ε2
∫
R
iω
(
∂−1x g
υ
ω′
∂`xRj
)
∂`xRj dx− ε2
∫
R
∂−1x g iω
υ
ω′
∂`xRj ∂
`
xRj dx
= −j ε2 ∂t
∫
R
υ
ω′
∂`xRj ∂
`
xRj ∂
−1
x g dx
+ ε3
∫
R
υ
ω′
iρ∂`xϑ
−1(Rψϑ(R−1 +R1)) ∂`xRj ∂−1x g dx
+ ε3
∫
R
υ
ω′
∂`xRj iρ∂
`
xϑ
−1(Rψϑ(R−1 +R1)) ∂−1x g dx
+ j ε2
∫
R
υ
ω′
∂`xRj ∂
`
xRj ∂t∂
−1
x g dx
+ ε2O(E` + 1) .
The last integral can be estimated against ε2O(E` + 1) since ‖∂t∂−1x g‖∞ = O(1) . Due
to (52), the skew symmetry of iρ and the symmetry of ω′ and υ, we get
ε2
∫
R
[
iω, ∂−1x g
] υ
ω′
∂`xRj ∂
`
xRj dx
= −j ε2 ∂t
∫
R
υ
ω′
∂`xRj ∂
`
xRj ∂
−1
x g dx
− 2ε3
∫
R
iρ
υ
ω′
∂`xRj ∂
`
x
(
Rψϑ(R−1 +R1)
)
∂−1x g dx
− ε3
∫
R
[
iρ
υ
ω′
, ∂−1x g
]
∂`xRj ∂
`
x
(
Rψϑ(R−1 +R1)
)
dx
− ε3
∫
R
[
iρ, ∂−1x g
] υ
ω′
∂`xRj ∂
`
x
(
Rψϑ(R−1 +R1)
)
dx
+ ε2O(E` + 1).
The first term is a time derivative of an expression ε2D˜, which can be estimated against
εO(E`) since ε‖∂−1x g‖∞ = O(1). By using (68) and Leibniz’s rule, we can write the third
and the fourth integral as a sum of some ε3O(E` + 1)-terms and integrals of the form
ε2
∫
R
γk∂
`
xRpk ∂
`
xRqk fk dx
with γk, fk, pk, qk just as in the statement. Making straightforward estimates by using
(76) shows that the functions of the form fk = ε ∂nx R˜ψ∂mx g with n,m ≥ 0 here fulfill (72),
(73) and (74).
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What remains to be analyzed is the second term. Using Leibniz’s rule and afterwards
(63) and (51), we obtain
−2ε3
∫
R
iρ
υ
ω′
∂`xRj ∂
`
x
(
Rψϑ(R−1 +R1)
)
∂−1x g dx
= −2ε3
∫
R
iρ
υ
ω′
∂`xRj ∂
`
x(R−1 +R1) R˜ψ ∂
−1
x g dx
− 2ε3
M∑
m=1
(
`
m
) ∫
R
iρ
υ
ω′
∂`xRj ∂
`−m
x (R−1 +R1) ∂
m
x R˜ψ ∂
−1
x g dx
+ ε3O(E` + 1),
where M := ddeg∗(ρυ)− deg(ω′)e − 1.
The second term here consists (after integration by parts) of integrals having the form
ε2
∫
R
γk∂
`
xRpk ∂
`
xRqk fk dx
with γk, fk, pk, qk just as in the statement. The functions of the form fk = ε ∂mx R˜ψ∂−1x g
with m > 0 fulfill (73) and (74): For m ≥ 1 and n as required one gets
‖ε∂mx R˜Ψ∂−1x g‖Hn ≤ ε ‖∂mx R˜Ψ‖Hn‖∂−1x g‖Cn ,
‖ε∂mx R˜Ψ∂−1x g‖Cn ≤ ε ‖∂mx R˜Ψ‖Cn‖∂−1x g‖Cn .
The estimates for ‖ε∂t(∂mx R˜Ψ∂−1x g)‖Hn and ‖ε∂t(∂mx R˜Ψ∂−1x g)‖Cn are similarly straight-
forward. Concerning the other estimates, we estimate
‖ε∂−1x (∂mx R˜Ψ∂−1x g)‖∞ = ε‖∂m−1x R˜Ψ∂−1x g − ∂−1x (∂m−1x R˜Ψg)‖∞
≤ ε‖∂m−1x R˜Ψ‖∞‖∂−1x g‖∞ + ε‖∂m−1x R˜Ψ‖L2‖g‖L2 ,
and similar ‖ε∂t∂−1x (∂mx R˜Ψ∂−1x g)‖∞. The estimate ‖ε∂mx R˜Ψ∂−1x g‖Hn = O(1) is not im-
plied by the above estimates such that (72) is not trivially obtained. We confirm (72)
by exploiting that the supremum over all x ∈ R is the same as the supremum over all
(ε−1x) ∈ R such that the loss of ε-powers caused by the slow spatial scale of the NLS
present in estimate (76) can here be avoided.
Thus, we now only have to examine the term
−2ε3
∫
R
iρ
υ
ω′
∂`xRj ∂
`
x(R−1 +R1) R˜ψ ∂
−1
x g dx
= −2ε3
∫
R
iρ
υ
ω′
∂`xRj ∂
`
xR−j R˜ψ ∂
−1
x g dx
− 2ε3
∫
R
iρ
υ
ω′
∂`xRj ∂
`
xRj R˜ψ ∂
−1
x g dx .
For the above first integral we can proceed as in paragraph a) and for the second integral
as in paragraph b). The required estimates for the function h˜ = εR˜ψ ∂−1x g work as
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above, however one has to be aware that h˜ only meets the conditions for a) and b) since
deg∗(ρ υω′ ) ≤ deg∗(υ) + 1 and deg∗(ρ υω′ ) ≤ deg∗(ρ) ≤ deg∗(ω) due to (6). Also note that
for a) and b) no estimate for ∂−1x h˜ is needed.
With this the statement is proven.
One important aspect of the now valid statement is that we can use it repeatedly, i.e.
we can always apply it again for every integral on the right hand side of (70). So we can
use (70) and exploit (71) in order to get
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx
= ε2∂tD˜ + ε2
m˜γ∑
k=1
∫
R
γ˜k∂
`
xRpk ∂
`
xRqk f˜k dx+ ε
2O(E` + 1),
where D˜ with ε2 D˜ = εO(E`), m˜γ ≤ m = m(deg(ω)) ∈ N and due to (73) and (74):
‖f˜k‖Hddeg∗(γ˜k)eddeg(ω)e + ‖∂tf˜k‖Hddeg∗(γ˜k)e ≤ ε−1/2Cf ,
‖∂−1x f˜k‖∞ + ‖∂t∂−1x f˜k‖Cddeg∗(γ˜k)e ≤ Cf ,
for some constant Cf = Cf (R˜ψ, f, γ) > 1.
By using (70) and exploiting (71) again for every integral on the above right-hand side,
we can obtain an expression ε2 Dˇ = εO(E`) such that we have
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx
= ε2∂tDˇ + ε2
mˇ∑
k=1
∫
R
γˇk∂
`
xRpk ∂
`
xRqk fˇk dx+ ε
2O(E` + 1),
where mˇ ≤ m2,
‖fˇk‖Hddeg∗(γˇk)eddeg(ω)e + ‖∂tfˇk‖Hddeg∗(γˇk)e ≤ ε1/2C2f ,
‖∂−1x fˇk‖∞ + ‖∂t∂−1x fˇk‖Cddeg∗(γˇk)e ≤ C2f .
By repeating the last step N + 1 times, we get
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx
= ε2
N∑
p=0
εp/2 ∂tDp + ε2 ε
N+1
2
mN∑
k=1
∫
R
γk,N∂
`
xRpk ∂
`
xRqk fk,N dx+ ε
2
N∑
p=0
εp/2 Cp,
for some expressions Dp with ε2Dp = εO(E`), some Cp = O(E` + 1), mN ≤ m3+N and
‖fk,N‖Hddeg∗(γk,N )e+ddeg(ω)e + ‖∂tfk,N‖Hddeg∗(γk,N )e ≤ ε1/2C3+Nf ,
‖∂−1x fk,N‖∞ + ‖∂t∂−1x fk,N‖Cddeg∗(γk,N )e ≤ C3+Nf .
28
Moreover, we have deg∗(γk,N ) ≤ deg∗(ρ) .
We will now show that
D∞ :=
∞∑
p=0
εp/2Dp
does exist, ε2D∞ = εO(E`) and
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx = ε
2 ∂tD∞ + ε2O(E` + 1).
By taking a close look at the proof of (70), we find that
ε2 ε
p
2 Dp ≤ ε ε
p
2 mp+3cp+3Cp+3f E`,
ε
p
2 Cp ≤ ε
p
2 mp+3cp+3Cp+3f
(E` + 1),
for some c > 1 as long as f, iρ, iω and ` are fixed. We emphasize that this is in particular
possible due to the fact that deg∗(γk,N ) is always uniformly bounded by deg∗(ω).
By now choosing ε0 small enough, for instance such that
ε
1/4
0 mcCf ≤ 1 ,
we get the following. There is a c ∈ R such that
ε2D∞ = ε2
∞∑
p=0
εp/2Dp ≤ ε2
∞∑
p=0
εp/2 |Dp| ≤ ε
∞∑
p=0
εp/4 c E` = ε c E`
∞∑
p=0
εp/4 = εO(E`) ,
analogously we get
∞∑
p=0
εp/2Cp ≤
∞∑
p=0
εp/2 |Cp| = O(E` + 1) .
Moreover,
ε
N+1
2
mN∑
k=1
∫
R
γk,N∂
`
xRjk ∂
`
xRlk fk,N dx
≤ εN+14 C2f
(
‖R1‖H`‖R1‖C`+ddeg∗(γ)e + ‖R1‖H`‖R−1‖C`+ddeg∗(γ)e
+ ‖R−1‖H`‖R1‖C`+ddeg∗(γ)e + ‖R−1‖H`‖R−1‖C`+ddeg∗(γ)e
)
= 0, for N →∞.
The short involvement of the C`+ddeg
∗ ρe-norm here is not problematic since the final
estimate does no longer involve this norm.
We now obtain
ε2
∫
R
γ∂`xRj1 ∂
`
xRj2 f dx = ε
2 ∂tD∞ + ε2
∞∑
p=0
εp/2Cp
+ ε2 lim
N→∞
ε
N+1
2
mN∑
k=1
∫
R
γk,N∂
`
xRqk ∂
`
xRpk fk,N dx
= ε2 ∂tD∞ + ε2O(E` + 1).
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For deg∗(ρ) ≤ 1 or deg∗(ρ) < deg(ω), one can modify the above proof by exploiting the
special structure of (2), i.e.
∂t(R1 +R−1) = iω(R1 −R−1) + ε−βϑ−1
(
Resu1(εΨ) + Resu−1(εΨ)
)
, (79)
to obtain a terminating algorithm that gives out an explicit expression ε2D consisting of
a finite sum of integrals.
Corollary 4.10 now allows us to prove theorem 1.1.
Proof of theorem 1.1 For ` ≥ ddeg(ω)e + ddeg∗(ρ)e + 1, we can use corollary 4.10
together with Gronwall’s inequality in order to obtain the O(1)-boundedness of E˜` for all
t ∈ [0, T0/ε2] as long as ε0 > 0 is chosen sufficiently small. For sufficiently small ε0 > 0
there thus is some constant CR such that
sup
[0,T0/ε2]
∥∥∥( R−1
R1
)∥∥∥
H`
≤ CR ,
due to corollary 4.10. Choosing ` ≥ sA, estimate (20) now allows to conclude
sup
[0,T0/ε2]
‖u− εψNLS‖HsA
≤ sup
[0,T0/ε2]
∥∥∥( u−1
u1
)
− ε
(
ψNLS
0
)∥∥∥
HsA
≤ sup
[0,T0/ε2]
εβ
∥∥∥( ϑR−1
ϑR1
)∥∥∥
HsA
+ sup
[0,T0/ε2]
‖εΨ− ε
(
ψNLS
0
)∥∥∥
HsA
≤ O(ε3/2).
5 Discussion
As model problem for the 2D water wave problem with finite depth and surface tension
b ≥ 0, one can look at (2) with
ω(k) = sign(k)
√
k tanh(k)(1 + bk2)
and ρ(k) = sign(k)
√
k tanh(k) + bk|k|1/2 or ρ(k) = sign(k)√k tanh(k) + bk, cf. [SW11,
CW17] for the case without surface tension b = 0. Theorem 1.1 grants us the validity
of the NLS approximation for all b ≥ 0 and k0 > 0, excluding some special pairs (b, k0)
with 0 < b < 1/3. Indeed, the validity of the NLS approximation for the full 2D water
wave problem with finite depth and surface tension was recently proven in [D19].
System (2) with ω and ρ given in Fourier space by the functions
ω(k) = sign(k)
√
k tanh(k)
1 + k tanh(k)
(1 + k2 + k4) ,
ρ(k) = sign(k)
√
k tanh(k) + k|k|1/2 + k|k|3/2 ,
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can be considered as a model problem for the 2D water wave problem with finite depth,
surface tension and ice cover. This model has the same linear dispersion relation as
the full problem, see e.g. [I15]. Moreover, its quasilinear quadratic term shares principle
difficulties with the ones of the full problem regarding the construction of the normal form
transformations and the loss of regularity in the error estimates. We omit an analysis
of the possible resonances that can occur, but for suitable k0, e.g. k0 = 1 the resonance
condition of this paper is fulfilled such that theorem 1.1 grants the validity of the NLS
approximation for these wavenumbers. The techniques of this paper might be useful to
handle the problematic quasilinear terms losing two and a half derivatives in the full 2D
water wave problem with ice cover.
Our result is also interesting for double dispersion equations. With (1), we already
gave one example but theorem 1.1 also applies to other quasilinear double dispersion
equations, like e.g. ∂2t u = ∂6xu+ ∂6xu2 or ∂2t u = −∂4xu+ ∂2xu+ ∂2xu2 − ∂4xu2.
Due to analogies in the methods of proof, it is possible to adjust the techniques of
this paper to prove existence of small, smooth solutions over cubically nonlinear time
scales for quasilinear quadratic systems, cf. [DH18].
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