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Abstract
Micron-sized bubbles are of some interest for applications in ultrasound contrast
and ultrasound-targeted drug delivery. Bubbles must be coated to remain stable;
otherwise the surface tension induces an internal Laplace pressure that rapidly drives
the bubble gas into solution. We have studied the behavior of bubbles made with
different phospholipid coat molecules, subjected to repeated, brief pulses of 1.1 MHz
focused ultrasound. Bubbles show rapid initial shrinkage, followed by a slower (or
even stationary) phase. For essentially all bubbles, the rate of initial rapid shrinkage
exceeds the limit imposed by gas diffusion into the surrounding medium; this rapid
shrinkage may be evidence of nanoscopic bubble fragmentation. Upon reaching a
fraction of their initial size, bubbles begin a slower shrinkage phase with behavior
depending on the resting phase state of the coat lipid. Fluid DMPC1 monolayers
give a more rapid shrinkage than gel phase DMPC. When coated with the long chain
saturated lipid DSPC2 (solid phase), the bubbles are stable indefinitely, but bubbles
with shorter or unsaturated lipid coats are eventually destroyed.
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Chapter 1:

Introduction

There is considerable interest in the application of MHz focused ultrasound not
only to biomedical imaging, but also to therapeutics and targeted delivery of pharmaceuticals at disease sites. Many different strategies and delivery vehicles have been
studied (Pitt et al. 2004; Rapoport 2012). Ultrasound has been exploited for localized heating, which can be used to dramatically increase liposomal permeability for
localized drug delivery (Ferrara et al. 2009; Needham and Dewhirst 2001). Direct
(non-thermal) effects of ultrasound on liposomes, micelles, and lipid-coated bubbles
have also been examined. In general, it is not possible to disrupt lipid bilayers (in
aqueous suspensions) at sound levels that do not cause spontaneous cavitation and
consequent cavitation collapse and shock wave generation, and it will undoubtedly
be very difficult to prevent cellular damage under these conditions (Schroeder et al.
2009).
Micron-scale gas bubbles, on the other hand, can be disrupted by ultrasound levels that are not damaging to healthy tissues (Ferrara et al. 2007; Sboros 2008). A
number of studies have exploited this fact, with the goal of using the ultrasounddriven volume change and the concomitant surface area change of bubbles to release
pharmaceutically active molecules from the bubble surface, principally through the
dispersion of a surface coat material (Bull 2007). Once released, ultrasound may enhance the local efficacy of the pharmaceuticals via a number of proposed mechanisms
including repartitioning (Husseini et al. 2002), chemical cleavage (Suslick and Price
1999), or enhanced fragment uptake by cells (Geis et al. 2012).
Micron-sized uncoated gas (nitrogen or oxygen) bubbles rapidly dissolve in blood,
in a few seconds (Geis et al. 2012). For targeted delivery applications, it is essential
to have stability that exceeds the circulation time, about one minute, and desirable
to have bubbles remain stable for perhaps an order of magnitude longer, to minimize
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untargeted release. Stabilization is aided by using a very poorly soluble gas, such
as PFB1 ; but even with PFB, Laplace pressure arising from bubble surface tension
tends to drive the gas into the surrounding solution (Duncan and Needham 2004).
Phospholipids (or phospholipid/oil mixtures) are commonly used coat materials, in
part because such materials are already used in clinical imaging applications; the
interested reader is referred to the review by Unger et al. (2004). For lipid-coated
gas bubbles, the selection of the appropriate lipid coat is in part determined by the
desirability of stabilizing the (resting) bubbles, so as to provide a relatively large
time window in which they can be used effectively after their preparation. For the
best stability in ultrasound imaging, long chain saturated lipids (e.g. DSPC) are
often used; long chain saturated lipids are an important component of Definity® , a
commercial bubble formulation for ultrasound imaging.
To further explore the role of the shell or coating on the ultrasound response of
micron-scale (2-20 micron diameter) gas bubbles, we subjected lipid-coated perfluorobutane bubbles to brief pulses of 1.1 MHz ultrasound. In chapter 4, we describe
how the bubbles showed very different behaviors depending on the phospholipid used
as the major constituent (long chain saturated lipid DSPC vs long chain unsaturated
lipid DOPC), and both lipid shells showed significant differences compared with uncoated bubbles. Bubbles with the saturated coat lipids ultimately reached a stable
size and were resistant to further ultrasonic disruption, as has been observed by others (Borden et al. 2005; Guidi et al. 2010). However, bubbles with the unsaturated
coat lipids were completely destroyed on insonation, even though they showed good
stability in the absence of ultrasound.
The bubble shrinkage in pulsed ultrasound described in chapter 4 and by others
(Borden et al. 2005; Chomas et al. 2001a; Guidi et al. 2010) occurs rapidly, in as few
as 10 pulses spanning a total time of < 1 s. Three possible mechanisms for rapid
1

perfluorbutane

2

shrinkage have been suggested: lipid shedding (O’Brien et al. 2011; Vos et al. 2011),
ultrasound-enhanced diffusion (Chomas et al. 2001a; Guidi et al. 2010; Porter et al.
2006), and fragmentation into smaller bubbles (Borden et al. 2005; Chomas et al.
2001b). If lipid coat molecules are shed from the bubble during the ultrasound pulse,
the increased surface tension and Laplace pressure will drive the gas into solution after
the pulse - bubble shrinkage happens almost entirely between pulses. This hypothesis
overcomes a significant transport limitation: there is simply not enough time during
a ∼microsecond ultrasound pulse for significant diffusive loss of gas to occur.
In chapter 5 we tested the lipid-shedding mechanism by comparing shrinkage rates
of lipid-coated and uncoated bubbles with and without pulsed insonation. The lipid
shedding model predicts that insonated coated bubbles should not shrink significantly
faster than uncoated quiescent bubbles (the largest effect achievable would be a complete shedding of the coat on the first pulse, followed by the diffusive shrinkage of
the now uncoated quiescent bubble). We found instead that insonated bubbles shrink
considerably faster than quiescent uncoated bubbles.
We then modeled the possible effects of advectively enhanced diffusive gas loss
during the ultrasound pulse, using the Rayleigh-Plesset model for bubble oscillations
and a moving finite-element 1D (spherically symmetric) grid. The model shows that a
symmetric flow of the surrounding fluid does not enhance gas transport away from the
bubble; moreover, it strongly suggests that any laminar flow would also be ineffective.
Thus, neither lipid shedding alone, nor ultrasound-enhanced advection, can account
for the required gas loss in rapid bubble shrinkage. It must therefore be that case
that shed coat incorporates bubble gas, i.e. that bubble fragmentation occurs, but at
a sub-microscopic length scale.
In chapter 6 we revisit the result of chapter 4: that bubbles coated with the long
chain unsaturated phospholipid DOPC ultimately vanish, rather than reach a fully
stable size like bubbles coated with long chain saturated lipids (such as DSPC). DOPC
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has both chemical (bond unsaturation) and physical (monolayer phase) differences
compared with DSPC; in principle, either or both differences could be responsible for
different responses to insonation, especially given that ultrasound can often enhance
chemical reactivity via the generation of radicals (Jana et al. 1990; Rosenthal et al.
2004).
To gain further insight into the role of the lipid coat in ultrasound responsivity, we
undertook a study of the behavior of DMPC coated PFB bubbles, with the sample
temperature varied between 4 o C - 26 o C. The rationale is that, if lipid phase (gel
vs. fluid) can play an important role in bubble stability, then DMPC-coated bubbles should show a temperature-dependent response to insonation, with more stable
bubbles obtained at lower temperatures.
As with the other lipid coats, DMPC bubbles show a ”biphasic” response, with
a very rapid initial shrinkage, followed by a slower phase. As in chapter 5, the rapid
shrinkage of these bubbles exceeds the diffusion limitation for the efflux of perfluorobutane gas into the surrounding aqueous buffer, suggesting that this shrinkage
is accompanied by the ejection of submicroscopic bubble fragments that carry away
some of the entrapped bubble gas. Most significantly, this slow shrinkage rate, and
the overall bubble lifetimes, correlate strongly with temperature: colder bubbles, with
coats that are likely gel phase DMPC (in the resting bubble), have significantly slower
shrinkage and longer lifetimes. The result is interesting in that, during the adiabatic
compression of the ultrasound pulse, the bubble temperature must rise above the
lipid monolayer transition temperature, yet the behavior of the bubble is affected by
the properties of the lipid monolayer while at rest.
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Chapter 2:
2.1

Background

Laplace pressure

The pressure inside a bubble is greater than the pressure in the surrounding fluid.
This is because of the surface tension at the bubble surface; due to the curvature
of the surface, the surface tension results in a net inward force that increases the
pressure inside the bubble (figure 2.1). The pressure inside the bubble PB is

PB = P o + Pσ

(2.1)

where Po is the ambient pressure in the surrounding fluid, and Pσ is the excess pressure
inside the bubble, called the Laplace pressure.
Imagine we cut a bubble in half (figure 2.2). The increased internal pressure
pushes the two halves away from each other, and that force is balanced by the surface
tension. The surface tension is the force per unit length perpendicular to a line on
a surface, so the force along the imaginary cut pushing the two halves together is
2πRσ. The force pushing the two halves apart is the excess pressure multiplied by
the effective area, Pσ πR2 . These two forces must be equal for the bubble to remain

Figure 2.1: The surface tension at the
curved bubble surface results in a net
inward force that increases the internal
pressure.
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Figure 2.2: Imagine we cut a bubble in half. The increased internal
pressure pushes the two halves away
from each other. The force that balances it is the surface tension.

intact, so the Laplace pressure is (Leighton 1994, p. 68)

Pσ =

2σ
R

(2.2)

More generally, the Young-Laplace equation gives the difference in pressure across
the interface of two fluids due to surface tension

∆P = σ∇ · n̂ = σ

1
1
+ 00
0
R
R


(2.3)

where n̂ is the unit normal to the surface, and R0 and R00 are the principal radii of
curvature. For the case of a sphere, R0 = R00 = R, and this equation reduces to the
Laplace pressure (eq 2.2).

2.2

Henry’s law

Henry’s law states that solubility of a gas in a fluid is proportional to the partial
pressure of that gas adjacent to the fluid (Leighton 1994, p. 382)

cs = k H P
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(2.4)

where cs is the gas concentration in the fluid, kH is the Henry’s law constant, and P
is the partial pressure of the gas.
An everyday example of Henry’s law is carbonated beverages. Before a soda is
opened, the gas in the headspace is almost entirely carbon dioxide, so there is carbon
dioxide gas in solution in the drink. When the soda is opened, it is exposed to
atmosphere. The partial pressure of carbon dioxide is now lower, so the fluid cannot
hold as much of it (cs is lower) and some gas comes out of solution and forms bubbles
in the drink.

2.3

Epstein-Plesset equation of quiescent bubble dissolution

A gas bubble in a fluid will gradually shrink over time; the gas is removed from the
bubble by going into solution and diffusing away. This process is driven by two things:
chemical potential gradient and Laplace pressure.
There is a chemical potential gradient between the gas in the bubble and that in
solution in the fluid. The chemical potential is zero when the concentration of gas in
solution is in equilibrium with the gas in the bubble (according to Henry’s Law). If
the dissolved gas concentration is less than that, gas is driven out of the bubble; if
the concentration is higher, gas is driven into the bubble.
The Laplace pressure contributes to this by raising the gas pressure in the bubble,
which increases the amount of gas the fluid can hold in solution (eq. 2.4), and this
makes the bubble dissolve faster.
Epstein and Plesset (1950) solved for the rate of bubble dissolution, dR/dt. Their
model assumes that there is a single spherical gas bubble dissolving in an infinite
fluid.
Since we are considering a shrinking bubble, we are interested in the rate of mass
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loss from the bubble, dm/dt. The bubble mass is

m=


4 3
πR ρB
3

(2.5)

where ρB is the density of gas in the bubble, and is (from the ideal gas law)

ρB =

PB Mw
BT

(2.6)

where PB = Po + 2σ/R is the pressure in the bubble, and B is the gas constant.
Plugging eq 2.6 into eq 2.5, the bubble mass is
4
8πσMw 2
m = πρo R3 +
R
3
3BT

(2.7)

where ρo is the density of the gas at the ambient pressure (ρo = Po Mw /BT ).
The rate of change of the bubble mass is


4σMw
dm
2 dR
= 4πR
ρo +
dt
dt
3BT R

(2.8)

and is also equal to the gas flux out of the bubble (J) multiplied by the surface area
dm
= −4πR2 J
dt

(2.9)

Equating equations 2.8 and 2.9 gives
J
dR
=−
4σMw
dt
ρo + 3BT
R

(2.10)

From Fick’s first law of diffusion, the flux is

J = −D
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∂c
∂r

(2.11)

The concentration of gas, c(r, t), in the fluid is found from the diffusion equation
∂c
= D∇2 c = D
∂t



2 ∂c ∂ 2 c
+
r ∂r ∂r2


(2.12)

where D is the diffusion coefficient of the gas in the fluid. The gas concentration at the
bubble surface is in equilibrium with the pressure of the gas in the bubble according
to Henry’s Law (eq 2.4), c(r = R, t) = cs . The concentration far from the bubble is
the initial gas concentration, c(r → ∞, t) = co . Solving the diffusion equation (eq
2.12) with these conditions gives the concentration gradient at the bubble surface (for
details on the method of this solution, see Epstein and Plesset (1950))


∂c
∂r




= (co − cs )

r=R

1
1
+√
R
πDt


(2.13)

√
As a side note, often the term 1/ πDt is ignored, because for long enough time
√
it becomes negligibly small. For example, the term 1/ πDt is less than 1% of the
term 1/R for t > 40 seconds, if R = 5 µm (the largest bubbles in our experiment). It
was always at least one minute, and often much longer, between bubble preparation
and imaging. If we assume steady state from the beginning, we may find the concentration gradient at the bubble surface ∂c/∂r much more easily than by solving the
full diffusion equation and then neglecting the time term.
For steady state (∂c/∂t = 0) the diffusion equation is

∇2 c = 0

(2.14)



2 ∂c
r
=0
∂r

(2.15)

and for spherical symmetry, it is
1 ∂
r2 ∂r
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Solving this by integration, c(r) is
∂c
=A
∂r
A
c(r) = + B
r
r2

(2.16)
(2.17)

where A and B are constants which are found from the boundary conditions c(r →
∞) = co and c(r = R) = cs . Doing that, c(r) is

c(r) = co +

(cs − co )R
r

(2.18)

Taking the derivative of this with repect to r and then setting r = R,


∂c
∂r


=
r=R

co − cs
R

(2.19)

which is the same as solving the full diffusion equation and then neglecting the term
with time (eq 2.13).
Back to the full, time-dependent solution, combining equations 2.10, 2.11, and
2.13 gives the bubble dissolution rate dR/dt


dR
D (cs − co ) 1
1
=−
+√
4σMw
dt
R
ρo + 3BT
πDt
R

(2.20)

From Henry’s law, cs is
cs = Mw kH PB

(2.21)

In this case the molecular weight Mw is included because the diffusion equation assumes concentration in units of mass/volume, while Henry’s law assumes concentration in mol/volume. Combining this with the density of gas ρB (eq 2.6) gives

cs = kH BT ρB = kH BT
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2σMw
ρo +
BT R


(2.22)

Epstein and Plesset (1950) define the concentration of dissolved gas in the bulk
medium (co ) as
co = kH BT ρo f

(2.23)

where
f=

co ρ B
cs ρ o

(2.24)

Plugging equations 2.22 and 2.23 into equation 2.20,

Wσ 
1 − f + ρ2M
dR
1
1
o BT R
= −DkH BT
+√
Wσ
dt
R
1 + 3ρ4M
πDt
o BT R
2.4

(2.25)

Rayleigh-Plesset equation for bubble oscillation in a time-varying
pressure field

Rayleigh (1917) first considered the collapse of a spherical cavity in a fluid, Plesset
(1949) later adapted Rayleigh’s solution to solve for the oscillation of a bubble in a
fluid where the pressure varies with time. The result is the Rayleigh-Plesset (RP)
equation
3
ρRR̈ + ρṘ2 = P (R) − P (t)
2

(2.26)

The RP1 equation describes the oscillation of a spherical bubble in an infinite
incompressible fluid, where ρ is the fluid density, P (t) is the pressure in the fluid far
from the bubble, P (R) is the pressure in the fluid at the bubble surface, and R(t) is
the bubble radius. It is derived from the Bernoulli equation (Plesset 1949)

−

∂φ 1
P (R)
P (t)
+ (∇φ)2 +
=
∂t
2
ρ
ρ

(2.27)

where φ is the velocity potential of the fluid.
The velocity potential may be found from conservation of mass in an incompress1

Rayleigh-Plesset
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ible fluid (Leighton 1994). The mass flow in time ∆t through a spherical shell of
radius r that is concentric with the bubble is ρ (4πr2 ) v (∆t), where v is the fluid velocity at r. For an incompressible fluid, this must be equal to the mass flow through
an imaginary spherical shell at the bubble surface. Thus,



ρ 4πr2 v (∆t) = ρ 4πR2 Ṙ (∆t)

(2.28)

and the velocity potential is
φ=

R2 Ṙ
r

(2.29)

where v = −∇φ, R is the bubble radius and r is the radial coordinate. Plug the
velocity potential (eq 2.29) into the Bernoulli equation (eq 2.27), and evaluate at the
bubble surface, r = R, and it becomes the Rayleigh Plesset equation (eq 2.26).
The fluid pressure at the bubble surface is (Plesset and Prosperetti 1977)

P (R) = pi −

2σ 4µṘ
−
R
R

(2.30)

where σ is the surface tension, µ is the fluid viscosity, and pi is the pressure inside
the bubble. This comes from the stress boundary condition for an interface between
2 fluids (Clift et al. 1978, p. 5)

pi + τr,i − P (R) − τr =

2σ
R

(2.31)

where τr is the normal component (also the radial component, as we are assuming
a spherical bubble) of the viscous stress tensor. For static conditions, τr = τr,i = 0,
and eq 2.31 reduces to the equation for Laplace pressure. For a Newtonian fluid, the
viscous stress tensor is (Landau and Lifshitz 1987, p. 49)

τr = 2µ
12

∂v
∂r

(2.32)

where v is the fluid velocity at a radial position r, and can be found from eq 2.29.
Assuming the viscosity of the gas is negligible, τr,i = 0. Plugging eq 2.32 into eq 2.31
and evaluating at r = R gives the fluid pressure at the bubble surface (eq 2.30).
The pressure inside the bubble is

  3γ
2σ
Ro
p i = Po +
R
R

(2.33)

where Po is the ambient pressure, and γ is the polytropic gas constant, assuming
adiabatic volume change of an ideal gas in the bubble. The fluid pressure far from
the bubble is
P (t) = Po + Pdrive (t)

(2.34)

where Pdrive (t) is the time-dependent pressure of the driving ultrasound. Plugging
eqs 2.30, 2.33, and 2.34 into eq 2.26, we can write the Rayleigh-Plesset equation in
the usual form
3
ρRR̈ + ρṘ2 =
2

2.5


  3γ
2σ 4µṘ
2σ
Ro
−
Po +
−
− (Po + Pdrive (t))
R
R
R
R

(2.35)

Nonspherical surface modes

One major limitation of the Rayleigh-Plesset equation is that the bubble has to
be spherical. It is important to consider deviation from the spherical shape; such
deviations could arise from any number of realistic experimental conditions such as
proximity to a wall, buoyancy, and/or thermal fluctuations. Non-spherical shape may
lead to bubble fragmentation, the understanding of which is important for applications
in drug delivery and biomedical imaging.
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2.5.1

Derivation of surface mode natural frequency

Consider a small perturbation of the bubble shape

rs = R(t) + a(t)Yn

(2.36)

where Yn is a spherical harmonic of degree n, R(t) is the mean bubble radius, and a(t)
is the amplitude of the perturbation, such that |a(t)| << R(t). (It is standard practice
in the literature to ignore the second index, m, because there is no dependence on
m.)
Plesset (1954) derived the equation for the mode amplitude a(t), following the
same process that, for a spherical bubble, gives the RP equation. Lamb (1932)
performed a similar calculation earlier than that, where he assumed that a(t) =
sin(ωn t + ) and solved for the natural frequency, ωn , of the mode n. Both neglect
viscosity; viscosity was added later by Prosperetti (1977). Here we follow Plesset’s
derivation.
The velocity potential is
R2 Ṙ
+ b1 r n Y n
r
R2 Ṙ
Yn
φ2 =
+ b2 n+1
r
r
φ1 =

if r < R
(2.37)
if r > R

The first term is the velocity potential for the spherically symmetric case (eq 2.29),
and the second term is the solution to the Laplace equation, ∇2 φ = 0, which holds
for an incompressible fluid. Note that the gas inside the bubble is compressible; also
note that the velocity potential diverges for r = 0. Equation 2.37 may be viewed as
an approximation that is valid near the bubble surface.
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The fluid velocity must be constant across the interface

−

∂φ1
∂r




=−
rs

∂φ2
∂r


= Ṙ + ȧYn

(2.38)

rs

Using this boundary condition, we can solve for the coefficients b1 and b2 . The velocity
potential is
#
"
R2 Ṙ
rn
Ṙ
φ1 =
−
Yn ȧ + 2a
r
nRn−1
R
"
#
R2 Ṙ
Rn+2
Ṙ
φ2 =
+
Yn ȧ + 2a
r
(n + 1) rn+1
R

if r < R
(2.39)
if r > R

Evaluating the Bernoulli equation (eq 2.27) at the bubble surface (eq 2.36) using
this velocity potential gives equations for the pressure at the inside of the bubble
surface, P1 (R), and at the outside of the bubble surface, P2 (R). These are related to
each other by the Young-Laplace equation (eq 2.3)

P2 (R) − P1 (R) = σ

1
1
+ 00
0
R
R


(2.40)

where R0 and R00 are the principal radii of curvature, and are (Lamb 1932, p. 475)
1
1
2
(n − 1) (n + 2)
+ 00 = +
aYn
0
R
R
R
R2

(2.41)

Terms that are independent of Yn give the RP equation for a spherical bubble (eq
2.26). Terms proportional to Yn give the equation for a

ä +

3Ṙ
ȧ − Aa = 0
R
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(2.42)

where

A=

[n (n − 1) ρ2 − (n + 1) (n + 2) ρ1 ] R̈ − (n − 1) n (n + 1) (n + 2) σ/R2
R [nρ2 + (n + 1) ρ1 ]

(2.43)

For a bubble of unchanging radius, Ṙ = R̈ = 0, and eq 2.42 reduces to the equation
for a simple harmonic oscillator with frequency

ωn2 = −A =

(n − 1) (n + 1) (n + 2) σ
ρR2

(2.44)

assuming the density of the gas, ρ1 , is negligible. Note that this is the same natural
frequency found by Lamb (1932).

2.5.2

The spherical harmonics are not normal modes

It should be noted that the spherical harmonics are not true normal modes of the
system. The bubble shape and the velocity potential are more generally expressed as
a sum of spherical harmonics (including the index m, but these aren’t present in the
equation for mode amplitude, so the equations for each an,m for some n are the same
for all different m - the orders of m are redundant)

rs = R(t) +

X

an,m (t)Ynm

(2.45)

n,m

φ1 =

X

b1,n rn Yn

if r < R

Yn
rn+1

if r > R

n

φ2 =

X
n

b2,n

(2.46)

Using these equations in the previous section would result in cross terms (terms
containing Yn1 × Yn2 ), in this case the spherical harmonics are not normal modes.
However, to first order in a, the equations for each mode are uncoupled (any cross
terms containing spherical harmonics of different modes would also have an a2 ). Thus,
16

the spherical harmonics are only normal modes if you neglect higher orders of a
(Prosperetti 1977), which Plesset and Lamb both did because they assumed a is
small.
The n = 1 mode should just be translation of the bubble, as the natural frequency
of the n = 1 mode is zero (eq 2.44). Also, for n = 1 and ρ1 ≈ 0, equation 2.42
reduces to R3 ȧ = constant, as shown below. This may be interpreted as a statement
of conservation of fluid momentum for a translating bubble, where the momentum
is proportional to the bubble volume times the translational velocity (Plesset and
Prosperetti 1977).
For n = 1, the equation for mode amplitude a (eq 2.42) becomes

ä +

3Ṙ
ȧ = 0
R

(2.47)

assuming the density of the gas, ρ1 , is negligible. Multiplying both sides of this
equation by R3 , we can write this as

R3 ä + 3R2 Ṙȧ = 0

(2.48)


d
R3 ȧ = 0
dt

(2.49)

R3 ȧ = constant

(2.50)

which can be written as

Integration of this equation yields

However, if we plot the bubble shape as given in equation 2.36 for n = 1 (fig 2.3),
we see that the bubble does not simply translate, it becomes larger and nonspherical.
There will be a restoring force, so the natural frequency cannot be zero.
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Figure 2.3:
The bubble
shape, rs = R + aYn , for n=1.
The bubble does not simply
translate, it becomes larger
and nonspherical.

2.5.3

Surface mode amplification and bubble fragmentation

Fragmentation of bubbles may occur by growth of non-spherical perturbations beyond
some catastrophic threshold (one possibility is that the bubble may fragment if the
mode amplitude is about as large as the bubble itself). Two possible mechanisms
of mode amplification are Rayleigh-Taylor instability or parametric instability, and
these are not necessarily mutually exclusive.

Rayleigh-Taylor instability
Rayleigh (1900) first considered a system consisting of a heavy fluid sitting on top of a
lighter one. Geoffrey Taylor (1950) later realized that this is equivalent to accelerating
a lighter fluid into a heavier one. They found that for two fluids separated by a flat
interface, small perturbations of the surface grow exponentially if the heavy fluid is
on top, and decay exponentially if the light fluid is on top. This is reasonable; a sheet
of water on a ceiling will fall, while water on the floor doesn’t fall up.
For spherical geometry (such as a bubble), it is somewhat different. Like the planar
18

case, if the gas is accelerated into the fluid (the bubble wall accelerates outward), the
surface is unstable. The stability also depends on the velocity; the surface is stable if
the velocity is positive, and unstable if it is negative. This is a result of the spherical
geometry, if the bubble is expanding outward, the surface area increases, the surface
is stretched and this stabilizes the surface. The opposite is true for a collapsing
bubble, the decrease in surface area amplifies any perturbations. This is called the
Bell-Plesset effect (Epstein 2004).
Bubbles are most unstable when the velocity is negative and acceleration is positive. This happens when an oscillating bubble approaches its minimum radius. This
has been supported experimentally; high speed camera studies of oscillating bubbles
driven by ultrasound has revealed that fragmentation occurs near maximum compression (Chomas et al. 2001b).

Parametric instability
Parametric instability arises from the fact that the nonspherical bubble is a parametric
oscillator, which is an oscillator whose parameters oscillate as well. In this case
the mode amplitude a is the oscillator and the bubble radius R is the time-varying
parameter.
A general feature of a parametric oscillator is parametric resonance, which is an
exponential growth of the mode amplitude when the natural frequency of the mode is
half the frequency of the radius R, or, the bubble is most unstable when ωn = 1/2 ω.
This has also been observed experimentally. Versluis et al. (2010) observed the growth
of surface modes with a high speed camera, and found that the amplified mode was
the one whose natural frequency (as found by Lamb, eq 2.44) was half the ultrasound
driving frequency.
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Figure 2.4: Acoustic streaming near a sphere,
where the sound wave is traveling horizontally,
showing inner and outer streaming.

2.6

Acoustic streaming

Acoustic streaming is the name given to steady flows induced by sound (Leighton
1994, p. 56)(Lighthill 1978). It may occur in the bulk fluid due to absorption of
momentum from the ultrasound wave, or near a boundary due to frictional forces
between the boundary and the fluid. Rayleigh (1883) first developed the theory
of acoustic streaming near a boundary in response to experimental observations of
circulating air in a Kundt’s tube. Schlichting (1932) later found that there is an inner
and outer streaming, as in figure 2.4. The inner streaming generally occurs in the
viscous boundary layer, which has thickness
r
L=

2µ
ρω

(2.51)

Streaming is a rectification process, like rectified diffusion of gas to bubbles. It may
be considered to arise from the nonlinearity of the Navier-Stokes equation (Nyborg
1958). Ignoring the nonlinear terms gives an equation whose solution is a sound
wave (or standing wave.) One can then take that sinusoidal solution, plug it back
in to Navier-Stokes, and keep terms only quadratic in the sinusoid. Since sin2 (t) =
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Figure 2.5: Diagram of a standing wave near a surface. Immediately next to the stationary surface,
the fluid velocity is zero. Away from the surface, |vx | exhibits an ∼exponential approach to the bulk
motion. vx also has a phase shift with y in the viscous boundary layer, shown here (∗) exaggerated
for clarity (the actual phase shift with y is always < 1 rad). Because the fluid is incompressible,
there must be flows in the y direction, shown with open arrows, to ensure conservation. vx and vy
will be out of phase, because the phase of vx varies through the boundary layer.

1/2 − 1/2 cos(2t), this will give responses at DC (streaming) and at twice the driving
frequency.
There is another explanation that is somewhat less mathematical, but of course
(and of necessity) includes a second-order process. Consider standing wave near a
surface (figure 2.5). Away from the surface, |vx | exhibits an ∼exponential approach to
the bulk motion. vx also has a phase shift with y. Because the fluid is incompressible,
there must be flows in the y direction to ensure conservation. In the viscous boundary
layer, vx and vy will be out of phase.
Consider a volume element shown by the dot-dash box, with infinitesimal height.
As fluid is carried across the top and bottom surfaces (by vy ) it carries with it xmomentum. In a time dt, the x-momentum carried across the surface is dpx =
Avy dt·ρvx . The first term is the volume of fluid carried across the surface, multiplying
by density and vx gives the momentum. In general, vx and vy have different phases,
and the phase difference is not π/2. Therefore, on integrating dpx over one complete
cycle, there will be net momentum transfer across the surface.
Finally, consider the difference in the momentum transported across the top sur21

face and the bottom surface. This different can arise from a difference in vx or vy .
The difference is the momentum added to the box in time dt. In other words, (when
divided by dt) it is the force on the box of fluid.



dpx
dvy
dvx
= Aρ vx
+ vy
dt
dy
dy
dy


dvy
dvx
dpx
= Aρ vx
+ vy
dy
dFx =
dt
dy
dy
Now, taking +y to be upward and +x to be rightward, for the box shown, vy < 0
and the derivative of vx with y < 0 (vx gets more negative as you move upward), so
the first term is positive. The derivative of vy with y is also negative (vy must be
bigger in magnitude up higher, because vx is bigger in magnitude and vy is determined
by conservation.) So the second term is also positive. There will be a streaming force
near the surface in the positive direction.
Now consider when the sound field reverses. vx and its derivative is now positive,
but so is vy and its derivative. So both terms are still positive and the streaming is
still in the positive direction. If you consider a box on the other side of the acoustic
maximum, you find that the streaming is in the negative direction. Streaming is flow
toward nodes of the standing wave.
For a spherical object in a sound field, the very front and very back are stagnation
points, which act just like nodes. So the flow around a spherical object is away from
the equator and towards the front and back stagnation points (figure 2.4). This has
been observed experimentally for a sphere undergoing translational oscillation in a
motionless fluid (Kotas et al. 2006; Collis et al. 2010).
For a sphere undergoing volumetric oscillation, Longuet-Higgins (1998) found theoretically that the streaming should be more like a dipole, rather than the quadrupole
streaming for translational oscillation (as in figure 2.4). This has also been observed
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experimentally for a large (∼250 µm) spherical bubble oscillating radially in ultrasound (Collis et al. 2010).
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Chapter 3:
3.1

Materials and methods

Experimental setup

A schematic of the experimental system is shown in figure 3.1. Bubbles are exposed
to a series of short ultrasound pulses, and a brightfield image is taken of the bubbles
between each pulse. The bubbles are located in a sample chamber, immersed in a
water tank at the co-focus of the ultrasound transducer and microscope objective.
The optical and acoustic foci were aligned by positioning a hydrophone in the
optical field of view and moving the water tank until the ultrasound amplitude measured by the hydrophone was maximized. (The ultrasound transducer is attached
to the water tank, which moves independently from both the hydrophone and the
microscope objective.)
There were two slightly different configurations of this apparatus used, I will
call them Experimental System 1 (ES1) and ES2. ES1 is the first version. ES2 is
mostly the same, with some improvements to the sample chamber and optics. Unless
otherwise noted, ES1 and ES2 are the same; the differences are summarized in Table
3.1.
In ES1, the water tank is tilted at 25◦ from horizontal, which puts the ultrasound
focus near the water surface. The reason for this was that the microscope objective
Table 3.1: Differences in the experimental systems.
Sample chamber

Water tank

Illumination

Microscope
objective

ES1

Polystyrene
cuvette

Tilted at 25◦ to
horizontal

No condenser

20x/0.4 NA long
working distance

ES2

5 mil PVC

Horizontal

Includes
condenser

40x/0.8 NA water
immersion
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Figure 3.1: Experiment diagram (ES2)

was not water immersion, so looking through the smallest amount of water possible
gives the clearest images. The characteristics of the ultrasound pulses in ES1 were
somewhat difficult to predict; the pulses changed a little in amplitude and shape
when the hydrophone was moved a small amount. This was likely due to reflections
of ultrasound off the water surface, and could be solved by making the water tank
flat, which was done in ES2.
The bubbles are transilluminated with a xenon lamp. In ES2, light from the
lamp passes through a condenser; in ES1 there was no condenser. The light continues through the objective (ES1: M Plan Apo NIR 20x, Mitutoyo, Japan; ES2:
LUMPLFLN 40XW NA 0.8, Olympus, Tokyo, Japan), and through a tube lens to
the CCD camera (DFK 31BU03, The Imaging Source, Charlotte, NC). For ES2, the
resolution is 0.626 µm. For ES1, the resolution is 1.46 µm. (see Appendix B).
What to use as a sample chamber was a fairly challenging problem, as the chamber
has to be transparent both optically and acoustically. There has to be a chamber
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for two reasons: the bubbles have to be held somewhat motionless (such as resting
buoyantly against a surface) for imaging; and the bubbles are in a buffer, and you
can’t just fill the whole water tank with buffer because the buffer is salty and will
make the ultrasound transducer rust. A common solution (Chomas et al. 2001b;
Guidi et al. 2010) is to use ∼200 micron diameter dialysis tubing, which is both
optically and acoustically transparent, though it seems to me that the salts in the
buffer would leak out of the tubing into the surrounding water, making the pH of the
bubble medium difficult to determine.
The first chamber (ES1) was a polystyrene cuvette, which is not very acoustically
transparent. The cuvette was positioned at the ultrasound focus 2 mm below the
water surface in the tilted water tank. The acoustic transmission through the cuvette
in this configuration was measured to be about 50% ± 4.5% (see Appendix C).
The sample chamber in ES2 was a homemade cuvette-shaped chamber made out
of 5 mil thick PVC (Hobby Lobby), which was shaped into a square tube by scoring
it with an X-acto knife and folding it, and glued along the seam with Arclad 8026
transfer adhesive (Adhesives Research, Glen Rock, PA). The ends of this tube were
glued with underwater epoxy (H2hold) to the ends cut from a plastic cuvette, such
that the middle 1 cm of the length of the sample chamber is unobstructed PVC (fig.
3.2). The acoustic transmission through this chamber was about 100% (see Appendix
C).
Square pulses from a square wave generator (8012B, Hewlett-Packard, Palo Alto,
CA) act as both the CCD camera trigger and the gated input of a programmable
function generator (270, Wavetek, SanDiego, CA). The output of the function generator is a 3 cycle sinusoid, which is amplified by a RF power amplifier (ENI 3100LA)
and drives a high-intensity focused US transducer (H-101, SonicConcepts, Bothell,
WA), which is immersed in a water tank. The ultrasound pulses (shown in figure 3.3)
are sinusoidal with a Gaussian envelope. They are (unless otherwise noted) 200 kPa
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Figure 3.2: Image of the sample chamber for ES2. A ruler (cm) is also shown for scale.

in amplitude, 1.1 MHz, 3 cycles long, 3 µs long (fwhm), and with a pulse repetition
rate of 25 Hz, as measured with a hydrophone (HNR-0500, Onda, Sunnyvale, CA).
The ultrasound pulses are delayed so that there is at least one image taken before
there are any ultrasound pulses. The timing of the ultrasound pulses and images is
described in Appendix D.
Images of the bubbles were taken by the CCD camera, and were triggered by the
same square pulses that trigger the ultrasound pulses. The images were handled by
Labview. The Labview block diagram is shown in Appendix E; it acquires images
when triggered and saves them to the computer. Images were analyzed using NIH
ImageJ (see Appendix F).
A list of step-by-step instructions for running the ultrasound experiment is in
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Figure 3.3: The ultrasound pulses were 200 kPa in amplitude, 1.1 MHz, 3 cycles long, 3 µs long
(fwhm), and with a pulse repetition rate of 25 Hz, as measured with a hydrophone.

Appendix G.
3.2

Bubble preparation and characterization

3.2.1

Materials

All phospholipids were purchased from Avanti Polar Lipids (Alabaster, AL), stored
at -20 ◦ C until further use, and were used without further purification. PFB was
purchased from SynQuest (Alachua, FL) and used without further purification. PBS1
was prepared with 100 mM NaCl and 40 mM Na2 HPO4 in nanopure water (D13321,
Barnstead, Dubuque, IA) and pH adjusted to 7.4 using HCl and/or NaOH (measured
with a pH meter (UB-10, Denver Instrument, Arvada, CO)).

3.2.2

Bubble preparation

Lipid coated bubbles were formed by entrainment of gas in a lipid suspension, using
a probe sonicator, as described by Kim et al. (2003). This method is often used
in microbubble research (Duncan and Needham 2004; Feshitan et al. 2009; Lozano
and Longo 2009); Other methods have recently been developed to produce more
monodisperse bubble populations, which provide significant advantages in imaging
1

phosphate buffered saline
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applications (Talu et al. 2008) and may be especially important for safety and regulatory issues in medical applications (Stride and Edirisinghe 2008). These techniques
are mainly focused on microfluidic approaches and variations, including clectrohydrodynamic atomization (essentially electric-field assisted droplet formation) (Farook
et al. 2009; Chang et al. 2010; Pancholi et al. 2008). However, in this study, we
were particularly interested in exploring the fates of individual bubbles, for which a
monodisperse population is not required.
There were two slightly different methods of bubble preparation used, they will
be called bubble protocol 1 (BP1) and BP2. Unless otherwise noted they are the
same, the differences are summarized in table 3.2. The lipid solution was prepared
by mixing the lipid components (dissolved in chloroform) in a glass vial, and the
chloroform was removed by nitrogen evaporation followed by vacuum dessication for
one hour. At this point, the lipids appear as a thin opaque film on the vial wall. The
lipids are then resuspended at 5 g/L in PBS via vortex mixing (VM-3000, VWR)
(either at room temperature (BP1) or at higher than the lipid melting temperature
(BP2)) For BP2, the lipid solution was then probe sonicated (VC 130PB, Sonics &
Matierials, Newton, CT) at 30/100 (about 1 W) for 15 minutes with the tip near
the bottom of the vial to make unilamellar liposomes (Duncan and Needham 2004;
Borden and Longo 2002) (for BP1, this step was skipped).
To form the bubbles, an aliquot of lipid solution (1 mL (BP1) or 0.25 mL (BP2))
was put in a glass vial and capped with a septum that had a hole cut in it for the
probe sonicator to go through. The probe sonicator was positioned with the tip at
the gas/fluid interface. Two syringe needles are put through the septum, and PFB
is flushed in through one of them, replacing the air in the vial headspace with PFB.
Then the probe sonicator is turned on at max power (100/100, or about 10 W) for
30 seconds (BP1) or 8 seconds (BP2). The bubbles were then allowed to cool slowly
under ambient conditions.
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Table 3.2: Differences in bubble preparation protocols.

Lipid solution

Amount
solution
sonicated

Time
sonicated

room
temperature

multilamellar

1 mL

30 s

above lipid
melting temp

unilamellar

0.25 mL

8s

Vortex mix
temperature

BP1

BP2

Uncoated bubbles were also prepared by probe sonication at maximum power for
30 seconds at the gas/fluid interface, with PFB in the vial headspace. In this case,
the fluid is simply PBS.

3.2.3

Bubble characterization

Size distribution
The size distributions of uncoated PFB bubbles, and bubbles coated with 90 mol%
DSPC/10 mol% DSPE-PEG20002 and 90 mol% DOPC/10 mol% DSPE-PEG2000
prepared according to BP1 are shown in figure 3.4. The sizes of these bubbles were
measured from brightfield images (see Appendix F).
Fluorescence and coat density
To measure the initial lipid coat density on these bubbles, epifluorescence microscopy
was performed on fluorescent bubbles using an inverted microscope (Eclipse TE 200,
Nikon, Japan), equipped with a CCD (Coolsnap HQ2, Photometrics, Tucson, AZ)
and a 40x objective (Nikon, Japan). Fluorescent bubbles were prepared (according to
BP1) by substituting 1 mol% NBD-DPPE3 for an equimolar amount of phospholipid
2
3

1,2-distearoyl-sn-glycero-3-phosphoethanolamine-N-[methoxy(polyethylene glycol)-2000]
1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine-N-(7-nitro-2-1,3-benzoxadiazol-4-yl)
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Figure 3.4: Size distributions for (A)
coated bubbles and (B) uncoated bubbles.
These bubbles were prepared by BP1. 651
DSPC bubbles, 270 DOPC bubbles, and
163 uncoated bubbles were measured. All
3 were broadly distributed; DOPC was the
most broad, and more similar to the uncoated than the DSPC distribution.

(Borden et al. 2005). Bubbles were separated from fluorescent lipids/liposomes by
buoyancy: 3 µL freshly prepared fluorescent microbubbles were drawn into a 25 µL
syringe (Hamilton, Reno, NV) which already contained 10 µL PBS. Microbubbles
were allowed to rise (2 minutes), and then the bottom 10 µL was ejected from the
syringe. The remaining solution in the syringe was put on a standard microscope
slide (VWR) and covered with a coverslip (VWR).
10 images were taken of each field of view (to estimate noise) and adjusted for
photobleaching. Images were corrected by dark image subtraction, and normalized by
the mercury lamp illumination profile. The brightness per unit surface area of each
bubble was determined by integrating all the light from the bubble (using a square
region of interest (ROI) with side length 1.316 x bubble diameter, the geometric
spread in light for the 0.65 NA objective) and dividing by the surface area of the
bubble. The pixel intensities in the ROI were corrected by subtracting background
light from out-of-focus bubbles, taken as the average intensity in a 5-pixel ’frame’
around the ROI.
To estimate absolute (rather than relative) coat concentrations, we compared the
bubble fluorescence to the intensity per area for a supported lipid bilayer containing
the same probe concentration. Our fluorescent lipid, NBD-DPPE, has the fluorophore
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Figure 3.5: Distributions of initial lipid
coat concentrations for DOPC- and DSPCcoated microbubbles.

attached to the headgroup of the lipid, rather than the hydrophobic chains. Given
that the fluorophore is in the same PBS environment whether it is in a bilayer or a
monolayer, one would expect that the intensity per area of a lipid monolayer would
be half of that of a bilayer.
Fluorescently doped supported lipid bilayers (Werner et al. 2009) contained 99
mol% DSPC and 1 mol% NBD-DPPE. Phospholipids were suspended in PBS (as
above), at a concentration of 1.3 mM. A probe sonicator was positioned near the
bottom of the vial, and the lipid solution was sonicated at low power (∼ 1 W) for
15 minutes to form unilamellar liposomes (Duncan and Needham 2004; Borden and
Longo 2002). 35 µL of liposome solution was pipetted into a petri dish, and covered
with a piranha treated coverslip. This was incubated at a temperature above the
lipid main phase transition temperature (55 o C for DSPC) for 10 minutes, to allow a
supported lipid bilayer to form on the coverglass.
The intensity per unit surface area of the fluorescent bilayer was determined by
imaging the bilayer with epifluorescence microscopy, using an inverted microscope
(Eclipse TE 200, Nikon, Japan), equipped with a CCD (Coolsnap HQ2, Photometrics,
Tucson, AZ) and a 40x objective (Nikon, Japan). Image analysis was done with
Matlab (MathWorks, Natick, MA). Bilayer images were corrected with a dark image
and an illumination profile taken on a uniform fluorescent film. A rectangular area of
interest was selected, and the intensity per surface area of the bilayer was calculated
as the sum of the pixels in the area of interest, divided by the area (in µm2 ) of the
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area of interest.
The distributions of initial coat concentration for bubbles coated with 89 mol%
DSPC/10 mol% DSPE-PEG2000/1 mol% NBD-DPPE and 89 mol% DOPC/10 mol%
DSPE-PEG2000/1 mol% NBD-DPPE are shown in figure 3.5. These bubbles are all
undercoated.

33

Chapter 4:

Effect of coating lipid saturation on bubble stability in pulsed ultrasound

4.1

Introduction

There is growing interest in the application of lipid coated bubbles or emulsions to
ultrasound-targeted drug delivery (Pitt et al. 2004; Rapoport 2012). An attractive
feature of these vehicles is that they can be disrupted or dispersed by ultrasound
levels that are not damaging to healthy tissues. Disruption may enhance the local
efficacy of pharmacologically active compounds via a number of proposed mechanisms
including repartitioning (Husseini et al. 2002), chemical cleavage (Suslick and Price
1999), or enhanced fragment uptake by cells (Geis et al. 2012). Because of the role
of bubble or droplet disruption in delivery, it is important to elucidate the role of the
lipid coat in determining the fate of bubbles or droplets exposed to ultrasound.
To further explore the role of the shell or coating on the ultrasound response of
micron-scale (2-20 micron diameter) gas bubbles, we subjected lipid-coated perfluorobutane bubbles to brief pulses of 1.1 MHz ultrasound. The bubbles were formed
using a probe sonicator positioned at the surface of an aqueous suspension of liposomes. These passively coated bubbles had a sub-monolayer coverage, as determined
in separate measurements by quantitative fluorescence microscopy (using a fluorescent dopant). Nonetheless, they showed very different behaviors depending on the
phospholipid used as the major constituent (saturated distearoyl phosphatidylcholine
vs unsaturated dioleoyl phosphatidylcholine), and both lipid shells showed significant
differences compared with unshelled bubbles. Bubbles with the saturated coat lipids
ultimately reached a stable size and were resistant to further ultrasonic disruption,
as has been observed by others. However, bubbles with the unsaturated coat lipids
were completely destroyed on insonation, even though they showed good stability in
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the absence of ultrasound.
This chapter was published in Langmuir (Cox and Thomas 2010).

4.2

Materials and methods

Lipid coated PFB bubbles were prepared according to BP1 (section 3.2.2). Lipid
shells consisted of 90 mol% phospholipid (DSPC or DOPC) and 10 mol% DSPEPEG2000. For fluorescence experiments, 1 mol% NBD-DPPE was substituted for an
equimolar amount of phospholipid (Borden et al. 2005). Bubbles were exposed to
short pulses of ultrasound (1.1 MHz, 25 Hz pulse repetition rate, 200 kPa amplitude,
3 cycle pulses) (fig. 3.3) using ES1 (section 3.1).

4.3

Results

4.3.1

Response of lipid-coated bubbles to ultrasound

Unshelled microbubbles, and microbubbles of two shell compositions (90 mol% DSPC,
10 mol% DSPE-PEG2000 and 90 mol% DOPC, 10 mol% DSPE-PEG2000) were exposed to a sequence of 300 US pulses. A brightfield image was captured every second
pulse, for a total of 150 images. The diameter of the microbubble was found for each
image in the sequence.
Figure 4.1 (top) shows typical images of microbubbles taken after the number of
ultrasound pulses indicated. Both the DOPC-coated and the uncoated bubble shown
vanished before the 200th pulse, while DSPC-coated bubbles persisted throughout the
duration of the measurements (300 pulses); these behaviors were found to be typical.
Figure 4.1 (middle) shows a typical plot of the diameters of single microbubbles over a
sequence of 300 US pulses. Lipid-coated microbubbles were generally found to shrink
to a stable size of approximately 2 µm in diameter: 2.1 ± 0.8 µm (SD) for saturated
DSPC and 1.8 ± 0.7 µm for unsaturated DOPC. DSPC-coated bubbles remained at
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Figure 4.1: Top: Typical images of microbubbles shrinking when exposed to US
pulses. The number of pulses is indicated
at the top of the figure. Scale bar = 5 µm.
Middle: Typical diameter vs. pulse number for single microbubbles undergoing dissolution. When exposed to a sequence of
ultrasound pulses, 90 mol% DSPC (saturated lipid) microbubbles shrank to a stable diameter of 2.1 ± 0.8 µm and remained
at that size for the duration of the experiment. 90 mol% DOPC (unsaturated
lipid) microbubbles typically shrank to a
slightly smaller metastable diameter, 1.8
± 0.7 µm, but later underwent slight additional shrinkage and then rapidly vanished entirely. Uncoated microbubbles typically fragmented until the core had a diameter of about 4-6 µm, and then dissolved away with no stable or metastable
size. Bottom: Three modes of DOPCcoated microbubble dissolution vs. microbubble initial diameter.
Large microbubbles did not change size in response
to US. Prompt dissolution includes microbubbles that did not reach a stable size,
and vanished from view in less than 10
pulses. Shrinkage includes microbubbles
that shrank to a metastable size. Open
triangles are microbubbles that shrank and
then vanished within the timeframe of the
experiment (300 pulses). The 3 filled triangles represent microbubbles that shrank
to a metastable size, and survived all 300
pulses.
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Figure 4.2: Number of surviving DOPCcoated microbubbles vs. number of US
pulses. This plot excludes large microbubbles that did not respond to US. The number of pulses includes all pulses after the
microbubble reached its metastable size.
The data is fit to a single exponential,
shown as the solid black line; the mean lifetime of the microbubbles is 71.4 pulses.

that size for the remainder of the experiment, in agreement with previously published
results (Feshitan et al. 2009; Borden et al. 2005; Rossi et al. 2008; Kwan and Borden
2010). In contrast, DOPC-coated bubbles usually disappeared from view in a final,
catastrophic shrinkage event. Clearly, the coat on these microbubbles must be shed
either before they vanish, or during that process itself.
The DOPC-coated microbubbles exhibited 3 distinct behaviors, Fig. 4.1 (bottom).
Large bubbles (> 9 µm diameter) usually did not respond to ultrasound (one 15 µm
bubble did shrink, as shown). Smaller bubbles (with one non-responding exception)
either shrank to a metastable size and then disappeared after a delay, or dissolved
promptly. Only bubbles with diameters < 4 µm showed prompt dissolution, though
not all bubbles this small dissolved promptly; many were metastable. Most of the
DOPC-coated bubbles eventually dissolved or vanished; only three bubbles (filled
symbols) survived the entire duration of observation (300 pulses.)
Figure 4.2 shows the number of surviving small DOPC-coated bubbles as a function of number of US pulses, after bubbles reached metastable size. The data is well
fit by a single exponential with a mean bubble “lifetime” of about 71.4 pulses, suggesting a fixed probability per pulse for dissolution. However, the actual dissolution
event appears not to be a single-pulse “catastrophe”, as bubbles show slight but increasing shrinkage just prior to dissolution (as seen at the end of the DOPC trace
in Fig. 4.2 (middle)). Thus, the probabilistic event may simply be a precursor to
complete dissolution, which is immediately followed by accelerating shrinkage.
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Figure 4.3: Metastable diameter vs. initial diameter for DSPC- and DOPC-coated
microbubbles, exposed to a sequence of 300
ultrasound pulses. The dashed line represents no response (final diameter = initial
diameter). The solid line is a guide to the
eye. DSPC-coated microbubbles smaller
than 8.2 µm shrank to a stable diameter of
2.1 ± µm; microbubbles larger than 10.7
µm did not change size. DOPC-coated microbubbles smaller than 8.3 µm shrank to a
metastable diameter of 1.8 ± µm and later
vanished; microbubbles larger than 8.9 µm
did not change size. Open circles represent
the very few (3) DOPC microbubbles that
shrank to a stable size and did not vanish
over the time of the experiment.

The dependence of initial bubble diameter on the US responses of microbubbles is
shown in Fig. 4.3, in which the stable (or metastable) bubble diameter is plotted vs.
the initial bubble diameter, for bubbles coated with saturated (DSPC) or unsaturated
(DOPC) lipids. Regardless of coat, bubbles with diameters > 9 µm were unresponsive.
The stable size for DSPC bubbles shows a very slight dependence on initial size,
with initially larger bubbles giving slightly larger final sizes. No such dependence is
apparent in the metastable sizes for DOPC-coated bubbles.
In the absence of ultrasound, lipid-coated PFB bubbles do not shrink, over many
minutes of observation.

4.3.2

Response of uncoated bubbles to ultrasound

Figure 4.4 shows the final diameter vs. initial diameter for unshelled PFB microbubbles. Unshelled microbubbles larger than approximately 11 µm did not change size
in response to US. The size threshold for a response is similar to that observed for
lipid-coated bubbles, but slightly larger. Unshelled microbubbles smaller than approximately 11 µm were observed to first rapidly fragment, until the core reached an
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Figure 4.4: Metastable diameter vs. initial diameter for unshelled microbubbles,
exposed to a sequence of 300 US pulses.
The dashed line represents no response.
Microbubbles larger than approximately
10 µm remained the same size; microbubbles smaller than approximately 10 µm
vanished entirely. Responding microbubbles fragmented to an intermediate diameter (approx 4-6 µm), after which they
slowly dissolved without further apparent
fragmentation until they were no longer
visible. Open circles represent the intermediate diameter of microbubbles that exhibited this behavior, but did not vanish during the duration of the experiment.
These microbubbles continued to shrink after they reached their metastable diameter,
by up to 20%, and may have eventually
vanished if given more time. Inset: shrinkage of a single unshelled microbubble as a
function of number of ultrasound pulses.

intermediate diameter of approximately 4-6 µm. At that point, fragmentation ceased,
and they began to shrink at an accelerating rate, without further fragmentation, until
they were no longer visible. A typical plot of diameter vs. pulse exposure is shown in
the inset. Bubbles that did not disappear completely during the experiment (4) were
found to follow this same trajectory, and thus would likely have vanished had the
experiment continued. Three microbubbles with initial diameters smaller than the
typical intermediate diameter dissolved away with no apparent fragmentation. Unlike the lipid-coated microbubbles, unshelled microbubbles did not show a metastable
size; as seen in the inset, the intermediate diameter is merely an inflection point in
the curve of bubble diameter vs. pulse number.
In the absence of ultrasound, unshelled PFB-containing bubbles do shrink, as the
aqueous buffer is undersaturated with the PFB bubble gas and the Laplace pressure
provides an additional, strong driving force for dissolution. However, the time scale
for this process is quite slow - on average 152 seconds, ranging from 24 to 308 seconds
- while the ultrasound experiments reported here are complete within 12 s. More im-
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Figure 4.5: % coverage vs. diameter for
fluorescent microbubbles. Plots are offset
for clarity. The dashed lines represent a
linear fit. % coverage is the intensity per
area of the microbubbles divided by half
the intensity per area of a supported lipid
bilayer. There is a small (negative) correlation between microbubble brightness
and diameter. The correlation coefficient
for DSPC microbubbles is -0.44, and for
DOPC microbubbles is -0.75, each with (P
¿ 99.95%). DSPC microbubbles are coated
with 18% ± 9% of a monolayer, and DOPC
microbubbles are coated with 37% ± 12%
of a monolayer.

portantly, passive dissolution of uncoated bubbles did not show either a metastable
diameter, nor an inflection point. These results are similar to those of Kwan and Borden (2010) who observed passive dissolution of SDS (sodium dodecyl sulfate) coated,
SF6 microbubbles in an air-saturated medium. They saw a brief initial growth phase
lasting a few minutes, followed by approximately linear shrinkage to zero, accelerating at the end. Our uncoated PFB bubbles showed a similar approximately linear
shrinkage with terminal acceleration; as no special effort was made to observe the
bubbles immediately after their formation, any initial growth was not observed.

4.3.3

Fluorescence measurement of lipid shell density

To investigate the role of the lipid coat concentration in bubble behavior, coated
bubbles were formed using a fluorescent dopant, NBD-DPPE. Microbubbles of 2
lipid shell compositions (89 mol% DSPC, 10 mol% DSPE-PEG2000, 1 mol% NBDDPPE and 89 mol% DOPC, 10 mol% DSPE-PEG2000, 1 mol% NBD-DPPE) were
imaged using epifluorescence microscopy, and the intensity per unit surface area was
calculated for each microbubble (as described in section 3.2.2).
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Figure 4.5 shows the coverage vs. initial diameter for the 2 lipid shell compositions.
DSPC microbubbles are coated with approximately 18% ± 9% of a monolayer, and
DOPC microbubbles are coated with approximately 37% ± 12% of a monolayer.
There is a small correlation between coverage and microbubble diameter, with larger
bubbles having somewhat lower coat densities. The correlation coefficient for DSPC
microbubbles is -0.44, and for DOPC microbubbles is -0.75, each with (P > 99.95%).
However, these results do not suggest an important role for lipid coat concentration on bubble response, for several reasons: (1) DSPC bubbles were most resilient,
in that they were never observed to completely dissolve or disappear. Bubbles formed
using the same protocol and DSPC concentration had lower coat concentrations than
DOPC bubbles, not higher, as would be expected if the initial coat concentration
were important to resilience. (2) Although larger bubbles showed lower coat concentrations and, in addition, no US responsivity, there was no dramatic change in
coat concentration at the onset of US responsivity (i.e. for bubbles smaller than ∼
9 µm.) Moreover, uncoated bubbles showed a similar size threshold for US response,
fragmenting and shrinking only when smaller than ∼ 11 µm.

4.4

Response modeling

To better understand bubble response to ultrasound, we modeled the bubbles using
a modified Herring equation (Morgan et al. 2000; Vokurka 1986). This is a modification of the Rayleigh-Plesset treatment (see section 2.4), in that it includes effects of
damping caused by reradiation. The radiation damping enters as a term proportional
to the time derivative of the pressure in the liquid adjacent to the bubble Ṗ :
R
3
ρRR̈ + ρṘ2 = P + Ṗ − (Po − Pdrive (t))
2
c
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(4.1)

R is the bubble radius, ρ and c are the density and sound speed in the surrounding
fluid, respectively. Morgan et al. (2000) developed this model by using a constant
surface tension and a (temperature independent) surface elasticity χ. We chose to
include the effects of an adiabatic temperature increase on compression by modeling
the surface lipids as a 2D gas with surface pressure Π following

ΠA
;
T

i.e. a 2D ideal

gas law. Then the surface tension is

σ(t) = σbare − Π(t)

(4.2)

R2 Π
R2 Πo
= o
T
To

(4.3)

The 2D ideal gas law gives

where the temperature change can be found from a presumed adiabatic bubble volume
change
T V γ−1 = To Voγ−1

(4.4)

The surface pressure is then

Π(t) = Πo

Ro
R(t)

3γ−1
(4.5)

With an initial surface tension of

σo = σbare − Πo

(4.6)

This surface tension causes a Laplace pressure difference between the bubble gas
and the adjacent liquid. Following the development in the appendix of Morgan et al.
(2000), we derive the modified Herring equation for time dependent surface tension.
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The pressure in the fluid near the bubble is given by

  3γ
2σo
Ro
4µṘ 2σ
P = Po +
−
−
Ro
R
R
R

(4.7)

As discussed in section 2.4, this pressure is obtained from the viscous stress boundary
conditions between two fluids, and from assuming the gas pressure inside the bubble
changes adiabatically. The time derivative of this pressure is (neglecting higher order
derivatives, as Morgan et al. (2000))
1
R
Ṗ =
c
c

"

2σo
Po +
Ro



Ro
R

3γ 

2σ Ṙ
−3γ Ṙ − 2σ̇ +
R


#
(4.8)

Combining equations 4.7, 4.8 and 4.1, we obtain the modified Herring equation for
time varying surface tension

  3γ 

2σo
Ro
3γ
4µṘ
Po +
1 − Ṙ −
Ro
R
c
R
"
#
2σ
Ṙ
2σ̇
−
1−
−
− (Po − Pdrive (t))
R
c
c

3
ρRR̈ + ρṘ2 =
2

(4.9)

Plugging in our equation for time-varying surface tension (eqs 4.2 and 4.5) yields



  3γ 

2σo
Ro
3γ
4µṘ 2σbare
1
Po +
−
1 − Ṙ −
1 − Ṙ
Ro
R
c
R
R
c
 3γ−1 

2Πo Ro
3γ
+
1 − Ṙ − (Po − Pdrive (t))
(4.10)
R
R
c

3
ρRR̈ + ρṘ2 =
2

This equation was solved for bubble radius and wall velocity, using Matlab’s ordinary differential equation solver (ode45), with initial conditions R = Ro and Ṙ = 0
(the Matlab code is in Appendix H). The driving pressure for the modeling was taken
from a direct measurement of the experimental ultrasound pulse (fig. 3.3).
In fact, whether the surface tension was held constant at 72 mN/m or varied
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Figure 4.6: (A) Diameter vs time for
both varying (eqs 4.2 and 4.5) and constant (72 mN/m) surface tension; they are
essentially indistinguishable, showing that
surface tension does not play an important role in modifying bubble response.
Initial diameter = 2 µm. (B) Surface
pressure (log scale) vs time. The dashed
line represents the collapse pressure for
a DSPC/DSPE-PEG2000 monolayer (48
- 67 mN/m (Chou and Chu 2002; Borden and Longo 2002), the line is shown
at 58mN/m). Surface pressure was calculated from the diameter using equation
4.5. Initial diameter = 2 µm. (C) Relative compression vs. initial diameter, calculated from the modified Herring equation (eq 4.10)). Relative compression is the
minimum diameter divided by the initial
diameter. The range of responding bubbles is approximately 1-9 µm. The peaks
in response correspond to resonance of the
fundamental ultrasound frequency (for 5.3
µm bubbles) and its overtones (3 µm - 2.2
MHz, and 2.2 µm - 3.3 MHz).
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according to the 2D ideal gas model made little difference in the results. Figure 4.6A
shows the predicted bubble response using a 3-cycle pressure wave input taken from
the measured ultrasound pulse. The effect of surface tension/ surface pressure on
bubble response was negligible, even when the surface tension was allowed to become
negative (surface pressure greater than 72 mN/m) during bubble compression (fig
4.6B).
The modeling studies may shed some light on the responsive range of bubble
diameters, Fig. 4.6C. The modified Herring equation predicts large bubble responses
for diameters from ca. 1 µm to 9 µm. The large responses appear to be due in part
to a consonance of the resonant frequencies of bubbles with either the fundamental
ultrasound frequency (for 5.3 µm bubbles) or its overtones (3 µm - 2.2 MHz, and
2.2 µm - 3.3 MHz), where these theoretical resonant frequencies were determined by
measuring peak-to-peak of the ring-down of the calculated bubble responses. The
exact shape of the response curve is complicated, owing to the strong nonlinearities.

4.5

Discussion

There are three central issues presented by these results. (1) Why do bubbles shrink?
(2) Why do (coated) bubbles stop shrinking? Lastly, (3) why do bubbles coated with
the unsaturated lipid DOPC eventually dissolve, while bubbles with saturated DSPC
coats persist indefinitely?

4.5.1

Why do bubble shrink?

The shrinking of larger bubbles, reported here and observed by others as well (Duncan
and Needham 2004; Lozano and Longo 2009; Pu et al. 2006; Borden et al. 2005; Borden
and Longo 2002; Kwan and Borden 2010) is likely caused simply by the loss of the
perfluorobutane gas through dissolution into the aqueous solution. The evidence for
this is that uncoated PFB bubbles do shrink over time, in the absence of ultrasound.
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The rapid expansion and contraction of the bubbles caused by the ultrasonic pressure
wave apparently enhances the rate of gas dissolution, as uncoated bubbles take many
minutes to shrink in the absence of ultrasound, and coated bubbles are essentially
stable. The enhancement in the rate of gas transport may be caused by the very large
increase in the pressure and chemical potential of the gas during compression; the
convection of fluid surrounding the bubble during the oscillation may also contribute.
Larger microbubbles showed no response to the ultrasound. It has been observed
previously (May et al. 2002) that for microbubbles with thick shell consisting of a
lipid monolayer and an additional layer of oil, a longer US pulse is required to make
the microbubble fragment, compared with a lipid-monolayer coated microbubble.
This suggests that a microbubble with a thicker shell is more resilient. To ascertain
whether bubble coat density might play a role in the unresponsiveness of the larger
bubbles, we measured the fluorescence of lipid coated microbubbles, doped with 1
mol% fluorescent lipids. We found that fluorescence intensity per unit surface area
actually decreased slightly for larger bubbles (fig 4.5). This result, and the fact that
large, unshelled bubbles also show no US response, indicates that the presence or
absence of an US response is not caused by the coat. Rather, large bubbles appear
to be unresponsive because their fundamental resonance frequencies are well below
the frequency of the US pulse, as we found with mathematical modeling using the
modified Herring equation.
In some cases, US-induced bubble “shrinkage” can actually result from fragmentation. This mechanism was observed with unshelled microbubbles larger than 4-6
µm in diameter. Lipid-coated microbubbles did not show visible fragmentation, but
we cannot rule out fragmentation of submicron bubbles as a contributing mechanism
for their shrinkage. Borden et al. (2005) saw lipid-coated microbubbles visibly fragment under US, but the US pressure was much higher than ours (800 kPa); they
did not see fragmentation for lower US pressure (400 kPa). Fragmentation may be a
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consequence of parametric excitation of bubble surface modes (Versluis et al. 2004),
or from intrinsic asymmetry (owing to the presence of a nearby wall, for example). It
obviously cannot emerge from the spherically symmetric modified Herring model, and
other physical factors will have to be incorporated to develop a fuller understanding
of this process.
Chomas et al. (2001b) found empirically the phase of the ultrasound pulse can
affect fragmentation of a commercial contrast agent (MP1950), which has a PFB gas
core and a phospholipid shell. Pulses with rarefaction prior to compression (a phase
of 180o ) caused fragmentation, while the opposite phase (0o ) was ineffective, for small
bubbles responding in phase with the pulse. As bubble size is decreased, the phase
of the response to an ultrasonic pulse will vary from 180o (out of phase with the US
pulse) for a very large diameter bubble (driven well above its resonant frequency) to
0o (in phase with the US pulse) for a very small diameter bubble (driven well below
its resonant frequency) (Morgan et al. 2000; Sun et al. 2005; Neppiras 1980). The
crossover, at resonance, should occur at 5.3 µm for the 1.1 MHz ultrasound used here.
The fact that smaller unshelled microbubbles do not visibly fragment may thus be a
consequence of the phase of their response.

4.5.2

Why do bubbles stop shrinking?

Microbubbles with lipid coats typically reached a stable or metastable size of approximately 2 µm in diameter (although some DOPC-coated bubbles showed prompt
dissolution.) A stable size for lipid-coated microbubbles has been seen before. Borden et al. (2005) observed dissolution of PFB microbubbles when exposed to short
pulses of ultrasound (2.25 MHz, 400 kPa PNP, 0.5 Hz repetition rate). They used
microbubbles with several different lipid shells (saturated lipid (DMPC, DSPC, or
DBPC1 ), with 10 mol% emulsifier (DSPE-PEG2000, DMPE-PEG20002 or PEG 40
1
2

1,2-dibehenoyl-sn-glycero-3-phosphocholine
1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine-N-[methoxy(polyethylene glycol)-2000]
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stearate)). They found that all of their microbubbles shrank to a stable diameter
of about 1-3 µm, and remained at that size indefinitely. Guidi et al. (2010) found
that saturated phospholipid-coated perfluoropropane bubbles shrink to a stable size
of about 1.5 µm when exposed to pulses of ultrasound (2-4 MHz, 49-62 kPa, 250 Hz
repetition rate).
The reason for stability (or for the associated stable size) is not known. Rectified
diffusion has been suggested to play a role (Borden et al. 2005); however, the importance of the lipid shell argues against this. (Uncoated microbubbles, exposed to
the same US pulses, do not show a stable size.) Our results, and those of the other
researchers mentioned above, are all the more remarkable in that modeling shows that
the minimum bubble size (at peak US overpressure) is too small to accommodate the
lipid coat on the bubble surface. The modeling results are largely insensitive to the
specific surface tension model used - it seems certain that the lipid coat has insufficient compressive strength to prevent the bubble collapse. Since uncoated bubbles are
unstable and dissolve spontaneously, the stability of bubbles coated with saturated
lipids implies that the lipids are able to recoat the bubble on expansion (or after the
brief 3-cycle pulse.)
Katiyar et al. (2009) modeled bubble dissolution via gas transport from the bubble
to the surrounding medium in the absence of ultrasound. They found that the bubble
would shrink to a stable size if the medium is saturated with air (even if the bubble
gas is not air), and if the shell elasticity can equal the surface tension. This may help
explain results like Feshitan et al. (2009) and Kwan and Borden (2010) (a stable size
without ultrasound), but it’s not clear that it is relevant to the stable size of bubbles
in ultrasound. In particular, the equating of the elasticity with the surface tension is
equivalaent to a net zero surface tension, and lipid monolayers collapse in compression
well before zero surface tension is reached. In addition, Katiyar et al. (2009) assume
the bubble wall velocity is slow compared with the rate of gas transport, and thus
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neglect convection in the fluid. In our modeling of the modified Herring equation, we
found that the maximum bubble wall velocity is 330 m/s for a 2 µm diameter bubble,
which is clearly much faster than the rate of gas transport.

4.5.3

Why does the unsaturated lipid DOPC provide only a metastable
size?

While bubbles coated with DSPC / 10 mol% DSPE-PEG2000 were stable throughout
the experiment, bubbles coated with DOPC / DSPE-PEG2000 were only metastable.
It is possible that the saturated and unsaturated lipids behave very differently
during the extreme compression. For example, the saturated lipids, which should
form a solid monolayer, may ’pancake’ during compression, while the unsaturated
fluid phase lipid monolayer may buckle and form looser folds, which can lead to
the formation of ”semivesicles” and other intermediary structures (Baoukina et al.
2008). We note also that DSPC has been observed to phase separate from the DSPEPEG2000 used for steric stabilization of these bubbles (Lozano and Longo 2009;
Borden et al. 2004b; Borden and Longo 2002); such phase separation could possibly
lead to mechanically weaker lines along which bending fracture during compression
could occur.
A number of studies have indicated that microbubbles (in the absence of ultrasound) can shed fluid phase lipids more readily than solid phase, saturated lipids.
Bubbles coated with short chain lipids appear (by bright field microscopy) to be
smooth and spherical during dissolution, while bubbles coated with long chain lipids
become wrinkled and non-spherical, as a result of monolayer stresses from crowding
(Lozano and Longo 2009; Borden and Longo 2002). Air-filled microbubbles made
from sea water (a majority of the coat was short chain and unsaturated fatty acids
and lipids) also appeared smooth throughout dissolution (Lozano et al. 2007). Dissolution of fluorescent microbubbles in a degassed medium found that bubbles coated
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with short chain lipids either did not visibly shed any shell material as it shrank
(presumably the shell was shed continuously as micelles), or formed small (∼1 µm)
vesicles that were seen being shed continuously from the shrinking bubble (Lozano and
Longo 2009; Pu et al. 2006). Fluorescent microbubbles coated with long chain lipids
generally formed large aggregates or tube-like structures that remained attached to
the bubble as it shrank (Lozano and Longo 2009; Pu et al. 2006). All of this indicates
that a bubble coated with short chain or unsaturated lipids (such as DOPC) can
more readily shed its shell material in the form of small vesicles or micelles when it
shrinks, while a bubble coated with long chain saturated lipids (such as DSPC) will
not easily part with its shell material when it shrinks.
Somewhat remarkably, the lifetime distribution of DOPC-coated bubbles was exponential (fig 4.2). A priori, the lifetime distribution could be a consequence of the
variation in lipid shell densities. In the simplest model, a certain fraction of the
remaining coat would be shed in each pulse; when the coat goes below a critical concentration, dissolution follows rapidly. In this “fractional coat-shedding model,” a
bubble survives exactly n pulses if it begins with a coat concentration Co = Ccrit en/η ,
where η is the number of pulses that reduce the coat density by a factor of e, and
Ccrit is the critical concentration for onset of dissolution. The fraction of bubbles that
survive exactly n pulses is then given by

F (n) =

Ccrit n/η
e F (Co )
η

(4.11)

where F (Co ) is the fraction of bubbles that have an initial coat concentration between
Co and Co + dC. For F (n) to be a simple exponential decay (fig 4.2), F (Co ) would
have vary as an inverse power (> 1) of Co ; such an unusual distribution for coat
concentrations is not observed (fig 3.5). Thus, this simple deterministic model cannot
fit our observed results. Rather, the exponential lifetime distribution suggests that
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there is a single, “catastrophic” and probabilistic shedding event, subsequent to which
the bubble quickly dissolves entirely.

4.6

Summary and conclusions

The ability of moderately intense, but biomedically relevant 1.1 MHz ultrasound to
cause shrinkage of lipid-coated microbubbles has been well established. We have
reconfirmed this result, but also found significant differences in bubble behavior that
depend on both initial size and on the composition of the lipid coat. Large (>
ca. 10 µm diameter) bubbles were unresponsive, regardless of the coat (or even
absence of any coat), while smaller bubbles (2-10 µm diameter) showed an initial rapid
decrease in size to a small stable or metastable/intermediate diameter. With uncoated
bubbles, the initial reduction in size appeared to be caused by fragmentation, while no
fragments of coated bubbles were seen. The intermediate diameter had no persistence
for the uncoated bubbles, but merely represented a (nearly) discontinuous change in
the rate of shrinkage; moreover, no fragments were observed during this second phase
of uncoated bubble dissolution. With an unsaturated (DOPC) coat, the intermediate
state was truly metastable, often persisting with no observable change for more than
100 ultrasound pulses. Finally, with a saturated (DSPC) coat, the small diameter
bubbles persisted indefinitely, as has been previously reported.
The different responses of bubbles with different coats must reflect different behavior of the coat molecules under extreme (2D) compression and expansion. The
complete disappearance of a coated bubble likely requires the “shedding” of any coat,
in the sense that the coat molecules can no longer be associated with a gas-liquid interface. The stability of 2 µm diameter DSPC-coated microbubbles (compared with
uncoated bubbles) implies that the coat, or at least part of it, remains associated
with the bubble.
In this study, we also used a numerical solution of the modified Herring equation
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(a variant of the Rayleigh-Plesset equation) for bubble motion, in order to determine
whether bubble responses correlated with predicted amplitudes of bubble oscillations,
wall velocities, etc. Qualitatively, the maximal responses for bubbles between 2-10
µm correlated well with the resonance of bubbles of this size range with the applied 1.1 MHz ultrasound frequency. However, the modeling results also suggest that
bubble surface area compression, even for the 2 µm bubbles, is far in excess of maximum lipid monolayer compression, assuming an isotropic compression. Thus, during
maximum compression, the lipid coat can no longer be maintained as an interfacial
monolayer and must form other structures that can rapidly re-coat the bubbles during
the expansion.
The differences in the behavior of DSPC and DOPC-coated bubbles could possibly
arise from several different factors. Firstly, it is quite likely that bubbles cannot
remain isotropic at maximal compression, since, as noted above, the lipid coat cannot
fit on the available surface. Thus, the modified Herring equation modeling shows
that some kind of failure of the lipid shell must occur. The details of this failure
(e.g. crumpling vs. pancaking) may affect the ability of the lipid shell to recoat
during the bubble expansion. It is noteworthy that these saturated DSPC / DSPEPEG2000 coats have been reported to laterally phase separate (Lozano and Longo
2009; Borden et al. 2004b, 2006). Lateral phase separation could readily produce
lines of weakness that affect the shell failure. Acyl chain melting cannot be ruled out,
either. Even though the modeling predicts temperatures far in excess of the DSPC
melting temperature (100 o C), if the shell failure occurs before the bubble reaches the
smallest sizes, the model estimate of the adiabatic temperature increase could be far
in excess of the actual temperature reached. Thus, either lateral phase separation, or
chain melting phase behavior, could be responsible for the remarkable difference in
DOPC vs DSPC coated bubble behavior.
This work, and prior work of other researchers cited here, shows the importance
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of the initial microbubble diameter in affecting the responsivity of microbubbles to
ultrasound. This knowledge is especially useful for biomedical applications of microbubbles; with the recent development of new techniques for the preparation of
bubbles with highly monodisperse size distributions (Talu et al. 2008; Stride and
Edirisinghe 2008; Chang et al. 2010; Pancholi et al. 2008), tailoring the size of an
entire population of bubbles to maximize response now becomes feasible. We have
also identified an important role for microbubble shell composition in the ultrasound
response, confirming the presence of a stable size for bubbles with saturated lipid
coats, and demonstrating that bubbles with unsaturated coats can be completely
disrupted. These distinctive behaviors should prove useful in designing US-triggered
drug carriers.

53

Chapter 5:

Rapid shrinkage of lipid-coated bubbles in pulsed
ultrasound

5.1

Introduction

There is considerable interest in using focused ultrasound as a mechanism to promote
the release of pharmacologically active compounds at disease sites. Coated microbubbles are especially attractive as ultrasound-responsive carriers, as the large volume
changes associated with the ultrasound pressure wave can cause bubble rupture and
coat shedding (Ferrara et al. 2007). The shedding of a coat material to form micelles
may enhance the cellular delivery of attached or embedded compounds, as the micelles
may fuse or bind to cell membranes much more readily than would monolayer-coated
micron sized bubbles (Rapoport 2007). Because of this, the products of microbubble
insonation are worthy of investigation.
Previous studies have shown that lipid-coated perfluorocarbon bubbles either fragment (Borden et al. 2005; Chomas et al. 2001a) or dissolve without apparent fragmentation (chapter 4 and Borden et al. (2005); Chomas et al. (2001a); Guidi et al.
(2010)) when exposed to a series of short (several microsecond) ultrasound pulses.
Dissolving bubbles may shrink to a long-lived stable size (for gel phase saturated
lipid coats) (chapter 4 and Borden et al. (2005); Guidi et al. (2010)) or a short-lived
metastable size (for unsaturated lipid coats) (chapter 4) of about 2 µm in diameter.
This shrinkage occurs rapidly, in as few as 10 pulses spanning a total time of < 1 s
(Borden et al. 2005; Chomas et al. 2001a).
Three possible mechanisms for rapid shrinkage have been suggested: lipid shedding (O’Brien et al. 2011; Vos et al. 2011), ultrasound-enhanced diffusion (Chomas
et al. 2001a; Guidi et al. 2010; Porter et al. 2006), and, in instances where visible,
microfragmentation into smaller bubbles (Borden et al. 2005). If lipid coat molecules
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are shed during the compressive part of the ultrasound cycle, and do not re-coat
the bubble on expansion, the surface tension of the bubble will be increased. This
elevated surface tension gives a higher internal (Laplace) pressure, and will result in
continuing bubble shrinkage after the pulse, as the bubble gas is driven into the surrounding water. This hypothesis overcomes a significant transport limitation: there
is simply not enough time during a brief ultrasound pulse for significant diffusive loss
of gas to occur, assuming a static diffusion model and typical gas diffusion coefficient.
The lipid shedding model proposes to overcome that diffusional limitation, because
the loss of gas occurs principally after the pulse (or in between successive pulses). It
has also been proposed that the ultrasound disturbance itself can enhance the rate of
dissolution of gas into the surrounding water, primarily through convective transport
- the transport of dissolved gas by virtue of the ultrasound-induced motion of the
surrounding fluid. This hypothesis is supported by high speed optical microscopy
data showing that bubbles may have a smaller size immediately after an ultrasound
pulse (Sijl et al. 2011).
To test the lipid-shedding mechanism, we compared shrinkage rates of lipid-coated
and uncoated bubbles with and without pulsed insonation (∼ 4 µs pulse length, duty
cycle 1:10000, 200 kPa amplitude). If lipid shedding alone is rate limiting for bubble
shrinkage, quiescent uncoated bubbles should shrink essentially as quickly (under
these conditions) as insonated coated bubbles; shrinkage should occur principally via
diffusion during the 99.99% of the time spent in between pulses. We found instead
that insonated bubbles shrink considerably faster than quiescent uncoated bubbles.
We then modeled the possible effects of advectively enhanced diffusive gas loss during
the ultrasound pulse, using the Rayleigh-Plesset model for bubble oscillations and a
moving finite-element 1D (spherically symmetric) grid. The model shows that a
symmetric flow of the surrounding fluid does not enhance gas transport away from the
bubble; moreover, it strongly suggests that any laminar flow would also be ineffective.
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Thus, neither lipid shedding alone, nor ultrasound-enhanced advection, can account
for the required gas loss in rapid bubble shrinkage. It must therefore be that case
that shed coat incorporates bubble gas, i.e. that bubble fragmentation occurs, but
often at a sub-microscopic length scale.
This chapter was published in Ultrasound in Medicine and Biology (Cox and
Thomas 2013a).

5.2

Materials and Methods

The bubbles studied were PFB bubbles, either uncoated or coated with two different lipid compositions: 90 mol% DSPC/10 mol% DSPE-PEG2000, and 90 mol%
DOPC/10 mol% DSPE-PEG2000. These bubbles were prepared by probe sonication
according to BP1, as described in section 3.2. The bubbles were exposed to a series
of short ultrasound pulses (1.1 MHz, 25 Hz pulse repetition rate, 200 kPa amplitude,
3 cycle pulses), and the bubble diameter was measured after each, as described in
section 3.1. Both ES1 and ES2 were used here; there was no noticable difference
between the two.

5.3

Modeling convective effects on diffusive gas loss

It has been suggested that the convection during the ultrasound pulse could enhance
the transport of gas out of bubbles (Chomas et al. 2001a). Indeed, advection-enhanced
diffusion (i.e. convection) has been shown to play a role in rectified diffusion, in
which ultrasound induces bubble growth by diffusion of dissolved gases to the bubble
surface. Analytical solutions for convection-diffusion in oscillating bubbles have been
obtained, but they are typically limited to regimes of large Péclet number or small
oscillations; see Fyrillas and Szeri (1994) and references therein. We chose a relatively
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simple numerical approach, in which we modeled the diffusion equation,
∂c
=D
∂t



∂ 2 c 2 ∂c
+
∂r2 r ∂r


(5.1)

where the convective term is not included in the diffusion equation; convection is
instead incorporated into the model by moving the fluid using a time-varying bubble
radius given by the RP equation (Morgan et al. 2000), with surface tension 72 mN/m
(without lipid coat), and driven with our measured ultrasound pulse pressure profile.
(Matlab code in appendix J.) The separation of the gas transport problem from the
bubble dynamics is only valid if there is negligible loss of gas during the ultrasound
pulse. We thus proceeded with this approach to modeling with the intention of testing
for consistency after computing the amount of gas lost during a pulse.
To model the gas transport using finite elements, it is necessary that the position
of each element be able to move with the fluid as it moves inward and outward.
The alternative - fixing the position of each element and then finding the new gas
concentration by directly computing the diffusion and convective contributions - gives
unphysical results that become readily apparent in the limit of D → 0. The reason
for this is that convection moves gas in one element to a new position, determined by
the fluid velocity and time increment, that is in general in between elements. If this
gas is distributed into the two nearby elements, it undergoes an artifactual diffusional
spreading. The artifact is avoided by allowing the elements themselves to move, which
accounts for advection.
In each time step of the model, the bubble wall is moved to the position dictated
by the RP equation. Taking the surrounding fluid (water) as incompressible, each
fluid element must then move a radial distance

∆r = ṙδt =
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R12 Ṙ
δt
r2

(5.2)

Figure 5.1: The finite element convection
model. In each time step: (2) The bubble wall
is moved to the new position dictated by the
RP equation, and each fluid element is also
moved (eq 5.2). (3) The dissolved gas concentration in the fluid element at the bubble
surface is set to the Henry’s law concentration. (4) The gas diffuses according to the
diffusion equation (eq 5.4)
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where δt is the size of the time step, and Ṙ =

R2 −R1
δt

is the velocity of the bubble

wall; the gas concentration in the fluid element adjacent to the bubble surface is set
to the equilibrium concentration given by Henry’s law (eq 5.3); lastly, gas diffusion
is modeled using the finite difference method (Crank 1975). Henry’s law gives the
equilibrium concentration of gas in a fluid in terms of the gas pressure:

cs = kH PB = kH Po

Ro
R2

3γ
(5.3)

where kH is the Henry’s Law constant, PB is the gas pressure inside the bubble, and
Po is the initial internal gas pressure (atmospheric pressure plus Laplace pressure for
an uncoated bubble, with surface tension 72 mN/m); we have assumed the volume
change is adiabatic (γ is the polytropic constant).
It is important to note that in moving the fluid elements this way, the bins of the
radial coordinate vector will not all be the same size and will change size with time.
Nonetheless, the diffusion equation with spherical symmetry (eq 5.1) can be applied
using the finite difference form (see appendix I)



2Dδt
ci,j+1 = ci,j 1 −
(ri+1,j − ri,j ) (ri,j − ri−1,j )



2Dδt
1
1
+ ci+1,j
+
(ri+1,j − ri−1,j ) ri+1,j − ri,j ri,j



2Dδt
1
1
−
+ ci−1,j
(ri+1,j − ri−1,j ) ri,j − ri−1,j
ri,j

(5.4)

The parameters used in the model are given in the list of symbols (page xi). Initially,
the concentration of gas in the fluid element adjacent to the bubble was set to the
Henry’s Law concentration, and zero everywhere else. As we are interested in the
theoretically maximum shrinkage rates, the surface tension was taken as 72 mN/m
(that of a bare air-water interface); accounting for the lipid coating would only reduce
gas diffusion by both reducing Laplace pressure and providing a permeability barrier.
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Figure 5.2: Test of step sizes for finiteelement convection model. Top: gas concentration profiles calculated for a 3 µm
bubble after the ultrasound pulse and ringdown
for our chosen step sizes, and for a
√
10-fold smaller spatial step and 10-fold
smaller time step. The two profiles are visually indistinguishable on the upper plot.
The lower plot shows the differences between the two (”error”), scaled up.

An initial bubble radius of 3 µm was chosen because it resonates near 1.1 MHz
(Leighton 1994) so a bubble of that size should have the largest oscillation and thus
the largest convective effect. To test our choice of time step size and spatial step
size, we made each smaller; the model results did not change appreciably, as shown
in Fig. 5.2. The top figure shows the gas concentration profile in the surrounding
√
water after the ultrasound pulse for our chosen step sizes, and for a 10-fold smaller
spatial step and 10-fold smaller time step (dashed line). The lower plot shows the
difference between these two simulations, scaled up; the differences in the computed
gas concentration when reducing the step sizes are small, <1%.
We ran two simple test cases to elucidate the important physical principles involved in the convective contribution to bubble gas loss: sinusoidal cycles of either
bubble expansion or compression. In each case, the bubble was driven through a sinusoidal expansion (to 5 µm) or compression (to 1 µm), returning to the original radius
of 3 µm after 0.5 µs. The concentration profile for each of these cases, compared with
that for a quiescent bubble of the same size, is shown in Fig. 5.3.
During a compressive cycle (Fig. 5.3B), the transport of gas into the immediately
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Figure 5.3: Gas concentration profiles calculated for a 3 µm bubble, in initially degassed
water, which undergoes a defined expansion,
followed by compression to the original size
(A), or a compression, followed by an expansion to the original size (B). In each case, the
bubble size vs time (the model input) is shown
in the inset. The dashed lines are the gas concentration profiles for a quiescent bubble immersed in degassed water for the same time period (0.5 µs). When the bubble undergoes initial expansion (A), the concentration near the
bubble is reduced due to Henry’s Law, but the
gas penetrates further into the fluid because
the diffusion coefficient is effectively increased
as fluid elements (shells) become thinner. Conversely, when the bubble is initially compressed
(B), fluid near the bubble becomes supersaturated (relative to saturation at atmospheric
pressure) because of Henry’s Law, but longrange diffusion is effectively decreased by the
thicker fluid elements.

adjacent fluid is enhanced, as expected from Henry’s Law. However, the same volume
of fluid adjacent to the bubble is now thicker, owing to the smaller radius, effectively
reducing the radial diffusion coefficient. Fig. 5.3B shows these effects; the fluid near
the bubble is supersaturated (relative to atmospheric pressure), but the gas does not
penetrate as far into the fluid as in the quiescent case. The reverse is true for the
expansion case. The saturation concentration decreases, and the diffusion coefficient
is effectively increased. These effects are evident in Fig. 5.3A. In both cases, Henry’s
law and the effective radial diffusion work in opposition. (Note that, when considering
gas transport into the bubble from a saturated solution, the effects of Henry’s law
and the effective radial diffusion will work in concert rather than opposition: when
the radius is large, the driving force into the bubble is maximized and the effective
diffusion coefficient is high.)
The fraction of the initial bubble gas that has diffused into the medium is shown
in Fig. 5.4, for both a quiescent bubble and a bubble oscillating in response to an
ultrasound pulse. The bubble radius (from the RP equation) is also shown. Most

61

Figure 5.4: The calculated fractional loss
of bubble gas vs. time, for a bubble driven
by an ultrasound pulse. The fractional gas
loss is the total mass of gas dissolved in the
fluid, divided by the initial bubble mass.
The dashed line is the fractional gas loss for
a quiescent bubble. The bubble radius vs.
time, calculated from the Rayleigh-Plesset
equation, is also shown; the bubble radius serves as the input to the convectiondiffusion model of gas transport.

importantly, the loss of gas is sufficiently slow that, for the purpose of bubble dynamics
during the several µs pulse, the shrinkage due to diffusional loss may be ignored. The
offsetting effects from Henry’s law and from convective changes in effective diffusion
give only a very small change in gas loss in the presence of the ultrasound field. Overall
there is actually slightly less diffusive loss with radial convection than without it.
From the onset of the ultrasound pulse, until the subsequent ringdown of the bubble
is complete ( 30 µs), there is insignificant gas loss; only 0.0046% of the bubble mass
was lost from the bubble in this time.
Analytical results for convection in an oscillating bubble show a convective enhancement in bubble growth rate when subject to insonation in a supersaturated
solution (Fyrillas and Szeri 1994). We verified that our numerical calculation also
gave this rectification of diffusive enhancement, using a gas concentration 2x saturation. Fig. 5.5 shows the fractional increase in bubble mass (or the total amount of
gas lost from the fluid) over the 30 µs ultrasound pulse. The ultrasound has a much
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Figure 5.5: The calculated fractional increase of bubble mass vs. time, for a bubble driven by an ultrasound pulse, and a
non-zero initial gas concentration in the
fluid. The fractional increase of bubble
mass is the total mass of gas lost from the
fluid divided by the initial bubble mass.
The dashed line is the fractional increase
in bubble mass for a quiescent bubble. The
bubble radius vs. time, calculated from the
Rayleigh-Plesset equation, is also shown.

more pronounced effect in this case; the increase in bubble mass with ultrasound is
more than twice that for the quiescent case.

5.4

Experimental results

As previously reported by us (chapter 4) and others (Borden et al. 2005; Chomas
et al. 2001a; Guidi et al. 2010), lipid-coated bubbles with diameters in the range
of 2 - 10 µm respond to the described insonation by rapidly shrinking to a stable
or metastable size, followed by (for unsaturated lipid coats) complete dissolution.
Uncoated bubbles, both with and without ultrasound, shrank at an accelerating rate
until they vanished. In the absence of ultrasound, we (and others, e.g. Feshitan et al.
(2009) have found that lipid-coated perfluorobutane bubbles are stable for several
days.
In some instances insonated bubbles visibly fragment rather than shrink; the origin
of the diversity of responses is not known, but may reflect the fact that the intensity of
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Figure 5.6: Typical radius vs. time plot
for (A) a lipid coated bubble with ultrasound, and (B) an uncoated bubble without ultrasound. The maximum rate of
shrinkage was found by doing a linear fit
(shown as the solid line) to the 12 data
points (shown in black) with the steepest
slope. The circle shows the mean radius
for these points, plotted in Fig. 5.7.

insonation varies in the field of view, or that bubbles have random variations in coat
densities and compositions. In this study, we have focused attention on bubbles that
showed no visible fragmentation. A typical plot of radius vs. time for a shrinking,
non-fragmenting lipid-coated bubble is shown in Fig. 5.6A. The phenomenological
linearity in the decreasing radius of insonated lipid-coated bubbles has also been
observed by others (Borden et al. 2005), and is not yet understood.
We estimated the maximum rate of shrinkage, dR/dt, for each bubble using a
linear fit to the 12 data points with steepest slope (see Fig. 5.6A and 5.6B). (Slopes
computed from only two successive points are too noisy to be meaningful.) We plot
this rate in Fig. 5.7 vs. the mean bubble radius over the twelve sampled points (shown
as the circle in Fig. 5.6). The solid sloping line shows the theoretical shrinkage rate
vs. radius for a completely uncoated, quiescent perfluorobutane bubble, using the
EP1 model of bubble dissolution (Duncan and Needham 2004; Epstein and Plesset
1

Epstein-Plesset
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Figure 5.7: Maximum rate of shrinkage
—dR/dt— vs. mean radius. Filled points
are insonated bubbles; open points are quiescent bubbles; squares are uncoated bubbles; triangles are DOPC coated bubbles;
circles are DSPC coated bubbles. gray
points are bubbles that had been analyzed
differently in chapter 4 (ES1), black points
represent new bubbles (ES2). The solid
sloping line shows the theoretical shrinkage rate vs. radius for a completely uncoated, quiescent perfluorobutane bubble
(eq. 5.5). All uncoated quiescent bubbles
shrink slower than the theoretical prediction for maximum shrinkage rate. 20/20
DOPC bubbles, 78/102 DSPC bubbles,
and 12/14 insonated uncoated bubbles lie
above the theory line.

1950), with parameters in the list of symbols (page xi).
2M σ
dR
DkH BT 1 − f + ρBTwR
=−
4Mw σ
dt
R
1 + 3ρBT
R

(5.5)

The fastest diffusion limited shrinkage rate is obtained by setting the initial concentration of gas in the fluid to zero (f = 0). Although the EP model is for spherical
symmetry, it has been shown that the presence of a nearby wall will only slow the
rate of shrinkage (in the static case) (Kentish et al. 2006).
All quiescent uncoated bubbles shrank more slowly than the theoretical prediction
(eq 5.5), a result that can be readily understood as being caused by either bubble
surface contamination or a reduction in diffusive loss caused by the proximity of the
cuvette wall (against which the bubbles rest buoyantly.) Rather remarkably, however,
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most lipid-coated and uncoated bubbles exposed to pulsed ultrasound had shrinkage
rates far in excess of the EP gas diffusion limit for uncoated bubbles. We may
summarize the experimental findings thusly:
1. quiescent, uncoated bubbles shrink much faster than quiescent coated bubbles
(which persist for hours), but still more slowly than the diffusive limit for gas
efflux
2. in pulsed ultrasound, uncoated bubbles shrink essentially as quickly as coated
bubbles (Fig. 5.7, filled squares vs. other filled symbols)
3. in pulsed ultrasound, coated bubbles shrink faster than quiescent uncoated bubbles, and faster than the EP diffusion limit.
Thus, some additional mechanism (other than passive diffusion) is required to
rapidly remove gas from the bubble during rapid shrinkage. As shown above in the
section on modeling convective effects on diffusive gas loss (5.3), the radial fluid
motion during and after the ultrasound pulse actually reduces the efflux of dissolved
gas, and acoustic streaming velocities are also insufficient to provide the requisite
transport (vide infra.)

5.5

Discussion

We have found that, in pulsed ultrasound, pefluorobutane lipid-coated bubbles (and
uncoated bubbles as well) shrink remarkably quickly - much faster than quiescent
bubbles, even though the duty cycle of the ultrasound is 1:10000. Though other
researchers have commented on this rapid shrinkage (Bevan et al. 2008; Chatterjee
et al. 2005; Chomas et al. 2001a; O’Brien et al. 2011), this study is, to our knowledge,
the first analysis of the effect in terms of possible diffusive gas loss. In general, the
fractional diffusive loss of gas from a bubble varies as the reciprocal of the Péclet
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number
Pe =

Ro2
4Dt

(5.6)

With Ro = 3µm, pulse duration t = 3µs, and PFB diffusion coefficient D = 2 ×
10−9 m2 /s, P e = 375 and diffusive loss during the pulse is negligible. In contrast, in
between pulses, the 40 ms time interval gives P e = 0.028. For this reason, it has
been suggested (O’Brien et al. 2011) that gas loss must principally occur in between
pulses, and thus coat shedding (which would control that loss) is rate limiting. For
the bubbles we observed, however, coat shedding cannot be rate limiting, as quiescent
uncoated bubbles shrank appreciably more slowly than insonated coated bubbles.
Acoustically enhanced diffusion may directly reduce the Péclet number by compression of the bubble during the pulse, or a local temperature increase, (which would
increase D). Neither effect appears to be large enough to explain the observed rapid
shrinkage, as we now show.
Rayleigh-Plesset models of bubble dynamics predict extraordinary compression:
the initially 3 µm bubble could be compressed to a radius of ca. 100 nm. This factor
of 30 decrease in R is compensated by the fact that the period of strong compression
is extremely short, t ∼ 10 ns (chapter 4, Morgan et al. (2000)). Thus, the Péclet
number is only reduced three-fold. An increase in temperature of the aqueous buffer
surrounding the bubble will enhance diffusion, but the temperature cannot much
exceed 100 o C; assuming Stokes-Einstein diffusion for PFB, this would enhance D by
only 25%. Even if there is viscous heating, the bubble and nearby fluid will cool in
tens of microseconds (Crank 1975).
Convection has been suggested (Chomas et al. 2001a) as the mechanism by which
acoustically enhanced diffusion occurs, but our model shows that (for a spherical
bubble) there is no significant long term difference between diffusive loss with and
without convection. The amount of gas loss calculated by the model is not close
to that needed to account for our experimental result. According to the model,
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about 0.0046% of the bubble gas was lost during the ultrasound pulse and bubble
ringdown. In the experiment, between 0.032% and 37% of the bubble mass was lost
per ultrasound pulse (in excess of the maximum gas loss by passive diffusion between
pulses, calculated from the EP model).
Acoustic streaming, or rectified motion of water around the bubble, can also serve
to increase the transport of gas away from the bubble. However, the streaming
velocities for these bubbles are expected to be about 0.2 cm/s, or a distance of 6 nm
in the time of the ultrasound pulse (3 µs) (Doinikov and Bouakaz 2010). Streaming
halts very quickly after the cessation of the pulse, as it is driven by the interaction
of the moving boundary with the sound field. Thus, streaming cannot transport gas
far in comparison with the diffusional transport in between ultrasound pulses.
A shortcoming of the present analysis is that we have assumed a spherically symmetric oscillation. As the bubbles rest buoyantly against the cuvette surface, the
oscillations cannot be symmetric. If the flow is laminar, however, the conclusions
regarding the limitations of diffusive transport should hold true. This is because the
convective motion, even if non-spherical, is still limited by the physical principles elucidated in the spherical model and described in Fig. 5.3: under compression, Henry’s
law ensures a very high concentration of dissolved gas at the bubble surface, but
effectively decreases the diffusion constant by increasing the fluid element thickness;
at expansion, the reverse is true. Any non-spherical (but laminar) oscillations of the
bubble would only locally perturb the flow field, and the diffusive transport involves
distances much larger than the bubble itself. (The complete dissolution of a 3 µm
PFB bubble into water requires a volume of 1.08 × 10−12 m3 , i.e. a linear dimension
of 102 µm.)
There remain two possibilities, both of some interest. The fluid flow near the
bubble may be turbulent; in principle, such flows might enhance gas transport. In
fact, near walls, jetting and other turbulent behavior has been observed (Kroninger
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et al. 2010; Zwaan et al. 2007). It remains unclear, however, whether the enhancement
could be sufficient to account for the observed shrinkage rates, especially given the
long transport length scale required.
Ultimately, if bubbles cannot shrink from diffusive loss of gas, they must fragment,
even though no fragments were detected in the microscope images. Shedding of submicron bubble fragments (that entrap gas) would eliminate the need for diffusion to
carry gas away from the bubble. Bubble fragmentation has been extensively discussed
in the literature; in symmetric environments, bubble fragmentation can occur by
the parametric amplification of bubble surface modes, through the Rayleigh-Taylor
instability (Chomas et al. 2001b; Versluis et al. 2010). However, at 1.1 MHz, the
lowest order surface mode should be most strongly amplified (Lamb 1932), giving
fragments that are on the order of half the bubble radius (Brennen 2002). Such large
fragments would be readily visible in our microscope.
Thus, neither diffusive loss, nor isotropic fragmentation, can account for these observations. We suggest that, as the bubbles are resting buoyantly on the top cuvette
surface, more complex ultrasound-induced excitations are able to cause ”nanofragmentation”, in which fragments much smaller than the resolution limit (<0.6 µm
here) are produced and extract gas from the parent bubble. Bubbles near walls have
been observed to collapse via jetting (Caskey et al. 2009; Lindau and Lauterborn
2003; Sato et al. 1994; Vos et al. 2011; Zhao et al. 2005), giving rise to new transient
structures, such as doughnut bubbles (Lindau and Lauterborn 2003; Shaw et al. 2000;
Zhao et al. 2005), and surface roughening (Lindau and Lauterborn 2003). Either the
jetting itself, or the relaxation of a doughnut bubble to a sphere, could result in the
formation of fragments too small to be seen directly.
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5.6

Conclusions

We have observed micron-sized lipid-coated and uncoated perfluorobutane bubbles in
pulsed ultrasound, and found that the bubbles often shrink at rates far in excess of
that expected from the diffusional limitations on gas efflux. Modest changes to the
diffusional limitations, from convection, streaming, temperature increases, or bubble
compression, are insufficient to explain the rapid shrinkage. We have suggested that
sub-micron (microscopically invisible) fragments might carry gas from the bubble,
overcoming the diffusion limitation, though it is conceivable that a sufficiently turbulent flow field (perhaps induced by the proximity of the cuvette wall) could account
for the shrinkage. Further experimentation is needed, of course, to directly detect the
fragments and demonstrate that they do, in fact, entrap gas. Also of considerable
interest is whether the proximity of the cuvette wall is essential to the rapid shrinkage
phenomenon and/or nanofragmentation.
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Chapter 6:

Temperature-dependent biphasic shrinkage of lipidcoated bubbles in ultrasound

6.1

Introduction

In an earlier study (chapter 4), we observed that, unlike bubbles coated with long
chain saturated lipids (such as DSPC), bubbles coated primarily with the long chain
unsaturated phospholipid DOPC ultimately vanish through complete dissolution or
nanoscopic (i.e. microscopically invisible) fragmentation. DOPC has both chemical (bond unsaturation) and physical (monolayer phase) differences, compared with
DSPC; in principle, either or both differences could be responsible for different responses to insonation, especially given that ultrasound can often enhance chemical
reactivity via the generation of radicals (Jana et al. 1990; Rosenthal et al. 2004).
To gain further insight into the role of the lipid coat in ultrasound responsivity, we
undertook a study of the behavior of DMPC coated PFB bubbles, with the sample
temperature varied between 4 o C - 26 o C. The rationale is that, if lipid phase (gel
vs. fluid) can play an important role in bubble stability, then DMPC-coated bubbles should show a temperature-dependent response to insonation, with more stable
bubbles obtained at lower temperatures. DMPC was chosen because DOPC lipid
bilayers and monolayers solidify below 0 o C, and thus solid or gel phase DOPC coats
are unrealizable in aqueous buffers.
This chapter was published in Langmuir (Cox and Thomas 2013b).

6.2
6.2.1

Materials and methods
Bubble preparation

Lipid coated PFB bubbles were prepared by probe sonication according to BP2 (section 3.2). Lipid coats consisted of 100% DMPC or 100% DOPC. (As the bubbles were
71

used shortly after preparation, stabilizing PEG1 -lipids were not needed or included.
Bubbles without DSPE-PEG2000 will more easily coalesce, but these bubbles were
diluted such that there was only one or two in each field of view (140 microns across),
so they were unlikely to encounter another bubble.) The vial was immediately cooled
in an ice bath after sonication. After about 15 seconds on ice, bubbles were diluted
1:100 in PBS and put in the sample chamber.
The PBS was either air saturated (where no particular effort was made to change
the dissolved gas) or PFB saturated. To saturate PBS with PFB, 4 mL PBS was
put in a glass vial capped with a septum, PFB was bubbled through the PBS for 30
seconds, and the vial was left at room temperature for at least 24 hours. To get the
PFB saturated PBS into the sample chamber without exposing it to air, the cuvette
cap on the sample chamber was replaced with a cuvette cap with a hole cut in it
and a septum glued to it, and the sample chamber was filled with PFB gas. PFB
saturated PBS was retrieved from the vial with a syringe and injected it into the
sample chamber, then bubbles were added (also by injection with a syringe).

6.2.2

Experimental

The sample chamber was positioned in a water bath at the focus of an ultrasound
transducer and the bubbles were insonated with short pulses of ultrasound and imaged after each pulse (ES2, section 3.1). Three types of ultrasound pulses with various
amplitudes and lengths were used: 3 cycle 200 kPa amplitude, 7 cycle 200 kPa amplitude, and 3 cycle 300 kPa amplitude. All pulses had a frequency of 1.1 MHz and
a pulse repetition rate of 25 Hz. When collecting data we rotated through the 3
ultrasound pulse types so that each batch of bubbles would be treated in the same
way.
The ambient temperature was varied by putting ice in the water bath surrounding
1

polyethylene glycol
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Figure 6.1: Typical diameter vs time for
DMPC and DOPC bubbles exposed to 200
kPa 3 cycle ultrasound pulses. The trajectories show biphasic shrinkage - rapid initial shrinkage, followed by a slow, approximately linear shrinkage. The lines show
a linear fit to the first few seconds of the
slow shrinkage; the accelerating terminal
shrinkage of the DOPC-coated bubble is
apparent.

the sample cuvette. The water bath was initially cooled to 4 o C with ice, and was
allowed to warm gradually to room temperature (during 1 hour). A number of experiments were conducted during this time, by moving the sample to obtain uninsonated
bubbles for each new experiment; the temperature was noted for each experiment.
During insonation there was no ice in the water bath, as this might produce unusual
patterns of scattered sound.

6.3

Results and discussion

Figure 6.1 shows typical trajectories of bubble diameter vs. time for DMPC and
DOPC-coated bubbles. In these measurements, bubbles that rested buoyantly against
the top surface of the sample cuvette were exposed to brief (∼ 3 µs, 3 cycle) pulses
of 1.1 MHz ultrasound, at 200 kPa amplitude. The bubbles initially showed a rapid
decrease in size to 1-4 µm in diameter, followed by much slower, approximately linear shrinkage. (Lines on the figure show a linear fit to the first few seconds of slow
shrinkage.) Both DMPC-coated and DOPC-coated bubbles eventually vanished. The
DOPC-coated bubble shown had an accelerating shrinkage just before complete dissolution, a behavior that was frequently observed with DOPC (28/33) but less frequently with DMPC (30/78).
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Figure 6.2:
The fraction of bubbles
showing various modes of dissolution, for
different coat lipids (DMPC, top and
DOPC, bottom) and different pulse durations and amplitudes. Most DMPC-coated
bubbles exhibited biphasic shrinkage (Fig.
6.1), some fragmented into a small number of microscopically visible parts, a few
underwent approximately linear ”steady
shrinkage” (monophasic). There was some
evidence of increased fragmentation for
DMPC bubbles exposed to 200 kPa 3 cycle
pulses (p < 0.006), otherwise temperature
had no effect on the qualitative manner of
bubble dissolution.

As we reported previously (chapter 4, similar biphasic shrinkage was also observed
with the long (saturated) chain coat lipid DSPC. With DSPC, the slow shrinkage rate
was often zero or near zero, and most bubbles never disappeared from view even after
several hundred pulses.
Not all bubbles behaved in the same way; occasionally bubbles would fragment
into a small number of microscopically visible parts; this occurred more frequently
for DOPC coats than for DMPC coats, Fig. 6.2. In rare instances, bubbles were
observed to undergo an approximately linear steady shrinkage. Temperature generally
had little effect on the fate of the bubbles (i.e. the fraction of bubbles that showed
fragmentation, monophasic steady shrinkage, or biphasic shrinkage), though there
was some evidence of slightly increased fragmentation of DMPC bubbles at higher
temperatures, with short, more intense pulses (3-cycle, 300 kPa; p¡0.006). Other
pulse durations, amplitudes, and coats (i.e. DOPC) gave no significant correlations
of bubble fate with temperature.
Several features of the bubble behavior are noteworthy. Bubble shrinkage must
necessarily involve the loss of the entrapped PFB gas. It has been suggested that the
loss of gas into aqueous solution during the 3 µs pulse is negligible, as it is constrained

74

Figure 6.3: Rate of bubble shrinkage vs
radius, for DMPC (A) and DOPC (B) bubbles. Filled symbols are the initial rapid
shrinkage rate, open symbols are the slower
shrinkage rate. Circles are bubbles exposed
to 200 kPa 3 cycle pulses, squares are 200
kPa 7 cycle pulses, triangles are 300 kPa
3 cycle pulses. Black are bubbles in airsaturated buffer, gray are bubbles in PFBsaturated buffer. The lines show the theoretically maximal (diffusion limited) rates
of shrinkage for a completely uncoated,
quiescent perfluorobutane bubble (eq 6.1),
in air-saturated buffer (f = 0) (black line),
or PFB-saturated buffer (f = 1) (gray
line), calculated for T=25 o C. The rapid
shrinkage is faster than the diffusion limit
for gas efflux, while the slow shrinkage is
not.
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by diffusion (O’Brien et al. 2011). Thus, loss of gas has generally been presumed to
occur via diffusion into the aqueous buffer in between the brief insonation pulses.
(The pulses would still enhance shrinkage via coat shedding, resulting in increased
internal pressure.) However, the initial rapid phase of bubble shrinkage is actually
faster than can be accomplished via diffusion alone, Fig. 6.3. The diffusion-limited
shrinkage of a bubble may be computed from the Epstein-Plesset equation (Epstein
and Plesset 1950),
2M σ
DkH BT 1 − f + ρBTwR
dR
=−
4Mw σ
dt
R
1 + 3ρBT
R

(6.1)

using parameter values that maximize shrinkage rate: zero dissolved PFB (at infinity
in the bulk solution), and a bubble surface tension equal to that of bare water, 72
dynes/cm. The use of the steady state EP equation is justified by the fact that the
bubbles are resting in buffer for several minutes prior to insonation, allowing for local
equilibration. During the rapid initial phase, we observed here that both DMPC
and DOPC bubbles shrink faster than can be accounted for by diffusion of gas into
the surrounding medium. We have also observed rapid shrinkage with DOPC and
DSPC-coated PFB bubbles, as reported previously (chapter 5).
Diffusional limitations on bubble shrinkage can also be measured by observing the
shrinkage of uncoated bubbles, in the absence of insonation. As reported previously
(chapter 5), these bubbles shrink much more slowly than insonated bubbles, in spite of
their high Laplace pressures, and fall within the EP limit. Additional and compelling
evidence of rapid loss of bubble volume was recently obtained by Thomas et al. (2012),
who found significant shrinkage of Definity® microbubbles during, but not between,
1.6 MHz ultrasound pulses, using a high speed (13 Mfps) video camera.
Thus, both direct and indirect observations suggest that the initial, rapid shrinkage of these bubbles must be accompanied by loss of gas by a mechanism other than
dissolution into the surrounding medium. We have suggested that these bubbles are
fragmenting, with (gas-entrapping) fragments smaller than the optical resolution limit
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being shed from the bubble surface (chapter 5.

6.3.1

Transition diameter and bubble lifetime

Fig. 6.4a shows the bubble diameter at which ultrasound-induced shrinkage changed
from the rapid phase to the slow phase, plotted against the initial (pre-insonation)
bubble diameter. There is a strong correlation - shrinkage slows when the bubble
diameter is approximately 60% of the initial diameter, or when the surface area is
about a third of the initial area. This ”memory” of initial bubble size could arise
from initial shedding of uncoated bubble fragments (and dissolution of gas into the
medium), leaving the coat molecules in place. (Indeed, it is difficult to imagine a
mechanism for memory in which coat molecules are not retained.) This suggests
that the density of the coat is an important parameter controlling the rate of bubble
shrinkage, and that whatever mechanism is responsible for rapid initial shrinkage is
inactive when the coat density becomes sufficiently high. It is noteworthy, however,
that previous studies by us (chapter 4) and others (Borden et al. 2005) have found
no correlation between initial size and transition size, when using coats containing
stabilizing PEG-lipids. It unclear how the presence of a small fraction (typically 10
mol%) of PEG-lipid decouples these parameters.
The initial rapid shrinkage rate is somewhat faster for larger bubbles (Fig. 6.4b),
and this may partly account for the fact that the overall bubble lifetime is essentially
uncorrelated with the initial bubble size, Fig. 6.4c. (The rate of slow phase shrinkage
was uncorrelated with initial size. In addition, a significant fraction of bubbles show
a very rapid final shrinkage, like the DOPC bubble in Fig. 6.1; this could also weaken
the correlation of lifetime with initial size. )
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Figure 6.4: (A) Transition diameter vs
initial diameter. The transition diameter is
the bubble diameter at which ultrasoundinduced shrinkage changed from the rapid
phase to the slow phase, and it is correlated
with the initial diameter for bubbles coated
with both DMPC (r=0.7006, p=1.9 ×
10−15 ) and DOPC (r=0.8078, p=1.05 ×
10−6 ). (B) Initial shrinkage rate vs initial diameter. The initial shrinkage rate is
correlated with initial diameter. (DMPC:
p=2.2 × 10−5 , DOPC: p=0.05) (C) Bubble lifetime vs initial diameter. The bubble
lifetime is not correlated with initial diameter (DMPC: r=0.0214, p=0.7877, DOPC:
r=0.1157, p=0.2975). For all graphs, lines
are linear fits, filled symbols are bubbles coated with DMPC in air-saturated
buffer, open symbols are bubbles coated
with DOPC in air-saturated buffer, green
circles are bubbles exposed to 200 kPa 3
cycle ultrasound pulses, black squares are
200 kpa 7 cycles, red triangles are 300 kPa
3 cycles, plus sign symbols are DMPC bubbles in 200 kPa 3 cycle ultrasound in PFBsaturated buffer.
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6.3.2

Slow phase shrinkage and temperature dependence

Prior work has shown that the slow phase depends strongly on the species of lipid used
in the coat. In particular, bubbles with coats consisting (primarily) of the long chain
saturated lipid DSPC exhibited such slow shrinkage that they could be considered
”stable” for the duration of the measurement, many hundreds of ultrasound pulses. In
contrast, bubbles coated with the unsaturated lipid DOPC showed persistent (slow)
shrinkage, and typically vanished entirely after 100-200 pulses. These two lipid coats
differ in both chemical (bond saturation) and physical (lipid phase) properties. To
better understand what factors control bubble stability and slow shrinkage, we prepared bubbles with DMPC or DOPC coats and studied their behavior as a function
of temperature. In Fig. 6.5, the mean lifetime of bubbles is plotted vs. buffer temperature, for each coat lipid. Although there is large variability in the data, there
is a clear trend toward lower stability for DMPC coats at higher temperatures. The
effect is more pronounced with shorter pulses and lower intensities. No such trend
was observed for DOPC.
The shorter bubble lifetime at higher temperatures was coincident with more rapid
shrinkage in both the rapid and slow phases, as well as a smaller transition size, Fig.
6.6. However, the strongest and most significant temperature dependence was found
with slow phase shrinkage, with far less significant changes in both transition size and
rapid shrinkage rates.
DMPC monolayers show a fluid to crystalline ”main” transition at temperatures
below ca. 19 o C; the temperature of the onset of the transition depends on the
monolayer density (Albrecht et al. 1978). We suggest that this monolayer transition
manifests itself in our bubble stability measurements, with initially condensed or gel
phase monolayers giving rise to slower shrinkage and longer bubble lifetimes. The lack
of a sharp transition, and the breadth of the shrinkage rates and lifetimes at a fixed
temperature are to be expected, given the variations in bubble coat densities and radii.
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Figure 6.5: Bubble lifetime vs temperature. Filled symbols are DMPC coated
bubbles, open symbols are DOPC coated
bubbles, circles are bubbles exposed to 200
kPa 3 cycle ultrasound, squares are 200
kPa 7 cycles, triangles are 300 kPa 3 cycles. The data was binned in temperature; each point is the mean and standard error of the mean (S.E.M.) for each
bin. The lowest two DMPC temperature
points are statistically different from the
highest for every pulse amplitude and duration (200 kPa 3 cycle, p > 99.9%, 7 cycle
p > 99.5%, 3 cycle p > 95%) The lifetime
of bubbles is correlated with temperature
for DMPC (p=5.05 × 10−5 ) and not correlated for DOPC (p=0.28).

Figure 6.6: Slow shrinkage rate vs temperature for DMPC bubbles. Green circles are bubbles exposed to 200 kPa 3 cycle ultrasound, black squares are 200 kPa
7 cycles, red triangles are 300 kPa 3 cycles, the line is a linear fit. The slow
shrinkage rate is correlated with temperature (p=7.3 × 10−12 ). The slope (when
data are plotted against 1/T) suggests an
Arrhenius activation energy of 18.4 kT, but
the small temperature range makes this interpretation tenuous.
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It is also noteworthy that the transition in bubble stability becomes less pronounced if
longer or stronger ultrasound pulses are used (Fig. 6.5). Interestingly, stronger pulses
(300 kPa) also gave a distribution of DMPC-coated bubble fates that more closely
resembled that of DOPC-coated bubbles - a much larger fraction of bubbles show
visible fragmentation (Fig. 6.2). Clearly, the additional stability provided by the
saturated DMPC coat lipid can, at least in part, be overcome by using a longer pulse
duration or, even more effectively, stronger pulses (though even with the stronger
pulses, there remains a clear temperature dependence, Fig. 6.5.) We speculate that
longer or stronger pulses may lead to increased temperature in the vicinity of the
bubble, either through viscous heating or stronger adiabatic heating. (Adiabatic
heating on compression of the bubble should always increase the temperature above
the DMPC melting transition, however, as discussed below. Thus, if the diminished
temperature response with longer or stronger pulses is due to heating, it must be
local heating of the solution, not the oscillatory temperature changes in the bubble
gas.)

6.3.3

Collapse pressure

The pressure amplitude of the ultrasound pulse is 200-300 kPa, which, in a spherical
shell with a radius on the order of microns, would give surface pressures of many
hundreds of dynes/cm - far above the collapse pressures of lipid monolayers (55 dynes/cm for DMPC (Borden and Longo 2002)), regardless of phase state. The fact
that the (initial) lipid phase state appears to contribute to bubble stability may seem
remarkable, in consideration of the very high surface pressures reached. In addition,
of course, adiabatic heating of the bubble during compression should give rise to
highly elevated temperatures (ca. 100 o C, for an initially 3 µm bubble compressed to
100 nm (chapter 4, Morgan et al. (2000)), regardless of the bath temperature.
If lipid monolayer phase plays a role in bubble stability, as our observations im-
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ply, it must do so by affecting the initial distribution of lipids on the surface, and
thus creating spatially-varying surface properties that greatly modify the subsequent
bubble behavior in the presence of the strong ultrasonic field. We suggest that condensed or crystalline/gel phases, present in DMPC and DSPC monolayers, contain
defects between domains that direct the bubble compression in a highly anisotropic
manner, for example by leading to ”pancaking.” Although such modes of compression
are speculative, they offer a mechanism by which lipid coats or shells would remain
associated with the bubble throughout the collapse, while avoiding extensive corrugations or invaginations that would more readily micellize or otherwise be shed from
the bubble.

6.4

Conclusions

We have observed micron-scale perfluorobutane bubbles coated with DMPC or DOPC
in pulsed ultrasound at temperatures from 4 - 26 o C, and found that most bubbles
exhibit biphasic shrinkage with an initial rapid phase followed by a much slower
phase. The rate of the initially rapid shrinkage was much greater than that allowed
by diffusional gas loss, as given by the Epstein-Plesset equation. The bubble size
at the transition from one phase to the other was correlated with initial size; this
”memory” of the initial size may be dependent on the initial coat density, if the coat
remains associated with the bubble during the initial rapid bubble shrinkage.
The lifetime of bubbles coated with DMPC was strongly correlated with temperature, with increased stability at lower temperatures. No such correlation was
observed for DOPC bubbles. This suggests that decreased stability in bubbles is due
to the fluid phase, rather than the chemical bond saturation, of the lipid coat. This
does not rule out a role for the chemical bond unsaturation, of course, and experiments with a very long chain unsaturated lipid, or chemical studies to look for lipid
degradation or oxidation, are certainly warranted. The most significant temperature
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dependence was found with the slow phase shrinkage, which became progressively
slower as temperature was reduced.
These experimental results indicate that the resting phase of the lipid coat plays
an important role in bubble stability in response to pulsed insonation. Controlling
coat phase, an in particular using coats that may show phase changes near body
temperature (as has been done with liposomes (Needham and Dewhirst 2001)) is
thus an attractive design strategy for responsive bubble-based vehicles for ultrasoundmediated drug delivery.
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Chapter 7:

Summary and conclusions

Exposure to pulsed MHz ultrasound causes shrinkage of lipid-coated bubbles. This
shrinkage is generally biphasic, with a rapid phase followed by a much slower phase.
The rate of the initial, rapid phase shrinkage is almost always much faster than the
diffusion limit on gas efflux, regardless of the type of coating lipid (DSPC, DMPC, or
DOPC, with or without 10 mol% PEG-lipid). Uncoated bubbles in pulsed ultrasound
also shrink faster than the diffusion limit, though they do not have biphasic shrinkage. Adjustments to the diffusion limit, from increased temperature and pressure
during bubble compression, convection or streaming, are insufficient to account for
the observed rate of shrinkage. We have suggested that sub-micron bubble fragments
may carry gas from the bubble, though it is possible that a sufficiently turbulent
flow (possibly due to the adjacent cuvette wall) could enhance gas transport from the
bubble.
For bubbles coated with DMPC, the size at the transition from fast to slow shrinkage correlates very well with the initial size. This ”memory” of the initial size may be
related to the initial coat density, if the lipid coat remains associated with the bubble
during the initial rapid shrinkage.
The rate of shrinkage during the slow phase is always slower than the diffusion
limit, regardless of the type of lipid coat. As such, it may be entirely accounted for
by diffusive gas loss between pulses, driven by increased surface tension after lipid
shedding during the ultrasound pulse. So perhaps it is not surprising that what
happens during the slow phase of bubble shrinkage depends on the lipid coat.
The ultimate fate of the bubbles depends on the type of lipid coat - bubbles coated
with DSPC (long chain saturated lipid) reach a long-lived stable size, while bubbles
coated with DOPC eventually vanish. Since DSPC and DOPC differ in both chain
saturation and monolayer phase, we studied bubbles coated with DMPC with the
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Figure 7.1: Hypothetical trajectory of a lipid coated bubble undergoing biphasic shrinkage in
pulsed ultrasound. An initially undercoated bubble shrinks rapidly, by loss of uncoated sub-micron
fragments with the lipid coat remaining on the bubble, until the lipid coat forms a complete monolayer. Then the bubble switches to slow shrinkage, which depends on the lipid monolayer phase.

temperature varied from 4 - 26 o C. The lifetime of DMPC coated bubbles was highly
correlated with temperature, with shorter lifetime at higher temperature, suggesting
that decreased stability is due to the fluid phase, rather than the chemical bond
unsaturation, of the lipid coat. The most significant temperature dependence was
the rate of slow phase shrinkage, which was faster for higher temperatures.
Putting it all together, we can speculate on the trajectory a lipid coated bubble
follows as it undergoes biphasic shrinkage in pulsed ultrasound (figure 7.1). The bubbles may initially be undercoated; we know that DSPC and DOPC bubbles prepared
according to BP1 (section 3.2) were coated with less than a complete monolayer. The
initially undercoated bubble shrinks rapidly, by loss of uncoated sub-micron bubble
fragments with the lipid coat remaining on the bubble, until the lipid coat forms a
complete monolayer. Then the bubble switches to the slow shrinkage phase, which
may occur by lipid shedding. The rate of slow shrinkage and the ultimate fate of the
bubble depend on the lipid monolayer phase.
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7.1

Unresolved questions and future experiments

1. Does nanofragmentation occur and if so, what causes it?
(a) One possible cause is jetting of the bubble due to the nearby cuvette wall.
We can test this by using an optical trap to move the bubble away from the
cuvette wall, and see if that changes the rate of shrinkage. Bubbles may
be trapped at the focus of a Gaussian beam in the 1 0 Laguerre Gaussian
mode (Dollet et al. 2008).
(b) Ideally, we would like to detect the nanofragments directly. We cannot see
them with the current optical setup. It may be possible to improve the
resolution a bit, but the nanofragments (if they exist) would likely still
be too small to see. We could add a fluorescent lipid to the bubbles, but
this would not help us detect nanofragments; if there was a fluorescent
spot near the bubble after an ultrasound pulse, there would be no way
of knowing whether it was a lipid coated nano-scale bubble fragment, or
simply a lipid vesicle.
DLS (Dynamic Light Scattering) may be able to detect nano-scale bubbles,
but it is unclear whether the nanofragments would survive long enough
after insonation to be transfered to a DLS machine. The time to complete
dissolution could be as short as ∼1 ms, or they could be very long-lived,
depending on how much lipid is on the bubble surface and on how much
gas is in solution in the fluid. It is possible to build a light scattering
measurement into the ultrasound experimental setup, so you could apply
ultrasound and measure the bubble size by light scattering at the same
time (Guan and Matula 2004; Hsu et al. 2011). It may be possible to
detect nanofragments with such a device.
2. Does a complete monolayer make a bubble shrink slower than the diffusion
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limit? One way to test this is to add a fluorescent lipid to the coat of the bubbles, and expose them to pulsed ultrasound, taking a fluorescent image between
each pulse. From those images, we could measure the fluorescent intensity per
area of the bubble as it shrinks in pulsed ultrasound. If we are correct in our
hypothetical trajectory, during the initial rapid shrinkage we should see that
the fluorescent intensity per area increases while the total fluorescence remains
about the same. Then when the intensity per area is that of a complete monolayer, the bubble should switch to slow shrinkage. During the slow phase, we
would expect the fluorescent intensity per area to remain about the same, and
the total fluorescence to decrease, as the bubble slowly shrinks.
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Appendix A:

Simultaneous two spot size fluorescence correlation spectroscopy

A.1

Introduction

FCS1 is a method of obtaining the diffusion coefficient and concentration of fluorescent
particles, by measuring the fluctuating intensity of the fluorescent particles diffusing
in and out of a focused laser beam (see figure A.1). Particles only fluoresce when
they are in the focal volume, and the fluctuation in the total fluorescence intensity is
due to particles entering and leaving the focal volume. The ACF2 of the fluorescence
intensity
G(τ ) =

hI(t)I(t + τ )i
hI(t)i2

(A.1)

is basically how similar the intensity is to itself when time shifted by τ . The angle
brackets h i indicate time average.
For FCS the ACF has the characteristic s-shape shown in figure A.1C, which (for
free 3d diffusion with a Gaussian laser beam) is described by the following equation

G(τ ) = G(0)

1
1
τ q
1 + τD 1 + wo2 τ
z 2 τD

(A.2)

o

where wo is the e−2 beam radius in the radial direction, and zo is the e−2 radius in the
axial direction. G(0) and τD are fitting parameters. G(0) is related to the particle
concentration
G(0) =

1
1
=
hN i
Vef f hCi

(A.3)

where hN i is the average number of particles in the laser focus, Vef f = π 3/2 wo2 zo is
the volume of the laser focus, and hCi is the average concentration of particles. τD is
1
2

fluorescence correlation spectroscopy
autocorrelation function
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Figure A.1: FCS measures the fluctuating intensity of fluorescent particles diffusing in and out of
a focused laser beam. (A) A particle fluoresces as it diffuses through the focal volume, increasing the
fluorescence intensity for that time. (B) The total fluorescence intensity fluctuates as many particles
diffuse in and out of the focal volume. (C) The autocorrelation of the fluorescence intensity gives
the time a particle spends in the focal volume (τD ).
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the time a particle stays in the focal volume, and is related to the diffusion coefficient
(D)
τD =

wo2
4D

(A.4)

For more information about FCS, see, for example, the review by Haustein and
Schwille (2007).
A plot of diffusion time (τD ) vs the beam waist squared (wo2 ) should be a straight
line passing through the origin, according to equation A.4. It makes sense - the
amount of time spent in a volume should be zero if that volume is zero. Wawrezinieck
et al. (2005) found, when doing FCS experiments on fluorescent proteins on a cell
membrane, that the y-intercept of such a plot was not zero. They also found, through
simulation, that the y-intercept of a plot of τD vs wo2 is positive for diffusion in isolated
domains (such as lipid rafts) and negative for diffusion in a barrier meshwork (such as
cytoskeletal corrals) (see figure A.2). This is an interesting result because structures
of a cell membrane can be much smaller than the diffraction limit (for example, lipid
rafts may be as small as 10 nm (Pike 2009)).
One limitation of this is that the beam waist has to be changed, so the data for
different beam waists will come from different samples. In this chapter I will discuss
a method to perform FCS with two beam waists simultaneously, thus eliminating
sample-to-sample variation between beam waists.
The emitted fluorescent light at the image plane (see fig. A.4) maps onto the focal
volume in the sample. Only the center part of the fluorescent emission is transmitted
through a pinhole at the image plane; this transmitted light maps onto a smaller
subset of the total focal volume, and thus a smaller beam waist. The pinhole is
reflective so that the rest of the fluorescent emission is collected, and by adding the
transmitted and reflected light together the original emitted fluorescence is recovered
- this is the larger beam waist (figure A.3).
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Figure A.2: Wawrezinieck et al. (2005) found that in a plot of diffusion time (τD ) vs beam waist
squared (wo2 ), the y-intercept is positive for diffusion in isolated domains (lipid rafts) and negative
for diffusion in a mesh of barriers (cytoskeletal corrals).

Figure A.3: A reflective pinhole splits the fluorescent emission into the center of the beam, and the
outer part of the beam. The center of the beam is the smaller beam waist. The original fluorescent
emission is recovered by adding the transmitted and reflected light, and this is the larger beam waist.
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A.2

Experimental setup

The diagram of the FCS setup is shown in figure A.4. FCS is done with an inverted
microscope (Eclipse TE200, Nikon) with a 63x/1.4 NA oil immersion objective (Zeiss)
using the 488 nm line (narrow pass interference filter, CVI-Melles Griot) of an argonion laser (5425A-00C-2, Ion Laser Technology) as the excitation source. The laser intensity is stabilized with a laser amplitude stabilization system (LASS-II, Conoptics).
Fluorescence emission from the sample comes out of the microscope and reaches the
reflective pinhole. The center part of the beam passes through the pinhole to APD3
1 (PD5CTC, Micro Photon Device), while the outer part of the beam is reflected to
APD 2 (SPCM-AGR-14, PerkinElmer Life Sciences). The counts from the two APDs
are transmitted to a DAQ4 (USB-6210, National Instruments) and the correlation is
done with Labview (Labview 7, National Instruments).

A.3

Reflective pinhole

The reflective pinhole was custom made by Edmund Optics (Barrington, NJ). It is
a 1/2 in circular mirror with a 45 µm x 64 µm elliptical hole etched into the center,
so that at a 45o angle the hole has a circular profile with a diameter of 45 µm. An
image of the pinhole is shown in figure A.5.
The fraction of laser light transmitted through the pinhole can be calculated as
the 2d integral of the intensity of the Gaussian laser beam over the circular area of
the pinhole
R 22.5 µm −2r2 /w2
o r dr
2π 0
e
R∞
= 0.54
2
2
2π −∞ e−2r /wo r dr

(A.5)

where wo = 36.2 µm is the beam waist (see section A.5), so we should expect about
54% of the beam to go through the pinhole, and about 46% of it to be reflected.
3
4

avalanche photodiode
data acquisition card
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Figure A.4: Optical diagram of FCS setup. The laser passes through a 488 nm line filter, a polarizer
(aligned horizontally), a stabilizer, and a lens (f=250 mm) that focuses the laser to a waist at the
image plane. The laser bounces off a dichroic mirror, through the side port lens (f=75 mm) and
into the microscope. Fluorescence emission from the sample comes out the side of the microscope,
passes through the dichroic, the emission filter, and reaches the reflective pinhole. The light in the
center of the beam passes through the reflective pinhole and a lens to the APD, while the light on
the outer part of the beam is reflected from the pinhole to a second APD. The image planes shown
are both image planes of the front focal plane, the first one is also the location of the laser beam
waist, the second one is also the location of the reflective pinhole.

Figure A.5: Brightfield image of the reflective pinhole.
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The hole in the reflective pinhole is glass, not air, so there will be some reflected
light from the center of the beam. The Fresnel equations give the reflection coefficient
(Pedrotti et al. 2007, p. 495), which depends on the polarization of the incoming light.
The reflection coefficient for vertically polarized light is
√
2
cos θ − n2 − sin θ
√
R=
cos θ + n2 − sin θ


(A.6)

and for horizontally polarized light
√
2
−n2 cos θ + n2 − sin θ
√
R=
n2 cos θ + n2 − sin θ


(A.7)

where n = n2 /n1 = 1.5 is the index of refraction (n2 = 1.5 for glass, n1 = 1 for air)
and θ = 45o is the angle of incidence of the light. The reflection coefficient is 0.174
for vertically polarized light and 0.0015 for horizontally polarized light. Therefore, to
minimize reflection from the glass in the pinhole, the laser light should be polarized
horizontally.

A.4
A.4.1

Alignment
Side port lens

The front focal plane (where the sample goes in the microscope) has an image plane
(the image plane of the front focal plane is henceforth called “image plane”) that
is located almost at the side of the microscope, and the magnification at the image
plane is equal to that of the microscope objective (63). The purpose of the side port
lens is to control the magnification and to move the image plane farther away from
the microscope.
The beam waist at the image planes needs to be about 35 µm for the reflective
pinhole to work (see section A.3), and the beam waist in the microscope should
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probably be about 250 nm. Therefore, the magnification between the front focal
plane and the image plane should be about 140. This is controlled by the side port
lens; the magnification at the original image plane is 63, therefore the side port lens
needs to provide an additional 2.2 magnification.
Even though this is a Gaussian beam, the equations for thin lenses can be used
as long as the distance from the beam waist to the lens is greater than the Rayleigh
length (Pedrotti et al. 2007)
zR =

πwo2
λ

(A.8)

For wo = 35 µm and λ = 488 nm, zR = 8 mm.
For a thin lens,
1
1
1
+ =
so si
f

(A.9)

where so is the distance between lens and object (the original image plane), si is the
distance between lens and image (the new image plane), and f is the focal length of
the lens. Plugging in the magnification (M = si /so ),

f=

si
M +1

(A.10)

I choose that I want the image distance si to be about 20 cm (that is much larger
than the Rayleigh length, and puts the new image plane far enough from the dichroic
to make room for the reflective pinhole and APDs). Since M = 2.2, we need a lens
with focal length approximately f = 63.5 mm. We have a lens with f = 75 mm, so
with that focal length, si = 24 cm and so = 10.9 cm gives the 2.2 magnification. So
the side port lens should have focal length f = 75 mm and be located 10.9 cm away
from the original image plane.
To measure the magnification with the side port lens in place, put the Edmund
grating on the microscope stage (and focus it) and turn the brightfield lamp up to
its maximum brightness. The image of the grating will project out the side of the
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microscope. Find where the place where the lines appear the most in focus, this is
the image plane (it should be about 24 cm away from the side port lens). Measure
the size of the grating lines at the image plane and divide by the real size of those
lines to get the magnification.
A.4.2

Laser beam alignment

The back focal plane is the back of the microscope objective (where it screws into the
turret), the front focal plane is the front of the objective (where the sample goes).
The laser must be aligned so it is centered and going straight (not at an angle) though
both the back and front focal planes. We will align the laser through apertures located
at the back focal plane (on the turret) and at an image plane of the front focal plane.
1. Remove the objective and all lenses.
2. Put the threaded aperture on the objective turret. This is the back focal plane.
3. Find image plane 1 (fig. A.4). (You may have already done this in section
A.4.1.) Put the side port lens on and the objective on the turret, and put
the Edmund resolution grating on the microscope stage and focus it. Turn the
brightfield lamp up to maximum brightness, an image of the grating will project
out the side of the microscope. Find the place where the lines appear the most
in focus, this is the image plane.
4. Find the optical axis of the microscope. Remove the side port lens and objective,
and put the threaded aperture back on the turret. Turn the brightfield lamp
to maximum brightness, the light will shine out the side of the microscope.
Make the threaded aperture smaller to make a small spot of light. Put a second
aperture in the image plane centered on this spot.
5. Align the laser with the two apertures (the threaded aperture on the microscope
turret, and the aperture at the image plane). Use the upstream mirror to center
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at the image plane, and the downstream mirror to center at the back focal plane.
Any adjustment made to one will change the other; just keep switching back
and forth and it should converge to being centered at both apertures at the
same time.
6. Add the focusing lens. This lens focuses the laser to a waist, and this waist
needs to be located at image plane 1. As an initial guess, put the lens 25 cm
before the image plane (the focal length of the lens is 25 cm). We will adjust
the position of this lens along the beam later. Right now, center the lens with
the laser beam - move it up/down and left/right until the laser beam is once
again centered at both apertures.
7. Add the side port lens and center it too.
8. Check the alignment in the microscope. Put the objective on the microscope,
and put the Edmund resolution grating on the stage. Look into the microscope
(don’t forgot to dim the laser with a ND filter5 !) and move the grating until
the laser reflects off of it so you can see it. The laser should be centered on the
crosshairs of the eyepiece. To check that the beam is straight and not at an
angle, move the focus up and down. The laser spot should get larger, but still be
centered on the crosshairs (see fig. A.6). If the laser spot moves when the focus
is changed, the laser beam is going through the objective at an angle. To fix a
not-straight or off center beam, try re-centering the lenses and/or adjusting the
mirrors. You can use the CCD6 camera attached to the microscope to visualize
the laser spot and also reach the lenses and mirrors.
9. Now adjust position of the focusing lens along the beam so the beam waist is
located in image plane 1. Look in the microscope at the laser spot reflected off
5
6

neutral density filter
charge coupled device

98

Figure A.6: The aligned laser spot in the microscope should be centered in the eyepiece crosshairs
and should remain centered when moving the focus up and down.

the Edmund grating. Make sure the grating is focused (in brightfield). Move
the focusing lens along the beam until the laser spot in the microscope appears
the smallest. Note that after moving that lens it may need to be re-centered.

A.4.3

Reflective pinhole and APD alignment

The reflective pinhole needs to be aligned with the laser beam, so that it is centered
with the beam and located at the beam waist (image plane 2).
1. Put the Edmund grating on the microscope stage, in focus and positioned so
the laser reflects off of it, and remove any ND filters and emission filters to make
the laser as bright as possible. The focus in the microscope changes as the laser
heats the immersion oil, so wait for a while (∼15 minutes) with the laser on
until the oil heats up.
2. Put the reflective pinhole at image plane 2, at a 45o angle (see figure A.4). The
pinhole is elliptical (figure A.5), so make sure that the long axis of the hole
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is orientated horizontally (there is a scratch on the mirror indicating the long
axis).
3. Find the pinhole. This is the hardest part and I don’t really have a good way
to do it. The pinhole is in the center of the mirror, so start by positioning the
mirror so the laser is in the center. Put a piece of paper behind the reflective
pinhole, and move it up/down and left/right until you see the laser on the paper.
It may help to make the laser spot in the microscope slightly out of focus; this
will make the beam waist at the image plane a bit larger and give you a bigger
target (don’t forget to refocus afterward). If you wear glasses you may be able
to see the pinhole directly by taking your glasses off and getting really close to
the mirror (it worked for one person). Don’t blind yourself.
4. Center the pinhole by maximizing the transmission through the hole. Set up a
photodiode to measure the transmitted light intensity.
5. Make sure the pinhole is located at the beam waist by moving the pinhole along
the beam until the transmitted light intensity is maximized. (You will probably
have to alternate between steps 4 and 5 several times to get the pinhole both
centered and at the beam waist.)
The beam transmitted through the pinhole spreads out rapidly due to diffraction;
the e−2 spot size at one inch from the pinhole is 452.9 µm (see figure A.7 (left)),
which is much larger than the area of the APD (which has a width of 50 µm). All
of the transmitted light needs to be collected by the APD; a lens is needed after the
pinhole to focus the light down to a spot size of 50 µm or less in diameter.
The lens is making an image of the pinhole, so a magnification of one should work
(the pinhole diameter is 45 µm). Using the thin lens equation (eq A.9) with object
distance equal to image distance (so = si ), the object and image distances are twice
the focal length (si = so = 2f ). Choosing a lens with f = 25 mm, the lens should be
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Figure A.7: Images and surface plots of: (left) the beam transmitted through the pinhole without
a lens (spot size = 452.9 µm); (center) the beam transmitted through the pinhole with a lens (spot
size = 23.25 µm); (right) the beam reflected from the pinhole (spot size = 60.1 µm). All scale bars
are 100 µm.

placed 50 mm behind the pinhole, and the focus should be 50 mm away from the lens
on the other side. That is where the APD should go. An image of the laser spot at
the focus of the lens after the pinhole is shown in figure A.7 (center). The spot size
here is 23.25 µm, which is small enough to fit on a 50 µm wide APD.
Figure A.7 (right) shows an image of the laser spot reflected from the pinhole.
The reflected light spreads out as well, but that APD is larger so it’s not a problem.
One inch away from the pinhole, the spot size of the reflected light is 60.1 µm. That
APD has a width of 175 µm, so all the reflected light should be collected.
(All of these spot sizes were measured as described in section A.5.1).
Now that the pinhole is in place, the APDs have to be aligned.
1. Put APD 1 behind the pinhole at the focus of the lens, and APD 2 as close to
the pinhole as possible (see fig A.4).
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2. Put the Edmund grating on the microscope stage so the laser spot is in focus.
3. Measure counts from the APDs using the autocorrelator box (Flex02-03D, Correlator).
4. Center the APDs with the laser beam by moving each APD up/down and
left/right until the count rates are maximized.

A.5

Beam waist measurement

A.5.1

Measuring the beam waist at the image planes.

The beam waists at the image planes are large enough to be imaged with a CCD,
so they can be measured by imaging the beam and fitting the laser spot to a 2d
Gaussian. See figure A.8 for an example of these images. To get a more accurate
measurement of the bean waist, measure the spot size (w) at different locations along
the beam (z) and fit those measurements to the equation for the size of a Gaussian
beam (Pedrotti et al. 2007)
s
w(z) = wo


1+

λz
πwo2

2
(A.11)

where wo is the beam waist.
1. To measure the beam waist at image plane 2, put the Edmund grating on the
microscope stage so the laser spot is in focus and reflects off of it, and remove
any ND filters and emission filters to make the laser as bright as possible. The
focus in the microscope changes as the laser heats the immersion oil, so wait
for a while (∼15 minutes) with the laser on until the oil heats up. (To measure
the beam waist at image plane 1, this step doesn’t matter.)
2. Position the CCD (DFK 31BU03, The Imaging Source, Charlotte, NC) in the
102

Figure A.8: Images of the laser beam at the two image planes. The beam at image plane 2 is
noticeably astigmatic. Scale bar = 100 µm.

beam near the image plane and take an image of the laser spot. Make sure the
images are not saturated.
3. Translate the CCD along the beam and image the laser spot and several locations.
4. Fit the laser spot in each image to a 2d Gaussian using Matlab (MathWorks,
Natick, MA) (see Appendix K)


2
2
−2 x 2 + y 2

I(x, y) = e

wx

wy

(A.12)

where wx is the spot size in the x direction, and wy is the spot size in the y
direction. The spot size w is the average of wx and wy . The conversion factor
for converting from pixels to microns is 4.65 µm/pixel (according to the CCD
user manual, each pixel is 4.65 µm × 4.65 µm).
5. Fit the spot sizes w(z) to the equation for the size of a Gaussian beam (eq.
A.11) (also using Matlab, Appendix K) to get the beam waist wo .
The measurements of spot sizes at image plane 1 are shown in figure A.9A, the
fit to the equation for the size of a Guassian beam (eq. A.11) to find the beam waist
is shown in figure A.9B. The beam waist at image plane 1 was 36.25 µm.
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Figure A.9: (A) Spot size measurements wx and wy vs. z at image plane 1. (B) Spot size (average
of wx and wy ) vs z. The fit of spot size to equation A.11 is also shown. Here the beam waist wo is
36.25 µm.

The spot sizes at image plane 2 are shown in figure A.10. The beam is significantly
astigmatic (the focus in x and y are in different locations). This can also be seen in
the images in figure A.8. If we take the focus to be where the spot size in x and y
are equal, the beam waist is 34.1 µm.
The beam waists at the two image planes should be about the same size and
the same distance from the microscope. If they are not, something is wrong. One
common problem is that the Edmund grating and/or the laser spot in the microscope
is out of focus.

A.5.2

Measuring the beam waist in the microscope

The beam waist in the microscope is too small to be measured by imaging it as in
the previous section. This beam waist can be measured by the knife edge method,
where an knife edge is translated across the beam at a known velocity, and the laser
power transmitted past the knife edge is measured (see figure A.11).
The transmitted laser power is related to the beam waist. The laser intensity is

I(x, y) = Io e
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−2(x2 +y 2 )
w2

(A.13)

Figure A.10: Spot size measurements wx and wy at the image plane 2. The beam here is astigmatic
(the focus in x and y are in different locations). If we take the beam waist to be where wx and wy
are equal, the beam waist is 34.1 µm.

Figure A.11: Knife edge method to measure beam waist. The knife edge is translated across the
beam at velocity v, and the rate at which the transmitted laser power is reduced is related to the
beam waist.
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and the total laser power is the integral of that
Z

∞

Ptotal =

I(x, y) dx dy =
−∞

π
Io w2
2

(A.14)

The transmitted laser power is reduced by the part of the beam that the knife edge
covers up
Z

0

∞

Z

−2y 2
w2

x0

e
P (x ) = Ptotal − Io
dy
e
−∞
−∞
"
√ 0 !#
2x
Ptotal
1 − erf
=
2
w

−2x2
w2

dx
(A.15)

where
2
erf(u) = √
π

Z

u

2

e−x dx

(A.16)

0

is the error function. The transmitted power depends on the location of the knife
edge (x0 ). It can be converted to a dependence on time by saying that the knife edge
position is the velocity multiplied by time, x0 = vt. The transmitted laser power is
now
"
Ptotal
1 − erf
P (t) =
2

√ !#
2vt
w

(A.17)

The knife edge in this case is an edge of a line on the Edmund grating. The
grating is mounted on a translation stage that is driven by a piezo. The piezo is
driven by a linear voltage ramp (figure A.12), which is generated by the circuit shown
in figure A.13. The op-amp makes a linear voltage ramp that is amplified (6824A DC
power supply amplifier, Hewlett Packard) and drives a piezo (AE0505D18, Thorlabs,
Newton, NJ) to move the grating at 0.439 µm/s. That velocity was measured by
taking a series of brightfield images as the grating was moving and measuring the
position as a function of time.
To measure the transmitted laser intensity, image the laser spot using a CCD
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Figure A.12: Voltage ramp that drives the piezo.

Figure A.13: Diagram of the circuit that moves the knife edge for beam waist measurement. The
op-amp generates a linear voltage ramp that is amplified and drives a piezo to move at 0.646 µm/s.
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Figure A.14: Top: Images of the laser spot in a knife edge measurement of beam waist. Here, the
edge starts at the top and moves down. The reflected laser intensity is the sum of all pixels in the
images (with dark image subtraction). Scale bar = 5 µm. Bottom: Plot of reflected laser intensity
vs time. The fit to equation A.17 is also shown. The fit gives this spot size as 480 nm.

(Coolsnap HQ2 , Photometrics, Tucson, AZ), take a 400x400 pixel area of the image
centered on the laser spot, subtract a dark image, and add together all the pixel
values. (This actually gives the laser intensity reflected off the Edmund grating,
rather than the transmitted laser intensity.) Set the camera software (Voodoo, Roper
Scientific) to take an image every 0.5 seconds while the grating is moving across the
laser beam. Use this series of images to get the reflected laser power vs time, and fit
that to equation A.17 using Matlab (Appendix K). Figure A.14 shows an example of
this analysis.
As before, to get a more accurate measurement of the beam waist, measure the
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Figure A.15: Laser spot size in the microscope vs z. Spot sizes were measured via the knife
edge method. The fit to equation A.11 is also shown, and the fit gives the beam waist as 458 nm.
However, one can plainly see that the fit is terrible; if we take the beam waist to be the minimum
measured spot size, the beam waist is 318 nm.

spot size at several locations along the beam and fit them (Appendix K) to the
equation for the spot size of a Gaussian beam (eq. A.11). To do this, move the beam
waist up and down by moving the objective. Use the focus motor (Remote Focus
Accessory for Eclipse TE200, Nikon) to accurately know how far the beam waist
moves. The spot size vs z and the fit is shown in figure A.15. The fit gives the beam
waist as 458 nm. However, the fit is obviously terrible; if we take the beam waist to
be the minimum measured spot size, it is 318 nm. I do not know why the fit is so bad
- there may be some problem with this methodology, such as that we are measuring
the reflected laser intensity rather than the transmitted laser intensity.

A.6

Analysis - DAQ and Labview

The light transmitted and reflected from the pinhole are detected by the APDs. A
DAQ is used to measure the counts from the APDs. The DAQ has two counters, one
for each APD, at pins PFI0 and PFI3. How the DAQ counter works is illustrated in
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Figure A.16: The DAQ counter counts the pulses of an input signal (here, the APD), and records
the number of counts at each clock pulse. The count is cumulative. In this example, there are 3
pulses from the APD between the first and second clock pulses, so the DAQ records 3 as the first
count. There are 4 more APD pulses before the next clock pulse, so the next count recorded by the
DAQ is 4+3=7.

figure A.16. The DAQ counts the number of pulses from an input signal (in this case,
the APD) and records the number of counts at each pulse of a clock signal (a square
wave from a function generator, 4011A, BK Precision, plugged into pin PFI2 of the
DAQ).
The count measurements from the DAQ are handled by Labview (see Appendix
L for the block diagram). The Labview program takes the light intensity (counts)
measured from each APD, and finds the autocorrelation of the transmitted light
intensity, and of the total (transmitted+reflected) light intensity. It also displays
graphs of the intensities and ACFs, and writes all of these things to a file.
There was a problem with the DAQ at one point, where the count rate (the
number of counts per second) it was measuring from the APD changed when the
clock frequency was changed (the count rate should not depend on clock frequency).
This was apparently fixed by unplugging the DAQ and plugging it back in.

A.7

Unresolved issues

1. The light that comes out of the microscope is astigmatic (fig. A.10). Astigmatism is often caused by a lens being off center, but I was never able to fix this
problem by recentering any of the lenses.
2. The measurement of laser spot size in the microscope by the knife edge method
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does not fit with the equation for spot size of a Gaussian beam (eq. A.11) (see
figure A.15).
3. There was at one point an issue with drift when measuring the laser light intensity with the APD over long times (on the order of minutes). It seemed to be
improved by removing the focus motor from the microscope, but I’m not really
sure what was causing it.
4. If there is a better way to initially find the hole when aligning the reflective
pinhole, that would be great.
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Appendix B:

Measurement of numerical aperture and resolution

The resolution of the images acquired with the experimental system was measured
by imaging a resolution grating (Edmund) (Fig B.1). A slice of this image (Fig B.2)
should ideally be a square wave (Fig B.3). The difference between the two is the
point spread function (PSF1 ); the image is the convolution of the object and the PSF

image = PSF ? object

(B.1)

Or, the Fourier transform of the image is the multiplication of the Fourier transforms
of the object and the PSF, due to the convolution theorem

F (image) = F (PSF) × F (object)

(B.2)

where the Fourier transform of the PSF is the optical transfer function (OTF2 ).
We can use this to measure the resolution of our optical system. The Fourier
1
2

point spread function
optical transfer function

Figure B.1: Image of the grating. The scale bar is 10 µm
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Figure B.2: (A) Slice of the grating image (fig. B.1). (B) Fourier transform of A.

Figure B.3: (A) Idealized version of the slice of the grating image (a square wave). (B) Fourier
transform of A.
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Figure B.4: The optical transfer function fit to the measured data (from ES2). The NA here is
0.536.

transform of a square wave is a series of peaks (Fig B.3). Dividing the amplitude of
the peaks in the image by that of the ideal square wave yields the measured OTF
(Fig B.4). The measured OTF can be fit to the fourier transform of an Airy disk
(assuming that is the PSF), which gives the NA3 .

PSF = Airy disk =

with
x = kq

2J1 (x)
x

2

h
 i
no tan arcsin NA
no
M

(B.3)

(B.4)

k is the wavenumber, and q is the radial distance from the optical axis, and M is the
magnification (as shown in section B.1).
3

numerical aperture

114

Figure B.5: Optical diagram.

The resolution is
resolution =

0.61λ
NA

(B.5)

For ES2, the measured NA is 0.536 and the resolution is 0.626 µm. For ES1, the
measured NA is 0.23 and the resolution is 1.46 µm.

B.1

Airy Disk

The Airy disk is the Fraunhofer diffraction pattern for a circular aperture, and is

I(θ) =

2J1 (x)
x

2
(B.6)

where x = ka sin θ, k is the wavenumber and a is the radius of the aperture (fig B.5).
x is also
x = kq

h
 i
no tan arcsin NA
no
M

as is shown below.
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(B.7)

The magnification is the image size divided by the object size.

M=

q
q0

(B.8)

Then, from trigonometry, this becomes (see figure B.5)

M=

a/tan α n
q
si tan θ
si sin θ
no tan α0
o
=
≈
=
=
a/tan α0 n
q0
so tan θ0
so sin θ0
ni tan α
i

(B.9)

Here we used Snell’s Law (ni sin θ = no sinθ0 ), and the small angle approximation (for
small angle, sin u ≈ tan u). (The angle θ is generally small (the object size is small),
while for a high NA objective, the angle α may be quite large. Thus, we apply the
small angle approximation for θ and not for α.)
The numerical aperture of the microscope objective is NA = no sin α0 , and ni = 1
for air. So,
tan α =

h
 i
no tan arcsin NA
no

(B.10)

M

and
h

x = ka sin θ ≈ ka tan θ = ka

no tan arcsin
q
= kq tan α = kq
si
M



NA
no

i
(B.11)

The magnification of ES1 was 14.88, and of ES2 was 35.3, and was measured as
follows: the image of a 5 µm line on the Edmund resolution grating was 38 pixels,
which is 176.7 µm (the pixel size is 4.65 µm, according to the camera user manual),
so the magnification is 176.7/5 = 35.3.
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Appendix C:

Acoustic transmission through the sample chambers

The first chamber (ES1) was a polystyrene cuvette, which is not very acoustically
transparent. The cuvette was positioned at the ultrasound focus 2 mm below the
water surface in the tilted water tank. The acoustic transmission through the cuvette
in this configuration was measured as follows: a hydrophone was positioned behind
a cuvette that had two walls removed (Fig C.1), and the ultrasound amplitude was
measured with a hydrophone. Dividing by the amplitude measured in the same
location but without the cuvette gives the acoustic transmission, which was 50% ±
4.5% (the mean and standard deviation of 10 such measurements).
The acoustic transmission through the PVC chamber (ES2) was about 100%. The
setup for this measurement is shown in figure C.2. The hydrophone was positioned
at the ultrasound focus inside the sample chamber, and then the hydrophone was
scanned vertically through the ultrasound focus. The measurement was done without
the sample chamber, and with the chamber in two locations: with the hydrophone in
the corner nearest the transducer, and with the hydrophone in the corner farthest from
the transducer (the hydrophone was at the ultrasound focus for all measurements).
These are shown in figure C.3. The transmission when the hydrophone is in the
corner near the transducer is very good, while the transmission is much worse when
the hydrophone is on the other side of the sample chamber. This is likely due to
scattering from the flat surface. In any rate, experiments are only done on the edge
of the sample chamber nearest the transducer where the transmission is good (to
reduce the number of bubbles between the field of view and the transducer, as these
will attenuate the ultrasound).
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Figure C.1: Setup for measurement of the acoustic transmission though a cuvette for ES1. The
partial cuvette was positioned at the ultrasound focus 2 mm below the water surface (as in the
experiments), with the hydrophone inside it as shown.

Figure C.2: Setup for measurement of the acoustic transmission though the PVC sample chamber
for ES2. The hydrophone was positioned at the ultrasound focus inside the sample chamber. The
hydrophone was scanned vertically through the ultrasound focus. Measurement was done with the
sample chamber in 2 different locations (the hydrophone was alwasy at the focus).
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Figure C.3: Acoustic transmission though the PVC sample chamber for ES2. The setup for this
measurement is shown in figure C.2.
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Appendix D:

Image and ultrasound pulse timing

The ultrasound pulses and the images are both triggered by square pulses from
a square wave generator (8012B, Hewlett-Packard, Palo Alto, CA). The timing is
shown in figure D.1. There are 4.8 µs between the trigger pulse and the start of the
image exposure (according to the camera user manual). The time between the trigger
pulse and the ultrasound pulse was measured with an oscilloscope to be 48.4 µs.
To ensure that at least one image is taken before the ultrasound pulses begin,
the square pulses that trigger the ultrasound go through a delay circuit (figure D.2)
which was built on a breadboard (ET-1000, Heathkit). The delay circuit is basically
an RC circuit, where the capacitor voltage rises exponentially as it charges

V (t) = Vo 1 − e−t/RC



(D.1)

The capacitor and the square pulses are in series with each other, which adds their
voltages, and raises the level of the square pulses slowly over time (figure D.3). This
(amplified by a 741 op-amp) is the trigger input of a function generator, and by
setting the trigger level of the function generator appropriately, the output is delayed
(figure D.3).
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Figure D.1: Image and ultrasound pulse timing (not to scale). The time between the trigger pulse
and the start of the image exposure is 4.8 µs (according to the user manual). The time between the
trigger and the ultrasound pulse was measured to be 48.4 µs. The exposure time varied, but was on
the order of 1 ms.

Figure D.2: Delay circuit diagram. The voltage supply and switch are part of the breadboard.
Square pulses from the pulse generator are added to the charging voltage of a capacitor and amplified
with an op-amp. This is the trigger input to the function generator.

121

Figure D.3: Illustration of the effect of the delay circuit. The delay circuit adds the exponentially
increasing voltage of a charging capacitor to the square pulses of the pulse generator to make pulses
that increase in amplitude with time. This is the trigger input to the function generator. By setting
the trigger level appropriately, the output of the function generator is delayed. In this example,
there are 3 images before the function generator outputs anything.

122

Appendix E:

Labview program for imaging bubbles

The Labview program takes images of bubbles using the CCD (DFK 31BU03, The
Imaging Source, Charlotte, NC) and saves those images to the computer. The program makes use of functions provided by The Imaging Source to control the camera.
The program collects images in two stages: first, it takes images when triggered,
for one ultrasound pulse between each image; second, it takes images with a set time
between each one. The ultrasound pulses continue at the same rate regardless of
what the Labview program is doing, so in the second part there may be may many
ultrasound pulses between each image. This is useful if you want to observe the
bubbles over long times. Usually when a bubble is insonated it shrinks rapidly at
first, and then later is either stable or undergoes much slower shrinkage; after the
initial rapid shrinkage the change in the bubble happens over much longer times, so
you can get away with taking images less often.
The first part of the program initializes the camera and sets (from the front panel)
the exposure time (power of 2, so, for example, exposure = -9 is an exposure time of
1/512 seconds), the gain, the number of triggered images, and the number of images
with some set time between them. The second part captures the set number of
triggered images, and the third part captures the set number of images with the set
time between them. These images are all stored in an image buffer (it takes too long
to save each image as it is taken). The fourth part saves the images from the buffer
to the computer. Also saved is a file of the times the images were taken at (not an
absolute time, but relative to each other), and a file with the current time and date.
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Figure E.1: Front diagram
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Figure E.2: Block diagram

Appendix F:

Image Analysis

Images were analyzed using NIH ImageJ, using the macro below (section F.1).
First, open the image series and select a rectangular region around the bubble. Then
run the macro in ImageJ, and it will:
1. draw a rectangle around the area of interest save that image, so you know later
where in the field of view the selection came from
2. crop out the region of interest
3. automatically threshold the images (with the same threshold level for all the
images in the series)
4. measure the area of the bubble in each image in the series (in pixels)
5. save the measurements, the thresholded image series, and the image series showing the outline of the measurement area
When ImageJ measures the area of the bubble, it will display an image of the
outline of the measurement area. So after running the macro there will be an image
series of these outlines. It is important to scan through these outlines to make sure
that there weren’t any skipped images, and that nothing extra is measured (any dark
spot on the thresholded images will be measured).
The diameter may be found by assuming the bubble is circular. Now we have the
bubble diameter in each image in the sequence, or, bubble diameter vs. time.

F.1

The ImageJ macro

directory = getDirectory("Choose a Directory");
minsize = getNumber("minimum size",5);
maxsize = getNumber("maximum size",9999);
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Figure F.1: Bubble image analysis with NIH ImageJ. ImageJ automatically thresholds the image
and measures the bubble area.

mincirc = getNumber("minimum circularity",0.5);
maxcirc = getNumber("maximum circularity",1);
run("Draw", "slice");
saveAs("Jpeg", directory+"FOV.jpg");
run("Undo");
run("Duplicate...", "title=threshold duplicate range=1-150");
selectWindow("threshold");
run("Make Binary", " ");
run("Analyze Particles...", "size="+toString(minsize)+"-"+toString(maxsize)+"
circularity="+toString(mincirc)+"-"+toString(maxcirc)+" show=Outlines display
stack");
selectWindow("threshold");
run("AVI... ", "compression=Uncompressed jpeg=100 frame=10 save=["+directory
+"threshold.avi]");
selectWindow("Drawing of threshold");
run("AVI... ", "compression=Uncompressed jpeg=100 frame=10 save=["+directory
+"Drawing of threshold.avi]");
selectWindow("Results");
saveAs("Measurements", directory+"Results.xls");
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Appendix G:

Step-by-step instructions for running the ultrasound experiment

Align the optical and acoustic foci.
1. Position the hydrophone tip in the field of view (the hydrophone is bigger than
the field of view, so just center it).
2. Turn on the function generator, power amplifier, and impedance matching circuit.
3. Set the function generator to output a low amplitude (∼15 mV) continuous 1.1
MHz sinusoidal wave.
4. Move the water tank in all three directions until the ultrasound signal measured
by the hydrophone is maximized. (The ultrasound transducer is attached to
the water tank, which moves independently of the hydrophone and microscope
objective.)
Set up the pulsed ultrasound.
1. Set the pulse repetition rate. Measure the output of the pulse generator with
an oscilloscope, and adjust the frequency on the pulse generator until you get
the desired pulse repetition rate.
2. Set the pulse length. Measure the output of the function generator with the
oscilloscope. The function generator should be set to output a 1.1 MHz sinusoid,
and in gated mode. The pulse generator output should be the gated input of
the function generator (going through the delay circuit, see Appendix D). The
switch on the bread board containing the delay circuit starts the pulses. Adjust
both the pulse width on the pulse generator and the trigger level on the function
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generator (start with 6 V) (see Appendix D) until the function generator output
is the desired number of cycles long.
3. Set the pulse amplitude. Measure the ultrasound pulses with the hydrophone.
Adjust their amplitude by changing the amplitude on the function generator.
To convert from voltage measured by the hydrophone to pressure, divide the
voltage by 2.679 × 10−7 (for 1.1 MHz and the hydrophone pointed directly at
the ultrasound transducer, it’s different for other frequencies and angles).
4. There is a delay between the start of the images and the ultrasound pulses. To
measure this delay, measure the ultrasound pulses with the hydrophone in one
channel of the oscilloscope, and measure the pulse generator output (this is also
the CCD trigger) in the other oscilloscope channel. Set the acquire mode on the
oscilloscope to “peak detect,” and adjust the time scale on the oscilloscope so
several pulses are visible at once. When you flip the switch on the bread board
to start the pulses, the oscilloscope should look like figure G.1. In that case,
there are 3 images taken before the ultrasound pulses begin (assuming there’s
an image taken for every pulse from the pulse generator).
Place the sample chamber containing bubbles in the field of view, and insonate
the bubbles and take images of them.
1. Use the camera software (IC Capture) to look at the bubbles. Move the sample
chamber so the field of view is at the edge closest to the ultrasound transducer
(so there are no bubbles between the transducer and the ones you’re looking
at). Find the field of view that you want, and make sure it’s in focus. Get the
exposure time and the gain from IC Capture.
2. Switch to Labview (Appendix E). Set the exposure and gain from IC Capture
on the front panel of Labview, and set the number of images to take.
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Figure G.1: Measurement of the delay between the start of images and ultrasound pulses. Channel
2 (blue) is the output of the pulse generator, and channel 1 (yellow) is the ultrasound pulses. In
this case, there are 3 images taken before the ultrasound pulses begin.

3. Start the Labview program, and then flip the switch on the breadboard to start
the trigger pulses. Hold the switch down until the Labview program is over.
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Appendix H:

Matlab code for solving the modified Herring
equation

This matlab code solves the modified Herring equation with time-varying surface
tension (eq 4.10).
% - - - - - - - - - - - - - RP_model . m - - - - - - - - - - - - - - - - - - - - - - % solves the modified Herring equation with time
% varying surface tension

% load ultrasound amplitude vs time
% ( taken from a direct measurement of the
% experimental ultrasound pulse )
[ USt US ]= dlmread { ’ ultrasound . txt ’ );

% set the initial radius and surface
% pressure to something
R_o = 2e -6;
pi_o = 1e -3;

% call the ode solver
% initial conditions :
% radius at ( t =0) = R_o
% dR / dt at ( t =0) = 0
% output :
% T - time ( s )
% Y (: ,1) - bubble radius R ( t ) ( m )
% Y (: ,2) - bubble wall velocity Rdot ( t ) ( m / s )
% input :
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% US - ultrasound amplitude vs time ( Pa )
% USt - time for US ( s )
% R_o - initial radius ( m )
% pi_o - initial surface pressure ( N / m )
[T , Y ] = ode45 ( @ (t , y ) RP (t ,y , USt , US , R_o , pi_o ) ,...
[ min ( USt ) max ( USt )] ,[ R_o ;0]);

% - - - - - - - - - - - - - - - - - - - RP . m - - - - - - - - - - - - - - - - - - - - - - - - - - function dydt = RP (t ,y , USt , US , R_o , pi_o )
US = interp1 ( USt , US , t ); % ultrasound amplitude ( Pa )
c = 1540;

% speed of sound ( m / s )

P_o = 101325;
poly = 1.07;

% ambient pressure ( Pa )
% polytropic gas exponent

viscosity = 0.001; % viscosity of fluid ( Pa s )
density = 998; % density of fluid ( kg / m ^3)
st_b = 72 E -3; % surface tension of bare interface ( N / m )
st_o = st_b - pi_o ; % initial surface tension ( N / m )

dydt = [ y (2); ((( P_o +(2/ R_o )* st_o )*( R_o / y (1))^(3* poly )...
*(1 -3* poly * y (2)/ c ) -4* viscosity * y (2)/ y (1)...
-(2/ y (1))* st_b *(1 - y (2)/ c )+(2* pi_o / y (1))*( R_o / y (1))...
^(3* poly -1)*(1 -(3* poly * y (2))/ c ) -( P_o + US )...
-1.5* density *( y (2))^2)/( density * y (1)))];
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Appendix I:

Finite difference form of the diffusion equation
used in the convection model

The finite difference method is a way to numerically solve a differential equation.
It makes use of the familiar definition of a derivative
dy
y(x + h) − y(x)
= lim
dx h→0
h

(I.1)

dy
yi+1 − yi
=
dx
xi+1 − xi

(I.2)

which, in a discrete form, is

for a sufficiently small xi+1 − xi . The finite difference method may be used to solve
a differential equation by expressing it in terms of yi+1 = (some function of yi ), thus,
knowing the initial or boundary condition (yi=0 ), one can solve for each subsequent
yi+1 .
For the convection model in chapter 5, we want to solve the diffusion equation
∂c
=D
∂t



2 ∂c ∂ 2 c
+
r ∂r ∂r2


(I.3)

using the finite difference method, as described by Crank (1975), except with spatial
steps that are all different sizes and that move in time.
Putting each derivative in finite difference form (using a forward difference for
time and a central difference for the spatial coordinate),
∂c
ci,j+1 − ci,j
=
∂t
ti,j+1 − ti,j

(I.4)

where i is the index of spatial coordinate and j is the index for time. Each time step
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is the same size, so ti,j+1 − ti,j = δt.
∂c
ci+1,j − ci−1,j
=
∂r
ri+1,j − ri−1,j

(I.5)

The spatial steps will change size in both time and location, so we will leave this
equation the way it is.
∂ 2c
=
∂r2

∂c
∂r i+1/2,j



−

∂c
∂r i−1/2,j



ri+1/2,j − ri−1/2,j

(I.6)

where



∂c
∂r



∂c
∂r



=

ci+1,j − ci,j
ri+1,j − ri,j

=

ci,j − ci−1,j
ri,j − ri−1,j

i+1/2,j

i−1/2,j

ri+1/2,j − ri−1/2,j =

ri+1,j + ri,j
ri,j + ri−1,j
1
−
= (ri+1,j − ri−1,j )
2
2
2

so the second derivative is


2
ci−1,j
∂ 2c
ci+1,j
ri+1,j − ri−1,j
=
+
− ci,j
∂r2
ri+1,j − ri−1,j ri+1,j − ri,j ri,j − ri−1,j
(ri+1,j − ri,j )(ri,j − ri−1,j )
(I.7)
Plugging equations I.4, I.5, and I.7 into the diffusion equation (eq I.3), we find
that the concentration for each spatial index i at the time index j + 1 is



2Dδt
ci,j+1 = ci,j 1 −
(ri+1,j − ri,j ) (ri,j − ri−1,j )



2Dδt
1
1
+ ci+1,j
+
(ri+1,j − ri−1,j ) ri+1,j − ri,j ri,j



2Dδt
1
1
+ ci−1,j
−
(ri+1,j − ri−1,j ) ri,j − ri−1,j
ri,j

(I.8)

Assuming each spatial step is the same size and does not change with time (ri+1,j −
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ri,j = δr), this equation reduces to the one given by Crank (1975)

ci,j+1 = ci,j








2Dδt
Dδt 1
1
Dδt 1
1
1−
+ ci+1,j
+
+ ci−1,j
−
(δr)2
δr δr r
δr δr r
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(I.9)

Appendix J:

Matlab code for modeling convective effects on
diffusive gas loss

% - - - - - - - - - - - - - - convection . m - - - - - - - - - - - - - - - - % models advectively enhanced diffusive gas loss
% during the ultrasound pulse , using the
% Rayleigh - Plesset model for bubble oscillations
% and a moving finite - element 1 D grid

% initial bubble radius ( m )
Ro = 3e -6;
% atmospheric pressure ( Pa )
Patm = 101325;
% henrys law constant for pfb ( mol / Pa / m ^3)
kh = 6.22 e -8;
% diffusion coefficient for pfb in water ( m ^2/ s )
D = 2e -9;
% polytropic gas exponent
poly = 1.07;
% surface tension ( N / m )
s = 72 e -3;

% radius vector from minr to maxr in dr increments
dr =3 e -9; % initial radial step size
minr = Ro ;
maxr =10 e -6;
rr = linspace ( minr , maxr , floor (( maxr - minr )/ dr ));
rr = rr ’;
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% time vector from mint to maxt in dt increments
dt =1 e -11; % time step size
mint =0;
maxt =30 e -6;
tt = linspace ( mint , maxt , floor (( maxt - mint )/ dt ));
tt = tt ’;

% load ultrasound amplitude vs time
% ( taken from a direct measurement of the
% experimental ultrasound pulse )
[ USt US ]= dlmread { ’ ultrasound . txt ’ );

% solve for bubble radius R ( t ) with RP equation
[T , Y ] = ode45 ( @ (t , y ) RP (t ,y , tUS , US , Ro , pio )...
,[ min ( tUS ) max ( tUS )] ,[ Ro ;0]);
% interpolate the radius to the time vector
radius = interp1 (T , Y (: ,1) , tt );

% initial gas pressure
% ( atmostpheric pressure + laplace pressure )
Po = Patm +2* s / Ro ;
% initial gas saturation concentration ( henrys law )
cs = kh * Po ;
% initial gas concentration profile c ( r ) is the
% henrys law concentration adjacent to the bubble
% surface , and zero elsewhere
cc = zeros ( size ( rr ));
cc (1:2)= cs ;
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% loop for each time step
for j =2: size ( tt ,1)
% the new bubble radius
R2 = radius ( j );
% the previous bubble radius
R1 = radius (j -1);
% bubble wall velocity
Rdot =( R2 - R1 )/ dt ;
% move all the fluid elements
rr = rr + dt * R1 ^2* Rdot ./ rr .^2;

% new gas pressure ( adiabatic )
Pb = Po *( Ro / R2 )^(3* poly );
% new saturation concentration
cs = kh * Pb ;

% set the fluid element adjacent to the bubble
% surface to henrys law saturation concentration
cc (1:2)= cs ;
% gas diffusion ( finite difference method )
cc (2: end -1)= cc (2: end -1).*(1 -2* D * dt ./(( rr (3: end )...
- rr (2: end -1)).*( rr (2: end -1) - rr (1: end -2))))...
+ cc (3: end ).*2* D * dt ./( rr (3: end ) - rr (1: end -2))...
.*(1./( rr (3: end ) - rr (2: end -1))+1./ rr (2: end -1))...
+ cc (1: end -2).*2* D * dt ./( rr (3: end ) - rr (1: end -2))...
.*(1./( rr (2: end -1) - rr (1: end -2)) -1./ rr (2: end -1));
cc ( end )=0;
end
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Appendix K:

Matlab code for measuring the beam waist

% - - - - - - - - - - - - - - - - - spot_size_fit . m - - - - - - - - - - - - - - - - - - - - % Takes images of laser spots and fits them to a
% 2 d gaussian to get the spot size

pw = 4.65 e -6;

% pixel width in meters ( from camera manual )

im = imread ( filename ); % load the image
im = double ( im ); % convert to double format

% This image is a 3 d matrix with size XxYx3 , where the
% 3 rd dimension is color information ( red , green , blue ).
%

Sum the image in the 3 rd dimension to collapse it

% into 2 d matrix .
im = sum ( im ,3);

% find the maximum ( the laser spot ) and crop the image
% around it
m = max ( max ( im ));
a = im == m ;
[r , c ] = find ( a );
im = im (r -50: r +50 , c -50: c +50);

% make x and y coordinates in meters
x1 = (1: size ( im3 ,1))* pw ;
y1 = (1: size ( im3 ,2))* pw ;
[x , y ] = meshgrid ( x1 , y1 );
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% fit to a 2 d gaussian by minimizing the residuals
err = @ ( xx ) sum ( sum (( im -...
gauss2D (x ,y , xx (1) , xx (2) , xx (3) , xx (4) , xx (5))).^2));
[ thefit , fval ] = fminsearch ( err ,[ m 50* pw 50* pw 30 30]);

wx = thefit (4); % spot size in x
wy = thefit (5); % spot size in y

% - - - - - - - - - - - - - - - - - - gauss2D . m - - - - - - - - - - - - - - - - - - - - - - - - - % output : a 2 d gaussian centered on ( xo , yo ) with
% exp ( -2) beam waists of wx in the x direction
% and wy in the y direction
function out = gauss2D (x ,y ,A , xo , yo , wx , wy )
out = A * exp ( -2*((( x - xo )/ wx ).^2+(( y - yo )/ wy ).^2));

% -------------- knife_edge_spot_size .m ----------------% For finding the spot size using the knife edge method .
% The transmitted laser intensity vs time is fit to find
% the spot size .

The transmitted laser intensity vs time

% is found from a time series of images of the laser spot
% taken as the knife edge goes across the beam .

% the dark image
dark = imread ( ’ dark . tif ’ );
dark = double ( dark );

% find all the tif flies in the current directory
% ( should contain the time series of laser spot images )
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files = dir ( ’ *. tif ’ );

% initialize the transmitted laser power
laser_power = zeros ( size ( files ,1) ,1);

% velocity of the knife edge ( in m / s )
v = 0.4385 e -6;

% the time between images ( in seconds )
time_delay = 0.5;

% time
tt = 0: time_delay :( size ( files ,1) -1)* time_delay ; tt = tt ’;

% loop over all images
for k = 1: size ( files ,1)
im = imread ( files ( k ). name ); % load image
im = double ( im ); % convert to double

% crop out a 401 x401 pixel area centered on
% the laser spot
m = max ( max ( im ));
a = im == m ;
[r , c ] = find ( a );
im = im (r -200: r +200 , c -200: c +200);

% crop the same area out of the dark image
d = dark (r -200: r +200 , c -200: c +200);
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% subtract dark image
im = im - d ;

% record the laser power ( the sum of
% pixel intensities )
laser_power ( k ) = sum ( sum ( im ));
end

% fit the laser power vs time
f = fittype ( ’a *(1 - erf ( sqrt (2)*( x *v - b )/ w ))+ c ’ , ’ problem ’ , ’v ’ );
options = fitoptions ( ’ method ’ , ’ N o n l i n e a r L e a s t S q u a r e s ’ ,...
’ StartPoint ’ ,[1.5 e5 5e -6 2 e5 300 e -9] , ’ MaxFunEvals ’ ,10000);
[ thefit , gof ] = fit ( tt , laser_power ,f , ’ problem ’ ,v , options );

w = thefit . w ; % the spot size

% - - - - - - - - - - - - - - - - - - - - beam_waist . m - - - - - - - - - - - - - - - - - - - - - - - % Takes spot size ( w ) vs z data and fits it to the equation
% for the spot size of a gaussian beam

wl = 488 e -9; % laser wavelength in meters

f = fittype ( ’ wo * sqrt (1+(( x - zo )* wl ./( pi * wo ^2)).^2) ’ , ’ problem ’ , ’ wl ’ );
options = fitoptions ( ’ method ’ , ’ N o n l i n e a r L e a s t S q u a r e s ’ ,...
’ StartPoint ’ ,[ min ( w ) z ( w == min ( w ))] , ’ MaxFunEvals ’ ,10000);
[ thefit , gof ] = fit (z ,w ,f , ’ problem ’ ,wl , options );

wo = thefit . wo ; % the beam waist
zo = thefit . zo ; % the location of the beam waist
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Appendix L:

Labview program for two spot size FCS

The Labview program for two spot size FCS takes the light intensity (counts)
measured from each APD, and finds the autocorrelation of the transmitted light
intensity, and of the total (transmitted+reflected) light intensity. It also displays
graphs of the intensities and ACFs, and writes all of these things to a file. This
program can also do slice FCS, which is where it collects intensity traces several
times, one after the other; this is a quick and easy way to do several FCS experiments
on a sample.
The front panel is shown in figure L.1. The timing parameters to be set are
the rate (should be the clock frequency from the function generator), the number of
samples (it is a power of two, so setting the number of samples to 14 means 16,384
samples, and if the clock frequency is 10 kHz this corresponds to a sampling time of
1.6 seconds), the pin on the DAQ that the clock is plugged into, and the number of
slices (for slice FCS).
The parameters for each of the counters have to be set as well: the counter (ctr0
is pin PFI0 on the DAQ, ctr1 is pin PFI3), the initial count (most likely zero), the
count direction (most likely up), and the edge (on which edge, rising or falling, of the
clock pulse should the counts be recorded). The counters are marked “transmitted”
and “reflected” on the front panel, so make sure the counter you set for each (ctr0 or
ctr1) corresponds to the correct APD.
The block diagram is shown in figure L.2. When the program is started, the set
number of count measurement are recorded using the built-in DAQ Labview functions.
When that is done, the difference between adjacent elements in the intensity vectors
is calculated (because the count is cumulative), using the function “diff” (see figure
L.4). The new intensity for the transmitted light is displayed in a plot on the front
panel. The ACF of this intensity is calculated (using the function “ACF” shown
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in figure L.3) and the ACF is also displayed on the front panel. The transmitted
intensity is added to the reflected intensity to get the total intensity, the ACF is
calculated, and the total intensity and ACF is also plotted on the front panel. The
intensities and ACFs are written to a file. For slice FCS, loop over all of this for the
set number of slices.
The function “ACF” (fig. L.3) calculates the following equation

G(τ ) =

hδI(t)δI(t + τ )i
hI(t)i2

(L.1)

where δI(t) = I(t) − hI(t)i. A discrete version of this would be
n

1 1X
xj xj+k
Gj =
hI(t)i2 n k=1

(L.2)

where Gj is the ACF at time delay j, n is the length of the intensity vector, and x is the
vector of deviation from mean intensity δI(t). Labview has a built-in autocorrelation
function, the output of which is

yj =

n
X

xj xj+k

(L.3)

k=1

for j = −n . . . 0 . . . n.
So this ACF function takes the intensity, subtracts the mean, feeds this into
Labview’s autocorrelation function, keeps only the second half of the output (j =
0 . . . n), and divides this by the length n and the mean intensity squared hI(t)i2 ,
yielding the ACF of equation L.1 and L.2.
The function “diff” (fig. L.4) calculates the difference between adjacent elements
in a 1d array. This is what it does:
1. input = x = [a b c d e]
2. x0 = [0 a b c d e]
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3. x0 = [0 a b c d]
4. output = x − x0 = [a (b − a) (c − b) (d − c) (e − d)]
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Figure L.1: Front panel for two spot size FCS.
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Figure L.2: Block diagram for two spot size FCS.

Figure L.3: Block diagram for calculation of the autocorrelation function (ACF).

Figure L.4: Block diagram for calculation of the difference between adjacent elements of a vector.
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