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We study a multigrid method for nonabelian lattice gauge theory, the time
slice blocking, in two and four dimensions. For SU(2) gauge elds in two dimen-
sions, critical slowing down is almost completely eliminated by this method. This
result is in accordance with theoretical arguments based on the analysis of the
scale dependence of acceptance rates for nonlocal Metropolis updates. The gene-
ralization of the time slice blocking to SU(2) in four dimensions is investigated
analytically and by numerical simulations. Compared to two dimensions, the local
disorder in the four dimensional gauge eld leads to kinematical problems.
1
1 Introduction
Standard Monte Carlo algorithms for the simulation of Euclidian lattice eld theory close
to the continuum limit suer from critical slowing down (CSD): The autocorrelation time  ,
the time to obtain a new, useful measurement in a computer simulation, diverges with the
correlation length  like   
z
. The dynamical critical exponent z for local algorithms is
z  2. This means that close to the continuum limit, where the cuto (and the correlation
length) is increased, there is an enormous increase of computer time to calculate physical
observables to a given accuracy.
The development of fast Monte Carlo algorithms that can overcome CSD in numerical
simulations of nonabelian lattice gauge theory in four dimensions is an open problem. In
particular the nonabelian gauge groups SU(2) and SU(3) are of relevance for nonperturbative
calculations in the standard model of elementary particles.
For the dynamical critical exponent of the local heat bath algorithm in SU(3) only very
preliminary estimates are available up to now [1], consistent with z  2. The present state-of-
the-art algorithm for nonabelian gauge elds in four dimensions is overrelaxation [2]. For this
algorithm, rst estimates for z in SU(2) lattice gauge theory yielded z = 1:0(1) in physically
small volumes [3].
Methods that have been developed for spin models in order to overcome CSD completely
in the sense of z  0 are nonlocal algorithms: stochastic cluster algorithms [4] and multigrid
Monte Carlo techniques [5]. The status of nonlocal updating algorithms applied to continuous
gauge elds is as follows:
A fast cluster algorithm was found for 3+ 1-dimensional SU(2) gauge theory on a L
3
 T
lattice at nite temperature, but only in the special case T = 1 [6]. A cluster algorithm for
U(1) gauge theory in two dimensions based on the reduction of the gauge theory to a one
dimensional XY model was developed [7]. Apart from these special cases, no ecient cluster
algorithm for continuous gauge groups has been found up to now.
Therefore the development of stochastic multigrid methods for pure gauge elds is of
particular interest. Multigrid algorithms for U(1) gauge models were introduced and studied
in two and four dimensions [8, 9]. A dierent but related nonlocal updating scheme for
abelian lattice gauge theory in four dimensions is the multiscale method [10]. However, since
the phase transition of U(1) in four dimensions is believed to be a weak rst order transition,
it is not straightforward to judge on the potential of these methods to reduce CSD.
An attempt to understand why multigrid Monte Carlo is successful in beating CSD for
some models while it does not work as well for others, was made in [11, 12]: An analytic
calculation and analysis of acceptance rates for nonlocal Metropolis updating was performed.
The scale dependence of acceptance rates for interacting models was compared with the
behavior in free eld theory, where CSD is known to be eliminated by a multigrid algorithm.
By this kinematical analysis one can predict whether a specic multigrid procedure will have
the potential to overcome CSD in the simulation of a given model.
We will use this analysis as a guideline for the development of multigrid algorithms for
nonabelian gauge elds. To gain experience, we rst study the case of gauge group SU(2) in
two dimensions. We introduce a multigrid method for nonabelian gauge theory that treats
1
dierent time slices independently: the time slice blocking algorithm. The theoretical analysis
predicts that CSD can be eliminated by the time slice blocking. By numerical experiments
on systems with lattice sizes up to 256
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we check whether this is indeed the case.
In a second step we generalize the time slice blocking to SU(2) in four dimensions. Com-
pared to the two dimensional case we have to face additional diculties that are caused by
the local disorder of the gauge elds. We attempt to estimate the kinematical behavior of
the proposed algorithm in the weak coupling limit and study whether a reduction of CSD
can be expected. In numerical simulations, the time slice blocking algorithm in SU(2) in four
dimensions is compared with a local heat bath algorithm.
This paper is organized as follows: Section 2 is a brief review of the analysis of multigrid
algorithms. Most of the concepts that are needed for the treatment of nonabelian gauge elds
are introduced in section 3 in the context of SU(2) lattice gauge theory in two dimensions. A
multigrid procedure, the time slice blocking, is introduced. In section 4, SU(2) lattice gauge
theory in two dimensions is simulated with the time slice blocking. The procedure is generali-
zed from SU(2) in two dimensions to SU(2) in four dimensions in section 5. Section 6 reports
on a multigrid Monte Carlo simulation of SU(2) lattice gauge theory in four dimensions. A
summary is given in section 7.
2 Kinematical Analysis of Multigrid Algorithms
2.1 Multigrid Algorithms for Spin Models









on cubic d-dimensional lattices 
0
. We shall use dimensionless spin variables. Nonlocal Monte
Carlo updates are dened as follows: Divide the fundamental lattice 
0
in cubic blocks of
size l
d
(e.g. l = 2). This denes a block lattice 
1
. By iterating this procedure one gets a
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are dened on block lattices 
k
. They are averages of the fundamental eld  over




























where s is a real parameter. The shape of the nonlocal change is determined by the \coarse-














































and 0 else. One can also use smooth kernels that avoid large energy costs from the block
boundaries.
The s-dependent Metropolis acceptance rate for such proposals is given by

(s) = hmin[1; exp( H)]i ; (2.5)
where H = H( + s ) H().
2.2 Analysis of acceptance rates













= hHi denotes the average change in the fundamental Hamiltonian. Generally, the
formula yields precise estimates that are conrmed by the acceptance rates directly measured
in Monte Carlo simulations [11, 12]. We will use (2.6) to predict the acceptance rate 
(s)
for interacting models. Let us rst discuss free massless eld theory with action H() =
1
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with  = ( ;  ). In d dimensions one nds  = 2dL
B
for piecewise constant kernels, and,
for smooth kernels,  ! const if L
B
>> 1. (For a systematic study of dierent kernels see
ref. [12].) As a consequence, in massless free eld theory, to maintain a constant acceptance




constant kernels, whereas for smooth kernels the acceptance rates do not depend on the block
size. At least for free eld theory, the disadvantage of the piecewise constant kernels can be
compensated for by using a W-cycle instead of a V-cycle. Smooth kernels can be used only
in V-cycle algorithms.
The kinematical analysis of interacting models is a comparison of the scale dependence of
acceptance rates for interacting models with the behavior in free eld theory, where CSD is
known to be eliminated by a multigrid algorithm.
Analyzing multigrid algorithms, two classes of models were found [11, 12]: For the rst
class, s has to be rescaled like L
 1
B
for piecewise constant and for smooth kernels. Compared
to free eld theory, this is a dramatic decrease of acceptance when the blocks become large.
It is therefore unlikely that any multigrid algorithm - based on nonlocal updates of the type
discussed here - will be successful for such models.
1
For the second class, the scale behavior of acceptance rates is as in free eld theory. For
almost all models of the second class, at least a substantial reduction of CSD could be achieved
1
A simple random walk argument suggests that a higher multigrid cycle could overcome this diculty. At
least in the Sine-Gordon model this is not the case [14].
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[15, 16, 8]. An exception is the 2d XY model in the vortex phase. There z  1:4 was found
[17]. This shows that good acceptance rates alone are not sucient to overcome CSD.
All results of the analysis are consistent with the following rule: Suciently high accep-
tance rates for a complete elimination of CSD can only be expected if h
1
= hH(+s ) H()i







. Formulated dierently, an intuitive guide-
line for the development of new multigrid methods is [18]: A piecewise constant update of a
nonlocal domain should have energy costs proportional to the surface of the domain, but not
energy costs proportional to the volume of the domain.
We will use this heuristic criterion in the development of multigrid algorithms for gauge
elds. The intuitive guideline can always be made precise by performing a quantitative
acceptance analysis.
3 Multigrid algorithms for nonabelian lattice gauge
elds in two dimensions









The link variables U
x;
take values in the gauge group U(1) or SU(N), and dU denotes










The sum in (3.2) is over all plaquettes in the lattice. The U
P

















denotes the hermitean conjugate (= inverse) of U .
3.1 Basic idea
A rst multigrid Monte Carlo algorithm for abelian gauge elds was implemented and tested
by Laursen, Smit and Vink for U(1) lattice gauge theory in two dimensions [8]. It was
inspired by a deterministic multigrid procedure for the minimization of a Hamiltonian of
the form arising in lattice gauge theory [19]. We review their basic updating concept in the
unigrid language.







and a direction  with  = 1 or 2. During the update,  will be kept xed. All
the link variables U
x;
attached to sites x inside the block x
0
o









where the \rotation" matrix R
x
is taken from the gauge group U(1). In the reported work
piecewise constant rotation matrices R
x
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3.2 Comments and possible modications
Let us denote the time slice of lattice sites with  -component t as 

t





Here the name \time" direction has no physical meaning. We use this word to label the xed
direction of link variables that are updated simultaneously. The time direction in an update
algorithm will be changed periodically from  = 1 to  = 2. In the following, we will denote
the time direction with  and the spatial direction(s) dierent from  with .
In the unigrid picture a general feature of nonlocal updating schemes in lattice gauge theory
is transparent: As long as we restrict the possible nonlocal changes in the conguration to
link variables U
x;
of a xed time direction  and keep all other variables U
x;
with  6= 
unchanged, adjacent time slices decouple. This is illustrated in gure 2.
Here, link variables U
x;






are shown. The point is that there are only plaquette terms in the Hamiltonian that contain
link variables U
x;
pointing from sites x in the same time slice 

t







means that the link variables pointing from sites in 

1
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Figure 3: Geometry of the time slice blocking: The marked link variables are updated simul-
taneously. The bottom of the block is indicated by a dashed line.
as long as all other U
x;
with  6=  are xed. In particular, the rotation matrices R
x
need
not to be smooth in the  -direction. From now on we choose the R
x
to be constant in that
direction.
Since updates of link variables in dierent time slices are statistically independent, two
dierent nonlocal update schemes are possible: the time slice blocking and the square blocking.
In the time slice blocking method updates of one dimensional blocks of size L
B
are performed
on separate time slices 

t
in sequence. In the square blocking scheme as used by Laursen,




blocks out of \staples" of L
B
one dimensional blocks of
size L
B
and performs the updates on this square block simultaneously. The analysis of the
kinematics is the same for both schemes. For simplicity we are going to adopt the time slice
blocking in the following.
An important point is that the decoupling of time slices is independent of the gauge group
and carries over to higher dimensions. We are going to use this fact as a basic ingredient of
nonlocal updating schemes for nonabelian gauge elds.
3.3 The nonabelian character of the gauge eld
Our method for a nonlocal updating procedure for nonabelian SU(2) gauge elds in two
dimensions is based on the time slice blocking. It is illustrated in gure 3. We start the






within a time slice 

t
and update all link variables U
x;














where the \rotation" matrices R
x
are in SU(2). We parametrize them as
R
x
(~n; s) = cos(s 
x
=2) + i sin(s 
x
=2)~n~ ; (3.6)
where ~n denotes a three dimensional real unit vector, and the 
i
are Pauli matrices. ~n will
be taken randomly from the three dimensional unit sphere, and  will have support on the




The simplest version is a piecewise constant \rotation", where R
x
is a rotation matrix R




























Figure 4: Change of plaquette during naive nonlocal updating

















































with the notations as in gure 4. Let denote the links




as the links in the bottom of the block, as marked in gure 3. In the abelian case the rotation
matrix R and the link variable in the bottom of the block U
1





, i.e. the plaquettes in the interior of the block would remain unchanged.
But since our gauge group is nonabelian the resulting change of the plaquette by this naive
generalization would lead to energy costs proportional to the volume of the block.
As formulated in the intuitive guideline at the end of section 2, energy costs proportional
to the volume of the block lead to an algorithmic mass term that suppresses the amplitudes of
the nonlocal moves on large scales. Therefore the naive generalization will suer from CSD.
This does not come as a surprise. Due to the gauge invariance of the model, the link
variables do not have a gauge invariant meaning. Therefore the rotation R that is constant
over the block for a given gauge can be arbitrarily rough and disordered after a gauge trans-
formation. It is therefore natural to assume that the rotation matrices have to be chosen in
a gauge covariant way.
3.4 Gauge covariant time slice blocking algorithm






























commute. In the nonabelian case a plaquette in the interior of the block















































. If we choose the
g-matrices in such a way that the link variable U
g
1
in the bottom of the block is equal to
unity, it will commute with an arbitrary rotation matrix R. Then the plaquettes in the
interior of the block stay unchanged as in the abelian case. (The bottom of the block is
indicated in gure 3.)
From this discussion we are led to the following gauge condition: Choose the g-matrices


















In other words: All gauge transformed link variables in the one dimensional bottom of the
block should be equal to unity. We denote this gauge condition as block axial gauge. Note










for all x 2 x
0
: (3.12)
Although we use the term \gauge condition" here, we do not intend to perform the gauge











The gauge transformation properties of these updates are as follows: If we apply an









































































































the updating commutes with a gauge transformation h and is therefore gauge covariant.
Let us summarize the steps of the time slice blocking scheme for SU(2) in the unigrid
language:





that is contained in the slice 

t
. All link variables U
x;
pointing from sites x inside the block in  -direction will be moved simultaneously.




= 1 for all link variables in the bottom of the block.
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(~n; s) = cos(s 
x
=2) + i sin(s 
x
=2)~n~ : (3.18)
s is a uniformly distributed random number from the interval [ "; "], ~n is a vector
selected randomly from the three dimensional unit sphere, and  is a one dimensional
kernel.
4. Calculate the associated change of the Hamiltonian H and accept the proposed link
variables with probability min[1; exp( H)].
The detailed balance condition is fullled by this updating scheme: For the naive version
with g = 1 it is straightforward to show that the detailed balance condition holds, since the
rotation matrices R
x
are chosen according to a probability distribution which is symmetric
around unity.
If we now take g according to some gauge condition, we have to be careful that we get the





is performed. Otherwise this move would not
be reversible. In other words: The gauge condition yielding g must not depend on U
x;
. This
is indeed the case, since only link variables U
x;
with  6=  enter in the block axial gauge
condition.
The details of an implementation and simulation of the covariant time slice blocking
algorithm for SU(2) gauge elds will be described in section 4.
3.5 Acceptance analysis of the proposal












































, and  stands for a one dimensional interpolation kernel. The
relevant quantity for the acceptance rates is h
1
= hHi. If we assume that the g-matrices are



















































= ( ;  ). Remember that for the time slice blocking in two
dimensions  is a one dimensional kernel.
9
Thus the kinematical behavior of this method is the same as that of the massless Gaussian
model in one dimension. Since we do not expect any additional topological problems to occur
for SU(2) in two dimensions, we expect a successful acceleration of the simulation by the
proposed time slice blocking algorithm. This prediction will be veried in in section 4.
4 Multigrid Monte Carlo simulation of SU (2) lattice
gauge elds in two dimensions
4.1 Implementation of the time slice blocking
For a concrete implementation of the time slice blocking method as introduced in section 3
we choose a unigrid algorithm with piecewise linear interpolation and a V-cycle.
Although the analysis of nonlocal updates in section 3 was performed in terms of a Metro-
polis version, we are going to use a heat bath version of the nonlocal moves in our simulation.
We think that the change of the update method from Metropolis to heat bath will not aect
the dynamical critical behavior in a substantial way. The advantage of the heat bath updating
is that there are no tuneable parameters such as the Metropolis step size "(L
B
).
A heat bath implementation of nonlocal time slice blocking updates is possible if we use
one dimensional piecewise linear interpolation and update in U(1) subgroups of SU(2). This
will be described in the following.
Compared to section 3, we formulate the piecewise linear interpolation in a dierent lan-
guage: Assume that the g-matrices dened according to the block axial gauge condition (3.11)
have been applied as a gauge transformation in the bottom of the block x
0
o
. Then the gauged
link variables in the bottom of the block are equal to unity. Now a piecewise linear block
update is formulated by multiplying the L
B
gauged link variables U
g
x;
pointing in  -direction
















; : : : ; R. R is
given by
R(~n; ) = cos() + i sin()~n~ ; (4.1)
where the randomly chosen three-dimensional vector ~n species the direction of a U(1) sub-





) = Tr(RV ) = Tr(V ) cos() + Tr(i~n~V ) sin() ; (4.2)
with the SU(2) matrix V = U
g
P
or V = U
g
P
. By summing over all changed plaquettes (4.2)
we obtain an overall change in the Hamiltonian of the form
H(U
0
) = a cos() + b sin() + const ; (4.3)





we use the fast vectorizable method of Hattori and Nakajima [20].
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The sequence of updates is organized as follows: We start with a V-cycle of time slice
blocking updates on the links U
x;
pointing in the  = 1 direction. The largest block size
is L=2 on a L  L lattice. This means that the sequence of updated block sizes is L
B
=
2; 4; : : : L=2; L=2; L=4 : : : 2. When all time slices have been updated by a V-cycle, we perform
a sweep of local SU(2) heat bath updates through all links on the lattice. Here we use the
\incomplete" Kennedy-Pendleton [21] heat bath algorithm with one trial per link. This means
that in a sweep through the lattice not all links but only a very high percentage of them are
updated. The advantage is that scalar operations on a vector computer are avoided [22].
Then we do a V-cycle on all links pointing in the  = 2 direction and again a local heat bath
sweep. This sequence is repeated periodically.
Measurements are performed after each local heat bath sweep. To avoid eects from
xed block boundaries, we use stochastically overlapping blocks [16] by applying a random
translation before each V-cycle.
In order to save computer time we use a slight modication of the gauge condition. Recall





































= 1; : : : L  1 : (4.6)
In other words: all spatial links but the last link are gauged to one within the bottom of a
time slice.
The computational advantage of this slight change in the gauge condition is that for the
block axial gauge the g-matrices have to be calculated for each block lattice individually. For
the axial gauge the g-matrices are the same for all block lattices and they do not change during
the updating on dierent block lattices with dierent L
B
. Therefore we have to calculate them
only once before performing the entire V-cycle. The gauge covariance properties of the update
are not aected by this modication.
4.2 Simulation and results





)i ; where U(C
I;I
)
is the parallel transporter around a rectangular Wilson loop C
I;I
of size I  I. On an L L-
lattice we measure W (1; 1);W (2; 2);W (4; 4);W (8; 8); : : : ;W (L=2; L=2). Another important
class of quantities is built up from timelike Polyakov loops. A Polyakov loop at the one


































In order to investigate the dynamical critical behavior of the multigrid algorithm, we
simulate a sequence of lattices with xed physical size L  10, where the correlation length
 is related to the string tension by  by  = 1=
p
. Then we have to use lattice sizes and
 values such that L
2
= is constant. If we choose this large ratio of L=, nite size eects
are negligible. The detailed run parameters are given in table 1. The quoted correlation
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length is calculated by the exact solution [23] in the innite volume limit. We started our
runs from ordered congurations with all link variables set equal to unity. After equilibration,
measurements were taken after each local heat bath sweep through the lattice.
Table 1: Run parameters for the multigrid Monte Carlo simulation of two dimensional SU(2)
lattice gauge theory.
 4 16 64 256 1024
L 16 32 64 128 256
 1.55 3.22 6.51 13.05 26.12
The static results of the simulation are given in table 2. All our results for the Wilson













) are quoted, which are the loops of about the size of a correlation
length squared. We observed that these loop sizes have the largest autocorrelation times
among the Wilson loops.
In general we found a very fast decorrelation of subsequent congurations in the Markov
chain. Typically the autocorrelation function (t) dropped to zero within errors after 3   5
measurements. Therefore it was impossible to look for an exponential regime in the decay
of (t). We tried to estimate integrated autocorrelation times 
int
with a self consistent
truncation window of 4
int
[24]. The results for the integrated autocorrelation times are given
in table 3. Estimates for 
int
are only quoted if we observed that (t) was positive in the
entire interval from t = 0 to t = 4
int
. Note that 
int
is dened such that 
int
= 0:5 in the
case of complete decorrelation. All our runs are longer than 30 000
int
.
In summary, all  's are smaller or consistent with one in the range of parameters studied,
with a very weak tendency to increase with increasing lattice size. Due to the ambiguities of
the estimation of  in the situation of almost complete decorrelation, we do not want to give
an estimate for z here. We only state that the results indicate that CSD is almost completely
eliminated by the time slice blocking algorithm.
Table 2: Static observables in the two dimensional SU(2) lattice gauge theory on L  L
lattices, L=  10.


















16 100 000 10 000 0.65816(10) 0.18751(14) 0.0002(4) 0.01564(7)
32 100 000 10 000 0.67917(4) 0.21287(12) 0.0002(3) 0.00855(4)
64 50 000 10 000 0.68525(6) 0.2204(2) -0.0003(5) 0.00610(5)
128 40 000 5 000 0.68688(6) 0.2222(3) 0.0008(9) 0.00545(8)
256 40 000 5 000 0.68720(7) 0.2232(2) 0.0001(6) 0.00519(4)
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Table 3: Integrated autocorrelation times 
int
for the two dimensional SU(2) lattice gauge
theory on L  L lattices, L=  10. If no value is given, we found almost complete decorre-
lation.

























16 100 000 10 000 0.54(1) - - -
32 100 000 10 000 - 0.60(1) - -
64 50 000 10 000 0.67(1) 0.70(1) 0.71(1) 0.59(1)
128 40 000 5 000 0.76(2) 0.74(2) 0.92(2) -


























































































































Figure 5: Illustration of the geometry of time slice blocking in three dimensional lattice gauge
theory.
5 Multigrid methods for nonabelian lattice gauge elds
in four dimensions
5.1 Covariant time slice blocking for SU (2) in four dimensions
We now discuss a generalization of the covariant time slice blocking algorithm of section 3
from two dimensions to four dimensions. Many steps of the two dimensional method can
be translated directly to the four dimensional case. Other features such as the nontrivial
background eld in the bottom of higher dimensional blocks will require a rened treatment.
Nonlocal updates can be dened as shown in gure 5 (for simplicity illustrated in three


















. All the link variables U
x;
attached to sites x inside the block x
0
o
























2 SU(2). The rotation matrices R
x




(~n; s) = cos(s 
x
=2) + i sin(s 
x
=2)~n~ ; (5.2)
where ~n denotes a three-dimensional real unit vector, and the 
i
are Pauli matrices.  will




Up to now the g-matrices are arbitrary. In the two dimensional case we have chosen
them according to the block axial gauge (3.11): Choose the g-matrices in the one dimensional

















transformed link variables U
g
x;
in the bottom of the block were equal to unity and for the
case of piecewise constant interpolation the plaquettes in the interior of the block stayed
unchanged (recall the discussion following gure 4). Therefore only the two plaquettes at the
boundary of a block contributed to the energy change of a piecewise constant update. The
energy cost was proportional to the surface of the block, not proportional to the volume of
the block.
By choosing the block axial gauge in two dimensions we used the fact that we always can
gauge link variables along a one dimensional open line to unity. Any nontrivial content of the
gauge eld in the one dimensional bottom of the block could be shifted outside of the block
by applying the block axial gauge.
However in more than two dimensions, the bottom of a block will contain closed loops
(see gure 5). Since a parallel transporter along a closed loop is gauge invariant, we can not
get rid of the nontrivial curvature that is contained in the loop by any gauge transformation.
Therefore for nontrivial gauge elds we can not nd a gauge transformation g such that U
g
= 1
for all link variables in the bottom of the block x
0
o
. This means that for nontrivial gauge elds
all timelike plaquettes that share a link with the bottom of the block will contribute to the
average energy change of the update.
The intuitive guideline for the development of multigrid methods from section is [18]: A
piecewise constant update of a nonlocal domain should have energy costs proportional to the
surface of the domain, but not energy costs proportional to the volume of the domain.
Unfortunately, according to the discussion above, the nontrivial background eld in the
bottom of the block will lead to energy costs proportional to the volume of the block. Let us
nevertheless attempt to have as little energy costs as possible:
Consider the extreme case of  ! 1. Then the allowed congurations are pure gauges,
i.e. congurations that are gauge equivalent to U
x;
= 1 for all x; . If we choose g as the
transformation that brings all links to unity, it is obvious that the plaquettes in the interior
of the block will not be changed by a piecewise constant update. In particular, to have this
property, it is sucient to gauge all links inside the bottom of the block to unity. This
consideration leads to the following gauge condition: Choose g as the gauge transformation



















We call this gauge \block Coulomb gauge". For nite  this gauge will not bring all the links
in the bottom of the block to unity, but still as close to unity as possible. Therefore the gauge
eld in the bottom of the block is as smooth as possible. This leads to a kind of minimization
of the energy costs from the interior of the block. Note that in two dimensions the block
Coulomb gauge condition reduces to the block axial gauge (3.11).
The main dierence compared to the two dimensional case is that we have to expect that




property is caused by the fact that in four dimensions the gauge eld in the bottom of the
block is smooth but nonzero. This will lead to an algorithmic mass term that grows quadratic
with the block dimension L
B
. We are going to investigate the behavior of this algorithmic
mass in detail below.
In summary, the steps of the nonlocal updating scheme for SU(2) in four dimensions are
similar to two dimensions, apart from two modications:










All link variables U
x;
pointing from sites x inside the block in  -direction will be moved
simultaneously.
2. Find the g-matrices dened by the block Coulomb gauge condition
The argument that the detailed balance condition is fullled by this updating scheme
is analogous to the two dimensional case (cf. section 3). The only additional point is that
although we only have an iterative gauge xing algorithm in four dimensions, we do not have
to x the gauge perfectly. If we always use the same procedure in nding g (e.g. a given
number of relaxation sweeps starting from g = 1), we will always get the same g and the
nonlocal update is reversible.
5.2 Acceptance analysis for nonlocal SU (2)-updates
First numerical studies revealed that there is no substantial dierence in the acceptance
rates when instead of using the block Coulomb gauge condition one uses the Coulomb gauge




















= maximal : (5.4)
From a practical point of view the Coulomb gauge condition is very convenient: The g-
matrices can be calculated once and then be used for all block sizes L
B
. In the block Coulomb
gauge they would have to be recalculated for every individual block lattice. In addition, the
relaxation algorithm to determine the g-matrices according to the Coulomb gauge condition
can be vectorized in a straightforward way.



























































is dened analogously. The relevant
quantity for the acceptance rates is h
1
= hHi. For piecewise constant kernels and the gauge








































To the rst term in eq. (5.6) all links contribute that are entirely inside the block, whereas
the second term contains the contributions of all links that have one site in common with





. This is exactly the
behavior of a mass term that, as we have learned in the previous sections, can be toxic for the
multigrid algorithm. Note that the Coulomb gauge attempts to minimize this mass term by








To have a physical interpretation of m
D
let us discuss the \disorder scale" l
D
that is given by












If the block size L
B
gets of the order of the disorder scale l
D
, the mass term in eq. (5.6)
becomes of order one, and the amplitudes of the nonlocal moves become suppressed. Now the
crucial question is: How does the scale l
D
behave for large  in comparison with the physical
correlation length ? ( is given by the inverse glueball mass or the inverse square root of the
string tension.) If l
D
scaled with  the algorithm could eciently create uctuations up to








In 4-dimensional SU(2) lattice gauge theory the correlation length is known to increase ex-
ponentially fast with . Therefore, for eq. (5.11) to hold, we would need that the disorder
mass m
D
decreased exponentially fast with increasing . Formulated dierently, the crucial
question is whether or not m
D
scales like a physical mass.




by Monte Carlo simulations for several values of . For the details of
these simulations see ref. [12]. There we also checked the approximation formula (2.6) for
acceptance rates. It turned out to be precise also in the case of nonabelian gauge elds.
In table 5 we display the ratios of the disorder mass m
D
with two physical masses, the
square root of the string tension  and the lowest glue ball mass m
0
+
. The estimates for the
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Table 4: Monte Carlo results for m
D
and P





2:4 0.507(2) 0.6305(3) 10 000
12
4
2:4 0.4957(4) 0.6300(2) 10 000
16
4
2:4 0.4955(2) 0.62996(5) 10 000
8
4
2:6 0.497(4) 0.6703(1) 30 000
12
4
2:6 0.465(2) 0.6702(1) 20 000
16
4
2:6 0.4644(3) 0.67004(5) 10 000
20
4
2:6 0.4650(2) 0.67008(5) 5 000
Table 5: Comparison of m
D
with physical masses

















2:4 0:4955(2) 0:258(2) 0:94(3) 1:92 0:53
20
4
2:6 0.4650(2) 0.125(4) 0.52(3) 3:72 0:89
physical masses are taken from ref. [25]. The results show that the disorder mass is nearly
independent of  in the range studied, whereas the physical masses decrease by roughly a
factor of two. Thus, m
D
is not scaling like a physical mass for the couplings studied here. We
conclude from this that for large blocks the term quadratic in L
B
will strongly suppress the
acceptance rates even when the ratio of correlation length and block size L
B
is kept constant.
From this kinematical analysis it is clear that we can not expect that CSD will be elimi-
nated by such nonlocal updates.





denition (5.7) of A it is clear that A vanishes for large  because U
g
x;
goes to unity in this
limit. Since A is a quantity that is dened on the scale of the plaquette, it is dominated by
the local disorder. A has nothing to do with collective excitations of the gauge eld that are
responsible for the formation of glueballs with a mass that decreases exponentially in . The































In four dimensions the range of  values and lattice sizes studied here is too small to check the
large  behavior of m
D
in detail. The analogous situation was investigated in two dimensions
[18]. There, Monte Carlo estimates of m
D





6 Multigrid Monte Carlo simulation of SU (2) lattice
gauge elds in four dimensions
6.1 Implementation of the time slice blocking
The time slice blocking scheme for SU(2) in four dimensions is implemented as a recursive
multigrid algorithm with piecewise constant interpolation and a W-cycle. This is feasible by
updating in xed U(1) subgroups of SU(2). (A detailed description of this implementation is
given in [18].) This procedure is applied to a xed time slice.
The sequence of the updating on dierent time slices is as follows: On an L
4
-lattice we
visit the L time slices 
1
t
, t = 1; : : :L. In this way, all link variables U
x;1
on the lattice that
point in the 1-direction are updated in a nonlocal way on block lattices with L
B
= 2; 4; : : :.
Then we perform a local Creutz heat bath sweep through all links on the lattice. Now we
change the time direction  from  = 1 to  = 2: We visit the L time slices 
2
t
, t = 1; : : :L,
again followed by a sweep of local heat bath updates. The same scheme (a visit of all time
slices and a local heat bath sweep) is repeated also for the  = 3 and  = 4 direction, such
that all the link variables U
x;
have been updated in a nonlocal manner for all  = 1; : : : 4.
This sequence is repeated periodically.
Observables are measured after each local heat bath sweep. In addition, we perform a
random translation of the lattice after each local heat bath sweep in order to avoid eects
from xed block boundaries [16].
6.2 Simulation and Results





)i ; where U(C
I;I
)
is the parallel transporter around a rectangular Wilson loop C
I;I
of size I  I. On the 8
4
-
lattice we measure W (1; 1), W (2; 2), and W (4; 4). Another important class of quantities is
built up from timelike Polyakov loops. A Polyakov loop at the three dimensional spatial



































the sign of the lattice averaged Polyakov loop sign(








In order to study the acceleration by the multigrid algorithm, we compare the autocorre-
lations of the nonlocal algorithm with a standard local Creutz heat bath algorithm. Precise
measurements of autocorrelation times  require high statistics simulations with run lengths
18
of at least 1000  10 000 . For reasons of computer time we decided to simulate on relatively
small lattices. The algorithms are compared on a 8
4
-lattice at  = 2:2, 2:4 and 2:6. We
started the local heat bath runs from ordered congurations (all link variables set equal to
unity) and discarded a suitable number of iterations for equilibration. For the multigrid si-
mulations we used warm starts from already equilibrated congurations. Measurements were
taken after each local heat bath sweep.
With these run parameters the computer time needed by our implementation on a CRAY
Y-MP for one measurement on the 8
4
-lattice by the multigrid procedure is about a factor
of 2:8 larger than the time needed for one measurement by the Creutz heat bath algorithm.
This factor could still be lowered by using a multigrid method for gauge xing [27].
Table 6: Comparison of the exponential autocorrelation times of heat bath (HB) and multigrid
(MG) simulations for dierent observables on the 8
4
lattice.
 2.2 2.4 2.6
algorithm HB MG HB MG HB MG
statistics 100 000 50 000 100 000 100 000 100 000 100 000
discarded 10 000 equi. 10 000 equi. 10 000 equi.

W (1;1)
6.9(2.9) 10.3(3.5) 5.7(1.5) 13(9) 1.8(6) 1.9(1.0)

W (2;2)
6.9(1.7) 8.0(1.8) 26(6) 35(7) 4.0(1.2) 2.9(6)

W (4;4)













5.3(1.2) 5.2(1.3) 92(13) 68(6) 275(41) 277(39)





P ) we give a comparison of the autocorrelation functions of the multigrid algorithm with
the heat bath algorithm for  = 2:4 in gure 6.
We found that the autocorrelation functions (t) do not in general show a pure exponential
decay but exhibit a crossover from a fast mode to a slow mode that eventually governs the
asymptotic decay for large t. Therefore the measurement of the integrated autocorrelation
time 
int
with a self consistent truncation window of 4
int
might not capture the asymptotic
decay of (t) correctly. In the present case we decided to extract a rough estimate of the
exponential autocorrelation time 
exp
and the corresponding errors by the following procedure:
We plotted the (t) with error bars on a logarithmic scale and decided at what value of t the
asymptotic exponential behavior started. Then we drew the highest and lowest straight lines
that were compatible with the data in the asymptotic regime. The errors are given such that
the highest and the lowest value of 
exp
lie at the ends of the interval result  error.
All our results for the exponential autocorrelation times 
exp
of the multigrid and the heat






P ) at  = 2:4,
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see also gure 6. In this case the supercial gain of the multigrid algorithm is a factor of
1:4. However the computational overhead of the multigrid method compared to the heat bath
algorithm (a factor of 2:8 in our implementation) was not yet taken into account. So there is


































































































































Figure 6: Comparison of the autocorrelation functions (t) for the heat bath
(HB) and multigrid (MG) algorithm for SU(2) on the 8
4
-lattice at  = 2:4. Top:
Polyakov loop

P , bottom: average sign of Polyakov loop sign(

P ).
7 Summary and Conclusions
We discussed multigrid algorithms for lattice gauge theory in two and four dimensions. An
important observation is the statistical decoupling of adjacent time slices as long as only link
variables in the time direction are updated. The time slice blocking algorithm is based on
this property. The statistical independence of adjacent time slices is independent of the gauge
group and of the dimensionality.
The nonabelian character of the gauge eld was rst discussed in two dimensions. We
proposed the gauge covariant time slice blocking for SU(2) in two dimensions that is parti-
cularly adapted to the nonabelian character. From the kinematical analysis we could expect
a strong reduction of CSD in a simulation of the proposed algorithm.
A multigrid Monte Carlo algorithm using the time slice blocking method with piecewise
linear interpolation was implemented in the unigrid style with a V-cycle. We used a heat bath
20
version in randomly chosen U(1) subgroups. The simulations were performed on physically
large lattices of the size 10  10.
All observed integrated autocorrelation times were found to be smaller or consistent with
one on lattice sizes up to 256
2
, with a very weak tendency to increase with increasing lattice
size. Therefore we conclude that the time slice blocking algorithm eliminates CSD almost
completely.
It is fair to say that we used a special feature of two dimensional lattice gauge theory: In
the innite volume limit or for open boundary conditions one can decouple two dimensional
lattice gauge theory to a set of independent one dimensional spin models by choosing the
axial gauge. Although we use periodic boundary conditions here, our method is very much
in the spirit of updating on independent time slices.
We discussed whether this concept is still successful if we generalize it to four dimensions.
There, new diculties occur that are due to the nontrivial background eld in the bottom of
the blocks. We investigated the scale dependence of acceptance rates in detail. Here we found
that an algorithmic mass term generated by the disorder in the background eld suppresses
the acceptance rates on large blocks. From our kinematical analysis we can not expect that
the proposed algorithm will have a chance to reduce the dynamical critical exponent below
z  2. However, compared to local Monte Carlo algorithms one could still nd an acceleration
of the dynamics by a constant factor, depending on the details of the implementation.
This question was adressed by an implementation of the multigrid Monte Carlo algorithm
in four dimensions. We used the time slice blocking method and piecewise constant interpola-
tion with a W-cycle in a recursive multigrid version by updating in U(1) subgroups of SU(2).
Simulations with gauge couplings  = 2:2, 2:4 and 2:6 were performed on an 8
4
-lattice.
Apart from a modest acceleration of Polyakov loop observables at  = 2:4 by a factor
of 1:4, no improvement was found compared to a local heat bath algorithm. Since the nonlocal
update procedure has a computational overhead of a factor of 2:8 on the 8
4
-lattice (on a CRAY
Y-MP), there is no net gain but even a loss in CPU-time. This factor depends however on
the details of the implementation.
Since from the theoretical analysis (section 5) one can not expect a lower dynamical critical
exponent z, there is no hope that on larger lattices the method will perform better.
Possible improvements of our nonlocal updating scheme were investigated by Gutbrod [28].
Starting from the Coulomb gauge, he uses an additional smoothing by taking a quadratic
approximation to the action and updating in terms of approximate eigenfunctions. The
resulting nonlocal updates are performed as (approximately) microcanonical overrelaxation
steps. Asymmetric lattices of size L
3
T with T >> L and anisotropic couplings (e.g.  = 4:5
in the time direction and  = 3:0 in the space directions) are used. The results indicate a
supercial gain of a factor of 1:5   3 compared to a local overrelaxation algorithm. However
if the (implementation dependent) computational overhead of the nonlocal method is taken
into account, the net gain is marginal.
21
Acknowledgments
We would like to thank F. Gutbrod, G. Mack and A. D. Sokal for helpful discussions. This
work was supported in parts by the Deutsche Forschungsgemeinschaft, the German Israeli
Foundation and the MINERVA Foundation. The simulations were performed on the CRAY
Y-MP of the HLRZ in Julich.
22
References
[1] QCD-TARO collaboration, K. Akemi et al., preprint FUP-93-02, December 1993, to
appear in: Lattice '93, Proceedings of the International Symposium for Lattice Field
Theory, Dallas, USA, October 1993.
[2] M. Creutz, Phys. Rev. D 36 (1987) 515;
F.R. Brown, T.J. Woch, Phys. Rev. Lett. 58 (1987) 2394;
for a review, see, e.g.,
S.L. Adler, in: Lattice '88, Proceedings of the International Symposium, Batavia, USA,
1988, A.S. Kronfeld, P.B. Mackenzie, eds., [Nucl. Phys. B (Proc. Suppl.) 9 (1989) 437].
[3] M. Luscher, R. Sommer, U. Wol, P. Weisz, Nucl. Phys. B 380 (1992) 621.
[4] R.H. Swendsen, J.S. Wang, Phys. Rev. Lett. 58 (1987) 86;
U. Wol, Phys. Rev. Lett. 62 (1989) 361.
[5] G. Parisi, in: Progress in Gauge Field Theory, Proceedings of the Cargese Summer
Institute, Cargese, France, 1983, G. 't Hooft et al., eds., (Plenum, New York, 1984);
J. Goodman, A.D. Sokal, Phys. Rev. Lett. 56 (1986) 1015;
G. Mack, in: Nonperturbative Quantum Field Theory, Proceedings, Cargese, France,
1987, G. 't Hooft et al., eds., (Plenum, New York, 1988).
[6] R. Ben-Av, H.G. Evertz, M. Marcu, S. Solomon, Phys. Rev. D 44 (1991) 2953.
[7] R. Sinclair, Phys. Rev. D 45 (1992) 2098.
[8] M.L. Laursen, J. Smit, J.C. Vink, Phys. Lett. B 262 (1991) 467.
[9] M.L. Laursen, J.C. Vink, Nucl. Phys. B 401 (1993) 745.
[10] G. Bhanot, S.L. Adler, Phys. Rev. Lett. 66 (1991) 1806;
G. Bhanot, S.L. Adler, T. Lippert, K. Schilling, P. Ueberholz, Nucl. Phys. B 368
(1992) 745.
[11] M. Grabenstein, K. Pinn, Phys. Rev. D 45 (1992) 4372.
[12] M. Grabenstein, K. Pinn, J. Stat. Phys. 71 (1993) 607.
[13] S. Gupta, A. Irback, F. Karsch, B. Petersson, Phys. Lett. B 242 (1990) 437.
[14] M. Grabenstein, B. Mikeska, Phys. Rev. D 47 (1993) 3101.
[15] M. Hasenbusch, G. Mack, S. Meyer, in: Lattice '90, Proceedings of the International
Symposium, Tallahassee, USA, 1990, U.M. Heller, A.D. Kennedy, S. Sanielevici, eds.,
[Nucl. Phys. B (Proc. Suppl.) 20 (1991) 110];
R.G. Edwards, S.J. Ferreira, J. Goodman, A.D. Sokal, Nucl. Phys. B 380 (1992) 621.
[16] M. Hasenbusch, S. Meyer, Phys. Rev. Lett. 68 (1992) 435.
23
[17] R.G. Edwards, J. Goodman, A.D. Sokal, Nucl. Phys. B 354 (1991) 289;
A. Hulsebos, J. Smit, J.C. Vink, Nucl. Phys. B 356 (1991) 775.
[18] M. Grabenstein, Ph.D. thesis, preprint DESY 94-007, hep-lat 9401024, January 1994.
[19] J. Goodman, A.D. Sokal, Phys. Rev. D 40 (1989) 2035.
[20] T. Hattori, H. Nakajima, preprint UTUP-95, hep-lat 9210016, October 1992.
[21] A. Kennedy, B. Pendleton, Phys. Lett. B 156 (1985) 393.
[22] K. Fredenhagen, M. Marcu, Phys. Lett. B 193 (1987) 486.
[23] R. Balian, J.M. Droue, C. Itzykson, Phys. Rev. D 10 (1974) 3376;
D.J. Gross, E. Witten, Phys. Rev. D 21 (1980) 446.
[24] N. Madras, A. D. Sokal, J. Stat. Phys. 50, (1988) 109, Appendix C.
[25] C. Michael, M. Teper, Phys. Lett. B 199 (1987) 95.
[26] M. Creutz, Quarks, Gluons and Lattices, (Cambridge University Press, Cambridge,
1983).
[27] A. Hulsebos, M.L. Laursen, J. Smit, A.J. van der Sijs, in: Lattice '90, Proceedings
of the International Symposium, Tallahassee, USA, 1990, U.M. Heller, A.D. Kennedy,
S. Sanielevici, eds., [Nucl. Phys. B (Proc. Suppl.) 20 (1991) 110];
A. Hulsebos, J. Smit, J.C. Vink, Phys. Lett. B 291 (1992) 431.
[28] F. Gutbrod, preprint DESY 92-185, December 1992.
24
