Abstract. In this work, we prove that the singularities (in a fractional Sobolev space) of the classical solutions of the Vlasov-Poisson-Boltzmann equation are propagated along the characteristics of the Vlasov-Poisson equation, and decay exponentially.
1. Introduction. We consider the Vlasov-Poisson-Boltzmann equation of plasma physics:
where f := f (t, x, v) is the nonnegative density of (charged) particles which at time t ∈ IR + and point x ∈ IR 3 move with velocity v ∈ IR 3 ; and U := U (t, x) is the electrostatic potential.
In formulas (1) -(3), f 0 := f 0 (x, v) is the initial density of particles, and Q is Boltzmann's collision kernel (Cf. [5] ):
where
and v ′ , v ′ * are given by the formulas
In formulas (5), (6) , B is a function related to the collision cross section. We shall precise in the sequel what are the assumptions that B has to fulfill in our study.
Note that a certain number of physical shortcomings are present in the derivation of eq. (1): first, it does not take into account relativistic effects; secondly, the Vlasov term is obtained (from a N -particles system) in a mean-field limit while the collision term comes out of a Boltzmann-Grad limit (Cf. [6] ); finally, and most importantly, collisions between charged particles are most often considered as badly described by the Boltzmann kernel (they are better described by the Landau kernel, Cf. [18] ).
This model has nevertheless received a lot of attention, and we refer to [12] , [20] , [10] , [15] and [16] for mathematical results about existence of weak and classical solutions, or large-time behavior, for system (1) -(3).
We wish here to study the smoothness of the solutions to this system. The setting that we shall consider is that of [12] , since it seems the most adapted to the type of situations that we wish to investigate (that is, solutions are classical, but not too many derivatives are assumed a priori on the initial datum).
In order to present our result, we first introduce a few notations: We define
and
so that Q − (f, f ) = f L(f ). We also define the flow of the characteristic equations of the Vlasov equation, that is the function t → Φ 
In the sequel, we shall also systematically denote (for α ∈ IR) by h α the function h α (r) = 1 + r 2 −α , and, for α, β ∈ IR, we introduce (for a given T > 0) the norms |||g||| α,β,0 = sup Φ THE VLASOV-POISSON-BOLTZMANN EQUATION   3 and |||g||| α,β,1 = |||g||| α,β,0 + |||∇ x g||| α,β,0 + |||∇ v g||| α,β,0 .
We shall consider cross sections B which satisfy the following assumption :
Note that for such cross sections, it is clear that A ∈ W 1,∞ (IR 3 ).
We recall here a variant of a theorem of existence due to R.J. Duan, T. Yang et C.J. Zhu (cf. [12] ). This variant is easily obtained from the original theorem after a few computations, which are briefly described in appendix A. Theorem 1.1. There exists δ > 0, such that for any nonnegative initial datum f 0 , the inequality
entails the existence of a global weak solution (f, U ) to system (1) -(3) (with B satisfying (12) ) such that f is nonnegative. Moreover, for any T > 0, |||f ||| 3,8,1 < +∞, and
Our main theorem states that the solutions obtained thanks to Theorem 1.1 satisfy the following property of propagation of singularities: Theorem 1.2. Let f 0 be a nonnegative initial datum satisfying assumption (13) and let f be the corresponding global solution to eq. (1) -(3) (with B satisfying (12)) given by theorem 1.1. Then, one can find P 1 , P 2 :
and (for any T > 0)
This result shows that the singularities which are present in the initial datum are propagated by the flow of the Vlasov-Poisson equation and never disappear (though they decay exponentially fast). This behavior is coherent with the result already proven in the case of the Boltzmann equation without force field (Cf. [4] ). It is however radically different from the behavior of the Landau equation (Cf. [9] ), the Vlasov-Poisson-Landau equation (Cf. [7] ), the Vlasov-Maxwell-Landau equation (Cf. [8] ), or the Boltzmann-Fokker-Planck equation (Cf. [17] ), in which smoothness is proven to be instantaneously created (and then propagated).
We also wish to comment about our assumption on the cross section B: it could certainly be relaxed in terms of regularity and behavior when |v−v * | → +∞. We do not want however to investigate too much in this direction since a realistic collision kernel should be of Landau type. Note in any case that it is not possible to extend our result to a non cutoff Boltzmann kernel, which should reproduce the behavior of the Landau equation.
LAURENT BERNIS AND LAURENT DESVILLETTES
The method of proof is similar to that of [4] , and consists in writing a Duhamel's formula for the solution of (1) - (3), such as
in such a way that
Then, one uses the results on the smoothness of Q + (f, f ) (and L(f )) with respect to v, proven in [19] , [22] , [3] , [21] , in order to get the smoothness of P 1 , P 2 with respect to v.
The smoothness with respect to x is obtained thanks to a different argument. One first observes that L(f ) is an average with respect to v of f : this entails that it has some smoothness with respect to x because of the averaging lemmas (Cf. [14] , [13] and [11] ).
Unfortunately, Q + (f, f ) cannot be written in term of averages (wth respect to v) of f . Its own averages can however be written in such a way. Thanks to the averaging lemmas mentionned above, it is therefore possible to show that Q + (f, f )(t, x, v) ζ(v) dv has some smoothness in x when ζ is smooth. It is at this level mandatory to estimate the norm (in a Sobolev space) || Q + (f, f )(t, x, v) ζ(v) dv|| with respect to some norm of ζ. This means that one has to keep track of the dependence with respect to the averaging function ζ in the averaging lemma.
An interpolation of the smoothness in x of Q + (f, f )(t, x, v) ζ(v) dv with the smoothing properties of
Finally, since P 1 and P 2 can be expressed in terms of Q + (f, f ) and L(f ), they inherit the smoothness of those kernels.
We now explain what are the main differences between the proof presented in this work and the proof of the main theorem in [4] :
, which depend on the potential U which is not known a priori. One has therefore to study the regularity of Φ t 0 . 2. The averaging lemma used in [4] cannot be applied here, since the term ∇ x U · ∇ v f is a source term with one derivative in v: one has to replace it by an adapted averaging lemma, inspired from a result of [3] (which is itself a variant of a lemma first proven in [11] ). 3. The solutions of Theorem 1.1 are a priori in [4] . Therefore, one has to show that P 1 and P 2 lie in a "better" space than H 1 , which means that one must work on ∇ x f and ∇ v f instead of f : this leads to a lot of new difficulties and technicalities. not an exponential decay like in [4] . One has therefore to control the weights appearing in the norm of the averaging function (in the averaging lemma) and in other estimates. The rest of the paper is devoted to the proof of Theorem 1.2. This proof is structured as follows: In section 2, we present the basic estimates for Φ t t0 which enable to obtain a weighted W 1,∞ bound on f . Then, section 3 is devoted to the exposition of the averaging lemma that shall be used in the sequel. This lemma is applied in section 4 to (some weighted version of) f and its derivatives, leading to the estimates on the averages of those quantities. It is shown in section 5 that
. This section presents the most technical estimates of the paper, it is therefore cut in four subsections. Finally, section 6 shows how the smoothness obtained for
and L(f ) can be transfered on P 1 and P 2 .
Study of
. In all the sequel, we denote by C any constant, by C T any constant depending on T , etc. We also denote by B R the ball centered in 0 of radius R in IR 3 .
We first observe that Φ t t0 is a diffeomorphism of IR 3 × IR 3 since the characteristic system (11) has its coefficients in
and therefore, thanks to Agmon-Douglis-Niremberg theorem that ∇ x E(t, ·) ∈ W 1,p (B R ), for 1 < p < +∞. We can deduce from this remark that, for all a ∈]0, 1[ :
We do not give the proof of this property, which is rather easy, and we refer to [1] for detailed explanations.
Lastly, we show that the solutions obtained thanks to Theorem 1.1 are lying in a weighted W 1,∞ space:
Proposition 2.1. Let f 0 be a nonnegative initial datum satisfying assumption (13), and f be the corresponding solution to system (1) -(3) (with B satisfying (12)). We denote by ϕ the quantities f ,
Proof of Proposition 2.1: We first notice that thanks to the bound on E:
so that
Then,
Thanks to (17), we know that
Then, using (18), we see that
Using (19), (20) and (21), we see that
We conclude thanks to our assumptions on α, β, and the fact that Φ t t0 is a diffeomorphism of IR 3 × IR 3 . This ends the proof of proposition 2.1 3. Averaging lemma. We introduce here the averaging lemma that shall be used in the sequel:
weak. We suppose moreover that f is a (weak) solution of the transport equation:
Then, for any smooth function φ, the averaged function
, and satisfies the following estimate:
Proof of Proposition 3.1 : We only sketch the proof, since it is quite similar to the proof of a variant of this lemma in [2] . We denote f 0 = f (0, ·, ·), and ξ →f (t, ξ, v) the Fourier transform of x → f (t, x, v). We also denote (ξ, η) → Ff (t, ξ, η) the Fourier transform of (x, v) → f (t, x, v).
For any function λ in C ∞ (IR 3 ξ , IR * + )), the transport equation (23) can be rewritten
Denoting ψ = φ h 13/5 , and using Duhamel's formula, we havê
Taking the square of this equality, using Cauchy-Schwarz's inequality, and integrating the result with respect to t, we end up with
Taking into account the bounds
we obtain the following estimate:
(29) We recall at this level that for any s > 1 and ρ ∈ H s IR 3 , σ ∈ S 2 , the following trace inequality holds:
Using inequality (30) for each integral with respect to z in estimate (29), we get
2 )dvdτ ,
Taking λ(ξ) = |ξ| 2 + ε 1/4 and letting ε tend to 0, we get
(31) Remembering that ψ = φ h 13/5 , the proof of Proposition 3.1 is ended by noticing that for s = 2, one has K ≤ C K φ , where K φ is defined by (26).
4. Application of the averaging lemma. When f is a solution of eq. (1) -(3) , we define the functions
and (for i = 1, 2, 3),
All those functions are solution of a transport equation deduced from (1). We begin with F , which solves
with
Then, F xi solves
Finally, F vi solves
We show in the two next propositions that F , F xi and F vi satisfy the assumptions of the averaging lemma (Proposition 3.1). We recall that ϕ denotes either f , ∂ xi f or ∂ vi f . Proposition 4.1. Let f 0 be a nonnegative initial datum satisfying assumption (13) , and f be the corresponding solution to system (1) -(3) (with B satisfying (12)).
Then the function
Proof of Proposition 4.1: We take t ∈ [0, T ]. Then
Using (17), we get the estimate 
(45) This can be seen thanks to Proposition 2.1 and noticing that
• Then, we study
. We know that
Then, thanks to Proposition 2.1,
But thanks to Proposition 4.1, the quantity ϕ h 13/5 (and in particular f h 13/5 ) lie in
• We turn to the term
We observe that
Since both terms can be estimated in the same way, we only look at J 1 :
Using the pre/post collisional change of variable (that is (v,
Thanks to Proposition 2.1,
Then, thanks to Theorem 1.1,
Thanks to (17), we know that:
for |v| ≥ E ∞ T, 1 for |v| < E ∞ T.
Using (48), (49), and this last bound, we get
We can see that these four integrals are all finite since
As a consequence,
• Finally, thanks to Proposition 2.1, (t,
Proposition 2.1 (with α = 2, β = 1) also ensures that
¿From (45), (47), (51), (52) and (53), we see that G, G xi and G vi lie in
Similarly, using Proposition 2.1 (with α = 2, β = 6), we see that
This ends the proof of Proposition 4.2.
We now use Proposition 3.1 for F , F xi and F vi . Proposition 4.3. Let f 0 be a nonnegative initial datum satisfying assumption (13) , and f be the corresponding solution to system (1) -(3) (with B satisfying (12)).
Then, with the notations of Proposition 3.1 (and the notations of (32), (33), (34)), for all smooth function φ := φ(v),
Proof of Proposition 4.3: According to Proposition 4.1, the quantities F ,
They also satisfy eq. (35), (38) and (41), with
The continuity of F , F xi and F vi (with value in L 2 IR 3 × IR 3 weak), is easily verified. We can therefore use Proposition 3.1 and conclude the proof of Proposition 4.3.
Smoothness of L(f ) and
instead of H 1 ). More precisely, we state the Proposition 5.1. Let f 0 be a nonnegative initial datum satisfying assumption (13), and f be the corresponding solution to system (1) -(3) (with B satisfying (12)).
Proof of Proposition 5.1: Thanks to Proposition 2.1, we see that for all t ∈ [0, T ],
We now turn to the smoothness with respect to x of L(f ).
We first observe that L(f ) and its derivatives can be seen as averages of f and its derivatives. More precisely, with the notations (24),(33) and (34),
Using Proposition 4.3, we get the estimate
Since A ∈ W 1,∞ , we end up with the following statement:
) . This ends the proof of Proposition 5.1.
5.2.
Smoothness with respect to x of the averages of Q + (f, f ). We first observe that thanks to the Galilean invariance,
Then, we show a result of smoothness for the averages with respect to v of Q + :
Proposition 5.2. Let f 0 be a nonnegative initial datum satisfying assumption (13), and f be the corresponding solution to system (1) - (3) (with B satisfying (12)).
Proof of Proposition 5.2:
We use in the sequel the notation (ϕ 1 , ϕ 2 ) for either (∇ x,v f, f ) or (f, ∇ x,v f ). We notice that
Then, denoting
we see that thanks to the pre/post collisional change of variables (that is (v,
We then study the quantity
First, we see that
LAURENT BERNIS AND LAURENT DESVILLETTES
Then, using spherical coordinates (θ, φ) along the axis v − v * , we have
. The same holds for ∇ v * Z(v, v * ) and leads to
If Z were a tensor product, we could directly write q in terms of averages of ϕ 1 , ϕ 2 .
Since it is not the case, we introduce an approximation of the unity ψ ε = ε −3 ψ(·/ε), and use a convolution of Z with a tensor product of this approximation. As a consequence,
Using the notation τ h g :
The quantities J 1 et J 2 can be bounded in the same way, so we present the computation only for J 2 . We have
Note first that thanks to Proposition 2.1,
Then, we bound the quantity
Thanks to Cauchy-Schwarz's inequality,
Thanks to Proposition 4.3, we know that
As a consequence, thanks to the properties of finite differences in a (fractional) Sobolev space,
Using estimates (58) and (59), we end up with
We now estimate I 2 . We observe that As a consequence,
Using ( We conclude the proof of Proposition 5.2 by using ε = |h| 1/20 .
5.3.
Smoothness with respect to v of Q + (f, f ). We denote here
The main result of this subsection is the following proposition (with the usual notation (ϕ 1 , ϕ 2 ) = (f, ∇ x,v f ) or (∇ x,v f, f )):
Proposition 5.3. Let f 0 be a nonnegative initial datum satisfying assumption (13) , and f be the corresponding solution to system (1) -(3) (with B satisfying (12)).
Then, (t,
Proof of Proposition 5.3: Thanks to Proposition 2.1, we know that ϕ 1 (t, x, ·), ϕ 2 (t,
A classical result about the smoothing effect of Q + (Cf. Appendix B) ensures then that 
