Summary The study determined the spatial temporal
Introduction
Falls and their resultant injuries place a substantial burden on older individuals because of loss of their quality of life and on society because of the costs of acute health care provision and long-term rehabilitation. Hip fractures are one of the most common, and costly, fall-related injuries in older people [1] . While trends in hip fracture rates in the elderly have largely stabilized internationally [1] [2] [3] [4] [5] , the number of cases is increasing in developed countries because of the aging population, and the overall burden associated with such injuries is likely to increase further over the next few years [1] . It is also likely that there will be an increasingly differential burden in different regions due to social-demographic variation and health service delivery factors. This will necessitate the targeting of local level interventions to address these inequalities. For this reason, it is becoming increasingly important for injury statistics to be calculated and presented at a local or regional level (i.e., spatially).
Currently, there are limited data on spatial trends in fallrelated hip fractures internationally. While temporal, or time, trends are well understood [1] [2] [3] [4] [5] , only one study has examined spatial variation in hip fractures [6] . That study, conducted in Alberta, Canada, considered the number of emergency department presentations after a fall and showed spatial variation and significant clustering of cases by place of residence [6] .
Some important social-demographic characteristics have been identified at the population level for hip fracture or fall rates. The hip fracture rate remains much higher in women than men and increases with age [1] . Although socioeconomic status may play some role in the risk of hip fracture at the individual level [7] , at the population level, there is little evidence that socioeconomic status is related to hip fracture rates [8] , although there is some evidence of a relationship with fall rates [8] . The type of residence has been shown to impact on hip fracture risk, with older people living in residential/nursing homes being at greater risk of hip fracture than those living in the community, even after adjustment for age and sex [9] .
In order to accurately investigate the characteristics of population hip fracture rates at both a spatial and temporal level, appropriate statistical analysis methods need to model geographic areas with very few counts and allow the incorporation of geographic information to correctly specify relationships between neighboring regions. This is important because the characteristics of adjacent areas, for example, are more likely to be similar than those separated by hundreds of kilometers. Furthermore, regional boundaries are somewhat arbitrary in that people who live close to such boundaries may seek health care on the basis of what is currently available to them, rather than on the basis of where they live. Importantly, statistical models must also be able to adjust for the age and sex structure of a population as well as other covariates of interest, such as socioeconomic status. Appropriate methods to achieve this have seldom been used in injury epidemiology, although some studies of road safety and accidental poisoning research have begun to use these methods recently [10] [11] [12] .
This paper presents an analysis of the spatial and temporal characteristics of hip fracture hospitalization rates in New South Wales (NSW), Australia after adjustment for age, gender, and other population demographics. To our knowledge, there has not previously been a concurrent assessment of both the spatial and temporal characteristics as they relate to fall injuries or hip fracture hospitalization rates in the international literature. The relationship between hip fracture hospitalization rates and key variables, such as socioeconomic status and type of residence, is also investigated. This paper describes the modeling process in detail and justifies why this approach is necessary in the hope that future studies may also adopt this methodology.
Materials and methods
Data were obtained from the NSW Inpatient Statistics Collection (ISC), a financial year census of all inpatient hospital separations in New South Wales, for the 6-year period 1 July 1998 to 30 June 2004, inclusive. To obtain a dataset based on admission rather than separation date, we examined hospitalizations for which the date of separation was up to 1 year later to ensure that all admissions occurring on or before 30 June 2004 were obtained. Separations occur when an episode of inpatient hospital care is completed, that is, when a patient is discharged, transferred, or dies, or has a type-change separation (e.g., when the patient changes from being an acute to a rehabilitation patient). Unfortunately, there is no unique patient identifier in the ISC, so we have attempted to eliminate multiple counting of hip fracture separations by excluding admissions for which the source of referral was a transfer from another hospital or for a type change admission.
Cases were selected with a principal International Classification of Diseases (Australian Modification; ICD-10-AM) diagnosis code of hip fracture (S72.0-S72.2) and the first external code of a fall (W00-W19). Only those aged 65+ years at the time of admission were included.
Population estimates by sex and statistical local area for people aged 65+ years were obtained from the Australian Bureau of Statistics (ABS) for local government areas (LGAs) in NSW using the 2001 boundaries [13] . The LGA boundaries did not remain constant across the study time frame, and without geocoded data, it is possible that any identified changes in rates, in particular LGAs, could be due to a boundary change rather than a 'true' change in the hospitalized hip fracture rate. To account for this in the model, all boundary changes were modeled using a simplestep function at the time the boundary change occurred.
Information on the socioeconomic status of each LGA was obtained from the ABS. Socioeconomic status was measured using the Index of Relative Socioeconomic Disadvantage (IRSD), which combines information from the 2001 Australian census on income, unemployment, and education for an area. The population, grouped into LGAs, was ranked into quintiles according to the IRSD scores. The first quintile contains approximately one fifth of the population and is the most disadvantaged LGAs; quintile five is the least disadvantaged LGAs.
The number of permanent residents by age (5 year age groups) and sex in residential aged care services, including facilities run by the government, not-for-profit organizations and private companies, was obtained from the Australian Government Department of Health and Ageing for people aged 65+ years.
To account for the differences in age (using 5-year age groups) and sex structure across LGAs, we indirectly standardized rates to obtain standardized admission ratios (SAR) for each LGA using the rate for the whole of NSW as the standard. This means that the final rate estimates are age-and sex-adjusted but that the different effects of these two factors could not be assessed separately.
The standardized admission ratio (θ ij ) is given by
where Y ij is the observed count and E ij is the expected count in the ith LGA at the jth year. However, because estimates of standardized admission ratios may be unstable because of small populations and small numbers of hip fractures, we fitted Bayesian models to the data. The model that we fitted takes into account spatial correlation in rates because rates in neighboring areas tend to be more similar than in nonneighboring areas. We also allowed for changes of boundaries in local government areas, temporal effects, and for other covariates, such as socioeconomic status and the number of residents in residential aged care services in each LGA. Full details can be found in the statistical appendix. It was hypothesized that there would be spatial variation in the hospitalized hip fracture rate over and above differences in the age and sex structure of the population and that the rate would not be related to socioeconomic status of the LGA. Additionally, it was considered, a priori, that LGAs with a greater proportion of people in aged-care facilities would have a higher hospitalized hip fracture rate. The model, as described above, was fitted to the NSW hip fracture hospitalizations data and the hypotheses tested by examination of the model parameters. Estimates of precision of the model parameters are given as 95% credible intervals [14] .
Results
Overall, there were significant spatial and temporal effects. In general, hospitalized hip fracture rates were lower in the northeast of the state and higher in parts of the west and southwest. By allowing the time variable to vary spatially by LGA, one LGA had a significant linear trend over time, the LGA of Ryde (in northwestern Sydney) with a rate ratio of 0.969 (95% credible interval 0.937 to 0.999) per year, indicating a declining rate. can be seen in Fig. 1 as the densely grouped LGAs in the middle of the eastern coastline. In these two figures, some of the rate ratios are not significantly different from the overall NSW hip fracture hospitalization rate; the significantly high rate ratios are shown in Figs. 3 and 4 . These figures show a high rate in the Unincorporated Far West/ Broken Hill LGA, as well as a group of LGAs in the southwest region of New South Wales with higher rates than the state average. Table 1 shows the (exponentiated) parameter estimates for the covariates of interest; these are adjusted for all other covariates in the model. The residential aged care facility variable is a measure of the number of people in residential aged care facilities in each LGA as a rate per 1,000 population aged 65+ years. There was a significant increase in the rate of hospitalized hip fracture as the number of older people in residential aged care facilities increased. The interpretation of this is that, for every extra person per 1,000 aged 65+ years in a residential aged care facility, in a particular LGA, the LGA is 1.003 times more likely to have a hospitalized hip fracture of an elderly person.
The socioeconomic status variable ( Table 1) measures quintiles of disadvantage, with SES quintile 1 the most disadvantaged and SES quintile 5 the least disadvantaged reference group. The SARs show that, relative to the quintile of least disadvantage (quintile 5), SES quintiles 3 and 4 have significantly lower rates; in other words, the least deprived quintile has a higher hip fracture rate than the other quintiles, and this is significantly higher than those in SES quintiles 3 and 4. Table 2 shows the SARs for the LGAs with the highest and lowest SARs. Sydney LGA has the highest rate with more than one and a half times as many hospitalized hip fractures compared to the overall state average. Richmond Valley has less than half as many hospitalized hip fractures compared to the overall state average.
The
The Sydney LGA, which has the highest standardized admission ratio, has on average an extra 3.8 hip fractures per 1,000 people per year compared to the NSW average overall and an extra 7.6 hip fractures per 1,000 people per year compared to those in the LGA with the lowest standardized admission ratio, Richmond Valley. The covariate effects are much smaller for those in the third and fourth socioeconomic quintiles; they have an average of 0.9 
Discussion
This is the first study to examine the spatial temporal epidemiology of hospitalized hip fracture rates within a well-defined geographic region in the international peerreviewed literature. The study considered the rate of hospitalization for fall-related hip fracture in New South Wales for people aged 65+ years across LGAs. We found that a number of LGAs had hip fracture hospitalization rates that were significantly different from the overall New South Wales rate for 65+ year olds, even after adjusting for differences in the age and sex profile in those regions. Unlike other fall-related fractures in older people, the majority of hip fractures are admitted to hospital [15] . This means that it is highly unlikely that the observed differences in rates across LGAs are due to different admission practices by hospitals across the state.
Importantly, we found that the least socioeconomically deprived areas had slightly higher rates of hip fractures than the more deprived areas. A previous study in the UK found no relationship between socioeconomic status and hip fracture rates [8] . We also found that regional hospitalized hip fracture rates increased with the number of people in residential aged care facilities in the region. This population level finding provides support to the previous individuallevel studies, which have shown an increased incidence of hip fracture in nursing home residents compared to communitydwelling older people [16] .
Our study used modern Bayesian statistical methods to describe the spatial distribution of hip fracture in NSW. These methods largely overcome problems with traditional methods (such as standardized mortality/admissions ratios), which are too variable and do not allow for spatial correlation in the data. Incorporating spatial correlation into the model leads to more robust estimates of the standardized admission ratios in each LGA and uses the surrounding LGAs to smooth out the extra variation in
LGAs with low numbers. This method also allowed us to assess the time trend in each LGA; this would not be possible using traditional methods. Assessment of the time trend showed that only one LGA had a significant linear decrease in hospitalized hip fracture rates with time; no LGA had a significant increase in rates with time.
Adjustment for the boundary changes was important in the model to correct for possible misclassification of the hospitalized hip fractures to the underlying population. Without this adjustment, apparent increases or decreases in the rate due to the boundary change would have been found LGA that was associated with the boundary change rather than a real increase in hospitalized hip fractures.
There are a number of limitations to this study. Because NSW hospitalization data does not have a unique patient identifier and does not record the date of injury, we attempted to eliminate multiple counting by eliminating admissions that were recorded as being transfers or type change admissions. These exclusion criteria were chosen based on sensitivity and specificity after comparison with a linked hospital to hospital dataset where first admissions for a hip fracture could be identified (see Appendix). The linked data could not be used for the analysis because it was only available for a subset of the time period. However, despite these efforts, it is possible that we have not estimated the true incidence of hospitalized hip fracture by LGA. Multiple counting is more likely to affect the LGAs with small populations where people need to be transferred to larger hospitals for treatment. We would then expect that relative risks in the western part of New South Wales, with small LGAs, could be overestimated.
Because of the data available in the ISC, we were not able to measure or adjust for other potential factors that might affect hip fracture incidence such as comorbidities, medication use, and frailty [1, 17, 18] . However, our modeling approach did adjust for the two consistently most powerful risk factors of age and sex. Our significant finding of a spatial relationship with the number of residential aged care facilities in a region confirms earlier research that the type of residence for older people impacts on their hip fracture rates [19] .
We have looked at socioeconomic status by LGA and not at an individual level, so it is possible that our study is subject to ecological fallacy. For example, the LGAs are not homogenous so there will be people who are disadvantaged living in the least disadvantaged LGAs. In addition, it is possible that we did not have the power to detect many areas with rates that were significantly above or below the NSW rate or areas that had a significantly temporal trend.
In summary, using a spatial temporal Bayesian model has enabled us to obtain relative risk estimates for each LGA that incorporated spatial correlation, allowed the linear time trend to be different in each LGA, and adjusted for LGA boundary changes. This would not have been possible with standard analysis techniques, commonly used in the literature. Conflicts of interest None.
Statistical appendix

Case selection criteria
We investigated our case selection criteria through the use of a linked dataset, in which a unique identifier allows all episodes of care for an individual to be identified. We selected all episodes of care with a principal diagnosis code of hip fracture (S72.0-S72.2) and first external code of a fall (W00-W19) for the period July 2003 to June 2004 for period aged 65+ years. Our aim was to see whether our case selection criteria-i.e., excluding episodes of care for which the source referral was a transfer from another hospital or a type change admission-would correctly identify an individual's first episode of care for a hip fracture.
We found that, of the 5,300 first episodes of care for hip fracture, our case selection criterion was able to identify 4,763/5,300=89.9%. Of the 1,276 subsequent episodes of care, the criterion successfully excluded 889=69.7% of these. In total, the use of the case selection criterion would underestimate the number of first episodes of care for hip fractures by about 0.9%.
Bayesian modeling
We fitted a Poisson regression model for the SARs across the 6 years for each of the 175 LGAs [20] . The model took the form Y ij ∼Poisson (E ij θ ij ), where log (θ ij )=overall rate+ spatial effect + uncorrelated heterogeneity + boundary change effect+covariates of interest+temporal effect, or put mathematically:
In this model, θ ij represents the relative risk of hospitalized hip fracture for the ith LGA at the jth year, and the term α denotes the overall relative risk. The terms u i and v i denote the spatial correlation term and uncorrelated heterogeneity, which is extra variation that is spatially uncorrelated, respectively. Spatial correlation typically means that rates are more similar in areas that are geographically closer. Using standard Bayesian approaches [20] , it is assumed that u i has a conditional autoregressive prior distribution, so that
for weights w ij =1 if i and j are adjacent and 0 otherwise. The term τ u has a gamma prior distribution and accounts for the spatial correlation in the model by smoothing the estimates in a LGA using the information from adjacent neighbors. The term b 1 X 1ij þ d 1 X 1ij þ b 2 X 2ij þ d 2 X 2ij þ b 3 X 3ij þ d 3 X 3ij was used to represent the three boundary change terms (X 1 , X 2 , X 3 ). This means that the boundary change is modeled as a step function at the time the boundary change occurs, using a step function rather than a gradual change with was considered appropriate given that the data is being modeled per year, and we do not expect boundary changes to have an impact greater than the year they occurred in. Each boundary change term included an interaction with a conditionally autoregressive spatial term (δ 1 , δ 2 , δ 3 ), to allow the boundary change to be different in each LGA. This was necessary because only a small number of LGAs (26) had boundary changes over the study period, and this model allows each change to be different. In a similar manner, the regression coefficients for changes across time were included in the model as β 9j +δ ij to allow for a different time trend in each LGA.
Finally, the term b 4 X 4ij þ b 5 X 5i þ b 6 X 6i þ b 7 X 7i þ b 8 X 8i represents the covariates included in the model. The first term represents the number of residents in aged care facilities by time and LGA. The next four terms model the effects of four levels of socioeconomic status when compared to the most disadvantaged quintile. In this particular formulation of the model, the relationship between the population in aged care facilities, SES, and the rate of hip fractures is assumed to not depend on LGA. All the β's in the model have normal prior distributions.
Using standard Bayesian approaches [20] , the posterior distributions for the parameters in the model were sampled using Markov Chain Monte Carlo methods. A burn-in of 25,000 iterations was used to ensure stationarity for each chain. A further 20,000 iterations were then retained for the posterior samples.
