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ABSTRACT 
Background: 
In multi-label text classification, each textual document can be assigned with one or 
more labels. Due to this nature, the multi-label text classification task is often 
considered to be more challenging compared to the binary or multi-class text 
classification problems. As an important task with broad applications in biomedicine 
such as assigning diagnosis codes, a number of different computational methods (e.g. 
training and combining binary classifiers for each label) have been proposed in recent 
years. However, many suffered from modest accuracy and efficiency, with only limited 
success in practical use.  
Methods: 
We propose ML-Net, a novel deep learning framework, for multi-label classification of 
biomedical texts. As an end-to-end system, ML-Net combines a label prediction 
network with an automated label count prediction mechanism to output an optimal set 
of labels by leveraging both predicted confidence score of each label and the contextual 
information in the target document. We evaluate ML-Net on three independent, 
publicly-available corpora in two kinds of text genres: biomedical literature and clinical 
notes. For evaluation, example-based measures such as precision, recall and f-measure 
are used. ML-Net is compared with several competitive machine learning baseline 
models.  
Results & Conclusions:  
Our benchmarking results show that ML-Net compares favorably to the state-of-the-art 
methods in multi-label classification of biomedical texts. ML-NET is also shown to be 
robust when evaluated on different text genres in biomedicine. Unlike traditional 
machine learning methods, ML-Net does not require human efforts in feature 
engineering and is highly efficient and scalable approach to tasks with a large set of 
labels (no need to build individual classifiers for each separate label). Finally, ML-NET 
is able to dynamically estimate the label count based on the document context in a more 
systematic and accurate manner. 
The source code of ML-NET is available at: https://github.com/jingcheng-du/ML_Net  
 
BACKGROUND 
Text classification is a common task in natural language processing (NLP) and a 
building block for many complex NLP tasks. Text classification is the task of 
classifying an entire text by assigning it one or more predefined labels [1] with broad 
applications in the biomedical domain, including biomedical literature indexing [2,3], 
automatic diagnosis codes assignment [4,5], tweets classification for public health 
topics [6–8], patient safety reports classification [9], etc. 
Text classification can be further grouped into two types: 1) multinomial or multi-
class text classification that each text is associated with only one of the labels (i.e. 
labels are mutually exclusive). Binary classification is one of the multinomial 
classification tasks when only two classes are available; 2) multi-label text 
classification where each text can be assigned with one or more labels. For example, 
in Medical Subject Headings (MeSH) indexing, typically a dozen of relevant MeSH 
terms are assigned to new publications in PubMed [10]. As each textual document can 
be assigned with indeterminate number of labels, multi-label text classification is 
often considered harder than multinomial classification [11]. 
A traditional approach to solving multi-label text classification problem is binary 
relevance, which decomposes the problem into multiple independent binary 
classification tasks (one for each label). However, this method assumes the 
independency of each label [10,12,13]. Label powerset, which creates binary 
classifiers for each label combination, is able to model potential correlations between 
labels [14]. However, both of the two approaches could have low throughput when 
the number of different labels becomes extremely large. There are also some other 
algorithms for multi-label text classification, including learning to rank [10], classifier 
chains[15], etc. A review for multi-label learning algorithms can be found [16]. 
In recent years, deep neural networks have been proposed for multi-label text 
classification tasks. Most of the efforts  [13,17–22] followed a similar framework, 
which often consists of two modules 1) a neural network that produces scores for each 
label, including the multi-layer feed-forward neural networks [13,18], the convolution 
neural networks (CNN) [11,19,20], the recurrent neural networks (RNN) [21], or the 
ensemble of different types of neural networks [22]. 2) a label predictor that splits the 
label ranking list into the relevant and irrelevant labels by thresholding methods. 
However, under this framework, the search for optimal threshold is required and the 
label decision ignores document context. 
Li et al recently incorporated a label decision module into the deep neural networks  
and achieved the state-of-the-art performance in multi-label image classification tasks 
[12]. Motivated by their framework, we propose ML-Net, a novel end-to-end deep 
learning framework, for multi-label biomedical text classification tasks. ML-Net 
combines the label prediction and label decision in the same network, and is able to 
determine the output labels based on both label confidence scores and document 
context. ML-Net aims to minimize pairwise ranking errors of labels, and is able to 
train and predict the label set in an end-to-end manner, without the need for an extra 
step to determine the output labels. In order to demonstrate the generalizability and 
robustness of the deep neural network, we evaluated the framework on three publicly 
available multi-label biomedical text classification tasks from both biomedical 
literature domain (two tasks) and clinical domain (one task). We compared the 
proposed framework with both traditional machine learning baseline models as well 
as other deep learning models.  
MATERIALS AND METHODS 
DEEP NEURAL NETWORK 
The overall architecture of ML-Net can be seen in Figure 1. It consists of three major 
modules: 1) a hierarchical attention network that takes token embedding vectors as 
the input and outputs the high-dimensional vectors representing the whole textual 
document; 2) a label prediction network that takes document vectors as the input and 
outputs the prediction confidence score for each label; 3) a label count prediction 
network that takes the same document vectors as the input and outputs the estimation 
of label counts for each document. 
Text pre-processing 
We first leverage Natural Language Toolkit (NLTK 3.3) to perform the tokenization. 
We further remove stop words. We then use the pre-trained word embedding [23] to 
map tokens in the text to high dimensional vectors, which are then fed to the 
following hierarchical attention networks. 
 Figure 1 The framework of ML-Net. The word level takes token embedding as the 
input and generates representation for each sentence; the sentence takes sentence 
representation as the input and generates document representation; the label 
prediction network is a fully connected layer with an output layer that the number of 
nodes equals to number of unique labels; the label count prediction network consists 
of three fully connected layers with an output layer that the number of nodes equals to 
number of maximum permitted labels. 
Hierarchical attention network 
In this study, we apply a hierarchical attention network (HAN) [24] to encode the 
textual document to high dimensional vectors. This framework has two attention-
based encoding levels, see Figure 1. The word-level network first takes the word 
vectors as the input and feed the vectors to a bi-directional RNN, which is able to 
capture both forward and backward sequential context. We further add the attention 
mechanism to augment sequence models by capturing the salient portions and context 
[24,25].  The word level output is further used as the input for the sentence level 
network. The sentence level network has the same architecture as the word level 
network. 
Label prediction network 
The label prediction network has a fully connected layer that takes document vector 
as the input and outputs a predicted confidence score for each label. We apply the 
rectified linear unit (ReLU) [26] as the activation function for the output. The 
intuitive objective for multi-label learning is to minimize the number of mis-orderings 
between the pairs of relevant label and irrelevant labels [13]. Different loss functions 
have been proposed to model the dependency of individual labels by minimizing the 
pairwise ranking errors. In this study, we choose log-sum-exp pairwise (LSEP) as our 
loss function, which has achieved the state-of-the-art performance on large scale 
multi-label image classification tasks [12]. The equation of LSEP can be seen here: 
𝑙"#$% = log	(1 + . . exp	(𝑓3(𝑥56∈89 ) −3∉89 𝑓6(𝑥5))) 
where 𝑓(𝑥) is the label prediction function that maps the document vector 𝑥 into K-
dimensional label space representing the confidence scores of each label (K equals to 
number of unique labels). 𝑓3(𝑥5) and 𝑓6(𝑥5) are the 𝑣 and 𝑢 -th element of confidence 
scores for the 𝑖-th instance in the dataset, respectively. 𝑌5 is the corresponding label 
set for the 𝑖-th instance in the dataset. 
Label count estimation network 
Deciding the proper label set from the predicted label set is a key challenge in multi-
label classification. In a common practice, a threshold function is trained to split the 
ranking of the labels into relevant vs. irrelevant labels [13,18]. However, such 
thresholding method ignores the document context in decision making. Inspired by a 
framework from multi-label image classification [12], in this study our label count 
prediction network takes the document vector as the input and cast the label count 
estimation as 𝑛-way classification task, where 𝑛 is a hyper-parameter for the 
maximum number of permitted labels that can be returned by the neural network. We 
design a multilayer perceptron (MLP) network for the label count prediction. This 
network consists of several fully-connected layers and an output layer with Softmax 
function for classification. 
There are two training steps. We first train the label prediction network. During 
training, the label prediction as well as the hierarchical attention network are updated 
through back propagation. Then, we train the label count prediction network. 
However, different from the training label prediction network, only the MLP part is 
updated as gradient descent stops at the layer of the document vector. For prediction, 
we first rank all the individual labels by their corresponding confidence scores 
generated from the label prediction network, and then the top 𝐾 (decided by label 
count prediction network) labels are used as the final output. 
EVALUATION DESIGN 
Evaluation tasks 
We evaluate our MLT-net on three different text classification tasks with publicly 
available datasets in two types of text genres: biomedical literature and clinical notes.  
Task 1 Hallmarks of cancers classification: The hallmarks of cancers consists of a 
small number of underlying principles to describe the complexity of cancer[27]. 
Baker et al introduced a corpus of 1,580 PubMed abstracts manually annotated 
according to the scientific evidence of 10 currently known hallmarks of cancer [28]. 
The dataset is available at: https://www.cl.cam.ac.uk/~sb895/HoC.html. 
Task 2 Chemical exposure assessments: The vast amount of chemical-specific 
exposure information available in PubMed is of critical significance. However, the 
manual collection of such information from PubMed literature can be labor-intensive. 
Larsoon et al proposed an exposure taxonomy that includes 32 classes, and introduced 
a corpus of 3,661 abstracts with annotated chemical exposure information [29]. The 
dataset is available at: https://figshare.com/articles/Corpus_and_Software/4668229 . 
Task 3 Diagnosis codes assignment: The automatic assignment of diagnosis codes to 
medical notes is a useful task, which could benefit computational modeling of patient 
status. Due to the extremely large label collection, the diagnosis codes assignment 
task can be considered as an extreme multi-label text classification (XMTC) problem 
[30]. Perotte et al proposed hierarchy-based classification to automatically assign ICD 
9 codes to the discharge summaries from the publicly available Multiparameter 
Intelligent Monitoring in Intensive Care II (MIMIC II) dataset [4], using hierarchical 
support vector machine (SVM). We followed the same steps to augment the label set 
using the hierarchy of the ICD 9 codes in [4]. That is, if an ICD code is in the label set 
of a document, all of its ancestors are also included in the label set for that document. 
Their dataset and label augmentation script is publicly available at: 
https://physionet.org/works/ICD9CodingofDischargeSummaries .  
The overall statistics of the three datasets can be seen in Table 1. Task 1 and 2 have 
similar characteristics in terms of number of tokens in sentence and number of 
sentences in document, which is not surprising as they are both collected from 
PubMed abstracts. In comparison, Task 2 has relative larger number of unique labels 
and corpus size. The task 3 corpus has a very distinct characteristics than the PubMed 
abstracts with a significant large number of unique labels (over 7,000) and each 
document is assigned with many more labels (37 on average, after label 
augmentation). In addition, unlike PubMed abstracts, each clinical note contains many 
more short sentences. When we manually review the raw clinical corpus, we find that 
it is common that a complete sentence in the clinical notes can be split into multiple 
sentences. 
Table 1. The description and basic statistics for three tasks. Task 1: hallmarks of 
cancers classification; task 2: chemical exposure assessments; task 3: diagnosis codes 
assignment. These are the data after label augmentation. SD: standard deviation 
 Number 
of unique 
labels 
Corpus 
size 
Number of tokens in sentence Number of sentences in document Number of labels in document 
Mean Max Min SD Mean Max Min SD Mean Max Min SD 
Task 1 10 1,580 15.70 83 1 6.82 9.44 27 2 2.87 1.56 5 1 0.78 
Task 2 32 3,661 16.61 120 1 8.02 9.88 34 1 2.81 2.05 8 0 1.3 
Task 3 7,042 22,815 3.97 20 1 1.90 165.71 904 4 95.86 36.68 127 5 16.16 
Evaluation metric 
The example-based metrics evaluate the multi-label learning system’s performance on 
each test example separately as follows: [16]: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 1𝑝.J𝑌5 ∩ 𝑌L5JJ𝑌L5J%5MN  
𝑅𝑒𝑐𝑎𝑙𝑙 = 1𝑝.J𝑌5 ∩ 𝑌L5J|𝑌5|%5MN  
𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙  
Where 𝑝 is the number of instances in the test set. 𝑌5 refers to the true label set for the 𝑖-th instance in the test set. 𝑌L5 refers to the predicted label set for the 𝑖-th instance in 
the test set. 
For task 1 and task 2, we define the true positives as the labels that are identical to the 
gold-standard labels. For task 3, considering the hierarchical structure of ICD-9 
codes,  we follow the same definition of true positives in [4], in which true positives 
are defined as predicted codes that are ancestors of, descendants of, or identical to an 
assigned code. 
System implementation 
For task 1 and 2, we used the same implementation as follows. We split the annotated 
corpus into training, validation and test set with a ratio of 7 : 1 : 2, respectively. The 
hyper-parameters tuning was performed on the validation set. We used the pre-trained 
PubMed word2vec (dimension: 200) [31] to map the tokens in the documents to high 
dimensional vectors. We choose long short-term memory (LSTM) as the RNN unit. 
We set the number of hidden units in the RNN layer and the dimension of attention 
output both at 50. Dropout (rate at 0.5) was added on both word level and sentence 
level output to avoid overfitting. The maximum number of permitted labels was set at 
5 and 8 for task 1 and task 2 respectively. The number of neurons in the MLP in the 
label count prediction network were set at 128, 128, and 64 respectively. We first 
trained the label prediction network with hierarchical attention network for 50 epochs. 
We then applied early stopping while training label count prediction network. We 
adopt the Adam optimizer [32] and set the learning rate at 0.001. 
For task 3, we used the word embedding [33] trained from Multiparameter Intelligent 
Monitoring in Intensive Care (MIMIC) III corpus [34] using the word2vec algorithm 
[23]. The dimension was set at 300 empirically. In order to make our model 
comparable with previous effort, we followed the same data pre-processing steps and 
used the same datasets for training and testing. We followed almost same hyper-
parameters in task 1 and task 2. However, considering the large collection of labels 
(7,024 unique ICD codes), we set the number of neurons in the MLP of label count 
prediction network at 7024 (total number of unique labels), 7024, and 128 
respectively. The maximum number of permitted labels was set at 70. The major 
parameters setting for three tasks can be seen in Table 2. 
Table 2. Major parameters setting in ML-NET for three tasks 
Parameters 
Setting 
Task 1 Task 2 Task 3 
Maximum permitted 
labels  
5 8 70 
Embedding 
(dimension) 
PubMed word2vec (200) 
MIMIC III word2vec 
(300) 
Neurons in the MLP 128,128,64 7024, 7024, 128 
RNN unit 
(dimension) 
LSTM (50) 
Attention layer 
dimension 
50 
Dropout rate 0.5 
Optimizer (learning 
rate) 
Adam (0.001) 
Training epochs 
(label prediction 
network) 
50 
 
Machine learning baseline: For traditional machine learning algorithms, we framed 
the multi-label classification task as a binary relevance task. We used term frequency–
inverse document frequency (TF-IDF) as features and trained a separate binary 
classifier for each label. We compared multiple machine learning algorithms, 
including support vector machine (SVM), logistic regression, random forest, extra 
tress, etc. We report only the results of SVM with learner kernel here as it obtained 
better performance in all three tasks compared to other algorithms.  
Deep learning baseline: we further evaluated other three deep neural networks for 
these tasks. To assess the effect of the hierarchical attention network, we replaced it in 
ML-Net with the classic convolutional neural networks proposed by Kim [35] while 
keeping the label prediction network intact (we call it ML-CNN-Net). In addition, we 
compared the thresholding methods for the deep neural network models. For ML-
NET and ML-CNN-Net, we trained the label prediction network first. Then, we 
searched the optimal global threshold for the confidence scores generated from label 
prediction network. The labels, whose confidence scores were higher than the global 
threshold, were included in the predicted label set. We name these two networks ML-
Net-threshold and ML-CNN-Net-threshold respectively. We searched the optimal 
threshold on the validation set for task 1 and task 2. And for task 3, due to the lack of 
a validation set, we searched the optimal threshold on the training set. 
RESULTS 
The performance of proposed ML-Net and other baseline models is summarized in 
Table 2. As we can see, ML-Net has the best F-score in both task 1 and task 2. For the 
hallmarks of cancers task, all the deep learning-based approaches outperformed the 
binary relevance baseline methods. The ML-Net outperformed the baseline model by 
over 14%. While for chemical exposure assessments, only the models with proposed 
label count prediction network (ML-Net and ML-CNN-Net) outperformed the binary 
relevance baseline methods in F-score. For these two tasks, it is also consistent that 
the label count prediction network can make better decisions compared to the 
thresholding methods. In addition, the models with hierarchical attention network 
achieved a slightly higher F-score than the convolutional neural network in both 
cases. 
For the task of diagnosis codes assignment, the ML-Net with thresholding method 
achieved better performance than using the label count prediction network. We 
suspect that this is due to the inclusion of additional codes based on the hierarchical 
relations in the ICD 9 codes. By doing so, the count of label set might largely depend 
on the hierarchical structure of ICD 9 codes, instead of the context of the document. 
As our proposed label count prediction network takes only the document vectors as 
the input, the label count estimation is not less accurate in this case. Nonetheless, the 
ML-Net-threshold and ML-CNN-Net-threshold outperformed the binary-relevance 
baseline, which demonstrated the potentials of deep neural network for the diagnosis 
codes assignment.  
Table 3. Comparison of various algorithms for multi-label classification on three 
tasks. For diagnosis codes assignment, the binary-relevance scores are the best results 
reported in [4]. 
 Hallmarks of cancers 
classification 
Chemical exposure 
assessments 
Diagnosis codes assignment 
 Precision Recall F-score Precision Recall F-score Precision Recall F-score 
Binary-relevance 
(SVM with TFIDF) 
0.742 0.688 0.714 0.778 0.677 0.724 0.577 0.300 0.395 
MT-net 0.813 0.817 0.815 0.753 0.724 0.738 0.355 0.338 0.346 
MT-net-threshold 0.752 0.837 0.793 0.700 0.735 0.717 0.492 0.360 0.416 
MT-CNN-net 0.843 0.778 0.809 0.778 0.689 0.731 0.311 0.442 0.365 
MT-CNN-threshold 0.764 0.817 0.790 0.662 0.774 0.713 0.501 0.373 0.428 
 
DISCUSSION & CONCLUSIONS 
Compared to the first two tasks, the performance of task 3 is much lower (by all 
methods) as the task is inherently more challenging. [4] found a slight relationship 
between diagnosis code prevalence in the training data and performance. The 
prevalence of diagnosis codes can vary in the corpus. Following label pre-processing 
steps in [4] and extracting the leaves codes of the augmented ICD codes set, we found 
that top frequent 100 codes take more than half of total occurrence (115,268 out of 
215,805). We also found differences in of diagnosis code co-occurrences in the 
training and test set. For instance, the counts of the co-occurrence of code '414.01' and 
'V45.82' ranks 74th in the training set, while ranking 34th in the test set; the co-
occurrence of code '403.90' and '585.9' ranks 144th in the training set, while ranking 
12th in the test set. The unbalanced codes distribution and the difference of codes co-
occurrence in the training and test sets lead to negative impacts on the performance.  
When we further examined the difference of prediction and gold standard codes in the 
test set, we found that the system is more easily to predict diagnosis codes that are 
close to each other. For example, the count of co-occurrence of codes '412' and 
'414.01' is 155 in the prediction and 88 in the gold standard; co-occurrence of codes 
'413.9' and '414.01' is 139 in the prediction and 49 in the gold standard. It is 
understandable that some closely related codes can be both highly related to the 
document and thus are included together in the prediction results by the system, while 
in practice, the nurses or physicians might choose only one from these code pairs.  
Compared with binary relevance methods with traditional machine learning 
algorithms, the proposed deep learning model alleviates human efforts for feature 
engineering, and avoids building individual classifiers for each label, especially when 
the label collection is large (e.g. over 1,000 labels). ML-Net advances the state of the 
art by combining the label prediction network with a label count prediction network, 
which can not only avoid the manual searching of optimal thresholds for label 
prediction confidence scores, but also dynamically estimate the label count based on 
the document context in a more accurate manner. ML-Net achieves the best 
performance to date in these classification tasks.  
Certain limitations remain for this study. Due to the limitations of computation 
resources, we did not perform a thorough hyper-parameters tuning (i.e. the current 
parameters setting may not be optimal). In addition, our proposed label count 
prediction network only takes the document vector as the input. However, the counts 
of labels might also depend on other information, for example, the hierarchical 
structure of the labels. Our current network is not able to model such information.  
The hierarchical attention network encoding the document can be further improved. 
Different architecture could be exploited and evaluated. For example, our other 
studies found that sentence encoder and sentence embedding can provide better 
representation of the sentences [36,37]. One intuitive change is to replace the word 
level network with sentence encoder in the hierarchical attention network. In the 
future, we also plan to apply our proposed network on other larger scale multi-label 
biomedical text classification tasks, including automatic MeSH indexing, which aims 
to assign a small set of relevant terms (~12 on average) to a given document from 
more than 27,000 unique concepts [10].  
REFERENCE 
1. Jurafsky D, Martin JH. Speech and language processing. Pearson London; 2014.  
2. Huang M, Névéol A, Lu Z. Recommending MeSH terms for annotating biomedical 
articles. J. Am. Med. Informatics Assoc. 2011;18:660–7.  
3. Peng S, You R, Wang H, Zhai C, Mamitsuka H, Zhu S. DeepMeSH: Deep 
semantic representation for improving large-scale MeSH indexing. Bioinformatics. 
2016;32:i70–9.  
4. Perotte A, Pivovarov R, Natarajan K, Weiskopf N, Wood F, Elhadad N. Diagnosis 
code assignment: models and evaluation metrics. J. Am. Med. Informatics Assoc. 
BMJ Publishing Group; 2013;21:231–7.  
5. Baumel T, Nassour-Kassis J, Elhadad M, Elhadad N. Multi-Label Classification of 
Patient Notes a Case Study on ICD Code Assignment. arXiv Prepr. arXiv1709.09587. 
2017;  
6. Du J, Tang L, Xiang Y, Zhi D, Xu J, Song H-Y, et al. Public Perception Analysis 
of Tweets During the 2015 Measles Outbreak: Comparative Study Using 
Convolutional Neural Network Models. J. Med. Internet Res. JMIR Publications Inc.; 
2017;20.  
7. Du J, Zhang Y, Luo J, Jia Y, Wei Q, Tao C, et al. Extracting psychiatric stressors 
for suicide from social media using deep learning. BMC Med. Inform. Decis. Mak. 
BioMed Central; 2018;18:43.  
8. Bian J, Zhao Y, Salloum RG, Guo Y, Wang M, Prosperi M, et al. Using Social 
Media Data to Understand the Impact of Promotional Information on Laypeople’s 
Discussions: A Case Study of Lynch Syndrome. J. Med. Internet Res. JMIR 
Publications Inc., Toronto, Canada; 2017;19:e414.  
9. Liang C, Gong Y. Automated Classification of Multi-Labeled Patient Safety 
Reports: A Shift from Quantity to Quality Measure. Stud. Health Technol. Inform. 
2017;245:1070–4.  
10. Mao Y, Lu Z. MeSH Now: Automatic MeSH indexing at PubMed scale via 
learning to rank. J. Biomed. Semantics. Journal of Biomedical Semantics; 2017;8:1–9.  
11. Gargiulo F, Silvestri S, Ciampi M. Deep Convolution Neural Network for 
Extreme Multi-label Text Classification. 2018;  
12. Li Y, Song Y, Luo J. Improving pairwise ranking for multi-label image 
classification. Proc. - 30th IEEE Conf. Comput. Vis. Pattern Recognition, CVPR 
2017. 2017;2017–Janua:1837–45.  
13. Nam J, Kim J, Loza Mencía E, Gurevych I, Fürnkranz J. Large-scale multi-label 
text classification - Revisiting neural networks. Lect. Notes Comput. Sci. (including 
Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics). 2014;8725 LNAI:437–
52.  
14. Boutell MR, Luo J, Shen X, Brown CM. Learning multi-label scene classification. 
Pattern Recognit. Elsevier; 2004;37:1757–71.  
15. Read J, Pfahringer B, Holmes G, Frank E. Classifier chains for multi-label 
classification. Mach. Learn. Springer; 2011;85:333.  
16. Min-Ling Z, Zhi-Hua Z. A Review on Multi-Label Learning Algorithms. Knowl. 
Data Eng. IEEE Trans. 2014;26:1819–37.  
17. Nam J, Kim J, Menc\’\ia EL, Gurevych I, Fürnkranz J. Large-scale multi-label 
text classification—revisiting neural networks. Jt. Eur. Conf. Mach. Learn. Knowl. 
Discov. databases. 2014. p. 437–52.  
18. Zhang M, Zhou Z-H, Member S. Multilabel Neural Networks with Applications 
to Functional Genomics and Text Categorization. IEEE Trans. Knowl. Data Eng. 
IEEE; 2006;18:1338–51.  
19. Li M, Fei Z, Zeng M, Wu F, Li Y, Pan Y, et al. Automated ICD-9 Coding via A 
Deep Learning Approach. IEEE/ACM Trans. Comput. Biol. Bioinforma. IEEE; 
2018;1.  
20. Baker S, Korhonen A. Initializing neural networks for hierarchical multi-label text 
classification. BioNLP 2017. 2017;307–15.  
21. Nigam P. Applying Deep Learning to ICD-9 Multi-label Classification from 
Medical Records. Stanford University; 2016.  
22. Lenc L, Král P. Ensemble of Neural Networks for Multi-label Document 
Classification. ITAT 2017 Proc. p. 186–192.  
23. Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J. Distributed representations 
of words and phrases and their compositionality. Adv. Neural Inf. Process. Syst. 
2013. p. 3111–9.  
24. Yang Z, Yang D, Dyer C, He X, Smola A, Hovy E. Hierarchical attention 
networks for document classification. Proc. 2016 Conf. North Am. Chapter Assoc. 
Comput. Linguist. Hum. Lang. Technol. 2016. p. 1480–9.  
25. Wang X, Peng Y, Lu L, Lu Z, Summers RM. Tienet: Text-image embedding 
network for common thorax disease classification and reporting in chest x-rays. Proc. 
IEEE Conf. Comput. Vis. Pattern Recognit. 2018. p. 9049–58.  
26. Nair V, Hinton GE. Rectified linear units improve restricted boltzmann machines. 
Proc. 27th Int. Conf. Mach. Learn. 2010. p. 807–14.  
27. Hanahan D, Weinberg RA. Hallmarks of cancer: the next generation. Cell. 
Elsevier; 2011;144:646–74.  
28. Baker S, Silins I, Guo Y, Ali I, Högberg J, Stenius U, et al. Automatic semantic 
classification of scientific literature according to the hallmarks of cancer. 
Bioinformatics. Oxford University Press; 2015;32:432–40.  
29. Larsson K, Baker S, Silins I, Guo Y, Stenius U, Korhonen A, et al. Text mining 
for improved exposure assessment. PLoS One. Public Library of Science; 
2017;12:e0173132.  
30. Liu J, Chang W-C, Wu Y, Yang Y. Deep learning for extreme multi-label text 
classification. Proc. 40th Int. ACM SIGIR Conf. Res. Dev. Inf. Retr. 2017. p. 115–24.  
31. Moen S, Ananiadou TSS. Distributional semantics resources for biomedical text 
processing. Proc. 5th Int. Symp. Lang. Biol. Med. Tokyo, Japan. 2013. p. 39–43.  
32. Kingma DP, Ba J. Adam: A method for stochastic optimization. arXiv Prepr. 
arXiv1412.6980. 2014;  
33. Wu Y, Xu J, Jiang M, Zhang Y, Xu H. A study of neural word embeddings for 
named entity recognition in clinical text. AMIA Annu. Symp. Proc. 2015. p. 1326.  
34. Johnson AEW, Pollard TJ, Shen L, Li-wei HL, Feng M, Ghassemi M, et al. 
MIMIC-III, a freely accessible critical care database. Sci. data. Nature Publishing 
Group; 2016;3:160035.  
35. Rios A, Kavuluru R. Convolutional neural networks for biomedical text 
classification. Proc. 6th ACM Conf. Bioinformatics, Comput. Biol. Heal. Informatics 
- BCB ’15. 2015;258–67.  
36. Chen Q, Du J, Kim S, Wilbur WJ, Lu Z. Combining rich features and deep 
learning for finding similar sentences in electronic medical records. Proc. 
BioCreative/OHNLP Chall. 2018.  
37. Chen Q, Peng Y, Lu Z. BioSentVec: creating sentence embeddings for biomedical 
texts. 2018 [cited 2018 Oct 26]; Available from: http://arxiv.org/abs/1810.09302 
DECLARATIONS 
FUNDING 
Research was supported by National Center for Biotechnology (NCBI) Scientific 
Visitors Program, and Intramural Research Program of the NIH, National Library of 
Medicine and the Cancer Prevention Research Institute of Texas (CPRIT) Training 
Grant #RP160015. 
DISCLAIMER 
The content is solely the responsibility of the authors and does not necessarily 
represent the official views of National Center for Biotechnology, the National 
Library of Medicine and the Cancer Prevention and Research Institute of Texas. 
