Abstract
Introduction
Lifestyle related diseases, such as obesity, metabolic syndrome, diabetes and hypertension, have become a social issue and a major public health concern, especially in modern cities [23, 19] . Eating junk food, reduced physical activity, sleep deprivation and a stressful life play an important role in the development of these diseases [5, 29] . Moreover, modern sedentary activities (television viewing, video game playing, cognitive working, music listening) promote overconsumption of food [6] .
A usually undetected condition associated with obesity, prediabetes and physical inactivity is insulin resistance [13, 17] . Insulin resistance is a condition in which the insulin produced by the body is not used by the cells; this results in increased insulin secretion to maintain normal glucose and lipid homeostasis. This disease is found in all races and plays an important role in the development of the metabolic syndrome and increases the risk of cardiovascular disease. The early diagnosis of insulin resistance is of crucial importance to prevent diabetes and its complications; adopting healthier lifestyle is fundamental to avoid the development and the progression of the disease [1, 20] .
The gold standard method for quantifying insulin resistance is the hyperinsulinemic euglycemic clamp [12] . However, surrogates methods, like the homeostasis model assessment-estimated insulin resistance (HOMA-IR) [26] and the method proposed by Matsuda [25] , are more convenient for the estimation of insulin sensitivity. HOMA-IR has been widely applied for the estimation of insulin resistance using a cutoff of 2.5, but other cutoff values have been proposed for specific populations. For instance, a cutoff of 3.80 was found in Mexican Americans for the detection of insulin resistance [30] .
The HOMA-IR index is the most common surrogate method to estimate insulin resistance however, this method present some drawbacks. For example, HOMA-IR is unable to detect insulin resistance in its early stages because fasting insulin and blood glucose alterations only take place when the metabolic dysfunctions are already present. In addition, the sensitivity of HOMA-IR is high in patients that already suffer the insulin resistance but not on diabetic patients with impaired function in beta cells [28] . However, the parameter of surrogate methods can be tuned to work properly on different populations [2] .
The lack of standardized reference range for the surrogate methods to detect insulin resistance and the fact that the sensitivity of these methods is limited in some population have restricted their use in clinical applications. The relationships between surrogate methods and other factors, like anthropometric variables, could be a powerful tool for the early diagnosis of the insulin resistance [32] . Several factors have been identified to insulin resistance and metabolic syndrome. For example, to predict the 6-year incidence of metabolic syndrome in a Japanese male sample, the body mass index (BMI) was identified as the most important factor, with age, diastolic blood pressure, HDL-and LDL-cholesterol levels and HOMA-IR index [18] . Also, using two machine learning methods (support vector machine and Bayesian logistic regression), BMI, waist/hip ratio, fasting plasma glucose, plasma lipids, hypertension and liver enzymes were identified as the variables associated with elevated HOMA-IR index, in an adult Hispanic population [30] .
This paper represents the continuation of these previous works, but is focused on the unsupervised classification of subjects using two kinds of observations. First, the classification is based on the information provided by either the HOMA-IR or the Matsuda indexes. The other classification approach uses the information provided by ten variables: five insulin and five glucose data, obtained from the oral glucose tolerance test (OGTT). This study was designed to investigate whether an unsupervised learning approach, like the -means clustering algorithm, could be applied to classify people into groups that are associated with insulin resistance, by using clinical data, including insulin and blood glucose data. We would like to investigate if the clusters obtained automatically are associated with recognizable physiologic and diagnostic patterns or have a relationship with the insulin resistance that could lead to a better understanding of this problem. Also, since the subjects come from three different profiles (people diagnosed with metabolic syndrome, professional marathoners and sedentaries), we would like to determine whether insulin and blood glucose data could be used to differentiate these groups.
The rest of this paper is organized as follows. In the next section is presented a review of the state of the art of the applications of unsupervised learning in the biomedical field, the experiments of unsupervised classification performed using the -means clustering algorithm, and the data used in the classification strategy. Next, the results of the experiments carried out are presented in section 3, and are discussed in section 4. Finally, the conclusions are outlined in the last section.
Methods

Unsupervised learning
In recent days, a huge amount of high-dimensional data is constantly generated and collected in different domains by different means, particularly for healthcare information (see for example Microsoft HealthVault, PatientsLikeMe, IBM Watson). Doing data mining manually in this type of data (usually sparse or with missing values), is a complex and tedious task; the first approach to try out for exploratory data analysis, classification and prediction in such cases is unsupervised learning.
In unsupervised learning objects are grouped (clustered) together according to a measure of similarity, without having any knowledge about how the data could be aggregated into clusters. This classification approach, also known as clustering, is employed when the data are not labeled and there is an interest for finding subgroups in the data set. In contrast, in supervised learning objects are assigned to one of a finite sets of classes that have been previously labeled, by taking into account prior knowledge of object aggregations [9, 10] .
In the biomedical field, unsupervised learning has been employed successfully in different applications [35, 3] . For example, for the classification of sleep stages using electroencephalographic signals [11, 15] , for the segmentation of three-dimensional cardiac computed tomography volumetric images [7] , for clustering gene expression data [27, 34] , for uncovering temporal patterns in electronic health care records data [24] , to generate models of human motion [33] and for phenotype patterns discovery [21] .
Hierarchical and partitional clustering are the most common approaches for unsupervised statistical learning tasks in medical applications. In hierarchical clustering objects are grouped with a nested sequence of partitions following a tree-like structure (dendrogram) whereas in partitional clustering objects are divided into a prespecified number of disjoint clusters without any hierarchical taxonomy. Hierarchical and partitional methods could lead to different clustering results depending on the biomedical application [35] .
-means clustering
In this paper we used the -means clustering algorithm [22] for unsupervised learning. The -means clustering algorithm is one of the simplest and most commonly used partitional clustering algorithms. The goal of themeans algorithm is to partition observations with dimensions (variables) into clusters so that the withincluster sum of squares (WCSS) is minimize. The general procedure is to search for a -partition with locally optimal WCSS by iteratively moving points from one cluster to another [16] .
Since -means is sensitive to the number of clusters (a user-specified parameter), the number of clusters ( ) is required before starting. We run independent experiments using = 2 and = 3 clusters. The selection of the number of clusters was based on the fact that ) people could be divided into insulin resistance TRUE/FALSE ( = 2) and ) our data are composed by three profiles ( = 3), i.e. subjects with metabolic syndrome, marathoners and seden-taries.
Three experiments were carried out:
1. In a first experiment E1, using the HOMA-IR index as a quantitative variable, the -means clustering was applied to partition the observations with = 1 dimension using either = 2 and = 3 clusters.
2. The second experiment E2 is similar to the previous one, but using the Matsuda's index as the attribute for the unsupervised classification task.
3. The third experiment E3 uses the -means clustering algorithm to partition the observations with = 10 dimensions, i.e. five insulin and five glucose data (quantitative variables). Glucose and insulin data were normalized to have zero mean and unit variance before running the -means algorithm.
For each experience, the -means clustering algorithm was run 10 times using different cluster centroid initializations to avoid local minima. Then, the best realization that gives the lowest total WCSS was retained. In each run, clusters were initialized using the -means++ algorithm [4] and the point-to-centroid distances were computed using the squared Euclidean distance. The maximum number of iteration of the -means clustering algorithm was set to 100 for each run. The silhouette coefficient (SC) was used to evaluate the assignment of the data to the cluster (the higher the better) [31] .
Subjects and measurements
The present study was conducted on = 40 subjects (observations or instances) at the University Hospital of Caracas, Venezuela. Subjects underwent an OGTT of fives samples, i.e. insulin ( ) and glucose ( ) levels were measured in five different blood samples: one in fasting ( 0 and 0 ) and four others ( 1 , . . . , 4 and 1 , . . . , 4 ) after oral intake of 75 gr of glucose, at intervals of 30 minutes (minutes 30, 60, 90, and 120). The study protocol adhered to the principles of the Declaration of Helsinki and was approved by the Ethical Committee of the University Hospital of Caracas; all the subjects gave a written informed consent.
Individuals belong to three profiles:
• P1: 15 subjects diagnosed with metabolic syndrome according to [14] .
• P2: 10 sedentary people without metabolic syndrome.
• P3: 15 professional marathoners.
Further details about the characteristics of these groups may be found in [2] . Even if these subjects were labeled in advance, this information was not used during the unsupervised statistical learning task. Our goal is to evaluate if the clusters have relationships with these profiles when = 3. Insulin sensitivity was calculated using HOMA-IR (equation 1) and Matsuda (equation 2) methods. In equations (1) and (2), 0 ( UI/mL) is the fasting plasma insulin, 0 (mg/dL) is the fasting plasma glucose, and and are the mean insulin and glucose blood levels measured in the 5-sample OGTT:
Subjects were labeled as TRUE/FALSE insulin resistance according to HOMA-IR index: TRUE for IS H > 2.5. According to this, of the 40 subjects, 8 (20%) were diagnosed as IR T (insulin resistance TRUE) and 32 (80%) as IR F (insulin resistance FALSE). These eight subjects come from P1 (53.33%); subjects from P2 and P3 were labeled as having normal insulin sensitivity (i.e. IR F ) according to HOMA-IR. This information was not used by the -means algorithm, it was used during the interpretation of the automatic clustering results when = 2. Table 1 shows the mean, the median and the range of the variables studied in this work.
Results
Results are divided into three parts, according to the experiments detailed in section 2.1.1. Figure 1 shows the cluster assignments and centroids for = 2 and = 3 using HOMA-IR as observations. Using = 2 clusters (SC= 0.847 ± 0.183), cluster 1 ( 1 ) grouped 33 subjects and the cluster 2 ( 2 ) 7. Subjects in 2 correspond to people with insulin resistance, however, one subject with insulin resistance according to HOMA-IR was moved to 1 . For = 3 clusters (SC= 0.852 ± 0.247), 1 is composed by 24 subjects, 2 from P1, 8 from P2 and 14 from P3, 2 grouped 12 subjects, 9 from P1, 2 from P2 and 1 from P3, and 3 grouped 4 subjects from P1. These results are summarized in Table 2 . Figure 2 shows the cluster assignments and centroids for = 2 and = 3 using Matsuda's index as observations. Using = 2 clusters (SC= 0.788 ± 0.255), 1 grouped 23 subjects and 2 17. 1 is formed entirely by people without insulin resistance and 2 is composed by 15 people without insulin resistance and 8 people with insulin resistance. For = 3 clusters (SC= 0.771 ± 0.239), 1 grouped 19 subjects, 13 from P1, 5 from P2 and 1 from P3, 2 is formed by 10 subjects, 2 from P1, 3 from P2, 5 from P3, and 3 is composed by 11 subjects, 2 from P2 and 9 from P3. These results are summarized in Table 3 . Table 4 . Unsupervised learning results using insulin and glucose blood levels data. SC is expressed as mean±SD, corresponds to the number of subjects in cluster .
Experiment E1
1 33 (1 ∈ IR T ) 24 (2 ∈ P1, 8 ∈ P2, 14 ∈ P3) 2 7 (7 ∈ IR T ) 12 (9 ∈ P1, 2 ∈ P2, 1 ∈ P3) 3 4 (4 ∈ P1, 0 ∈ P2, 0 ∈ P3)
Experiment E2
1 23 (0 ∈ IR T ) 19 (13 ∈ P1, 5 ∈ P2, 1 ∈ P3) 2 17 (8 ∈ IR T ) 10 (2 ∈ P1, 3 ∈ P2, 5∈ P3) 3 11 (0 ∈ P1, 2 ∈ P2, 9 ∈ P3)1 27 (0 ∈ IR T ) 21 (10 ∈ P1, 8 ∈ P2, 3 ∈ P3) 2 13 (8 ∈ IR T ) 14 (0 ∈ P1, 2 ∈ P2, 12 ∈ P3) 3 5 (5 ∈ P1, 0 ∈ P2, 0 ∈ P3)
Experiment E3
Using = 2 clusters (SC= 0.605 ± 0.307), 1 grouped 27 subjects and 2 13. 1 is formed entirely by people without insulin resistance and 2 is composed by 8 people with insulin resistance and 5 people without insulin resistance. For = 3 clusters (SC= 0.498 ± 0.311), 1 is composed by 21 subjects, 10 from P1, 8 from P2 and 3 from P3, 2 grouped 14 subjects, 2 from P2 and 12 from P3, and 3 is formed by 5 subjects from P1. These results are summarized in Table 4 .
Discussion
The results shown in Tables 2-4 are very interesting. For instance, we can observe that the -means clustering algorithm with = 2 clusters, using either the HOMA-IR index ( = 1 dimension), the Matsuda index ( = 1 dimension) or the insulin and glucose levels ( = 10 dimensions) as quantitative observations (experiments E1, E2 and E3), did not divide the population exactly as IR T and IR F as the adopted HOMA-IR cutoff of 2.5 suggests. This result is in agreement with the results reported by Qu et al. who found experimentally a larger cutoff value (HOMA-IR > 3.8) for the detection of insulin resistance in Mexican Americans [30] . Indeed, using the HOMA-IR index as observations, the unsupervised classification with = 2 clusters (Table 2) shows that one subject with HOMA-IR= 2.58 was sent to the cluster where people do not have insulin resistance IR F , and the lowest HOMA-IR index found in the cluster 1 with IR T was 3.26.
On the other hand, using the Matsuda's index as observations for the -means algorithm with = 2, the unsupervised classification procedure shows that people diagnosed as IR T share the cluster with 9 people with IR F ( 2 in Table 3). However, using the insulin and glucose blood levels data from the 5-sample OGTT as observations, the unsupervised learning grouped 8 people with IR T and 5 people with IR F ( 2 in Table 4 ). These results suggest that people labeled as IR F in these clusters probably do not have the insulin resistance yet, or have the metabolic disorder in its initial stages, or are exposed to develop the syndrome in the future, or have other related diseases. In fact, these 5 subjects with IR F have high mean values of insulin ( ), in the range 28-102 UI/mL, and high mean values of glucose ( ), between 127 and 158 mg/dL. It is well known from previous studies that when baseline blood glucose and insulin levels are altered, therefore detectable with the HOMA-IR index, is because the subject already has insulin alterations [25, 8] . Using more variables in the diagnosis process could provide with additional information about the system that is observed, as it is shown in experiments E2 and E3, the clustering algorithm takes into account observations other than basal levels, i.e. E2 uses Matsuda's index ( = 1 dimension) which employs all values of the 5-sample OGTT (see equation 2) and E3 uses five glucose and five insulin levels ( = 10 dimensions).
Concerning the experiments using = 3 clusters, we can observe from Tables 2-4 that the unsupervised clustering strategy did not divide the population into three profiles as expected (P1: metabolic syndrome subjects, P2: sedentaries, and P3: marathoners). Using the HOMA-IR index, the clustering algorithm grouped the individuals as follows: in 1 24 subjects with HOMA-IR 0.37-1.31, in 2 12 subjects with HOMA-IR 1.59-3.52, and in 3 4 subjects with HOMA-IR 4.8-6.19. We can see that marathoners (P3) and sedentaries (P2) are mostly located in 1 , 2 is largely composed by subjects with metabolic syndrome (P1) and 3 is composed by subjects with insulin resistance. When more samples of insulin and glucose are considered in the unsupervised classification task, the algorithm neither clustered the individuals according to P1, P2 and P3.
Even if experiments E2 and E3 observe the same system, one indirectly as in E2 which uses unidimensional observations that is the result of equation 2 (employing 10 variables) and the other directly as in E3 which uses multidimensional observations ( = 10), the results observed in Tables 3 and  4 are quite different with = 3. We can see that individuals are better separated in E3 (using multidimensional observations) and the results are similar to those reported in E1 (Table 2 ). In fact, with = 3 clusters, while using HOMA-IR the -means algorithm grouped marathoners and sedentaries in the same cluster ( 1 in E1), using the insulin and glucose data the clustering algorithm grouped sedentaries and subjects with metabolic syndrome in the same cluster ( 1 in E3) and send the marathoners to other cluster ( 2 in E3).
In summary, using HOMA-IR index with = 2 the clustering algorithm tries to separate the individuals as having insulin resistance TRUE/FALSE, but with = 3 the algorithm detects the subjects with insulin resistance (HOMA-IR > 4.8) and grouped marathoners and sedentaries together. When several samples of insulin and glucose are available (as in the 5-sample OGTT), subjects are better classified when the variables are taken independently as in experiment E3.
Conclusions
In this work, the -means clustering algorithm was employed to perform an unsupervised classification of 40 subjects to whom the 5-sample OGTT was applied. Ten variables were therefore obtained (5 samples of insulin and 5 samples of glucose) for each subject and were employed indirectly and directly in the classification strategy. In the indirect way, a unidimensional observation vector was used as variable to the -means algorithm whereas in the direct way a multidimensional observation array was employed.
The observations were all quantitative variables.
Three experiments were performed, two using unidimensional observations and one using multidimensional observations. In the experiments with unidimensional observations, the HOMA-IR and the Matsuda index were used as variables, whereas the 5 glucose levels and 5 insulin levels were used in the experiment with multidimensional observations (10 dimensions). For each experiment, two numbers of clusters were tested: = 2 to differentiate between subjects with insulin resistance, and = 3 to differentiate between profiles, since the database was composed of three profiles: subjects with metabolic syndrome, marathon-ers and sedentaries. Using = 2 clusters, the results showed that individuals can be classified as having insulin resistance when the HOMA-IR index is used (unidimensional observations) but when several samples of insulin and glucose levels are combined to form a unidimensional observation, as is the case with the Matsuda's index, the clustering algorithm gives a different partition of the data. Similarly, when theses samples are taken into account simultaneously (multidimensional observations), the clustering algorithm groups together five subjects not diagnosed with insulin resistance with the subjects with insulin resistance. This interesting partitioning could means that these five subjects could develop insulin resistance or already have the metabolic disorder in its early stages. On the other hand, using = 3 clusters, the clustering algorithm was not able to characterize the population based neither on the insulin sensitivity index (using HOMA-IR or Matsuda) nor on the insulin and glucose blood levels data. However, using multidimensional observations the -means algorithm tries to group people with insulin resistance in the same cluster, marathoners in another cluster and sedentaries and some subjects with metabolic syndrome in another cluster. A similar result was obtained using the HOMA-IR index but grouping together sedentaries and marathoners.
The methodology presented in this paper could be used in the definition of cutoff values not only for the indirect methods but for the levels of insulin and glucose in each phase of the OGTT. In addition, the unsupervised clustering using -means could be used in the detection and prediction of insulin resistance and related complications, like diabetes mellitus type 2. We are particular interested in conceiving approaches to predict insulin resistance because it is possible to reverse it with an appropriate treatment, however a late diagnosis of insulin resistance can lead to weight gain since a raise in insulin levels promotes the accumulation of triglycerides in the abdominal area.
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