The response-adaptive design driven by randomly reinforced urn model is optimal in the sense that it allocate patients to the best treatment with probability converging to one. This paper illustrates asymptotic properties for multi-color reinforced urn models. Results on the rate of convergence of the number of patients assigned to each treatment are obtained under minimum requirement of conditions and the distributions of the limits are found.
Introduction
Scientific and clinical investigations often demand that new interventions or treatments be compared against a control group. Randomization is the preferred way of assigning participants to the control and the treatment groups. In some clinical trials, the experimenter has two simultaneous goals: collecting evidence to determine the superior treatment, and biasing the allocations toward the better treatment in order to reduce the proportion of subjects in the experiment that receive the inferior treatment. Response adaptive designs are randomization procedures desirable for such ethical reasons. In an adaptive design, patients enters the experiment sequentially and are allocated randomly to a treatment, according a rule that depends on the previous allocations and the previous observed responses. A vast number of adaptive designs have been proposed in recent years; for a review one can refer to Hu and Rosenberger (2006) and Rosenberger and Lachin (2002) . Urn model designs are a large family of response adaptive-randomization procedures. The present paper is devoted to studying the asymptotic properties of response-adaptive designs generated by a multi-color, randomly reinforced urn (RRU). A design driven by a RRU has been shown to be optimal in the sense that it allocates patients to the best treatment with a probability that converges to one. The RRU model for clinical trials has been studied by many researchers such as Durham, Flournory, Li (1998), Durham and Yu (1990) , Li, Durham and Flournory (1996) , Melifer, Panganoni and Secchi (2006a,b) and Peganoni and Secchi (2007) etc. Though the RRU model is also of fundamental importance in many areas of applications, for instance in economics (c.f., Erev and Roth (1998), Beggs ( 2005) ), in information science (c.f., Martin and Ho ( 2002) ) and in resampling theory etc, the results obtained in this paper will be illustrated within a clinical trial framework.
Different from many adaptive designs in literature in which the proportion of patients allocated to each treatment converges to a limit in (0, 1), a design driven by the RRU usually allocates the patients in an optimal manner that the proportion of patients assigned to the best treatment converges to 1, and accordingly, the proportion of patients allocated to each inferior treatment converges to zero. However, it is important to know the (expected) number of patients in each treatment when the statistic test for the treatment differences and the power of the test are considered.
Very recently, for the two-treatment case, May In Section 2, we illustrates asymptotic properties for multi-color reinforced urn models by applying the theory of branching processes. Results on the rates of convergence of both urn proportions and allocation proportions are obtained and the distributions of the limits are found. In Section 3, asymptotic distributions of the Wald test statistic for testing mean differences are obtained both under the null hypothesis and alternate hypothesis. In Section 4, asymptotic properties for the non-homogenous multi-color reinforced urn model and the related Wald test statistic are illustrated by martingale methods. In the last section, by combining the theory of branching processes and the martingale method we prove the necessity of the conditions for which the normalized urn components and allocation numbers converge to a positive finite limit. In the sequel of this paper, for two positive sequences {a n } and {b n }, we write a n = O(b n ) if there is a constant C such that a n ≤ Cb n , a n ∼ b n if a n /b n → 1, and a n ≈ b n if a n = O(b n ) and b n = O(a n ).
2 Multi-color RRU model and asymptotic proper- patient is assigned to treatment k with a probability
The urn is updated according to the response ξ m+1,k of the (m+1) is that the mean replacement matrix of a RRU is not irreducible. In the RRU, the urn is updated by adding U m+1,k ≥ 0 balls of type k to the urn when the response ξ m+1,k is observed, and so the mean replacement matrix diag(EU m+1,1 , . . . , EU m+1,K ) is diagonal. Usually, and in this section it is assumed that, U m+1,k is a function 
if U n,1 , . . . , U n,K have distributions on a nonnegative and bounded set. Very recently, May and Flournoy (2007) , studied the convergence rate of (2.1) in the special twotreatment case.
Theorem A Suppose K = 2, m 1 > m 2 and that U n,1 and U n,2 have distribution on a nonnegative and bound real set. Then
where ψ and η are two random variables with support in (0, ∞).
May and Flournoy (2007) also proved that the power for testing µ 1 = µ 2 is a function of η. However, they had not found the distribution of η.
The following theorem gives the exact convergence rates of the urn components and the allocation numbers of patients for a general multi-treatment design driven by a RRU, and also the distributions of the limits.
be the probability generating function of U n,k , and
Here and in the sequel, log x = ln(x ∨ e). Then there exist K independent positive continuous random
As a result,
Remark 2.1 According (2.7), the distribution of ̟ k is uniquely determined by Y 0,k and the distribution of U 1,k . And so, according to (2.5), (2.6) and the independence of ̟ 1 , . . ., ̟ K , the distributions of ψ k and η be the success probability. Suppose we add α balls of type k to the urn when we observe a success on treatment k, and so
From (2.7) it follows that
which is the Laplace transform of a Gamma distribution with parameters 1/α and 1/α.
It follows that the distribution of ̟ k is Gamma with parameters Y 0,k /α and 1/α.
where Γ(Y 0,k /α, 1) and Γ( m j=1 Y 0,j /α, 1) are two independent Gamma distributed random variables with parameters given in the parentheses, and so
where β(a, b) is a β distributed random variable with parameters given in the parentheses, and so
The following theorem tells us that the condition E[U 1,k log U 1,k ] < ∞ can not be removed.
Theorem 2.2 Suppose for each
converges in probability to a finite positive limit. Then we must
is finite, then all of them are finite.
Next, we give the proof of Theorem 2.1. The proof of Theorem 2.2 will be given in the last section since it requires more preparation.
Proof of Theorem 2.1. We will use the embedding method as in Athreya and Ney (1972) to prove the theorem. Let {Z(t) = (Z 1 (t), . . . , Z K (t)); t ≥ 0} be a Ktype Markov branching process with Z k (t), k = 1, 2, . . . , K, being K independent branching processes, and Z(0) = Y 0 . Assume that (i) each particle lives with an unit exponential random time, and,(ii) when a particle of type k (k = 1, 2, . . . , K) is died, new particles of the same type are born according to the probability generating function sf k (s), i.e., the random number of born particles has the same distribution as U 1,k + 1. Let τ 0 = 0 and τ n be the time of n-th death in the system. Then with the same argument as in Theorem 9.2 of Athreya and Ney (1972), we have that {Z(τ n ); n ≥ 0} is equivalent to {Y n ; n ≥ 0}, namely, these two random sequences have the same distribution. Actually, it obvious that Z(0)
Given {Z(τ 0 ), . . . , Z(τ n )}, the probability that (n + 1)-th death is a type k particle is
and when a type k particle ball is died, 1 + U * n,k new balls of the same type are born., where the distribution of U * n,k is the same as that of U n,k . So for given
So, these two random sequences have the same distribution by induction.
On the other hand, it is obvious that the extinction probability of each
. By the additive property of the branching process, Z k (t)
can be written as
processes with Z 
. It is obvious that ̟ k , k = 1, . . . , K, are independent because {Z k (t)}, k = 1, . . . , K, are K independent processes. It is obvious that τ n → ∞ a.s. as n → ∞. From (2.8), we conclude that To prove (2.5) and (2.6), without loss of generality, we suppose
which, together with (2.4) imply (2.6). Finally, (2.5) follows from (2.6) by noticing
Testing hypothesis
Let µ k = Eξ n,k and σ 2 k = Var{ξ n,k }, k = 1, . . . , K, be the means and variances of the responses, respectively. In this section we consider the hypothesis test on the mean responses Write
where 1 = (1, . . . , 1). The Wald statistic is defined by
The usual Wald statistic, in which the outcomes are from fixed design points, is well-known asymptotically χ 2 distributed under the null hypothesis H 0 , and a condition that nΣ n converges to a positive definite determined matrix is usually assumed.
A little more generally, n can be replaced by a sequence {b n } with b n ր ∞. However, for the statistic W n now from the RRU-design, according to Theorem 2.1, it is impossible to find a sequence {b n } such that b n Σ n converges to a positive definite matrix
verges to a positive definite matrix which is random and is a function of ̟ 1 , . . . , ̟ K defined in Theorem 2.1. In this section, we will establish the asymptotic distribution of W n both under the null hypothesis H 0 and the alternative hypothesis H 1 : µ i = µ j for some i = j. 
where p * 1 and p * 2 be the largest and the secondly largest of p 1 , . . . , p K .
For proving Theorems 3.1 and 3.2, we first have the following theorems concerning the asymptotic distribution of u.
Here ζ n D → ζ mixing means that, the conditional distribution of ζ n for any given event E with P(E) > 0 converges to the distribution of ζ.
The proof of this theorem is based on the following central limit theorem for martingale vectors which is a multi-dimensional version of Corollary 3.2 of Hall and
Heyde (1980, page 64) and can be obtained using the Cramér-Wold device.
If V is a positive definite matrix with probability 1, then
Proof of Theorem 3.3. Let k n = n, A n,i = σ(X j , ξ j , j = 1, . . . , i, X i+1 ) and
It is easily seen that
which will converges to a positive definite random matrix by Theorem 2.1. On the other hand,
So, (3.13) follows from Lemma 3.1. (3.14) follows from (3.13) and Slutsky's theorem.
Theorem 3.4 Suppose EU n,k log U n,k < ∞ and Eξ 2 n,i < ∞. Then 
where λ K−1 = (λ 1 , . . . , λ K−1 ), and π 1 , . . . , π K are independent standard normal random variables which are also independent of λ. It is easy to check that for given λ, Z is a K dimensional normal random vector with mean zero and variance-covaraince matrix I. It follows that
Now we turn to the proofs of Theorems 3.1 and 3.2. Theorem 3.1 follows from Theorem 3.3 immediately. For Theorem 3.2, write
(3.11) is now verified, and then (3.12) follows from Theorem 2.1 immediately. .
Non-homogenous case
When ξ 1,k , ξ 2,k , . . . , are not identically distributed, the mean of U n,k will depend on n and the embedding method fails. In some practical problems, U n,k may depend on previous assignments and the outcomes of previous trials. For example, one may use the current estimators of the unknown distribution parameters to adjust the model.
In such case, U n,k and its mean are functions of the estimators µ i , i = 1, . . . , K. And so the means of the replacement are not homogenous. For non-homogenous case, we still have the following limit results. To prove Theorem 4.1, we need several more lemmas.
Lemma 4.1 For each k = 1, . . . , K, with probability one
Proof. We have
Here and in the sequel,
is a nonnegative supermartingale. And hence it converges to a finite limit by the fundamental convergence theorem for supermartingale.
Lemma 4.2 Let
Then for each k = 1, . . . , K, with probability one
Proof. It is easily seen that
It follows that Y −1 n,k exp { n l=1 b l−1,k } is a nonnegative supermartingale. And hence it converges to a finite limit by the fundamental convergence theorem for supermartingale.
Under (4.1) or (4.3), we have
Proof. We prove (4.8) first. Notice
is a sequence of martingale differences. Let U
By the law of large numbers for martingales (c.f., Theorem 2.17 of Hall and Heyde
On the other hand, Then
It follows that
In either case, we have Y n,k = m k N m,k + o(n) a.s.. We conclude that
which, together with K k=1 N n,k = n, implies (4.8).
For (4.6), we have
which is equivalent to (4.6).
Finally, we prove (4.7). If (4.1) is satisfied, (4.7) is obvious by combining (4.6) and (4.9). Suppose (4.3) is satisfied. Then by (4.8),
It follows that
Combing the above argument with (4.9) and (4.6) yields
which implies (4.7).
Proof of Theorem 4.1. Notice
→ 0 a.s., which implies
By (4.8), it follows that
under either (4.1) or (4.3). By Lemma 4.2, for any 0
Combing (4.8), (4.10) and (4.11) yields
1 n log p n < ∞ a.s., which, together with Lemmas 4.2 and 4.1, we conclude that, with probability one converge to a finite limit with probability, where
On the other hand, it is easily seen that Hence, if Y n,k /n δ k converges in probability to a positive finite limit, say, ̟ * k , then δ k = m k /m max . While, if N n,k /n δ k converges in probability to a positive finite limit, then Y n,k /n δ k converges in probability to a positive finite limit by the fact Y n,k ∼ µ k N n,k a.s.. The first part of the theorem is proved.
Finally, by noticing e −m k τn Y n,k → ̟ k a.s. according (2.10) and the assumption that Y n,k /n m k /mmax → ̟ * k in probability, we conclude n 1/mmax e −τn → ̟ k ̟ * k 1/m k in probability.
Hence, if one of ̟ k , k = 1, . . . , K, is positive, then all of them are positive. By (2.10), the proof is now completed.
