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Abstract
There are nontrivial dualities and parallels between polynomial algebras and the
Grassmann algebras. This paper is an attempt to look at the Grassmann algebras
at the angle of the Jacobian conjecture for polynomial algebras (which is the ques-
tion/conjecture about the Jacobian set – the set of all algebra endomorphisms of a
polynomial algebra with the Jacobian 1 – the Jacobian conjecture claims that the
Jacobian set is a group). In this paper, we study in detail the Jacobian set for the
Grassmann algebra which turns out to be a group – the Jacobian group Σ – a sophis-
ticated (and large) part of the group of automorphisms of the Grassmann algebra
Λn. It is proved that the Jacobian group Σ is a rational unipotent algebraic group. A
(minimal) set of generators for the algebraic group Σ, its dimension and coordinates
are found explicitly. In particular, for n ≥ 4,
dim(Σ) =
{
(n− 1)2n−1 − n2 + 2 if n is even,
(n− 1)2n−1 − n2 + 1 if n is odd.
The same is done for the Jacobian ascents - some natural algebraic overgroups of Σ.
It is proved that the Jacobian map σ 7→ det(∂σ(xi)
∂xj
) is surjective for odd n, and is
not for even n though, in this case, the image of the Jacobian map is an algebraic
subvariety of codimension 1 given by a single equation.
Key Words: The Grassmann algebra, the Jacobian group, algebraic group.
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1 Introduction
Throughout, ring means an associative ring with 1. Let K be an arbitrary ring (not
necessarily commutative). The Grassmann algebra (the exterior algebra) Λn = Λn(K) =
K⌊x1, . . . , xn⌋ is generated freely over K by elements x1, . . . , xn that satisfy the defining
relations:
x21 = · · · = x
2
n = 0 and xixj = −xjxi for all i 6= j.
What is the paper about? Motivation. Briefly, for the Grassmann algebra Λn
over a commutative ring K we study in detail the Jacobian map
J (σ) := det(
∂σ(xi)
∂xj
)
which is a ‘straightforward’ generalization of the usual Jacobian map J (σ) := det(∂σ(xi)
∂xj
)
for a polynomial algebra Pn = K[x1, . . . , xn], σ ∈ EndK−alg(Pn). The polynomial Jacobian
map is not yet a well-understood map, one of the open questions about this map is the
Jacobian conjecture (JC) which claims that J (σ) = 1 implies σ ∈ AutK(Pn) (where K is
a field of characteristic zero). Obviously, one can reformulate the Jacobian conjecture as
the question of whether the Jacobian monoid Σ(Pn) := {σ ∈ EndK−alg(Pn) | J (σ) = 1} is
a group? The analogous Jacobian monoid Σ = Σ(Λn) for the Grassmann algebra Λn is,
by a trivial reason, a group, it is a subgroup of the group AutK(Λn) of automorphisms of
the Grassman algebra Λn. It turns out that properties of the Jacobian map J are closely
related to properties of the Jacobian group Σ which should be treated as the ‘kernel’ of
the Jacobian map J despite the fact that J is not a homomorphism.
It turns out that the Jacobian group Σ is a large subgroup of AutK(Λn), so we start the
paper considering the structure of the group AutK(Λn) and its subgroups. The Jacobian
map and the Jacobian group are not transparent objects to deal with. Therefore, several
(important) subgroups of AutK(Λn) are studied first. Some of them are given by explicit
generators, another are defined via certain ‘geometric’ properties. That is why we study
these subgroups in detail. They are building blocks in understanding the structure of the
Jacobian map and the Jacobian group. Let us describe main results of the paper.
In the Introduction, K is a reduced commutative ring with 1
2
∈ K, n ≥ 2 (though many
results of the paper are true under milder assumptions, see in the text), Λn = Λn(K) =
K⌊x1, . . . , xn⌋ be the Grassmann K-algebra and m := (x1, . . . , xn) be its augmentation
ideal. The algebra Λn is endowed with the Z-grading Λn = ⊕ni=0Λn,i and Z2-grading
Λn = Λ
ev
n ⊕Λ
od
n , and so each element a ∈ Λn is a unique sum a = a
ev + aod where aev ∈ Λevn
and aod ∈ Λodn . For each s ≥ 2, the algebra Λn is also a Zs-graded algebra (Zs := Z/sZ).
The structure of the group of automorphisms of the Grassmann algebra and
its subgroups. In Sections 2 and 9, we study the group G := AutK(Λn(K)) of K-algebra
automorphisms of Λn and various its subgroups (and their relations):
2
• Ggr, the subgroup of G elements of which respect Z-grading,
• GZ2−gr, the subgroup of G elements of which respect Z2-grading,
• GZs−gr, the subgroup of G elements of which respect Zs-grading,
• U := {σ ∈ G | σ(xi) = xi+ · · · for all i} where the three dots mean bigger terms with
respect to the Z-grading,
• God := {σ ∈ G | σ(xi) ∈ Λn,1 + Λ
od
n for all i} and G
ev := {σ ∈ G | σ(xi) ∈ Λn,1 +
Λevn for all i},
• Inn(Λn) := {ωu : x 7→ uxu
−1} and Out(Λn) := G/Inn(Λn), the groups of inner and
outer automorphisms,
• Ω := {ω1+a | a ∈ Λ
od
n },
• For each odd number s such that 1 ≤ s ≤ n, Ω(s) := {ω1+a | a ∈
∑
1≤j is odd Λn,js},
• Γ := {γb | γb(xi) = xi + bi, bi ∈ Λodn ∩m
3, i = 1, . . . , n}, b = (b1, . . . , bn),
• For each even number s such that 3 ≤ s ≤ n, Γ(s) := {γb | all bi ∈
∑
j≥1 Λn,1+js},
• Un := {τλ | τλ(xi) = xi + λix1 · · ·xn, λ = (λ1, . . . , λn) ∈ Kn} ≃ Kn, τλ ↔ λ,
• GLn(K)op := {σA | σA(xi) =
∑n
j=1 aijxj , A = (aij) ∈ GLn(K)},
• Φ := {σ : xi 7→ xi(1 + ai) | ai ∈ Λevn ∩m
2, i = 1, . . . , n}.
If K = C the group ΓGLn(C)op was considered in [2]. IfK = k is a field of characteristic
6= 2 it was proved in [4] that G is a semidirect product Inn(Λk(k))⋊GZ2−gr. One can find
a lot of information about the Grassmann algebra (i.e. the exterior algebra) in [3].
• (Lemma 2.8.(5)) Ω is an abelian group canonically isomorphic to the additive group
Λodn /Λ
od
n ∩Kx1 · · ·xn via ω1+a 7→ a.
• (Lemma 2.9, Corollary 2.15.(3)) Inn(Λn) = Ω and Out(Λn) ≃ GZ2−gr.
• (Theorem 2.14) U = Ω⋊ Γ.
• (Theorem 2.17) Ω is a maximal abelian subgroup of U if n is even (Ω ⊇ Un); and
ΩUn = Ω× Un is a maximal abelian subgroup of U if n is odd (Ω ∩ Un = {e}).
• (Theorem 2.14, Corollary 2.15, Lemma 2.16)
1. G = U ⋊GLn(K)op = (Ω⋊ Γ)⋊GLn(K)op,
2. G = Ω⋊GZ2−gr, and
3. G = GevGod = GodGev.
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• (Lemma 2.16.(1)) God = GZ2−gr = Γ⋊GLn(K)
op.
• (Lemma 3.6) Let s = 2, . . . , n. Then
GZs−gr =
{
Γ(s)⋊GLn(K)op, if s is even,
Ω(s)⋊GLn(K)
op, if s is odd.
The Jacobian matrix and an analogue of the Jacobian Conjecture for Λn.
The even subalgebra Λevn of Λn belongs to the centre of the algebra Λn. A K-linear map
δ : Λn → Λn is called a left skew derivation if δ(aiaj) = δ(ai)aj + (−1)iaiδ(aj) for all
homogeneous elements ai and aj of graded degree i and j respectively. Surprisingly, skew
derivations rather than ordinary derivations are more important in study of the Grassmann
algebras. This and the forthcoming paper [1] illustrate this phenomenon.
The ‘partial derivatives’ ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
are left skew K-derivations of Λn(K)
(∂i(xj) = δij , the Kronecker delta; ∂k(aiaj) = ∂k(ai)aj + (−1)iai∂k(aj)). Let Eod :=
EndK−alg(Λn)
od := {σ ∈ EndK−alg(Λn) | all σ(xi) ∈ Λodn }. For each endomorphism σ ∈ E
od,
its Jacobian matrix ∂σ
∂x
:= (∂σ(xi)
∂xj
) ∈ Mn(Λevn ) has even (hence central) entries, and so, the
Jacobian of σ,
J (σ) := det(
∂σ(xi)
∂xj
),
is well-defined element of the even subalgebra Λevn . For σ, τ ∈ E
od, the ‘chain rule’ holds
∂(στ)
∂x
= σ(
∂τ
∂x
) ·
∂σ
∂x
,
which implies, J (στ) = J (σ) ·σ(J (τ)), i.e. the Jacobian map is almost a homomorphism
of monoids (with zeros). It follows that the sets Σ ⊂ Σ˜ ⊂ O are monoids where
O := {σ ∈ Eod | J (σ) is a unit}, Σ˜ := {σ ∈ Eod | J (σ) = 1}, Σ := {σ ∈ Eod∩Γ | J (σ) = 1}.
If σ ∈ Eod ∩ AutK(Λn) = GZ2−gr = ΓGLn(K)
op (Lemma 2.16.(1)) then σ−1 ∈ Eod ∩
AutK(Λn) and
1 = J (idΛn) = J (σσ
−1) = J (σ)σ(J (σ−1)),
and so J (σ) is a unit in Λn.
An analogue of the Jacobian Conjecture for the Grassmann algebra Λn, i.e. σ ∈ O
implies σ is an automorphism (i.e. O ⊆ G := AutK(Λn)), is trivially true.
• O ⊆ G.
Proof. Let σ ∈ O. Then σ(x) = Ax + · · · where x := (x1, . . . , xn)t, A ∈ Mn(K), and the
three dots mean higher terms with respect to the Z-grading. Since
J (σ) ≡ det(A) mod m
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and J (σ) is a unit, the determinant must be a unit in K. Changing σ for σσA−1 where
σA−1(x) = A
−1x (σσA−1(x) = A
−1Ax + · · · = x + · · · ) one can assume that, for each i =
1, . . . , n, σ(xi) = xi−ai where ai ∈ m
3∩Λodn . Let us denote σ(xi) by x
′
i, then xi = x
′
i+ai(x).
After repeating several times (≤ n times) these substitutions simultaneously in the tail of
each element xi, i.e. elements of degree ≥ 3, it is easy to see that xi = x′i + bi(x
′) for some
element bi(x
′) ∈ m3 ∩ Λodn . This gives the inverse map for σ, i.e. σ ∈ G. The elements bi
can be found even explicitly using the inversion formula (Theorem 3.1). 
The next two facts follow directly from the inclusion O ⊆ G and the formula J (σ−1) =
σ−1(J (σ)−1), for all σ ∈ G.
• Σ, Σ˜, and O are groups.
• O = GZ2−gr = Γ⋊GLn(K)
op and Σ˜ = Σ⋊ SLn(K)op.
The Jacobian map and the Jacobian group. The set En := K
∗ +
∑
m≥1 Λn,2m is
the group of units of the even subalgebra Λevn := ⊕m≥0Λn,2m of Λn where K
∗ is the group of
units of the ring K; and E ′n := 1+
∑
m≥1 Λn,2m is the subgroup of En. Due to the equality
J (στ) = J (σ)σ(J (τ)), to study the Jacobian map
J : ΓGLn(K)
op → En, σ 7→ J (σ),
is the same as to study its restriction to Γ:
J : Γ→ E ′n, σ 7→ J (σ).
When we mention the Jacobian map it means as a rule this map. The Jacobian group
Σ = {σ ∈ Γ | J (σ) = 1} is trivial iff n ≤ 3. So, we always assume that n ≥ 4 in the results
on the Jacobian group Σ and its subgroups.
An algebraic group A over K is called affine if its algebra of regular functions is a
polynomial algebra K[t1, . . . , td] with coefficients in K where d := dim(A) is called the
dimension of A (i.e. A is an affine space). If K is a field then dim(A) is the usual
dimension of the algebraic group A over the field K.
• (Theorem 6.3) The Jacobian group Σ is an affine group over K of dimension
dim(Σ) =
{
(n− 1)2n−1 − n2 + 2 if n is even,
(n− 1)2n−1 − n2 + 1 if n is odd.
• The coordinate functions on Σ are given explicitly by (96) and Corollary 4.11.(5).
A subgroup of an algebraic group A over K is called a 1-parameter subgroup if it
is isomorphic to the algebraic group (K,+). A minimal set of generators for an affine
algebraic group A over K is a set of 1-parameter subgroups that generate the group A as
an abstract group but each smaller subset does not generate A.
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• (Theorem 6.1) A (minimal) set of generators for Σ is given explicitly.
• (Corollary 4.13) The Jacobian group Σ is not a normal subgroup of Γ iff n ≥ 5.
• (Theorem 7.9) The Jacobian map J : Γ → E ′n, σ 7→ J (σ), is surjective if n is
odd, and it is not surjective if n is even but in this case its image is a closed affine
subvariety of E ′n of codimension 1 which is given by a single equation.
The subgroups Σ′ and Σ′′ of the Jacobian group Σ. To prove the (above) results
about the Jacobian group Σ, we, first, study in detail two of its subgroups:
Σ′ := Σ ∩ Φ = {σ : xi 7→ xi(1 + ai) | J (σ) = 1, ai ∈ Λ
ev
n ∩m
2, 1 ≤ i ≤ n}
and the subgroup Σ′′ is generated by the explicit automorphisms of Σ (see (65)):
ξi,bi : xi 7→ xi + bi, xj 7→ xj , j 6= i,
where bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋od≥3 and i = 1, . . . , n.
The importance of these subgroups is demonstrated by the following two facts.
• (Corollary 4.11.(1)) Σ = Σ′Σ′′.
• (Theorem 4.9.(1)) Γ = ΦΣ′′.
Note that each element xi is a normal element of Λn: xiΛn = Λnxi. Therefore, the ideal
(xi) of Λn generated by the element xi determines a coordinate ‘hyperplane.’ The groups Σ
′
and Σ′′ have the following geometric interpretation: the group Σ′ preserves the coordinate
‘hyperplanes’ and elements of the group Σ′′ can be seen as ‘rotations.’
By the definition, the group Σ′ is a closed subgroup of Σ, it is not a normal subgroup
of Σ unless n ≤ 5. It is not obvious from the outset whether the subgroup Σ′′ is closed or
normal. In fact, it is.
• (Theorem 6.4.(2)) Σ′′ is the closed normal subgroup of Σ, Σ′′ is an affine group of
dimension
dim(Σ′′) =
{
(n− 1)2n−1 − n2 + 2− (n− 3)
(
n
2
)
if n is even,
(n− 1)2n−1 − n2 + 1− (n− 3)
(
n
2
)
if n is odd,
and the factor group Σ/Σ′′ ≃ Σ′/Σ′5 is an abelian affine group of dimension dim(Σ/Σ′′) =
n
(
n−1
2
)
−
(
n
2
)
= (n− 3)
(
n
2
)
.
• (Corollary 5.6) The group Σ′ is an affine group over K of dimension
dim(Σ′) =
{
(n− 2)2n−2 − n+ 2 if n is even,
(n− 2)2n−2 − n+ 1 if n is odd.
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• (Lemma 6.2) The intersection Σ′ ∩Σ′′ is a closed subgroup of Σ, it is an affine group
over K of dimension
dim(Σ′ ∩ Σ′′) =
{
(n− 2)2n−2 − n + 2− (n− 3)
(
n
2
)
if n is even,
(n− 2)2n−2 − n + 1− (n− 3)
(
n
2
)
if n is odd.
• The coordinates on Σ′ and Σ′′ are given explicitly by (96) and (101).
To find coordinates for the groups Σ, Σ′, and Σ′′ explicitly, we introduce avoidance functions
and a series of subgroups {Φ′2s+1} , s = 1, 2, . . . , [n−1
2
], of Φ that are given explicitly (see
Section 5). They are too technical to explain in the introduction.
• (Theorem 5.4) This theorem is a key result in finding coordinates for the groups Σ,
Σ′, Σ′′, etc.
The Jacobian ascents Γ2s. In order to study the image of the Jacobian map J :
Γ → E ′n, σ 7→ J (σ), certain overgroups of the Jacobian group Σ are introduced. They
are called the Jacobian ascents. The problem of finding the image im(J ) is equal to the
problem of finding generators for these groups. Let us give some details. The Grassmann
algebra Λn has the m-adic filtration {mi}. Therefore, the group E ′n has the induced m-adic
filtration:
E ′n = E
′
n,2 ⊃ E
′
n,4 ⊃ · · · ⊃ E
′
n,2m ⊃ · · · ⊃ E
′
n,2[n
2
] ⊃ E
′
n,2[n
2
]+2 = {1},
where E ′n,2m := E
′
n ∩ (1 +m
2m). Correspondingly, the group Γ has the Jacobian filtration:
Γ = Γ2 ⊇ Γ4 ⊇ · · · ⊇ Γ2m ⊇ · · · ⊇ Γ2[n
2
] ⊇ Γ2[n
2
]+2 = Σ,
where Γ2m := Γn,2m := J −1(E ′n,2m) = {σ ∈ Γ | J (σ) ∈ E
′
n,2m}. It follows from the equality
J (στ) = J (σ)σ(J (τ)) that all Γ2m are subgroups of Γ, they are called, the Jacobian
ascents of the Jacobian group Σ.
The Jacobian ascents are distinct groups with a single exception when two groups
coincide. This is a subtle fact, it explains (partly) why formulae for various dimensions
differ by 1 in odd and even cases.
• (Corollary 7.7) Let K be a commutative ring and n ≥ 4.
1. If n is an odd number then the Jacobian ascents
Γ = Γ2 ⊃ Γ4 ⊃ · · · ⊃ Γ2s ⊃ · · · ⊃ Γ2[n
2
] ⊃ Γ2[n
2
]+2 = Σ
are distinct groups.
2. If n is an even number then the Jacobian ascents
Γ = Γ2 ⊃ Γ4 ⊃ · · · ⊃ Γ2s ⊃ · · · ⊃ Γ2[n
2
]−2 ⊃ Γ2[n
2
] = Γ2[n
2
]+2 = Σ
are distinct groups except the last two groups, i.e. Γ2[n
2
] = Γ2[n
2
]+2.
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The subgroups {Γ2s+1} of Γ are given explicitly,
Γ2s+1 := {σ : xi 7→ xi + ai | ai ∈ Λ
od
n ∩m
2s+1, 1 ≤ i ≤ n}, s ≥ 1,
they have clear structure. The next result explains that the Jacobian ascents {Γ2s} have
clear structure too, Γ2s = Γ
2s+1Σ, and so the structure of the Jacobian ascents is completely
determined by the structure of the Jacobian group Σ.
• (Theorem 7.1) Let K be a commutative ring and n ≥ 4. Then
1. Γ2s = Γ
2s+1Σ = Φ2s+1Σ = Φ′2s+1Σ for each s = 1, 2, . . . , [n−1
2
].
2. If n is an even number then Γn = Σ, i.e. Γn = Γn+2 = Σ.
The next theorem introduces an isomorphic affine structure on the algebraic group Γ.
• (Theorem 7.2) Let K be a commutative ring, n ≥ 4, and s = 1, . . . , [n−1
2
]. Then
each automorphism σ ∈ Γ is a unique product σ = φ′a(2)φ
′
a(4) · · ·φ
′
a(2[n−1
2
])
γ for unique
elements a(2s) ∈ Λn,2s and γ ∈ Γ2[n−1
2
]+2 = Σ (by (103)). Moreover,
a(2) ≡ J (σ)− 1 mod E ′n,4,
a(2t) ≡ J (φ′−1a(2t−2) · · ·φ
′−1
a(2)σ)− 1 mod E
′
n,2t+2, t = 2, . . . , [
n− 1
2
],
γ = (φ′a(2)φ
′
a(4) · · ·φ
′
a(2[n−1
2
])
)−1σ.
The automorphisms φ′a(2s) are give explicitly (see Section 7 for details), they are too
technical to explain here. The theorem above is a key result in proving that various quotient
spaces, like Γ2s/Γ2t (s < t), are affine, and in finding their dimensions. An algebraic variety
V overK is called affine (i.e. an affine space over K) if its algebra of regular functionsO(V )
is a polynomial algebra K[v1, . . . , vd] over K where d := dim(V ) is called the dimension
of V over K. In this paper, all algebraic groups and varieties will turn out to be affine
(i.e. affine spaces), and so the word ‘affine’ is used only in this sense. This fact strengthen
relations between the Grassmann algebras and polynomial algebras even more.
• (Corollary 7.5) Let K be a commutative ring, n ≥ 4. Then all the Jacobian ascents
are affine groups over K and closed subgroups of Γ, and
dim(Γ2s) = dim(Σ) +
[n−1
2
]∑
i=s
(
n
2i
)
, s = 1, . . . , [
n− 1
2
].
• (Corollary 7.8) Let K be a commutative ring and n ≥ 4. Then the quotient space
Γ/Σ := {σΣ | σ ∈ Γ} is an affine variety.
1. If n is odd then the Jacobian map Γ/Σ → E ′n, σΣ 7→ J (σ), is an isomorphism
of the affine varieties over K, and dim(Γ/Σ) = 2n−1 − 1.
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2. If n is even then the Jacobian map Γ/Σ → E ′n/E
′
n,n, σΣ 7→ J (σ)E
′
n,n, is an
isomorphism of the affine varieties over K (where E ′n,n = 1 +Kx1 · · ·xn), and
dim(Γ/Σ) = 2n−1 − 2.
• (Theorem 7.9) Let K be a commutative ring, n ≥ 4, J : Γ→ E ′n, σ 7→ J (σ), be the
Jacobian map, and s = 1, 2, . . . , [n−1
2
]. Then,
1. for an odd number n, the Jacobian map J is surjective, and
2. for an even number n, the Jacobian map J is not surjective. In more detail,
the image im(J ) is a closed algebraic variety of E ′n of codimension 1.
The unique presentation σ = ω1+aγbσA for σ ∈ AutK(Λn). Each automorphism
σ ∈ G = ΩΓGLn(K)
op is a unique product (Theorem 2.14)
σ = ω1+aγbσA
where ω1+a ∈ Ω (a ∈ Λ
′od
n ), γb ∈ Γ, and σA ∈ GLn(K)
op where Λ′odn := ⊕iΛn,i and i runs
through odd natural numbers such 1 ≤ i ≤ n− 1. The next theorem determines explicitly
the elements a, b, and A via the vector-column σ(x) := (σ(x1), . . . , σ(xn))
t (for, only one
needs to know explicitly the inverse γ−1b for each γb ∈ Γ which is given by the inversion
formula below, Theorem 3.1).
• (Theorem 9.1) Each element σ ∈ G is a unique product σ = ω1+aγbσA (Theorem
2.14.(3)) where a ∈ Λ′odn and
1. σ(x) = Ax+ · · · (i.e. σ(x) ≡ Ax mod m) for some A ∈ GLn(K),
2. b = A−1σ(x)od − x, and
3. a = −1
2
γb(
∑n−1
i=1 x1 · · ·xi∂i · · ·∂1∂i+1(a
′
i+1)+∂1(a
′
1)) where a
′
i := (A
−1γ−1b (σ(x)
ev))i,
the i’th component of the column-vector A−1γ−1b (σ(x)
ev),
where ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
are left skew K-derivations of Λn(K) (∂i(xj) = δij,
the Kronecker delta).
The inversion formula for automorphisms. The formula (23) for multiplication of
elements of G shows that the most non-trivial (difficult) part of the group G is the group Γ.
Elements of the group Γ should be seen as n-tuples of noncommutative polynomials in anti-
commuting variables x1, . . . , xn, and the multiplication of two n-tuples is the composition
of functions. The group Γ (and ΓGLn(K)
op) is the part of the group G that ‘behaves’ in
a similar fashion as polynomial automorphisms. This very observation we will explore in
the paper. The analogy between the group Γ and the group of polynomial automorphisms
is far more reaching than one may expect.
9
• (Theorem 3.1) (The Inversion Formula) LetK be a commutative ring, σ ∈ ΓGLn(K)op
and a ∈ Λn(K). Then σ−1(a) =
∑
α∈Bn
λαx
α where
λα := (1− σ(xn)∂
′
n)(1− σ(xn−1)∂
′
n−1) · · · (1− σ(x1)∂
′
1)∂
′α(a) ∈ K,
∂′α := ∂′αnn ∂
′αn−1
n−1 · · ·∂
′α1
1 ,
∂′i :=
1
det(∂σ(xν)
∂xµ
)
det

∂σ(x1)
∂x1
· · · ∂σ(x1)
∂xm
...
...
...
∂
∂x1
· · · ∂
∂xm
...
...
...
∂σ(xn)
∂x1
· · · ∂σ(xn)
∂xm
 , i = 1, . . . , n,
where ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
are left skew K-derivations of Λn(K).
Then, for any automorphism σ = ω1+aγbσA ∈ G, one can write explicitly the formula
for the inverse σ−1, (24). Note that ω−11+a = ω1−a and σ
−1
A = σA−1 . So, γ
−1
b is the most
difficult part of the inverse map σ−1. The formula for γ−1b is written via skew differential
operators (i.e. linear combinations of products of powers of skew derivations). That is why
we start the paper with various properties of skew derivations. Detailed study of skew
derivations is continued in [1].
Analogues of the Poincare´ Lemma. The crucial step in finding the b (in σ =
ω1+aγbσA) is an analogue of the Poincare´ Lemma for Λn (Theorem 8.2) where the solutions
(as well as necessary and sufficient conditions for existence of solutions) are given explicitly
for the following system of equations in Λn where a ∈ Λn is unknown, and ui ∈ Λn:
x1a = u1,
x2a = u2,
...
xna = un.
• (Theorem 8.2) Let K be an arbitrary ring. The system above has a solution iff (i)
u1 ∈ (x1), . . . , un ∈ (xn), and (ii) xiuj = −xjui for all i 6= j. Then
a = x1 · · ·xnan +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(ui+1) + ∂1(u1), an ∈ K,
are all the solutions.
Note that the left multiplication on xi is, up to the scalar
1
2
, a skew derivation in Λn:
xi(ajak) =
1
2
((xiaj)ak+(−1)jaj(xiak)) for all homogeneous elements aj and ak of Z-graded
degree j and k respectively.
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Another version of the Poincare´ Lemma for Λn is Theorem 8.3 where the solutions are
given explicitly for the system (of first order partial skew differential operators):
∂1(a) = u1,
∂2(a) = u2,
...
∂n(a) = un,
where ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
are the left partial skew K-derivatives of Λn.
• (Theorem 8.3) Let K be an arbitrary ring. The system above has a solution iff (i)
ui ∈ K〈x1, . . . , xi−1, xi+1, . . . xn〉 for all i; and (ii) ∂i(uj) = −∂j(ui) for all i 6= j.
Then
a = λ+
∑
06=α∈Bn
(1− xn∂n)(1− xn−1∂n−1) · · · (1− x1∂1)(uα)x
α, λ ∈ K,
are all the solutions where for α = {i1 < · · · < ik}, uα := ∂ik∂ik−1 · · ·∂i2(ui1).
Minimal set of generators for the group Γ and some of its subgroups. For
each i = 1, . . . , n; λ ∈ K; and j < k < l, let us consider the automorphism σi,λxjxkxl ∈ Γ:
xi 7→ xi + λxjxkxl, xm 7→ xm, for all m 6= i. Then
σi,λxjxkxlσi,µxjxkxl = σi,(λ+µ)xjxkxl, σ
−1
i,λxjxkxl
= σ−1i,−λxjxkxl.
So, the group {σi,λxjxkxl | λ ∈ K} is isomorphic to the algebraic group (K,+) via σi,λxjxkxl 7→
λ.
• (Theorem 3.11.(1)) The group Γ is generated by all the automorphisms σi,λxjxkxl, i.e.
Γ = 〈σi,λxjxkxl | i = 1, . . . , n;λ ∈ K; j < k < l〉. The subgroups {σi,λxjxkxl}λ∈K form a
minimal set of generators for Γ.
• (Theorem 3.11.(3)) The group U is generated by all the automorphisms σi,λxjxkxl and
all the automorphisms ω1+λxi, i.e. U = 〈σi,λxjxkxl, ω1+λxi | , i = 1, . . . , n;λ ∈ K; j <
k < l〉. The subgroups {σi,λxjxkxl}λ∈K, {ω1+λxi}λ∈K form a minimal set of generators
for U .
• (Corollary 3.12) The group Φ is generated by all the automorphisms σi,λxixkxl, i.e.
Φ = 〈σi,λxixkxl | i = 1, . . . , n;λ ∈ K; k < l; i 6∈ {k, l}〉. The subgroups {σi,λxixkxl}λ∈K
form a minimal set of generators for Φ.
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2 The group of automorphisms of the Grassmann ring
For reader’s convenience, at the beginning of this section some elementary results on Grass-
mann rings and their left skew derivations are collected. Later in the paper they are used
in proofs of many explicit formulae. In the second part of this section, all the results on the
group of automorphisms of the Grassmann ring and its subgroups (from the Introduction)
are proved.
The Grassmann algebra and its gradings. Let K be an arbitrary ring (not nec-
essarily commutative). The Grassmann algebra (the exterior algebra) Λn = Λn(K) =
K⌊x1, . . . , xn⌋ is generated freely over K by elements x1, . . . , xn that satisfy the defining
relations:
x21 = · · · = x
2
n = 0 and xixj = −xjxi for all i 6= j.
Let Bn be the set of all subsets of the set of indices {1, . . . , n}. We may identify the set
Bn with the direct product {0, 1}n of n copies of the two-element set {0, 1} by the rule
{i1, . . . , ik} 7→ (0, . . . , 1, . . . , 1, . . . , 0) where 1’s are on i1, . . . , ik places and 0’s elsewhere.
So, the set {0, 1}n is the set of all the characteristic functions on the set {1, . . . , n}.
Λn =
⊕
α∈Bn
Kxα =
⊕
α∈Bn
xαK, xα := xα11 · · ·x
αn
n ,
where α = (α1, . . . , αn) ∈ {0, 1}n = Bn. Note that the order in the product xα is fixed.
So, Λn is a free left and right K-module of rank 2
n. The ring Λn(K) is commutative iff K
is commutative and either n = 1 or −1 = 1. Note that (xi) := xiΛn = Λnxi is an ideal
of Λn. Each element a ∈ Λn is a unique sum a =
∑
aαx
α, aα ∈ K. One can view each
element a of Λn as a ‘function’ a = a(x1, . . . , xn) in the non-commutative variables xi. The
K-algebra epimorphism
Λn → Λn/(xi1 , . . . , xik) = K⌊x1, . . . , x̂i1 , . . . , x̂ik , . . . , xn⌋,
a 7→ a|xi1=0,...,xik=0 := a + (xi1 , . . . , xik),
may be seen as the operation of taking value of the function a(x1, . . . , xn) at the point
xi1 = · · · = xik = 0 where here and later the hat over a symbol means that it is missed.
For each α ∈ Bn, let |α| := α1 + · · · + αn. The ring Λn = ⊕ni=0Λn,i is a Z-graded ring
(Λn,iΛn,j ⊆ Λn,i+j for all i, j) where Λn,i := ⊕|α|=iKx
α. The ideal m := ⊕i≥1Λn,i of Λn is
called the augmentation ideal. Clearly, K ≃ Λn/m, mn = Kx1 · · ·xn and mn+1 = 0. We
say that an element α of Bn is even (resp. odd) if the set α contains even (resp. odd)
number of elements. By definition, the empty set is even. Let Z2 := Z/2Z = {0, 1}. The
ring Λn = Λn,0 ⊕ Λn,1 is a Z2-graded ring where Λn,0 := Λ
ev
n := ⊕α is evenKx
α is the subring
of even elements of Λn and Λn,1 := Λ
od
n := ⊕α is oddKx
α is the Λevn -module of odd elements
of Λn. The ring Λn has the m-adic filtration {m
i}i≥0. The even subring Λ
ev
n has the induced
m-adic filtration {Λevn,≥i := Λ
ev
n ∩m
i}. The Λevn -module Λ
od
n has the induced m-adic filtration
{Λodn,≥i := Λ
od
n ∩m
i}.
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The K-linear map a 7→ a from Λn to itself which is given by the rule
a :=
{
a, if a ∈ Λn,0,
−a, if a ∈ Λn,1,
is a ring automorphism such that a = a for all a ∈ Λn. For all a ∈ Λn and i = 1, . . . , n,
xia = axi and axi = xia. (1)
So, each element xi of Λn is a normal element, i.e. the two-sided ideal (xi) generated by the
element xi coincides with both left and right ideals generated by xi: (xi) = Λnxi = xiΛn.
For an arbitrary Z-graded ring A = ⊕i∈ZAi, an additive map δ : A→ A is called a left
skew derivation if
δ(aiaj) = δ(ai)aj + (−1)
iaiδ(aj) for all ai ∈ Ai, aj ∈ Aj . (2)
In this paper, a skew derivation means a left skew derivation. Clearly, 1 ∈ ker(δ) (δ(1) =
δ(1 · 1) = 2δ(1) and so δ(1) = 0). The restriction of the left skew derivation δ to the even
subring Aev := ⊕i∈2ZAi of A is an ordinary derivation. Recall that an additive subgroup
B of A is called a homogeneous subgroup if B = ⊕i∈ZB ∩Ai. If the kernel ker(δ) of δ is a
homogeneous additive subgroup of A then ker(δ) is a subring of A, by (2).
Definition. For the ring Λn(K), consider the set of left skew K-derivations:
∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
given by the rule ∂i(xj) = δij , the Kronecker delta. Informally, these skew K-derivations
will be called (left) partial skew derivatives.
Example. ∂i(x1 · · ·xi · · ·xk) = (−1)
i−1x1 · · ·xi−1xi+1 · · ·xk.
The Taylor formula and its generalization. In this paper, ∂1, . . . , ∂n mean left
partial skew derivatives (if it is not stated otherwise). Note that
∂21 = · · · = ∂
2
n = 0 and ∂i∂j = −∂j∂i for all i 6= j,
and Ki := ker(∂i) = K⌊x1, . . . , x̂i, . . . , xn⌋.
Lemma 2.1 (The Taylor Formula) For each a =
∑
α∈Bn
aαx
α ∈ Λn(K),
a =
∑
α∈Bn
∂α(a)(0) xα
where ∂α := ∂αnn ∂
αn−1
n−1 · · ·∂
α1
1 , in the reverse order here and everywhere.
Proof. It is obvious since aα ≡ ∂α(a) mod m. 
The operation of taking value at 0 in the Taylor Formula is rather ‘annoying’. Later,
we will give an ‘improved’ (more economical) version of the Taylor Formula without the
operation of taking value at 0 (Theorem 2.3).
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Lemma 2.2 Recall that Ki := ker(∂i) = K⌊x1, . . . , x̂i, . . . , xn⌋ and Λn(K) = Ki ⊕ xiKi.
Then
1. for each i = 1, . . . , n, the map φi := 1− xi∂i : Λn → Λn is the projection onto Ki.
2. The composition of the maps φ := φnφn−1 · · ·φ1 : Λn → Λn is the projection onto K
in Λn = K ⊕m.
3. φ = (1 − xn∂n)(1 − xn−1∂n−1) · · · (1 − x1∂1) =
∑
α∈Bn
(−1)|α|xα∂α where xα :=
xα11 · · ·x
αn
n and ∂
α := ∂αnn ∂
αn−1
n−1 · · ·∂
α1
1 , in the reverse order.
Proof. 1. By the very definition, φi is a right Ki-module endomorphism of Λn with
φi(xi) = xi − xi = 0, hence φi is the projection onto Ki since Λn = Ki ⊕ xiKi.
2. This follows from statement 1 and the decomposition Λn = ⊕α∈BnKx
α.
3.
φ =
∑
i1>···>ik
(−1)kxi1∂i1xi2∂i2 · · ·xik∂ik =
∑
i1>···>ik
(−1)k(−1)1+2+···+k−1xi1 · · ·xik∂i1 · · ·∂ik
=
∑
i1>···>ik
(−1)kxi1 · · ·xik∂ik · · ·∂i1 =
∑
α∈Bn
(−1)|α|xα∂α. 
The next theorem gives a kind of the Taylor Formula which is more economical then
the original Taylor Formula (no evaluation at 0).
Theorem 2.3 For each a =
∑
α∈Bn
aαx
α ∈ Λn(K),
1. a =
∑
α∈Bn
φ(∂α(a))xα.
2. a =
∑
α∈Bn
(
∑
β∈Bn
(−1)|β|xβ∂β∂α(a)) xα.
Proof. 1. Note that ∂α(a) ≡ aα mod m, hence aα = φ(∂α(a)), and so the result.
2. This follows from statement 1 and Lemma 2.2.(3). 
The Grassmann ring Λn(K) = ⊕α∈Bnx
αK is a free right K-module of rank 2n. The
ring EndK(Λn) of right K-module endomorphisms of Λn is canonically isomorphic to the
ring M2n(K) of all 2
n× 2n matrices with entries from K by taking the matrix of map with
respect to the canonical basis {xα, α ∈ Bn} of Λn as the right K-module. We often identify
these two rings. Let {Eαβ |α, β ∈ Bn} be the matrix units of M2n(K) = ⊕α,β∈BnKEαβ (i.e.
Eαβ(x
γ) = δβγx
α). One can identify the ring Λn with its isomorphic copy in EndK(Λn) via
the ring monomorphism a 7→ (x 7→ ax).
Theorem 2.4 Recall that φ := (1− xn∂n)(1− xn−1∂n−1) · · · (1− x1∂1). Then
1. for each α, β ∈ Bn, Eαβ = x
αφ∂β.
2. EndK(Λn) = ⊕α∈BnΛn∂
α = ⊕α∈Bn∂
αΛn.
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Proof. 1. Each element a =
∑
γ∈Bn
xγaγ ∈ Λn, aγ ∈ K, can also be written as
a =
∑
γ∈Bn
aγx
γ . As we have seen in the proof of Theorem 2.3, aγ = φ∂
γ(a), hence
xαφ∂β(a) = xαaβ which means that Eαβ = x
αφ∂β .
2. Since ∂1, . . . , ∂n are skew commuting skew derivations (i.e. ∂i∂j = −∂j∂i), the
following equality is obvious ∑
α∈Bn
Λn∂
α =
∑
α∈Bn
∂αΛn.
Now, EndK(Λn) = S :=
∑
α∈Bn
Λn∂
α since Eαβ = x
αφ∂β ∈ S. The sum S is a direct sum:
suppose that
∑
uα∂
α = 0 for some elements uα ∈ Λn not all of which are equal to zero,
we seek a contradiction. Let uβ be a nonzero element with |β| = β1 + · · · + βn the least
possible. Then 0 =
∑
uα∂
α(xβ) = uβ, a contradiction. 
Let A be a ring. For a, b ∈ A, {a, b} := ab+ba is called the anti-commutator of elements
a and b.
Corollary 2.5 The ring EndK(Λn) is generated over K by elements x1, . . . , xn, ∂1, . . . , ∂n
that satisfy the following defining relations: for all i, j,
x2i = 0, xixj = −xjxi,
∂2i = 0, ∂i∂j = −∂j∂i,
∂ixj + xj∂i = δij , the Kronecker delta.
Proof. It is straightforward that these relations hold. Theorem 2.4.(2) implies that
these relations are defining. 
By Corollary 2.5, we have the duality K-automorphism of the ring EndK(Λn):
∆ : xi 7→ ∂i, ∂i 7→ xi, i = 1, . . . , n.
Clearly, ∆2 = id. Similarly, by Corollary 2.5, we have the duality K-anti-automorphism of
the ring EndK(Λn):
∇ : xi 7→ ∂i, ∂i 7→ xi, i = 1, . . . , n.
Clearly, the anti-automorphism ∆ is an involution, i.e. ∇2 = id, ∇(ab) = ∇(b)∇(a).
We say that the element 2 := 1 + 1 ∈ K is regular if 2λ = 0 for some λ ∈ K implies
λ = 0. If K contains a field then 2 is regular iff the characteristic of K is not 2. If K is a
commutative ring then the ring Λn(K) is non-commutative iff n ≥ 2 and 2 6= 0 in K. A
commutative ring is called reduced if 0 is the only nilpotent element of the ring.
Lemma 2.6 If the ring K is commutative, 2 ∈ K is regular, and n ≥ 2, then the centre
of Λn(K) is equal to
Z(Λn) =
{
Λn,0, if n is even,
Λn,0 ⊕Kx1 · · ·xn, if n is odd .
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Proof. Since x1, . . . , xn are K-algebra generators for Λn, an element u ∈ Λn is central
iff it commutes with all xi. Now, the result is obvious due to (1) and the fact that
xi · (x1 · · ·xn) = 0, i ≥ 1. 
Let Λ′
n,0
:= ⊕Kxα where α runs through all even subsets of Bn distinct from {1, 2, . . . , n}.
So, Λ′
n,0
⊆ Λn,0 ⊆ Z(Λn), and Λ
′
n,0
= Λn,0 iff n is odd.
Let G := AutK(Λn(K)) be the group of K-automorphisms of the ring Λn(K). Each
K-automorphism σ ∈ G is a uniquely determined by the images of the canonical generators:
x′1 := σ(x1), . . . , x
′
n := σ(xn).
Note that x′1 . . . , x
′
n is another set of canonical generators for Λn.
Till the end of this section, let R be a commutative ring. Consider the subgroup Ggr
of G, elements of which preserve the Z-grading of Λn:
Ggr := {σ ∈ G | σ(Λn,i) = Λn,i for all i ∈ Z} = {σ ∈ G | σ(Λn,1) = Λn,1}.
The last equality is due to the fact that the Λn,1 generates Λn over K. Clearly, σ ∈ Ggr
iff σ = σA where σA(xi) =
∑n
j=1 aijxj for some A = (aij) ∈ GLn(K). This can be
written in the matrix form as σ(x) = Ax where x := (x1, . . . , xn)
t is the vector-column
of indeterminates. Since σAσB = σBA, the group Ggr is canonically isomorphic to the
group GLn(K)
op opposite to GLn(K) via the map GLn(K)
op → Ggr, A 7→ σA. We identify
the group Ggr with GLn(K)
op via this isomorphism. Note that GLn(K) → GLn(K)op,
A 7→ A−1, is the isomorphism of groups. One can write
Ggr = {σA |A ∈ GLn(K)}.
From this moment and till the end of this section, K is a reduced commutative ring (if
it is not stated otherwise). For σ ∈ G, let x′i := σ(xi). Then x
′2
i = σ(x
2
i ) = σ(0) = 0. If
λi ≡ x′i mod m for some λi ∈ K then λ
2
i = 0, hence λi = 0 since K is reduced. Therefore,
σ(m) = m, and so
σ(mi) = mi for all i ≥ 1. (3)
This proves the next lemma.
Lemma 2.7 If K is a reduced commutative ring and σ ∈ G then σ(x) = Ax+ b for some
A ∈ GLn(K) and b := (b1, . . . , bn)t where all bi ∈ m2.
Consider the following subgroup of G,
U := {σ ∈ G | σ(x) = x+ b for some b ∈ (m2)×n} = {σ ∈ G | (σ − 1)(m) ⊆ m2}.
For each σ ∈ G written as σ(x) = Ax+ b and each τ ∈ U , we have σσA−1 , σA−1σ ∈ U , and
στσ−1 ∈ U . These mean that U is a normal subgroup of G such that
G = GgrU = UGgr, Ggr ∩ U = {e}. (4)
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Therefore, G is a skew product of the groups Ggr and U :
G = Ggr ⋉ U = GLn(K)
op ⋉ U ≃ GLn(K)⋉ U. (5)
For each i ≥ 2, consider the subgroup U i of U :
U i := {σ ∈ U | (σ − 1)(m) ⊆ mi}. (6)
By the very definition, U = U2 ⊃ U3 ⊃ · · · ⊃ Un ⊃ Un+1 = {e}. Note that σ ∈ U i iff, for
all j, σ(xj) = xj +mj for some mj ∈ mi. Recall that σ(mi) = mi for all σ ∈ G and i ≥ 1
(since K is a reduced commutative ring). For any τ ∈ G, σ ∈ U i, and xj ,
τστ−1(xj) ≡ τ(1 + σ − 1)τ
−1(xj) ≡ ττ
−1(xj) ≡ xj mod m
i.
Hence, each U i is a normal subgroup of G. Each factor group U i/U i+1 is abelian: Let
σ, τ ∈ U i, σ(xj) = xj + aj + · · · and τ(xj) = xj + bj + · · · for some elements aj, bj ∈ Λn,i
and three dots denote elements of mi+1. Then στ(xj) = xj + aj + bj + · · · and τσ(xj) =
xj + bj + aj + · · · . Therefore, στU i+1 = τσU i+1, and U is a nilpotent group.
Let Kn be the direct sum of n copies of the additive group (K,+). Let θ := x1 · · ·xn.
The map
Kn → Un, λ = (λ1, . . . , λn) 7→ (σλ : xi 7→ xi + λiθ), (7)
is an isomorphism of groups (σλ+µ = σλσµ). This follows directly from the fact that
mθ = θm = 0. So, Un = {σλ | λ ∈ K
n}. One can easily verify that for any σ ∈ G with
σ(x) = Ax+ b, A = (aij) ∈ GLn(K),
σ−1σλσ = σ Aλ
det(A)
. (8)
Indeed,
σ−1σλσ(xi) = σσλ(
n∑
j=1
aijxj + bi) = σ
−1(
n∑
j=1
aijxj + bi +
n∑
j=1
aijλjθ)
= σ−1(σ(xi) +
n∑
j=1
aijλjθ) = xi +
∑n
j=1 aijλj
det(A)
θ.
The equality (8) describes completely the group structure of AutK(Λ2) (where K is a
reduced commutative ring since U = U2):
AutK(Λ2) = GL2(K)
opU = {σAσλ | σA ∈ GL2(K)
op, σλ ∈ U}, σAσλ · σBσµ = σBAσ Bλ
det(B)
+µ.
(9)
An element a(x1, . . . , xn) = λ+ · · · ∈ Λn is a unit iff a(0, . . . , 0) = λ ∈ K is a unit. For
each unit a ∈ Λn, the map ωa(x) := axa
−1 is called the inner automorphism of Λn. Since
ωa(xi) = (λ + · · · )x(λ + · · · )−1 = λxiλ−1 + · · · = xi + · · · we have ωa ∈ U , i.e. the group
Inn(Λn) of all the inner automorphisms of Λn is a subgroup of U ,
Inn(Λn) ⊆ U. (10)
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Let us denote the automorphism a 7→ a of Λn by s. Recall that Λn,0 = {a ∈ Λn | s(a) = a}
and Λn,1 = {a ∈ Λn | s(a) = −a}. Consider the subgroup GZ2−gr of G elements of which
respect Z2-grading on Λn:
GZ2−gr := {σ ∈ G | σ(Λn,0) = Λn,0, σ(Λn,1) = Λn,1}.
Clearly,
GZ2−gr = {σ ∈ G | σs = sσ}. (11)
Then
Γ := U ∩GZ2−gr = {σ ∈ U | σs = sσ} = {σ ∈ U | σ(xi) ∈ Λn,1, 1 ≤ i ≤ n} (12)
is the subgroup of U (the last equality follows easily from the fact that the set Λn,1 generates
the K-algebra Λn and that Λn = Λn,0 ⊕ Λn,1 is a Z2-graded K-algebra). So, σ ∈ Γ iff, for
each i = 1, . . . , n,
σ(xi) = xi + ai,3 + ai,5 + · · ·+ ai,2j+1 + · · · , ai,2j+1 ∈ Λn,2j+1, (13)
all summands are odd. Note that for arbitrary commutative ring K (not necessarily re-
duced) the set of automorphisms σ from (13) is a group Γ. Clearly, GLn(K)
op ⊆ GZ2−gr
and GLn(K)
op ∩ Γ = {e} since GLn(K)op ∩ U = {e} and Γ ⊆ U . The group Γ (over an
arbitrary commutative ring K) can be defined as
Γ = {σ ∈ G | σ(xi)− xi ∈ Λn,1 ∩m
3, i ≥ 1}. (14)
The group Γ is endowed with the descending chain of its normal subgroups
Γ = Γ2 ⊇ Γ3 ⊇ · · · ⊇ Γi := Γ ∩ U i ⊇ · · · ⊇ Γn ⊇ Γn+1 = {e}.
Since Γi = {σ ∈ Γ | σ(xj)− xj ∈ Λodn,≥i, j = 1, . . . , n}, it is obvious that
Γ = Γ2 = Γ3 ⊃ Γ4 = Γ5 ⊃ · · · ⊃ Γ2m = Γ2m+1 ⊃ · · · .
Recall that [x, y] := xy − yx is the commutator of elements x and y, and ωs : t 7→ sts
−1 is
an inner automorphism.
Lemma 2.8 Let K be a commutative ring.
1. For each a ∈ Λodn , a
2 = 0.
2. [Λodn ,Λn] ⊆ Λ
ev
n ⊆ Z(Λn) and [Λ
od
n , [Λ
od
n ,Λn]] = 0.
3. For each a ∈ Λodn and x ∈ Λn, ω1+a(x) = x+ [a, x].
4. For each a, b ∈ Λodn , ω1+aω1+b = ω1+a+b = ω1+bω1+a and ω
−1
1+a = ω1−a.
5. The map ω : Λodn → U , a 7→ ω1+a, is a homomorphism of groups. It is a monomor-
phism if n is even and has the kernel ker(ω) = Kx1 · · ·xn if n is odd.
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6. For each a ∈ Λn, aa = aa = a20 where a = a0 + a1, a0 ∈ Λ
od
n , a1 ∈ Λ
ev
n , a := a0 − a1.
Proof. 1. For a ∈ Λodn , a =
∑
λαx
α where α runs through non-empty odd subsets of
the set {1, . . . , n}. For any two such subsets α and β, xαxβ = −xβxα and (xα)2 = 0. Now,
a2 =
∑
α6=β λαλβ(x
αxβ + xβxα) +
∑
α λ
2
α(x
α)2 = 0.
2. [Λodn ,Λn] = [Λ
od
n ,Λ
od
n +Z(Λn)] ⊆ [Λ
od
n ,Λ
od
n ] ⊆ Λ
ev
n ⊆ Z(Λn). Then the second equality
is obvious.
3. It suffices to prove the equality for monomials x = xα. If xα is even, hence central,
the equality is obvious. If xα is odd then
ω1+a(x
α) = (1 + a)xα(1 + a)−1
= (1 + a)xα(1− a) (by statement 1)
= xα + [a, xα]− axαa = xα + [a, xα] + a2xα
= xα + [a, xα] (by statement 1).
4. For each a, b ∈ Λodn and x ∈ Λn,
ω1+aω1+b(x) = x+ [a + b, x] + [a, [b, x]] = x+ [a + b, x] (by statement 2)
= ω1+a+b(x) = ω1+b+a(x) = ω1+bω1+a(x).
ω−11+a = ω(1+a)−1 = ω1−a since a
2 = 0 (statement 1).
5. By statement 4, the map is a group homomorphism. By statement 3, an element
a ∈ Λodn belongs to the kernel iff [a, xi] = 0 for all i iff a ∈ Z(Λn) = Λ
ev
n +Kx1 · · ·xn. Now,
the result is obvious since a is odd.
6. aa = a20 − a
2
1 = a
2
0 and aa = a0 − a
2
1 = a
2
0 since a
2
1 = 0, by statement 1. 
Let Ω be the image of the group homomorphism ω in Lemma 2.8.(5),
Ω := im(ω) = {ω1+a | a ∈ Λ
od
n }. (15)
Lemma 2.9 Let K be a commutative ring. Then Ω = Inn(Λn). In particular, the group
Inn(Λn) of inner automorphisms of the Grassmann algebra Λn(K) is an abelian group.
Proof. Let u be a unit of Λn. Then u = λ+ a+ b for some 0 6= λ ∈ K, an odd element
a ∈ m, and an even element b ∈ m. Note that λ + b is a central element and that the
element a′ := a
λ+b
∈ m is odd. Now, ωu = ω(λ+b)(1+a′) = ωλ+bω1+a′ = ω1+a′ ∈ Ω. Therefore,
Ω = Inn(Λn). 
So, Ω is a normal abelian subgroup of G. Since Ω = Inn(Λn) ⊆ U , by (10), the group
Ω is endowed with the induced filtration
Ω = Ω2 ⊇ Ω3 ⊇ · · · ⊇ Ωi := Ω ∩ U i ⊇ · · · ⊇ Ωn−1 ⊇ Ωn = {e}.
Note that Ω = Ω2 ⊃ Ω3 = Ω4 ⊃ Ω5 = Ω6 ⊃ · · · ⊃ Ω2i+1 = Ω2i+2 ⊃ · · · . By Lemma 2.8.(5),
the group Ω is canonically isomorphic to the factor group Λodn /Λ
od
n ∩ Kx1 · · ·xn. Under
this isomorphism the filtration {Ωi} coincides with the filtration on Λodn /Λ
od
n ∩Kx1 · · ·xn
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shifted by −1 that is the induced filtration from the m-adic filtration of the ring Λn, i.e.
Ω2m = {ω1+a | a ∈ Λodn ∩m
2m−1}, m ≥ 1. Note that (Lemma 2.8.(3))
ω1+a(xi)− xi = [a, xi] ∈ Λ
ev
n for all a ∈ Λ
od
n and i. (16)
Generators for and dimension of the algebraic group U . Define the function
δ·,ev : N→ {0, 1} by the rule
δn,ev =
{
1, if n is even,
0, if n is odd.
For each n ≥ 2, [n
2
] − δn,ev (resp. [
n
2
]) is the number of odd (resp. even) numbers m such
that 2 ≤ m ≤ n.
Theorem 2.10 Let K be a commutative ring in statement 2, and let K be a reduced
commutative ring with 1
2
∈ K in statements 1, 3, and 4. Let Λn = Λn(K), U = U(Λn),
and n ≥ 2. Then
1. the associated graded group
∏
i≥2 U
i/U i+1 is isomorphic to the direct product of dn
copies of the additive group K where dn = n
∑[n
2
]−δn,ev
m=1
(
n
2m+1
)
+
∑[n
2
]
m=1
(
n
2m−1
)
. In
more detail,
2. for each m = 1, . . . , [n
2
]− δn,ev, the map
(Λn,2m+1)
n → U2m+1/U2m+2, a = (a1, . . . , an) 7→ σaU
2m+2,
is a group isomorphism where σa ∈ U2m+1 : xi 7→ xi + ai;
3. for each m = 1, . . . , [n
2
], the map
Λn,2m−1 → U
2m/U2m+1, a 7→ ω1+aU
2m+1,
is a group isomorphism where ω1+a ∈ U2m is the inner automorphism of Λn : x 7→
(1 + a)x(1 + a)−1.
4. All the elements σa and ω1+b from statements 2 and 3 are generators for the group
U .
Proof. 1. The first statement follows directly from statements 2 and 3 since Λn,i ≃ K(
n
i)
for all i = 0, 1, . . . , n.
4. This statement follows from statements 1–3.
2. One can easily see that σa ∈ U2m+1 for any a ∈ (Λn,2m+1)n; and σaσbU2m+2 =
σa+bU
2m+2 for any a and b. By the very definition, the map a 7→ σaU2m+2 is an injection.
It suffices to show that it is a surjection. Let σ be an arbitrary element of U2m+1. Then
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σ(xi) = xi + ai + · · · for some ai ∈ Λn,2m+1 where the the dots mean bigger terms with
respect to the Z-grading on Λn. Then
σ−aσ(xi) = σ−a(xi + ai + · · · ) = xi − ai + ai + · · · = xi + · · · ,
hence σ−aσ ∈ U2m+2, i.e. σU2m+2 = σaU2m+2, and we are done.
3. Clearly, ω1+a ∈ U
2m since ω1+a(xi) = xi+[a, xi] (Lemma 2.8.(3)). By Lemma 2.8.(5),
the map a 7→ ω1+aU2m+1 is a group homomorphism. By the very definition, this map is
injective. It suffices to show that it is surjective. This will be done in the next lemma in
the proof of which an algorithm is given of how, for a given element σ of U2m/U2m+1, to
find an element a ∈ Λn,2m−1 such that σ ≡ ω1+aU2m+1.
Lemma 2.11 We keep the assumptions of Theorem 2.10.(3). For eachm = 1, . . . , [n
2
], and
each σ ∈ U2m, there exist elements ci+1 ∈ K⌊xi+1, . . . , xn⌋2m−i, i = 1, . . . , 2m, such that
ωσ ∈ U2m+1 where ω := ω−11+x1···x2m−1c2m+1ω
−1
1+x1···x2m−2c2m
· · ·ω−11+x1···xi−1ci+1 · · ·ω
−1
1+x1c3
ω−11+c2.
Remark. If n = 2m then c2m+1 ∈ K.
Proof. Since each element x1 · · ·xi−1ci+1 is a homogeneous element of Λn of degree
i− 1+ 2m− i = 2m− 1, each automorphism ω1+x1···xi−1ci+1 belongs to the group U
2m, and
so does their product ω. For each i = 1, . . . , n, let x′i := σ(xi) = xi + ai + · · · for some
ai ∈ Λn,2m. We prove the lemma in several steps.
Step 1. For each i = 1, . . . , n, ai = xibi for some element bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋2m−1.
Note that each element ai ∈ Λn,2m ⊆ Z(Λn) is central. Then x′2i = σ(x
2
i ) = 0, and so
0 = x′2i = (xi + ai + · · · )
2 = 2xiai + · · ·
hence xiai = 0 since
1
2
∈ K; and so ai = xibi for some element bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋2m−1.
Step 2. Let us prove that for each pair i 6= j,
bi|xj=0 = bj |xi=0. (17)
By Step 1, x′i = xi(1+ bi) + · · · for all i. Since bi, bj ∈ Λn,2m−1 and 2m− 1 ≥ 2− 1 ≥ 1, we
see that the homogeneous elements bi − bj and bibj have distinct degrees (if the elements
are nonzero). Computing separately both sides of the equality x′ix
′
j = −x
′
jx
′
i we have
x′ix
′
j = (xi(1 + bi) + · · · )(xj(1 + bj) + · · · ) = xixj(1− bi + bj) + · · · ,
−x′jx
′
j = −xjxi(1− bj + bi) + · · · = xixj(1 + bi − bj) + · · · .
Since the degree of the elements bi − bj is 2m− 1 ≥ 2− 1 ≥ 1 and
1
2
∈ K, we must have
xixj(bi − bj) = 0. (18)
This equality is equivalent to the equality bi|xi=0,xj=0 = bj |xi=0,xj=0 which is obviously
equivalent to (17) (since each bk does not depend on xk, by Step 1).
21
Step 3. We are going to prove that one can choose elements ci+1 ∈ K⌊xi+1, . . . , xn⌋2m−i,
i = 1, . . . , 2m, such that for each i = 1, . . . , 2m,
ω−11+x1···xi−1ci+1 · · ·ω
−1
1+x1c3
ω−11+c2(x
′
j) ≡ xj mod m
2m+1, j = 1, . . . , i. (19)
We use induction on i. Briefly, (19) will follow from (17). Note that b1 ∈ K⌊x2, . . . , xn⌋2m−1.
Then c2 := −
1
2
b1 ∈ K⌊x2, . . . , xn⌋2m−1, and
x′1 = x1 + x1b1 + · · · = x1 − b1x1 + · · · = x1 + [−
1
2
b1, x1] + · · · = ω1+c2(x1) + · · · ,
hence ω−11+c2(x1) ≡ x1 mod m
2m+1.
Changing σ to ω−11+c2σ, one can assume that x
′
1 = x1 + · · · , i.e. b1 = 0. Applying
(17) in the case j = 1 and i ≥ 2, we have bi|x1=0 = 0, hence bi = −2x1ci+1 for unique
ci+1 ∈ K⌊x2, . . . x̂i, . . . , xn⌋2m−2 ⊆ Z(Λn). Now,
x′2 = x2 + x2(−2x1c3) + · · · = x2 + [x1c3, x2] + · · · = ω1+x1c3(x2) + · · · ,
hence ω−11+x1c3(x
′
2) = x2 + · · · . Note that ω
−1
1+x1c3(x
′
1) = x1 + · · · since
ω1+x1c3(x
′
1) = ω1+x1c3(x1) + · · · = x1 + [x1c3, x1] + · · · = x1 + · · · .
This proves (19) for i = 2.
Let i ≥ 3, and suppose that we have found already elements ck+1 ∈ K⌊xk+1, . . . xn⌋2m−k,
k = 1, . . . , i, that satisfy (19). We have to find ci+2. Changing, if necessary, σ for
ω−11+x1···xi−1ci+1 · · ·ω
−1
1+x1c3
ω−11+c2σ one can assume that x
′
k = xk + · · · for k = 1, . . . , i, i.e.
bk = 0 for k = 1, . . . , i. By (17),
bi+1|xk=0 = bk|xi+1=0 = 0, k = 1, . . . , i,
hence bi+1 = −2x1 · · ·xici+2 for a unique element ci+2 ∈ K⌊xi+2, . . . , xn⌋2m−i−1. Now,
x′i+1 = xi+1 + xi+1(−2x1 · · ·xici+2) + · · · = xi+1 + [x1 · · ·xici+2, xi+1] + · · ·
= ω1+x1···xici+2(xi+1) + · · · ,
hence ω−11+x1···xici+2(x
′
i+1) = xi+1 + · · · . Note that ω
−1
1+x1···xici+2
(x′k) = xk + · · · , k = 1, . . . , i,
since
ω−11+x1···xici+2(x
′
k) = ω
−1
1+x1···xici+2
(xk + · · · ) = xk + [x1 · · ·xici+2, xk] + · · · = xk + · · · .
So, (19) holds for i + 1. By induction, (19) holds for all i = 1, . . . , 2m. In particular, it
does for i = 2m. Then changing, if necessary, σ for ω−11+x1···x2m−1c2m+1 · · ·ω
−1
1+x1c3ω
−1
1+c2σ one
can assume that x′k = xk + · · · for k = 1, . . . , 2m, i.e. bk = 0 for k = 1, . . . , 2m. Note that
in order to prove Lemma 2.11, we have to show that bk = 0 for k = 1, . . . , n. If n = 2m we
are done. If n > 2m then by (17) for each i > 2m and j = 1, . . . , 2m: bi|xj=0 = bj |xi=0 = 0.
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Hence, bi ∈ (x1 · · ·x2m), but bi ∈ Λn,2m−1, therefore bi = 0. This proves Lemma 2.11 and
Theorem 2.10. 
In Step 3, it was, in fact, proved that the conditions (19) uniquely determines the
elements c2, . . . , c2m+1 (the idea of finding the elements ci is to kill the ‘leading term’, this
determines uniquely ci by the expression given in the proof above). So, Lemma 2.11 can
be strengthened as follows.
Corollary 2.12 The elements c2, . . . , c2m+1 from Lemma 2.11 are unique provided (19)
holds for all 1 ≤ j ≤ i ≤ 2m.
Proof. This fact also follows at once from Lemma 2.8 and Theorem 8.1.(1). 
Corollary 2.13 Let K be a reduced commutative ring with 1
2
∈ K, and σ ∈ U . Then
σ is a (unique) product σ = · · ·ω1+a5σb5ω1+a3σb3ω1+a1 for unique elements ai ∈ Λn,i and
bj = (bj1, . . . , bjn) ∈ Λnn,j.
By Corollary 2.13, the coefficients of the elements . . . , a5, b5, a3, b3, a1 are coordinate
functions for the algebraic group U over K. Therefore, the K-algebra of (regular) functions
of the algebraic group U is a polynomial algebra over K in dn variables where dn is defined
in Theorem 2.10.
It follows from Corollary 2.13 that
U i = Ωi ⋊ Γi, i ≥ 2. (20)
The group structure of G := AutK(Λn(K)).
Theorem 2.14 Let K be a reduced commutative ring with 1
2
∈ K. Then
1. The group U = Ω ⋊ Γ is the semi-direct product of its subgroups (Ω is a normal
subgroup of U , Ω ∩ Γ = {e}, and U = ΩΓ).
2. G = U ⋊ GLn(K)op (U is a normal subgroup of U , U ∩ GLn(K)op = {e}, and
G = UGLn(K)
op).
3. G = (Ω⋊ Γ)⋊GLn(K)op.
Proof. 1. By (14) and (16), Ω ∩ Γ = {e}. For any γ ∈ Γ and ω1+a ∈ Ω (resp.
ω1+a ∈ Ωi := Ω ∩ U i, i ≥ 2)
γω1+aγ
−1 = ωγ(1+a) ∈ Ω (resp. γω1+aγ
−1 = ωγ(1+a) ∈ Ω
i, i ≥ 2), (21)
since ΓΛodn ⊆ Λ
od
n and 1 + a ∈ Λ
od
n (resp. and Γm
i ⊆ mi, i ≥ 1). So, in order to finish the
proof of statement 1 it is enough to show that U = ΓΩ. This equality follows from Lemma
2.13 and (21).
2. See (5).
3. This follows from statements 1 and 2. 
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Let B = Bn be the set of all the n-tuples (columns) b = (b1, . . . , bn)
t where all bi are
arbitrary odd elements of Λn of the form b1 = x1 + · · · , . . . , bn = xn + · · · where the three
dots mean bigger terms. Then
Γ = {γb | b ∈ B, γb(xi) = bi, i = 1, . . . , n}
and the map B → Γ, b 7→ γb is a bijection. The product of two elements γb, γc ∈ Γ is given
by the rule
γbγc = γc◦b
where c◦b is the composition of functions; namely, the i’th coordinate (c◦b)i of the n-tuple
c ◦ b is equal to ci(b1, . . . , bn) where ci = ci(x1, . . . , xn) (we have substituted elements bi for
xi in the function ci = ci(x1, . . . , xn)).
By Theorem 2.14, each element σ of the group G = ΩΓGLn(K)
op is the unique product
σ = ω1+aγbσA, ω1+a ∈ Ω, γb ∈ Γ, A ∈ GLn(K)
op. (22)
The product of two elements of G is given by the rule
ω1+aγbσA · ω1+a′γb′σA′ = ω1+a+γbσA(a′) γA−1σA(b′)◦b σA′A (23)
where σA(b
′) := (σA(b
′
1), . . . , σA(b
′
n))
t and σA(b
′) ◦ b := (σA(b′1) ◦ b, . . . , σA(b
′
n) ◦ b). This
formula shows that the most sophisticated part of the group G is the group Γ. To prove
(23), note first that σAγb′σ
−1
A = γA−1σA(b′), then
ω1+aγbσA · ω1+a′γb′σA′ = ω1+a · γbσAω1+a′(γbσA)
−1 · γb · σAγb′σ
−1
A · σAσA′
= ω1+aω1+γbσA(a′) · γbγA−1σA(b′) · σA′A
= ω1+a+γbσA(a′) γA−1σA(b′)◦b σA′A.
We know how to find inverse elements for the group Ω (ω−11+a = ω1−a) and for the group
GLn(K)
op (σ−1A = σA−1). The inversion formula for elements γb of the group Γ is given
explicitly by Theorem 3.1. So, one can find explicitly an element b′ such that γ−1b = γb′
by applying Theorem 3.1: b′i := γ
−1
b (xi). Now, one can write down the explicit formula for
the inverse of any element σ = ω1+aγbσA ∈ G,
(ω1+aγbσA)
−1 = ω1−σA−1 γb′ (a)γAσA−1(b′) σA−1 . (24)
In more detail, by (23), (ω1+aγbσA)
−1 = σA−1γb′ω1−a = ω1−σA−1 γb′ (a)γAσA−1 (b′) σA−1 .
Corollary 2.15 Let K be a reduced commutative ring with 1
2
∈ K. Then
1. GZ2−gr = Γ⋊GLn(K)
op.
2. G = Ω⋊GZ2−gr.
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3. Out(Λn) ≃ GZ2−gr.
Proof. By (23), G′ := ΓGLn(K)
op = Γ ⋊ GLn(K)op is the subgroup of G such that
G = Ω⋊G′ (Theorem 2.14) andG′ ⊆ GZ2−gr. By (16), GZ2−gr∩Ω = {e}, hence GZ2−gr = G
′
and G = Ω⋊G′ = Ω⋊GZ2−gr. Then Out(Λn) ≃ Ω⋊GZ2−gr/Ω ≃ GZ2−gr. 
Let K be a commutative ring. Consider the sets of even and odd automorphisms of Λn:
Gev := {σ ∈ G | σ(xi) ∈ Λn,1 + Λ
ev
n , ∀i},
God := {σ ∈ G | σ(xi) ∈ Λn,1 + Λ
od
n , ∀i}.
One can easily verify that God is a subgroup of G. It is not obvious from the outset that
Gev is also a subgroup of G.
Lemma 2.16 Let K be a reduced commutative ring with 1
2
∈ K. Then
1. God = GZ2−gr = Γ⋊GLn(K)
op.
2. Gev = Ω⋊GLn(K)op.
3. God ∩Gev = GLn(K)op.
4. G = GodGev = GevGod.
Proof. 3. God ∩Gev = {σ ∈ G | σ(xi) ∈ Λn,1, ∀i} = GLn(K)op.
4. This follows from statements 1 and 2 since G = ΩΓGLn(K)
op (Theorem 2.14).
1 and 2. Recall that GZ2−gr = ΓGLn(K)
op (Corollary 2.15) and G = ΩΓGLn(K)
op =
ΩGZ2−gr (Theorem 2.14). Clearly, GZ2−gr ⊆ G
od and Ω ∩God = {e}, it follows that
God = (God ∩ Ω)GZ2−gr = GZ2−gr.
Similarly, ΩGLn(K)
op ⊆ Gev and Γ ∩ Gev = {e} give the equality ΩGLn(K)op = Gev:
Gev = Ω(Γ ∩Gev)GLn(K)op = ΩGLn(K)op. 
Example. For n = 2, G2 = Ω2GL2(K)
op = {ω1+aσA | a = λ1x1 + λ2x2, λi ∈ K,A ∈
GLn(K)}. The group Ω2 is canonically isomorphic to K2 via ω1+λ1x1+λ2x2 7→ λ := (λ1, λ2)
t.
Then G2 ≃ K2GL2(K)op = {(λ,A) | λ ∈ K2, A ∈ GL2(K)} and
(λ,A) · (λ′, A′) = (λ+ Atλ′, A′A) and (λ,A)−1 = (−(At)−1λ,A−1).
Example. For n = 3, G3 = Ω3Γ3GL3(K)
op. The group Ω3 is canonically isomorphic
to K3 via ω1+λ1x1+λ2x2+λ3x3 7→ λ := (λ1, λ2, λ3)
t. Similarly, the group Γ3 is canonically
isomorphic to K3 via γb = γ(x1+µ1θ,x2+µ2θ,x3+µ3θ) 7→ µ = (µ1, µ2, µ3)
t where θ := x1x2x3.
Then G3 ≃ K3K3GL3(K)op = {(λ, µ, A) | λ, µ ∈ K3, A ∈ GL3(K)} and
(λ, µ, A) · (λ′, µ′, A′) = (λ+ Atλ′, µ+ det(A)A−1µ′, A′A),
(λ, µ, A)−1 = (−(At)−1λ,−det(A−1) · Aµ,A−1).
For n = 2, 3, the group U := Un = ΩnΓn is abelian: U2 = Ω2 ≃ K2 and U3 = Ω3Γ3 =
Ω3U
3
3 ≃ K
3 × K3. The next result shows that these are the only cases where U is an
abelian group.
Maximal abelian subgroups of U .
25
Theorem 2.17 Let K be a reduced commutative ring with 1
2
∈ K. Then
1. The group Ω is a maximal abelian subgroup of U if n is even (Ω ⊇ Un).
2. The group ΩUn = Ω× Un is a maximal abelian subgroup of U if n is odd (Ω∩ Un =
{e}).
Proof. Recall that Ω is an abelian subgroup of U (Theorem 2.8.(5)) and that U = ΩΓ(=
Ω⋊ Γ) is the semidirect product of the groups Ω and Γ (Theorem 2.14.(1)). Suppose that
Ω′ is an abelian subgroup of U such that Ω ⊆ Ω′. Then Ω′ = Ω(Γ ∩ Ω′). Each element
γb ∈ Γ∩Ω′ must commute with all the elements of Ω: ω1+aγb = γbω1+a = ω1+γb(a)γb for all
a iff ω1+γb(a)−a = e iff [γb(a)− a, x] = 0 for all x ∈ Λn (since ω1+a′(x) = x+ [a
′, x], Lemma
2.8.(3)) iff γb(a) − a ∈ Z(Λn), the centre of Λn, iff γb(a) = a for all a if n is even; and
γb(a)− a ∈ Kx1 · · ·xn if n is odd, iff γb = e if n is even; and γb ∈ Un if n is odd. Since the
group Un is abelian and all elements of Ω commute with elements of Un if n is odd, the
result follows. 
3 The group Γ, its subgroups, and the Inversion For-
mula
In this section, the inversion formula (Theorem 3.1) is given for any automorphism σ ∈
ΓGLn(K)
op; the groups ΓZs−gr, s ≥ 2, are found (Lemma 3.6); minimal sets of generators
are given for the groups Γ and U (Theorem 3.11) and the commutator series are found for
them; several important subgroups are introduced: Φ, Φ′, Φ(i), En,i, E ′n,i, E
′′
n,i.
The Jacobian and the inversion formula for automorphism. LetK be a commu-
tative ring and ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
be the left skew partial derivatives for Λn. For each
automorphism σ ∈ ΓGLn(K)op, the matrix of left skew partial derivatives
∂σ
∂x
:= (∂σ(xi)
∂xj
) is
called the Jacobian matrix for the automorphism σ. Note that the entries of the Jacobian
matrix are even elements, hence central elements. The determinant J (σ) := det(∂σ(xi)
∂xj
) is
called the Jacobian of σ. One can easily verify that the ‘chain rule’ holds for automor-
phisms σ, τ ∈ ΓGLn(K)
op:
∂(στ)
∂x
= σ(
∂τ
∂x
) ·
∂σ
∂x
(25)
where σ(∂τ
∂x
) := (σ(∂τ(xi)
∂xj
)). By taking the determinant of both sides we have the equality
J (στ) = σ(J (τ))J (σ). (26)
Then, for each σ ∈ ΓGLn(K)op,
J (σ−1) = σ−1(J (σ)−1). (27)
Let σ ∈ ΓGLn(K)op and x′1 := σ(x1), . . . , x
′
n := σ(xn). The elements x
′
1, . . . , x
′
n are
another set of canonical generators for Λn: x
′
ix
′
j = −x
′
jx
′
i and x
′2
i = 0. The corresponding
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left skew derivations ∂′1 :=
∂
∂x′1
, . . . , ∂′n :=
∂
∂x′n
are equal to
∂′i :=
1
J (σ)
det

∂σ(x1)
∂x1
· · · ∂σ(x1)
∂xm
...
...
...
∂
∂x1
· · · ∂
∂xm
...
...
...
∂σ(xn)
∂x1
· · · ∂σ(xn)
∂xm
 , i = 1, . . . , n, (28)
where we ‘drop’ σ(xi) in the determinant J (σ) := det(
∂σ(xi)
∂xj
).
For each i = 1, . . . , n, let
φ′i := 1− x
′
i∂
′
i : Λn → Λn, (29)
and (the order is important)
φσ := φ
′
nφ
′
n−1 · · ·φ
′
1 = (1− x
′
n∂
′
n)(1− x
′
n−1∂
′
n−1) · · · (1− x
′
1∂
′
1) : Λn → Λn. (30)
The next theorem gives the inversion formula for automorphisms of the group ΓGLn(K)
op.
Theorem 3.1 (The Inversion Formula) Let K be a commutative ring, σ ∈ ΓGLn(K)op
and a ∈ Λn(K). Then
σ−1(a) =
∑
α∈Bn
φσ(∂
′α(a))xα
where xα := xα11 · · ·x
αn
n and ∂
′α := ∂′αnn · · ·∂
′α1
1 .
Proof. By Theorem 2.3.(1), a =
∑
α∈Bn
φσ(∂
′α(a))x′α where x′α := x′α11 · · ·x
′αn
n . Apply-
ing σ−1 we have the result
σ−1(a) =
∑
α∈Bn
φσ(∂
′α(a))σ−1(x′α) =
∑
α∈Bn
φσ(∂
′α(a))xα. 
The abelian groups of units En and E
′
n. Let K be a commutative ring and En be
the group of units of the commutative algebra Λevn . So, En = K
∗ + Λevn,≥2 where K
∗ is the
group of units of the ring K and Λevn,≥2 := m
2 ∩ Λevn = ⊕
[n
2
]
m=1Λn,2m. There is the natural
descending chain of subgroups of En determined by the m-adic filtration of the Grassmann
algebra Λn:
En = En,2 ⊃ En,4 ⊃ · · · ⊃ En,[n
2
] ⊃ En,[n
2
]+2 = K
∗ (31)
where En,2m := K
∗ +m2m ∩ Λevn = K
∗ +
∑[n
2
]
i=m Λn,2i.
Each element e ∈ En is a unique sum e = λ+ e+ for some λ ∈ K∗ and e+ ∈ m2 ∩ Λevn .
The map
v : En → 2Z, e 7→ v(e) = max{2m | e
+ ∈ En,2m},
satisfies the following properties: for e, f ∈ En,
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1. v(ef) ≥ min{v(e), v(f)},
2. v(e−1) = v(e).
The group En = K
∗E ′n = K
∗ × E ′n is the direct product of its subgroups K
∗ and
E ′n := 1 + Λ
ev
n,≥2 (En = K
∗E ′n and K
∗ ∩ E ′n = {1}). The chain (31) induces the chain of
subgroups in E ′n:
E ′n = E
′
n,2 ⊃ E
′
n,4 ⊃ · · · ⊃ E
′
n,[n
2
] ⊃ En,[n2 ]+2 = {1} (32)
where E ′n,2m := E
′
n∩En,2m = 1+m
2m∩Λevn = 1+
∑[n
2
]
i=m Λn,2i. IfK is a reduced commutative
ring then, by (3),
σ(En,2m) = En,2m and σ(E
′
n,2m) = E
′
n,2m for all σ ∈ GZ2−gr, m ≥ 1. (33)
It follows that (where K is reduced)
v(σ(e)) = v(e) for all e ∈ En, σ ∈ GZ2−gr. (34)
Lemma 3.2 Let K be a commutative ring. Then
1. each element σ ∈ Γ is a (unique) product σ = · · ·σb7σb5σb3 for unique elements
bi = (bi1, . . . , bin) ∈ Λnn,i (see Corollary 2.13).
2. The elements {γi,λxα | 1 ≤ i ≤ n, λ ∈ K,α ∈ Bn, 3 ≤ |α| is odd} are generators for
the group Γ where γi,λxα(xi) := xi + λx
α and γi,λxα(xj) := xj for i 6= j.
Proof. 1. This follows from Theorem 2.10.(2).
2. This statement follows from statement 1 and Theorem 2.10.(2). 
The dimension of the algebraic group Γ. Let K be a commutative ring and
Λn = Λn(K). A typical element of Γ is an automorphism x1 7→ x1 + a1, . . . , xn 7→ xn + an
where all ai ∈ Λodn,≥3. The group Γ is a unipotent algebraic group over K where the
coefficients of the elements ai are the affine coordinates for the algebraic group Γ over
K, and the algebra of (regular) functions O(Γ) of the algebraic group Γ is a polynomial
algebra in
dim(Γ) = n(2n−1 − n) (35)
variables since
dim(Γ) = rkK((Λ
od
n,≥3)
n) = n
[n−1
2
]∑
i=1
(
n
2i+ 1
)
= n(
[n−1
2
]∑
i=0
(
n
2i+ 1
)
− n) = n(2n−1 − n).
If K is a field then dim(Γ) is the usual dimension of the algebraic group Γ.
A noncommutative analogue of the Taylor expansion.
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Theorem 3.3 (An analogue of the Taylor expansion) Let K be a commutative ring, f =
f(x1, . . . , xn) =
∑
xαλα ∈ Λn where the coefficients λα ∈ K of f are written on the right,
and σ ∈ Γ. Let x′1 := σ(x1) = x1 + a1, . . . , x
′
n := σ(xn) = xn + an where a1, . . . , an are odd
elements of m3. Then
(σ(f))(x1, . . . , xn) = f(x1 + an, . . . , xn + an) =
∑
α∈Bn
aα∂α(f)
where aα := aα11 · · · a
αn
n and ∂
α = ∂αnn · · ·∂
α1
1 , ∂i :=
∂
∂xi
are the left partial skew derivatives
of Λn.
Proof. It suffices to prove the statement for f = x1 · · ·xmλ where λ ∈ K. Then
σ(f) = (x1 + a1) · · · (xm + am)λ =
∑
i1<···<is
x1 · · · ai1 · · · ai2 · · ·ais · · ·xmλ
=
∑
i1<···<is
ai1 · · · ais∂is · · ·∂i1(f) =
∑
α∈Bn
aα∂α(f). 
The groups Γ(s) and Ω(s). The next Lemma introduces subgroups determined by
even subgroups of Z (the subgroups of type 2mZ).
Lemma 3.4 Let K be a commutative ring and Λn = Λn(K).
1. For each even number s = 2, 4, . . . , 2[n
2
], the subset of Γ, Γ(s) := {σ ∈ Γ | σ(xi) ∈
xi +
∑
j≥1Λn,1+js for all i} is a subgroup of Γ.
2. If s|s′ (s divides s′) then Γ(s′) ⊆ Γ(s).
Proof. 1. It is easy to see that the set Γ(s) is closed under multiplication and that it
contains the identity. The fact that the set Γ(s) is closed under the operation of taking
inverse is a consequence of repeated use of Theorem 3.3. Let σ ∈ Γ(s) and x′i := σ(xi) =
xi − ai for some odd element ai ∈
∑
j≥1Λn,1+js. Now,
xi = x
′
i + ai(x1, . . . , xn) = x
′
i + ai(x
′
1 + a1(x), . . . , x
′
n + an(x))
= x′i + ai(x
′
1, . . . , x
′
n) +
∑
06=α∈Bn
aα(x)∂α(ai)(x
′)
= x′i + ai(x
′) +
∑
06=α∈Bn
aα(x′1 + a1(x), . . . , x
′
n + an(x))∂
α(ai)(x
′)
= x′i + ai(x
′) +
∑
06=α∈Bn
aα(x′)∂α(ai)(x
′) +
∑
06=α∈Bn
(
∑
06=β∈Bn
aβ(x)∂β(aα)(x′))∂α(ai)(x
′)
= · · · ,
keep going making substitutions xi = x
′
i+ai and then using Theorem 3.3 we get the result
(in no more than [n
s
] + 1 steps).
2. This is obvious. 
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Lemma 3.5 Let K be a commutative ring, and s = 2, 4, . . . , 2[n
2
]. Then
1. each element σ ∈ Γ(s) is a (unique) product s = · · ·σb1+3sσb1+2sσb1+s for unique
elements bi = (bi,1, . . . , bi,n) ∈ Λ
n
n,i (see Lemma 3.2).
2. The elements {γi,λxα | 1 ≤ i ≤ n, λ ∈ K∗, α ∈ Bn such that α ∈ 1+sN} are generators
for the group Γ(s) (see Lemma 3.2).
Proof. These statements follow from Lemma 3.2. 
For each odd number s such that 1 ≤ s ≤ n, the set
Ω(s) := {ω1+a | a ∈
∑
j≥1
Λn,js} = {ω1+a | a ∈
∑
1≤j is odd
Λn,js} (36)
is a subgroup of Ω (Lemma 2.8.(4)). Note that Ω(1) = Ω and Ω(n) = {e}.
The groups GZs−gr. Recall that GZs−gr is the group of all K-automorphisms of the
Grassmann algebra Λn(K) that respect its Zs-grading (σ ∈ GZs−gr iff σ(Λn,is) = Λn,is,
i ≥ 0). The next result describes the groups GZs−gr.
Lemma 3.6 Let K be a reduced commutative ring with 1
2
∈ K. Then
1. if s is even then GZs−gr = Γ(s)GLn(K)
op = Γ(s)⋊GLn(K)op and Γ(s) = Γ∩GZs−gr;
2. if s ≥ 3 is odd then GZs−gr = Ω(s)GLn(K)
op = Ω(s) ⋊ GLn(K)op and Ω(s) =
Ω ∩GZs−gr = {ω1+a | a ∈
∑
1≤j is odd Λn,sj}.
Proof. 1. The number s is even, hence GZs−gr ⊆ GZ2−gr = ΓGLn(K)
op (Lemma
2.15.(1)). Then it follows from the inclusion GLn(K)
op ⊆ GZs−gr that GZs−gr = (Γ ∩
GZs−gr)GLn(K)
op. So, to finish the proof of statement 1 it suffices to show that Γ(s) =
Γ ∩ GZs−gr. The inclusion Γ(s) ⊆ Γ ∩ GZs−gr is obvious. If e 6= γ ∈ Γ ∩ GZs−gr then
γ = · · ·σb2k+3σb2k+1 (Lemma 3.2) where b2k+1 = (b2k+1,1, . . . , b2k+1,n) 6= 0, γ(xi) = xi +
b2k+1,i + · · · for all i. Hence 2k + 1 ∈ 1 + sZ, i.e. σb2k+1 ∈ Γ(s). Applying the same
argument to γσ−1b2k+1 = · · ·σb2k+3 ∈ Γ ∩ GZs−gr and using induction on k we see that all
σb2k+i in the product for γ belong to Γ(s). Therefore, Γ(s) = Γ ∩GZs−gr.
2. By Lemma 2.8.(3), Ω ∩ GZs−gr = {ω1+a | a ∈
∑
1≤j is odd Λn,sj} = Ω(s). Considering
the action of automorphisms from the intersection GZs−gr∩ΩΓ on the generators x1, . . . , xn
(with help of Corollary 2.13) it is easy to show that GZs−gr ∩ΩΓ = GZs−gr ∩Ω. Recall that
G = ΩΓGLn(K)
op and GLn(K)
op ⊆ GZs−gr hence
GZs−gr = (GZs−gr ∩ ΩΓ)GLn(K)
op = Ω(s)GLn(K)
op = Ω(s)⋊GLn(K)
op. 
The groups Φ, Φ(i), and Φ′. Let K be a commutative ring. Clearly,
Γ = {σ : xi 7→ xi(1 + ai) + bi, i = 1, . . . , n} (37)
30
where ai, bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋, ai ∈ Λevn ∩m
2 and bi ∈ Λodn ∩m
3. Consider the subset
Φ of Γ where all bi = 0,
Φ := {σ : xi 7→ xi(1 + ai), i = 1, . . . , n}. (38)
The set Φ can be characterized as
Φ = {σ ∈ Γ | σ(x1) ∈ (x1), . . . , σ(xn) ∈ (xn)}.
Then it is obvious that ΦΦ ⊆ Φ and idΛn ∈ Φ.
Lemma 3.7 LetK be a commutative ring. Then Φ = {σ ∈ Γ | σ((x1)) = (x1), . . . , σ((xn)) =
(xn)} is a subgroup of Γ.
Proof. It remains to show that, for each σ ∈ Φ, σ−1(xi) ∈ (xi) for all i. The equation
x′i := σ(xi) := xi(1− ai) can be written as xi = x
′
i + xiai(x1, . . . , xn) (we have changed the
sign of the ai for computational reason). Our aim is to show that xi = x
′
i(1+ a
′
i), then the
result will follow as x′i ∈ (xi). We use in turn, first, the substitution xi = x
′
i + xia(x) and
then the Taylor expansion (Theorem 3.3). After repeating these no more than n+1 times
we will get the result (since all elements are nilpotent and any product of n+1 of them is
zero).
xi = x
′
i + xiai(x) = x
′
i + (x
′
i + xiai(x))ai(x
′
1 + x1a1(x), . . . , x
′
n + xnan(x))
= x′i + (x
′
i + xiai(x))(ai(x
′
1, . . . , x
′
n) +
∑
06=α∈Bn
(xa(x))α∂α(ai)(x
′
1, . . . , x
′
n)) = · · · . 
The group Φ is the solutions of the polynomial equations in coefficients of the elements ai
and bj : b1 = 0, . . . , bn = 0. So, Φ is a closed subgroup of Γ with respect to the Zariski
topology. The group Φ is an algebraic group, the algebra of functions on Φ is a polynomial
algebra over K in n · rkK(Λevn−1,≥2) = n(2
n−2 − 1) variables. So, the algebraic group Φ is
affine and
dim(Φ) = n(2n−2 − 1). (39)
Note, that, in general, the set {σ ∈ Γ | σ(x1) = x1 + b1, . . . , σ(xn) = xn + bn} is not a
subgroup of Γ where each bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋ ∩m3 is odd.
For each i = 1, . . . , n, let
Φ(i) := {σ ∈ Γ | σ(xi) ∈ (xi)} = {σ ∈ G | σ(xi) = xi(1 + ai)}
where ai ∈ K⌊x1, . . . , x̂i, . . . , xn⌋ev≥2. Clearly, Φ(i)Φ(i) ⊆ Φ(i) and the set Φ(i) contains the
identity map.
Lemma 3.8 Let K be a commutative ring. Then Φ(i) = {σ ∈ Γ | σ((xi)) = (xi)} is a
subgroup of Γ.
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Proof. It remains to prove that, given σ ∈ Φ(i), σ−1 ∈ Φ(i). Repeat word for word
the proof of Lemma 3.7. Note that if K is a field the result is obvious since dimK((xi)) =
dimK(σ((xi))): it follows from σ((xi)) ⊆ (xi) that σ((xi)) = (xi), hence σ
−1((xi)) = (xi),
as required. 
It is obvious that Φ = ∩ni=1Φ(i), and
Φ(i1, . . . , is) := ∩
s
ν=1Φ(iν) = {σ ∈ Γ | σ(xi1) ∈ (xi1), . . . , σ(xis) ∈ (xis)}
= {σ ∈ Γ | σ((xi1)) = (xi1), . . . , σ((xis)) = (xis)}
is a subgroup of Γ. The set
Φ′ := {σ ∈ G | σ(x1) ∈ (x1), . . . σ(xn) ∈ (xn)}
is a group, as the next Lemma shows. Let Tn be the subgroup of all the diagonal matrices
of GLn(K)
op.
Lemma 3.9 Let K be a reduced commutative ring with 1
2
∈ K. Then Φ′ = (Ω⋊ Φ)⋊ Tn
and Φ′ = {σ ∈ G | σ((x1)) = (x1), . . . , σ((xn)) = (xn)}.
Proof. It is obvious that Ω ⊆ Φ′, Tn ⊆ Φ′, and Φ′ ∩ ΓGLn(K)
op = ΦTn. Since
G = ΩΓGLn(K)
op (Theorem 2.14.(3)),
Φ′ = Ω(Φ′ ∩ ΓGLn(K)
op) = ΩΦTn = (Ω⋊ Φ)⋊ Tn.
Then by Lemma 3.7, Φ′ = {σ ∈ G | σ((x1)) = (x1), . . . , σ((xn)) = (xn)}. 
The groups En,i and its subgroups. Let K be a commutative ring. For each
i = 1, . . . , n, the set
En,i := {γ ∈ Γ | γ(xj) = xj , ∀j 6= i}
is a subgroup of Γ.
En,i = {γ1+a,b : xi 7→ xi(1 + a) + b, xj 7→ xj , ∀j 6= i} (40)
where a ∈ K⌊x1, . . . , x̂i, . . . , xn⌋ev≥2 and b ∈ K⌊x1, . . . , x̂i, . . . , xn⌋
od
≥3, and
γ1+a,bγ1+a′,b′ = γ(1+a)(1+a′),b(1+a′)+b′ , γ
−1
1+a,b = γ(1+a)−1,−(1+a)−1b,
γ1+a,bγ1+a′,b′γ
−1
1+a,b = γ1+a′,(1+a)−1(ba′+b′), γ1+a,b = γ1,(1+a)−1bγ1+a,0,
Below, the equality (43) explains importance of these small subgroups. So, E ′n,i = {γ1+a,0}
and E ′′n,i := {γ1,b} are abelian subgroups of En,i such that E
′
n,i ∩ E
′′
n,i = {e}, En,i = E
′′
n,iE
′
n,i,
and E ′′n,i is a normal subgroup of En,i since
γ1+a,0γ1,bγ
−1
1+a,0 = γ1,(1+a)−1b. (41)
Therefore, En,i = E ′′n,i ⋊ E
′
n,i. Clearly, E
′
n,i = En,i ∩ Φ.
Let E ′
n,bi
be the group of unitsE ′n−1 in the case of the Grassmann algebraK⌊x1, . . . , x̂i, . . . , xn⌋,
i.e.
E ′
n,bi
:= {1 + a | a ∈ K⌊x1, . . . , x̂i, . . . , xn⌋
ev
≥2}.
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Lemma 3.10 Let K be a commutative ring. Then
1. En,i = E ′′n,i ⋊ E
′
n,i.
2. The map E ′
n,bi
→ E ′n,i, 1 + a 7→ γ1+a,0, is a group isomorphism.
3. The map K⌊x1, . . . , x̂i, . . . , xn⌋od≥3 → E
′′
n,i, b 7→ γ1,b, is a group isomorphism.
4. En,i = 〈γ1+λxα,0, γ1,λxjxkxl | λ ∈ K, |α| = 2, j < k < l, α∪{j, k, l} ⊆ {1, . . . , î, . . . , n}〉.
Proof. Statements 1–3 are obvious. Statement 4 follows from statement 1 and the two
facts: (i) {γ1+λxα,0} are generators for the group E ′n,i since {1+λx
α} are generators for the
group E ′
n,bi
, and (ii)
γ1+a,0γ1,bγ
−1
1+a,0γ
−1
1,b = γ1,(1+a)−1b−b = γ1,−ab+a2b−a3b+··· = γ1,−abγ1,a2b−a3b+···.  (42)
For each j ≥ 2, let {E jn,i := En,i ∩ U
j} be the induced (descending) filtration on the group
En,i. Each subgroup E
j
n,i = {σ ∈ En,i | (σ − 1)(m) ⊆ m
j} is a normal subgroup of En,i. By
Lemma 3.2 and Theorem 2.10.(2), the group Γ is a finite product
Γ = · · ·
n∏
i=1
E [2m+1]n,i · · ·
n∏
i=1
E [5]n,i ·
n∏
i=1
E [3]n,i, (43)
where
E [2m+1]n,i := {γ1+a,b ∈ En,i | a ∈ K⌊x1, . . . , x̂i, . . . , xn⌋2m, b ∈ K⌊x1, . . . , x̂i, . . . , xn⌋2m+1}.
Clearly, E [2m+1]n,i ⊆ E
2m+1
n,i .
Minimal sets of generators for the groups Γ, U , and Φ. For each i = 1, . . . , n;
λ ∈ K, and α ⊆ {1, . . . , n}, 3 ≤ |α| is odd, let us consider the automorphism of Γ,
σi,λxα : xi 7→ xi + λx
α, xj 7→ xj , ∀j 6= i.
Then
σ−1i,λxixα = σi,−λxixα. (44)
For two elements a and b of a group A, the group commutator of the elements a and b
is defined as [a, b] := aba−1b−1 ∈ A. A direct (rather lengthy) calculation shows that
[σi,λxixjxα, σj,µxjxβ ] = σi,−λµxixjxβxα (45)
for all λ, µ ∈ K; i 6= j; α and β are subsets of {1, . . . , n}\{i, j} such that α ∩ β = ∅, α is
odd and β is even, |α| ≥ 1 and |β| ≥ 2. Similarly,
[σi,λxixα, σi,µxβ ] = σi,−λµxβxα (46)
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for all λ, µ ∈ K; i = 1, . . . , n; and α, β ⊆ {1, . . . , n}\{i} such that α∩β = ∅, α is even and
β is odd, |α| ≥ 2 and |β| ≥ 3.
For a group A, let us consider its series of commutators:
A(0) := A, A(i) := [A,A(i−1)], i ≥ 1.
For each i = 1, . . . , n; λ ∈ K; and j < k < l, let us consider the automorphism σi,λxjxkxl ∈
Γ: xi 7→ xi + λxjxkxl, xm 7→ xm, for all m 6= i. Then
σi,λxjxkxlσi,µxjxkxl = σi,(λ+µ)xjxkxl, σ
−1
i,λxjxkxl
= σ−1i,−λxjxkxl.
So, the set {σi,λxjxkxl | λ ∈ K} is isomorphic to the additive abelian groupK, σi,λxjxkxl 7→ λ.
Theorem 3.11 Let K be a commutative ring in statements 1 and 2; and let K be a reduced
commutative ring with 1
2
∈ K in statements 3 and 4. Then
1. the group Γ is generated by all the automorphisms σi,λxjxkxl, i.e. Γ = 〈σi,λxjxkxl | i =
1, . . . , n;λ ∈ K; j < k < l〉. The subgroups {σi,λxjxkxl}λ∈K of Γ form a minimal set
of generators for Γ.
2. Γ(i) = Γ2i+3 := {σ ∈ Γ | (σ − 1)(m) ⊆ m2i+3}, i ≥ 0.
3. The group U is generated by all the automorphisms σi,λxjxkxl and all the automor-
phisms ω1+λxi, i.e. U = 〈σi,λxjxkxl, ω1+λxi | , i = 1, . . . , n;λ ∈ K; j < k < l〉. The
subgroups {σi,λxjxkxl}λ∈K, {ω1+λxi}λ∈K of U form a minimal set of generators for U .
4. U (i) = U i+2 := {σ ∈ U | (σ − 1)(m) ⊆ mi+2}, i ≥ 0.
Proof. 1. In a view of (43) and Lemma 3.10.(4), it suffices to show that each automor-
phism γ1+λxα,0 from Lemma 3.10.(4) is a product of the generators from statement 1. In
the σ-notation, the automorphism γ1+λxα,0 is of the form
σ := σi1,λxi1xi2 (xi3xi4 )···(xi2m−1xi2m )(xi2m+1xi2m+2 )xi2m+3 (47)
for some distinct elements i1, i2, . . . , i2m+3, m ≥ 0, and λ ∈ K. The result is obvious for
m = 0. So, let m ≥ 1. Then, applying (45) m times we have
σ = [. . . [σi1,λxi1xi2xi2m+3 , σi2,−xi2xi2m+1xi2m+2 ], σi2,−xi2xi2m−1xi2m ], . . .], σi2,−xi2xi3xi4 ]. (48)
The claim that the ‘one dimensional’ abelian subgroups {σi,λxjxkxl} of Γ form a minimal
set of generators is obvious due to the isomorphism in Theorem 2.10.(2) in the case m = 1
there.
2. By Theorem 2.10.(2), Γ(m) ⊆ Γ2m+3 for all m ≥ 0. Clearly, Γ(n) = {e} = Γ2n+3.
Now, using downward induction on m (starting with m = n), in a view of Theorem
2.10.(2) and (48), in order to prove the equality Γ(m−1) = Γ2m+1, it suffices to show that
each automorphism of the type
σ = σi,λxi1xi2xi3 (xi4xi5 )···(xi2m−2xi2m−1 )(xi2mxi2m+1 )
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(where the elements i, i1, i2, . . . , i2m+1 are distinct, and λ ∈ K) can be expressed as (m−1)-
commutator of the generators from statement 1 (i.e. m− 1 brackets are involved). Below
is such a presentation (apply (46))
σ = [σi,−λxixi2mxi2m+1 , [σi,−xixi2m−2xi2m−1 [. . . [σi,−xixi4xi5 , σi,xi1xi2xi3 ] . . .]. (49)
3. By Theorem 2.10 and statement 1, it suffices to prove that any inner automorphism
ω1+λxi1xi2 ···xi2m+1 , i1 < · · · < i2m+1, m ≥ 0, λ ∈ K, is a product of the generators from
statement 3. For any automorphism σ ∈ G and an odd element a ∈ Λn (Lemma 2.8.(4)):
[σ, ω1+a] = σω1+aσ
−1ω−11+a = ω1+σ(a)−a. (50)
Applying this formula m times we have
ω1+λxi1xi2 ···xi2m+1 = [σi1,xi1xi2xi3 , [σi1,xi1xi4xi5 [. . . [σi1,xi1xi2mxi2m+1 , ω1+λxi1 ] . . .]. (51)
The statement that generators in statement 3 are minimal follows from the isomorphisms
in Theorem 2.10.(2,3) for m = 1 there.
4. By Theorem 2.10.(2,3), U (m) ⊆ Um+2, m ≥ 0. Clearly, U (n) = {e} = Un+2. Now,
using downward induction on m (starting with m = n), in a view of Theorem 2.10.(2,3),
statement 2 and (51), we have U (m) = Um+2 for all m ≥ 0. 
Corollary 3.12 Let K be a commutative ring. Then
1. the group Φ is generated by all the automorphisms σi,λxixkxl, i.e. Φ = 〈σi,λxixkxl | i =
1, . . . , n;λ ∈ K; k < l; i 6∈ {k, l}〉. The subgroups {σi,λxixkxl}λ∈K of Φ form a minimal
set of generators for Φ.
2. Φ(i) = Φ2i+3 := {σ ∈ Φ | (σ − 1)(m) ⊆ m2i+3}, i ≥ 0.
3. Each element σ ∈ Φ is a unique finite product σ = · · ·σb7σb5σb3 for unique elements
bi := (bi1, . . . , bin) ∈ Λnn,i (see Corollary 2.13) such that bij ∈ (xj) for all j.
Proof. 3. Statement 3 follows from Lemma 3.2 and Theorem 2.10.(2).
1. By statement 3, the elements of the type (47) are generators for the group Φ. Then
the result follows from (48).
2. By Theorem 2.10.(2), Φ(i) ⊆ Φ2i+3 for all i ≥ 0. The reverse inclusion follows from
(48). 
4 The Jacobian group Σ and the equality Σ = Σ′Σ′′
The Jacobian map. Let K be a commutative ring. Recall that the group Γ consists
of all automorphisms γb : x1 7→ x1 + b1, . . . , xn 7→ xn + bn, where b := (b1, . . . , bn) is an
n-tuple of odd elements of m3. Consider the matrix B := ∂b
∂x
:= ( ∂bi
∂xj
) of the skew gradients
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grad(bi) := (
∂bi
∂x1
, . . . , ∂bi
∂xn
) for the element b = (b1, . . . , bn) (where
∂
∂x1
, . . . , ∂
∂xn
are the left
partial skew K-derivatives of Λn(K)), and its characteristic polynomial
det(t +B) = tn +
n∑
i=1
tri(B)t
n−i.
Clearly, tr1(B) = tr(B) =
∑n
i=1
∂bi
∂xi
is the trace of the matrix B, trn(B) = det(B) is
its determinant, and tri(B) =
∑
1≤j1<···<ji≤n
det(
∂bjµ
∂xjν
)µ,ν=1,...,i. Now, the jacobian of the
automorphism γb is given by the rule
J (γb) = det(t+B)|t=1 = 1 +
n∑
i=1
tri(B). (52)
Note that the sum of the traces above is an element of m2 since tri(B) ∈ m
2i, i ≥ 1. So,
the Jacobian map is given by the rule
J : Γ→ E ′n, γb 7→ J (γb) = det(t +B)|t=1 = 1 +
n∑
i=1
tri(B). (53)
It is a polynomial map in the coefficients of the elements b1, . . . , bn. Recall that the abelian
multiplicative group of units E ′n is equal to E
′
n = 1 +
∑
i≥1 Λn,2i.
The Jacobian group Σ. Let K be a commutative ring. Despite the fact that the
jacobian map J : Γ→ E ′n is not a group homomorphism, its ‘kernel’
Σ := {σ ∈ Γ | J (σ) = 1}
is a subgroup of Γ as it easily follows from (26) and (27). We call Σ the Jacobian group.
This is a sophisticated subgroup of Γ. By (53), the elements of the group Σ are solutions
to the system of polynomial equations over K
Σ = {γb ∈ Γ |
n∑
i=1
tri(B) = 0}. (54)
So, Σ is a unipotent algebraic group over the ring K. If K is a field then Σ is an algebraic
group over K (in the usual sense). By Theorem 2.3.(1), the system of polynomial equations
in (54) can be made explicit
Σ = {γb ∈ Γ | φ(∂
α(
n∑
i=1
tri(B))) = 0, for all even 0 6= α ∈ Bn}. (55)
The Jacobian group Σ is the solution to the system (54) of skew differential operators. It
looks like this is the first example of a group of this kind. The Jacobian group Σ is a closed
subgroup of Γ in the Zariski topology. The group Γ contains the descending chain of its
normal subgroups
Γ = Γ3 ⊃ Γ5 ⊃ · · · ⊃ Γ2m+1 := Γ ∩ U2m+1 ⊃ · · · ⊃ Γ2[
n
2
]+1 ⊇ Γ2[
n
2
]+3 = {e},
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with the abelian factors Γ2m+1/Γ2m+3 where Γ2m+1 = {σ ∈ Γ | (σ − 1)(m) ⊆ m2m+1}.
The group Σ contains the descending chain of its normal subgroups
Σ = Σ3 ⊇ Σ5 ⊇ · · · ⊇ Σ2m+1 := Σ ∩ Γ2m+1 ⊇ · · · ⊇ Σ2[
n
2
]+1 ⊇ Σ2[
n
2
]+3 = {e}
with the abelian factors {Σ2m+1/Σ2m+3} since Σ2m+1/Σ2m+3 ⊆ Γ2m+1/Γ2m+3, the abelian
group.
The Jacobian group Σ and the image of the Jacobian map for n = 3. For
n = 3,
Γ = {σλ | σ(x1) = x1(1 + λ1x2x3), σ(x2) = x2(1+ λ2x1x3), σ(x3) = x3(1+ λ3x1x2), λ ∈ K
3}
where λ := (λ1, λ2, λ3), and Γ → K3, σλ 7→ λ, is the group isomorphism. Since J (σλ) =
1+ λ1x2x3 + λ2x1x3 + λ3x1x2, the Jacobian group Σ = {e} is trivial, and im(J ) = E ′3, i.e.
the Jacobian map J : Γ→ E ′3 is surjective.
Lemma 4.1 Let K be a commutative ring and σ, τ ∈ Γ. Then
1. J (σ) = J (τ) iff τ ∈ σΣ.
2. J (σ−1) = J (τ−1) iff τ ∈ Σσ.
Proof. 1. Note that J (σ) = σ(J (σ−1)−1) as it follows from the equality 1 = J (σσ−1) =
J (σ)σ(J (σ−1)). Now, τ ∈ σΣ iff σ−1τ ∈ Σ iff 1 = J (σ−1τ) = J (σ−1)σ−1(J (τ)) iff
J (τ) = σ(J (σ−1)−1) = J (σ).
2. By statement 1, J (σ−1) = J (τ−1) iff τ−1 ∈ σ−1Σ iff τ ∈ Σσ. 
Remark. Lemma 4.1 explains ‘intuitively’ why, in general, the Jacobian group Σ is not a
normal subgroup of Γ: note first that J (σ−1) = σ−1(J (σ)−1) and J (τ−1) = τ−1(J (τ)−1).
Suppose that Σ is a normal subgroup of Γ, then σΣ = Σσ for all σ ∈ Σ, and so the two
statements of Lemma 4.1 are equivalent, i.e. J (σ) = J (τ) =: u iff J (σ−1) = J (τ−1)
iff σ−1(u) = τ−1(u). Since the image of J is ‘big’ there is no reason to believe that the
automorphisms σ−1 and τ−1 acts always identically on u.
The image im(J ) and Γ/Σ. By Lemma 4.1, the map
J : Γ/Σ→ im(J ), σΣ 7→ J (σ), (56)
is a bijection.
The groups Γ2m, the Jacobian ascents. By (32), the abelian group E
′
n contains
the descending chain of subgroups
E ′n = E
′
n,2 ⊃ E
′
n,4 ⊃ · · · ⊃ E
′
n,2[n
2
] ⊃ E
′
n,2[n
2
]+2 = {1}.
If K is a commutative ring then, for each m = 1, 2, . . . , [n
2
] + 1, the preimage
Γ2m := Γn,2m := J
−1(E ′n,2m) = {σ ∈ Γ | J (σ) ∈ E
′
n,2m} (57)
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is, in fact, a subgroup of Γ: let σ, τ ∈ Γ2m, then
J (στ) = J (σ)σ(J (τ)) ⊆ E ′n,2mσ(E
′
n,2m) ⊆ E
′
n,2mE
′
n,2m ⊆ E
′
n,2m,
i.e. Γ2mΓ2m ⊆ Γ2m; and
J (σ−1) = (σ−1(J (σ)))−1 ⊆ (σ−1(E ′n,2m))
−1 ⊆ (E ′n,2m)
−1 = E ′n,2m,
i.e. Γ−12m ⊆ Γ2m. 
Note that
Σ = Γ2[n
2
]+2. (58)
We call the groups Γ2m = Γn,2m the Jacobian ascents. We have the descending chain of
subgroups in Γ, the Jacobian filtration:
Γ = Γ2 ⊇ Γ4 ⊇ · · · ⊇ Γ2[n
2
] ⊇ Γ2[n
2
]+2 = Σ. (59)
We will see later that all these groups are distinct except the last two if n is even (Corollary
7.7); each group Γ2m+2 is a normal subgroup of Γ2m such that the factor group Γ2m/Γ2m+2
is abelian (Lemma 4.2).
Lemma 4.2 Let K be a commutative ring. For each natural number m ≥ 1, the group
Γn,2m+2 is a normal subgroup of Γn,2m such that the factor group Γn,2m/Γn,2m+2 is abelian.
Proof. Recall that the groups {E ′n,2m} are Γ-invariant. The result is an immediate
consequence of the following obvious fact: for each m ≥ 1, a ∈ E ′n,2m, and σ ∈ Γ,
σ(a) ≡ a mod E ′n,2m+2. (60)
Indeed, to prove that Γn,2m+2 is a normal subgroup of Γn,2m we have to show that, for any
σ ∈ Γn,2m and τ ∈ Γn,2m+2, στσ−1 ∈ Γn,2m+2, i.e. J (στσ−1) ∈ E ′n,2m+2. By (26) and (27),
J (στσ−1) = J (σ) σ(J (τ)) στ(J (σ−1)) = J (σ) σ(J (τ)) στσ−1(J (σ)−1).
Note that σ(J (τ)) ∈ E ′n,2m+2 since J (τ) ∈ E
′
n,2m+2; and στσ
−1(J (σ)−1) ≡ J (σ)−1
mod E ′n,2m+2, by (60). Now,
J (στσ−1) ≡ J (σ)J (σ)−1 ≡ 1 mod E ′n,2m+2,
i.e. J (στσ−1) ∈ E ′n,2m+2, as required.
To prove that the factor group Γn,2m/Γn,2m+2 is abelian, we have to show that, for any
σ, τ ∈ Γn,2m, στσ−1τ−1 ∈ Γn,2m+2, that is J (στσ−1τ−1) ∈ E ′n,2m+2. By (26), (27), and
(60), we have
J (στσ−1τ−1) ≡ J (σ) σ(J (τ)) στ(J (σ−1)) στσ−1(J (τ−1))
≡ J (σ) σ(J (τ)) στσ−1(J (σ)−1) στσ−1τ−1(J (τ)−1)
≡ J (σ)J (τ)J (σ)−1J (τ)−1 ≡ 1 mod E ′n,2m+2. 
The following result which is a part of Lemma 4.2 has a more short and direct proof.
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Corollary 4.3 The Jacobian group Σ is a normal subgroup of Γ2[n
2
] such that the factor
group Γ2[n
2
]/Σ is abelian.
Proof. Since each automorphism σ ∈ Γ acts trivially (i.e. as the identity map) on
E ′n,2[n
2
], the Jacobian map J : Γ2[n2 ] → E
′
n,2[n
2
], τ 7→ J (τ), is a group homomorphism
(J (στ) = J (σ)σ(J (τ)) = J (σ)J (τ)) with the kernel Σ, hence Σ is a normal subgroup of
Γ2[n
2
] such that the factor group Γ2[n
2
]/Σ is abelian since the group E
′
n,2[n
2
] is abelian. 
The elements of the group Γ2m are solutions to the system of polynomial equations over
K,
Γ2m = {γb ∈ Γ |
n∑
i=1
tri(B) ∈ m
2m}. (61)
So, Γ2m is an algebraic unipotent group over the ring K. By Theorem 2.3.(1), the system
of polynomial equations in (61) can be made explicit
Γ2m = {γb ∈ Γ | φ(∂
α(
n∑
i=1
tri(B))) = 0, for all even 0 6= α ∈ Bn, 1 ≤ |α| < 2m}. (62)
Lemma 4.4 LetK be a commutative ring. Then, Γ2m+1 ⊆ Γ2m, for eachm = 1, 2, . . . , [
n
2
]+
1.
Proof. Let σ ∈ Γ2m+1. Then σ(x1) = x1 + b1, . . . , σ(xn) = xn + bn, where all bi ∈
Λodn,≥2m+1. Now, the result follows from
J (σ) ≡ 1 +
n∑
i=1
∂bi
∂xi
≡ 1 mod m2m, (63)
i.e. J (σ) ∈ E ′2m since all
∂bi
∂xi
∈ m2m. 
Now, we introduce two important subgroups of Σ, namely Σ′ and Σ′′, and prove that
Γ = ΦΣ′′ (Theorem 4.9.(1)) and Σ = Σ′Σ′′ (Corollary 4.11.(1)).
The group Σ′. Consider the following subgroup of Σ,
Σ′ := Σ ∩ Φ = {σ ∈ Σ | σ(x1) ∈ (x1), . . . , σ(xn) ∈ (xn)}
= {σ ∈ Σ | σ(x1) = x1(1 + a1), . . . , σ(xn) = xn(1 + an)}
where each element ai ∈ K⌊x1, . . . , x̂i, . . . , xn⌋ev≥2. The group Σ
′ is a closed subgroup of Σ
as the intersection of two closed subgroups Σ and Φ of Γ. It contains the descending chain
of normal subgroups
Σ′ = Σ′3 ⊇ Σ′5 ⊇ · · · ⊇ Σ′2m+1 := Σ′ ∩ Γ2m+1 ⊇ · · · ⊇ Σ′2[
n
2
]+1 ⊇ Σ′2[
n
2
]+3 = {e}
with the abelian factors {Σ′2m+1/Σ′2m+3}.
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Example. Let a1 ∈ K⌊x2, . . . , xn⌋2m and a2 ∈ K⌊x1, x3, . . . , xn⌋2m be homogeneous even
elements of the same graded degree 2m ≥ 2, and σ ∈ Γ: x1 7→ x1(1 + a1), x2 7→ x2(1 + a2),
xj 7→ xj , j ≥ 3. Then σ ∈ Σ iff
1 = J (σ) = det
(
1 + a1 −x1
∂a1
∂x2
−x2
∂a2
∂x1
1 + a2
)
= 1 + a1 + a2 + a1a2 + x1x2
∂a1
∂x2
∂a2
∂x1
iff a1 = −a2 ∈ K⌊x3, . . . , xn⌋2m and a21 = 0. So, for each even homogeneous element
a ∈ K⌊x3, . . . , xn⌋2m such that a2 = 0 the automorphism
σ ∈ Γ : x1 7→ x1(1 + a), x2 7→ x2(1− a), xj 7→ xj , j ≥ 3, (64)
belongs to the group Σ′.
The group Σ′′. For each i = 1, . . . , n, and bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋
od
≥3, consider the
element of Σ:
ξi,bi : xi 7→ xi + bi, xj 7→ xj , ∀ j 6= i. (65)
Let Σ′′ be the subgroup of Σ generated by all the elements ξi,bi, 1 ≤ i ≤ n. For each
i = 1, . . . , n, let
Σ′′i := {ξi,bi | bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋
od
≥3}.
Since ξi,biξi,b′i = ξi,bi+b′i and ξ
−1
i,bi
= ξi,−bi, the set Σ
′′
i is an abelian group canonically iso-
morphic to the abelian additive group K⌊x1, . . . , x̂i, . . . , xn⌋
od
≥3 via ξi,bi 7→ bi. Therefore,
the group Σ′′i is the direct product of its one-dimensional abelian subgroups isomorphic to
(K,+),
Σ′′i =
∏
α
{ξi,λxα}λ∈K (66)
where α runs through all the odd subsets of the set {1, . . . , î, . . . , n} with |α| ≥ 3; the map
(K,+)→ {ξi,λxα}λ∈K , λ 7→ ξi,λxα, is a group isomorphism.
So, the group Σ′′ is generated by its abelian subgroups Σ′′1, . . . ,Σ
′′
n.
The commutator of the elements ξi,bi ∈ Σ
′′
i and ξj,bj ∈ Σ
′′
j where i 6= j is given by the
rule
[ξi,bi, ξj,bj ] : xi 7→ (1− bb
′)xi − b
2b′xj − b(c
′ + b′c), (67)
xj 7→ bb
′2xi + (1 + bb
′ + (bb′)2)xj + b
′(c+ bc′ + bb′c), (68)
xk 7→ xk, k 6= i, j, (69)
where bi = bxj+c and bj = b
′xi+c
′ for unique elements b, b′ ∈ K⌊x1, . . . , x̂i, . . . , x̂j , . . . , xn⌋ev≥2
and c, c′ ∈ K⌊x1, . . . , x̂i, . . . , x̂j, . . . , xn⌋od≥3.
Given automorphisms ξ1,b1 , . . . ξn,bn, and ξ :=
∏n
i=1 ξi,bi is their product in an arbitrary
(fixed) order, then
ξ(xi) = xi + bi + · · · , i = 1, . . . , n. (70)
The group Σ′′ contains the descending chain of normal subgroups
Σ′′ = Σ′′3 ⊇ Σ′′5 ⊇ · · · ⊇ Σ′′2m+1 := Σ′′ ∩ Γ2m+1 ⊇ · · · ⊇ Σ′′2[
n
2
]+1 ⊇ Σ′′2[
n
2
]+3 = {e}
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with the abelian factors {Σ′′2m+1/Σ′′2m+3}.
A direct calculation gives
[ξi,λxjxα, ξj,µxβ ] = ξi,−λµxαxβ (71)
where i 6= j; α is an even set and β is an odd set such that the sets {i, j} and α ∪ β are
disjoint. Similarly,
[ξi,λxα, ξj,µxβ ] = 0 (72)
for all i 6= j; λ, µ ∈ K; α and β are odd sets such that |α| ≥ 3 and |β| ≥ 3, and the sets
{i, j} and α ∪ β are disjoint.
One can verify that for each i 6= j, and even sets α and β such that {i, j} and α ∪ β
are disjoint, λ, µ ∈ K, the commutator (which is an element of Σ′′)
[ξi,λxjxα, ξj,µxixβ ] : xi 7→ xi(1− λµx
αxβ), xj 7→ xj(1 + λµx
αxβ), xk 7→ xk, k 6= i, j, (73)
belongs to the group Σ′, and
[ξi,λxjxα, ξj,µxixβ ]
−1 : xi 7→ xi(1 + λµx
αxβ), xj 7→ xj(1− λµx
αxβ), xk 7→ xk, k 6= i, j.
Now, the next corollary is obvious since [ξi,λxjxα, ξj,µxixβ ] ∈ Σ
′ ∩ Σ′′ ⊆ Φ ∩ Σ′′.
Corollary 4.5 If K is a commutative ring and n ≥ 6 then Σ′∩Σ′′ 6= {e} and Φ∩Σ′′ 6= {e}.
A straightforward calculation gives
[ξi,νxjxγ , [ξi,λxjxα, ξj,µxixβ ]] = ξi,−2λµνxjxαxβxγ , (74)
for all λ, µ, ν ∈ K; the sets α, β, and γ are even and non-empty; the sets {i, j} and α∪β∪γ
are disjoint. Similarly,
[ξi,νxγ , [ξi,λxjxα, ξj,µxixβ ]] = ξi,−λµνxαxβxγ , (75)
for all λ, µ, ν ∈ K; the sets α and β, are even and non-empty; the set γ is odd and |γ| ≥ 3;
the sets {i, j} and α ∪ β ∪ γ are disjoint.
The group Σ′′ for n = 4, 5, 6. Let A be a group and A1, . . . , As be its subgroups. We
say that the group A is an exact product of the groups Ai,
A := A1 · · ·As[exact] :=
ex
n∏
i=1
Ai
if each element a ∈ A is a unique product a = a1 · · · as of elements ai ∈ Ai.
The next lemma describes the structure of the group Σ′′ for small values of n = 4, 5, 6.
These values are rather peculiar as Theorem 4.7 shows.
Lemma 4.6 Let K be a commutative ring.
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1. If n = 4 then Σ′′ = Σ′′1 × · · · × Σ
′′
4 is the abelian group.
2. If n = 5 then Σ′′ = Σ′′1 × · · · × Σ
′′
5 is the abelian group.
3. If n = 6 then
(a) Σ′′ = Z(Σ′′) ×
∏
i,j,k,lΣ
′′
i;j,k,l is the exact product of the centre Z(Σ
′′) of Σ′′
and the one dimensional abelian subgroups Σ′′i;j,k,l := {ξi,λxjxkxl}λ∈K ≃ K where
i = 1, . . . , 6; j < k < l; i 6∈ {j, k, l, }.
(b) [Σ′′,Σ′′] = Σ′ ∩ Σ′′ and the group Σ′ ∩ Σ′′ is the direct product
∏
i<j Cij of its
subgroups Cij := {cij,λ : xi 7→ xi(1− λxα), xj 7→ xj(1 + λxα), xk 7→ xk, k 6= i, j}
where α := {1, . . . , 6}\{i, j} and Cij ≃ (K,+) via cij,λ 7→ λ.
(c) Z(Σ′′) = Σ′′5 = (Σ′∩Σ′′)×
∏6
i=1Σ
′′
i,5 where Σ
′′
i,5 := {ξi,bi | bi ∈ K⌊x1, . . . , x̂i, . . . , x6⌋5}.
Proof. 1 and 2. If n = 4, 5 then the elements of Σ′′i commute with the elements of Σ
′′
j ,
hence statements 1 and 2 are obvious.
3. Let n = 6. The group Σ′′ is generated by its abelian subgroups Σ′′1, . . . ,Σ
′′
6, and so,
by (66), the group Σ′′ is generated by the 1-dimensional abelian subgroups 〈ξi,λxα〉λ∈K ≃
(K,+), ξi,λxα 7→ λ, where |α| = 3, 5. If |α| = 5 then all the ξi,λxα ∈ Z := Z(Σ′′), the
centre of the group Σ′′. Since n = 6, Σ′′5 ⊆ Z and the RHS of (71) is equal to zero.
By Theorem 2.10.(2), [Σ′′,Σ′′] ⊆ Σ′′5, and so [Σ′′,Σ′′] ⊆ Z. By (71), (72), and (73),
the only nontrivial commutators come from (73) and only in the case when i < j and
{i, j} ∪ α ∪ β = {1, . . . , 6} there. In this case, the commutators (73) is the automorphism
cij,λµ ∈ Z. It is obvious that the product of the groups Cij is the direct product
∏
i<j Cij,
and [Σ′′,Σ′′] =
∏
i<j Cij ⊆ Σ
′ ∩Σ′′5. It follows that Σ′′5 = [Σ′′,Σ′′]×
∏6
i=1Σ
′′
i,5 is the direct
product of groups since the abelian group Σ′′5 is generated by the subgroups [Σ′′,Σ′′] and∏6
i=1Σ
′′
i,5, and their intersection is trivial. Since n = 6, Σ
′′ = Σ′′5×
∏
i,j,k,lΣ
′′
i;j,k,l is the exact
product of groups where i, j, k, l are as in (a), then Σ′ ∩Σ′′ = Σ′ ∩Σ′′5. Since [Σ′′,Σ′′] ⊆ Σ′
and Σ′′5 = [Σ′′,Σ′′]×
∏6
i=1Σ
′′
i,5, we have
Σ′ ∩ Σ′′ = [Σ′′,Σ′′]× (Σ′ ∩
6∏
i=1
Σ′′i,5) = [Σ
′′,Σ′′] =
∏
i<j
Cij
since Σ′ ∩
∏6
i=1Σ
′′
i,5 = {e}. This proves statement (b).
It follows from the decomposition Σ′′ = Σ′′5 ×
∏
i,j,k,lΣ
′′
i;j,k,l and (73) that Z ⊆ Σ
′′5.
Since Σ′′5 ⊆ Z, we have Z = Σ′′5. Since Σ′′ = Σ′′5 ×
∏
i,j,k,lΣ
′′
i;j,k,l , (a) follows. Since
Σ′′5 = [Σ′′,Σ′′]×
∏6
i=1Σ
′′
i,5, (c) follows. 
A minimal set of generators for the group Σ′′. The next result provides a (mini-
mal) set of generators for the group Σ′′.
Theorem 4.7 Let K be a commutative ring and n ≥ 4. Then
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1. if either n is odd; or n = 4; or n is even and n ≥ 8 and 1
2
∈ K, then
Σ′′ = 〈σi,λxjxkxl | λ ∈ K; i = 1, . . . , n; j < k < l; i 6∈ {j, k, l}〉,
and the subgroups {σi,λxjxkxl}λ∈K ≃ K of Σ
′′ form a minimal set of generators for
Σ′′.
2. If n is even, then
Σ′′ = 〈σi,λxjxkxl, σi,λx1··· bxi···xn | λ ∈ K; i = 1, . . . , n; j < k < l; i 6∈ {j, k, l}〉.
Proof. 1. Recall that the group Σ′′ is generated by its abelian subgroups Σ′′1, . . .Σ
′′
n. In
order to prove the claims that the elements above generate the group Σ′′ it suffices to show
that each automorphism ξi,λxα (where α is odd, |α| ≥ 3, and i 6∈ α) is a product of some
of them. By (71), for λ ∈ K and distinct indices i, j, k1, l1, k2, l2, . . . , k2m, l2m, p, q, r there
is the equality
ξi,λ(xk1xl1 )(xk2xl2 )···(xk2mxl2m )xpxqxr = [ξi,xjxk1xl1 , [ξj,xixk2xl2 , [ξi,xjxk3xl3 , [ξj,xixk4xl4 , . . . (76)
[ξj,xixk2mxl2m , ξi,λxpxqxr ] . . .]. (77)
Similarly, for λ ∈ K and distinct indices i, j, k1, l1, k2, l2, . . . , k2m+1, l2m+1, p, q, r there is the
equality
ξi,λ(xk1xl1 )(xk2xl2 )···(xk2m+1xl2m+1 )xpxqxr = [ξi,xjxk1xl1 , [ξj,xixk2xl2 , [ξi,xjxk3xl3 , [ξj,xixk4xl4 , . . .(78)
[ξi,xjxk2m+1xl2m+1 , ξj,−λxpxqxr ] . . .]. (79)
Suppose that n is odd. The set {i} ∪ α (for ξi,λxα) is an even set hence it is not equal to
the set {1, . . . , n}, and so one can find element j such that j 6∈ {i} ∪ α. It follows from
(76) and (78) that the 1-dimensional subgroups {σi,λxjxkxl} are generators for the group
Σ′′. They are a minimal set of generators due to the isomorphism in Theorem 2.10.(2) in
the case m = 1 there.
Let n ≥ 4 be an even number. If n = 4 the result is obvious. If n = 6 the result is not
true by Lemma Lemma 4.6.(3). So, let n ≥ 8 and 1
2
∈ K. If {i} ∪ α 6= {1, . . . , n} then we
have already proven that the automorphism ξi,λxα is a product of the elements σi′,λ′xjxkxl.
If {i} ∪ α = {1, . . . , n} then the automorphism ξi,λxα = ξi,λx1··· bxi···xn is a product of the
elements σi′,λ′xjxkxl, by (74).
2. This statement has been proven already in the proof of statement 1 (see the last two
sentences above). 
The Jacobian group is a complicated group. To understand its structure first cut it
with the small group En,i.
Lemma 4.8 Let K be a commutative ring. Then
En,i ∩ Σ = E
′′
n,i := {ξi,bi | bi ∈ K⌊x1, . . . , x̂i, . . . xn⌋
od
≥3}.
43
Proof. A typical element of the group En,i is as follows γ1+a,b : xi 7→ xi(1 + a) + b,
xj 7→ xj , j 6= i (see (40)). Then J (γ1+a,b) = 1 + a. So, γ1+a,b ∈ En,i ∩ Σ iff a = 0, i.e.
En,i ∩ Σ = E
′′
n,i. 
The equality Γ = ΦΣ′′. For a natural number n, let od(n) be the largest odd number
such that ≤ n, and let Od(n) be the set of all odd natural numbers j such that 3 ≤ j ≤ n,
i.e. Od(n) = {3, 5, . . . , od(n)}.
For each t = 3, 5, . . . , od(n), let
F ′′n,t := {σ ∈ Σ
′′ | σ(xi) = xi + bi, bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋t, i = 1, . . . , n}.
The set F ′′n,t is an affine variety over K of dimension n
(
n−1
t
)
, i.e. the algebra of regular
functions on F ′′n,t is a polynomial algebra in n
(
n−1
t
)
variables where the coordinate functions
are the coefficients of the polynomials bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋t. Let
F ′′n := F
′′
n,od(n) × · · · × F
′′
n,5 × F
′′
n,3 (80)
be the product of algebraic varieties. Then
dim(F ′′n) = n
od(n)∑
s=1
(
n− 1
2s+ 1
)
= n(
od(n)∑
s=0
(
n− 1
2s+ 1
)
− n + 1) = n(2n−2 − n+ 1). (81)
In general, Φ ∩ Σ′′ 6= {e} (Corollary 4.5). The next theorem shows that Γ = ΦΣ′′ and
that any element of Γ is a unique product of elements from Φ and Σ′′ when one puts certain
conditions on the choice of the multiples.
Theorem 4.9 Let K be a commutative ring. Then
1. Γ = ΦΣ′′.
2. Γj = ΦjΣ′′j, j = 3, 5, . . . , od(n).
3. Let j = 3, 5, . . . , od(n). Each σ ∈ Γj is a unique product σ = φjξod(n) · · · ξj+2ξj
where φj ∈ Φj and each ξk is as in (70) with ξk(xi) − xi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋k,
i = 1, . . . , n. Moreover, for all i = 1, . . . , n the following conditions hold:
(a) σ−1(xi) ≡ −ξj(xi) mod ((xi) + Λodn,≥j+2),
(b) ξk · · · ξj+2ξjσ−1(xi) ≡ −ξk+2(xi) mod ((xi)+Λodn,≥k+4), k = j, j+2, . . . , od(n)−
2.
4. For each odd natural number j such that 3 ≤ j ≤ n, let F ′′jn := F
′′
od(n)×· · ·×F
′′
j+2×F
′′
j .
The map
Φj ×F ′′jn → Γ
j , (φ, ξod(n), . . . , ξj+2, ξj) 7→ φξod(n) · · · ξj+2ξj,
is an isomorphism of the algebraic varieties with the inverse map σ 7→ φξod(n) · · · ξj+2ξj
given by the decomposition of statement 3.
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5. The map
Φ× F ′′n → Γ, (φ, ξod(n), . . . , ξ5, ξ3) 7→ φξod(n) · · · ξ5ξ3,
is an isomorphism of the algebraic varieties with the inverse map σ 7→ φξod(n) · · · ξ5ξ3
given by the decomposition of statement 3.
Proof. 1. Statement 1 is a particular case of statement 2 when j = 3 since Γ = Γ3,
Φ = Φ3, and Σ′′ = Σ′′3.
2. Statement 2 follows from statement 3.
3. First, we prove that there exists a decomposition for σ that satisfies the conditions
(a) and (b), then we prove the uniqueness.
By the inversion formula (Theorem 3.1), the map Γ → Γ, σ 7→ σ−1, is an automor-
phism of algebraic varieties. Let σ ∈ Γj. Then σ−1 ∈ Γj , and, for each i = 1, . . . , n,
σ−1(xi) = xi(1 + ai) + bi for some elements ai ∈ K⌊x1, . . . , x̂i, . . . xn⌋ev≥j−1 and bi ∈
K⌊x1, . . . , x̂i, . . . xn⌋od≥j. Then bi = ci + · · · for some element ci ∈ K⌊x1, . . . , x̂i, . . . xn⌋j .
Clearly,
σ−1(xi) ≡ ci mod ((xi) + Λ
od
n,≥j+2). (82)
Define the element ξj ∈ Σ′′j by the rule
ξj(xi) = xi − ci, for all i. (83)
Then the automorphism ξj satisfies the condition (a). Consider the automorphism
σ′ := ξjσ
−1 ∈ Γj : xi 7→ xi(1 + a
′
i) + b
′
i
where a′i ∈ K⌊x1, . . . , x̂i, . . . xn⌋
ev
≥j−1 and b
′
i ∈ K⌊x1, . . . , x̂i, . . . xn⌋
od
≥j+2. Then b
′
i = c
′
i + · · ·
for some c′i ∈ K⌊x1, . . . , x̂i, . . . xn⌋j+2. Clearly,
ξjσ
−1(xi) ≡ c
′
i mod ((xi) + Λ
od
n,≥j+4). (84)
Define the element ξj+2 ∈ Σ′′j+2 by the rule ξj+2(xi) = xi − c′i for all i. Then ξj+2 satisfies
the condition (b) for k = j. Now, we can repeat the same argument for the automorphism
σ′′ := ξj+2ξjσ
−1. Continue in this fashion we finally come to the inclusion
ξod(n) · · · ξj+2ξjσ
−1 ∈ Φj ,
and obtain a decomposition for σ that satisfies the properties (a) and (b) exists.
Uniqueness: Let σ = φ′ξ′od(n) · · · ξ
′
j+2ξ
′
j be another decomposition with ξ
′
j(xi) = xi − λi
for some λi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋j , 1 ≤ i ≤ n. Then ξ
′−1
j (xi) = xi + λi. Since σ
−1(xi) ≡
ξ′−1j (xi) ≡ λi mod ((xi) + Λ
od
n,≥j+2), we must have ξ
′
j = ξj, by (82). Similarly, (84) yields
the equality ξ′j+2 = ξj+2. Using the same argument again and again (or by induction) we
see that ξ′k = ξk for all k = j, j + 2, . . . , od(n). These equalities imply that φ
′ = φ.
4. This statement follows from statement 3 since the map σ 7→ φξod(n) · · · ξj+2ξj is a
polynomial map as the proof of statement 3 shows.
5. This statement is a particular case of statement 4 for j = 3 since Φ = Φ3, F ′′ = F ′′3,
and Γ = Γ3. 
In the proof of Theorem 4.9, the algorithm is given for finding the automorphisms φ
and ξi in the presentation σ = φξod(n) · · · ξj+2ξj .
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Corollary 4.10 Let K be a commutative ring. Then J (Γ) = J (Φ).
Proof. Let σ ∈ Γ. Then σ = τσ′′ for some τ ∈ Φ and σ′′ ∈ Σ′′ (Theorem 4.9.(1)). Then
J (σ) = J (τσ′′) = τ(J (σ′′))J (τ) = τ(1)J (τ) = J (τ).
Therefore, J (Γ) = J (Φ). 
The equality Σ = Σ′Σ′′. The next result shows that the Jacobian group Σ is the
product of its subgroups Σ′ and Σ′′, i.e. each element σ ∈ Σ is a product σ = σ′σ′′ of some
elements σ′ ∈ Σ′ an σ′′ ∈ Σ′′. This product is not unique as, in general, Σ′ ∩ Σ′′ 6= {e}
(Corollary 4.5). Though, by putting extra conditions on the choice of the elements σ′ and
σ′′ the uniqueness can be preserved.
Corollary 4.11 Let K be a commutative ring. Then
1. Σ = Σ′Σ′′.
2. Σj = Σ′jΣ′′j, j = 3, 5, . . . , od(n).
3. Let j = 3, 5, . . . , od(n). Each σ ∈ Σj is a unique product σ = σ′ξod(n) · · · ξj+2ξj
where σ′ ∈ Σj and each ξk is as in (70) with ξk(xi) − xi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋k,
i = 1, . . . , n. Moreover, for all i = 1, . . . , n the following conditions hold:
(a) σ−1(xi) ≡ −ξj(xi) mod ((xi) + Λ
od
n,≥j+2),
(b) ξk · · · ξj+2ξjσ−1(xi) ≡ −ξk+2(xi) mod ((xi)+Λodn,≥k+4), k = j, j+2, . . . , od(n)−
2.
4. For each odd natural number j such that 3 ≤ j ≤ n, the map
Σ′j ×F ′′jn → Σ
j , (σ′, ξod(n), . . . , ξj+2, ξj) 7→ σ
′ξod(n) · · · ξj+2ξj,
is an isomorphism of the algebraic varieties with the inverse map σ 7→ σ′ξod(n) · · · ξj+2ξj
given by the decomposition of statement 3.
5. The map
Σ′ × F ′′n → Γ, (σ
′, ξod(n), . . . , ξ5, ξ3) 7→ σ
′ξod(n) · · · ξ5ξ3,
is an isomorphism of the algebraic varieties with the inverse map σ 7→ σ′ξod(n) · · · ξ5ξ3
given by the decomposition of statement 3.
Proof. 1. By Theorem 4.9.(1), Γ = ΦΣ′′. Note that Σ ⊆ Γ, Σ′′ ⊆ Σ, and Σ′ = Σ ∩ Φ.
Now,
Σ = Σ ∩ Γ = Σ ∩ ΦΣ′′ = (Σ ∩ Φ)Σ′′ = Σ′Σ′′.
This proves statement 1. The rest follows at once from Theorem 4.9. 
By Corollary 4.11 and (81), in order to find the dimension (and generators) for the
Jacobian group Σ it suffices to find the dimension (and generators) for Σ′.
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The largest normal subgroup of Γ in Σ.
Let A ⊆ B be groups. Then
N (A,B) := {a ∈ A | bab−1 ∈ A, for all b ∈ B}, (85)
is a normal subgroup of B in A. If N is a normal subgroup of B that is contained in A then
N ⊆ N (A,B). Therefore, N (A,B) is the largest normal subgroup of B that is contained
in A. The group A is a normal subgroup of B iff A = N (A,B).
Theorem 4.12 Let K be a commutative ring. Then
N (Σ,Γ) = {τ ∈ Σ | τ(λ) = λ for all λ ∈ im(J )}.
Proof. τ ∈ N (Σ,Γ) iff στσ−1 ∈ Σ for all σ ∈ Γ iff
1 = J (στσ−1) = J (σ)σ(J (τ))στ(J (σ−1)) = J (σ)στ(J (σ−1))
iff τ(J (σ−1)) = σ−1(J (σ)−1) iff τ(J (σ−1)) = J (σ−1) for all σ ∈ Σ (since σ−1(J (σ)−1) =
J (σ−1)) iff τ(λ) = λ for all λ ∈ im(J ). 
Corollary 4.13 Let K be a commutative ring and n ≥ 4. Then the group Σ is not a
normal subgroup of Γ iff n ≥ 5.
Proof. For n = 4, the group Γ is abelian, and so Σ is a normal subgroup of Γ. Let
n ≥ 5. By Theorem 4.12, Σ is a normal subgroup of Γ iff Σ = N (Σ,Γ) iff
im(J ) ⊆ E ′
Σ
n := {e ∈ E
′
n | σ(e) = e, ∀ σ ∈ Σ}.
For the automorphism Γ ∋ σ : x1 7→ x1(1 + x2x3), xi 7→ xi, i 6= 1, the Jacobian J (σ) =
1+x2x3 does not belong to E
′Σ
n since τ(J (σ)) 6= J (σ) where Σ ∋ τ : x2 7→ x2+x1x4x5, xj 7→
xj , j 6= 2. Therefore, Σ is not a normal subgroup of Γ. 
5 The algebraic group Σ′ and its dimension
In this section, the group Σ′ is studied in detail over a commutative ring K. It is proved
that the group Σ′ is a unipotent affine group over K of dimension (n − 2)2n−2 − n + pin
(Corollary 5.6). Important subgroups {Φ′2s+1} are introduced and results are proved for
these groups (Lemma 5.3 and Theorem 5.4) that play a crucial role in finding the dimension
and coordinates of the Jacobian group Σ.
Lemma 5.1 Let K be an arbitrary ring, n ≥ 4, and s = 1, 2, . . . , [n−1
2
]. Each element
a ∈ Λn,2s is a unique sum a = an−2s + an−2s+1 + · · ·+ an where
an−2s := λxn−2s+1xn−2s+2 · · ·xn,
an−2s+p := cpxn−2s+p+1xn−2s+p+2 · · ·xn, cp :=
∑
1≤i1<···<ip≤n−2s+p−1
λi1,...,ipxi1 · · ·xip,
an := c2s :=
∑
1≤i1<···<i2s≤n−1
λi1,...,i2sxi1 · · ·xi2s ,
1 ≤ p ≤ 2s− 1, and the lambdas are from K.
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Proof. This follows directly from Theorem 8.1.(1). 
Let K be a commutative ring and n ≥ 4. For each fixed natural number s such that
1 ≤ s ≤ [n−1
2
], we define the K-module
V := Vn,2s := Λn,2s(1)⊕ · · · ⊕ Λn,2s(n), Λn,2s(i) := K⌊x1, . . . , x̂i, . . . , xn⌋2s,
the direct sum of free K-modules of finite rank over K. Each element v = (v1, . . . , vn) ∈
V is a unique sum v =
∑n
i=1 viei where vi ∈ Λn,2s(i) and e1 := (1, 0, . . . , 0), . . . , en :=
(0, . . . , 0, 1). By Lemma 5.1, the K-module homomorphism
J := J n,2s : V → Λn,2s, (v1, . . . , vn) 7→ v1 + · · ·+ vn, (86)
is a surjection, and the K-homomorphism (where a = an−2s + · · ·+ an as in Lemma 5.1)
f = fn,2s : Λn,2s → V, a = an−2s + · · ·+ an 7→
n∑
i=n−2s
aiei = (0, . . . , 0, an−s, . . . , an)
is a section of J , i.e. J f = id. Hence,
V = ker(J )⊕ f(Λn,2s), f(Λn,2s) = An−2s ⊕ · · · ⊕ An, (87)
where Ai := An,2s,i := f(Λn,2s) ∩ Λn,2s(i). By Lemma 5.1,
An−2s = Kxn−2s+1xn−2s+2 · · ·xn,
An−2s+p = (
⊕
1≤i1<···<ip≤n−2s+p−1
Kxi1 · · ·xip)xn−2s+p+1xn−2s+p+2 · · ·xn,
An =
⊕
1≤i1<···<i2s≤n−1
Kxi1 · · ·xi2s ,
where 1 ≤ p ≤ 2s − 1. So, the K-modules An−2s, . . . , An are free finitely generated K-
modules generated by monomials (as above) of degree 2s.
We will see later that the map J in (86) is, up to isomorphism, the Jacobian map J
(91). Our goal is to find a special K-basis for the kernel ker(J ) that has connection with
certain automorphisms of the group Σ′. For, we will define, so-called, avoidance functions
which allows one to produce the required basis and then explicit automorphisms of the
group Σ′.
Avoidance functions. For each monomial u = xi1 · · ·xit of Λn the set {i1, . . . , it} is
called the support of the monomial u. Let us fix a natural number s such that 1 ≤ s ≤ [n−1
2
].
Next, for each i = 1, . . . , n− 1, we are going to define a set S ′i and a function ji on it. We
do this in two steps: first, for i = n− 2s, . . . , n− 1; and then for i = 1, . . . , n− 2s− 1.
For each i = n−2s, n−2s+1, . . . , n, let Si := Si,s := Supp(Ai) be the set of supports of
all the monomials from the module Ai (the K-module Ai is generated by monomials), and
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let S ′i := S
′
i,s be its complement in the set Supp(Λn,2s(i)) = {α ⊆ {1, . . . , î, . . . , n} | |α| =
2s} where |α| is the number of elements in the set α. In more detail,
Sn−2s,s = {{n− 2s+ 1, . . . , n}},
Sn−2s+p,s = {α ⊆ {1, . . . , ̂n− 2s+ p, . . . , n} |α ⊇ {n− 2s+ p+ 1, . . . , n}, |α| = 2s},
Sn,s = {α ⊆ {1, . . . , n− 1} | |α| = 2s}, and
S ′n−2s,s = {α ⊆ {1, . . . , n̂− 2s, . . . , n} |α 6= {n− 2s+ 1, . . . , n}, |α| = 2s},
S ′n−2s+p,s = {α ⊆ {1, . . . , ̂n− 2s+ p, . . . , n} |α 6⊇ {n− 2s+ p+ 1, . . . , n}, |α| = 2s},
S ′n,s = ∅,
where 1 ≤ p ≤ 2s− 1. One can easily verify that the following sets are the only empty sets
among the sets {S ′n−2s+p′,s | s = 1, . . . , [
n−1
2
]; p′ = 0, 1, . . . , 2s− 1}: if n is an odd number,
s = [n−1
2
], and p′ = 0, 1, . . . , 2s− 1, i.e.
S ′
1,[n−1
2
]
= S ′
2,[n−1
2
]
= · · · = S ′
n−1,[n−1
2
]
= ∅. (88)
In particular, for n = 5 we have
S ′1,2 = S
′
2,2 = · · · = S
′
4,2 = ∅. (89)
Let us stress that for each i = n− 2s, . . . , n− 1, the set S ′i := S
′
i,s is equal to the set of
all α ∈ Supp(Λn,2s(i)) such that {i+ 1, i+ 2, . . . , n}\α 6= ∅. So, we can fix a function
ji := ji,s : S
′
i → {i+ 1, i+ 2, . . . , n}, α 7→ ji(α) ∈ {i+ 1, i+ 2, . . . , n}\α.
If the set S ′i is an empty set then this definition is vacuous since we have an ‘empty function’
defined on the empty set. It is convenient to have these ‘empty functions’ in order to save
on notation.
For each i = 1, . . . , n−2s−1, let S ′i := S
′
i,s := Supp(Λn,2s(i)), and we can fix a function
ji := ji,s : S
′
i → {i+ 1, i+ 2, . . . , n}, α 7→ ji(α) ∈ {i+ 1, i+ 2, . . . , n}\α,
(if not then {i+1, . . . , n} ⊆ α for some α ∈ S ′i, and so α∪{1, . . . , i} = {1, . . . , n} but then
one has the contradiction: n = |α ∪ {1, . . . , i}| ≤ |α|+ i ≤ 2s+ n− 2s− 1 = n− 1 < n).
Definition. For the fixed number s (as above), the functions {ji | 1 ≤ i ≤ n − 1} are
called avoidance functions.
Note that there are many avoidance functions, in general. The importance of avoidance
functions {ji} is the fact that, for any α ∈ S ′i, we can attach the 1-dimensional abelian
subgroup of Σ′, {ρi,ji(α);λxα} ≃ K, ρi,ji(α);λxα 7→ λ, by the rule
ρi,ji(α);λxα : xi 7→ xi(1 + λx
α), xji(α) 7→ xji(α)(1− λx
α), xk 7→ xk, k 6= i, ji(α). (90)
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Lemma 5.2 Let K be a commutative ring, n ≥ 4, and {ji = ji,s} be avoidance functions
for a fixed number s such that 1 ≤ s ≤ [n−1
2
]. Then the set ∪n−1i=1 {x
α(ei − eji(α)) |α ∈ S
′
i}
is a K-basis for the kernel ker(J ) of the map J = J n,2s, (86); and the rank of the free
K-module ker(J n,2s) is equal to
rkK(ker(J n,2s)) =
n−1∑
i=1
|S ′i,s| = n
(
n− 1
2s
)
−
(
n
2s
)
.
Proof. By the very definition, the elements from the union are from the kernel ker(J )
and K-linear independent (use the fact that i < ji(α) for all i and α ∈ S ′i; and the fact that,
for each i = 1, . . . , n− 1, the monomials xα, α ∈ S ′i,s are K-linear independent). Let U be
the K-submodule of V that these elements generate. It follows from the definition of the
sets S ′i that U + f(Λn,2s) = V , hence U = ker(J ), by (87) and the inclusion U ⊆ ker(J ).
By (87), the rank of the free K-module ker(J n,2s) is equal to
rkK(ker(J n,2s)) =
n−1∑
i=1
|S ′i,s| = rkK(Vn,2s)− rkK(f(Λn,2s))
= n rkK(Λn−1,2s)− rkK(Λn,2s) = n
(
n− 1
2s
)
−
(
n
2s
)
. 
The groups Φ′2s+1. Let K be a commutative ring, and n ≥ 4. For each number
s = 1, 2, . . . , [n−1
2
], let Φ′2s+1 be the subset of Φ that contains all the elements of the
following type:
σ(xi) = xi(1 + · · · ), 1 ≤ i ≤ n− 2s− 1,
σ(xn−2s) = xn−2s(1 + λxn−2s+1xn−2s+2 · · ·xn + · · · ),
σ(xn−2s+1) = xn−2s+1(1 + (
∑
1≤i1≤n−2s
λi1xi1)xn−2s+2 · · ·xn + · · · ),
· · · = · · · ,
σ(xn−2s+p) = xn−2s+p(1 + (
∑
1≤i1<···<ip≤n−2s+p−1
λi1,...,ipxi1 · · ·xip)xn−2s+p+1 · · ·xn + · · · ),
· · · = · · · ,
σ(xn−1) = xn−1(1 + (
∑
1≤i1<···<i2s−1≤n−2
λi1,...,i2s−1xi1 · · ·xi2s−1)xn + · · · ),
σ(xn) = xn(1 +
∑
1≤i1<···<i2s≤n−1
λi1,...,i2sxi1 · · ·xi2s + · · · ),
where the lambdas are elements of K and the three dots mean higher terms. By Theorem
2.10.(2), Φ′2s+1 is a subgroup of Φ. In the notation of Lemma 5.1, the automorphism
σ = σa above (where a = an−2s + · · ·+ an as in Lemma 5.1) can be written as
σ(xi) = xi(1 + · · · ), 1 ≤ i ≤ n− 2s− 1,
σ(xi) = xi(1 + ai + · · · ), n− 2s ≤ i ≤ n.
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Clearly,
Φ2s+3 ⊆ Φ′2s+1 ⊆ Φ2s+1,
and Φ2s+3 is a normal subgroup of Φ′2s+1 since Φ2s+3 is a normal subgroup of Φ. For each
s = 1, . . . , [n−1
2
], we have the Jacobian map
J : Φ2s+1 → E ′n,2s := 1 +
∑
i≥s
Λn,2s, σ 7→ J (σ).
The factor group E ′n,2s/E
′
n,2s+2 = {(1 + a)E
′
n,2s+2 | a ∈ Λn,2s} is canonically isomorphic to
the additive group Λn,2s via the isomorphism
E ′n,2s/E
′
n,2s+2 → Λn,2s, (1 + a)E
′
n,2s+2 7→ a.
The Jacobian map J : Φ2s+1 → E ′n,2s yields the Jacobian maps
J : Φ2s+1/Φ2s+3 → E ′n,2s/E
′
n,2s+2, σΦ
2s+3 7→ J (σ)E ′n,2s+2, (91)
and
J : Φ′2s+1/Φ2s+3 → E ′n,2s/E
′
n,2s+2, σΦ
2s+3 7→ J (σ)E ′n,2s+2.
There is the natural isomorphism of the abelian groups:
Φ2s+1/Φ2s+3 →
n⊕
i=1
Λn,2s(i) = V = Vn,2s,
{σ : xi 7→ xi(1 + ai)Φ
2s+3} 7→ (a1, . . . , an),
where ai ∈ Λn,2s(i) for all i = 1, . . . , n. When we identify the groups Φ2s+1/Φ2s+3 and V
on the one hand, and the groups E ′n,2s/E
′
n,2s+2 and Λn,2s on the other via the isomorphisms
above, then the Jacobian map J : Φ2s+1/Φ2s+3 → E ′n,2s/E
′
n,2s+2, σΦ
2s+3 7→ J (σ)E ′n,2s+2,
coincides with the map (86), J : V → Λn,2s, (a1, . . . , an) 7→ a1 + · · · + an. Then Lemma
5.3 follows, which is one of the key results in finding generators for the Jacobian group Σ
and its subgroup Σ′.
Lemma 5.3 Let K be a commutative ring, n ≥ 4, and s = 1, . . . , [n−1
2
]. The Jacobian
map J : Φ′2s+1/Φ2s+3 → E ′n,2s/E
′
n,2s+2, σΦ
2s+3 7→ J (σ)E ′n,2s+2, is an isomorphism of the
abelian groups which is given by the rule
J (σΦ2s+3) = (1 + λxn−2s+1 · · ·xn +
2s−1∑
p=1
(
∑
1≤i1<···<is≤n−2s+p−1
λi1,...,ipxi1 · · ·xip)xn−2s+p+1 · · ·xn
+
∑
1≤i1<···<i2s≤n−1
λi1,...,ipxi1 · · ·xi2s)E
′
n,2s+2
for the element σ ∈ Φ′2s+1 as above (i.e. in the definition of Φ′2s+1).
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Proof. When one writes down the determinant J (σ) for the element σ ∈ Φ′2s+1 as
above it is easy to see that J (σ)E ′n,2s+2 is the product of the diagonal elements in the
determinant J (σ) modulo E ′n,2s+2:
J (σΦ2s+3) = (1 + λxn−2s+1 · · ·xn) · · ·
· · · (1 +
∑
1≤i1<···<is≤n−2s+p−1
λi1,...,ipxi1 · · ·xip)xn−2s+p+1 · · ·xn) · · ·
· · · (1 +
∑
1≤i1<···<i2s≤n−1
λi1,...,ipxi1 · · ·xi2s)E
′
n,2s+2
= (1 + λxn−2s+1 · · ·xn +
2s−1∑
p=1
(
∑
1≤i1<···<is≤n−2s+p−1
λi1,...,ipxi1 · · ·xip)xn−2s+p+1 · · ·xn
+
∑
1≤i1<···<i2s≤n−1
λi1,...,ipxi1 · · ·xi2s)E
′
n,2s+2,
and so we obtain the formula for J (σΦ2s+3) in Lemma 5.3. Now, it is obvious that the map
J is the isomorphism of the abelian groups since each element of Λn,2s can be uniquely
written as a sum s in the formula for J (σΦ2s+3) = (1 + s)E ′n,2s+2 above (see Lemma 5.1).

Theorem 5.4 Let K be a commutative ring, n ≥ 4, and s = 1, . . . , [n−1
2
]. Then
1. Φ2s+1 = Φ′2s+1Σ′2s+1 = Σ′2s+1Φ′2s+1.
2. Φ2s+1/Φ2s+3 ≃ Σ′2s+1/Σ′2s+3 × Φ′2s+1/Φ2s+3, the direct product of abelian groups.
3. Each automorphism σ ∈ Φ2s+1: xi 7→ xi(1 + bi + · · · ), bi ∈ Λn,2s(i), i = 1, . . . , n, is
the unique product modulo Φ2s+3 as follows,
σ ≡ φ′
n−1∏
i=1
∏
α∈S′i
ρi,ji(α);λαxα mod Φ
2s+3, (92)
where
φ′(xk) := xk, 1 ≤ k ≤ n− 2s− 1,
φ′(xi) := xi(1 + ai), n− 2s ≤ i ≤ n,
and
(b1, . . . , bn) =
n−1∑
i=1
∑
α∈S′i
λαx
α(ei − eji(α)) +
n∑
i=n−2s
aiei
in V = ker(J ) ⊕ f(Λn,2s) for unique λα ∈ K and unique elements ai as in Lemma
5.1.
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Proof. Recall that the Jacobian map J : Φ2s+1/Φ2s+3 → E ′n,2s/E
′
n,2s+2, σΦ
2s+3 7→
J (σ)E ′n,2s+2, is naturally identified with the map (86),
J : V → Λn,2s, (a1, . . . , an) 7→ a1 + · · ·+ an,
under the identifications Φ2s+1/Φ2s+3 ≡ V and E ′n,2s/E
′
n,2s+2 ≡ Λn,2s. Consider the direct
sum (87): V = ker(J )⊕f(Λn,2s). By Lemma 5.2, the freeK-module ker(J ) has theK-basis
∪n−1i=1 {x
α(ei − eji(α)) |α ∈ S
′
i}, and each element of f(Λn,2s) is a unique sum
∑n
i=n−2s aiei
where ai are as in Lemma 5.1. To each basis element x
α(ei − eji(α)) we attach the 1-
dimensional abelian subgroup of Σ′2s+1: {ρi,ji(α);λxα}λ∈K ≃ K, by (90). To each element a =∑n
i=n−2s aiei it corresponds (under the identification Φ
2s+1/Φ2s+3 ≡ V ) the automorphism
φa ∈ Φ
′2s+1:
φa(xk) := xk, 1 ≤ k ≤ n− 2s− 1,
φa(xi) := xi(1 + ai), n− 2s ≤ i ≤ n.
Each element v of V is a unique sum
v =
n−1∑
i=1
∑
α∈S′i
λαx
α(ei − eji(α)) +
n∑
k=n−2s
akek
for unique λα ∈ K and unique ak as in Lemma 5.1. Under the identification Φ2s+1/Φ2s+3 ≡
V , the element v can be identified with the automorphism σv modulo Φ
2s+3 (i.e. v ≡
σvΦ
2s+3) where
σv = φaσ
′, σ′ :=
n−1∏
i=1
∏
α∈S′i
ρi,ji(α);λαxα. (93)
Conversely, any coset σΦ2s+3 where σ ∈ Φ2s+1 can be identified with the element v ∈ V
(i.e. σΦ2s+3 ≡ v) by the rule: let σ(xi) = xi(1+bi+ · · · ) for some bi ∈ Λn,2s(i), i = 1, . . . , n,
then (b1, . . . , bn) ∈ V = ⊕
n
i=1Λn,2s(i) and σΦ
2s+3 ≡ (b1, . . . , bn). Now, statement 1 follows
immediately from (93). Under the identification Φ2s+1/Φ2s+3 ≡ V , the decomposition
V = ker(J )⊕ f(Λn,2s) corresponds to the decomposition (the direct product of groups)
Φ2s+1/Φ2s+3 ≃ Σ′2s+1Φ2s+3/Φ2s+3 × Φ′2s+1/Φ2s+3.
Since Σ′2s+1Φ2s+3/Φ2s+3 ≃ Σ′2s+1/Σ′2s+3 ∩ Φ2s+3 ≃ Σ′2s+1/Σ′2s+3, the statement 2 follows.
Statement 3 is just (93). 
Theorem 5.5 Let K be a commutative ring, and n ≥ 4.
1. Then each automorphism σ ∈ Φ is a unique product
σ =
[n−1
2
]∏
i=1
φ2s+1σ2s+1 = φ3σ3φ5σ5 · · ·φ2[n−1
2
]+1σ2[n−1
2
]+1 (94)
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for unique elements φ2s+1 ∈ Φ′2s+1 and σ2s+1 ∈ Σ′2s+1 from (92). Moreover,
σ ≡ φ3σ3 mod Φ
5,
(φ3σ3 · · ·φ2s−1σ2s−1)
−1σ ≡ φ2s+1σ2s+1 mod Φ
2s+3, 2 ≤ s ≤ [
n− 1
2
].
2. Each automorphism σ ∈ Σ′ is a unique product
σ =
[n−1
2
]∏
i=1
σ2s+1 = σ3σ5 · · ·σ2[n−1
2
]+1 (95)
for unique elements σ2s+1 ∈ Σ′2s+1 from (92). Moreover,
σ ≡ σ3 mod Φ
5,
(σ3 · · ·σ2s−1)
−1σ ≡ σ2s+1 mod Φ
2s+3, 2 ≤ s ≤ [
n− 1
2
].
Proof. 1. This statement follows from Theorem 5.4.
2. We need only to show that, for σ ∈ Σ′, φ3 = · · · = φ2[n−1
2
]+1 = e in (94). Suppose
that φ2s+1 6= e for some s and the s is the least possible with this property. We seek a
contradiction. Without loss of generality we may assume that σ3 = · · · = σ2s−1 = e, i.e.
σ = φ2s+1σ2s+1 · · · . Since J (σ) = 1, we must have J (σ) = 1 in E ′n,2s/E
′
n,2s+2. On the
other hand, J (σ) = J (φ2s+1) 6= 1 in E ′n,2s/E
′
n,2s+2 (Lemma 5.3), by the choice of the φ2s+1,
a contradiction. 
The dimension of the algebraic group Σ′. Recall that n ≥ 4 and for each number
s = 1, . . . , [n−1
2
], we defined the sets S ′i := S
′
i,s, 1 ≤ i ≤ n− 1, and the avoidance functions
{ji := ji,s}. By Theorem 5.5.(2) and Theorem 5.4.(3), each element σ of Σ′ is a unique
ordered product
σ =
[n−1
2
]∏
s=1
n−1∏
i=1
∏
α∈S′i,s
ρi,ji,s(α);λαxα (96)
where α = αi,s (they depend on i and s) and λα = λα,i,s ∈ K. Therefore, {λα = λα,i,s} are
affine coordinates for the algebraic group Σ′ over the ring K, and the algebra of (regular)
functions O(Σ′) on the algebraic group Σ′ is a polynomial algebra in
dim(Σ′) =
[n−1
2
]∑
s=1
n−1∑
i=1
|S ′i,s| (97)
variables. Consider the function
pin :=
{
1 if n is odd,
2 if n is even.
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Corollary 5.6 Let K be a commutative ring and n ≥ 4. The group Σ′ is a unipotent
affine group over K of dimension
dim(Σ′) =
[n−1
2
]∑
s=1
(n
(
n− 1
2s
)
−
(
n
2s
)
) =
[n−1
2
]∑
s=1
(n− 2s− 1)
(
n
2s
)
=
{
(n− 2)2n−2 − n+ 2 if n is even,
(n− 2)2n−2 − n+ 1 if n is odd.
over K, i.e. the algebra of regular functions on Σ′ is a polynomial algebra over the ring K
in dim(Σ′) variables {λα}.
Proof. The only statement which is needed to be proven is the formula for the dimension.
For each s, by Lemma 5.2,
n−1∑
i=1
|S ′i,s| = n
(
n− 1
2s
)
−
(
n
2s
)
= (n− 2s− 1)
(
n
2s
)
.
The first part of the formula for dim(Σ′) then follows from (97). Note that
n
[n−1
2
]∑
s=1
(
n− 1
2s
)
= n(
[n−1
2
]∑
s=0
(
n− 1
2s
)
− 1) = n(2n−2 − 1).
If n is even then
[n−1
2
]∑
s=1
(
n
2s
)
=
[n−1
2
]∑
s=0
(
n
2s
)
− 1 =
[n
2
]∑
s=0
(
n
2s
)
−
(
n
2[n
2
]
)
− 1 = 2n−1 − 2.
If n is odd then
[n−1
2
]∑
s=1
(
n
2s
)
=
[n
2
]∑
s=1
(
n
2s
)
=
[n
2
]∑
s=0
(
n
2s
)
− 1 = 2n−1 − 1.
By the first part of the formula for dim(Σ′) and the calculations above, we have
dim(Σ′) = n(2n−2 − 1)− (2n−1 − pin) = (n− 2)2
n−2 − n+ pin. 
The subgroup Σ′ of Γ is ‘twice smaller’ than Γ in the following sense (see (35))
lim
n→∞
dim(Σ′)
dim(Γ)
= lim
n→∞
(n− 2)2n−2 − n + pin
n(2n−1 − n)
=
1
2
. (98)
The group Σ′ is not a normal subgroup of Σ if n ≥ 6 and 2 6= 0 in K. Clearly,
Σ ∋ σ : x1 7→ x1 + x2x3x4, xi 7→ xi, i 6= 1; and Σ′ ∋ τ : x1 7→ x1(1 + x5x6), x2 7→ x2(1 −
x5x6), xi 7→ xi, i 6= 1, 2. Then στσ−1τ−1(x1) = x1 + 2x2x3x4x5x6, hence στσ−1τ−1 6∈ Σ′.
This means that the subgroup Σ′ of Σ is not normal if n ≥ 6 and 2 6= 0 in K.
We will see later that the group Σ′′ is a closed normal subgroup of the Jacobian group
Σ (Theorem 6.4.(2)).
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6 A (minimal) set of generators for the Jacobian group
Σ and its dimension
Let K be a commutative ring. In this section, a minimal set of generators for the Jacobian
group Σ is found explicitly (Theorem 6.1). The dimensions and coordinates of the following
algebraic groups are found explicitly: Σ (Theorem 6.3), Σ′∩Σ′′ (Lemma 6.2), Σ′′ (Theorem
6.4). It is proved that the sets of cosets Σ′Σ and Σ′ ∩ Σ′′Σ′′ have natural structure of
an affine variety of dimension n(2n−2 − n + 1) over K (Corollary 6.5).
(Minimal) set of generators for the Jacobian group Σ. We keep the notations of
Section 5. For s = 1, 1 ≤ p ≤ 2s− 1 = 1 , i.e. p = 1. Consider the sets S ′i,1, 1 ≤ i ≤ n− 1,
defined in Section 5:
S ′i,1 = Supp(Λn,2(i)), 1 ≤ i ≤ n− 3,
S ′n−2,1 = {α ⊆ {1, . . . , n̂− 2, n− 1, n |α 6= {n− 1, n}, |α| = 2},
S ′n−1,1 = {α ⊆ {1, . . . , n̂− 1, n |α 6∋ n, |α| = 2}.
Fix avoidance functions
ji : S
′
i,1 7→ {i+ 1, . . . , n}, 1 ≤ i ≤ n− 1.
The next theorem provides a (minimal) set of generators for the Jacobian group Σ for
n ≥ 7.
Theorem 6.1 Let K be a commutative ring, n ≥ 7, and for s = 1 let {ji := ji,1} be
avoidance functions. If either n is odd; or n is even and 1
2
∈ K; then
Σ = 〈ρi,ji(α);λxα , σi′,λxjxkxl | λ ∈ K; 1 ≤ i ≤ n−1;α ∈ S
′
i,1; 1 ≤ i
′ ≤ n; j < k < l; i′ 6∈ {j, k, l}〉
and the 1-dimensional abelian subgroups {ρi,ji(α);λxα} ≃ K and {σi′,λxjxkxl} ≃ K of Σ form
a minimal set of generators for Σ in the sense that no subgroup can be dropped.
Proof. Recall that Σ = Σ′Σ′′ (Corollary 4.11.(1)); and, by (96),
Σ′ = 〈ρi,ji,s(αs);λxαs | λ ∈ K; 1 ≤ i ≤ n− 1; 1 ≤ s ≤ [
n− 1
2
];αs ∈ S
′
i,s〉
where ji,s are avoidance functions;
Σ′′ = 〈σi′,λxjxkxl | λ ∈ K; 1 ≤ i
′ ≤ n; j < k < l; i′ 6∈ {j, k, l}〉
(Theorem 4.7.(1)), and, by the definition, the group Σ′′ is generated by all the automor-
phisms
ξi,bi : xi 7→ xi + bi, xj 7→ xj , j 6= i,
where bi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋od≥3.
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If s = 1 then the elements {ρi,ji,1(α1);λxα1} are precisely the ρ-part of the generators in
the theorem. If s ≥ 2 then, by (73), each element ρi,ji,s(αs);λxαs belongs to the group Σ
′′.
Therefore,
Σ = 〈ρi,ji(α);λxα , σi′,λxjxkxl | λ ∈ K; 1 ≤ i ≤ n−1;α ∈ S
′
i,1; 1 ≤ i
′ ≤ n; j < k < l; i′ 6∈ {j, k, l}〉,
i.e. the first part of the theorem is proved. To prove the second part of the theorem (about
minimality), note that, by Theorem 2.10.(2), the map
(Λn,3)
n → U3/U5, a = (a1, . . . , an) 7→ σaU
5,
is a group isomorphism where σa ∈ U3 : xi 7→ xi + ai. We identify these two groups
via the isomorphism above, then the elements ρi,ji(α);λxαU
5 and σi′;λxjxkxlU
5 are identified
correspondingly with the elements λxα(xiei − xji(α)eji(α)) and λxjxkxlei′ of the K-module
W := (Λn,3)
n = ⊕ni=1Λn,3ei where e1 := (1, 0, . . . , 0), . . . , en := (0, . . . , 0, 1). To prove
the minimality it suffices to show that the elements {xα(xiei − xji(α)eji(α)), xjxkxlei′} are
K-linearly independent. To prove this let us consider the descending filtration {Wi :=
⊕nj=iΛn,3ej} on W . Clearly, Wi/Wi+1 = (Λn,3ei ⊕ Wi+1)/Wi+1 ≃ Λn,3ei ≃ Λn,3, i ≥ 1.
Suppose that r :=
∑
λiαx
α(xiei − xji(α)eji(α)) +
∑
µi′,j,k,lxjxkxlei′ = 0 is a nontrivial
relation. Let i be minimal index such that either some λiα 6= 0 or some µi,j,k,l 6= 0. Then
r ∈ Wi. Taking the relation r modulo Wi+1 we have
r ≡ (
∑
λiαx
αxi +
∑
µi,j,k,lxjxkxl)ei ≡ 0 mod Wi+1,
(we used the fact that ji(α) > i), i.e.
∑
λiαx
αxi +
∑
µi,j,k,lxjxkxl = 0 in Λn,3, hence
all λiα = 0 and all µi,j,k,l = 0 since all the monomials are distinct, a contradiction. This
finishes the proof of the theorem. 
The dimension of Σ′ ∩ Σ′′. Recall that
pin :=
{
1 if n is odd,
2 if n is even.
Let Σ/Σ′′ := {σΣ′′ | σ ∈ Σ} = {σΣ′′ | σ ∈ Σ′} since Σ = Σ′Σ′′ (Corollary 4.11.(1)).
The next result shows that the subgroup Σ′′ of Σ is quite large and that the intersection
Σ′ ∩ Σ′′ is a large subgroup of Σ′.
Lemma 6.2 Let K be a commutative ring and n ≥ 4. Then
1. Σ′ ∩ Σ′′ = Σ′5 where Σ′5 := {σ ∈ Σ′ | (σ − 1)(m) ⊆ m5}, and so Σ′ ∩ Σ′′ is a closed
subgroup of Σ.
2. The group Σ′ ∩ Σ′′ is a unipotent affine group over K of dimension
dim(Σ′ ∩ Σ′′) = (n− 2)2n−2 − n+ pin − (n− 3)
(
n
2
)
over K.
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3. There is the natural bijection Σ/Σ′′ → Σ′/Σ′5 ≃
∏n−1
i=1
∏
α∈S′i,1
{ρi,ji(α);λxα}λ∈K , σΣ
′′ 7→
σΣ′, where σ ∈ Σ′ (see Corollary 4.11.(1)). The set Σ′/Σ′5 is an affine variety of
dimension
dim(Σ′/Σ′5) = n
(
n− 1
2
)
−
(
n
2
)
= (n− 3)
(
n
2
)
.
Proof. 1. For n = 4, the first statement is obvious as Σ′5 = Σ′′5 = {e} and Σ′∩Σ′′ = {e},
by the very definitions of the groups Σ′ and Σ′′. We assume that n ≥ 5.
By (95), any element σ of Σ′ is a product σ = σ3σ5 · · ·σ2[n−1
2
]+1 where σi is a product
of elements of the type ρi,ji,s(αs);λxαs , αs ∈ S
′
i,s, 1 ≤ s ≤ [
n−1
2
], by (96). Any element σ of
Σ′5 is a product σ = σ5σ7 · · ·σ2[n−1
2
]+1 (with σ3 = e) where each σi is product of elements
of the type ρi,ji,s(αs);λxαs , αs ∈ S
′
i,s, 2 ≤ s ≤ [
n−1
2
]. For n ≥ 6, by (73), if s ≥ 2 then all
ρi,ji,s(αs);λxαs ∈ Σ
′′. Therefore, an element σ = σ3σ5 · · ·σ2[n−1
2
]+1 ∈ Σ
′ belongs to the group
Σ′′ (i.e. σ ∈ Σ′ ∩ Σ′′) iff σ3 ∈ Σ′′ (since σ5 · · ·σ2[n−1
2
]+1 ∈ Σ
′′) iff σ3 = e.
An element σ = σ3σ5 · · ·σ2[n−1
2
]+1 ∈ Σ
′ belongs to the group Σ′5 iff σ3 ∈ Σ
′5 (since
σ5 · · ·σ2[n−1
2
]+1 ∈ Σ
′5) iff σ3 = e. Therefore, Σ
′ ∩ Σ′′ = Σ′5, if n ≥ 6.
If n = 5 then Σ′5 = {e} by (89), and so Σ′ ∩ Σ′′ = {e}, by the very definitions of the
groups Σ′ and Σ′′.
3. By Corollary 4.11.(1), Σ = Σ′Σ′′. Using statement 1, we se that
Σ/Σ′′ = Σ′Σ′′/Σ′′ ≃ Σ′/Σ′ ∩ Σ′′ ≃ Σ′/Σ′5 ≃ Σ′3/Σ′5 ≃
n−1∏
i=1
∏
α∈S′i,1
{ρi,ji(α);λxα}λ∈K .
So, Σ′/Σ′5 is an affine variety. Now, using the identifications as in the proof of Theorem
5.4 in the case s = 1 there it follows at once that
dim(Σ′/Σ′5) = rkK(V )− rkK(Λn,2) = n
(
n− 1
2
)
−
(
n
2
)
= (n− 3)
(
n
2
)
.
One can prove this fact directly. Note that |S ′i,1| =
(
n−1
2
)
, 1 ≤ i ≤ n−3; |S ′n−2,1| =
(
n−1
2
)
−1
and |S ′n−1,1| =
(
n−2
2
)
. Then
dim(Σ′/Σ′5) =
n−1∑
i=1
|S ′i,1| = (n− 3)
(
n− 1
2
)
+
(
n− 1
2
)
− 1 +
(
n− 2
2
)
= (n− 3)
(
n
2
)
.
2. By statement 1, Σ′ ∩ Σ′′ = Σ′5. Hence,
dim(Σ′ ∩ Σ′′) = dim(Σ′)− dim(Σ′/Σ′5) = (n− 2)2n−2 − n + pin − (n− 3)
(
n
2
)
,
by Corollary 5.6. 
The dimension of Σ. The next theorem gives the dimension of the Jacobian group
Σ.
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Theorem 6.3 Let K be a commutative ring and n ≥ 4. The Jacobian group Σ is a
unipotent affine group over K of dimension
dim(Σ) =
{
(n− 1)2n−1 − n2 + 2 if n is even,
(n− 1)2n−1 − n2 + 1 if n is odd,
over K, i.e. the algebra of regular functions on Σ is a polynomial algebra in dim(Σ)
variables over K.
Proof. Recall that the algebraic group Σ′ is affine and dim(Σ′) = (n− 2)2n−2 − n+ pin
(Corollary 5.6); Σ ≃ Σ′ × F ′′n (Corollary 4.11.(5)); dim(F
′′
n) = n(2
n−2 − n + 1), see (81).
Therefore, the algebraic group Σ is affine and
dim(Σ) = dim(Σ′)+dim(F ′′n) = (n−2)2
n−2−n+pin+n(2
n−2−n+1) = (n−1)2n−1−n2+pin.
The Jacobian group Σ is a large subgroup of Γ since
lim
n→∞
dim(Σ)
dim(Γ)
= lim
n→∞
(n− 1)2n−1 − n2 + pin
n(2n−1 − n)
= 1. (99)
The coordinates of Σ. The isomorphism (96) and the isomorphism in Theorem
4.9.(5) provide the explicit coordinates for the Jacobian group Σ if n ≥ 4.
The dimension of Σ′′. The following theorem gives the dimension of the group Σ′′
and proves that the group Σ′′ is a closed normal subgroup of Σ (which is not obvious from
the outset).
Theorem 6.4 Let K be a commutative ring and n ≥ 4. Then
1. Σ′′ = (Σ′ ∩ Σ′′)F ′′n = Σ
′5F ′′n .
2. Σ′′ is the closed normal algebraic subgroup of Σ. Moreover, Σ′′ is an affine group of
dimension
dim(Σ′′) =
{
(n− 1)2n−1 − n2 + 2− (n− 3)
(
n
2
)
if n is even,
(n− 1)2n−1 − n2 + 1− (n− 3)
(
n
2
)
if n is odd,
and the factor group Σ/Σ′′ ≃ Σ′/Σ′5 is an abelian affine group of dimension dim(Σ/Σ′′) =
n
(
n−1
2
)
−
(
n
2
)
= (n− 3)
(
n
2
)
.
3. The map Σ′ ∩ Σ′′ × F ′′n → Σ
′′, (σ′, ξod(n), . . . , ξ5, ξ3) 7→ σ
′ξod(n) · · · ξ5ξ3, is an isomor-
phism of algebraic varieties over K with the inverse σ 7→ σ′ξod(n) · · · ξ5ξ3 given in
Corollary 4.11.(5).
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Proof. 1. The first equality follows from statement 3, then the second equality follows
from Σ′ ∩ Σ′′ = Σ′5 (Lemma 6.2.(1)).
3. Since F ′′n ⊆ Σ
′′ ⊆ Σ, statement 3 follows from Corollary 4.11.(5).
2. By Lemma 6.2.(2) and statement 3, the group Σ′′ is affine and
dim(Σ′′) = dim(Σ′ ∩ Σ′′) + dim(F ′′n)
= (n− 2)2n−2 − n+ pin − (n− 3)
(
n
2
)
+ n(2n−2 − n+ 1)
= (n− 1)2n−1 − n2 + pin − (n− 3)
(
n
2
)
,
by Lemma 6.2.(2) and (81). Recall that Σ′ is a closed subgroup of Σ and Σ′5 is a closed
subgroup of Σ′, hence Σ′′ is a closed subgroup of Σ since
Σ′′ ≃ (Σ′ ∩ Σ′′)× F ′′n = Σ
′5 × F ′′n ⊆ Σ
′ × F ′′n ≃ Σ.
Let us prove that the group Σ′′ is a normal subgroup of the Jacobian group Σ. First, note
that
Σ5 ⊆ Σ′′, (100)
since Σ5 = Σ′5Σ′′5 (Corollary 4.11.(2)) and Σ′5 = Σ′ ∩ Σ′′ ⊆ Σ′′ (Lemma 6.2.(1)). The
subgroup Σ′′ is normal in Σ iff σΣ′′ = Σ′′σ for all σ ∈ Σ. Note that
[Σ,Σ] ⊆ [Γ,Γ] ∩ Σ = [Γ3,Γ3] ∩ Σ ⊆ Γ5 ∩ Σ = Σ5.
For any τ ∈ Σ′′,
στ = στσ−1τ−1τσ = [σ, τ ]τσ ∈ [Σ,Σ]Σ′′σ ⊆ Σ5Σ′′σ = Σ′′σ,
by (100). This means that σΣ′′ ⊆ Σ′′σ. Similarly,
τσ = στ [τ−1, σ−1] ∈ σΣ′′[Σ,Σ] ⊆ σΣ′′Σ5 = σΣ′′,
by (100). This means that Σ′′σ ⊆ σΣ′′. Therefore, σΣ′′ = Σ′′σ for all σ ∈ Σ, i.e. Σ′′ is a
normal subgroup of Σ. Finally, the factor group
Σ/Σ′′ = Σ′Σ′′/Σ′′ ≃ Σ′/Σ′ ∩ Σ′′ = Σ′/Σ′5
is an abelian affine group of dimension (n−3)
(
n
2
)
(Lemma 6.2.(3)), and its coordinates are
given explicitly by Lemma 6.2.(3). 
The coordinates on Σ′′. By Theorem 6.4.(3), each automorphism σ ∈ Σ′′ is a unique
product σ = σ′ξod(n) · · · ξ5ξ3 where, by (96), the σ
′ is a unique product
σ′ =
[n−1
2
]∏
s=2
n−1∏
i=1
∏
α∈S′i,s
ρi,ji,s(α);λαxα (101)
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where α = αi,s (they depend on i and s) and λα = λα,i,s ∈ K. Therefore, {λα = λα,i,s} and
the coefficients of the elements that define the automorphisms ξi are affine coordinates for
the algebraic group Σ′′ over the ring K. The group Σ′′ is a large subgroup of the Jacobian
group Σ and the group Σ′ is of ‘half size’ of Σ′′ since
lim
n→∞
dim(Σ′′)
dim(Σ)
= 1, lim
n→∞
dim(Σ′)
dim(Σ′′)
=
1
2
. (102)
The dimension of Σ′\Σ. For groups A ⊆ B, let AB := {Ab | b ∈ B} and B/A :=
{bA | b ∈ B}. If a group A acts on sets X and Y then a map f : X → Y that respects the
actions of the group G on the sets X and Y is called a G-map, i.e. f(ax) = af(x) for all
a ∈ A and x ∈ X . The isomorphism in Corollary 4.11.(5) is a Σ′-isomorphism where the
group Σ′ acts by left multiplication on Σ and Σ′ (in Σ′ ×F ′′n). Therefore, the set Σ
′Σ is
naturally isomorphic to the set Σ′Σ′ ×F ′′n ≃ F
′′
n . The set F
′′
n is an affine variety over K
of dimension n(2n−2 − n + 1) (by (81)), hence so is Σ′Σ. Note that
Σ′Σ = Σ′Σ′Σ′′ ≃ Σ′ ∩ Σ′′Σ′′ ≃ Σ′5Σ′′
since Σ = Σ′Σ′′ (Corollary 4.11.(1)) and Σ′ ∩ Σ′′ = Σ′5 (Lemma 6.2.(1)). So, we have
proved the next corollary.
Corollary 6.5 Let K be a commutative ring and n ≥ 4. There are natural isomorphisms
of affine varieties over K: F ′′n ≃ Σ
′Σ ≃ Σ′ ∩ Σ′′Σ′′ ≃ Σ′5Σ′′, each of them has
dimension n(2n−2 − n+ 1) over K.
7 The image of the Jacobian map, the dimensions of
the Jacobian ascents and of Γ/Σ
In this section, it is proved that all the Jacobian ascents Γ2s are distinct groups with a
single exception (Corollary 7.7) and that their structure is completely determined by the
Jacobian group, Γ2s = Γ
2s+1Σ (Theorem 7.1); each quotient space Γ2s/Γ2t is an affine
variety (Corollary 7.4) which is, via the Jacobian map, canonically isomorphic to the affine
variety E ′n,2s/E
′
n,2t (Theorem 7.6). In particular, the quotient space Γ/Σ is an affine variety
of dimension 2n−1 − pin (Corollary 7.8). The Jacobian map is a surjective map if n is odd
and is not if n is even. (Theorem 7.9).
The equalities Γ2s = Γ
2s+1Σ. It follows directly from (26) and (52) that Γ2s+1Σ ⊆ Γ2s
for all s = 1, 2, . . . , [n−1
2
]. The next theorem states that, in fact, the equalities hold, i.e.
Γ2s+1Σ = Γ2s. The groups {Γ2s+1} have clear structure and are given explicitly, therefore
studying the Jacobian ascents {Γ2s} is immediately reduced to studying the Jacobian group
Σ.
Theorem 7.1 Let K be a commutative ring and n ≥ 4. Then
1. Γ2s = Γ
2s+1Σ = Φ2s+1Σ = Φ′2s+1Σ for each s = 1, 2, . . . , [n−1
2
].
61
2. If n is an even number then Γn = Σ, i.e. Γn = Γn+2 = Σ.
Proof. 1. The equalities Γ2s+1Σ = Φ2s+1Σ are obvious due to Theorem 4.9.(2). The
equalities Φ2s+1Σ = Φ′2s+1Σ are obvious due to Theorem 5.4.(1). The inclusions Γ2s+1Σ ⊆
Γ2s are obvious for s = 1, 2, . . . , [
n−1
2
]. To prove the reverse inclusions let σ ∈ Γ2s (i.e.
J (σ) ∈ E ′2s) where 1 ≤ s ≤ [
n−1
2
]. We have to show that σ ∈ Γ2s+1Σ. If J (σ) = 1,
i.e. σ ∈ Σ, there is nothing to prove. So, we assume that J (σ) 6= 1, i.e. σ 6∈ Σ. By
Theorem 4.9.(1), σ = φξ for some elements φ ∈ Φ2m+1\Φ2m+3 and ξ ∈ Σ′′. Now, we fix a
presentation, say σ = φξ, with the least m. Using Lemma 5.3 and Theorem 5.4.(2,3), we
see that (by the minimality of m)
J (σ) = J (φξ) = J (φ)φ(J (ξ)) = J (φ) ∈ E ′2m\E
′
2m+2,
and so σ ∈ Γ2m\Γ2m+2, hence s ≤ m by the choice of m and since σ ∈ Γ2s. This proves
that σ ∈ Φ2m+1Σ ⊆ Γ2m+1Σ ⊆ Γ2s+1Σ, as required.
2. Note that Γn ⊆ Γn−2 = Φ
′n−1Σ (by statement 1) and Φn+1 = {e}, and so
Φ′n−1/Φn+1 = Φ′n−1. If σ ∈ Γn then σ = φτ for some automorphisms φ ∈ Φ′n−1 and
τ ∈ Σ, and E ′n,n = 1 +Kx1x2 · · ·xn ∋ J (σ) = J (φτ) = J (φ), hence φ ∈ Φ
n+1 = {e}, by
Theorem 5.4.(3) and Lemma 5.3. Therefore, σ = τ ∈ Σ. This proves that Γn = Σ. 
Note that the number t := 2[n−1
2
] + 2 is equal to n+1 if n is odd; and to n if n is even.
Correspondingly,
Γ2[n−1
2
]+2 =
{
Γn+1 = Σ if n is odd,
Γn = Σ if n is even (by Theorem 7.1.(2)).
(103)
Combining two results together, namely Theorem 7.1.(1) and Theorem 5.4.(2), for each
s = 1, 2, . . . , [n−1
2
], there is a natural isomorphism of the abelian groups:
Γ2s/Γ2s+2 ≃ Φ
′2s+1/Φ2s+3. (104)
In more detail,
Γ2s/Γ2s+2 = Φ
2s+1Σ/Φ2s+3Σ ≃ Φ2s+1/Φ2s+3(Σ ∩ Φ2s+1) = Φ2s+1/Φ2s+3Σ′2s+1
≃ (Φ2s+1/Φ2s+3)/(Φ2s+3Σ′2s+1/Φ2s+3)
≃ (Σ′2s+1/Σ′2s+3 × Φ′2s+1/Φ2s+3)/(Σ′2s+1/Σ′2s+3) ≃ Φ′2s+1/Φ2s+3.
By Lemma 5.3 and (104), for each s = 1, 2, . . . , [n−1
2
], there is the natural isomorphism of
the abelian groups:
Γ2s/Γ2s+2 ≃ Φ
′2s+1/Φ2s+3 → E ′n,2s/E
′
n,2s+2, σΓ2s+2 7→ J (σ)E
′
n,2s+2. (105)
This isomorphism and its inverse, (106), are some of the key results in finding the image
of the Jacobian map (Theorem 7.9). Recall that the map Λn,2s → E ′n,2s/E
′
n,2s+2, a 7→
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(1 + a)E ′n,2s+2, is an isomorphism of the abelian groups. By Theorem 5.4.(3), (see also
Lemma 5.3), the map
Λn,2s ≃ E
′
n,2s/E
′
n,2s+2 → Φ
′2s+1/Φ2s+3 ≃ Γ2s/Γ2s+2, (1 + a)E
′
n,2s+2 7→ φ
′
aΦ
2s+3(≃ φ′aΓ2s+2),
(106)
is the inverse map to the isomorphism (105) where Λn,2s ∋ a = an−2s + · · · + an is the
unique sum as in Lemma 5.1 and the automorphism φ′a is defined in (92), namely,
φ′a(xk) := xk, 1 ≤ k ≤ n− 2s− 1,
φ′a(xi) := xi(1 + ai), n− 2s ≤ i ≤ n.
The fact that the map (106) is the inverse of the map (105) means that, for all a ∈ Λn,2s,
J (φ′a) ≡ 1 + a mod E
′
n,2s+2, (107)
or, equivalently, for all σ ∈ Γ2s,
σ ≡ φ′a mod Γ2s+2, (108)
where J (σ) ≡ 1 + a mod E ′n,2s+2 for a unique element a ∈ Λn,2s.
Recall that the group Γ is equipped with the Jacobian filtration {Γ2s}, and the group
E ′n is equipped with the filtration {E
′
n,2s}. Both filtrations are descending. The Jacobian
map J : Γ→ E ′n, σ 7→ J (σ), is a filtered map, i.e. J (Γ2s) ⊆ E
′
n,2s for all s.
Theorem 7.2 Let K be a commutative ring, n ≥ 4, and s = 1, . . . , [n−1
2
]. Then each
automorphism σ ∈ Γ is a unique product σ = φ′a(2)φ
′
a(4) · · ·φ
′
a(2[n−1
2
])
γ for unique elements
a(2s) ∈ Λn,2s and γ ∈ Γ2[n−1
2
]+2 = Σ (by (103)). Moreover,
a(2) ≡ J (σ)− 1 mod E ′n,4,
a(2t) ≡ J (φ′
−1
a(2t−2) · · ·φ
′−1
a(2)σ)− 1 mod E
′
n,2t+2, t = 2, . . . , [
n− 1
2
],
γ = (φ′a(2)φ
′
a(4) · · ·φ
′
a(2[n−1
2
])
)−1σ.
Proof. In brief, the theorem is a direct consequence of repeated application of (108).
For s = 1, by (108), σ ≡ φ′a(2) mod Γ4 for a unique element a(2) ∈ Λn,2 such that
J (σ) ≡ 1 + a(2) mod E ′n,4. Now, σ = φ
′
a(2)σ4 where σ4 := φ
′−1
a(2)σ ∈ Γ4. Repeating
the same argument for the automorphism σ4 ∈ Γ4 (i.e. for s = 2), we have σ4 ≡ φ′a(4)
mod Γ6 for a unique element a(4) ∈ Λn,4 such that J (σ4) ≡ 1 + a(4) mod E
′
n,6. Then,
σ = φ′a(2)φ
′
a(4)σ6 where σ6 := φ
′−1
a(4)φ
′−1
a(2)σ ∈ Γ6. Continue in this way we prove the theorem.

We know already that the group Γ is an affine variety over K where the coefficients
{λσ,i,α} of the monomials x
α in the decomposition σ(xi) = xi +
∑
|α|≥2 λσ,i,αx
α (where
σ ∈ Γ) are the coordinate functions on Γ. Theorem 7.2 introduces the isomorphic affine
structure on Γ where the coefficients of the monomials xα in a(2s) and the coordinate
functions on the Jacobian group Σ are new coordinate functions on Γ. We will see that
this affine structure on Γ is very useful in studying the spaces Γ2s/Γ2t.
The next corollary is a direct consequence of Theorem 7.2.
63
Corollary 7.3 Let K be a commutative ring, n ≥ 4, and s = 1, . . . , [n−1
2
]. Then each
automorphism σ ∈ Γ2s is a unique product σ = φ′a(2s)φ
′
a(2s+2) · · ·φ
′
a(2[n−1
2
])
γ for unique
elements a(2t) ∈ Λn,2t, s ≤ t ≤ [
n−1
2
], and γ ∈ Γ2[n−1
2
]+2 = Σ (by (103)). Moreover,
a(2s) ≡ J (σ)− 1 mod E ′n,2s+2,
a(2t) ≡ J (φ′
−1
a(2t−2) · · ·φ
′−1
a(2s)σ)− 1 mod E
′
n,2t+2, s < t ≤ [
n− 1
2
],
γ = (φ′a(2s)φ
′
a(4) · · ·φ
′
a(2[n−1
2
])
)−1σ.
The dimension of Γ2s/Γ2t. The next corollary shows that the sets Γ2s/Γ2t are affine
varieties over K.
Corollary 7.4 Let K be a commutative ring, n ≥ 4, and 1 ≤ s < t ≤ [n−1
2
] + 1. Then the
set
Γ2s/Γ2t = {φ
′
a(2s) · · ·φ
′
a(2t−2)Γ2t | a(2s) ∈ Λn,2s, . . . , a(2t− 2) ∈ Λn,2t−2}
is an affine variety over K of dimension dim(Γ2s/Γ2t) =
∑t−1
k=s
(
n
2k
)
.
Proof. The first part of the corollary follows from Corollary 7.3, where the coefficients
of the elements a(2s), . . . , a(2t − 2) are coordinate functions of the affine variety Γ2s/Γ2t.
Clearly, dim(Γ2s/Γ2t) =
∑t−1
k=s rkK(Λn,2k) =
∑t−1
k=s
(
n
2k
)
. 
The dimension of the Jacobian ascents. By Corollary 7.3, for each n ≥ 4 and
s = 1, . . . , [n−1
2
], the Jacobian group
Γ2s = {φ
′
a(2s) · · ·φ
′
a(2[n−1
2
])
γ | a(2i) ∈ Λn,2i, γ ∈ Σ} (109)
is an affine variety of dimension
dim(Γ2s) = dim(Σ) +
[n−1
2
]∑
i=s
(
n
2i
)
. (110)
The coordinate functions for the affine group Γ2s are the coefficients of all the elements
a(2i) and the coordinate functions on the Jacobian group Σ. In particular case when s = 1,
one has
Γ = Γ2 = {φ
′
a(2) · · ·φ
′
a(2[n−1
2
])
γ | a(2i) ∈ Λn,2i, γ ∈ Σ}. (111)
It follows from (109) and (111) that each Jacobian ascent Γ2s, s = 1, . . . , [
n−1
2
], is a closed
subgroup of Γ that satisfies exactly dim(Γ) − dim(Γ2s) =
∑s−1
i=1
(
n
2i
)
defining equations,
namely, all coefficients of the elements a(2), a(4), . . . , a(2s− 2) are equal to zero.
Note that, for an even number n, Γ2[n
2
] = Γn = Σ (Theorem 7.1.(2)). This means that,
for each n ≥ 4 (not necessarily even), the groups Σ and Γ2s, s = 1, . . . , [
n−1
2
], are all the
Jacobian ascents.
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Corollary 7.5 Let K be a commutative ring, n ≥ 4. Then all the Jacobian ascents are
affine groups over K and closed subgroups of Γ, and dim(Γ2s) = dim(Σ) +
∑[n−1
2
]
i=s
(
n
2i
)
,
s = 1, . . . , [n−1
2
].
The isomorphisms J s,t. For 1 ≤ s < t ≤ [
n−1
2
] + 1, the abelian group E ′n,2s/E
′
n,2t
is an affine variety over K of the same dimension as the affine variety Γ2s/Γ2t. The next
result shows that the Jacobian map
J s,t : Γ2s/Γ2t → E
′
n,2s/E
′
n,2t, σΓ2t 7→ J (σ)E
′
n,2t, (112)
is an isomorphism of affine varieties.
Theorem 7.6 Let K be a commutative ring, n ≥ 4, and 1 ≤ s < t ≤ [n−1
2
] + 1. Then the
Jacobian map J s,t, (112), is an isomorphism of affine varieties.
Proof. By the definition, the map J s,t is a polynomial map. In order to finish the proof
of the theorem it suffices to show that the map J s,t is a bijection and its inverse is also
a polynomial map. For a given t, to prove these two statements, we will use downward
induction on s starting at s = t− 1 where the result is known due to (105), (106), (107),
and (108). If t = 2 then s = 1, and we are done. So, let t ≥ 3 and s < t − 1, and, by the
inductive hypothesis, we assume that the map J s+1,t is an isomorphism of affine varieties.
We are going to present the inverse map for J s,t which is, by construction, a polynomial
map.
By Corollary 7.4, each element of Γ2s/Γ2t can be written uniquely in the form φ
′
aτΓ2t
where a ∈ Λn,2s and τΓ2t ∈ Γ2s+2/Γ2t. Similarly, each element of E ′n,2s/E
′
n,2t can be written
uniquely in the form (1 + a)bE ′n,2t where a ∈ Λn,2s and bE
′
n,2t ∈ E
′
n,2s+2/E
′
n,2t. To finish
the proof we have to show that, for a given element (1 + a)bE ′n,2t ∈ E
′
n,2s/E
′
n,2t, and an
unknown φ′a′τΓ2t ∈ Γ2s/Γ2t, the equation
J s,t(φ
′
a′τΓ2t) = (1 + a)bE
′
n,2t
has a unique solution φ′a′τΓ2t that depends polynomially on the RHS. By taking the equa-
tion modulo E ′n,2s+2, we obtain the equality a = a
′, by (107):
1 + a ≡ J (φ′a′) ≡ 1 + a
′ mod E ′n,2s+2.
Now, we can solve the equation explicitly which can be written as follows
J (φ′a)φ
′
a(J s+1,t(τΓ2t)) = J s,t(φ
′
aτΓ2t) = (1 + a)bE
′
n,2t.
Namely,
τΓ2t = (J s+1,t)
−1φ′−1a (J (φ
′
a)
−1(1 + a)bE ′n,2t) (113)
is the unique solution that depends polynomially on the RHS (note that J (φ′a)
−1(1+ a) ∈
E ′n,2s+2, by (107)), as required. 
The Jacobian ascents are distinct groups except one case. Now, we are ready
to give an answer to the question of whether the Jacobian ascents are distinct groups or
not.
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Corollary 7.7 Let K be a commutative ring and n ≥ 4.
1. If n is an odd number then the Jacobian ascents
Γ = Γ2 ⊃ Γ4 ⊃ · · · ⊃ Γ2s ⊃ · · · ⊃ Γ2[n
2
] ⊃ Γ2[n
2
]+2 = Σ
are distinct groups.
2. If n is an even number then the Jacobian ascents
Γ = Γ2 ⊃ Γ4 ⊃ · · · ⊃ Γ2s ⊃ · · · ⊃ Γ2[n
2
]−2 ⊃ Γ2[n
2
] = Γ2[n
2
]+2 = Σ
are distinct groups except the last two groups, i.e. Γ2[n
2
] = Γ2[n
2
]+2.
Proof. 1. If n is odd then [n−1
2
] = [n
2
] and the result follows from Theorem 7.6 since the
groups {E ′n,2s} are distinct for s = 1, 2, . . . , [
n−1
2
].
2. If n is even then [n−1
2
] = [n
2
] − 1 and 2[n
2
] = n. By Theorem 7.6, the following
groups are distinct: Γ = Γ2 ⊃ Γ4 ⊃ · · · ⊃ Γ2s ⊃ · · · ⊃ Γ2[n
2
]−2 ⊃ Σ. By Theorem 7.1.(2),
Γ2[n
2
] = Γ2[n
2
]+2 = Σ, and so the result. 
The dimension of Γ/Σ. By taking the extreme values for s and t in Corollary 7.4,
namely, s = 1 and t = [n−1
2
] + 1, we see that Γ/Σ is an affine variety due to (103) and
Γ = Γ2. The next corollary gives the dimension of the variety Γ/Σ.
Corollary 7.8 Let K be a commutative ring and n ≥ 4. Then Γ/Σ is an affine variety.
1. If n is odd then the Jacobian map Γ/Σ→ E ′n, σΣ 7→ J (σ), is an isomorphism of the
affine varieties over K, and dim(Γ/Σ) = 2n−1 − 1.
2. If n is even then the Jacobian map Γ/Σ → E ′n/E
′
n,n, σΣ 7→ J (σ)E
′
n,n, is an
isomorphism of the affine varieties over K (where E ′n,n = 1 + Kx1 · · ·xn), and
dim(Γ/Σ) = 2n−1 − 2.
Proof. 1. Take s = 1 and t = [n−1
2
] + 1 in Theorem 7.6. Since n is an odd number,
2t + 2 = n + 1, and so E ′n,2t+2 = E
′
n,n+1 = {1} and Γ2t+2 = Γn+1 = Σ (Corollary 7.7.(1)).
By Theorem 7.6, the Jacobian map Γ/Σ → E ′n, σΣ 7→ J (σ), is an isomorphism of the
affine varieties over K. Now,
dim(Γ/Σ) = dim(E ′n) =
[n
2
]∑
s=1
(
n
2s
)
=
[n
2
]∑
s=0
(
n
2s
)
− 1 = 2n−1 − 1.
2. Similarly, take s = 1 and t = [n−1
2
] + 1 in Theorem 7.6. Since n is an even number,
2t+2 = n, and so E ′n,2t+2 = E
′
n,n = 1+Kx1 · · ·xn and Γ2t+2 = Γn = Σ (Corollary 7.7.(2)).
By Theorem 7.6, the Jacobian map Γ/Σ → E ′n/E
′
n,n, σΣ 7→ J (σ)E
′
n,n, is an isomorphism
of the affine varieties over K, and
dim(Γ/Σ) = dim(E ′n/E
′
n,n) =
[n
2
]∑
s=1
(
n
2s
)
− 1 =
[n
2
]∑
s=0
(
n
2s
)
− 2 = 2n−1 − 2. 
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Theorem 7.9 gives an answer to the natural question of whether the Jacobian map
J : Γ → E ′n, σ 7→ J (σ), is surjective? The answer is ‘yes’ for odd numbers n, and,
surprisingly, ‘no’ for even numbers n. In the second case, the image of the Jacobian map
is large. More precisely, it is a closed subvariety of E ′n of codimension 1 which is defined
by a single equation. Moreover, it is canonically isomorphic to the affine variety E ′n/E
′
n,n.
Theorem 7.9 Let K be a commutative ring, n ≥ 4, J : Γ → E ′n, σ 7→ J (σ), be the
Jacobian map, and s = 1, 2, . . . , [n−1
2
]. Then,
1. for an odd number n, the Jacobian map J is surjective. Moreover, for each s, the
map J : Γ2s → E ′n,2s, σ → J (σ), is surjective; and
2. for an even number n, the Jacobian map J is not surjective but very close to be a
surjective map. In more detail,
(a) the image im(J ) is a closed algebraic variety of E ′n of codimension 1 (i.e.
dim(im(J )) = 2n−1 − 2) which is defined by a single equation (see the proof),
(b) im(J ) ∩ E ′n,n = {1} where E
′
n,n = 1 +Kx1 · · ·xn,
(c) the image im(J ) is canonically isomorphic to the algebraic group E ′n/E
′
n,n via
the map im(J )→ E ′n/E
′
n,n, α 7→ αE
′
n,n.
Proof. 1. The fact that the Jacobian map J : Γ→ E ′n, σ 7→ J (σ), is surjective follows
from Corollary 7.8.(1) and (56).
2. By Corollary 7.8.(2) and (56), the Jacobian map J is not surjective, though there is
a bijection between the image im(J ) and E ′n/E
′
n,n. The set E
′
n/E
′
n,n may be identified with
the closed affine subvariety of the affine variety E ′n that is given by a single equation: the
coefficient of the element x1 · · ·xn is equal to zero. In more detail, E ′n = 1+⊕
[n
2
]
s=1Λn,2s and
E ′n/E
′
n,n is identified with 1+⊕
[n
2
]−1
s=1 Λn,2s. Then the bijection between im(J ) and E
′
n/E
′
n,n
means that the last coordinate, say λ = λ(σ), of each element J (σ) = 1 + · · ·+ λx1 · · ·xn
is a polynomial function of the previous coordinates (in the three dots expression). This is
the defining equation of the image im(J ) in E ′n. So, the statements (a) and (c) follow. The
statement (b) follows at once from the equality Γn = Σ (Theorem 7.1.(2)): σ ∈ im(J )∩E ′n,n
iff σ ∈ Γn = Σ. 
8 Analogues of the Poincare´ Lemma
In this section, two results (Theorems 8.2 and 8.3) are proved that have flavour of the
Poincare´ Lemma. Theorem 8.2 is used in the proof of Theorem 9.1.
Theorem 8.1 Let K be an arbitrary (not necessarily commutative) ring. Then
1. the Grassmann ring Λn(K) is a direct sum of right K-modules
Λn(K) = x1 · · ·xnK ⊕ x1 · · ·xn−1K ⊕ x1 · · ·xn−2K⌊xn⌋ ⊕ · · ·
· · · ⊕x1 · · ·xiK⌊xi+2 . . . , xn⌋ ⊕ · · · ⊕ x1K⌊x3 . . . , xn⌋ ⊕K⌊x2 . . . , xn⌋.
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2. So, each element a ∈ Λn(K) is a unique sum
a = x1 · · ·xnan + x1 · · ·xn−1bn +
n−2∑
i=1
x1 · · ·xibi+1 + b1
where an, bn ∈ K, bi ∈ K⌊xi+1 . . . , xn⌋, 1 ≤ i ≤ n− 1. Moreover,
an = ∂n∂n−1 · · ·∂1(a),
bi+1 = ∂i∂i−1 · · ·∂1(1− xi+1∂i+1)(a), 1 ≤ i ≤ n− 1,
b1 = (1− x1∂1)(a).
So,
a = x1 · · ·xn∂n∂n−1 · · ·∂1(a) +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1(1− xi+1∂i+1)(a) + (1− x1∂1)(a).
Proof. For each i = 1, . . . , n, let Ki := K⌊xi, . . . , xn⌋ and Kn+1 := K.
1. Existence of the decomposition is a consequence of a repeated use of the fact that
Ki = xiKi+1 ⊕Ki+1. Namely,
Kn = x1K2 ⊕K2 = x1(x2K3 ⊕K3)⊕K2 = x1x2K3 ⊕ x1K3 ⊕K2
= x1x2(x3K4 ⊕K4)⊕ x1K3 ⊕K2
= x1x2x3(x4K5 ⊕K5)⊕ x1x2K4 ⊕ x1K3 ⊕K2 = · · ·
when this process stops after n steps we get the required decomposition.
2. The crucial steps in finding the coefficients for the element a are (i) ∂2i = · · · =
∂2n = 0, and (ii) for each i = 1, . . . , n, the map φi := 1 − xi∂i : Λn → Λn is the
projection onto the Grassmann subring K⌊x1, . . . , x̂i, . . . , xn⌋ in the decomposition Λn =
K⌊x1, . . . , x̂i, . . . , xn⌋ ⊕ xiK⌊x1, . . . , x̂i, . . . , xn⌋ (Lemma 2.2). The tail t in the sum a =
x1 · · ·xnan + t has (total) degree in the variables x1, . . . , xn strictly less than n, hence t is
killed by the map ∂n · · ·∂1. Therefore,
∂n · · ·∂1(a) = ∂n · · ·∂1(x1 · · ·xnan) = ∂n · · ·∂2(x2 · · ·xnan) = · · · = an.
To find the elements bi we use induction on i. Since the map φ1 = (1 − x1∂1) : Λn → Λn
is a projection onto K⌊x2, . . . , xn⌋ and all summands of a but the last belong to the ideal
(x1) (which is annihilated by φ1), it follows at once that φ1(a) = φ1(b1) = b1. Similarly,
applying φ2 to a we see that φ2(a) = x1b2+φ2(b1). Since φ2(b1) ∈ K⌊x3, . . . , , xn⌋, we have
∂1φ2(b1) = 0, and so ∂1φ2(a) = ∂1(x1b2) = b2. Suppose that the formula for the bk in the
theorem is true for all k = 1, . . . , i, we have to prove it for i + 1. The cases i = 1, 2 have
been established already. So, let i ≥ 3. Now,
φi+1(a) = x1 · · ·xibi+1 + φi+1(
i−1∑
k=1
x1 · · ·xk∂k · · ·∂1φk+1(a)) + φi+1(b1).
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Note that the skew derivations ∂1, . . . , ∂i commute with φi+1. φi+1(b1) ∈ K⌊x2, . . . , x̂i+1, . . . , xn⌋
implies ∂1φi+1(b1) = 0, and so ∂i · · ·∂1φi+1(b1) = 0. For each k = 1, . . . , i − 1, let
ck = φi+1(x1 · · ·xk∂k · · ·∂1φk+1(a)). Using the commutation relations for the Grassmann
K-algebra Λk = ⊕α,β∈Bk∂
αxβK one can write (in Λk)
x1 · · ·xk∂k · · ·∂1 = 1 + dk where dk ∈ ⊕06=α∈Bk ,β∈Bk∂
αxβK.
Since ∂k · · ·∂1dk = 0 (as ∂21 = · · · = ∂
2
k = 0) and i > k, we have
∂i · · ·∂1ck = φi+1∂i · · ·∂1(1 + dk)φk+1(a) = φi+1∂i · · ·∂k+1 · · ·∂1φk+1(a)
= (−1)kφi+1∂i · · · ∂̂k+1 · · ·∂1∂k+1φk+1(a) = 0
since ∂k+1φk+1 = 0. Now, we see that
∂i · · ·∂1φi+1(a) = ∂i · · ·∂1(x1 · · ·xibi+1)
= ∂i · · ·∂1(x1 · · ·xi)bi+1 (as bi+1 ∈ K⌊xi+2, . . . , xn⌋ ⊆ ∩
i
k=1ker(∂k))
= bi+1,
as required. 
By Theorem 8.1, the identity map idΛn : Λn → Λn is equal to
idΛn = x1 · · ·xn∂n∂n−1 · · ·∂1 +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1(1− xi+1∂i+1) + (1− x1∂1). (114)
If n′ ≥ n then the RHS of (114) is a map from Λn′ to itself. Therefore,
idΛ′n = x1 · · ·xn∂n∂n−1 · · ·∂1 +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1(1− xi+1∂i+1) + (1− x1∂1). (115)
Theorem 8.2 Let K be an arbitrary ring, u1, . . . , un ∈ Λn(K), and a ∈ Λn(K) be an
unknown. Then the system of equations
x1a = u1
x2a = u2
...
xna = un
has a solution in Λn iff the following two conditions hold
1. u1 ∈ (x1), . . . , un ∈ (xn), and
2. xiuj = −xjui for all i 6= j.
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In this case,
a = x1 · · ·xnan +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(ui+1) + ∂1(u1), an ∈ K, (116)
are all the solutions.
Remark. An analogue of the Poincare´ Lemma for Λn is given later (Theorem 8.3).
Theorem 8.2 is a sort of Poincare´ Lemma for the Grassmann algebra since the map lxi :
Λn → Λn, u 7→ xiu, the left multiplication by xi, is a sort of skew partial derivatives on xi
as follows from the following two properties:
1. Each element a ∈ Λn is a unique sum a = xiα + β with α, β ∈ K⌊x1, . . . , x̂i, . . . xn⌋
and lxi(a) = xiβ; and
2. for any two elements as ∈ Λn,s and at ∈ Λn,t where s, t ∈ Z2:
xi(asat) =
1
2
xiasat +
1
2
xiasat = (
1
2
xias)at + (−1)
sas(
1
2
xiat),
provided 1
2
∈ K.
Proof. Suppose that a ∈ Λn is a solution then ui = xia ∈ (xi) for all i; and, for all
i 6= j,
xiuj + xjui = xixja+ xjxia = xixja− xixja = 0.
So, conditions 1 and 2 hold. Evaluating the skew derivation ∂i at the equality ui = xia
one sees that
∂i(ui) = ∂i(xia) = (1− xi∂i)(a). (117)
Let us write the element a as the sum in Theorem 8.1. Note that if a is a solution to the
system then a + x1 · · ·xnan is also a solution for an arbitrary choice of an ∈ K, and vice
versa. By (117) and Theorem 8.1.(2),
a = x1 · · ·xnan +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(ui+1) + ∂1(u1).
This proves (116).
It remains to show that if conditions 1 and 2 hold then (116) are solutions to the system.
We prove directly that xja = uj for all j. An idea of the proof is to use the identity (115).
For j = 1, note that x1∂1(u1) = u1 since u1 ∈ (x1), and so x1a = x1∂1(u1) = u1. Suppose
that 2 ≤ j ≤ n. Then
xja = x1 · · ·xj−1∂j−1 · · ·∂1xj∂j(uj) +
j−2∑
i=1
x1 · · ·xi∂i · · ·∂1xj∂i+1(ui+1) + xj∂1(u1).
Note that xj∂i+1(ui+1) = −∂i+1(xjui+1) = −∂i+1(−xi+1uj) = (1−xi+1∂i+1)(uj); xj∂j(uj) =
uj since uj ∈ (xj); and xj∂1(u1) = −∂1(xju1) = −∂1(−x1uj) = (1− x1∂1)(uj). Using these
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equalities, we see that
xja = (x1 · · ·xj−1∂j−1 · · ·∂1 +
j−2∑
i=1
x1 · · ·xi∂i · · ·∂1(1− xi+1∂i+1) + (1− x1∂1))(uj) = uj,
by (115). 
Theorem 8.3 Let K be an arbitrary ring, u1, . . . , un ∈ Λn(K), and a ∈ Λn(K) be an
unknown. Then the system of equations
∂1(a) = u1
∂2(a) = u2
...
∂n(a) = un
has a solution in Λn iff the following two conditions hold
1. for each i = 1, . . . , n, ui ∈ K⌊x1, . . . , x̂i, . . . , xn⌋, and
2. ∂i(uj) = −∂j(ui) for all i 6= j.
In this case,
a = λ+
∑
06=α∈Bn
φ(uα)x
α, λ ∈ K, (118)
are all the solutions where φ is defined in Lemma 2.2.(3) and, for α = {i1 < · · · < ik},
uα := ∂ik∂ik−1 · · ·∂i2(ui1).
Proof. Suppose that a ∈ Λn is a solution then ui = ∂i(a) ∈ im(∂i) = K⌊x1, . . . , x̂i, . . . , xn⌋,
and so the first condition holds. For all i 6= j,
∂i(uj) = ∂i∂j(a) = −∂j∂i(a) = −∂j(ui),
and so the second condition holds. Note that if a is a solution then a + λ, λ ∈ K, are all
the solutions since K = ∩ni=1ker(∂i). By Theorem 2.3.(1),
a =
∑
α∈Bn
φ(∂α(a))xα = λ+
∑
06=α∈Bn
φ(∂α(a))xα = λ+
∑
06=α∈Bn
φ(uα)x
α,
so (118) holds.
It remains to show that if conditions 1 and 2 hold then (118) are solutions to the system.
We prove directly that ∂i(a) = ui for all i. An idea of the proof is to use the equality of
Theorem 2.3.(1) together with conditions 1 and 2.
∂i(a) =
∑
i∈α∈Bn
φ(uα)(−1)
α1+···+αi−1xα\{i} =
∑
i∈α∈Bn
φ(∂α\{i}(ui))x
α\{i} = ui.
The second equality above is due to the fact that (−1)α1+···+αi−1uα = ∂α\{i}(ui), by condi-
tion 2. The last equality follows from Theorem 2.3.(1) and condition 1. 
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9 The unique presentation σ = ω1+aγbσA for σ ∈ AutK(Λn)
In this section, K is a reduced commutative ring with 1
2
∈ K. By Theorem 2.14.(3),
G = ΩΓGLn(K)
op. So, each element σ ∈ G has the unique presentation as the product
σ = ω1+aγbσA where ω1+a ∈ Ω (a ∈ Λ′odn ), γb ∈ Γ, σA ∈ GLn(K)
op where Λ′odn := ⊕iΛn,i
and i runs through all odd natural numbers such that 1 ≤ i ≤ n− 1.
Theorem 9.1 Let K be a reduced commutative ring with 1
2
∈ K. Then each element
σ ∈ G is a unique product σ = ω1+aγbσA (Theorem 2.14.(3)) where a ∈ Λ′odn and
1. σ(x) = Ax+ · · · (i.e. σ(x) ≡ Ax mod m) for some A ∈ GLn(K),
2. b = A−1σ(x)od − x, and
3. a = −1
2
γb(
∑n−1
i=1 x1 · · ·xi∂i · · ·∂1∂i+1(a
′
i+1) + ∂1(a
′
1)) where a
′
i := (A
−1γ−1b (σ(x)
ev))i,
the i’th component of the column-vector A−1γ−1b (σ(x)
ev).
Remark. Recall that x =
x1...
xn
, b =
b1...
bn
, σ(x) =
σ(x1)...
σ(xn)
, σ(x)ev =
σ(x1)
ev
...
σ(xn)
ev
,
σ(x)od =
σ(x1)
od
...
σ(xn)
od
, and any element u ∈ Λn is a unique sum u = uev + uod of its even
and odd components.
Proof. Statement 1 is obvious. Note that
σ(x) = ω1+aγb(Ax) = ω1+a(A(x+ b)) = A(x+ b) + 2aA(x+ b). (119)
Then σ(x)od = A(x + b) and σ(x)ev = 2aA(x + b). The first equality is equivalent to
statement 2, and the second equality can be rewritten as follows,
−
1
2
A−1σ(x)ev = (x+ b)a = γb(x)a = γb(xγ
−1
b (a)),
or, equivalently, xγ−1b (a) = −
1
2
A−1γ−1b (σ(x)
ev). This is the system of equations
x1γ
−1
b (a) = −
1
2
a′1,
x2γ
−1
b (a) = −
1
2
a′2,
...
xnγ
−1
b (a) = −
1
2
a′n.
Its solutions are given by Theorem 8.2,
a = −
1
2
γb(
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(a
′
i+1) + ∂1(a
′
1)) + anx1 · · ·xn, an ∈ K,
where we have used the fact that γb(anx1 · · ·xn) = anx1 · · ·xn. Since anx1 · · ·xn = a +
1
2
γb(. . .) ∈ Λ′odn we must have an = 0, hence statement 3 holds (where (. . .) are the elements
in the bracket above). 
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