ABSTRACT In machine learning and data mining, feature selection aims to seek a compact and discriminant feature subset from the original feature space. It is usually used as a preprocessing step to improve the prediction performance, understandability, scalability, and generalization capability of classifiers. A typical gene microarray data set has the characteristics of high dimensionality, limited samples, and most irrelevant features, and these characteristics make it difficult to discover a compact set of features that really contribute to the response of the model. In this paper, a score-based criteria fusion feature selection method (SCF) is proposed for cancer prediction, and this method aims at improving the prediction performance of the classification model. The SCF method is evaluated on five open gene microarray data sets and three lowdimensional data sets, and it shows superior performance over many well-known feature selection methods when employing two classifiers SVM and KNN to measure the quality of selected features. Experiments verify that SCF is able to find more discriminative features than the competing methods and can be used as a preprocessing algorithm to combine with other methods effectively.
I. INTRODUCTION
In the information area, enormous amounts of highdimensional data have been continuously produced in assorted areas, e.g. social medias, genomics, biomedical engineering, e-commerce data and surveillance video. The Big data analysis can discover meaningful information from these massive data and promise new levels of scientific discovery and economic value [1] . It has two main goals [2] : constructing robust methods that can accurately predict query observations, and understanding the relationship between the features and response for scientific purpose. In general, the big data analysis aims to understand heterogeneity and commonality across different subpopulations. In recent years, healthcare has received increasing attention, and has benefited from big data analysis in diagnosing disease, planning treatment, and determining the effectiveness of a treatment based on information about tumors.
Cancer classification is key part of healthcare. Conventional diagnostic method is conducted based on morphological and clinical results, and it is limited by the professional competence of the doctor. Benefiting from DNA microarray technology, researchers can measure expression levels of thousands genes through the gene expression microarray (GEM) experiment. It has been reported that gene expression represents the process of using genetic information to produce functional gene products, such as proteins and functional RNA. Tumors are primarily caused by the changes in the genetic information, and the gene expression levels of tumor's tissue differ from those of the normal tissues. Therefore, gene expression levels can be utilized to determine whether a person has cancer or not and to categorize different tumor types. Compared to conventional cancer diagnostics techniques, some classical classification methods (such as SVM, KNN, Random Forest and so on) from data mining and machine learning can attain impressive results on GEM data.
However, the tough challenges come from the characteristics of GEM data (i.e., high dimensionality, severely limited samples and containing large portion of irrelevant genes), resulting in difficulties of discovering key genes for cancer prediction [3] . An important research objective in GEM data analysis is to discover genes relevant for particular target from different populations, and these genes are called informative genes or biomakers [4] . In addition, the data characteristics of high dimensionality and limited samples could render classification methods prone to be overfitting [5] . Given that high-dimensional data often reside into subspaces of lower dimension [6] , [7] , their crucial information can be presented in several subspaces. Hence, for GEM data, a highdimensional data analysis (such as dimension reduction) can be used to dig out informative genes. The dimension reduction aims to represent high-dimensional data with fewer features while preserving most of the key information within the original data [8] , [9] . In order to alleviate the overfitting of classifiers for GEM data, feature selection mechanism is employed as a preprocessing algorithm for classification methods. It is one of the main dimension techniques and can reduce the dimensionality via selection of a small subset of the original feature set, which helps alleviate the dimension disaster [10] , reduces the time complexity of classification algorithm and improves the prediction accuracy.
Gene selection is the application of feature selection technology in gene microarray data [11] . Among the original genes, the informative genes associated with cancer are rather few [12] . Through gene selection informative genes could be efficiently identified, which improves the prediction accuracy of classification models and removes the noise, irrelevant and redundant genes interfering with the performance of the model [13] . Gene selection has two main purposes [14] , [15] : (1) to identify informative genes associated with a cancer. (2) to spot a compact gene set that has discriminative power to construct a more robust pattern classifier for generalization. However, due to the relatively higher dimensionality and limited sample size of GEM data [11] , the feature selection could be not effectively applied in discovering informative genes.
Despite recent literature of feature selection [5] , [9] , [16] - [19] is abundant, our purpose is to propose a new filter feature selection for cancer classification based on GEM data. The remainder of this paper is as follows. In section II, different types of feature selection methods and some related studies of filter methods are introduced. In addition, a summary of our contributions is made. Then, in section III, two feature selection criteria are described in detail, and a new feature selection method is proposed. Next, experiments reveal the efficiency of the proposed method and the experimental results are demonstrated in section IV. Section V summarizes this work and discusses the future works.
II. RELATED WORK
In the feature selection, according to the relevance and redundancy of features, feature subsets are mainly divided into three categories: noisy and irrelevant features, relevant features, and relevant and non-redundant features. To achieve a satisfactory model prediction, relevant features should be selected, while irrelevant, redundant, or noisy features should be eliminated due to their worthless to improve prediction accuracy. Specifically, irrelevant and noisy features contain valueless information for prediction, and redundant features have significantly statistical relations with other features [20] .
Generally speaking, feature selection is the process of discovering little informative features associated with a specific task and simultaneously discarding noise, irrelevant and redundant features [8] . It involves a multitude of advances, including reducing the high dimensionality of data and time cost in training classifier, improving the prediction accuracy of classifier, and enhancing the understandability and generalization capability of the classifier.
In terms of the principle of the methods, feature selection methods can be divided into: filter [4] , [21] , wrapper [22] , [23] , embedded [24] , hybrid [18] , [25] and ensemble [26] . A filter method does not involves a classification model and only employs the intrinsic properties of data (such as dependency, mutual information, distance, and consistency) to measure the quality of a feature subset [4] , [22] , which make filter methods have lower time complexity. It can be flexibly used in other types of feature selection. A hybrid method is a combination of two different methods such as filter and wrapper, where filter feature selection is used as a preprocess algorithm to remove the noise genes and reduce the data dimensionality [25] , [27] , [28] . A ensemble method utilizes filters as criteria to produce a set of feature subsets by using various strategies, and then generates an aggregated result from these subsets [26] . Compared with filter methods, wrapper methods involve a specific classifier used to evaluate the quality of the feature subset [20] . They achieve better classification performance since they search for a subset of features that are best suited to the classifier [22] . An Embedded method is similar to wrapper, and also involves a specific classifier. However, its selection of feature subsets is embedded in the classifier [24] and its feature selection performs together with training of classifier. The complexity of classification computation is vital for the feature selection [5] , but either wrapper or embedded method has a high time complexity, which makes them difficult to be applied to other kinds of data, e.g., low dimensional data. Compared with other types of feature selection methods, filter method has no advances in prediction accuracy, but it is fundamental considering that it is frequently included in hybrid and ensemble methods and compatible with wrapper or embedded methods. Filter method has advances of flexibility and low time complexity, making them able to be effectively combined with other algorithms. Moreover, filter method has been broadly used. They could be applied to low dimensional data, rather than just to high dimensional data. Therefore, the filter feature selection is investigated herein.
As the relation between variables can be explicitly expressed using mutual information according to information theory, many filter methods [29] - [31] based on mutual information have been proposed. According to the selected features, there are mainly two categories of feature selection methods [14] , [15] : ranking-based feature selection and set-based feature selection. Ranking-based feature selection ranks features according to their individual importance, but it does not take into account the dependencies between features [15] . Set-based feature selection evaluates the importance of features and at the meantime considers the dependencies between features [11] . To date, a large number of literatures on ranking-based feature selection methods have been proposed, such as gini index [32] , information gain [33] , Chi-square test [34] , Fisher score [35] , Laplacian score [36] and ReliefF [37] , [38] . The main advantages of these methods is the low time complexity, which exhibits a linear relationship with the data dimensionality. Therefore, these methods are usually used as a pre-selection algorithm to remove irrelevant and noisy features in the data.
Recent work has shown that set-based methods significantly outperform ranking-based methods in feature selection [39] , [40] . When selecting a feature subset, a set-based method typically optimizes a cost function to ensure maximum relevance between features and class labels and to avoid redundancy of the feature subset. There are some famous set-based methods based on mutual information, such as MIFS [41] , MIFS-U [42] , mRMR [40] , DISR [16] , JMIM [43] , NMIFS [44] and FBCF [13] . Battiti et al. [41] established a MIFS method, which considers the relevance between features and classes as well as the redundancy between features in the cost function. However, the coefficient of the redundancy term is difficult to determine. Kwak and Choi [42] proposed MIFS-U based on MIFS, estimating the relevance by using normalized mutual information instead of mutual information. Normalized mutual information corrects the biased of mutual information towards features with more values, so it makes a better estimation for the relevance than MIFS. Peng et al. [40] proposed a variant of MIFS, MRMR, where the reciprocal of the number of the selected feature is defined as the coefficient of the redundant term. NMIFS suggested by Estévez et al., aims to obtain a better estimation for redundancy between features by using normalized mutual information [44] . Yu and Liu [13] , [39] built a fast correlation-based filter (FCBF) method that circularly removes redundant features and retains predominant features through Markov blanket. However, the number of genes selected by the FCBF is uncontrollable due to fcbf removes features through a preset threshold. Even if the threshold is low, the number of genes it chooses is sometimes very small. Clara et al. proposed a feature selection method called Double Input Symmetrical Relevance (DISR). This method is the normalized second-order approximation of the criterion MASSIVE that maximizes the lower bound of the mutual information of a subset [16] . Additionally, Bennasar et al. [43] propose a feature selection method called Joint Mutual Information Maximisation (JMIM), which is the goal function based on joint mutual information and the 'maximum of the minimum' approach.
In this paper, our purpose is to construct a more versatile filter feature selection framework for cancer prediction through fusing various feature selection methods. The proposed method developed in this study fuses two completely different feature selection methods to estimate the relevance between features and the class label, and it evaluates the redundancy in the selected features. Briefly, the key idea of the proposed method is to ensure the features that are highly related to the class and independent of each other. Compared with other filter methods, the proposed method can spot a subset of genes reflecting more cancer information from the dataset.
In summary, our contributions are as following:
• A novel filter feature selection method, which fuses SU and ReliefF to assess the importance of the genes for classification and adopt a redundant measurement to confirm the dependence of the genes, is proposed. In addition, its variants of the proposed method are presented.
• The proposed method could improve the performance of the classification model, and we validate its superiority with five GEM datasets and three low dimensional UCI datasets.
• In addition, experimental results verify that the proposed method can be effectively combined with a wrapper method.
III. FEATURE SELECTION BASED ON FUSION OF CRITERIA A. MOTIVATION
In machine learning, several weak classifiers can be integrated into a complex composite classifier that could produce better results than a strong classifier [45] . Inspired by this idea, a new score-based criteria fusion feature selection method (SCF) is proposed. This method combines two feature selection methods, i.e., SU and ReliefF. The idea of criteria fusion is useful because [11] : Firstly, feature subsets produced by different criteria are diverse. However, no consensus has been reached on which criterion is best and no guideline is available for determining which method is most suitable for practical applications, while the fusion of multiple criteria is of highly practical applicability. Secondly, the model based on multiple weak assumptions is usually more effective than one based on a strict assumption. Each criterion is based on an assumption about data distribution, but the actual data distribution is usually complex and unknown. The fusion of multiple criteria could at least partially weaken the precondition and capture results that better reflect the actual data distribution. Thirdly, the search ability of each feature criterion is limited, which may overlook some informative features. The fusion of multiple criteria is able to produce a complementary result, conducive to the selection of informative features. Consequently, a new filter method based on criterion fusion is proposed for cancer classification. In contrast with the existed filter methods, the proposed method has three improvements and superiority. Firstly, some filter methods do not consider the redundancy between the selected genes, while our method adopts the redundant measurement to VOLUME 6, 2018 minimize the redundancy, through which only the most informative features are selected. Secondly, many filter methods are based on mutual information, but mutual information bears a bias toward genes that have large values. SCF employs the variant of the mutual information to avoid the bias, rendering the evaluation of relevance more convincing. Thirdly, the estimation of relevance by SCF relies on two criteria rather than a single one, which ensures that its outcome is more robust and more applicable across different datasets.
B. BASIC CRITERIA
There have been many literature on feature ranking methods [4] , [20] , and feature selection methods chosen for fusion are called basis criteria. To select appropriate basis criteria for fusion, a appropriate benchmark is needed to be followed. Benchmark in [11] : basis criteria should present diversity, is adopted here. Hence, feature subsets generated by basis criteria should be completely dissimilar, and the fusion of different feature selection criteria can assure a complementary result. Provided that two feature selection criteria produce similar subsets, their fusion is useless.
In this paper, feature ranking methods SU and ReliefF are chosen as basis criteria for relevance estimation because: 1) the diversity should be followed. SU and ReliefF are completely different relevance evaluation criteria. SU estimates the relevance based on mutual information, while ReliefF is related with distance estimation and it estimates the relevance according to the ability of distinguishing near-distance samples; 2) many literatures have verified the effectiveness of mutual information, but mutual information has a bias towards variable with large values, and thus SU that normalizes mutual information is adopted; 3) ReliefF is a simple and efficient algorithm to evaluate the ability of attributes, and it outperforms Maxrel, Sum Minority and partially wins information gain [38] ; 4) both SU and ReliefF are time efficient, which keeps our methodaŕs time complexity from reaching too high. The details of the SU and ReliefF are described below.
1) SYMMETRICAL UNCERTAINTY(SU)
In information theory, mutual information refers to the amount of information about another random variable contained in one random variable, which is intuitively understood as the amount of information shared by two variables [24] . It is usually often used to measure the relevance between variables. The definition of mutual information is as:
where p(x, y) is the joint probability distribution function for X and Y , p(x) and p(y) are the edge probability distribution function of X and Y respectively. The mutual information can also be following formula::
where H (X ) and H (Y ) denote edge entropy, H (X |Y ) is conditional entropy, and H (X , Y ) is joint entropy. From equation (2), the value range of mutual information is as follows:
However, there is a big problem with mutual information, which has a bias towards features with more values [13] . To avoid this problem, SU is used here to compensate for the bias of mutual information. The definition of SU is as follows:
where the value of SU belongs to the interval [0, 1] and it is symmetric. When the value of SU is 1, it means that the knowledge of one random variable X can completely predict the knowledge of another variable Y, and its value of 0 means that X and Y are independent.
2) RELIEFF
ReliefF is an attribute estimation algorithm, which is an extended version of Relief. Original relief is limited to only two-class problems, while ReliefF is extended to multipleclass problems [37] . The main idea of ReliefF is based on the feature's ability of distinguishing near-distance instances to estimate the weight of features, it evaluates the weight of features through multiple iterations. At each iteration, an instance R is randomly selected from a dataset, and ReliefF searches k nearest neighbors (called nearest hit, H) from the class of instance and searches k nearest neighbors (called nearest miss, M) from each of the other class [37] . For a feature, if the distance between instance R and the nearest hit is less than that between sample R and nearest miss M, this feature is useful for distinguishing instance from different classes and its weight should be elevated; otherwise, it is useless and its weight should be reduced. For a dataset with n features, the above update process needs to be repeated n times to get the weight estimation W of all final features. The formula for updating W is as follows:
where function diff (i, R, H j ) represents the difference of feature i between sample R and H j . P(C) is the prior probability of the class C and 1 − P(class(R)) is the sum probability for the misses' class class(R).
C. SCORE-BASED CRITERA FUSION(SCF)
Being mindful of the aforementioned challenges, we propose a new feature selection method, score-based criteria fusion (SCF), which maximizes the relevance between features and class and simultaneously emphasizes dependence between genes. SCF is consisted of two estimation measures. One is a relevance estimate for selecting features that are highly associated with class labels, and the other is a redundancy estimate used to select features that are non-redundant to other selected features.
To select informative genes for cancer classification, the first step is to locate genes that are highly associated with the category, and then remove the redundant genes from these candidate genes. Therefore, good relevance estimation measure is essential for the selection of informative genes. In SCF, the relevance estimation measure consists of two parts, i.e., SU and ReliefF, combined by using a specific fusion method. According to the combined objects, the fusion methods are divided into two categories: score-based multicriterion fusion and ranking-based multicriterion fusion [11] . In this study, score-based multicriterion is employed to fuse two basis criteria. Via score-based methods, each basis criteria generates a score vector containing scores of all features, and multiple score vectors are aggregated into one vector by a combination algorithm [15] . Finally features are sorted according to their values in the final score vector. Concretely, combination algorithm fuses two score vectors from two basis criteria by multiplying the weight parameter. The detail of combination is as follows:
where the weighted parameter µ makes a trade-off between SU and ReliefF, and its value determines the contributions of two basis criteria to the estimated relevance. The value of µ belongs to [0, 1] . It is worth noting that score produced by two basis criteria should be comparable, suggesting that the range of values for both criteria should be the same. In this paper, score generated by SU belongs to the interval [0, 1], while the interval of scores generated by ReliefF is unsure. Hence, score normalization is performed for ReliefF before the score combination. The score normalization is as follows:
A set of good features should be highly relevant to classes and non-redundant with each other. In this work, the estimation measure of redundancy mentioned in [44] is adopted to evaluate the redundancy in the selected feature subset. This measure normalizes mutual information to eliminate the bias of mutual information towards features with large values. The detail of this measure is as follows: where |S| is the number of selected features, and its reciprocal is used to balance relevance term with redundant term.
The above estimation measures of relevance and redundancy construct a new set-based algorithm SCF. The complete definition is as follows:
Finally, a relevant and non-redundant feature subset can be selected by maximizing cost function (11) . Note that when µ = 0 and µ = 1, (11) respectively becomes (12) and (13) . (12) and (13) is the variant of SCF, and they can be treated as adding redundancy estimates to SU and ReliefF.
In addition, the search strategy of SCF algorithm follows the incremental forward selection. For details of the algorithm, it can be are see algorithm 1. Given a dataset with N features and a class variable C, and S best denote predominant features selected by the algorithm SCF for cancer classification. Line 2-7 represents a calculation for the relevance between features and classes, and S list is the features list after removal noise and irrelevant features by predefined threshold δ. In line 9-20, algorithm calculates the score of each feature by subtracting redundancy from relevance, and then adding the feature with highest score into S best . In line 21, algorithm stops when K features are selected, and return S best . 
IV. PERFORMANCE ANALYSIS A. DATASET
In order to validate the algorithm SCF, experiments are conducted on the following five gene expression microarray datasets:
SRBCT data [46] . 
B. EXPERIMENT SETUP
In the experimental study, proposed algorithm, SCF, firstly is used to select a set of genes from each gene dataset, then the selected genes are evaluated by two classifiers, SVM and KNN (k = 3). Additionally, the performance of SCF is compared with ReliefF, SU, FCBF, MRMR, DISR, JMIM and NMIFS. The linear SVM is implemented through the LIBSVM toolbox. Due to the relatively small sample size of the datasets, the experimental results herein are all obtained via 10-fold cross validation to ensure the robustness of the classification. The average of 10 performance estimations (i.e., classification errors) is taken as the final result. These methods are implemented with Matlab and experiments are conducted on a machine with Intel Core CPU (2.5 GHz and 4G RAM). In SCF, the quality of the relevance estimation is determined by the weight parameter µ and basis criteria. µ controls the contributions made by basis criteria, and thus its value decides the quality of the relevance estimation between features and classes, and affects the importance of features. In this work, the weight parameter µ is determined via 10-fold cross validation and experimental results on five GEM data are shown in the Fig. 1 . The results show that the value of µ determines the optimal classification rate error of classifiers and the value corresponding to the optimal error varies across the datasets. Note that in general low classification error can be obtained when µ has a value of 0.4. Therefore µ is set to be 0.4 in the following experiments. Another point to note is that 0.4 is not the optimal value for SCF but the suggested value for SCF on five GEM datasets, and its suggested value may be not 0.4 on other GEM datasets because the optimal value is different on different datasets and is hard to determined.
The experiment is expected to demonstrate that the elevated efficiency of SCF over the baselines. Given two features sets S 1 and S 2 with the same number of features, it usually thinks that feature space of S 1 is more characteristic than feature space of S 2 if the classification error based on S 1 is lower than that from S 2 . Next, the experiment will prove that SCF can obtain higher prediction accuracy than the baselines when dealing with the same number of sequential genes and nonsequential genes.
C. COMPARATIVE STUDY ON HIGH DIMENSIONAL GENE DATASETS 1) COMPARISON OF CLASSIFICATION ACCURACY
In order to verify that SCF can improve the prediction accuracy, the classification error of the genes selected by SCF is compared with the classification error of the genes selected by seven baselines. In this experiment, the number of genes selected ranges from 1 to 200. As can be seen from Fig. 2,3,4 ,5 and 6, in terms of classification error rate, SCF is basically superior to the baselines on five GEM datasets. Fig. 2 shows the results from SVM and KNN for the SRBCT dataset. From the SVM classification error (Fig. 2a) , SCF achieves an error rate of 0 with only 20 genes, which outperforms the baselines. DISR and JMIM perform unsatisfactorily, failing to spot the informative genes. Although other methods manage to reduce classification error, they do not capture the key genes from the dataset. However, SCF captures the key genes that reduce the classification errors to zero. According to the classification error from KNN, SCF, SU, MRMR, NMIFS and DISR all achieves an error of 0. Nevertheless, SCF produces the lowest error within the selected subset of 20 genes. On colon dataset, according to the classification error results of SVM (Fig. 4a) , SCF performs well, but inferior to NMIFS that produces an error down to 12.62 percent. A minimum error of 14.29 percent is observed for SCF, SU and ReliefF, while mRMR, DISR and JMIM are able to reach errors of 14.52, 16.19 and 17.86 percent, respectively. In contrast with SU and ReliefF, SCF achieves the lowest error with only 5 genes (Fig. 4a) . According to the results from KNN (Fig. 4b) , SCF achieves an error of 11.19 percent by screening only 15 genes, exhibiting great superiority over the baselines.
On Carcinomas dataset, SCF apparently outperforms the baselines in terms of the classification error results from SVM and KNN (Fig. 5) . From the experimental results of SVM on Prostate dataset (Fig. 6a) , SCF shows higher accuracy than MRMR, FCBF, SU, ReliefF, and NMIFS. It achieves an error of 4.82 percent, slight inferior to DISR and JMIM that respectively produces error rate of 3.82 and 4.73 percent. However, SCF is obviously superior over the other methods according to the results from KNN on Prostate dataset (Fig. 6b) . In general, SCF exhibits better prediction accuracy than the baselines, and therefore the sequential genes selected by SCF are of higher relevance to the target class, i.e., cancer in this study.
2) COMPARISON OF COMPACT GENE SUBSETS
The experiment in the previous subsection has confirmed that SCF gene space has higher characteristic strength than the baselines when handling the same number of sequential genes. In this subsection, given the same number candidate genes, we will study whether the SCF feature space contains a more characterizing nonsequential feature subspace than the baselines. And the wrapper method is used for selecting nonsequence genes from candidate genes.
First, 200 sequence genes are selected by SCF and the baseline as candidate gene set, and then use the wrapper based on forward selection strategy is employed to search for an optimal subset from these candidate gene sets. If candidate gene space of SCF is more characteristics than those of competing methods, wrapper could find a subset from SCF genes warranting a better classification.
According to the experimental results from SVM (Fig. 7) , only few informative genes, which reduce the classification error, are selected by wrapper from candidate gene set. On SRBCT dataset (Fig. 7a) , 5 genes of SCF and SU both produce an error of 0, but the decline rate of SCF curve is steeper than that of SU. The error rates of FCBF, JMIM, NMIFS, MRMR, ReliefF, and DISR are 4.86, 2.5, 2.5, 1.25, 1.25 and 1.25 percent respectively.
On colon dataset (Fig. 7b) , SCF obtains the lowest classification error of 11.43 percent with 3 genes, which greatly outperforms the baselines. On Leukemia dataset (Fig. 7c) , the classification error rate of SCF, SU, mRMR and NMIFS are exactly the same and all produces 0 error, which means candidate gene sets of SCF and these baselines contains identical informative genes. Similarly, FCBF and DISR also generates 0 error rate. In addition, ReliefF and DISR both obtains the worst classification error rate of 1.25 percent, but 4 genes of the former is used and 2 genes of the latter is used. On Carcinomas dataset (Fig. 7d) , SCF genes outperform the baselines genes in terms of the error rate. SCF produces an error of 4.05 percent, while DISR and JMIM both produces an error of 6.31 percent that are inferior to SCF, and other methods are more inferior to SCF. On Prostate dataset (Fig. 7e) , SCF and ReliefF both produces 0 error that is better than the baselines.
Experimental results indicate that wrapper can design a better combination for SCF candidate genes, which means genes selected by SCF contains informative genes. Hence, SCF candidate gene space contains a more characteristics gene subspace than the baselines. 
D. EXTENSIVE COMPARATIVE STUDY ON LOW DIMENSIONAL DATASETS
To further verify the effectiveness of the proposed method, we also conduct the extensive experiment on three low dimensional datasets. Three datasets from the UCI Repository are used here and these datasets have been previously used in the related research. The characteristics of these datasets are summarized in Table 2 . Table 3 shows the lowest classification error of each method on three low dimensional datasets. For example, on Sonar daraset, SCF obtains the lowest error of SVM, 21.14 percent, which is worse than SU, MRMR, JMIM and NMIFS. On Breast dataset, SCF achieves the lowest error, 2.46 percent that is same as SU, JMIM and NMIFS. On Arrhythmia dataset, the results of SCF is not as satisfactory as ReliefF, but is better than those of other methods. Nonetheless, SCF gains the best results from KNN on three datasets. In general, the experimental results verify that SCF is efficient on the low dimensional dataset.
E. TIME COMPLEXITY ANALYSIS
In this subsection, we compare the time complexity of the proposed SCF and the baselines: SU, ReliefF, FCBF, MRMR, DISR, JMIM and NMIFS. Table 4 shows the theoretical time complexity for each method and the average time for 10 runs on the carcinom dataset. The parameters are as follows: m = 174 (the number of samples) and k = 200 (the number of the selected genes), the former is the number of the instances in dataset and the latter is the number of features that need to be selected. From the table, it is obvious that the time cost of our method is little expensive, which is only less than the time cost of DISR. The time complexity of SCF is O((k + mlogm)n) due to the relevance estimate of SCF combines SU and ReliefF and SCF is based on 'maximum' approach. Consequently, SCF is only better than DISR in terms of run time. However, considering the elevated accuracy of SCF, its slightly high time complexity could be tolerated. On the other hand, FCBF gets the best time complexity O(n) when only one feature is selected and get the worst time complexity O(n 2 ) when all features are selected. the original feature set, and its features are more informative than the baselines.
Next, SRBCT dataset is taken as an example (Fig. 2) . In terms of classifier SVM and KNN, with the 20 genes (the top 0.2 percent genes) SCF can obtain a error rate of 0. For the baselines, their minimum error rates and the corresponding number of genes are as following: based on SVM, 190 SU genes obtain an lowest error rate of 1.25 percent, 80 mRMR genes obtain 2.36 percent, 25 FCBF genes produce an error rate of 2.5 percent, genes of DISR, JMIM and NMIFS perform even worse; based on KNN, 135 SU genes obtain 0 error, 155 mRMR genes achieve 0 error, 50 FCBF genes produce an error rate of 2.5 percent, 65 NMIFS genes obtain 0 error, 100 DISR genes achieve 0 error and JMIM genes perform worse. Thus, SCF obtains the lowest classification error and the number of corresponding SCF genes is the smallest, suggesting that SCF can select informative genes efficiently with holding higher the prediction accuracy. Moreover, the results from other gene datasets are consistent with the conclusions made on SRBCR dataset.
Additionally, Fig. 7 illustrates that SCF can be efficiently used as first-stage algorithm combined with wrapper, and this combination can be considered as a new hybrid method. This hybrid method consisting of SCF and wrapper outperforms other combinations of the baselines. Hence, the feature space of SCF is of higher characteristic strength.
Compared with the competing methods, SCF is proved to achieve the goal of improving the classification accuracy on GEM data through the experiments. However, it should be noted that SCF has one limitation: the determination of the optimal value of the weight parameter µ in (7) is cumbersome since the optimal value of parameter differs on different gene dataset.
V. CONCLUSIONS AND FUTURE WORKS
In this paper, a new score-based criteria fusion feature selection method (SCF) is proposed for cancer prediction. SCF fuses two feature ranking methods for the estimation of relevance between features and classes, which can obtain a better estimation than baselines. Meanwhile, SCF adopts the redundancy analysis to avoid redundant features within the feature subset. In general, SCF can select a good feature subset exhibiting high correlation with classes while containing low redundancy. To test the effectiveness of the proposed method, experiments are conducted on five GEM datasets and three low dimensional datasets. Experimental results show that SCF greatly improve the prediction accuracy of the model, indicating that SCF can find a set of informative features that have more characteristics strength than SU, ReliefF, FCBF, mRMR, DISR, JMIM and NMIFS when dealing with highdimensional GEM data. Besides, SCF, as a first-stage method for preprocessing, can be combined with other methods (such as wrapper) to discover a better combination of features. This combination method is superior to other combination methods involving competing methods.
However, it should be noted that SCF has an obvious limitation (i.e., difficulty in assignment of the weighted parameter). In the next step, we will commit to design a new combination method or a score normalization method to cope with this issue.
