Abstract-To perform under water robotic research requires specialized equipment. A few pieces of electronics atop a set of wheels are not going to cut it. An underwater research platform must be waterproof, reliable, robust, recoverable and easy to maintain. It must also be able to move in 3 dimensions. Also it must be able to navigate and avoid obstacles. Further if this platform is to be part of a swarm of like platforms then it must be cost effective and relatively small. To purchase such a platform can be very expensive. However, for shallow water, a suitable platform can be built from mostly off the shelf items at little cost. This article describes the design of one such underwater robot including various sensors and communications systems that allow for swarm robotics.
This paper examines the requirements for the underwater robotic swarm, and in particular how to build a prototype robot that will best be used as part of that swarm. To perform under water robotic research an appropriate robot, or platform, is required. However, as water and electronics don't mix, the robot must overcome some special environmental conditions. First of all it must be water tight and water proof. A single drop of water can stop the whole unit from operating. Even though it must stop water, the eternal electronics must be easily accessible as the research may mean constantly working on the electronics. Next the weight of the robot is important. Too heavy and the platform will sink into the depths, never to be seen again. Too light and it will be very hard to sink. Once the chassis is complete it needs a basic sensor suite for navigation and obstacle avoidance. Finally it should be as cost effective as possible. To build a swarm of robots is to build many single robots. Building many robots can play havoc with many research budgets and timelines. Thus it must be quick and easy to build as well.
II. ROBOT TYPES
The research platform, or robot, can be designed in a few different configurations. One possible configuration is having a single thruster unit. Looking like a torpedo it uses a single propeller to provide propulsion, depending on moveable fins to change direction. It is energy efficient but must be continuously moving to maintain steerage. (Gadre et al., 2003 , Hagen et al., 2003 , Nagahashi et al., 2003 , Tsukioka et al., 2003 , Jalbert et al., 2003 Another configuration adds one or two vertical thrusters to control depth. This system can control depth but still needs forward movement and movable fins for steerage. It maintains a level position by ensuring that the bottom of the robot is heavier than the top. (Kawasaki et al., 2003) By adding thrusters more manoeuvrability is obtained. With three or more vertical thrusters the robot can maintain its level with dynamic levelling and with two or more horizontal thrusters it can perform both navigation and station keeping. (Frey and Wood, 2003) One interesting configuration is to give the robot flippers rather than thrusters. This robot, with six flippers can achieve 5 degrees of freedom and, using the flippers as legs, can walk along the seabed. (Georgidas et al., 2004) P The robot described herein uses the minimum number of thrusters required to control the robot without requiring any momentum for steerage. It has three vertical thrusters, 2 forward and 1 aft, for depth and dynamic levelling and two horizontal thrusters for motion control. The number of horizontal thrusters is just enough to allow the robot move forward and reverse and to turn on its own axis, but not to move sideways. Whilst this sideways motion is very useful in station keeping (Frey and Wood, 2003) the extra thrusters required a cost that could not be justified for this research.
III. CHASSIS
It was decided very early on to use PVC pipes and fixtures as the main building material. This is because it is relatively cheap, is easy to work with and the cylinder shape suits an underwater robot.
A. Body
The main body consists of 500mm of 90mm diameter DWV PVC pipe. DWV (drain, waste and vent) pipe has a larger wall thickness and will make the robot stronger and able to withstand the pressure at greater depths. On each end of the pipe is glued a grate collar. This will be capped with a clear disc and a 3 mm thick o ring. The disc can be attached on with stainless steel screws outside the o ring (See Fig. 1 ).
Fig. 1 Robot body with sealed ends
The eight screws are place outside of the o ring so that they do not interfere with the watertight seal. Removing them gives easy access to the body from both ends. The grate's wall thickness is thick enough so that it may be tapped to receive the screws. If it is not thick enough nuts can be placed behind the grate collar.
The capping disc, apart from creating a view port for a camera, also allows visual inspection of the o ring to ensure a watertight seal. A one quarter section of the 90 mm pipe can be used as a base to slide the electronics into the body.
To ensure that this would withstand the pressure of the water a finite element analysis was done. (Nowak et al., 2008) The test successfully was done to a depth of 100m. (See 
B. Ballast
To give to robot some balance and to trim the weight a ballast system is required. A one third section of 90 mm pipe with a series of tapped holes affixed to the bottom of the body can be used to attach small weights (See Fig. 3 ). The weights can be moved along the body to trim the robot so that it sits level in the water. Adding or removing weight will adjust the weight of the robot. The robot needs to be buoyant enough to barely float. Placing the weights on the bottom helps the robot maintain an upright pose. 
C. Floatation
Depending on the weight of the electronics bay, a robot of the size describe above may require some more floatation. Two 40 mm diameter pipes along each side of the top of the body will add enough floatation. The pipes must be capped to make them water tight. The caps can be glued on with high pressure PVC glue. The extra floatation at the top further assists in keeping the robot upright (See Fig. 4 ) 
IV. PROPULSION UNITS
Getting the thrusters right can be the hardest part of designing this robot. The thrusters need to be able to move the robot at a reasonable speed, they need to be waterproof, cost effective and able to be connected to the robot without leaking into the robot's chassis.
A. Thrusters
Thrusters can be very expensive units. Motor shafts, being a moving part, are hard to waterproof. But for shallow water there is a simple solution. Bilge pumps are made to work underwater and can be modified. These motors have an impeller to move the water through hoses. The impeller section can be removed without compromising the unit's water tight integrity. A set of blades from a 90mm computer cooling fan can be attached in place of the impeller (See Fig.  5 ). A connection piece for 90 mm PVC downpipe can be used as a propeller guard. A computer fan grill can be used as a finger guard over the fan blades. (Fig. 6 ) 
B. Connection
The hardest part is to connect the thrusters to the body and to get the motor's wires to the electronics bay inside the robot. This is done with stainless steel bolts with a hole drilled through the axis. With an o ring the bolt connects the propeller guard to the body. The electrical wires go through the centre of the bolts with a tube over the bolt and wire to waterproof it. The tube is clamped to the bolt and to the cable (See Fig. 7 ). In open water there are waves, currents and surges that the robot must contend with. The bilge pump motors don't have the power unless the larger units are obtained with a correspondingly larger appetite for power and space. Furthermore, the bilge pump motor is not designed to go deep underwater and will leak if it goes down too far.
One option is to buy a commercially available thruster that is designed for the job. But there are several types of thruster available: DC, brushless, inline and radial. The brushless is more power efficient and the radial is a compact design, so this was chosen. The cost of these was exorbitant, at a minimum of US$4000 each! The only option then, not wanting to pay for 5 thrusters per robot at this price was to design one.
The new design looks to create a brushless DC motor that is water cooled, water lubricated and waterproof.
The main idea is to place all the electrical works in an outer stator (like a donut) which is then embedded in plastic. The rotor (or propeller) in the middle of the stator holds the permanent magnets also embedded in plastic. The rotor and the bearing holding it is then open to the water. (Fig. 8) 
Fig. 8 Exploded view of thruster
The parameters chosen, based on the bilge pump motors, are;
Power: 50W RPMs: 20000rpm (double that of the previous motor) Diameter external: 70mm
With those parameters a 3 pole motor is required connected in a delta configuration.
To fit the 24 required coils into the stator each coil of 100 turns needs a 22 gauge wire. This means that a Y winding configuration would have too much start up current and hence the need for the delta configuration. (Fig. 9 ) 
A. Battery
In order to make the robot completely autonomous it needs its own power supply. With limited space a battery the battery pack must be as energy efficient as possible. This means either NiH or LiPoly batteries. LiPoly is the more efficient and the lighter of the two. If, however weight needs to be added to the robot then what better way to add it than with the NiH battery.
B. Power Control
The thruster motors used are 12V motors with a maximum current of 2.5A. With 5 thrusters plus the electronics bay the power supply needs to provide a maximum of 15A. The battery pack must then be 12V and able to continuously provide the required current.
Fig. 10 Power distribution system
The power circuitry must also be able to handle and distribute it. This circuitry needs to split the power to the different motors as soon as possible to reduce the length of the wires and tracks that must handle the full power requirements. Switching the power is also an issue. The small switch is operated by a shaft passing into the body via a watertight gland. That switch uses four MOSFETS in parallel to handle 15A. (Fig. 10 ) It is then distributed to the motors and the electronics bay. Also included are several capacitors to reduce noise generated by the motors.
VI. CONTROL SYSTEM

A. Microcontrollers
The robot is run by several microcontrollers. Each microcontroller board has one PIC18F4550 microcontroller and an inter board communications system. Each microcontroller is programmed for a different task. One is a master unit that oversees the communications between the other units. Different units control the vertical or horizontal thrusters. Other units can be added and programmed as needed. In the current configuration there are 5 microcontrollers for; Master control and depth, Thruster control, Sonar, Accelerometers and remote control.
B. Internal Communications
The communications between the units uses a one wire star connected system. All units are wired together and each unit has its own address. The master unit will talk to each unit in turn and either ask for information or distribute that information. The microchip's LIN MC201 communications IC used allows serial communications to be use from the microcontroller. The microcontroller used allows 9 bit serial communications. The current protocol uses the 9 th bit to indicate the first byte in a packet which is the destination address. The second byte is the size of the remaining data in bytes. The remaining bytes are the data bytes. This is a reliable and robust system used over very short distances so no error checking is needed or used.
C. Tilt System
The unit that controls the vertical thrusters is also given the job of keeping the robot upright. The floatation and ballast systems help with this but with the availability of three vertical thrusters a dynamic balance system is possible. A series of eight tilt switches tells the unit how level the robot is to within 5 degrees. The unit then adjusts the power to the three thrusters individually to maintain the robots balance whilst still responding to vertical movement commands.
D. Motor Control
Each thruster has a motor controller that controls the thruster's power using Pulse Width Modulation (PWM). One unit, as described above, controls the vertical thrusters which, in turn, control the robots depth. This unit also controls the two horizontal thrusters. These thrusters, mounted on each side of the robot, manoeuvre the robot with differential steering much like a tank. They allow the robot to go forward, backward and turn. Sideways movement is not possible. 
E. Inter Robot Communications
In order to make the robots as versatile as possible, inter robot communications is required. The main way to obtain this communications is with acoustic modems. The problem with these systems is that they are slow. Therefore for situations where the experiments are performed in a small controlled area, such as a pool, radio communications was considered. It was found that XBee Pro 2.4Hz modules could work underwater to a distance of at least 25 feet in a depth of water of at least 9 feet. Fig. 12 shows the signal strength verses the distance between the antennas (in feet) at various depths. The best signal strength has a value of 0 and the worst viable signal strength is -104. During the radio experiment all packets of information transmitted and received with 100% accuracy. Thus, these XBee Pro modules are used to allow the robots to communicate with each other. This in turn, allows the robots to perform operations together and to act as a unified swarm of robots.
VII. EXTERNAL CONTROL
Whilst the robot may be destined to be completely autonomous, there are always times when manual control is desired. There are two possible approaches to this, tether and remote.
A. Tether control
A tether connects the robot to the surface using an umbilical cable. Control signals can be sent down the umbilical to manoeuvre the robot. The umbilical can also be used to provide power to the robot allowing the robot to be smaller. The tether, however, can tangle, snare and, if more robots are in the water, become a nasty obstacle. They also limit the robots range and the robot must be strong enough to pull the umbilical.
Remote Control
A radio remote control system can also be used to control the robot. This frees the robot from being tethered and allows the robot to range free. It also means that the robot must carry its own power supply and all intelligence must be on board. Radio also can only be used down to a maximum depth of 3m limiting its use to a pool or shallow lake. One microprocessor unit converts the remote signals to commands that are then distributed through the robots control systems. The robot can be set up to use both systems by designing for remote control and then giving it a tether point.
The current system uses a 4 channel remote control. One channel is used to control the depth. Two more channels are used to control the forward, reverse and the yaw. The final channel is used to switch the robot from remote control to autonomous control and back again. This way the operator can take control if the robot cannot cope with a certain environmental condition and then let the robot control itself when it is safe to do so.
VIII. SENSOR SUITE
hen designing autonomous underwater systems one of the more important aspects is the sensor suite. When one is working on a tight budget it can be crippling. A simple echo sonar unit alone can be from USD$2000 upwards. Here we look at some cheaper options.
The most expensive is the sonar unit. There is however a commercial unit used by fishermen to find fish that retails at under USD$30. This unit, the SmartCast made by Humminbird, can be modified to create an echo sonar unit with a range of 30m.
A simple search can produce low cost pressure sensors to determine the depth of the robot.
Navigation can be an issue. Ordinary GPS will not work underwater and underwater sonar; (a GPS on the surface with underwater sonar location) is expensive and limits the range of the robot. A dead reckoning system using accelerometers can be simply designed and the robot can surface for a GPS fix when errors get to large.
These three systems allow a robot to know its location, to navigate to another location and to perform obstacle avoidance. The systems here have been designed to work with a robot as described in Joordens, et al.(Joordens, 2008) IX. SONAR The Autonomous Control Engineering (ACE) of the University of Texas, San Antonio (UTSA) is dedicated to designing swarms of land, air and sea robots in a System of Systems (SOS).
To cater to the sea system the ACE lab has acquired a few underwater robots that could be remote controlled, and is now beginning the process of designing and creating the software and hardware that will transform the human-controlled underwater robots into autonomous robots. In order to work on an echo sonar unit for collision avoidance several Humminbird SmartCast remote sonar sensors, which are normally used by fisherman to determine the depth of the water and if there are any fish in the area, where acquired. The goal is to use these sonar sensors to keep track of the surroundings of the robot as it maneuvers underwater. In other words, we want to use the sonar devices as the "eyes" of the underwater robots. In order to do this, the lab had to reverse engineer the inner workings of the sonar devices. This was done by opening up the sonar sensor, analyzing its circuit, connecting the pins of the sonar sensor's microprocessor to an oscilloscope, reading the patent for the sonar sensor, and interpreting the information gathered.
Between reading the patent, and observing the signals of the sonar receiver and the radio frequency transmitter of the sonar device on the oscilloscope, certain conclusions were made.
It was concluded that the sonar sensor gather information by sending out pulses of sound and receiving the reflected echoes of these sound waves back through a piezoelectric crystal (quartz) transducer. The transducer converts the sound waves that are reflected back to the sonar device into analog voltage signals. These voltage signals are then converted into digital voltage signals. The receiving microprocessor of the SmartCast sonar system uses the time that it takes for the sonar pulses to be reflected back to determine the distance between the sonar device and the object that the sonar pulses are being reflected off of. The width, or strength, of the pulses is also used by the microprocessor to determine the relative size of the object that the sonar pulses are reflecting off of. For example, the longest pulse width will indicate that the object is the seabed, whereas smaller pulse widths could indicate that the object is a small fish (Fig. 13) .
The top trace is the signal on the sonar transducer. The lower trace is the sonar units output. The first pulse is a synchronization pulse. The following pulses are acoustic echo returns. The time between the synchronization pulse and the following pulses is the time of a round trip of an acoustic wave from the sonar unit to the object and back. The width of the pulse equates to the magnitude of the return echo. It is assumes then, that the largest width represents the sea bed if it is in range. Other returns are either fish, other robots or are caused by spurious reflections.
W
Fig. 13 Sonar unit output
After deciphering the meaning of the signals being transmitted out of the sonar sensor, we could now begin writing software code that would allow us to interpret these signals as distance measurements. we began first and foremost by outlining a list of requirements and possibilities for using one of the microcontroller boards (designed in-house) to analyze the signal produced by the sonar unit that is sent to the radio frequency transmitter. A flow chart was then constructed based off of the idea of using different interrupt functions built into in house microcontroller. Based on this C code was then written to be programmed into the microcontroller. This code was written to keep track of when the sonar device was receiving sonar pulses as echoes, the time that was taken for these pulses to be received, the width of the received sonar pulses, and which had the longest pulse width. The software code was also written to analyze the information gathered and provide a distance measurement for every cycle of sonar pulses that are sent by the sonar device.
The distance measurements gathered by the sonar sensor, and interpreted by the microprocessor, are then sent through a serial connection to a computer and displayed on screen by the HyperTerminal program that normally comes standard with Windows' operating systems. However, at first, the numbers being displayed did not mean anything because the software code that was written had not yet been calibrated to relate the numbers being produced to actual distance measurements. In order to calibrate these numbers it was necessary to go to a swimming pool where we could conduct experiments that would allow us to compare the numbers being displayed on the computer to the actual depths of the swimming pool.
Testing the software and the hardware in the ACE laboratory before actually going to the swimming pool became essential since we only had one opportunity every week to conduct experiments. These experiments were conducted in a large wheeled garbage bin full of water. Changes or adjustments were made to the hardware and software after each experiment in preparation for the next.
Our experiments consisted of taking the sonar device, the microcontroller, a lap-top, and an oscilloscope to the swimming pool and examining the output of the sonar device through the hyper-terminal of the lap-top. We also would examine the output signal using the oscilloscope to ensure that the data that was being displayed on the lap-top was valid, and to take screenshots of the signal at different water depths. The sonar units were tested by driving the robot down in a 9 foot pool and recording the sonar record to the bottom and the depth from a pressure sensor. The results are shown in Fig. 14. (The depth is in feet from the water's surface).
Fig. 14 Measurements to bottom by sonar at various depths
The depth reading was a number between 44 and 53 which has been converted into feet. The sonar reading is a count of the time it takes an acoustic pulse to travel to the bottom and back. Hence the larger the value the greater the distance it is to the bottom. As can be seen there is still a lot of noise in the reading from the sonar unit. It can also be seen that the readings don't make sense under 6 feet. At this point the robot is getting close to the bottom and the sonar is not reliable when the distance is this small. Fig. 15 shows the averages of the sonar reading. This hides the noise but shows that the readings are not reliable within 4 feet of the bottom. By taking the averages over at least 10 samples gives a result that is good enough to use, especially for sensors that cost so little.
In order to install the sonar sensors onto the underwater robots, the lab acquired t a new set of SmartCast Humminbird sonar sensors, opened up four sonar sensors so that the appropriate wires could be soldered onto the circuits of the sonar sensors. The sonar devices were then connected to the microcontrollers inside of one of the underwater robots. Once connected, the sonar sensors were then strategically placed inside of the underwater robot in such a way that sonar readings could be taken from the front, bottom, and sides of the robot.
The sonar units point down to determine the height above the sea, and left, right and forward to perform object detection. It is important here to be able to power down the sonar units so that only one unit operates at a time. This avoids an acoustic ping from one sonar unit triggering a different unit and so creating a false signal.
On the first in pool experiment, we were able to record the information that the sonar sensors were gathering at the four different positions in which they were placed.
Each sonar unit was fired in turn. Whilst firing all at once was an option, (Fazli and Kleeman, 2004) it simplified matters at this stage to treat each unit separately.
Based off of this information, we adjusted the software code in such a way that the underwater robot would remain at a certain distance away from the bottom of the swimming pool. The second experiment was to a good extent a success since the robot remained at a specific distance away from the bottom of the swimming pool. However, for some reason the robot would not stop turning to the right. Apparently there was an error with the readings of the sonar sensor that was placed on the right side of the underwater robot. This error was determined to be electronic noise, and was fixed with some noise suppression capacitors. The robots now have simple collision avoidance capability
Having four sonar units facing in different directions presents the option of being able to create a map of the environment and being able to navigate from that map. This option may be used as a backup to accelerometer base navigation discussed later.
X. DEPTH
This section looks at the development of a depth sensor using an absolute pressure transducer. Added criteria for this was to interface and program a PIC microprocessor board to interpret the DC output voltage of the pressure transducer and relay the information as a control system for the depth of an underwater robot.
A. Design
After initial research about water pressure and pressure sensors, the first step was to find a low-cost, absolute pressure transducer that could go to depths as low as 50 ft. After some research, the Honeywell 19c100pa4k pressure transducer was selected and two were acquired, one for each robot.
The transducer was mounted into an airtight casing to retrieve experimental data for its range of output voltage at different water depths. With a DC input voltage of 12 volts, the transducer was found to have an output of 22 mill volts at ground level and 29 mill volts 9ft underwater. This information was necessary to design a voltage reference circuit to scale the output voltage to 100 mill volts, which would be more suitable for interpretation in the microprocessor. A simple voltage divider was added to the 3.3 volts voltage reference already built into the board. (Fig. 16) R1 820 V1 3.3Vdc R2 1k Out 0
Fig. 16 Schematic of Voltage Reference Circuit
After implementing the voltage reference and wiring up the board with the transducer, code was written to display a hexadecimal output number corresponding to a given voltage output from the transducer and through the reference. It was found that the output was rather erratic and would need to somehow be stabilized. The first solution implemented was to add code to average every 10 hexadecimal output numbers by constantly filling a 10-element array and averaging the elements as they are received. This change in the code greatly stabilized the output number, but it was found that the DC input voltage from the battery power supply in the actual robot was much less constant than the DC power supply in the lab, which previous experiments were based on. The voltage from the battery was measured to range between 12.5 and 13.3 volts, constantly fluctuating and decreasing as the battery power drained with use. The next circuit to be added to the board was an 11 volt zener diode, which would cap the DC voltage from the battery at 11 volts. Fi g. 17
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The output of this circuit was then wired to power the pressure transducer (rather than having the battery wired directly to the transducer through the PIC board), thus creating a constant input voltage, and finally a more constant hexadecimal output number on the screen to represent the depth.
B. Testing
Now, all that was left to do was mount the transducer onto the robot, which was accomplished by drilling a hole and mounting the sensor to the wall of the robot's frame adjacent to where the board was to be mounted on the internal rack of processor boards. (Fig. 19) The code from the prototype board was burned onto the processor of the main board within the robot and the voltage reference and zener diode circuits added as well. Since the code for the depth was not too cumbersome, it was decided to integrate it on the robot's main processor in order to save space within the already crowded interior. (Fig.  18) The final experiment was successful and the hexadecimal output values were recorded as 22 at the surface, 27 at 5 feet, and 3C at 9 feet (the bottom of the pool). These numbers will be used in the future to program the robot to maintain a given depth, whatever the application may be. Accomplishing this is simple: if the depth output exceeds a given value (too deep), the robot's propellers will cycle on to raise its depth, and if the depth output drops below the given number, the propellers will cycle off until it falls too deep. The robot is already physically designed to be nearly neutrally buoyant, so with this new depth sensor, a given depth can be easily maintained. Furthermore, it will also be possible in the future for the depth output to be used in conjunction with the sonar to create a control system which will enable the robot to remain above a given maximum depth and also adjust for a changing floor as detected by the sonar. For example, the robot will be able to maintain a given depth within the deep end of a pool, but once it travels to more shallow waters the sonar will command the robot to rise to avoid collision with the floor, and maintain a given distance from the floor. 
XI. ACCELEROMETERS
A. Localisation
The simplest way to determine one's position is with a GPS unit or a differential GPS if accuracy is required. Unfortunately, GPS does not work underwater, so a different approach is required.
The approach chosen was a dead reckoning system using accelerometers. A three axis accelerometer will give the acceleration along the x, y and z axis. A rotational accelerometer will give the yaw or the robot. As the robot is designed to remain level there is no pitch or roll. The robots location on the x and y plane can be calculated by multiplying the accelerations by the change in time squared to get the distances and angle and then using simple trigonometry. The depth along the z axis can be determined separately by getting a distance from the z acceleration and adding it to the current depth.
This system is cost effective but does have a couple of flaws. It needs a known initial location so that it may determine its subsequent locations. It is also prone to accumulative errors.
When working in a pool or another well defined location, a pool corner may be used as the starting point. Thus the robot can always be first placed in the one location to be initialised.
When accumulative errors get to large the robot could use the sonar to find the same pool corner to reinitialise itself.
If the robot is being operated outdoors then the robot could be allowed to rise to the surface at any time to get a GPS fix and then submerge again to continue its mission.
A simple absolute pressure gauge can also be used to determine the robots depth be backup the depth found with one of the accelerometer. Every 10m the robot descends adds one more atmosphere of pressure on the robot. Measuring this pressure provides a simple way to determine the robot's depth.
These sonar, accelerometer and pressure sensors, along with the microcontrollers interfaced with them form the basic sensor suite.
The end goal of this underwater system was to create a swarm of robots, which rely solely on each other to perform tasks. Knowing each individual robot's position is crucial for mission accomplishment. Thus, the research was aimed towards using gyroscopes and accelerometers to acquire raw data, which would then be converted to useable data. The conversion involved forcing a system upon the devices and examining their output. Once this process was repeated enough to get quality test data, these data were put through rigorous scrutiny to obtain a venerable value of conversion between robot data and human interface data.
The use of accelerometers and gyroscopes is ideal in this setting, due to the following factors. The main competitor for tracking location is a Global Positioning System (GPS), which does not work under water. This constitutes the logical reasoning for the implementation of tracking with acceleration, also known as an Inertial Measurement Unit (IMU).
B. Data Translation
The first task involved in communicating with the robots was the translation of the accelerometer/gyroscope output. The gyro units are single axis and obtained from radio controlled systems. They accept a Pulse Width Modulated (PWM) signal for a servo motor and lengthen or shorten the width of the pulse based on the angular acceleration they experience. Three gyros are paced at 90 degrees to each other to capture the roll, pitch and yaw of the robot. A microcontroller is programmed to provide a signal of 20ms period with a 1.5ms pulse width. The returned signal is sampled to measure the new width.
The ADXL330 3 axis accelerometer was acquired to measure the acceleration in the 3 dimensions. It returns a 0 to 3.3volt analogue signal for each axis based upon the acceleration sensed. The microcontroller used has several analogue inputs that can connect directly to the ADXL330.
These accelerometers are piezo crystal based, (Cabruja et al., 2005) but does not use a single proof-mass. (Cardou and Angeles, 2007) The accuracy required does not need to go this expense.
C. Accelerometer Scaling
The acceleration value previously mentioned is not sent back in a form that can be used for manipulation, so it must be transformed into a unit suitable for operation, such as the metric system. Whilst the data sheet gives the acceleration in mill volts per G, to ensure that we have designed the interface and code correctly obtain the acceleration. A pulley system is used to perform these calculations. The accelerometer is attached to the microcontroller, which was attached to one end of the string. The other end held a weight, to pull the pulley down the track. Allowing the weight to fall would create acceleration on the horizontal axis. This caused an output from the accelerometer which should have been equal to approximately 9.8 m/s 2 . Once a scaling factor is set between the accelerometer output and metric values, each output from the accelerometer is able to be scaled into a metric system value. It should now be possible to use the accelerometer output to calculate position.
D. Gyroscope Scaling
The scale factor of the gyro units was unknown. To find the acceleration scaling factor for the gyroscope, the gyroscope would be attached to the microcontroller and set on a spindle apparatus. A string is wrapped around the base of the apparatus, and the weight is released. As the weight pulls the string at the force of gravity, the string will spin the gyroscope in a rotational motion. This angular acceleration is also taken to be 9.8 m/s 2 . A scaling factor would then be applied to the gyroscope output to cause each gyroscope output to be automatically converted to a metric value. This allows tracking of the total rotational motion of the gyroscope. This not only allows storing of the rotational motion, but aids in calculation of movement in two dimensions.
E. The Algorithm
After conversion from the output of the gyroscope and accelerometer to comprehensible values, acquisition of distance is necessary. An algorithm was used to convert acceleration to position. This algorithm needed to be complex enough to have a low source of error but simple enough to implement easily in code. The chosen algorithm examined distance due to acceleration in each quadrant of the Cartesian coordinate system to provide accurate results. Once the algorithm was completed, it was tested with random test inputs to assure efficiency.
As the robot was designed to remain level it was decided not to use the angular accelerations for pitch and roll. This simplified the calculations. Using the accelerations for the horizontal x and y axis and the yaw and multiplying them by the change in time squared, ones get the horizontal distances and the angle. Simple trigonometry can then be used to determine to robot's new location.
The vertical z axis is treated separately. It is also multiplied by the change in time squared so that a vertical distance is obtained and used to determine the robot's depth.
F. Possible Sources of Error
The algorithm designed for this problem assumed that the robot's chassis is parallel to the horizon at all times. Tidal surges in the water could prevent this from being constantly true. This error could be corrected with additions to the algorithm that takes three axes of rotation into consideration.
The accelerometers themselves may introduce errors. (Peng and Golnaraghi, Levinzon, 2005) These errors can only be fixed with a re-initialization of the system.
G. Translating Algorithm to Code
The Integrated Development Environment responsible for programming the Programmable Interface Controller uses the C programming language (Listing 1.). There were many factors to take into consideration when writing this code, such as what type of values should be stored as acceleration and distance. To use the math library correctly in code, all values were stored as floats. Using these values ensures the highest precision of the processors calculations. 
H. Communication in Code
The robots originally needed to communicate with a controller (user), and after final programming they will need to communicate with each other. To make this happen, the code implemented a packet system, where information was sent back and forth from the robot and a control system. Each packet consisted of 10 bytes. The first byte was an address byte, and the second was a size byte, describing how many remaining bytes would be used to send information. The remaining bytes send the total distance moved in each direction as well as the rotational position (yaw) of the robot.
I. Processing Data
Once the conversions and communications are complete, the output data is either sent to a user interface or stored in the robots' memory. Sending the data to a user interface would allow visible tracking of the robots and could allow a user to enter a destination point for the robot to travel to. The robots could also communicate autonomously, giving directions for a swarm to follow.
XII. OTHER SENSORS
A. level
The robot that this sensor suite is designed for is able to control its pitch and roll. However to simplify operations it was decided to keep the robot level (or on an even keel). To do this a series of eight tilt switches were used. Four of the switches were set to detect a roll or pitch of more than 2 degrees from level and the other four were set at 5 degrees. Thus any significant roll or pitch can be easily countered.
B. Compass
There are various electronic compasses available at low cost. For instance DevanTech sell such a compass that presents its heading using an I 2 C interface. It is accurate to within 4 degrees with a resolution of 0.1 degrees C. .GPS A GPS system cannot work underwater but is included the get a fix whenever the robot broaches the surface.
The robot is now almost ready to be used in different experiments and missions. What it now needs are the tools with which to operate. The choice of tool or sensor depends on the mission's profile. The possible include, but are not limited to the following:
D. Camera
The first and obvious senor to be added to the robot is a still or video camera. The clear front plate of the robot allows for a camera to be mounted just behind it on the electronics bay. This can be used by on board systems to analyse the environment or, when tethered, can send images or video to a surface operator or computer.
E. Water Quality
Sensor packages are available that will measure water temperature, saltiness and pH.
F. Magnetic Anomaly Detector (MAD)
MAD devices, also called metal detectors, can be used to detect ship wreck, downed planes, divers, some ore deposits and, hopefully, sunken treasure!
G. Passive Sonar
Passive sonar listens to sounds in the environment without introducing any sound of its own.
H. Active Sonar
Although the robot already has active sonar it is the simplest type. Other type of sonar, including sidescan sonar and multiarray sonar can be use to create an accurate 3D map of the surrounding seabed.
XIII. DATA COLLECTION
The sensor suite described is of necessity low level. It still has some overlap of data collection. The IMU/accelerometer system can be backed up by the depth gauge and the compass.
Both the compass and the depth gauge are absolute measurements whereas the IMU is relative. Also the IMU's errors are accumulative. The confidence in the datum form a sensor will depend on these factors can be used to weight the data. For absolute sensors the weighted data can be given as;
( 1) Where: wa is the weighted data, da is the senor's data, and ka is the level of confidence (0 -1). For relative sensors the weighted data can be given as; (2) Where: wr is the weighted data, dr is the senor's data, kr is the level of confidence (0 -1), and t is the time since data collection started
To fuse the data then;
Where: w is the weighted data na is the number of absolute sensors nr is the number of relative sensors Ka is the sum of the absolute confidence Kr is the sum of the relative confidence/time
The confidence in the relative sensors is divided by time as the more time the sensor has been collecting data the less accurate it is and the less confidence one has in it.
XIV. SENSOR PHYSICAL INTERFACE
Many of the sensors can be installed inside the robot chassis. The PVC chassis is easy to work with and modify. Some sensors need exposure to the water. In most cases this is through a threaded shaft and an o-ring. The PVC is soft enough to easily drill and tap but strong enough to hold the senor without stripping the thread.
If there is not enough room in the robot chassis then an external waterproof container can be designed in a similar fashion to the robot chassis. The container can then be fastened to the robot in the same way that the thrusters were fastened using the hollow bolts.
XV. SIMULATION
The prototype allows some experiments to be carried out in practice but a simulated environment still makes the initial experiments easier to manage. Also without many robots, simulation is the only way to do many experiments with swarm robotics. The prototype robots allow one to confirm that the simulation behaves correctly. When looking at simulating these robotic we looked beyond just the underwater world but at the system of systems approach alluded to earlier. The University of Texas at San Antonio's Autonomous Control Engineering (ACE) lab has the objective to build and deploy Land, Air and Sea autonomous robotic vehicles that can independently operate toward a common pre-programmed objective.
To facilitate this objective, three separate projects have been undertaken: Land, Air and Sea. Working in all these areas it is important that this System of Systems (SOS) of robots be able to be simulated in order to see how they integrate together. (Azarnasab and Hu, 2007) This is especially true as it is not always possible to provide a controlled environment that has land, air and sea for initial SOS experiments.
The Sea project will build and deploy underwater robots that can independently operate as part of a functional team by actively probing the environment to understand parameters such as relative position, global position (GPS), depth, speed, and proximity to other underwater entities such as other robots and/or the sea floor.
In order to efficiently program and test these robots, it is desired that a realistic simulation environment be created that can be used as a "virtual" underwater staging area. The programmed robots will then be able to be tested in a variety of scenarios, without having to incur the time and expense required to test the robots in an actual physical environment. This work was performed to simulate the underwater robots as described in Joordens, et al.(Joordens, 2008) Whilst this paper is looking primarily at the simulation of underwater robots, the ultimate goal is to perform simulation of land, air and sea robotic swarms all in the one simulator.
XVI. SIMULATOR CHOICE
There are various simulators available. One such simulator is ROBOSIM. This simulator is windows based, something that was desired as the available computers, including the ones on the actual robots are windows based. ROBOSIM, however was designed for articulated join robots, whereas multi-robot swarms were required. Also LISP is the main programming language which none of the researches had used. The limited Graphical User Interfaces (GUI) was another factor that reduced the desirability of this package. (Bingul et al., 2002) AutoLisp can be used with AUTOCAD to model and simulate robots. The inclusion of AUTOCAD allows for simple modeling of individual robots but it lacks a simple way to create an environment for the robots to operate in. (Yan et al., 2007) This factor and the unfamiliarity with AutoLisp made this approach less than desirable.
JAVA and JAVA3D was another possibility. This system used the JAVA programming language (Pan et al., 2006) and the JAVA API's for 3D. Whilst this has specific functions to model 3D objects and including functions like collision detection it does not include a full physics engine. (Zhijiang et al., 2004) The MOBILE software package is good at simulating robots that operate in parallel such as the PARTNER robots. (Brisan et al., 2006) Unfortunately it was not as user friendly as was liked.
A Different approach was to build our own simulator as was done by the department of Computer Science and Engineering, Washington University in St. Louis. Ogre3D can provide a graphical environment and Ageia's PhysX can be used as the physics engine. (Faust et al., 2006) Ageia's PhysX physics engine is an excellent product that can work in any environment that is chosen. Another engine is the Open Dynamic Engine Library (ODEL). (Aubin et al., 2006) The Technical University of Cluj-Napoca, Romania also built their own using C++ and OpenGL. (Marcu et al., 2006) This build your own approach has one particular advantage. It can be used for underwater and aerial simulation as well as land base simulation. All the other simulation systems are designed for land based simulation only. Unfortunately, the build your own approach will involve a large amount of development time that could not be spared in the SOS research timeframe.
The National Institute of Multimedia Education, Osaka University has developed an online robot simulator call Robot Studio. (Nakahara et al., 2002) This was a decent web based simulator but didn't have the flexibility required as it was designed primarily for education.
A possible framework for simulation is the Ubiquitous Robot Simulation Framework (URSF). This simulated ubiquitous robots that operate in a global environment. (Jang et al., 2005) This framework meets the requirements of swarm robotics but was just not user friendly enough.
A combination of ADAMS and MATLAB simulation allows the familiar use of the MATLAB interface. (Yi et al., 2007) This is another system that is land based only but could possibly be modified to suit.
USARSim is a system that builds on the Unreal Game Engine for the graphics and the physics engine. An added feature of this simulation system is that the developers are looking at simulating a submarine. (Carpin et al., 2007) The submarine is a single propeller design with diving planes whereas the robots to be simulated are of a multi-thruster design. The learning curve was fairly steep.
Microsoft's (MS) Robotic Studio (not to be confused with Osaka University's Robot Studio) is a windows based simulator that uses the Ageia's PhysX physics engine. It is programmed with MS Visual Studio C#. It has many of the advantages of the self developed simulator but the disadvantage of being a land based simulator.
XVII. PROGRAMMING/SIMULATION ENVIRONMENT
It was determined that the Microsoft Robotics Studio (MSRS) SDK add-in to Visual Studio would be the best programming/hosting environment to create and simulate the robots.
Microsoft created the MSRS to allow researchers, developers and industry to have a robust development platform for creating and simulating robots using industrystandards such as the C# programming language, XML and web-services. This environment allows the robot designer to be able to design the robots virtually and to simulate them in any environment before the robot is actually constructed. Once constructed, the code used in the simulator can be ported directly to the robot that will then behave as per the simulator. If any new situations appear, the designer can simulate this and perform all testing in the simulator before placing the robot in that situation.
At the core of the MSRS is the Decentralized Software Service (DSS). The DSS allows for a "service-model" approach to the software development. This means that the various parts required to control and run the robots can all be created modularly. The re-use of these code modules expedites the time required to deliver projects. Once created, the modules are registered into the DSSHost program as services that then can be subscribed to by any entity registered with the DSSHost. This allows for easy synchronization and coordination of the robots in real-space or virtual-space.
The entities that represent the individual functional components of the robots are created as modules and registered with the DSSHost. Examples of these modules are the Laser Range Finder, the Sonar Range Finder, the wheel motor drives, articulated joints, the thruster engines and GPS location devices. These modules communicate by utilizing the Concurrency and Coordination Runtime (CCR) using asynchronous messaging. For example, when the Laser Range Finder records an object in the path of the laser, it sends a message to the DSSHost through the CCR. Any entity that is listening to the Laser Range Finder Service gets notified of the message and can respond as appropriate. This asynchronous messaging paradigm allows for very high concurrency of events to be processed and should allow for a multiple robots to be simultaneously engaged.
At the heart of the developers tool-set is the Visual Programming Language (VPL). The VPL allows for a Lab View like graphical modeling approach to create the entity behaviors that belong to each entity. The developer uses a palette of objects and behaviors and "drags and drops" them onto the VPL design surface (Fig. 20) . By connecting the visual objects together and setting the exposed properties correctly, the developer can create a variety of distinct entity behaviors. These behaviors can then be set to trigger upon notification of the appropriate message from the DSSHost. The simulation environment is enabled by the AGEIA PhysX engine. This is a real world physics simulation engine licensed from Ageia Technology. The physics engine allows for accurate modeling and response of the robots to take place in the virtual environments. The robots can be initialized in a virtual world and move and respond to external stimuli just as if they would if they were deployed in a real world environment.
In order to create a simulation that can emulate an underwater environment, several parameters need to be explored.
The first thing to understand is how to create a bounding area that will contain water (our pool). Next, there needs to be a boundary restriction that will not allow the water entities to go out of the area defined as the pool (from the top). Once this is established, exploration of the available environmental physical properties must be explored so the robots can be made neutral, or positively, buoyant. Another property of water that differs from air is viscosity. An object in water does not obey the same rebounding and restitution properties is it would if on land or in the air. Water has a damping effect that acts a friction opposing motion in the direction of force. Finally, it must be determined how to establish motion itself on the underwater entity.
Along with establishing the correct set of mechanics for an underwater environment, the submarine itself must be modeled so an accurate visual representation of the sub can be used in the simulation.
XVIII. SIMULATION FINDINGS
To establish a ground plane that can be used for water, the HeightFieldEntity class was used. This class allows for a ground to be established by defining a matrix of heights, each separated by a defined column area.
The first approach taken was to establish two HeightFields. The upper HeightField was created at 3 meters, the lower created at zero meters. The EnableContactNotification property of the upper HeightField was then set to false. The underwater entities were then set to initialize at the zero height level. It was thought that this approach would allow for establishing the properties of water by setting the upper HeightFieldEntity properties appropriately. This did not prove to be a practical methodology. What happened at runtime was that the AGEIS PhysX Engine determined that "invalid" contact was being made between the robots and the groundplane (the upper HeightField). Right after the robots appeared in the simulator, they were "bounced" hundreds of meters in the sky only to land (with a thud) way off in the distance. Although comical, it was far from being practical.
Listing 1: TerrainEntity used for pool area
The next approach taken was to create a matrix of HeightFieldEntities with dimensions 60 X 60. Each cell was defined as being 1 meter apart from the adjacent cell. All the cells at the exterior of the matrix had a height set to 3 meters; the inner cells had their height set to zero meters. All the underwater entities would then be initialized at runtime to be inside the perimeter HeightFieldEntities at the zero height level. The robots appeared as they should at runtime, but the upper HeightField was not visible. When an upper translation boundary was created and initialized on top of the HeightField, the boundary simply fell through. The physical border properties of the HeightField simply did not support the loading of a new entity on top of it. This was deemed not to be sufficient.
Finally, it was discovered that a terrain mesh could be created that allowed for a variety of heights; all based on the color values in a bitmap image. A bitmap was created as n pixels by m pixels. This corresponds to a terrain n meters x m meters in the simulation environment. Next, the bitmap receives color values corresponding to the desired relative heights of the terrain. In our case, a square of white was created in the center of a solid black image. The white area represented our pool; the black area represented the ground level. On runtime, a nice depression appeared in a level terrain. The robots were then initialized inside the pool (listing 1) . The upper boundary was then created and initialized on the ground level, effectively creating a vertical translation boundary for our robots.
The next step taken was to create an actual object that would represent our underwater vehicle. The freeware program, Wings3D was used to create a 3-dimensional rendering of the yellow submarine in the ACE lab. The .obj file was exported from Wings3D and saved into the media directory of MSRS. In code, a rectangle entity was created with a visual mesh defined using the submarine .obj file. At runtime, there appeared a white version of the 3D model of the sub (Fig. 21) . The problem now was that right after runtime; the sub disappeared through the bottom of the pool. It was soon discovered that there needed to be synchronization between the underlying physical entity and the visual representation. Once this was accomplished, the sub stayed on the pool bottom without falling through. In water, it was desired to have the sub maintain positive buoyancy, or at least be neutral. After much time and effort, a public property named IgnoreGravity was discovered that seemed to work. Setting this property to true allowed the sub to be positioned midway between the floor and the upper boundary. When the simulation was run, the sub stayed where it was initialized. Gravity had no effect on the sub, effectively acting as if the sub was maintaining neutral buoyancy.
The sub was then given an initial velocity by creating a vector of the desired meters per second as a 3D vector. When the simulation was run, the sub slowly moved along the appropriate path at the pre-set velocity.
The only thing remaining to establish a true underwater simulation was to somehow change the properties of the medium the sub was traveling through to emulate the viscosity present in water. There was no entity representing "air", but since the effect could be modeled as friction along a vector opposing the motion of the vehicle some form of damping property may be good enough. Two such properties were discovered, LinearDamping and AngularDamping. These two properties are accessible at runtime by putting the simulation in "edit" mode and manually setting the values. Unfortunately, there is seemingly no way of accessing the proper object layer at design time, making it impossible to initialize the environment with these values. When the properties are set at runtime, the sub reacts to being bumped in the predicted manner. It moves away from the applied force, but quickly loses momentum and comes to a stop.
The code used to create a single sub was now essentially complete, that is one sub can be simulated. In order for the swarm concept to be implemented, the code needed to be modified to allow for any number of sub objects to be instantiated in the simulator. This was accomplished by factoring the instance name, initial position vector and initial velocity vector. This allowed the method to be called with these as parameters, thereby allowing for it to be called once for each instance of a sub desired. Fig. 3 shows two subs running in the simulated underwater environment. 
XIX. CONCLUSION
The MSRS is currently designed to effectively model and simulate land-based robots. Through effort, however, one can create an underwater simulation that can be used to test the programming of robots without needing to do a real deployment. Some of this effort includes: needing to create a "top" so the robots are maintained in the proper water area and requiring the developer to set the responses to the environment on each deployed entity, such as the IgnoreGravity property. Even with this effort, there are limitations on what can be done. Among these are: seemingly no design-time way to set the damping properties of an entity and no way to create a naturally positively buoyant environment for the robots.
Despite theselimits the prototype sub was modeled and placed in an underwater environment where a simulation can now be performed. The equipment and software described herein allows underwater swarm robotics to be simulated and then tested in a real environment.
