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Abstract 
Some years ago Gessel [8] gave a q-analogue of the celebrated exponential formula. We 
present a new combinatorial interpretation of this formula, Fd apply it to give q-analogues of 
Bell numbers and Stirling numbers of the fht and second kinds. Curiously, the q-Stirling numbers 
of the second kind obtained in this way am diflkrent hm the existing q-Stirling numbers of 
the second kind, but the q-StirYmg munbers of the first kind are tbe same. We further consider 
q-analogues of the iterated exponential integers. 
11 y a quelques anukes, Gessel [8] a don& un q-analogue de la cCl&bre formule exponentielle. 
Nous prkentons une nouvelle interprhation combinatoire de cette formule et son application 
menaut B des q-analogues des nombres de Bell et des nombres de Stirling de la premikre et 
seconde esphe. 11 est inthssant de remarquer que les nombres q-Stirling de la seconde esphe 
ainsi obtenus ditlhent de ceux dkj’a parus dans la litkrature, tahdis que ceux & la premiere 
espBce sont les m&ues. Nous consid&ons anssi des q-analognes des entiers dont la fonction 
g&r&rice est une exponentielle it&e. 
1. lntr- 
In this paper we study q-analogues of some familiar objects from combinatorial 
analysis, namely the Bell numbers, which count the number of partitions of a set of n 
elements; their refinement the Stirhug numbers of the second kiud, which keep track 
of how many subsets are in the partitious; and also the Stirliug numbers of the first 
kind, which either count the rmmber of permutations of an n element set into k cycles, 
or are the inverse sequence to the Stirling numbefi of the second kind, depending on 
whether a power of -1 is included in the definition. For the sake of brevity, we will 
generally not state the classical versions of our results. They may easily be obtained 
bysettingq=l. 
We have tried to be consistent with existing notation, takiug as a starting point the 
notation of the classic book [17]. There is already an extensive literature on q-Stirling 
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numbers of both kinds, references to which appear later in the text. Our q-Stirling 
numbers of the ftrst kind are not new, but we believe that our Eqs. (4.6) and (4.12) 
have not been observed before. It seems that our q-Stirl~g numbers of the second 
kind are new. Since the notation for these that would be consistent with that of [ 1’71 
is already in use, we follow a notation suggested in 1141 and denote our numbers by 
{i} . Our q-Bell numbers are also new, and present no such notational difficulties. 
T!l e basic tool we employ is a q-amlogue of the exponential formula, due to Gessel 
([8]; for the q = 1 exponential formula one may refer to, e.g., [23] or [Zl]). We 
give a new combinatorial interpretation of this formula, and conclude with a further 
application to q-~alo~es of the so-called iterated ex~nenti~ integers, 
We will use a well-known q-analogue of the derivative operator that goes back at 
least to Jackson ([12]; see also [l, 111). We define 
D 
4 
f(*) = f(‘) - f@x) 
x(1 - 4) 
and we call this the q-derivative of f(x). By f’(x) we shall always mean the q- 
&rivative of f(x), We conclude this introduction by introducing some standard notation 
and giving some facts about the q-derivative. 
Wedel?ne[n]=(1-q”)/(l-q)=1+q+~~~+q”-i;thuswemaywriteDqY= 
[n]x”-’ , Next we define the q-factorial n!, = [ 1][2] - s . [n], where O!, = 1. Then the 
q-binomial coefficient may be defined by 
?Z!, 
= kl, (n - k)!; 
The q-numbers have a trivial but very useful subtraction property, namely [n] - [k] = 
#[n - k], which immediately implies the well-known recurrence relation for the q- 
binomial coefficients 
[“:‘I = [kll] +‘[$ 
(1.1) 
It is easy to prove two elementary properties of the q-derivative, the q-product rule 
Dq f(x)&) = f(&‘(x) + f’(x)s(q$ 
and a weak form of the chain rule for the q-derivative: if a is independent of X, then 
Dq ./I~) = a f’G-4. (1.2) 
However, (1.2) will not be adequate for our purposes. 
Finally, we mention the q-integral (see [I 11). We define 
0.3) 
(Note: for convergence of some of the quantities that we will consider, it will occa- 
sionally be necessary, as here, to take /q( -c 1. As a rule, we will proceed formally.) 
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This operator inverts the q-derivative operator, in the sense that D41rf(x) = f(x), 
and (up to an additive constant) conversely. 
2. The q-exponential fomda 
To have a genuine chain rule for the q-derivative, as was realized by Gessel 181, 
we need a different notion of functional composition. We give a slight modification of 
Gessel’s construction: 
Let f(x) be a function with f(O) = 0, and write it in the form 
f(x) = f$i! f. 
n=l ‘9 
Define the 0th symbolic power of f by fl”I(x) = 1, and for positive integer k define 
the kth symbolic power of f inductively by 
Dq fIkl(x) = [k] fIk-‘l(x) f’(x). (2.1) 
(2.1) gives ~Ikl(x) up to an additive constant, which is determined by fIkI(0) = 0 
for k > 1. An alternative definition can be given with the q-integral (1.3). q-integrating 
both sides of (2.1) we obtain, for k> 1, 
fIQ(X) = x( 1 - a() 2 4” fIk-‘l(xq”) f’(xq” ). 
n=O 
Note that when k = 1, we have Dq fl’l(x) = f’(x), which implies that fl’l(x) = f(x) 
since they have the same q-derivative and are both zero when x = 0. Note also that 
DqxlkI = [&k-r] , so by induction we have #I = xk since XI’) = x. Note also that, if 
t is a quantity ~d~ndent of x, then 
(t f(X))lkI = Pf[kl(n). (2.2) 
One may prove this by observing that it holds if k = 0, 1, and showing by induction 
on k that both sides have the same q-derivative (with respect to x). 
If q(x) = X:0 gn (~“/n!~), then the q~om~sition of g with f is defined by 
f’“1 
dfl = ggn 7’ 
n=O ‘4 
Since xi”1 = 3, at least we have g[x] = g(x). Also note that 
(2.3) 
Dq dfI = 2 sn f b-11 
It=1 
(n _ 1), f’ = s’tfl f’t 
‘P 
(2.4) 
which is a strong q-analogue of the chain rule. In fact, this q-composition of functions is 
strong enough to support a q-analogue of Fa& di Bruno’s formula for the nth derivative 
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of a composite function; see [ 13], As we shall see, however, these symbolic 
do have their weaknesses. 
We now move on to a q-analogue of the exponential formula. Playing the 
the exponential function is 
powers 
role of 
Since this function is its own q-derivative, we will call it the q-exponential fimction. 
Take q(x) and f(x) as above and q = e,[f]; then g’ = tJ,lf] f’ = gf’ and equating 
coefficients we get the q-exponential formula 
n 
Sn+l = c ; Skfn--k+1t 
[I 
go = 1. (2.5) 
k=O 
Rewriting g’ = gf’ and iterating (following [8]), we obtain an infkite product for 
eqLfl: 
e,ff 1 = 
l-E& -wG - 41fY~q~)l (2.6) 
This result is akin to a fundamental result in q-series that we will require, the q- 
binomial theorem ([11,2]). Put 
(a; q)oo =(I -a)(1 -aq)(l -aqy.. 
ad ta;qXr = (~q)ccv’f~q~;q)cw nen 
tQKq&cJ _
t-c qkm c * hhyf~ n=O (4;4)n 
A special case of (2.6) and (2.7) is 
Tbis identity has an interesting consequence, namely 
(2.7) 
(2.8) 
(It is not hard to see that (2.8) and (2.9) have the same logarithm.) There is a nice 
couverse of this result when the composition is taken in Gessel’s sense. In other words, 
we will find the series f(x) satisfying e,[f(x)] = eX. The q-derivative of f(x) must 
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f’(x) = e-’ D, e” 
The inner sum equals (4 - 1 )“-I, and it follows that 
Gessel applies (2.5) to some problems in the enumeration of permutations. We now 
give a generic combinatorial interpretation of (2.5). We will need a few well-known 
facts (see [2]) about partitions of numbers. A partition of a positive integer II is an 
unordered sum of positive integers equal to n. Each summand is called a part. For 
example,thepartitionsof4are4,3+1,2+2,2+1+1,1+1+1+1,with,respectively, 
1,2,2,3,4 parts. Then we have the 
Lemma. (1) g! is the generating function for partitions into at most k parts not 
exceeding n - k. 
(2) $ &‘I tr the generating function for partition into exactly k parts not 
exceeding n - k. 
With this in hand, we proceed to the combinatorics of (2.5), after introducing some 
more notation. Let (k) denote the set { 1,2,. . . ,k} and let A(m,n; k) be the set of 
partitions of the number k into at most m parts each no larger than n. Let 0, denote 
the set of weighted objects on (n), and let fn be the generating function for weighted 
objects on (n), i.e., 
fn=Cz4w@ 
” 
De&e the weight of an assemblage of disjoint objects on (n+ 1) inductively as follows: 
Find the object containing n + I. This object contains n - k + 1 elements for some k, 
O<k<n, which are al < a2 < .+a < an-k+1 = n -I- 1, say. Relabel the element ai as i 
for each i, 1 <i G n - k + 1 (we call this the order-preserving relabeling and abbreviate 
by OP), and take the weight WI of the relabeled object. 
There remain k elements, say bt < bz < *fe < bk, in the other objects, and we 
relabel bj as i for each i, 1 Gi =Gk. Put wz = ‘j$,(bi - i); we call wz the relabeling 
weight. Observe that Ct=r(bi - i) is a partition of the number wz into at most k parts 
not exceeding n -k, since bl - l<bz - 26 ... <b,, - k <n - k, and that all such 
partitions arise by appropriate choice of the bi’s. 
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After this OP relabeling, we now have an assemblage of objects on (k) with some 
weight w3 (which could be found by repeating the algorithm until we come down to one 
object). Then we detine the weight of the original assemblage to be w = wi + wz + ~3, 
which we call the generic definition of the weight, and we put 
go= 1, 
where AO,, is the set of assemblages of objects on (8). We claim that gn+i = C& E] 
xqk f,+_b+l. For, we have seen that each assemblage of objects on (n -I- 1) comprises 
an object containing n - k + 1 elements including n + 1, an assemblage of objects on 
(k), and a partition into at most k parts not exceeding it - k which arises from OP 
relabeling the assemblage of k objects, where 0 <k <‘n. Then 
Sn+l = z: 4 wta 
aEAR+ 
aEOe.i+~ KEAO~ A&n-k;l) 
n 
= Cf n-k+1 gk 
k=O 
3. q-BeII nmnhera and qStirHng numbers of the second kind 
With the q-exponential formula in our possession, we can give a q-analogue of the 
theory of Bell numbers. Let 27(n,k) denote the set of partitions of (n} into k blocks, 
and let 172(n) = uk n(n,k) (the subscript 2 is put in for consistency with a notation 
we shall use later). If we give a set weight 0 and define the weight of an assemblage 
of disjoint sets (i.e., a set partition) via the generic definition, we have Be(q) = 1 and 
B,(q) = c qWf Xv 
&+1(q) = e ~-JBr(q)* 
k=O 
eq[eqh> - 13 = ~JMq)f. 
n=O ‘4 
(3.1) 
(3.2) 
(3.3) 
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If we define q-Stirling embers of the second kind by 
then clearly we have 
Mq) = 2 {;} 
k=O 4 
(3.4) 
(3.5) 
and thus a complete q-analogue of the basic theory of Bell numbers. However, these 
are not the same q-Bell numbers that are given by Mime ([15]), nor are these q- 
Stirling numbers of the second kind the same as either of the two related sets that 
have appeared in the literature (see, e.g., [19,‘7,15,16]). One of these sets may be 
defined by 
S,(n,k) = Sq(n - 1,k - 1) + [k]S,(n - l,k), Sqh 0) = &o (3.6) 
and is not too different from {It}, (the first disagreement is that 5’,(4,2) = 3 f 3q+q*, 
while { :}, = 3 + 2q + 2q*). The other may be defined by c,(n, k) = q(i) S,(n, k). Then 
too there are the au~mo~hic q-Stirling numbers recently introduced in [5], and we 
also mention the more general p, q-Stirling numbers; see [22,6]. 
The numbers {Id), are in a sense complementary to the previously existing q-Stirling 
numbers defined above. They are apparently lacking most of the Stirling qualities of 
s,(n, k), for example anything like (3.6), but they do inherit several of the properties 
of s(n, k) in which the other q-Stirling numbers seem to be deficient. For instance, we 
have 
(3.7) 
The proof of this is much the same as before. In a partition of (n -t- l} into k -t 1 
blocks, the block coning n -I- 1 has n - 1 other elements in it for some I, k < IO 
(1 >k since there remain I elements in k blocks). After OP relabeling this biock has 
weight 0. The remaining I elements are OP relabeled, with a relabeling weight that is 
a partition into at most 1 parts not exceeding n - 1. After this relabeling, the remaining 
elements are a partition of (I) into k blocks. Taking weights and summing over all 
possibilities, (3.7) follows. 
(3.7) implies the gen~~g function 
(3.8) 
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To see this, first note that if k = 0 both sides are 1. If R > 0, both sides are 0 when 
x=O,and 
D (e&) - l)[R1 
4 k!, 
= [k]& (e&x) - l)lk-ll (e&x) - 1)’ 
= (f+(x) - l)lk-‘l e (x) 
(k - l)!, ’ . 
set 
Q(X) = 2 n 5 11 “=k k q 4
It s&ices to show that Dq rk+l(x) = r&(x)eq(x). Now 
= rktx) eqW. 
We conclude this section with some miscellaneous properties of these numbers. Some 
special values of {;}, are {i}, = 1 = {y}, and 
=~[k]=~(n-l-k)# 
Q k=l k=O 
n-1-nq+g” 
= 
(1 -qY * 
Not quite as nice is 
The constant term in (E}, can be fonnd either by induction or by an easy combi- 
natorial argument using the foregoing theory. We are counting the number of parti- 
tions, with weight 0, of (n) into k blocks. Such a partition looks like, for example, 
(1)s (2,3,4), (5,6), 171, @,9), so that no relabeling weight is ever obtained. If we 
write the numbers 1,2,..., 12 consecutively on one line, we get a partition of (n) into k 
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blocks by putting k - 1 dividers in between numbers, as long as no two dividers sepa- 
rate the same mnnbers. Such a partition has 0 weight, and all weightless partitions are 
obtained in this way. Therefore the constant term in {;}, is (;I:), if n Z 1. It follows 
that the constant term in i&(q) is r-t, if n Z 1. More complicated arguments, which 
we omit, show that the coefficient of q in {i}, is (‘T’) (;Z:), and the coefficient of 
4” is (“i’) (:I:) + 2(“1’) (LZ:) -i- (*T*) (fhl’,). It follows that the coefficients of q and 
q2 in B,(q) are (“T*) 2n-3 and (“,‘) 2”-5 + 3(“T3) 2”-4, respectively. In principle, one 
can keep going, but the calculations become more and more involved. A consequence 
of these results is that {t>, is not unimodal if n > 4. The author is not aware of 
any other {E}, that are not unimodal, but has not seriously investigated the question. 
&(q) = 16 + 12q + 1342 + 8$ + 3q4, but it seems likely that the other B,(q) are 
unimodal; this is certainly the case through n = 15. 
4. A q-log& and qStirIing numbers of the first kind 
We de&e the q-logarithm by 
loq(1 +x) = e,-1,-t&. 
n=l 
(4.1) 
A form avoiding powers of -1 is 
-loq(l -X)=ez 
n=r ]nl 
(4.2) 
or 
-loq(l -X) = &t - l)!, $ 
tl=l 4 
(4.3) 
The significance of the q-logarithm is that (n- l)!, is the generating function for cyclic 
permutations of (n) by inversions, in the following sense. Such a permutation takes 
the form (1~2 ~3 =I* a,), where {a2 ,..., a,) = (2,.. .,n}, and the pair (qj,ai) is an 
inversion exactly when i < j but aj > af. If R is a cyclic permutation of (n), let ins A 
be the number of inversions of rc, and let U’,(n) denote the set of all such’ n. Then 
it is easy to prove by induction that 
(n - l)!, = c q’“v*. 
xECPlln) 
(4.4) 
Now consider e,[-loq(l -x)] =: CzO h, (~+/n!~). First, we determine the coefficients 
h,, a computation essentially the same as one appearing in [8]. Note that 
D,(-loq(l - n)} = e(n - l)!, (f:,, = 1. 
n=l ‘B 1-X 
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Then from (2.6), 
e,[-loq(1 - x)] = 
n,“,u -WY 
n,“, (1: r$X!$?!) = flE,(l -xq”(2 - 4))’ 
Applying the q-binomial theorem (2.7) this becomes 
(4.5) 
where 
?l!R;q = 
~~fk+q)(k+q+~)‘.*(k+q+gl+.,.+gD-~) 
if n<k, 
if n > k. 
Note that n!~,~ = n!, and n!o,q = q”n!,. 
Let K be any permutation of (n), written as a product of disjoint cycles, and let P(n) 
be the set of all such R. Defining the weight of II to be inv n: if ‘II has only one cycle, 
and via the generic definition otherwise, and applying the q-exponential formula, we 
have 
n?Zq = c 4 wtn 
and 
iEP(n) 
’ k!2 q 
k!2,q (n - k)!, = n!, c I-4 
k=O k!‘? 
It is now natural to define (signless) q-Stirling numbers of the first hind by 
c&r> k) = c qWtx, cq(O,O) = 1, 
?rCP(FI,kf 
(4.6) 
where P(n,k) is the set of permutations of (n> with k cycles (so P(n, 1) = Pi(n)). 
By essentially the same argument as for (3.7), we have 
e,(n+l,k+l)=f$](n-Z)!qcq(Z,k)=n!,gf$$% 
l=k 
(4.7) 
If we take the I = n term out of this sum, we find that 
n--l c,(l,k) 
cq(n+l,k+l)=cq(n,k)+[n](n-l)!q~- 
,=k I!, 
= cqh k) -i- [nl cqtn, k + 11, (4.8) 
so that these q-Stirling numbers are the same ones that have been considered in [19] 
and elsewhere. 
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An alternative definition, which is nearly the same as the original de&&ion of Gould 
[lo], is that c&k) is the sum of all products of n - k distinct factors among the q- 
numbers [ 11, [Z], . . . , [n - i], with cg(O,O) = 1, which is to say that c&k) is the 
elementary symmetric function of degree IZ - k in [ 11, [2], . . . , [n - 11. One sees easily 
that this definition of c&n, k) satisfies (4.8), and an immediate consequence is the finite 
generating function 
(x)‘“) := x(x -I- [l]) * * * (x + [n - 11) = 2 C&,k)x! 
k=O 
(4.9) 
If we put s&k) = (-1)“-k~4(n,k), then replacing x by --x here gives 
(X)(,} :=x(x - [l]) *. .(x - [n - 11) = ks(ak)& 
k=O 
Conversely, 
(4.10) 
(4.11) 
k=O 
These q-Stirling nmbers of the first kind also have a generating function of a form 
similar to (3.8): 
(-MU - dkl = E gn 
k!, 
t 
n=k 
(4.12) 
The proof, which we omit, uses (4.7) in the same way that the proof of (3.8) uses 
(3.7). 
5. Further developments for the q-logarithm 
We begin this section by expanding e,[tloq(l +x)]~ recalling (2.2). We get 
O” @l&l + dkl = O” + (lq(l + x))‘kl 
kr c 
k=O ‘9 k=O 
k!, * 
Applying (4.12), 
Finally using (4.10) we obtain 
(5.1) 
A result akin to this is in [8], with a proof like that of (4.5). In particular, for 
t = 1, since [l] = 1, we have e,[loq( 1 + x)] = 1 + X. It is now hard to resist looking 
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at 
loq(l+[e&)-l])$ (-l)k-1(k-1)!$7 
(e&) - l)lkl 
k=l 
R, 
‘4 
and, if only we had S,(n,k) in place of (;}q, th is would be just x (this follows from 
(4.10) and (4.11)). As it is, we have nothing nice to say about this expression. 
More generally, let us consider g(x) = C,“=, Q,, (_~?/n!~), f(x) = C,“=i fn (X”/PI!~), 
and g = -loq(l - [f]). In the q = 1 case we have dg/br = df /dx/( 1 - f ), or 
dg/dx = d f /dx + f (d&lx), and equating coefficients we would get a “logarithmic 
formula”. In the general case we have $ = f ‘/( 1 - If]), and if we could conclude 
that l/U - [fl) = l/(1 - f 1, we could have a q-logarithmic formula. Since I- [f] = 
1 - f we only need (l/( 1 - [f ]))( 1 - [f]) = 1, but unfortunately this does not hold, 
essentially because f[osb] # f[“] fib] in general. 
We conclude that Gessel’s q-composition is not the best for q-logarithms of func- 
tions. Instead we define, for a function h(x) with h(O) = 0, a logarithmic q-composition 
loq(1 + V&r))) by 
loq’u + (&))) = *, loq(1 + (0)) = 0. 
Then from (1.3) we have 
loq(1 + (h(x))) =x(1 - q) -fJ h’(x@)q” 
“=I) I+ we 
. 
If we further define 
m aW)q” -mu - (h(x))) =x(1 - q)C 
@=O 1 - 4xq9 
(5.2) 
‘(5.3) 
(5.4) 
then we have 
loq(1 - (h(x))) = loq(1 -t (-h(x))). (5.5) 
Take h(x) = 2’ in (5.4), where m is a positive integer. Then h’(x) = [m]x”‘-l and we 
have 
-loq(l - (x”)) = 2 (’ ;!;l!” pk. 
k=l 
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This may be compared with 
, 
. 
When itl = 1, all three expressions evidently reduce to -loq( 1 - x). Similarly, 
loq(1 + (P)) = $&)k-l~P, 
k=l 
so in particular loq( 1 + {x)) = loq( 1 +x). Now 
=X(1 - q& = 3. 
n=O 
From the t = 1 case of (5.1) and this, loq(1 +x) and e*(x)- 1 are inverse f’unctions, in 
an extended sense. We can also have a q-logarithmic formula now. Indeed, if g(x) = 
c,“=*gn $3 h(x) = C:, h, & and g(x) = -loq(l - (h(x))), (5.5) and (5.2) imply 
g’ = h’/( 1 - h) or g’ = h’ -I- g’ h and equating coefficients here gives 
hk f&s-k+l- 
6. Iterated q-exponent& 
Consider the sequence of functions defined by 
be(x) = 1 + x, &+1(x1 = exp(W) - 1). 
Tim 
h(x) = e”, h(x) = ee’-1, b3(x) = eep-‘-‘, . . , 
The numbers cf’ defined by 
(5.6) 
(6.1) 
b,(x) = g c’“’ zf 
k=O k k! 
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have been called the iterated exponential integers. They were studied many years ago 
by Bell [3] and by others after him, but the combinatorial interpretation afforded by 
the exponential formula has never appeared in print to the author’s knowledge beyond 
II = 3, which is in [4]. 
Let us set he(x) = 1 +x and 
&+1(x) = e&Ax) - 11, n 20 
and 
(6.2) 
h,(x) = &)(qf g. 
k=O ‘4 
An application of the q-exponential formula gives 
(6.3) 
(6.4) 
For the ~rnb~to~~ inaction defke an nth order set inductively as a partition 
of an (n - 1)st order set, where a first order set is an ordinary set. For example, a 
fourth order set on (8) is 
[((1,3,6),(5,8)),((2,7))] 9 [({4))] 
and 
[({1,3,6},(2,7)),f{5,g))] > [(C4>>] 
is a different fourth order set on (8). 
If we define the weight of an nth order set on (k) generically and inductively, with 
the weight of a first-order set being 0 as before, and we define K&(k) to be the set of 
all A-order sets on (k), then the q-exponential formula gives 
Intheq=l 
00 = 
'k 
(1) = 
'k 
+I = 
CO 
s$k) = 
case one can see from the combinatorial interpretation that 
c S(k,ji)SO’i,h).‘*SCi,-~,l), na2,kZl, 
I<jn-,<...bji<k 
S&l) (= 11, k>,l, 
1. 
(6.5) 
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It is not clear what sort of q-analogue of this might hold We cite the example 
27 + 18q + 148 f q3 = cy’(q), 
27 + 22q + 102 + 4” = ~~,(4,j~)s,o.~,jz)s,(j~, 1) 
ii J2 
to show that some m~~cation would be needed. 
7. Iterated q-kqgzuitbms 
Ginsburg [9] observed that one can equally well iterate the sequence of functions 
(6.1) backwards into negative n, in view of the alternate form 
&-t(x) = 1 + log b,(x), b&) = 1 +x. (7.1) 
Thus, b-l(x) = 1 + log( 1 + x), b-&x) = 1 + log{1 + log( 1 + x)), and so forth. 
One sees easily that c(-t) k = (-l)‘-’ (k - l)! = s(k, 1) when k>, 1, and it is not 
hard to show that 
$2’ = ~s(n,k)sfk, l), 
k=l 
R> 1. 
From this and (6.5) one can make a reasonable guess at the form of c:-“‘. For a 
q-analogue, we define the combinatorial objects that play the role of nth order sets 
for negative n. These will be called xth order cyclic permutations, for n 2 1. A first 
order cyclic permutation will be an ordinary cyclic permutation. The general de&&ion 
follows: 
Permute a set of k ordered symbols. This permutation has some number jl of cycles, 
which we treat as abstract symbols and permute (we are “forgetting” that disjoint cycles 
commute). This new permutation has some number j2 of cycles, which we call second- 
order cycles, and we treat these as abstract symbols and permute them, and so on. We 
do it - 1 such tuition, and finally we do a cyclic tuition of the (n - 1)st 
order cycles. The result of this we call an n&order cyclic permutation of k things. 
Here are some examples: 
((157)(6)(34)(28)) is a second-order cyclic permutation of (8), 
((34X28)(157)(6)) is the same second-order cyclic permutation of (8), 
((157)(34)(6)(28)) is a different second-order cyclic permutation of (8). 
A third-order example is ((( 157)) ((34)(6)(28))), with second-order cycles (( 157)) and 
({34~6)(28)) and first-order cycles (157),(34),(6) and (28). 
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We will say that an A-order cyclic tuition of k symbols is in standard form if 
(i) The k symbols are 1 < 2 < . . . c k. 
(ii) The j&order cycle with the smallest element is listed first in its (j + 1)st order 
cycleforeachj,O<j<n--l.Forj= 0 this means the smallest element in each first 
order cycle is listed first, as is usual for cycles. 
Of the four examples above, the second and fourth are not in standard form. The 
standard form for the second example is the timt example, and the standard form for 
the fourth example is (((157))((28)(34)(6))), Let us denote the set of all nth order 
cyclic pe~u~tions of k symbols in standard form by ,CP,(k). 
Let the number of nth order cyclic permutations of (k) in standard form be d(:). For 
a q-analogue of dr) we need to define the weight of an &h-order cyclic fruition 
n of (k). If n = 1, we will take wt A = ino 71 (recall (4.4)). To motivate the definition 
for n > 1, set 
@(q) = c wttI 4 * (7.2) 
The defi~tion will be ~ons~~~ to match up with the q-log~t~c formula (5.6); 
that is, we will have 
(7.3) 
Inductive definition of the weight of ao nth order cyclic permutatioo x of (k-k l), io 
standard form, II > 1: 
Case I: There is only one (n - l)st-order cycle. 
(An example of this case is ((((154)) ((27)) ((3)(6)))), with n = 4.) 
If we erase the extreme set of parentheses, what remains is an (n - 1 )st-order cyclic 
permutation of (k + 1) in standard form, whose weight we take to be wt K. 
Case II: There is more than one (n - l)st-order cycle, and the largest element k+ 1 
is in the last (n - 1 )st-order cycle, 
(An example is ((((13))((45))) (((27X6)))), with n = 4.1 
Then take. the first (n - 1 )st-order cycle. It contains 1 and j - 1 other symbols 
b2’<b3 <... <b/,where l<j<k,andwesetbr=l,RelabeltheseOPwith1,2,...,j 
and take the relabeling weight wi = &(bf -8). The relabeled (n- 1 )&order cycle is 
now an (n - 1 )st-order cyclic permutation of (j), in standard form, and so by induction 
it has a weight ~2. If we erase it, what remains is, after OP relabeling, an &h-order 
cyclic permutation of (k -j I- 1) in standard form. Since k -j + 1 e k + 1, by induction 
this nth order cyclic fruition has a weight ~3. Put wt n = wi + wz + ~3. 
In the above example (((13)) ((45))) is the indicated third-order cycle. It gets rela- 
beled as (((12)) ((34))) with wi = l-1+3-2+4-3-t-5-4=3,andtherestis 
relabeled as ((((13)(2)))). 
tie III: The largest element k + 1 is not in the last (n - l)st-order cycle. 
(An example is ((((14)) ((2X37))) (((561111, with n = 4.1 
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Then take this cycle; it contains j symbols bl < bz < - * - < bj for some j, 1 <j C k- 1. 
(Note that not only is k+l not in this cycle, but 1 is not in it either.) Relabel these with 
12 , , . . . , j and take the relabeling weight wr from so doing. The relabeled cycle is now 
an (n - 1 )st-order cyclic permutation of (i) in standard form, with a weight ~2. If we 
erase this cycle, what remains is, after OP relabeling, an nth order cyclic permutation 
of(k-j+l)instandardform,withaweightw3.Againweputwta=w,+w2+w3. 
In the above example the indicated third-order cycle is (((56))), which is rela- 
beled as ((( 12))) with relabeling weight 5 - 1 + 6 - 2 = 8. The rest is relabeled as 
((((14)) ((2X35)))). 
We claim that with this definition of the weight, and hence of d:)(q) via (7.2), 
(7.3) holds. We have 
l@,),(q) = c qwt* = c qW’“+ x q”“+ c q”Y 
nECP”(k+I) case I case n case III 
Now 
c 4 WI?7 = c 4 WIX = tip+;‘)(q). 
case I mECP”_t(k+l) 
In case II, for each j, 1 <j <k, n comprises a partitiorr into at most j - 1 parts not 
exceeding k - j (there are never j parts since bl - 1 = 0), an (n - l)st-order cyclic 
permutation of (j), and an n&order cyclic permutation of (k - j + 1). Therefore, 
c 
qwtz =e C qf C qwfa C qwtu 
case II j=l A(+l,R-j;i) OIECP”_-I~) uECP,(k-j+l) 
k k-l 
= cl 1 j=l ’ _ 1 ~~-“(q~~~j+~(q). 
In case III, for each j, 1 <j <k, at comprises a partition into exactly j parts (since 
bl - 1 > 0) not exceeding k - j, an (n - 1 )st-order cyclic permutation of o), and an 
nth order cyclic permutation of (k - j + 1). Referring to part (2) of the lemma of 
Section 2, and letting A*(m, n; k) be the set of partitions of the number k into exactly 
m parts not exceeding n, 
j=I A”(j,k-j;l) aECP,_&) aECP,(k-j+l) 
Adding the three cases back together with the aid of (l.l), we see that (7.3) holds. 
If we set f”(x) = ckm,, d:“‘(q)(xk/k!p) for n B 1 and f&) = X% then from (4.4) and 
(5.6) we have fn+l(x) = -lq(l - (f&)>) for n > 0. Put d?)(q) = (-l)k-l e:-“)(q); 
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then -fn(--x) = c,“=, c:-“)(q) (Xk/k!,) := g&(x). we have 
sn+ltx)= -fn+1(-xI= mu - (M-X)>) 
=loqtl + kM---a)> = loq(l f (9”W>), n20, 
where we used (5.5). Now 1 + q,(x) is a q-analogue of b_,(x), from (7.1), and so 
cien)(q) is a q-analogue of CL-“‘. 
From the combinatorial construction we can get the amdogue of (6.5) for ci-“). 
Whenn>2andkal we have 
so that 
(-“) = ‘k c s(k,j,)so’1,j2)* * ‘ScjR-_I, l), n>2, k3 1 
tgJ’,-,<.**<k 
‘k (--‘) = s(5 l), 
cl;-“’ = 1. 
k>l 
(7.4) 
Again the q-analogue of (7.4) is unclear. For example, we have ciB2’(q) = -8 - 12q- 
1 la - @, while ‘& s,(4,j)s&, 1) = -8 - 13q - ltk$ - 4q3. 
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