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Stochastic convex optimization problems with expectation constraints (SOECs) are encountered in statistics
and machine learning, business, and engineering. In data-rich environments, the SOEC objective and
constraints contain expectations defined with respect to large datasets. Therefore, efficient algorithms for
solving such SOECs need to limit the fraction of data points that they use, which we refer to as algorithmic
data complexity. Recent stochastic first order methods exhibit low data complexity when handling SOECs
but guarantee near-feasibility and near-optimality only at convergence. These methods may thus return
highly infeasible solutions when heuristically terminated, as is often the case, due to theoretical convergence
criteria being highly conservative. This issue limits the use of first order methods in several applications
where the SOEC constraints encode implementation requirements. We design a stochastic feasible level set
method (SFLS) for SOECs that has low data complexity and emphasizes feasibility before convergence.
Specifically, our level-set method solves a root-finding problem by calling a novel first order oracle that
computes a stochastic upper bound on the level-set function by extending mirror descent and online
validation techniques. We establish that SFLS maintains a high-probability feasible solution at each
root-finding iteration and exhibits favorable iteration complexity compared to state-of-the-art deterministic
feasible level set and stochastic subgradient methods. Numerical experiments on three diverse applications
validate the low data complexity of SFLS relative to the former approach and highlight how SFLS finds
feasible solutions with small optimality gaps significantly faster than the latter method.
1. Introduction
Consider the stochastic optimization problem with expectation constraints (SOEC)
f ∗ :=min
x∈X
{f0(x) =E [F0(x, ξ0)]} s.t. fi(x) :=E [Fi(x, ξi)]≤ ri, i= 1,2, . . . ,m, (1)
1
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where X ⊂ Rd is a nonempty closed convex set, ξi, i = 0,1, . . . ,m, is a random vector whose
probability distribution is supported on set Ξi ⊆Rqi , and Fi(x, ξi) :X ×Ξi→R is continuous and
convex in x for each realization of ξi for i=0,1,2, . . . ,m. Given ǫ > 0, a solution xǫ ∈X is called ǫ-
feasible if maxi=1,...,m{fi(xǫ)−ri} ≤ ǫ. A solution xǫ ∈X is referred to as ǫ-optimal if f0(xǫ)−f ∗≤ ǫ.
Alternatively, optimality can be measured relative to an initial solution x0 ∈ X . In this case, we
say xǫ ∈X is relative ǫ-optimal with respect to x0 if (f(xǫ)− f ∗)/(f(x0)− f ∗)≤ ǫ.
Problem (1) is pervasive in stochastic optimization and appears as a central challenge in
semi-supervised learning (Chapelle et al. 2009), shape-restricted regression (Seijo et al. 2011,
Sen and Meyer 2017, Lim 2014, Cotter et al. 2016, Fard et al. 2016), Neyman-Pearson classifica-
tion (Tong et al. 2016, Rigollet and Tong 2011, Tong 2013, Zhao et al. 2015), approximate lin-
ear programming and related relaxations (de Farias and Van Roy 2003, Adelman and Mersereau
2013, Nadarajah et al. 2015), portfolio selection (Markowitz 1952, Abdelaziz et al. 2007), risk man-
agement (Rockafellar and Uryasev 2000), supply chain design (Azaron et al. 2008), and multi-
objective stochastic programming (Marler and Arora 2004, Abdelaziz 2012, Mahdavi et al. 2013,
Barba-Gonzale´z et al. 2017). In this paper, we focus on overcoming the challenges of applying
existing methods for solving SOECs in settings that are both data rich and where expectation
constraints capture requirements that cannot be violated during real-world implementation.
In data-rich environments, each expectation appearing in (1) is defined by a data set containing
a large number of data points (possibly infinite). The number of data points used when solving
SOEC is an important computational bottleneck, which we refer to as the data complexity of
an algorithm. Traditional approaches for solving SOECs can lead to large data complexity. For
instance, consider the popular strategy of replacing each expectation in (1) by a sample average
approximation (SAA; Shapiro 2013, Oliveira and Thompson 2017) and solving the resulting model
using a deterministic iterative method (see, e.g., Nesterov 2004, Soheili and Pena 2012, and refer-
ences therein). If the number of samples used to construct SAAs is small, the solution from the
deterministic approximation may be highly infeasible to the original SOEC, in addition to being
suboptimal (Shapiro 2013, Oliveira and Thompson 2017). Instead, if a large number of samples
are used in each SAA, then the data complexity becomes large because the gradient or objective
function evaluation at each iteration requires using a significant portion of each of the data sets.
In contrast, stochastic first order methods for tackling stochastic optimization problems have
low per-iteration cost and data complexity and thus play a central role in machine learn-
ing packages such as TensorFlow and PyTorch (Robbins and Monro 1951, Nemirovski et al.
2009, Lan 2012, Ghadimi and Lan 2012, 2013, Chen et al. 2012, Lan et al. 2012, Schmidt et al.
2013, Shalev-Shwartz et al. 2017, Lan and Zhou 2015, Lin et al. 2014, Duchi and Singer 2009,
Xiao and Zhang 2014, Xiao 2010, Hazan and Kale 2011, Bach and Moulines 2013, Allen-Zhu 2017,
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Goldfarb et al. 2017). These methods update solutions using stochastic gradients that can be com-
puted using a small number of sampled data points. Stochastic first order methods typically ensure
feasibility via projections onto a convex set at each iteration, where the convex set is assumed to be
simple (e.g. a box or ball) for computational tractability. This assumption limits the applicability of
first order methods for solving SOECs with general non-linear constraints. Recently, Lan and Zhou
(2016) and Yu et al. (2017) developed stochastic subgradient (SSG) methods devoid of projections
for solving (1) with single (m= 1) and multiple constraints (m> 1), respectively. The SSG methods
in these papers guarantee an ǫ-optimal and ǫ-feasible solution only at convergence.
In practice, SSG methods are terminated before their conservative theoretical conditions are
met. Premature termination may lead to highly infeasible and sub- or super- optimal solutions.
While some deviation from optimality is likely acceptable, a highly infeasible solution may not be
implementable. Such situations arise in several data science applications in machine learning, as
well as, across business (e.g., operations and finance) and engineering domains. We elaborate on
the practical need for feasibility in a few cases below.
• Fairness constraints: Enforcing fairness criteria when learning classifiers across multiple classes
(e.g., male and female) has become important in machine learning (Goh et al. 2016). This
learning problem can be cast as an SOEC where fairness is modeled via expectation con-
straints. Constraint violations lead to classifiers that are biased towards one or more classes.
• Risk constraints: Planning problems in supply chain management and portfolio optimization
often include bounds on the Conditional Value at Risk (CVaR), which can be cast as expec-
tation constraints (Fa´bia´n 2008, Chen et al. 2010). Such constraints also arise when modeling
distributionally robust versions of chance constraints (Wiesemann et al. 2014) and when lim-
iting misclassification risk (i.e., misclassification rates) in multi-class Neyman Pearson classifi-
cation (Weston and Watkins 1998, Crammer and Singer 2002). The aforementioned problems
can be formulated as SOECs. Solutions violating risk constraints will likely fail stress tests
that are performed before implementation.
• Bounding property: Approximate linear programs (ALPs) are well-known models
for approximating the value function of high-dimensional Markov decision processes
(Schweitzer and Seidmann 1985, de Farias and Van Roy 2003), and in particular, are SOECs.
A solution satisfying the ALP constraints provides an optimistic bound on the optimal policy
value, which is useful to evaluate the suboptimality of heuristic policies. Infeasibility in an
ALP setting thus voids this desirable bounding property.
Motivated by the importance of feasibility and the status quo of stochastic first order meth-
ods, we design an approach for solving SOECs that has low data complexity and provides high
probability feasible solutions before convergence. As a first step, we cast SOEC as a root-finding
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problem involving a min-max level set function, which is challenging to solve because it is non-
smooth and includes high-dimensional expectations in the SOEC objective and constraints. To
solve this reformulation, we develop a stochastic feasible level-set method (SFLS) for root finding
that requires evaluating a “good” upper bound (we will make this notion of goodness precise in later
sections) on the challenging level set function at each iteration. We show that employing the mirror
descent method (Nemirovski et al. 2009) for computing such an upper bound requires approximat-
ing expectations in SOEC using SAAs at each iteration, which as already discussed above, leads
to high data complexity. To overcome this issue, we introduce an SSG method to upper bound the
level-set function by combining mirror-decent and online validation techniques, and in particular,
extending the latter technique, originally proposed for minimization problems (Lan et al. 2012),
to handle saddle point formulations. This method only requires stochastic values and gradients of
the objective and constraint functions, respectively, which can be constructed at low cost using a
small number of samples of ξi in (1), that is, it has low data complexity. Calls to our SSG method
return high-probability feasible solutions, which allows it to maintain an implementable solution
at each root-finding iteration.
We analyze the iteration complexity of SFLS to find a feasible solution path (i.e., sequence of
feasible solutions) that becomes relative ǫ-optimal with high probability. It is encouraging that
the dependence of this complexity on ǫ is 1/ǫ2, which is comparable to the method by Yu et al.
(2017) (labeled YNW1) that also finds an ǫ-optimal solution but only guarantees ǫ-feasibility at
convergence. In other words, the intermediate solutions generated by YNW are not necessarily
feasible. There is indeed a cost for ensuring feasibility in SFLS, which appears in the form of its
iteration complexity depending on a condition measure. Such condition measures do not influence
the complexity of YNW.
For deterministic constrained convex optimization problems, the level-set method (DFLS) of
Lin et al. (2018b) also guarantees a feasible solution path with its iteration complexity depending
on a condition measure. DFLS can be improved when the objective function has a finite-sum
structure as shown by Lin et al. (2018a). In principle, these DFLS based approaches can be applied
to solve SOECs by viewing them as deterministic problems. This perspective is restrictive because
it entails computing expectations in fi for i= 0,1, . . . ,m exactly or replacing them by SAAs. In
either case, the data complexity of DFLS will be high for reasons analogous to the ones already
discussed above related to the use of SAAs. Therefore, a fully stochastic approach is required to
achieve low data complexity when solving SOECs. We are not aware of prior efforts to develop
stochastic versions of level set methods – SFLS fills this gap. In particular, the level set approach
and the SSG oracles developed as part of SFLS, as well as their analysis, are novel.
1We abbreviate this method by YNW using the first letters of the last names of the authors.
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To assess the performance of SFLS, we provide implementation guidelines with supporting
theory and numerically evaluate SFLS on three applications: (i) approximate linear programming
for Markov decision processes, (ii) Neyman-Pearson multi-class classification with risk constraints,
and (iii) learning a classifier with fairness constraints. Feasibility plays a key role in each of these
applications for reasons mentioned earlier in the introduction. Approximate linear programs in
the first application are known special cases of SOECs. For the latter two applications, we propose
formulations that are SOECs. As algorithmic benchmarks, we consider YNW and DFLS. We find
that SFLS delivers feasible solutions quicker than YNW and in several cases also leads to smaller
optimality gaps. Moreover, when YNW computes infeasible solutions it is challenging to interpret
its objective value since it can be superoptimal, an issue that does not arise with SFLS. Both SFLS
and DFLS maintain feasible solution paths but SFLS produces feasible solutions with much smaller
optimality gaps due to its lower data complexity. In other words, DFLS requires significantly more
data passes to reduce the suboptimality of its solutions and will thus not be practical for solving
SOECs based on large data sets. Our findings underscore two important algorithmic insights: (i)
feasible SOEC solutions can be computed well before theoretical convergence criteria are satisfied
but doing this hinges on methods being able to emphasize feasibility; and (ii) ensuring that these
early feasible solutions have small optimality gaps requires approaches with low data complexity.
Both these properties are true for SFLS, while only the first and second properties, respectively,
hold for DFLS and YNW.
This paper is organized as follows. In §2, we introduce SFLS, analyze its oracle complexity, and
present a saddle-point reformulation of an SOEC. In §3, we discuss how the well-known stochastic
mirror descent algorithm provides an idealized stochastic oracle for SFLS and highlight issues that
complicate its use. In §4, we propose and analyze a new stochastic oracle to overcome these issues.
In §5, we analyze SFLS combined with this oracle and provide implementation guidelines. In §6, we
perform a computational study to understand the performance of SFLS across three applications
relative to two benchmark methods. We conclude in §7.
2. Stochastic Feasible Level-set Method
Level-set methods tackle a constrained convex optimization problem by transforming it into a one-
dimensional root-finding problem that is a function of a scalar level parameter r (Lemare´chal et al.
1995, Nesterov 2004). We develop in this section a stochastic and feasible level set method that
adds to this framework. We make the following standard assumption throughout the paper, which
ensures that a strictly feasible and sub-optimal solution exists.
Assumption 1 (Strict Feasibility). There exists a strictly feasible solution x˜ ∈ X such that
maxi=1,...,m{fi(x˜)− ri}< 0 and f0(x˜)> f ∗.
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The root-finding reformulation of (1) relies on the level-set function
H(r) :=min
x∈X
P(r,x) (2)
where r ∈R is a level parameter and
P(r,x) :=max{f0(x)− r, f1(x)− r1, . . . , fm(x)− rm} .
Note that the expectation constraints of SOEC are now in the objective function of (2). For a
given (r,x) ∈R×X , if P(r,x)≤ 0 then x is a feasible solution to (1). Formulations (1) and (2) are
further linked by known properties of H(r), which are summarized in the following lemma (based
on lemmas 2.3.4 and 2.3.6 in Nesterov 2004 and Lemma 1 in Lin et al. 2018b).
Lemma 1. It holds that
(a) H(r) is non-increasing and convex in r;
(b) H(f ∗) = 0;
(c) H(r)> 0, if r < f ∗ and H(r)< 0, if r > f ∗.
Part (a) of Lemma 1 highlights that H(r) is non-increasing and convex. Moreover, its part (b)
implies that r= f ∗ is the unique root of H(r) = 0. Therefore, one can use a root finding procedure
to generate both a sequence of level parameters r(1), r(2), . . . that converges to f ∗ and an associated
vector x(k) := argminx∈X P(r(k),x) at each iteration k. Computationally, when a level parameter
r(k
∗) ≈ f ∗ is found, the solution x(k∗) := argminx∈X P(r(k
∗),x) provides an “approximate” solution
to (1). From the perspective of feasibility, it is important whether we have r(k
∗)< f ∗ or r(k
∗) > f ∗.
To elaborate, if r(k
∗) < f ∗, then H(r(k
∗))> 0 by Lemma 1(c) and the corresponding solution x(k
∗)
need not be feasible to (1). On the other hand, if r(k
∗) > f ∗, we have H(r(k
∗)) = P(r(k∗),x(k∗))< 0
from Lemma 1(c) and the vector x(k
∗) is indeed a feasible solution. A root finding scheme
that ensures r(k) > f ∗ at each iteration k will thus return a sequence of feasible solutions
x(1),x(2), . . . ,x(k
∗), that is a feasible solution path, where k∗ is such that f ∗ < r(k
∗) < f ∗+ ǫ for a
given ǫ > 0 and, in addition, we have f0(x
(k∗)) ≤ r(k∗) from P(r(k∗),x(k∗))< 0. These inequalities
imply that f0(x
(k∗))− f ∗ ≤ ǫ. Thus, x(k∗) is an ǫ-optimal and feasible solution to (1) and it follows
that solving SOEC can be cast as a root-finding problem involving H(r).
Applying a root-finding algorithm to solve H(r) = 0 requires the exact computation of H(r)
at each iteration, which is difficult due to the nontrivial stochastic optimization in (2). Hence,
we consider an inexact root-finding method, henceforth stochastic feasible level set method
(SFLS), extending what is done in Lin et al. (2018b) and Aravkin et al. (2019) in a deterministic
setting. Level set methods require an oracle to compute an approximation U(r) of H(r). This
approximation is used to update r. A key element that we develop as part of SFLS is the notion
of a stochastic oracle, which we introduce next.
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Definition 1 (Stochastic Oracle). Given r > f ∗, ǫ > 0, and δ ∈ (0,1), a stochastic oracle
A(r, ǫ, δ) returns a value U(r) and a vector xˆ ∈ X that satisfy the inequalities P(r, xˆ)−H(r)≤ ǫ
and |U(r)−H(r)| ≤ ǫ with a probability of at least 1− δ.
Lemma 2 clarifies the importance of the conditions underpinning the above definition to ensure
a feasible solution to (1).
Lemma 2. Given r > f ∗, 0< ǫ≤− θ−1
θ+1
H(r), δ ∈ (0,1), and θ > 1, the vector xˆ ∈ X returned by
a stochastic oracle A(r, ǫ, δ) defines a feasible solution to (1) with probability of at least 1− δ.
This lemma states that a stochastic oracle can recover a high probability feasible solution provided
the optimality tolerance ǫ is less than − θ−1
θ+1
H(r).
Algorithm 1 formalizes the steps of SFLS to find an approximate root to H(r) = 0. Its inputs
include a stochastic oracle A; an initial level parameter value r(0) > f ∗, which exists because we
can set r(0) = f0(x˜) by Assumption 1; optimality and error tolerances ǫopt and ǫA, respectively; a
probability δ; and a parameter θ that defines a step length as 1/2θ. SFLS begins from the level
set defined by r(0). At each iteration k it executes lines 3 though 9. In line 3, SFLS computes
a probability δ(k) that is used in the stochastic oracle call of line 4 to obtain an approximation
U(r(k)) and a high probability feasible solution x(k). The probability δ(k) decreases with the
iteration count k, that is, the probabilistic guarantee required of the stochastic oracle becomes
more stringent to ensure the entire solution path is feasible with probability of at least 1− δ. Lines
5-7 model the termination condition, which involves checking whether the approximation U(r(k))
is greater than or equal to −ǫopt. If this condition holds, then the algorithm halts and returns the
incumbent solution x(k). Otherwise, r(k) is updated to r(k+1) in line 8 using U(r(k)) and θ. Line
9 increments the iteration counter. While SFLS belongs to the family of level set approaches, it
differs from known deterministic level set methods (see, e.g., Lin et al. 2018b and Aravkin et al.
2019) in its update step, termination criterion, and stochastic oracle.
We define the notion of an input tuple to ease the exposition of theoretical statements in the
rest of the paper.
Definition 2 (Input tuple). A tuple containing a subset of the elements r, r(0), ǫ, ǫA, δ, θ,
and γt is an input tuple if its respective components satisfy r > f
∗, r(0) > f ∗, 1≥ ǫ > 0, ǫA > 0,
δ ∈ (0,1), θ > 1, and γt = 1/(M
√
t+1), where M > 0 is a constant that is formally defined in (9).
Theorem 1 provides the maximum number of calls to the stochastic oracle by Algorithm 1 to obtain
a feasible and relative ǫ-optimal solution, which depends on a condition measure β of SOEC (1)
defined as
β :=− H(r
(0))
r(0)− f ∗ ∈ (0,1]. (3)
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Algorithm 1 Stochastic Feasible Level-Set Method (SFLS)
1: Inputs: A stochastic oracle A, a level parameter r(0) >f ∗, an optimality tolerance ǫopt > 0, an
oracle error ǫA > 0, a probability δ ∈ (0,1), and a step length parameter θ > 1.
2: for k=0,1, . . . , do
3: δ(k) =
δ
2k
.
4:
(
U(r(k)),x(k)
)
=A (r(k), ǫA, δ(k)).
5: if U(r(k))≥−ǫopt then
6: Halt and return x(k).
7: end if
8: r(k+1)← r(k)+U(r(k))/(2θ).
9: k← k+1.
10: end for
It is easy to see that β provides an assessment of the slope of H(r) at r = f ∗. Intuitively, for an
SOEC instance with a large β (i.e., well conditioned case), a root-finding method will be able to
move towards the root of H(r) faster compared to an instance with a small β (i.e., ill-conditioned
case). See Figure 2.1 of Lin et al. (2018b) for a graphical illustration of this statement.
Theorem 1. Given an input tuple (r(0), ǫ, δ, θ), suppose ǫopt = − 1θH(r(0))ǫ and ǫA =
− θ−1
2θ2(θ+1)
H(r(0))ǫ. Algorithm 1 generates a feasible solution at each iteration with a probability of
at least 1− δ. Moreover, it returns a relative ǫ-optimal and feasible solution with this probability in
at most
2θ2
β
ln
(
θ2
βǫ
)
calls to oracle A.
The bound on the number of oracle calls increases with θ because both the step-length 1/2θ
and the optimality tolerance ǫopt decrease with θ. The maximum number of oracle calls is also a
decreasing function of both the condition measure β and tolerance ǫ, that is, SFLS requires fewer
iterations for problems that are better conditioned and when ǫA and ǫopt are larger.
SFLS relies on the availability of a valid stochastic oracle A. Standard subgradient methods
cannot be used as oracles to solve (2) since computing a deterministic subgradient of P(r,x)
requires exact evaluations of fi for i = 0,1, . . . ,m (see Bertsekas 1999 or Danskin 2012, p.737),
which is challenging due to the high-dimensional expectations in the definition of these functions.
Indeed, the expectation in each fi can be replaced by a direct SAA to obtain a sampled version
Pˆ(r,x) of P(r,x). This replacement is also problematic as subgradients of Pˆ(r,x) provide biased
subgradients of P(r,x) due to the maximization in the definition of the latter function.
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To avoid this issue, we reformulate (2) into the equivalent min-max (i.e., saddle-point) form
H(r) =min
x∈X
max
y∈Y
{
m∑
i=0
yi(fi(x)− ri)
}
, (4)
where r0 := r and Y :=
{
y= (y0, . . . , ym)
⊤ ∈Rm+1|∑m
i=0 yi =1, yi ≥ 0
}
. Given x ∈ X , it is easy to
check that y∗ ∈ argmaxy∈Y
∑m
i=0 yi(fi(x)− ri) can be chosen as a unit vector with 1 corresponding
to an index i∗ ∈ argmaxi=1,...,m{fi(x)− ri} and zeros for the remaining indices. Let Ξ := Ξ0×Ξ1×
. . .×Ξm, ξ= (ξ0, ξ1, . . . , ξm)⊤ ∈ Ξ, Φ(x,y,ξ) :=
∑m
i=0 yi(Fi(x, ξi)− ri), and φ(x,y) := E [Φ(x,y,ξ)],
where to ease notation we suppress the dependence of φ and Φ on the level parameter r since it is
always equal to a fixed value when these functions are invoked. Therefore, (4) can be reformulated as
H(r) =min
x∈X
max
y∈Y
φ(x,y). (5)
Let φˆ(x,y) be an SAA of φ(x,y). Subgradients of φˆ(x,y) provide an unbiased estimate of
subgradients of φ(x,y) because there is no nonlinear operator (e.g., maximization) acting on the
expectation defining φ. The oracles that we discuss for SFLS in §§3-4 will thus solve (5).
3. Idealized Stochastic Oracle
In §3.1, we present stochastic mirror descent (SMD) in the form a stochastic oracle. In §3.2, we
establish that SMD is indeed a stochastic oracle that can be used in SFLS (i.e., Algorithm 1) and
then highlight computational issues that prevent its use. The discussion here serves a dual role.
First, it provides practical motivation and sets the stage for developing a tractable stochastic oracle
in §4. Second, it provides basic concepts on primal-dual methods needed throughout the paper,
also making the paper more accessible to readers potentially unfamiliar with such methods.
3.1 Stochastic Mirror Descent
Stochastic mirror descent (SMD) (Nemirovski et al. 2009) is a well-known primal-dual method
for solving saddle-point problems such as (5). SMD updates primal and dual variables x and y
of (5), respectively, by employing stochastic subgradients of φ(x,y) and a projection operator.
Let F ′i (x, ξi) ∈ ∂Fi(x, ξi) for i = 0,1, . . . ,m, where ∂ is the subgradient operator. We denote the
stochastic subgradient vector of φ(x,y) by
G(x,y,ξ) :=
[
Gx(x,y,ξ)
−Gy(x,y,ξ)
]
:=
[ ∑m
i=0 yiF
′
i (x, ξi)
−(F0(x, ξ0)− r0, F1(x, ξ1)− r1, . . . , Fm(x, ξm)− rm)⊤
]
.
The projection employed by SMD relies on a distance function, known as Bregman divergence,
that has as its argument z := (x,y) and operates over Z :=X ×Y. The space Z is equipped with a
convex and continuously differentiable distance generating function ωz(z) modulus 1 and a set of
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nonzero subgradients Zo := {z ∈ Z|∂ωz(z) 6= ∅}. The Bregman divergence V (z′,z) : Zo ×Z → R+
expressed using ωz is
V (z′,z) := ωz(z)− [ωz(z′)+∇ωz(z′)⊤(z− z′)].
The projection operator (or prox-mapping), for any ζ ∈ Rd+m+1, and z′ ∈ Zo, is defined as
Pz′(ζ) := argminz∈Z
{
ζ⊤(z− z′)+V (z′,z)}.
Algorithm 2 summarizes the steps of SMD presented in the form of a stochastic oracle. The
inputs to this algorithm are a level parameter r ∈R, an optimality tolerance ǫA > 0, a probability
δ ∈ (0,1), an iteration limit W (δ, ǫA) (we specify this limit later in Proposition 1), and a step-
length rule γt for all t∈Z+. Line 2 sets the initial solution z(0)= (x(0),y(0)). Algorithm 2 executes
lines 4 and 5 for W (δ, ǫA) iterations. At iteration t, line 4 constructs a stochastic subgradient
G(x(t),y(t),ξ(t)) using a sample ξ(t) of the random variables underlying the expectations in the
objective and constraints of (1). Line 5 computes a step-length weighted average z¯(t) of past solu-
tions. It also uses the stochastic subgradient computed in line 4 and a projection operator to find
an updated solution z(t+1). After exiting the for loop, line 7 uses the averaged primal solution x¯(t)
to compute an upper bound maxy∈Y φ(x¯(t),y) on H(r). The pair (U(x¯(t)), x¯(t)) is returned in line 8.
It is worth noting that the update in line 5 relies on subgradients of an SAA φˆ(x,y) (with a
single sample), which provides unbiased subgradients of φ(x,y), unlike the biased subgradients
that arise when working with SAAs of P(r,x) in the primal problem (2). In other words, a key
benefit of the primal-dual reformulation (4) is that its objective φ(x,y) allows the computation of
unbiased subgradients after using SAAs to replace exact expectations.
3.2 Validity of Stochastic Oracle and Computational Issues
We analyze below the validity of SMD as a stochastic oracle and also discuss its computational
tractability. Our analysis, based on Nemirovski et al. (2009), requires specifying the distance gen-
erating function ωz introduced in §3.1 and stating a standard assumption.
To define ωz, we equip X and Y with their own distance-generating functions ωx :X →Rmodulus
αx with respect to norm ‖ · ‖x and ωy :Y →R modulus αy with respect to norm ‖ · ‖y. This means
that ωx is αx-strongly convex, continuous on X , and continuously differentiable on the set of non-
zero subgradients X o := {x ∈ X |∂ωx(x) 6= ∅}. Similarly, ωy is αy- strongly convex, continuous on
Y, and continuously differentiable on Yo := {y ∈Y|∂ωy(y) 6= ∅}. Typical choices for ‖ · ‖x and ‖ · ‖y
are ‖ · ‖2 and ‖ · ‖1, respectively. In addition, it is common to set wx(x) = 12‖x‖22 and ωy(y) =∑m
i=0 yi lnyi. Defining the diameters of the sets X and Y as Dx :=
√
maxx∈X ωx(x)−minx∈X ωx(x)
and Dy :=
√
maxy∈Y ωy(y)−miny∈Y ωy(y), the distance-generating function associated with Z is
ωz(z) :=
ωx(x)
2D2x
+
ωy(y)
2D2y
.
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Algorithm 2 Stochastic Mirror Descent (SMD)
1: Inputs: Level parameter r ∈R, optimality tolerance ǫA > 0, probability δ ∈ (0,1), an iteration
limit W (δ, ǫA), and a step length rule γt for all t∈Z+.
2: Set z(0) := (x(0),y(0))∈ argminz∈Z ωz(z).
3: for t= 0,1, . . . ,W (δ, ǫA) do
4: Sample ξ(t) = (ξ(t)0 , ξ
(t)
1 , . . . , ξ
(t)
m )
⊤ and compute G(x(t),y(t),ξ(t)) .
5: Execute
z¯(t) := (x¯(t), y¯(t)) :=
∑t
s=0 γsz
(s)∑t
s=0 γs
,
z(t+1) := (x(t+1),y(t+1)) := Pz(t)(γtG(x
(t),y(t),ξ(t))).
6: end for
7: Compute U(x¯(t)) =maxy∈Y φ(x¯(t),y).
8: return (U(x¯(t)), x¯(t))
Next, the following standard assumption is needed to analyze SMD as well as other methods in
the rest of the paper. Denote by g(x,y) expectation of the (d+m+1)-dimensional vectorG(x,y,ξ),
that is, a deterministic subgradient. Moreover, let ‖·‖x and ‖·‖y represent the dual norms of ‖·‖∗,x
and ‖ · ‖∗,y, respectively.
Assumption 2. For any (x,y,ξ) ∈X ×Y×Ξ, there exist F ′i (x, ξi)∈ ∂Fi(x, ξi) for i= 0,1, . . . ,m
such that is well defined and satisfies
g(x,y) ∈
[
∂xφ(x,y)
∂y[−φ(x,y)]
]
,
where ∂x and ∂y represent the sub-differentials with respect to x and y, respectively. Moreover,
there exist positive constants Mx, My and Q such that
E
[
exp(‖Gx(x,y,ξ)‖2∗,x/M 2x)
]≤ exp(1), (6)
E
[
exp(‖Gy(x,y,ξ)‖2∗,y/M 2y )
]≤ exp(1), (7)
E
[
exp(|Φ(x,y,ξ)−φ(x,y)|2 /Q2)
]
≤ exp(1), (8)
for any x ∈X and y ∈Y, which indicate that Gx and Gy have a light-tailed distribution and their
moments are bounded.
Proposition 1 presents the iteration complexity of SMD, which follows from results in
Nemirovski et al. (2009), and in addition, establishes that SMD is a valid stochastic oracle, that
is, it satisfies Definition 1. The proof of this proposition relies on establishing that the primal-dual
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gap U(x¯(t))− L(y¯(t)) is guaranteed to be less than a given ǫA > 0 with a probability of at least
1− δ for a given δ ∈ (0,1), where L(y¯(t)) :=minx∈X φ(x, y¯(t)) and U(x¯(t)) is computed in Algorithm
2. We also require the following constants:
M :=
√
2D2x
αx
M 2x +
2D2y
αy
M 2y ; (9)
Ω(δ) :=max
{√
12 ln
(
24
δ
)
,
4
3
ln
(
24
δ
)}
. (10)
Proposition 1. Given an input tuple (r, ǫA, δ, γt), the SMD solution (x¯(t), y¯(t)) satisfies
U(x¯(t))−L(y¯(t))≤ ǫA with probability at least 1− δ in at most
W (δ, ǫA) =max
{
6,
(
8 (10MΩ(δ)+ 4.5M)
ǫA
ln
(
4 (10MΩ(δ)+ 4.5M)
ǫA
))2
− 2
}
gradient iterations. Moreover, SMD is a valid stochastic oracle.
When solving (5), the dependence of the iteration complexity on ǫA in Proposition 1 has an
additional ln(1/ǫA) term compared to the known SMD complexity dependence of 1/ǫ2A for solving
an unconstrained version of this problem. Moreover, the analogous complexity dependence on
δ inside logarithmic terms (see definition of Ω(δ)) in this proposition is comparable to the
unconstrained case.
We note that SMD is a valid stochastic oracle, exhibits a favorable iteration complexity, and
is based on unbiased subgradients of φ(x,y). Nevertheless, SMD is not directly implementable
because the upper bound U(x¯(t)) is challenging to compute exactly as the definition of φ(x,y)
embeds expectations. Replacing these expectations by an SAA leads to a biased estimate of the
upper bound U(x¯(t)). This bias can be reduced by using a large number of samples but doing this
would lead to an approach with high data complexity, which we would like to avoid. In other words,
although our saddle-point formulation facilitates the computation of unbiased subgradients needed
by SMD to obtain a near optimal and high probability feasible solution, its upper bound U(x¯(t)),
which serves as the constant U(r) returned by the oracle (see Definition 1), cannot be computed.
The aforementioned bound computation challenge is further exacerbated if one wishes to change
the stopping criterion of Algorithm 2 (i.e., line 3) from a maximum iteration limit to a bound on
the primal-dual gap U(x¯(t))−L(y¯(t)). In the latter case, implementing SMD would also entail the
computation of the lower bound L(y¯(t)), which suffers from analogous bias and data complexity
issues when expectations in its definition are replaced by SAAs. In addition, the optimization
problem over x in the definition of L(y¯(t)) is in general a high-dimensional non-smooth convex
optimization problem and solving such a problem multiple times is computationally burdensome.
Therefore, it is apriori unclear how one should go about designing a computationally tractable
oracle to overcome these issues and what the iteration complexity of such an oracle would be.
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4. Tractable Stochastic Oracle
In this section, we design a computationally viable stochastic oracle by combining SMD and an
online validation technique (Lan et al. 2012), and in particular, extending the latter technique
originally proposed for minimization problems to handle min-max saddle point problems. This
oracle overcomes the issues highlighted at the end of §3.2 by defining bounds that are (i) tractable
to compute with low data complexity and (ii) do not suffer from the bias issue when replacing
expectations in their definitions by SAAs, as was the case with the bounds U(x¯(t)) and L(y¯(t)).
We present our algorithm in §4.1 and prove that it is a stochastic oracle in §4.2, where we also
analyze its complexity.
4.1 Online Validation Based Stochastic Mirror Descent
Algorithm 3 contains the steps of our proposed online validation based stochastic mirror descent
(OVSMD) scheme, which differs from Algorithm 2 only in line 7, where the upper bound U(x¯(t))
on H(r) is replaced by uˆ
(t)
∗ . The quantity uˆ
(t)
∗ is an approximation of the following upper bound
obtained using the online validation technique:
u(t)∗ :=max
y∈Y
{
1∑t
s=0 γs
t∑
s=0
γs
[
φ(x(s),y(s))+ gy(x
(s),y(s))⊤(y−y(s))]
}
.
This upper bound holds because
1∑t
s=0 γs
t∑
s=0
γs
[
φ(x(s),y(s))+ gy(x
(s),y(s))⊤(y−y(s))]≥∑ts=0 γsφ(x(s),y)∑t
s=0 γs
≥ φ(x¯(t),y),
where the first inequality is true because gy is a subgradient with respect to y of the function
φ(x,y), which is concave in y, and the second inequality follows directly from the convexity of
φ(x,y) in x. Therefore, we have
u(t)∗ ≥U(x¯(t)) =max
y∈Y
φ(x¯(t),y)≥H(r), (11)
that is, u
(t)
∗ is an upper bound on H(r), albeit potentially weaker than U(x¯(t)). Computing u
(t)
∗
requires the exact evaluations of φ, gx and gy, which are not in general available because they involve
expectations. In contrast, the term uˆ(t)∗ computed in line 7 of Algorithm 3, which is stochastic
approximation of u
(t)
∗ , can be easily computed in an online manner by solving a simple linear
optimization problem.
As discussed in §3.2, replacing the iteration limit based stopping criterion by one that approx-
imates an optimality gap requires a lower bound on H(r). Following a similar argument to the
upper bounding case above, we define the lower bound
l(t)∗ :=min
x∈X
{
1∑t
s=0 γs
t∑
s=0
γs
[
φ(x(s),y(s))+ gx(x
(s),y(s))⊤(x−x(s))]
}
.
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Algorithm 3 Online Validation based Stochastic Mirror Descent: OVSMD
1: Inputs: Level parameter r ∈R, probability δ ∈ (0,1), optimality tolerance ǫA > 0, an iteration
limit T (δ, ǫA), and a step length rule γt for all t∈Z+.
2: Set z(0) := (x(0),y(0))∈ argminz∈Z ωz(z).
3: for t= 0,1, . . . , T (δ, ǫA) do
4: Sample ξ(t) = (ξ
(t)
0 , ξ
(t)
1 , . . . , ξ
(t)
m )
⊤ and compute G(x(t),y(t),ξ(t)) .
5: Execute
z¯(t) := (x¯(t), y¯(t)) :=
∑t
s=0 γsz
(s)∑t
s=0 γs
,
z(t+1) := (x(t+1),y(t+1)) := Pz(t)(γtG(x
(t),y(t),ξ(t))).
6: end for
7: Compute
uˆ(t)∗ :=max
y∈Y
{
1∑t
s=0 γs
t∑
s=0
γs
[
Φ(x(s),y(s),ξ(s))+Gy(x
(s),y(s),ξ(s))⊤(y−y(s))]
}
. (12)
8: return (uˆ
(t)
∗ , x¯(t))
Since φ(x,y) is convex in x, it follows that l
(t)
∗ ≤L(y¯(t)) =minx∈X φ(x, y¯(t))≤H(r). Although l(t)∗
is in general a weaker lower bound than L(y¯(t)), the former bound is computed by solving a linear
optimization problem as opposed to the potentially challenging non-smooth convex optimization
problem defining the latter bound. Finally, we employ an online validation based approximation
of l
(t)
∗ to avoid computing expectations and obtain
lˆ(t)∗ :=min
x∈X
{
1∑t
s=0 γs
t∑
s=0
γs
[
Φ(x(s),y(s),ξ(s))+Gy(x
(s),y(s),ξ(s))⊤(x−x(s))]
}
. (13)
Despite the computational tractability of uˆ
(t)
∗ and lˆ
(t)
∗ , these are stochastic quantities and
subject to noise. Hence they do not always provide valid bounds on H(r). In §4.2, we show that
lˆ
(t)
∗ and uˆ
(t)
∗ are nevertheless sufficiently close to H(r) with high probability after a finite number
of iterations (see Theorem 2).
4.2 Validity of Stochastic Oracle and Iteration Complexity
We establish here the validity of OVSMD (i.e., Algorithm 3) as a stochastic oracle and derive its
iteration complexity. Proposition 2 contains the two main ingredients underlying the analysis of
OVSMD. Part (i) of this proposition shows that for a given ǫA > 0 the inequality u
(t)
∗ − l(t)∗ ≤ ǫA
holds with high probability when t is sufficiently large. In other words, the deterministic quantities
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u
(t)
∗ and l
(t)
∗ computed using the OVSMD solutions provide “good” deterministic estimates of the
level set function H(r). This is not directly useful since OVSMD can only compute stochastic
approximations of these quantities, as already discussed in §4.1. Part (ii) of Proposition 2 establishes
that uˆ
(t)
∗ and lˆ
(t)
∗ are respectively close stochastic approximations of u
(t)
∗ and l
(t)
∗ at convergence with
high probability. It then follows that the quantities uˆ(t)∗ and lˆ
(t)
∗ are “good” stochastic estimates of
the level set function, and in particular, allows OVSMD to be used as a stochastic oracle.
Proposition 2. Given an input tuple (r, ǫA, δ, γt), OVSMD computes (x(t),y(t)), t= 1,2,3, . . . ,
such that:
(i) The inequality Prob{u(t)∗ − l(t)∗ > ǫA} ≤ δ holds in at most
max
{
6,
(
8 (10MΩ(δ)+ 4.5M)
ǫA
ln
(
4 (10MΩ(δ)+ 4.5M)
ǫA
))2
− 2
}
gradient iterations.
(ii) The inequalities Prob{|lˆ(t)∗ − l(t)∗ |> ǫA} ≤ δ and Prob{|uˆ(t)∗ −u(t)∗ |> ǫA} ≤ δ hold in at most
max
{
6,
(
8 (QΩ(δ)+ 8MΩ(δ)+ 2.5M)
ǫA
ln
(
4 (QΩ(δ)+ 8Ω(δ)M +2.5M)
ǫA
))2
− 2
}
gradient iterations.
Leveraging Proposition 2, Theorem 2 shows that OVSMD is a valid stochastic oracle and also
presents its iteration complexity.
Theorem 2. Given an input tuple (r, ǫA, δ, γt), the OVSMD guarantees P(r, x¯(t))−H(r)≤ ǫA
and |uˆ(t)∗ −H(r)| ≤ ǫA with probability at least 1− δ in at most
T (δ, ǫA) :=max
{
6,
(
16 (QΩ(δ)+ 10MΩ(δ)+ 4.5M)
ǫA
ln
(
8 (QΩ(δ)+ 10MΩ(δ)+ 4.5M)
ǫA
))2
− 2
}
gradient iterations. Moreover, OVSMD is a valid stochastic oracle.
Despite OVSMD being a tractable oracle, the dependence of its iteration complexity on both
ǫA and δ is identical to the analogous dependence seen with the idealized SMD oracle analyzed
in Proposition 1. Moreover, in terms of ǫA, OVSMD is only a ln(1/ǫA) worse than the known
complexity of SMD in the unconstrained case, where feasibility is not a concern.
5. SFLS with OVSMD as its Stochastic Oracle
In this section, we provide theoretical support for the use of OVSMD as SFLS’s stochastic oracle
in §5.1 and then discuss implementation guidelines in §5.2.
Lin, Nadarajah, Soheili, Yang: Stochastic Level-Set Method
16
5.1 Theoretical Analysis
Theorems 1 and 2 can be used to derive the (gradient) iteration complexity of SFLS when using
OVSMD as the stochastic oracle. We state this complexity in Corollary 1.
Corollary 1. Given an input tuple (r(0), ǫ, δ, γt, θ), let ǫopt = − 1θH(r(0))ǫ and ǫA =
− θ−1
2θ2(θ+1)
H(r(0))ǫ. Moreover, suppose OVSMD is chosen as the stochastic oracle A. Then SFLS
returns a relative ǫ-optimal and feasible solution with probability of at least 1− δ using at most
2θ2
β
ln
(
θ2
βǫ
)
OVSMD calls and
O
(
θ2
βǫ2
· ln
(
θ2
βǫ
)
· ln2
(
1
δ
)
· ln2
(
1
ǫ
))
gradient iterations.
This complexity result is somewhat idealistic because the inputs to SFLS, namely ǫopt and ǫA,
require knowledge of H(r(0)), which is difficult to compute exactly. A possible resolution is to com-
pute an upper bound on H(r(0)), denoted by U¯ , such that H(r(0))≤ U¯ < 0. If |U¯ | is much smaller
than |H(r(0))|, then the optimality tolerance ǫA will be substantially more stringent and thus lead
to a larger complexity than the iteration bound in Corollary 1. Therefore, to obtain a complete
theoretical assessment of the computational complexity of SLFS with OVSMD, it is important to
incorporate the cost of finding a U¯ that is comparable to H(r(0)) (i.e., |U¯ |=Ω(|H(r(0))|)).
Algorithm 4 Estimating an upper bound on H(r(0)) using OVSMD
1: Inputs: Level parameter r(0) > f ∗, initial approximation tolerance α¯ > 0, probability δ ∈ (0,1),
constant θ > 1, and a step length rule γh for all h∈ Z+.
2: Set h= 0 and α(0) = α¯.
3: repeat
4: Set δ(h)=
δ
2h+1
and α(h) =
α(0)
2h
.
5: Compute uˆ
(h)
∗ ←OVSMD(r(0), δ(h), α(h), γh).
6: until uˆ(h)∗ +α(h) < 0 and
uˆ
(h)
∗ −α(h)
uˆ
(h)
∗ +α(h)
≤ θ.
7: return U¯ = uˆ
(h)
∗ +α(h).
Fortunately, OVSMD can itself be used to compute the desired U¯ . We discuss the intuition behind
its use for this purpose and then formally state the result. Recall that H(r(0))< 0 since r(0) > f ∗.
We consider obtain an upper bound U¯ by solving (2) with r= r(0) and a small enough optimality
gap. By Theorem 2, OVSMD with r= r(0) can guarantee H(r(0))≤ uˆ(t)∗ + ǫA with high probability.
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This suggests setting U¯ = uˆ
(t)
∗ + ǫA. However, it is a priori unclear how small ǫA should be in order
to ensure U¯ < 0 and |U¯ |=Ω(|H(r(0))|). Therefore, we run OVSMD multiple times, starting from
a tolerance α(0) = α¯, geometrically reducing this tolerance after each run, and stopping this proce-
dure once U¯ = uˆ
(h)
∗ +α(h) < 0 and (uˆ
(h)
∗ −α(h))/(uˆ(h)∗ +α(h))≤ θ hold. We can then use Theorem 2
and the condition uˆ
(h)
∗ +α(h) < 0 to show that |H(r(0))|/|U¯ | ≤ (uˆ(h)∗ −α(h))/(uˆ(h)∗ +α(h))≤ θ, which
implies |U¯ |=Ω(|H(r(0))|). We formalize the aforementioned approach in Algorithm 4.
Theorem 3 establishes the complexity of employing Algorithm 4 to compute U¯ and subsequently
running SFLS leveraging this computation.
Theorem 3. Given an input tuple (r(0), ǫ, δ, γt, θ), suppose we compute U¯ using Algorithm 4 and
then execute SFLS to find a relative ǫ-optimal and feasible solution with a probability of at least
1− δ using ǫopt =− 1θ U¯ǫ, ǫA =− θ−12θ2(θ+1) U¯ǫ, and OVSMD as the stochastic oracle A. This procedure
requires in total at most
O
(
θ2
β
ln
(
θ2
(1− θ)βǫ
))
OVSMD calls and
O
(
1
β2
ln4
(
1
β
)
ln2
(
1
δ
))
+O
(
θ2
βǫ2
· ln
(
θ2
βǫ
)
· ln2
(
1
δ
)
· ln2
(
1
ǫ
))
gradient iterations.
Theorem 3 provides a realistic theoretical assessment of the computational burden of solving
SOECs using SFLS. Interestingly, it shows that running Algorithm 4 to compute U¯ before
executing SFLS and replacing the unknown term H(r(0)) in the definitions of ǫA and ǫopt with the
computed U¯ value does not change the overall big-O oracle and gradient iteration complexities in
Corollary 1, except for logarithmic terms.
The complexity of SFLS (combined with OVSMD) in Theorem 3 is comparable in terms of its
dependence on ǫ and δ to the complexity of the algorithm in Yu et al. (2017), which does not
ensure feasibility. This suggests that our procedure is efficient at ensuring feasibility. The cost of
ensuring feasibility, however, appears in the dependence of the SFLS iteration complexity on the
condition measure β. Such dependence is absent in approaches that do not ensure feasibility.
Another relevant comparison is with the deterministic feasible level set approach (DFLS) of
Lin et al. (2018b) and its variant in Lin et al. (2018a), which are both applicable to solve determin-
istic constrained convex optimization problems. The complexity of DFLS based methods depend
on the number of data points that define expectations and thus lead to large data complexity,
and in particular, have infinite complexity when expectations are defined over continuous random
variables. In contrast, the complexity of SFLS in Theorem 3 does not depend on the number of
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data points. In addition, compared to DFLS, the iteration complexity of SFLS has only additional
logarithmic factors involving ǫ and δ, which is encouraging, as the stochastic level set algorithm
(i.e., Algorithm 1) and OVSMD oracle need to contend with several challenges that arise due to
the presence of expectations in SOECs.
In summary, our theoretical analysis of SFLS and comparison with known complexities of state-
of-the-art approaches suggests that SFLS is effective in terms of iteration complexity at computing
a high probability feasible solution path for SEOCs, a much broader and challenging class of
problems than deterministic constrained convex programs. Moreover, a fully stochastic approach
such as SFLS is theoretically necessary to achieve low data complexity in this context.
5.2 Implementation Guidelines
As is common with first-order methods, the implementation of SFLS requires parameter tuning. A
direct implementation of SFLS in a manner consistent with Theorem 3 requires selecting r(0), ǫ, δ,
θ and γt; estimating constantsM and Q (needed to define T (ǫ, δ) in OVSMD); and then computing
U¯ . While these parameters can be estimated or approximated, we suggest a simpler implementation
strategy that largely side-steps such tuning. Firstly, we avoid pre-specifying the number of outer
iterations for SFLS and instead stop it based on a time limit. This is possible because the SFLS
outer iterations only affect the suboptimality of the incumbent feasible solution, that is, being
a feasible level set method, SFLS can return implementable solutions when terminated using a
bound on the CPU time. Secondly, to terminate each call to OVSMD we check if its computable
upper bound uˆ
(t)
∗ is strictly less than zero (i.e., uˆ
(t)
∗ < 0) with high probability. We perform this
check by tracking uˆ(t)∗ until it is both stable and becomes negative, where stability is a surrogate
for uˆ(t)∗ < 0 holding with high probability and can be computationally validated by developing
confidence bounds. Proposition 3 establishes that the aforementioned condition will be satisfied by
OVSMD and is sufficient to ensure the convergence of SFLS.
Proposition 3. Suppose we have an input tuple (ǫ, γt, θ) and ǫA = − θ−12θ2(θ+1)U¯ǫ, where U¯ is
computed using Algorithm 4. The following hold:
(i) Given r > f ∗, the stochastic upper bound uˆ(t)∗ computed by OVSMD satisfies uˆ
(t)
∗ < 0 with
probability at least 1− δ in at most T (δ, ǫA) iterations.
(ii) Given r(0) > f ∗, SFLS converges to an ǫ-optimal and feasible solution if each call to its stochas-
tic oracle OVSMD is terminated when uˆ
(t)
∗ < 0 holds with probability at least 1− δ.
Stopping OVSMD when uˆ
(t)
∗ < 0 holds with high probability does not imply that uˆ
(t)
∗ is a close
stochastic approximation of H(r) as required by Definition 1. As a result, the modified OVSMD
termination criterion may not ensure that the suboptimality of the feasible solutions decrease at
a geometric rate in the SFLS outer iterations. Such decrease is needed to derive the bound on the
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number of OVSMD calls specified by Theorem 3. Nevertheless, we find in our numerical experiments
that stopping OVSMD based on uˆ
(t)
∗ < 0 with high probability indeed leads to a geometric decrease
in the suboptimality of solutions. Overall, following the aforementioned strategy only requires the
choice of θ, r(0), and γt – a drastic reduction in implementation burden.
For choosing θ, we consider a discrete set of values and tune the algorithm, that is, we test the
performance of SFLS for a few iterations for each value, and select the one that leads to the largest
decrease in suboptimality. Selecting r(0) is easy when an initial feasible solution x˜ is available
because we have E [F0(x˜, ξ0)]> f
∗. In this case, we estimate E [F0(x˜, ξ0)] using an SAA and then set
r(0) to a larger value to account for approximation error and ensure we have r(0)> f ∗. If a feasible
solution is not readily available, we can find one by applying a minor modification of Algorithm 4
to solve
min
x∈X
max
y∈Y
{
m∑
i=1
yi(fi(x)− ri)
}
,
which does not include the term in (4) corresponding to i = 0, that is, f0 − r. Finally, the step
length can be specified as γt = 1/(c
√
t+1) for a given constraint c > 0, which is tuned. While c
is chosen as M in our theoretical analysis to simplify proofs, analogous results hold for a generic
constant c > 0. We omit these general results for the sake of brevity as they do not change the
dependence of our iterations bounds on ǫ, β, and δ.
6. Numerical Experiments
In this section, we evaluate the numerical performance of SFLS on three diverse SOEC appli-
cations: (i) approximate linear programs for solving Markov decision processes, (ii) multi-class
Neyman-Pearson classification, and (iii) learning with fairness constraints. SOECs in the first appli-
cation contain expectations of continuous random variables while those in the second and third
applications involve discrete random variables. Our first algorithmic benchmark is the stochastic
subgradient method YNW of Yu et al. (2017) as it is the only first order approach (we are aware
of) that can handle SOECs with multiple constraints. In addition, we also compare against the
deterministic feasible level-set method (DFLS) of Lin et al. (2018b) because it ensures a feasible
solution path. Specifically, comparing SFLS and DFLS allows us to evaluate the benefits of the
reduced data complexity in our stochastic approach. In §6.1, we describe our computational setup
and then the performance of algorithms on applications in §§6.2-6.4.
6.1 Computational Setup
We implemented SFLS, DLFS, and YNW in Matlab running on a 64-bit Microsoft Windows 10
machine with a 2.70 Ghz Intel Core i7-6820HQ CPU and 8GB of memory. We set ωx(x) =
1
2
‖x‖22
and ωy(y) =
∑m
i=0 yi lnyi in all three algorithms. The solution x˜= argminx∈X ωx(x) = 0 is feasible
for all three applications we considered and is used as an initial solution.
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We followed the guidelines in §5.2 when implementing SFLS and thus had to choose only r(0),
θ, and γt. We based r
(0) on the solution x˜. We tuned θ over the discrete set {2,5,10}. We selected
γt = 1/(c
√
t+1) and tuned c over the set of possible values {0.05,0.1,1,2,5}. We employed a
mini-batch technique to construct the stochastic gradients.
Similar to SFLS, DFLS solves the subproblem minx∈X P(r(k),x) approximately in the kth outer
iteration and uses the returned solution x(k) to update r(k) as r(k+1)← r(k)+P(r(k),x(k))/2. Follow-
ing Lin et al. (2018b), we use the standard subgradient descent method to solve this subproblem.
To apply DLFS, we constructed a deterministic version of each SOEC using SAAs of expectations.
We found, consistent with Lin et al. (2018b), that using SAAs in lieu of expectations over con-
tinuous random variables in the perishable control problem (first application) did not sufficiently
represent the original problem even when using a large number of samples. We thus omitted DFLS
as a benchmark for this application. This was not an issue for the remaining two applications
because expectations are defined over discrete random variables. To avoid the quality of SAAs
confounding our performance evaluation, we chose instances for these two applications such that
expectations can be evaluated exactly, albeit requiring more time.
We followed the guidance in Yu et al. (2017) to setup YNW. Specifically, we chose the control
parameters V and α as V =
√
T and α = T , respectively, as a function of the total number of
iterations T , where V is the weight of the gradient of the objective function and α is the weight of
the proximal term in the updating equation of x in YNW. Similar to SFLS, we used a mini-batch
technique to construct the stochastic gradients and evaluate the objective values.
6.2 Approximate Linear Programming for Markov Decision Processes
Approximate linear programs (ALPs) address the well-known curse of dimensionality associated
with directly solving large-scale Markov decision processes (MDPs; Puterman 1994) by computing
a value function approximation. We illustrate how our SFLS method can be applied to tackle ALPs,
and thus large-scale MDPs, by considering a challenging perishable inventory control problem with
partial backlogging and lead time. We begin by presenting the MDP for this problem and refer the
reader to Lin et al. (2019) for its derivation and detailed application context.
Consider the management of orders for a single product with a finite life time of I periods and
an order lead time of J periods, that is, the product takes J periods to be delivered from when
it is ordered and I periods to perish from receipt. The state space of the MDP is represented by
the vector
s= (z0, z1, . . . , zI−1, q1, q2, . . . , qJ−1)∈RI+J−1,
where qj, 1≤ j ≤ J − 1, denotes the order quantities that will be received j periods from now, and
zi, 0≤ i≤ I−1, the on-hand inventory with i periods of lifetime remaining. The order quantity a is
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at most a¯ and belongs to the interval [0, a¯], which implies zi ∈ [0, a¯] for i=1, . . . , I−1 and qj ∈ [0, a¯]
for j = 1, . . . , J−1. The element z0 of the state is bounded below by ls < 0 to allow limited or partial
backlogging, that is, any units backlogged beyond |ls| are lost sales. To ease exposition, we write s∈
S and a∈A to capture the state and action domains, respectively, and use s0 to represent the initial
state. Assuming orders are served on a first-come-first-serve basis, the MDP state transitions as
f(s, a) = (max{z1− (G− z0)+, ls−
I−1∑
i=2
zi}, z2, . . . , zI−1, q1, q2, . . . , qJ−1, a),
where G represents stochastic demand with distribution PG. Moreover, the cost associated with
ordering a at state s is
c(s, a) = γJcpa
+E
[
ch
(
I−1∑
i=1
zi− (G− z0)+
)
+
+ cb
(
G−
I−1∑
i=0
zi
)
+
+ cd (z0−G)++ cl
(
ls+G−
I−1∑
i=0
zi
)
+
]
,
where the per unit lost sale, disposal, purchasing, holding, and backlogging costs are cl, cd, cp,
ch, and cb, respectively; E is taken over G; and γ ∈ (0,1) is a discount factor. The infinite horizon
(discounted cost) MDP formulated using the aforementioned components can be solved using the
fixed point equations
V (s) =max
a∈A
c(s, a)+ γE[V (f(s, a))], ∀s∈ S.
ALPs approximate the high-dimensional MDP value function V (s) (Schweitzer and Seidmann
1985, de Farias and Van Roy 2003) using a linear combination of basis functions. We construct
the ALP value function approximation using an intercept τ and B basis functions φb : S 7→ R,
b = 1, . . . ,B, that is, V (s) ≈ τ +∑B
b=1 θbφb(s), where θ := (θ1, . . . , θB) ∈ RB is the basis function
weight vector. It is common to require that the pair (τ, θ) belongs to a compact set X . The VFA
weights are computed by solving
max
(τ,θ)∈X
τ +
B∑
b=1
θb
[
φb(s
0)
]
s.t. (1− γ)τ +
B∑
b=1
θb (φb(s)− γE [φb(f(s, a))])− c(s, a)≤ 0, ∀(s, a)∈S ×A.
The feasibility of the ALP constraints is important because it ensures that the objective function
of a feasible solution provides a lower bound on the optimal policy value, which can be used to
assess the suboptimality of heuristic policies (see, e.g., Proposition 4 in Adelman and Mersereau
2008). Thus, in principle, methods to solve ALP would benefit from emphasizing feasibility as we
do in SFLS.
Since the linear program above is semi-infinite, constraint sampling is a popular strategy to
approach its solution and obtain a high-probability feasible solution (de Farias and Van Roy 2004).
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Specifically, suppose we sample m state-action pairs (si, ai), i=1, . . . ,m. The ALP with constraints
corresponding to these samples takes the form of (1):
max
x=(τ,θ)∈X
f0(x) := τ +
B∑
b=1
θb
[
φb(s
0)
]
s.t. fi(x) := (1− γ)τ +
B∑
b=1
θb (φb(si)− γE [φb(f(si, ai))])− c(si, ai)≤ 0, i= 1,2, . . . ,m.
We solve this linear program in our experiments.
Following Lin et al. (2019), we constructed instances with I = 2 and J = 2, chose PG to be a
truncated normal in the interval [0,10] with mean 5 and the standard deviation 2, and fixed cp, cl,
a¯, ls, γ, and s
0 equal to 20, 100, 10, −10, 0.95, and (5,0,0), respectively. We experimented with
three instances based on the triple (ch, cd, cb) being equal to (2,10,10), (5,10,8), and (2,5,10).
We employed eighteen basis functions: z0, z1, q1, and {(z0 − ν)+, (z0 + z1 − 2ν)+, (z0 + z1 + q1 −
3ν)+, (2ν− z0− z1− q1)+, (ν− z1− q1)+|ν ∈ {E[G],G0.25,G0.5}}, where G0.25 and G0.5 are the 25-th
and 50-th quartiles of the demand distribution. The domain for the basis function weights X was
taken to be the box [−5,5]B+1. We chose m as 10,000.
Our SFLS implementation uses r(0) = 5, θ = 2, and the step length rule γt = 2/
√
t+1. We
do not report results for DFLS because, as alluded to in §6.1, obtaining a good deterministic
approximation using SAAs is non-trivial for the perishable inventory control problem. We use a
mini-batch technique with a batch size of 100 to construct stochastic estimates of the gradients
and function values of fi, i= 0, . . . ,m in both SFLS and YNW. We chose T equal to 100 in our
YNW implementation.
Figure 1 displays the performance of SFLS and YNW. The y-axes of the top subfigures report
the optimality gap f0(x) − f ∗ while these axes in the bottom subfigures show the feasibility of
solutions by plotting maxi=1,2,...,m{fi(x)−ri}. We track these measures as a function of the number
of iterations performed by each algorithm in the x-axis. To indicate the values of f0(x) − f ∗
and maxi=1,2,...,m{fi(x)− ri} corresponding to the high probability feasible solutions maintained
at each SFLS (outer) iteration we use line markers in Figure 1. The YNW curves have no line
markers as there are no outer iterations ensuring feasibility. Both methods find feasible ALP
solutions quickly, with SFLS finding solutions with larger constraint slack. Interestingly, despite
this feature of the SFLS solution path, it reduces the suboptimality of solutions faster than YNW,
suggesting that SFLS is able to balance optimality and feasibility well on these instances.
6.3 Multi-class Neyman-Pearson classification
Another application that gives rise to (1) is Neyman-Pearson classification. In multi-class classifi-
cation, there exist m classes of data, where ψi, i= 1,2, . . . ,m, denotes a random variable defined
using the distribution of data points associated with the i-th class. To classify a data point ψi to
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Figure 1 Performance of SFLS and YNW for solving approximate linear programs arising in perishable
inventory control.
one of the m classes, we rely on the same number of linear models xi, i= 1,2, . . . ,m. The predicted
class for ψ is argmaxi=1,2,...,mx
⊤
i ψ. High classification accuracy in this scheme requires x
⊤
i ψi−x⊤l ψi
with i 6= l to be large and positive (Weston and Watkins 1998, Crammer and Singer 2002), that
is, the classifiers have discriminatory power. Minimizing the expected loss E [φ(x⊤i ψi−x⊤l ψi)] is
one approach to promote this goal, where φ is a non-increasing convex loss function and E is
expectation taken over ψi.
Suppose misclassifying ψi has a cost that depends on i but not on the predicted class. We
propose a model that prioritizes classes with relatively higher misclassification costs using
constraints and simultaneously trains the set of m linear models by solving
min
‖xi‖2≤λ,
∀i=1,2,...,m
∑
l 6=1
E[φ(x⊤1 ψ1−x⊤l ψ1)], s.t.
∑
l 6=i
E[φ(x⊤i ψi−x⊤l ψi)]≤ ri, i= 2,3, . . . ,m, (14)
where it is assumed (without loss of generality) that class 1 has the highest misclassification
cost and the value of ri is chosen to capture the misclassification cost of class i. Here λ is a
regularization parameter. This formulation can be easily extended to handle the case where the
mis-classification cost depends on both the true and predicted classes. Indeed, (14) is of the
form (1). Infeasible solutions may result in large misclassification costs for some classes, which is
undesirable, and creates a need for methods that emphasize feasibility.
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Figure 2 Performance of SFLS, YNW, and DFLS on the multi-class Neyman-Pearson classification problem.
We created test instances using the multi-class classification LIBSVM datasets connect-4, covtype,
mnist and news20 from Chang and Lin (2019). We selected these instances as their size still allows
us to run DFLS in the manner discussed in §6.1. We summarize in Table 1 the number of classes,
the number of data points in each class, and the number of features in these four datasets. We chose
the loss function (14) to be the hinge loss φ(z) = (1− z)+. Let ψi follow the empirical distribution
over the dataset of class i for i= 1,2, . . . ,m, which implies that all the expectations in (14) become
finite-sample averages over data classes. We set the parameters λ= 5 and ri =m−1 for i= 2, . . . ,m.
To apply SFLS, we chose r(0) = 3, θ= 2, and γt = 0.05/
√
t+1 across all datasets. In DFLS, we
solve subproblems via standard subgradient descent with step size rule γt = 0.05/
√
t+1. We chose
T equals to 100 when using YNW. Both SFLS and YNW employed a mini-batch size of 1000 to
construct the stochastic gradients and the objective values.
Dataset Number of classes Number of instances Number of features
connect-4 3 67557 126
covtype 7 581012 54
mnist 10 60000 780
news20 20 15935 62061
Table 1 Characteristics of multi-class classification datasets from LIBSVM library
Figure 2 displays the performance of each method. The y-axes of the first row reports the term
f0(x)−f ∗, that is, it focuses on optimality, while this axis in the second row shows the feasibility of
solutions by plotting maxi=1,2,...,m{fi(x)−ri}. We track these measures as a function of the number
of equivalent data passes performed by each algorithm in the x-axis, where a data pass involves
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going over the number of data points equal to the size of the training data. This is possible since the
expectations in our instances are over discrete random variables. Tracking data passes allows us to
assess algorithms in terms of data complexity. Similar to Figure 1, we uses line markers to indicate
the values of f0(x)−f ∗ and max
i=1,2,...,m
{fi(x)− ri} corresponding to the solutions maintained at each
SFLS/DFLS outer iteration, while YNW has no line marker since it does not maintain feasibility.
On the connect-4 data set, SFLS maintains feasibility and reduces the optimaliy gap quite rapidly
after a few data passes. Interestingly, despite providing an initial feasible solution, YNW decreases
the optimality gap at the beginning by moving to a highly infeasible solution. The peformance of
both methods on the covtype and mnist are comparable. On the news20 data set, SFLS provides
feasible solutions with smaller optimality gaps sooner than the benchmark method. The comparison
of SFLS and YNW highlights the advantage of SFLS in terms of feasibility. Specifically, efficient
methods that do not emphasize feasibility could lead to highly infeasible solutions if terminated
prematurely (e.g., the connect-4 dataset).
DFLS also maintains a feasible solution path on all the datasets, as expected. However, its
optimality gap reduces at a much slower rate with the number of data passes compared to SFLS
because it uses deterministic subgradients based on the entire data set. These results thus under-
score the importance of developing methods, such as SFLS, with low data complexity to balance
optimality and feasibility.
6.4 Learning with Fairness Constraints
We consider learning a classifier with fairness constraints. Other examples include training pre-
dictive models with constraints on coverage rates, churn rates, and stability. Please see Goh et al.
(2016) for further motivation and a non-convex formulation. Here we provide a convex formulation
for these problems, which can be viewed as a tractable relaxation of the version in Goh et al. (2016)
that admits the SOEC structure (1).
Suppose (a, b) is a data point from a distribution D, where a is a feature vector and b∈ {1,−1}
is the class label. Let DM and DF denote two different distributions of features (that are not
necessarily labeled), which may represent male and female individuals. The goal is to train a
classifier a⊤x that minimizes classification loss. The correct classification of data vector a implies
that ba⊤x> 0. One can train such a classifier subject to fairness constraints by solving
min
‖x‖2≤λ
E(a,b)∼D[φ(−ba⊤x)] (15)
s.t. Ea∼DM [σ(a
⊤x)]≤ Ea∼DF [σ(a⊤x)]/κ,
Ea∼DF [σ(a
⊤x)]≤Ea∼DM [σ(a⊤x)]/κ,
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where λ is a regularization parameter, κ∈ (0,1] is a constant, φ is a non-increasing loss function,
σ(z) =max{0,min{1,{0.5+ z}},
and σ(a⊤x) ∈ [0,1] represents the probability of the (random) classifier x predicting a as positive.
Therefore, Ea∼DM [σ(a
⊤x)] and Ea∼DM [σ(a
⊤x)] represent the percentages of instances in DM and
DF predicted as positive, respectively. The first constraint guarantees that the percentage of the
positively predicted instances in DF is at least a κ fraction of that in DM . The second constraint
has similar interpretation. An analogous model was considered in Goh et al. (2016) but it involves
non-convex constraints.
Observing that φ(ba⊤x) = 1 − φ(−ba⊤x), we can reformulate the first constraint as
Ea∼DM [σ(a
⊤x)] +Ea∼DF [σ(−a⊤x)]/κ≤ 1/κ and approximate σ by max{0,0.5+ z}= (0.5+ z)+ so
that we obtain a convex constraint Ea∼DM [(a
⊤x+0.5)+]+Ea∼DF [(−a⊤x+0.5)+]/κ≤ 1/κ. Apply-
ing an analogous convex approximation to the second constraint, we obtain the following convex
formulation for training a classifier subject to fairness constraints:
min
‖x‖2≤λ
E(a,b)∼D[φ(−ba⊤x)]
s.t. Ea∼DM [(a
⊤x+0.5)+] +Ea∼DF [(−a⊤x+0.5)+]/κ≤ 1/κ,
Ea∼DF [(a
⊤x+0.5)+] +Ea∼DM [(−a⊤x+0.5)+]/κ≤ 1/κ.
The left hand side of the first constraint will be large if the classifier x is not “fair”, that is, it
makes a⊤x very negative for most of a from DM but very positive for most of a from DF . Similarly,
the left hand side of the second constraint will be large if the model x makes a⊤x very positive for
most of a from DF but very negative for most of a from DM . Choosing an appropriate κ ensures
that the obtained model is fair to both DM and DF . Indeed, a solution that violates constraints in
this formulation translates to a classifier that discriminates against one of the two classes.
For testing, we considered the “a9a” dataset, also used by Goh et al. (2016) and another dataset
dubbed “LoanStats” from Lending Club (2019). We chose λ= 5, κ= 0.95, and φ(z) = (1− z)+ in
each case. The distributions D, DM , and DF were defined as empirical distributions based on each
dataset as described below. The goal in the a9a dataset is to predict people making more than
50,000 USD. Following Goh et al. (2016), we used the 32,561 training instances (D) and the 16,281
testing instances in the dataset to construct the objective function and constraints, respectively.
Since we need male and female subsets to construct constraints, we further split the testing data
into 14,720 male instances (DM) and 1,561 female instances (DF ). The LoanStats dataset contains
information of 128,375 loans issued in the fourth quarter of 2018 and the goal is to predict if a loan
will be approved or rejected. After creating dummy variables, each loan is represented by a feature
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Figure 3 Performance of SFLS, YNW, and DFLS for solving the classification problem with fairness
constraints.
vector of 250 dimensions. We randomly partitioned the dataset into a set of 63,890 loans (D) used
to construct the objective function and a set of 64,485 loans used to build the constraints. We
further split the second set based on whether the feature “homeOwnership” equals “Mortgage”
(DM) or some other value (DF ) to obtain 31,966 and 32,519 loans in two subsets, respectively.
When implementing SFLS and DFLS methods, we set r(0) =1 and choose a mini-batch size of 500.
The values of other algorithmic parameters were identical to the choices made in §6.3.
Figure 3 displays the performance of SFLS, YNW, and DFLS as a function of data passes. The
interpretation of the axes and line markers in this figure are analogous to the ones in Figure 2. On
the a9a dataset, SFLS maintains a feasible solution path, as expected, while the YNW solutions are
initially infeasible and become feasible with more data passes. The SFLS optimality gap decreases
rapidly. The objective function value of YNW cannot be interpreted as an optimality gap when its
solutions are infeasible since the corresponding objective function value can be super optimal. This
feature is clearly visible on the LoanStats data. Here most of the YNW solutions are infeasible and
superoptimal, that is, f(x)−f ∗ is non-positive. The SFLS solution path continues to be feasible and
suboptimal on this dataset, with its suboptimality decreasing rapidly after a few outer iterations.
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DFLS also produces a feasible path but decreases the optimality gap slowly because its data
complexity is high, that is, it requires a large number of data passes. Similar to §6.3, we once again
find that the low data complexity of SFLS is critical to balance optimality and feasibility when
solving an SOEC.
7. Conclusion
We consider constrained optimization models where both the objective function and multiple
constraints contain expectations of random convex functions. These models, referred to as
stochastic optimization problems with expectation constraints (SOECs), arise in several machine
learning, engineering, and business applications. We develop a stochastic feasible level-set method
(SFLS) to solve SOECs, propose a tractable oracle to be used with SLFS, and analyze related
iteration complexities. SFLS’s total iteration complexity is comparable to stochastic subgradient
methods in terms of ǫ but depends on a condition number – the cost of requiring feasibility.
We evaluate the performance of SFLS across three applications involving approximate linear
programming, multi-class classification, and learning classifiers with fairness constraints. We find
that SFLS exhibits key advantages over existing methods. First, it ensures a feasible solution
path with high probability while an existing state-of-the-art stochastic subgradient method can
return highly infeasible solutions when terminated before conservative termination criteria are
met. Infeasibilities may void the use of a solution in practice, especially if constraints model
implementation requirements. Thus, the ability of SFLS to compute feasible solutions before
convergence is practically relevant. Second, SFLS computes feasible solutions with small optimality
gaps using only a few data passes owing to its low data-complexity, which is a desirable property
when expectations are defined using large datasets that are expensive to scan. In contrast to SFLS,
a recent deterministic feasible level set method exhibits high data complexity and large optimality
gaps. Our theoretical and numerical findings bode well for the use of SFLS to solve SOECs and
motivates further research into stochastic first order methods that emphasize feasibility.
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Electronic Companion
EC.1. Proofs of Theoretical Results
In this section, we provide the proofs of all technical results in the paper.
Proof of Lemma 2: Since r > f ∗, it follows from Lemma 1(c) that H(r) ≤ 0. Therefore,
since θ≥ 1 we have ǫ≤− θ−1
θ+1
H(r)≤−H(r). Moreover, by Definition 1, we have P(r, xˆ)≤H(r)+ ǫ
with probability of at least 1− δ, which implies that xˆ is a feasible solution to (2) since P(r, xˆ)≤
H(r)+ ǫ≤H(r)−H(r)≤ 0. 
Proof of Theorem 1 depends on the following lemma.
Lemma EC.1. Given an input tuple (r, ǫ, δ, θ), a stochastic oracle A(r, ǫ, δ) with 0 < ǫ ≤
− θ−1
θ+1
H(r) returns U(r) and xˆ such that θU(r) ≤H(r) ≤ P(r, xˆ) ≤ U(r)/θ with probability of at
least 1− δ.
Proof. The inequality H(r) ≤ P(r, xˆ) holds by definition of H(r). By definition of stochastic
oracle (Definition 1) and the property of ǫ, it follows that P(r, xˆ) ≤ H(r) + ǫ ≤ 2
θ+1
H(r),
H(r) ≤ U(r) + ǫ ≤ U(r)− θ−1
θ+1
H(r), and U(r) ≤ H(r) + ǫ ≤ 2
θ+1
H(r) hold with probability of at
least 1 − δ. Since r > f ∗, Lemma 1(c) implies that H(r) ≤ 0. Therefore, using the inequality
U(r)≤ 2
θ+1
H(r) we get U(r)≤ 0 and θU(r)≤ θ+1
2
U(r)≤H(r) since θ > 1. Finally, combining the
inequalities P(r, xˆ)≤ 2
θ+1
H(r) and H(r)≤ U(r)− θ−1
θ+1
H(r) (or equivalently H(r)≤ θ+1
2θ
U(r)), we
get P(r, xˆ)≤ 2
θ+1
· θ+1
2θ
U(r) =U(r)/θ. 
In the proof of Theorem 1 we need the following property of the condition measure β. In partic-
ular, it can be easily verified from the convexity of H(r) and H(r)− δ ≤H(r+ δ)≤H(r) for any
δ ≥ 0 (Lemma 2.3.5 in Nesterov 2004) that H(r)
r−f∗ is monotonically increasing in r on (f
∗, r(0)] and
−β = H(r
(0))
r(0)− f ∗ ≥
H(r)
r− f ∗ ≥−1, ∀r ∈ (f
∗, r(0)]. (EC.1)
Proof of Theorem 1: We first show that the Algorithm 1 generates a feasible solution at
each iteration with high probability. Let K be the largest value of k such that r(k) > f ∗ and the
following inequality holds:
ǫA =− θ− 1
2θ2(θ+1)
H(r(0))ǫ≤−θ− 1
θ+1
H(r(k)). (EC.2)
Notice that K ≥ 0 since 0< ǫ≤ 1≤ 2θ2 and H(r(0))≤ 0. It follows from Lemma EC.1 that with a
probability of at least 1− δ(k) we have,
θU(r(k))≤H(r(k))≤P(r(k),x(k))≤U(r(k))/θ, for any k≥ 0. (EC.3)
ec2 e-companion to Lin, Nadarajah, Soheili, Yang: Stochastic Level-Set Method
Since r(k+1) = r(k)+U(r(k))/(2θ), we have
r(k+1)− f ∗= r(k)− f ∗+U(r(k))/(2θ)≥ r(k)− f ∗+H(r(k))/2≥ 1
2
(r(k)− f ∗), (EC.4)
and
r(k+1)− f ∗= r(k)− f ∗+U(r(k))/(2θ)≤ r(k)− f ∗+ H(r
(k))
2θ2
≤
(
1− β
2θ2
)
(r(k)− f ∗) (EC.5)
with a probability of at least 1− δ(k), where the last inequalities in both (EC.4) and (EC.5) follow
from (EC.1). Inequality (EC.4) and the condition r(k) > f ∗ imply that r(k+1) > f ∗. Applying this
argument recurrently and using the fact that
∑∞
k=0 δ
(k) = δ, we have (EC.4), (EC.5) and r(k+1) >f ∗
holds for k= 0,1, . . . ,K. Therefore, since ǫA ≤− θ−1θ+1H(r(k))≤−H(r(k)) for k= 0,1, . . . ,K, Lemma 2
implies the solution x(k) generated at iteration k= 0,1, . . . ,K is feasible to (1) with a probability of
at least 1−δ. We next show that (EC.2) holds with a high probability until Algorithm 1 terminates.
By the definition of K, we know that (EC.2) is violated when k =K +1, i.e. − θ−1
2θ2(θ+1)
H(r(0))ǫ >
− θ−1
θ+1
H(r(K+1)). Since r(k+1) ≤ r(k) and H(r)
r−f∗ is monotonically increasing, we can show that
− θ− 1
2θ2(θ+1)
H(r(0))ǫ >−θ− 1
θ+1
H(r(K+1))≥−θ− 1
θ+1
H(r(K))
r(K+1)− f ∗
r(K)− f ∗ ≥−
θ− 1
2(θ+1)
H(r(K)),
(EC.6)
where the last inequality holds by (EC.4). Using the definition of ǫopt, (EC.6), and (EC.3) for
k=K (specifically, H(r(K))≤U(r(K))/θ), we have
− θ− 1
2θ(θ+1)
ǫopt=
θ− 1
2θ2(θ+1)
H(r(0))ǫ≤ θ− 1
2(θ+1)
H(r(K))≤ θ− 1
2θ(θ+1)
U(r(K))
which indicates that Algorithm 1 must stop before k =K+1. Therefore, SFLS generates a feasible
solution with a probability of at least 1− δ at each iteration before termination.
We now proceed to establish that the terminal solution of SFLS is relative ǫ-optimal solution. By
definition of P(r(k),x(k)) and (EC.3) it follows that f0(x(k))− r(k) ≤P(r(k),x(k))≤H(r(k))/θ2 ≤ 0
for all k. Hence,
f0(x
(k))− f ∗≤ r(k)− f ∗, for all k =0,1,2, . . . ,K. (EC.7)
Combining (EC.7) and r(k) − f ∗ ≤ (r(0)− f ∗)H(r(k))/H(r(0)) derived from (EC.1) stipulates that
with a probability of at least 1− δ:
f0(x
(k))− f ∗
r(0)− f ∗ ≤
H(r(k))
H(r(0))
≤ θU(r
(k))
H(r(0))
,
where we used (EC.3) in the second inequality. Hence, at termination of Algorithm 1 we get
f0(x
(k))−f∗
r(0)−f∗ ≤ ǫ since the algorithm stops when θU(r(k))≥H(r(0))ǫ.
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Finally we show that K :=
2θ2
β
ln
(
θ2
βǫ
)
. By recursively applying inequality (EC.5) we get
0≤ r(k)− f ∗≤
(
1− β
2θ2
)k
(r(0)− f ∗), for all k (EC.8)
with probability of at least 1− δ, which implies r(K)− f ∗ ≤−H(r(0))ǫ
θ2
for the choice of K. Hence,
we have −U(r(K))≤−θH(r(K))≤ θ(r(K)− f ∗)≤−ǫH(r(0))/θ where the first inequality follows by
(EC.3), the second by (EC.1), and the third by (EC.8). This indicates that the stopping criterion
of Algorithm 1 holds with a probability of at least 1− δ when k =K and SFLS requires at most
K calls to oracle A. 
Proof of Proposition 1: The proof of the first part directly follows from Proposition 3.2 in
Nemirovski et al. 2009. We only show that SMD is a valid oracle. It is straightforward to see that the
inequality U(x¯(t))−L(y¯(t))≤ ǫA implies P(r, x¯(t))−H(r)≤U(x¯(t))−H(r)≤U(x¯(t))−L(y¯(t))≤ ǫA,
where the first inequality holds since U(x¯(t)) is an upper bound on P(r, x¯(t)) and the second since
L(y¯(t)) is a lower bound on H(r). This indicates that the conditions provided in Definition 1 are
satisfied. 
To show part (i) of Proposition 2, we use known lemmas EC.2 and EC.3 as well as prove lemmas
EC.4 and EC.5. To prove part (ii) of this proposition we need Lemma EC.6. Before stating these
lemmas, we present some required notation and representations, which we present next. We denote
the diameter of Z with respect to ωz by
Dz :=
√
max
z∈Z
ωz(z)−min
z∈Z
ωz(z) = 1.
In addition, for any ζx ∈Rd, ζy ∈Rm+1, x′ ∈X o, y′ ∈Yo, and z′ = (x′,y′)∈Zo, it is easy to verify
for ζ = (ζx,ζy) that
Pz′(ζ) =
(
P xx′(2D
2
xζx), P
y
y′
(2D2yζy)
)
, (EC.9)
where P xx′(ζx) := argminx∈X{ζ⊤x (x − x′) + Vx(x′,x)} and P yy′(ζy) := argminy∈Y{ζ⊤y (y − y′) +
Vy(y
′,y)}.
Lemma EC.2 (Equation (2.37) and Lemma 6.1 in Nemirovski et al. 2009). 1. Let
ζ(t)x ∈ Rd, t = 0,1,2, . . . be a set of random variables, v(0) ∈ X o and v(t+1) = P xv(t)(ζ(t)x ) for
t= 0,1,2, . . .. For any v ∈X and t≥ 1, we have
t∑
s=0
(v(s)−v)⊤ζ(s)x ≤ Vx(v(0),v)+
1
2αx
t∑
s=0
∥∥ζ(s)x ∥∥2∗,x .
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2. Let ζ(t)y ∈ Rm+1, t= 0,1,2, . . . be a set of random variables, v(0) ∈ Yo and v(t+1) = P yv(t)(ζ(t)y )
for t= 0,1,2, . . .. For any v ∈Y and t≥ 1, we have
t∑
s=0
(v(s)−v)⊤ζ(s)y ≤ Vy(v(0),v)+
1
2αy
t∑
s=0
∥∥ζ(s)y ∥∥2∗,y .
3. Let ζ(t) ∈Rd+m+1, t= 0,1,2, . . . be a set of random variables, v(0) ∈Zo and v(t+1) =Pv(t)(ζ(t))
for t= 0,1,2, . . .. For any v ∈Z and t≥ 1, we have
t∑
s=0
(v(s)−v)⊤ζ(s) ≤ V (v(0),v)+ 1
2
t∑
s=0
∥∥ζ(s)∥∥2∗,z .
Lemma EC.3 (Lemma 2 in Lan et al. 2012). Let ξ(t) and σt > 0 for t= 0,1,2, . . . be respec-
tively a sequence of i.i.d. random variables and deterministic numbers; ξ[t] = (ξ(0),ξ(1), . . . ,ξ(t)); Et
the conditional expectation conditioning on ξ[t−1] for t≥ 1; and ψt(ξ[t]) be a measurable function
of ξ[t] such that either
Case A: Et
[
ψt
(
ξ[t]
)]
= 0 and Et
[
exp
(
ψt
(
ξ[t]
)2
/σ2t
)]
≤ exp(1), or
Case B: Et
[
exp
(∣∣ψt (ξ[t])∣∣/σt)]≤ exp(1) ,
almost surely for all t. Then for any Ω> 0, we have the followings:
In case A:
Prob


t∑
s=0
ψs >Ω
√√√√ t∑
s=0
σ2s

≤ exp(−Ω2/3).
In case B:
Prob
{
t∑
s=0
ψs > ‖σ[t]‖1+Ω‖σ[t]‖2
}
≤ exp(−Ω2/12)+ exp(−3Ω/4),
where σ[t] = (σ0, σ1, . . . , σt)
⊤.
Lemma EC.4 shows that the stochastic subgradient G(·, ·, ·) has a light-tailed distribution and
bounds the Bregmann distances. Define
∆t := G(x
(t),y(t),ξ(t))− g(x(t),y(t)) =
[
∆xt
−∆yt
]
:=
[
Gx(x
(t),y(t),ξ(t))− gx(x(t),y(t))
gy(x
(t),y(t))−Gy(x(t),y(t),ξ(t))
]
.
Lemma EC.4. The following inequalities hold:
Et
[
exp
(‖∆t‖2∗,z/(2M)2)]≤ exp(1), (EC.10)
Et
[
exp
(‖∆xt ‖2∗,x/(2Mx)2)]≤ exp(1), (EC.11)
Et
[
exp
(‖∆yt ‖2∗,y/(2My)2)]≤ exp(1). (EC.12)
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Moreover, when z′ = (x′,y′) := argminz∈Z ωz(z), we have
αx
2
‖x′−x‖2x ≤ Vx(x′,x)≤D2x, for all x∈X , (EC.13)
αy
2
‖y′−y‖2y ≤ Vy(y′,y)≤D2y, for all x∈Y, (EC.14)
1
2
‖z′− z‖2z ≤ V (z′,z) ≤D2z = 1, for all z∈Z. (EC.15)
Proof. Applying Jensen’s inequality and using the definitions of ‖ ·‖∗,z, M , and the inequalities
(6) and (7), we have
E
[
exp
(‖G(x,y,ξ)‖2∗,z/M 2)]
= E

exp

 2D2xαx ‖Gx(x,y,ξ)‖2∗,x+ 2D
2
y
αy
‖Gy(x,y,ξ)‖2∗,y
2D2x
αx
M 2x +
2D2y
αy
M 2y




≤
2D2x
αx
M 2xE
[
exp
(‖Gx(x,y,ξ)‖2∗,x/M 2x)]+ 2D2yαy M 2yE [exp(‖Gy(x,y,ξ)‖2∗,y/M 2y)]
2D2x
αx
M 2x +
2D2y
αy
M 2y
≤ exp(1). (EC.16)
Using (EC.16) and Jensen’s inequality, it follows that
∥∥g(x(t),y(t))∥∥2∗,z ≤ Et [∥∥G(x(t),y(t),ξ(t))∥∥2∗,z]≤M 2. (EC.17)
Hence, we have
Et
[
exp
(‖∆t‖2∗,z/(2M)2)]
≤Et
[
exp(2‖G(x(t),y(t),ξ(t))‖2∗,z/(2M)2) exp(2‖g(x(t),y(t))‖2∗,z/(2M)2)
]
,
≤Et
[√
exp(‖G(x(t),y(t),ξ(t))‖2∗,z/M 2) exp(1/2)
]
,
≤
√
Et
[
exp(‖G(x(t),y(t),ξ(t))‖2∗,z/M 2)
]
exp(1/2),
≤ exp(1/2) exp(1/2)= exp(1), (EC.18)
where the first inequality follows from the definition of ∆t and the inequality ‖a+ b‖2 ≤ 2a2+2b2
for any a, b ∈ R, the second from (EC.17), the third from Jensen’s inequality for concave
functions, and the fourth by inequalities (6) and (7). Following a similar argument, we can also
show that Et
[
exp
(‖∆xt ‖2∗,x/(2Mx)2)] ≤ exp(1) and Et [exp(‖∆yt ‖2∗,y/(2My)2)] ≤ exp(1). Finally,
inequalities (EC.13), (EC.14), and (EC.15) follow because ωx, ωy and ωz are modulus αx, αy and
1, respectively. 
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Lemma EC.5. Let νs,t :=
γs∑t
s′=0 γs′
. Given Ω > 0, Algorithm 3 computes (x(t),y(t)), t =
1,2,3, . . . , such that
Prob

u(t)∗ − l(t)∗ > 4
√
2ΩM
√√√√ t∑
s=0
ν2s,t+
2+2.5M 2
∑t
s=0 γ
2
s∑t
s=0 γs
+2.5ΩM 2
√√√√ t∑
s=0
γ2sν
2
s,t


≤ exp(−Ω2/3)+ exp(−Ω2/12)+ exp(−3Ω/4). (EC.19)
Proof. Since z(0) ∈ argminz∈Z ωz(z) and z(t+1) = Pz(t)(γtG(x(t),y(t),ξ(t))) in Algorithm 3, by
Lemma EC.2 we have, for any z ∈Z,
t∑
s=0
γs(z
(s)− z)⊤G(x(s),y(s),ξ(s))≤ V (z(0),z)+ 1
2
t∑
s=0
γ2s
∥∥G(x(s),y(s),ξ(s))∥∥2∗,z
≤ 1+ 1
2
t∑
s=0
γ2s
∥∥G(x(s),y(s),ξ(s))∥∥2∗,z , (EC.20)
where the second inequality follows by (EC.15). In addition, by definition of ∆t, for any z∈Z we
have
1∑t
s=0 γs
t∑
s=0
γs(z
(s)− z)⊤G(x(s),y(s),ξ(s))
=
∑t
s=0 γs(x
(s)−x)⊤gx(x(s),y(s))∑t
s=0 γs
−
∑t
s=0 γs(y
(s)−y)⊤gy(x(s),y(s))∑t
s=0 γs
+
∑t
s=0 γs(z
(s)− z)⊤∆s∑t
s=0 γs
(EC.21)
Applying (EC.20) to (EC.21) and reorganizing terms lead to∑t
s=0 γs(x
(s)−x)⊤gx(x(s),y(s))∑t
s=0 γs
−
∑t
s=0 γs(y
(s)−y)⊤gy(x(s),y(s))∑t
s=0 γs
≤
∑t
s=0 γs(z− z(s))⊤∆s∑t
s=0 γs
+
1+0.5
∑t
s=0 γ
2
s
∥∥G(x(s),y(s),ξ(s))∥∥2∗,z∑t
s=0 γs
.
Maximizing both sides of the above inequality over z ∈Z implies
u(t)∗ − l(t)∗ ≤
max
z∈Z
[∑t
s=0 γs(z− z(s))⊤∆s
]
∑t
s=0 γs
+
1+0.5
∑t
s=0 γ
2
s
∥∥G(x(s),y(s),ξ(s))∥∥2∗,z∑t
s=0 γs
. (EC.22)
Let v(0) = z(0) and v(t+1) = Pv(t)(−γt∆t) for t = 0,1,2, . . .. From Lemma EC.2 it follows that for
any z∈Z,
−
t∑
s=0
γs(v
(s)− z)⊤∆s ≤ 1+0.5
t∑
s=0
γ2s‖∆s‖2∗,z, (EC.23)
Rewriting z− z(s)= v(s)− z(s)+ z−v(s) and applying (EC.23) to (EC.22) yield
u(t)
∗
− l(t)
∗
≤
∑t
s=0 γs(v
(s)− z(s))⊤∆s∑t
s=0 γs
+
2+0.5
∑t
s=0 γ
2
s
(∥∥G(x(s),y(s),ξ(s))∥∥2
∗,z
+ ‖∆s‖2∗,z
)
∑t
s=0 γs
. (EC.24)
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We next find a probabilistic bound for the right hand side of the above inequality.
Bound on
∑t
s=0 γs(v
(s)−z(s))⊤∆s∑t
s=0 γs
: By our choice of z(0), i.e. z(0) = argminz∈Z ωz(z) and (EC.15),
for any s=0,1, . . . , t we have
‖v(s)− z(s)‖z ≤‖z(s)− z(0)‖z + ‖v(s)− z(0)‖z ≤
√
2V (z(0),z(s))+
√
2V (z(0),v(s))≤ 2
√
2. (EC.25)
Define ψs := νs,t(v
(s) − z(s))⊤∆s and σs := 4
√
2Mνs,t. Because ξ
(s) is independent of v(s) and
z(s), we have Es[ψs] = 0. In addition, it can be verified that ψ
2
s ≤ ν2s,t‖v(s) − z(s)‖2z‖∆s‖2∗,z ≤
8ν2s,t‖∆s‖2∗,z, where the second inequality holds by (EC.25). Using this inequality and (EC.18),
we get Es [exp (ψ
2
s/σ
2
s)] ≤ Es
[
exp
(‖∆s‖2∗,z/(2M)2)] ≤ exp(1). Hence, it follows from Case A in
Lemma EC.3 that
Prob


∑t
s=0 γs(v
(s)− z(s))⊤∆s∑t
s=0 γs
> 4
√
2ΩM
√√√√ t∑
s=0
ν2s,t

≤ exp(−Ω2/3). (EC.26)
Bound on
∑t
s=0 γ
2
s
(
‖G(x(s),y(s),ξ(s))‖2
∗,z
+‖∆s‖2∗,z
)
∑t
s=0 γs
: Define ψs := γsνs,t
(∥∥G(x(s),y(s),ξ(s))∥∥2∗,z +
‖∆s‖2∗,z
)
and σs := 5M
2γsνs,t. We then have
E [exp (|ψs|/σs)] =E
[
exp
(
‖G(x(s),y(s),ξ(s))‖2∗,z + ‖∆s‖2∗,z
5M 2
)]
=E

exp


∥∥G(x(s),y(s),ξ(s))∥∥2∗,z /M 2+4‖∆s‖2∗,z/(4M 2)
5




≤ 1
5
E

exp


∥∥G(x(s),y(s),ξ(s))∥∥2∗,z
M 2



+ 4
5
E
[
exp
(‖∆s‖2∗,z
4M 2
)]
≤ exp(1),
where the first inequality is from Jensen’s inequality and the second inequality is from (EC.16)
and (EC.18). Hence, from Case B in Lemma EC.3 it follows that
Prob


∑t
s=0 γ
2
s
(‖G(x(s),y(s),ξ(s))‖2∗,z + ‖∆s‖2∗,z)∑t
s=0 γs
> 5M 2
t∑
s=0
γsνs,t+5ΩM
2
√√√√ t∑
s=0
γ2sν
2
s,t


≤ exp(−Ω2/12)+ exp(−3Ω/4). (EC.27)
The conclusion is hence obtained by upper bounding the right hand size of (EC.24) using the
union bound of (EC.26) and (EC.27). 
Lemma EC.6. Let νs,t :=
γs∑t
s′=0 γs′
. Given Ω> 0, Algorithm 3 guarantees that
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Prob


∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣>
(
Ω(δ)Q+
4
√
2Ω(δ)DxMx√
αx
)√√√√ t∑
s=0
ν2s,t+
0.5+ 4D
2
xM
2
x
αx
∑t
s=0 γ
2
s∑t
s=0 γs
+
4Ω(δ)D2xM
2
x
αx
√√√√ t∑
s=0
γ2sν
2
s,t

≤ 6 exp(−Ω(δ)2/3)+ exp(−Ω(δ)2/12)+ exp(−3Ω(δ)/4) .
(EC.28)
and
Prob

∣∣uˆ(t)∗ −u(t)∗ ∣∣>
(
Ω(δ)Q+
4
√
2Ω(δ)DyMy√
αx
)√√√√ t∑
s=0
ν2s,t+
0.5+
4D2yM
2
y
αx
∑t
s=0 γ
2
s∑t
s=0 γs
+
4Ω(δ)D2yM
2
y
αx
√√√√ t∑
s=0
γ2sν
2
s,t

≤ 6 exp(−Ω(δ)2/3)+ exp(−Ω(δ)2/12)+ exp(−3Ω(δ)/4) .
(EC.29)
Proof. Since the proofs of (EC.28) and (EC.29) are very similar, we will only prove (EC.28). Let
l(t)(x) :=
1∑t
s=0 γs
t∑
s=0
γs
[
φ(x(s),y(s))+ gx(x
(s),y(s))⊤(x−x(s))] ,
and
lˆt(x) :=
1∑t
s=0 γs
t∑
s=0
γs
[
Φ(x(s),y(s),ξ(s))+Gx(x
(s),y(s),ξ(s))⊤(x−x(s))] .
Define δt := Φ(x
(t),y(t),ξ(t))− φ(x(t),y(t)). Using this definition and those of l(t)∗ =minx∈X l(t)(x),
lˆ(t)∗ =minx∈X lˆ(t)(x), and ∆t we have
∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣= ∣∣∣min
x∈X
lˆ(t)(x)−min
x∈X
l(t)(x)
∣∣∣
≤max
x∈X
∣∣∣lˆ(t)(x)− l(t)(x)∣∣∣
≤max
x∈X
∣∣∣∣∣
∑t
s=0 γs(x−x(s))⊤∆xs∑t
s=0 γs
∣∣∣∣∣+
∣∣∣∣∣
∑t
s=0 γsδs∑t
s=0 γs
∣∣∣∣∣ . (EC.30)
By (EC.9) and line 5 of Algorithm 2, we have x(t+1) = P x
x(t)
(2D2xγtGx(x
(t),y(t),ξ(t))). Let
w(0) = v(0) = x(0), w(t+1) := P x
w(t)
(−2D2xγt∆xt ) and v(t+1) := P xv(t)(2D2xγt∆xt ) for t= 0,1,2, . . .. From
Lemma EC.2 and (EC.13) it follows that
−
t∑
s=0
γs(w
(s)−x)⊤∆xs ≤
Vx(w
(0),x)
2D2x
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x ≤
1
2
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x,
t∑
s=0
γs(v
(s)−x)⊤∆xs ≤
Vx(v
(0),x)
2D2x
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x ≤
1
2
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x.
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Writing x−x(s) = x−w(s)+w(s)−x(s) and x(s)−x= v(s)−x+x(s)−v(s), these two inequalities
imply
t∑
s=0
γs(x−x(s))⊤∆xs ≤
t∑
s=0
γs(w
(s)−x(s))⊤∆xs +
1
2
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x,
t∑
s=0
γs(x
(s)−x)⊤∆xs ≤
t∑
s=0
γs(x
(s)−v(s))⊤∆xs +
1
2
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x.
Hence, ∣∣∣∣∣
t∑
s=0
γs(x−x(s))⊤∆xs
∣∣∣∣∣≤max
{∣∣∣∣∣
t∑
s=0
γs(w
(s)−x(s))⊤∆xs
∣∣∣∣∣ ,
∣∣∣∣∣
t∑
s=0
γs(x
(s)−v(s))⊤∆xs
∣∣∣∣∣
}
+
1
2
+
D2x
αx
t∑
s=0
γ2s‖∆xs‖2∗,x. (EC.31)
Applying (EC.31) in (EC.30), we get
∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣ ≤ max
{∣∣∣∣∣
∑t
s=0 γs(w
(s)−x(s))⊤∆xs∑t
s=0 γs
∣∣∣∣∣ ,
∣∣∣∣∣
∑t
s=0 γs(x
(s)−v(s))⊤∆xs∑t
s=0 γs
∣∣∣∣∣
}
+
0.5+ (D2x/αx)
∑t
s=0 γ
2
s‖∆xs‖2∗,x∑t
s=0 γs
+
∣∣∣∣∣
∑t
s=0 γsδs∑t
s=0 γs
∣∣∣∣∣ . (EC.32)
We next find a probabilistic bound for the right hand side of the above inequality.
Bounds on
∣∣∣∣∣
∑t
s=0 γs(w
(s)−x(s))⊤∆xs∑t
s=0 γs
∣∣∣∣∣ and
∣∣∣∣∣
∑t
s=0 γs(x
(s)−v(s))⊤∆xs∑t
s=0 γs
∣∣∣∣∣: The inequality (EC.13)
indicates that
‖w(s)−x(s)‖x ≤‖x(s)−x(0)‖x+ ‖w(s)−x(0)‖x ≤
√
2
αx
Vx(x(0),x(s))+
√
2
αx
Vx(x(0),w(s))
≤ 2
√
2Dx√
αx
. (EC.33)
Define ψs := νs,t(w
(s) − x(s))⊤∆xs and σs :=
4
√
2DxMxνs,t√
αx
. Since ξ(s) is independent of w(s) and
x(s), we have Es[ψs] = 0. Furthermore,
ψ2s ≤ ν2s,t
∥∥w(s)−x(s)∥∥2
x
‖∆xs‖2∗,x ≤ 8ν2s,t ‖∆xs‖2∗,xD2x/αx, (EC.34)
where the second inequality follows from (EC.33). Using the definition of δs, (EC.34), and
(EC.11)-(EC.12), it follows that Es[exp(ψ
2
s/σ
2
s)] ≤ exp(1). Hence Case A in Lemma EC.3 and
union bound we get
Prob


∣∣∣∣∣
t∑
s=0
νs,t(w
(s)−x(s))⊤∆xs
∣∣∣∣∣> 4
√
2Ω(δ)DxMx√
αx
√√√√ t∑
s=0
ν2s,t

≤ 2 exp(−Ω(δ)2/3). (EC.35)
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With a similar argument, we can also show
Prob


∣∣∣∣∣
t∑
s=0
νs,t(x
(s)−v(s))⊤∆xs
∣∣∣∣∣> 4
√
2Ω(δ)DxMx√
αx
√√√√ t∑
s=0
ν2s,t

≤ 2 exp(−Ω(δ)2/3). (EC.36)
Bound on
∑t
s=0 γ
2
s‖∆xs‖2∗,x∑t
s=0 γs
: Define ψs := γsνs,t‖∆xs‖2∗,x and σs := 4M 2xγsνs,t. Using (EC.11)-
(EC.12), it is easy to verify that Es [exp (|ψs|/σs)]≤ exp(1). Hence, from Case B in Lemma EC.3
we have
Prob


∑t
s=0 γ
2
s ‖∆xs‖2∗,x∑t
s=0 γs
> 4M2x
t∑
s=0
γsνs,t+4Ω(δ)M
2
x
√√√√ t∑
s=0
γ2s ν
2
s,t

≤ exp(−Ω(δ)2/12)+ exp(−3Ω(δ)/4).
(EC.37)
Bound on
∣∣∣∣∣
∑t
s=0 γsδs∑t
s=0 γs
∣∣∣∣∣: From definition of δs and (8), it follows that
Es [νs,tδs] = 0 and Es
[
exp((νs,tδs)
2/(νs,tQ)
2)
]≤ exp(1).
Hence by Case A in Lemma EC.3 and union bound we get
Prob


∣∣∣∣∣
t∑
s=0
νs,tδs
∣∣∣∣∣>Ω(δ)Q
√√√√ t∑
s=0
ν2s,t

≤ 2 exp(−Ω2/3). (EC.38)
The conclusion can be then obtained by upper bounding the right hand side of (EC.32) using
the union bound of (EC.35), (EC.36), (EC.37), and (EC.38). 
Proof of Proposition 2: (i) The definition of Ω(δ) in (10) guarantees exp(−Ω(δ)2/3) +
exp(−Ω(δ)2/12) + exp(−3Ω(δ)/4) ≤ δ. Recall that νs,t = γs∑t
s′=0 γs′
. With γs =
1
M
√
s+1
, it is
straightforward to verify the following inequalities:
t∑
s=0
ν2s,t =
∑t
s=0
1
s+1(∑t
s=0
1√
s+1
)2 ≤ 1+ ln(t+1)(
2
√
t+2− 2)2 , (EC.39)
∑t
s=0 γ
2
s∑t
s=0 γs
=
1
M
·
∑t
s=0
1
s+1∑t
s=0
1√
s+1
≤ 1
M
· (1+ ln(t+1))
2
√
t+2− 2 , (EC.40)
1∑t
s=0 γs
=
M∑t
s=0
1√
s+1
≤ M
2
√
t+2− 2 , (EC.41)
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t∑
s=0
γ2sν
2
s,t =
(
1
M
)2
·
∑t
s=0
1
(s+1)2(∑t
s=0
1√
s+1
)2 ≤ 2
(
1
M
)2(
2
√
t+2− 2)2 . (EC.42)
Applying these four inequalities to bound the terms in (EC.19), we get
Prob

u(t)∗ − l(t)∗ > 4
√
2Ω(δ)M
√√√√ t∑
s=0
ν2s,t+
2+2.5M2
∑t
s=0 γ
2
s∑t
s=0 γs
+2.5Ω(δ)M2
√√√√ t∑
s=0
γ2sν
2
s,t


≤Prob
{
u(t)∗ − l(t)∗ >
(
4
√
2Ω(δ)M +4.5M +2.5
√
2Ω(δ)M
) (1+ ln(t+1))
2
√
t+2− 2
}
≤Prob
{
u(t)
∗
− l(t)
∗
> (10Ω(δ)M +4.5M)
(1+ ln(t+1))
2
√
t+2− 2
}
≤ δ. (EC.43)
Given ǫA > 0, let ǫ
′ := ǫA/ (10Ω(δ)M +4.5M). When t≥max
{
6,
(
8 ln(4/ǫ′)
ǫ′
)2
− 2
}
, we have
1+ ln(t+1)
2
√
t+2− 2 ≤
2 ln(t+2)√
t+2
and
2 ln(t+2)√
t+2
is monotonically decreasing in t. Hence
1+ ln(t+1)
2
√
t+2− 2 ≤
2 ln(t+2)√
t+2
≤ ǫ ln((8/ǫ
′) ln(4/ǫ′))
4 ln(4/ǫ′)
≤ ǫ ln(4/ǫ
′)+ ǫ ln(2 ln(4/ǫ′))
2 ln(4/ǫ′)
≤ ǫ′. (EC.44)
Using the above inequality in (EC.43) we get Prob
{
u(t)
∗
− l(t)
∗
> (10Ω(δ)M +4.5M)ǫ′ = ǫA
} ≤ δ which
completes the proof.
(ii) We only prove this corollary for the lower bounds as the proof of upper bounds is similar. The choice
of Ω(δ) guarantees 6 exp(−Ω(δ)2/3) + exp(−Ω(δ)2/12) + exp(−3Ω(δ)/4) ≤ δ. Recall that νs,t = γs∑t
s′=0 γs′
.
Since γs =
1
M
√
s+1
, the inequalities (EC.39), (EC.40), (EC.41), and (EC.42) hold. Applying these four
inequalities to (EC.28) yields
Prob
{∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣> (Ω(δ)Q+8Ω(δ)M +2.5M) (1+ ln(t+1))
2
√
t+2− 2
}
≤Prob
{∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣>
(
Ω(δ)Q+
4
√
2Ω(δ)DxMx√
αx
+0.5M +
4D2xM
2
x
Mαx
+
4
√
2Ω(δ)D2xM
2
x
Mαx
)
(1+ ln(t+1))
2
√
t+2− 2
}
≤ δ, (EC.45)
where the first inequality follows from M 2 ≥ 2D
2
xM
2
x
αx
by (9).
Let ǫ′ := ǫA/ (Ω(δ)Q+8Ω(δ)M +2.5M). When t ≥max
{
6,
(
8 ln(4/ǫ′)
ǫ′
)2
− 2
}
, the inequality
(EC.44) holds which can be applied to (EC.45) to show that
Prob
{∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣> (Ω(δ)Q+8Ω(δ)M +2.5M) ǫ′ = ǫA}≤ δ.

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Proof of Theorem 2. We begin by establishing that the following inequalities hold with
high probability in at most T (δ, ǫ) number of iterations:
u(t)∗ − l(t)∗ ≤
1
2
ǫA,
∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣≤ 12ǫA, and
∣∣uˆ(t)∗ −u(t)∗ ∣∣≤ 12ǫA. (EC.46)
Given Ω(δ), parts (i) and (ii) of Proposition 2 imply that when
t≥max
{
6,
(
16 (Ω(δ)Q+10Ω(δ)M +4.5M)
ǫA
ln
(
8 (Ω(δ)Q+10Ω(δ)M +4.5M)
ǫA
))2
− 2
}
,
we have Prob
{
u
(t)
∗ − l(t)∗ > ǫA
2
}
≤ δ/3, Prob
{∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣> ǫA
2
}
≤ δ/3, and Prob
{∣∣∣uˆ(t)∗ − u(t)∗ ∣∣∣ >
ǫA
2
}
≤ δ/3. Hence, using union bounds we get
Prob
{
u(t)∗ − l(t)∗ ≤
ǫA
2
,
∣∣∣lˆ(t)∗ − l(t)∗ ∣∣∣≤ ǫA2 ,
∣∣uˆ(t)∗ −u(t)∗ ∣∣≤ ǫA2
}
≥ 1− δ.
To complete the proof we show that (EC.46) implies P(r, x¯(t))−H(r)≤ ǫA and
∣∣∣uˆ(t)∗ −H(r)∣∣∣≤ ǫA.
First note that we have
P(r, x¯(t))≤ u(t)∗ ≤ l(t)∗ +
ǫA
2
≤H(r)+ ǫA
2
≤H(r)+ ǫA, (EC.47)
where the first inequality follows from (11), the second from (EC.46), and the third holds since
l(t)∗ is a lower bound on H(r). Using (EC.46) and u
(t)
∗ ≤H(r)+ ǫA
2
, we get
uˆ(t)∗ ≤ u(t)∗ +
ǫA
2
≤H(r)+ ǫA
2
+
ǫA
2
=H(r)+ ǫA. (EC.48)
In addition,
uˆ(t)∗ ≥ u(t)∗ −
ǫA
2
≥H(r)− ǫA
2
≥H(r)− ǫA, (EC.49)
where the first inequality holds by (EC.46) and the second since u
(t)
∗ is an upper bound on H(r).
The inequalities (EC.47)-(EC.49) complete the proof. 
Proof of Corollary 1: The proof directly follows from theorems 1 and 2 and definition of β.

Lemma EC.7 below shows the number of iterations required by Algorithm 4 to find the upper
bound U¯ on H(r(0)).
Lemma EC.7. Given an input tuple (r(0), α¯, δ, γt, θ), Algorithm 4 terminates with probability of
at least 1− δ after at most
O
(
ln
(
θ
(θ− 1)β
))
OVSMD calls and
O
(
1
β2
(
log2
(
α¯
β
))4(
log
(
1
δ
))2)
gradient iterations. In addition, H(r(0))≤ U¯ < 0 and |H(r(0))|/|U¯ | ≤ θ hold at termination.
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Note that we use the O˜ complexity notation, which omits logarithmic terms, to simplify the
expression for the gradient iteration complexity.
Proof. We first prove that Algorithm 4 terminates with a probability of at least 1− δ. Consider
the hth iteration of this algorithm. Given uˆ
(h)
∗ returned by OVSMD, Theorem 2 guarantees with
a probability of at least 1− δ(h) that
uˆ(h)∗ −α(h) ≤H(r(0))≤ uˆ(h)∗ +α(h). (EC.50)
Since
∑∞
h=0 δ
(h) = δ, using union bound it is clear that (EC.50) holds for h = 0,1,2, . . . , with a
probability of at least 1 − δ. In addition, (EC.50) implies that uˆ(h)∗ + α(h) ≤ H(r(0)) + 2α(h) ≤ 0
when α(h) ≤ −H(r(0))/2. Furthermore, when α(h) ≤ − θ−1
2θ
H(r(0)) (which also indicates that
α(h) ≤−H(r(0))
2
since θ > 1 and H(r(0))≤ 0), we have
uˆ
(h)
∗ −α(h)
uˆ
(h)
∗ +α(h)
=
−uˆ(h)∗ +α(h)
−uˆ(h)∗ −α(h)
=
−uˆ(h)∗ +α(h)
−uˆ(h)∗ +α(h)− 2α(h)
≤ −H(r
(0))
−H(r(0))− 2α(h) ≤
1
1− θ−1
θ
= θ, (EC.51)
where the first inequality follows from the inequality −H(r(0)) ≤ −uˆ(h)∗ + α(h) and the fact that
the function x/(x − 2α(h)) is a decreasing function in x. (EC.51) indicates that as soon as
α(h) ≤ − θ−1
2θ
H(r(0)), the stopping criteria of Algorithm 4 hold and the algorithm terminates
with a probability of 1 − δ. Since α(h) = α(0)/2h = α¯/2h and β = Ω(|H(r(0))|), the inequality
α(h) ≤ − θ−1
2θ
H(r(0)) can be guaranteed in at most J := log2
(
2θα¯
(θ− 1)|H(r(0))|
)
= O
(
ln
(
θ
(θ−1)β
))
iterations. Furthermore, the inequalities (EC.50) and (EC.51) imply that at terminatopm
U¯ = uˆ
(J)
∗ +α(J) < 0 and
|H(r(0))|
|U¯ | ≤
uˆ
(J)
∗ −α(J)
uˆ
(J)
∗ +α(J)
≤ θ.
We next compute the total number of gradient iterations taken by Algorithm 4. Notice that by
Theorem 2, the h-th call of OVSMD requires at most T (δ(h), α(h)) iterations. Therefore, the total
number of iterations can be computed as
J∑
h=0
T
(
δ(h), α(h)
)
=
J∑
h=0
max

6,
(
16
(
Ω(δ(h))Q+10Ω(δ(h))M +4.5M
)
α(h)
ln
(
8
(
Ω(δ(h))Q+10Ω(δ(h))M +4.5M
)
α(h)
))2
− 2


=
J∑
h=0
O
(
Ω(δ(h))
α(h)
ln
(
Ω(δ(h))
α(h)
))2
=
J∑
h=0
O
(
h2h
α¯
log
(
1
δ
)
ln
(
h2h
α¯
log
(
1
δ
)))2
=
J∑
h=0
O
(
h22h
α¯
log
(
1
δ
))2
=
J∑
h=0
O
(
J422h
α¯2
log2
(
1
δ
))
=O
(
J4 log2(1/δ)
|H(r(0))|2
)
=O
(
log2(1/δ)
|H(r(0))|2
(
log2
(
α¯
|H(r(0))|
))4)
=O
(
1
β2
(
log2
(
α¯
β
))4(
log
(
1
δ
))2)
,
where we used Ω(δ(h)) =O
(
h log
(
1
δ
))
and α(h) = α¯
2h
in the second inequality, J =O
(
log2
(
α¯
|H(r(0))|
))
in the third and fourth equations, and |H(r(0))|=Θ(β). 
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Proof of Theorem 3: The proof of this theorem is a direct result of Corollary 1 and Lemma EC.7. In
particular, it is straightforward to see that the total number of OVSMD calls is
O
(
ln
(
θ
(θ− 1)β
))
+O
(
θ2
β
ln
(
θ2
βǫ
))
=O
(
θ2
β
ln
(
θ2
(1− θ)βǫ
))
.
In addition, the total number of gradient iterations can be computed as
O
(
1
β2
ln4
(
α¯
β
)
ln2
(
1
δ
))
+O
(
θ2
βǫ2
· ln
(
θ2
βǫ
)
· ln2
(
1
δ
)
· ln2
(
1
ǫ
))

