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Abstract 
 
What influence has the teacher on the mathematical performance of grade 6 students in the 
Netherlands? This study aims at identifying teacher practices using explanatory IRT that 
positively influence performance in mathematics of grade 6 students in the Netherlands. The 
study also compares the two-software packages lme 4 in R and proc nlmixed in SAS. 
Aim here is to explain the difference in computational speed and the behavior of the 
parameter values in different settings of the packages. First the development of performance 
in mathematics in the Netherlands is described. Then, based on previous research, teacher 
influence on performance is investigated. In the following section IRT and explanatory IRT 
are explained in depth. The problem of the intractable integral and how both software 
packages deal with this topic are elaborated. To investigate these two topics, 1619 grade 6 
students with 7465 observations and 102 grade 6 teachers with 1734 observations participated 
in the current research. Results show that the teacher does play a role in influencing the 
performance of mathematics of grade 6 students. R, and using 20 or more quadrature points in 
the non-adaptive Gaussian setting in SAS provide both accurate estimates. R is approximately 
1.7 times faster than this setting in SAS. In the discussion we consider the limitations and the 
methodological and educational implications of the results for future research. 
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1. Introduction 
1.1 Current study focus: statistical and substantive content 
The aim of this study is twofold. First, this study is about identifying teacher practices 
that can explain the mathematics performance of grade 6 students at the end of primary school 
with explanatory item response theory (IRT). Second, this study compares two different 
software packages capable of performing explanatory IRT.  
The importance of mathematics in our society, the development of mathematics in the 
Netherlands and research with regard to mathematics are described. Then the influence of 
teaching didactics on performance is explained. Hereafter, details of the statistical instrument 
of choice for the current research explanatory IRT are given. Then estimation methods in IRT 
and explanatory IRT and the two software packages from the current research, lme4 and 
proc nlmixed in SAS are described.  
 
1.2 Importance of mathematics in our society 
A human being living in our society must be able to perform basic calculations like 
division and multiplying. While in the grocery store calculating how much money you have 
left for shopping, while reading the newspaper on Monday morning for analyzing the soccer 
competition results, while preparing invoices for your business, multiplying and division are 
necessary skills.  In many physical sciences (e.g. physics, chemistry and astronomy) complex 
algorithms and advanced programming play an important role. An understanding of basic 
calculations for these kinds of studies is necessary. The government in the Netherlands 
recognizes the importance of mathematics and it is a core educational objective at the end of 
the primary school: “Pupils can perform the operations addition, subtraction, multiplication, 
and division with standard procedures or variants thereof, and can apply these in simple 
situations” (Dutch Ministry of Education, Culture and Sciences, 1998, p. 26). For the extent 
to which this objective is achieved, the Dutch National Institute for Educational Measurement 
(Cito) developed a test that has been periodically administered to the grade 6 students in the 
Netherlands. This is the so-called Periodic Assessment of the Education level (PPON), further 
called national assessment. 
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1.3 Development of performance in mathematics between 1997 and 2011 
 In 1986, the national assessment started, with the purpose of collecting data about the 
education curriculum and the education results in primary school. The purpose of these 
assessments is monitoring the development of mathematics ability and the mathematics 
curriculum at the primary school. Years in which assessments were conducted (until 2014) are 
1987, 1992, 1997, 2004 and 2011. During these collections of data a striking fact revealed 
itself: between the third assessment of 1997 and the fourth assessment in 2004 there was a 
strong performance decline in multi-digit multiplication and division (multi-digit is with 
larger numbers or decimal numbers, such as 348 : 15). In this period the percentage of grade 6 
students who reached the minimum level defined by experts in the field lowered from 77 
percent to 50 percent (Janssen et al., 2005). The performance level of students in multi-digit 
multiplication and division remained stable between 2004 and 2011 (Scheltens, Hemker & 
Vermeulen, 2013). Due to this worrisome development in multi-digit multiplication and 
division between 1997 and 2004, research investigating the causes of this decline started.  
 
1.3.1 Performance in mathematics between 1997 and 2004.  
Hickendorff, Heiser and Van Putten (2009) made a contribution to the explanation of 
this performance decline in division by investigating the strategies students used in solving 
the division problems in the assessments of 1997 and 2004. They used latent class analyses 
(LCA) to discover patterns in the used solution strategies by the students. This LCA revealed 
three distinct classes, which were characterized by application of one main strategy: digit-
based, non-digit-based written working and no-written-working. The class size of the digit-
based strategy went down from 0.43 in 1997 to 0.17 in 2004. The class size of the no-written-
working strategy rose from 0.16 in 1997 to 0.36 in 2004. Finally the class size of the non-
digit-based written working remained almost equal when comparing 1997 with 2004, namely 
0.27 in 1997 versus 0.31 in 2004. The remaining students are in a heterogeneous “other” 
class. 
In the next step Hickendorff et al. (2009) used explanatory IRT to investigate how this 
strategy use can predict the probability of solving a division problem correctly. This research 
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revealed that all three strategies were less accurate in 2004 than in 1997. The non-digit-based 
written working strategy showed the least decline. The probabilities on a correct answer per 
strategy of an average student on an average division problem in 1997 vs. 2004 were for non-
digit-based written working 0.77 vs. 0.67, for digit-based 0.83 vs. 0.66 and for no-written-
working 0.39 vs. 0.21. Both the digit-based and the whole-number-based strategy were 
significantly more accurate than the no-written-working strategy in both years. There was no 
significant difference in accuracy between the non-digit-based written strategy and the digit-
based strategy in both years.  
Hickendorff et al. (2009) investigated also the influence of the background variables 
gender, general mathematics level and parental background education on the performance of 
solving division problems of the students.  
The cross-tabulation of general mathematics level with the four different solution 
strategies showed that weak and medium students tend to benefit more from writing down 
their answers than strong students. Three-way cross-tabulation of year, gender and the four 
different solution strategies showed that the shift toward no-written-working could be 
attributed mainly to boys. One can conclude from this study (Hickendorff et al., 2009) that a 
shift in strategy use from accurate written strategies to less mental accurate strategies and a 
general decrease in accuracy (for all strategies) seem to have contributed to the decreased 
performances of grade 6 students on complex arithmetic in the Netherlands. The background 
variables general mathematics level, gender and parental background education seem also to 
be related to performance in complex arithmetic.  
Fagginger Auer, Hickendorff and Van Putten (2013) analyzed the fifth national 
assessment in 2011. Again, test booklets of the students were analyzed and answers were 
coded with regard to the used solution strategy: whole-number-based, digit-based, no-written-
working or other strategies. Table 1 shows examples of the solution strategies: digit-based, 
whole-number based and other written strategies.  
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Table 1 
  Examples of Solution Strategies 
Strategy Multiplication Division 
Digit-based  24 3 / 23.70 \ 7.90 
 
   19x                  21 
 
               216                    27 
 
 240+                    27 
 
               456                      0 
   Whole-number based   24 23.7 : 3 = 
 
    19x 15.00 - 5x 
 
  36                  8.7 
 
180                  6.00 - 2x 
 
  40                  2.70 
 
   200+                  2.70 – 0.90x 
 
 456                       0    7.90x 
   Other written strategies       24 x 20 = 480           3 x 7 = 21 
 
    480 - 24 = 456 3 x 7.50 = 22.50 
    3 x 7.90 = 23.70 
 
In the next step an LCA was performed to discover patterns in strategy use. Students 
seem to apply consequent one or two preferred strategies. Between 2004 and 2011 there were 
no significant changes in strategy use, both for division and multiplication. The percentage 
correct answers remained reasonably constant. After the changes between 1997 and 2004 
there seems to be a stabilization of the situation between 2004 and 2011. 
 
1.4 Influence teacher didactics on performance 
Research (Hickendorff et al., 2009) showed that strategy use plays an important role in 
Dutch multi-digit arithmetic. The classroom is the place where a student learns about this 
strategy use. The teacher, who is an important person in the classroom, plays a crucial role in 
the learning process of this strategy use. According to the Royal Netherlands Academy of 
Arts and Sciences (2009), the teacher plays a crucial role in the learning process of the 
student. Slavin and Lake (2008) found in their meta-analysis that programs that are aimed at 
changing certain class practices are more effective in their effect on the mathematics study 
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results of the students than programs that restrict themselves to changes in the curriculum. 
Conclusion is that the key for an improvement in mathematical performance of the students 
lies in an improvement of the interaction between teacher and student. Successful programs in 
this perspective were focused on teacher didactics and effective time management, on keeping 
students involved and productive, on the way students are stimulated to help each other and 
learn from each other and on motivating students (Slavin & Lake, 2008).  
One-way to judge a teacher is based on the results they achieve with their students, the 
so called “teacher effectiveness” (Royal Netherlands Academy of Arts and Sciences, 2009). 
These results vary in a wide range from knowledge to motivation and schools wellbeing (how 
happy is the student at school). One conclusion from the Royal Netherlands Academy of Arts 
and Sciences (2009) is that “the teacher makes a difference”. Nye, Konstantopoulos and 
Hedges (2004) found that there are relevant differences in learning progress in mathematics 
teachers attain with their students. A second conclusion, which can be drawn, is that the effect 
size of teacher effectiveness research can vary, due to aspects, such as the choice of the 
effectiveness criterion, the nature of the student population and the use or non-utilization of 
random school effects (Royal Netherlands Academy of Arts and Sciences, 2009). For 
example: Nye et al. (2004) conclude that the teacher effects are bigger for mathematics than 
language, but Palardy and Rumberger (2008) conclude the opposite. So there can be 
differential teacher effects, depending on the aspects researchers include in their work. In any 
case scientific research confirms the crucial role of the teacher in mathematics education 
(Royal Netherlands Academy of Arts and Sciences, 2009).  
Multiple studies regarding mathematics didactics and performance used just grade 6 
students in their sample. For this reason the results of these studies are interesting for the 
current study. The used effect size (ES) in these studies is the standardized mean difference 
between conditions divided by the pooled standard deviation. 
At the end of primary school in the Netherlands, students score the CITO end test, 
which test the overall level of the student in diverse topics (e.g. geography, mathematics, 
history and Dutch grammar). The CITO end score is important in the admission procedure for 
high school. Harskamp (1988) found small to negligible differences (ES = 0.09, ES = 0.06) in 
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performance on the CITO end score in favor of the realistic mathematics textbooks, where 
mathematics problems often are embedded in experientially real situations (Hickendorff et al., 
2009) compared to more traditional mathematics textbooks. Janssen, van der Schoot, Hemker 
and Verhelst (1999) showed that in 1997 the difference between the highest and lowest 
performance with regard to mathematic textbook is medium (ES = 0.53) and that the 
differences in calculation performances within a mathematic textbook (whole-number-based 
or digit-based) were larger than the differences in calculation performances between whole-
number-based and digit-based mathematics textbooks. In the national assessment of 2004, a 
distinction in mathematics textbooks was omitted because 80 percent of the schools used a 
new mathematics textbook as a consequence of the introduction of the euro in 2002 (Janssen, 
van der Schoot & Hemker, 2005). Scheltens et al. (2013) included a mathematics textbooks 
comparison analyses in the national assessment of 2011 and found that the results achieved 
with the mathematics textbook “world in numbers” were significantly better than the results 
achieved with the other mathematic textbooks with regard to basic operations (addition, 
subtracting, multiplication and division).  
A less qualitative education process (quality care, education curriculum, education 
didactics and student care) was found at schools that perform weak at mathematics compared 
to the mean performance of schools measured by the CITO end score (Dutch inspection of 
education, 2008). The effect sizes (differences between schools who perform strong and 
schools who perform weak at calculation compared to the mean performance of schools 
measures by the CITO end score) vary from ES = 0.22 (school controls for effects student 
care) to ES = 0.39 (school spends sufficient amount of lessons on the curriculum). 
Two other developments in the school system in the Netherlands emphasize the 
importance of class management skills (e.g. differentiation). First, in 2004, all mathematics 
textbooks in the Netherlands were based on the whole-number-based method (Royal 
Netherlands Academy of Arts and Sciences, 2009). This method gives the teachers in the 
classroom a lot of freedom with regard to the investments of the students and the interaction 
between students. As a consequence the teacher must have skills to manage this freedom. 
Second, under influence of the so-called “tailored education” since the nineties, the education 
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on the primary school in the Netherlands is more and more individualized. Students benefit 
from support while learning mathematics skills in the form of instruction and exercise with 
the whole class or in groups (Slavin & Lake, 2008), which in this individualized education is 
difficult. This asks for an effective and efficient approach of the teacher on his situation. 
Education and refreshment courses for teachers are in these contexts important, because there 
teachers can develop their class management skills. Given the in paragraph 1.2.2 mentioned 
performance decline within the solution strategies used to solve the problems in the national 
assessment, we conclude that with regard to the content of this paragraph, investigating the 
role of grade 6 teacher practices in mathematics is desirable.  
 
1.5 IRT fundamentals and explanatory IRT 
 A proper way to investigate this role of grade 6 teachers in mathematics is by the use 
of explanatory item response models. For clarification, first the fundamentals of item response 
theory (IRT) will be explained. Then the focus will be directed to explanatory IRT.  
 In the 20th century, classical test theory played a significant role in psychological test 
development (Gulliksen, 1950; Spearman, 1907, 1913). In classical test theory, the sum score, 
XOp, of the person on the items is utilized to estimate the trait level of a person. In the 
classical test theory model the independent variables are the person’s true score on the trait, 
XTp, and the person’s error on the testing occasion, XEp. The independent variables 
amalgamate additively resulting in XOp (Embertson & Reise, 2000). 
 
XOp = XTp + XEp 
 
(1) 
As described in Embretson and Reise (2000), the introduction of model based 
measurement by Lord and Novick (1968) launched a revolution in test theory. IRT is such 
model-based measurement where the trait level estimate of a person is estimated based on 
both the responses of the person and on the properties of the items that are administered 
(Embretson & Reise, 2000).  The simplest IRT model is the binary Rasch (1960) model, 
where the dependent variable is the dichotomous response (usually correct vs. incorrect) of a 
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person to an item. In the Rasch model, the independent variables trait score of a person and 
item difficulty, which are combined additively, have to be linked by a nonlinear function to 
the dependent dichotomous response variable. In the Rasch model, the logistic function serves 
this purpose. The resulting formula is: 
  𝑃�𝑌𝑝𝑝 = 1�𝜃𝑝,𝛽𝑝� = exp�𝜃𝑝 −  𝛽𝑝�1 + exp (𝜃𝑝 −  𝛽𝑝) (2) 
 
This is a logistic regression model with the logit as the relevant link (Agresti, 2013) 
where the probability of a correct response of subject p on item i depends on the latent trait 
level 𝜃𝑝 and the difficulty of the item 𝛽𝑝. Assumed is that the subject is randomly selected 
from the population where θ is distributed according 𝜃~ N(0,𝜎𝜃2). The expression   exp�𝜃𝑠𝑝 −  𝛽𝑝� signifies to take the natural antilog of the difference between the person and 
the item parameter (Embretson & Reise, 2000). So, if ability is higher than difficulty, then the 
probability of a correct response is higher than the probability of an incorrect response. 
 As described in De Boeck and Wilson (2004), when analyzing test data two very 
widespread types of scientific questions might come to light. In the first type of questions lies 
the attraction in the underlying variable that the test is designed to measure, the so-called 
‘latent’ variable. Here the level of the individual person is the most important. This can be 
seen as the measurement approach. On the other hand, when one is not interested in the 
measurement of the individual person, but more in questions that are in pursuit of relating 
other variables to the item responses of the test, analyzing test data can be seen as an 
explanatory approach (De Boeck & Wilson, 2004). This is called an explanatory approach, 
because the goal is to explain the responses on the items considering other variables. The 
other variables, where the responses on the items are possibly related to can belong to the 
examinees (person predictors, e.g. gender), to the items (item predictors, e.g. division or 
multiplication problem) and can belong to variables that differ between and within examinees 
(person by item predictors, e.g. strategy used per item) (De Boeck & Wilson, 2004). The 
person predictors are denoted 𝑍𝑝𝑝 (j = 1,…, J) with regression parameters 𝜁𝑝 . The item 
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predictors are denoted 𝑋𝑝𝑖  (k = 1,…, K) with regression parameters 𝛽𝑖. Person-by-item 
predictors are denoted 𝑊𝑝𝑝ℎ (i = 1, … , I and h = 1, … , H), and have regression parameters 
𝛿𝑝ℎ. These explanatory parts enter the model in (2) as follows, with indices i for items, p for 
persons, h for strategies, j for the person covariate used as predictor variable and k for the 
item covariate used as predictor variable 
 
𝑃 � 𝑌𝑝𝑝 = 1 | 𝑍𝑝1  … 𝑍𝑝𝑝 ,𝑋𝑝1 …  𝑋𝑝𝑖 ,𝑊𝑝𝑝1 …𝑊𝑝𝑝𝑝� 
 = � exp(∑ 𝜁𝑝𝑍𝑝𝑝 + ∑ 𝛽𝑖𝑋𝑝𝑖𝑖𝑖=1 +  ∑  𝛿𝑝ℎ𝑊𝑝𝑝ℎ +  𝜖𝑝) 𝑝ℎ=1𝑝𝑝=11 +  exp(∑ 𝜁𝑝𝑍𝑝𝑝 + ∑ 𝛽𝑖𝑋𝑝𝑖𝑖𝑖=1 +  ∑  𝛿𝑝ℎ𝑊𝑝𝑝ℎ +  𝜖𝑝) 𝑝ℎ=1𝑝𝑝=1  𝑔(𝜖)𝑑𝜖 
(3) 
 
𝑃(𝑌𝑝𝑝 = 1) is the probability of a correct response of subject p on item i. As described in 
Hickendorff et al. (2009) a premise is that the person specific error parameters 𝜖𝑝 arise from 
the common density 𝑔(ϵ ).  𝑔(ϵ )  is a normal distribution, with mean set to 0 to get the scale 
identified, i.e., 𝜖𝑝 ~ 𝑁(0, 𝜎𝜖 2 ) 
 
1.5.1 Estimation in item response theory models.  
One particular problem in estimating IRT model parameters is that multiple 
parameters are unknown (i.e. person, item). As described in Embretson and Reise (2000) 
three well-liked estimation methods for IRT parameters are based on the maximum likelihood 
(ML) principle. This principle is based on the likelihood function, which spells out that given 
the data, for a chosen probability distribution, the likelihood function is the probability of this 
data, treated as a function of the unknown parameters. The maximum likelihood estimate is 
the parameter value that maximizes this function (Agresti, 2013). The Newton-Raphson 
procedure is a repeating search process for the estimate(s) in which the parameters are 
continuously improved.  
The three popular estimation methods for IRT models are joint maximum likelihood 
(JML), conditional maximum likelihood (CML) and marginal maximum likelihood (MML) 
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and will be explained with regard to Equation 2. The different parameters in Equation 2 are θp 
(the person parameters) and βi (the parameters representing the item difficulties). As 
described in De Boeck and Wilson (2004) these three methods vary in the way they consider 
the person-specific parameters, each with consequences for the estimation methods and 
inferences one can make.  
 
1.5.1.1 Joint maximum likelihood.  
The first method, JML views the person and item parameters as fixed effects and the 
following likelihood is computed: 
 
𝐿𝑝𝐽𝐽(𝛽,𝜃) =  �� P(𝑌𝑝𝑝 = 𝑦𝑝𝑝)𝐼
𝑝=1
𝑃
𝑝=1
 (4) 
 
This likelihood is maximized jointly concerning the item and person parameters who 
are collected in the vectors β and θ (De Boeck & Wilson. 2004). For calculating θ, let’s 
assume that the item parameters are specified at a certain starting value. Then the likelihood 
of a specific response pattern Ypi of person p is calculated by the product of the probabilities 
of item 1 to item I given these specified item parameters. Then, item parameters are estimated 
using the first person-parameter estimates. This iterative process continues till convergence. 
Normally an increase in sample size n leads to more precise estimation parameters, however 
in JML this is not the case. When the sample size n increases in JML the amount of person 
parameters will increase equally. As a consequence the estimators of the item parameters are 
not stable (Neyman & Scott, 1948), which is a major disadvantage in JML. From an 
explanatory view this inconsistency may lead to invalid inferences about what determines the 
item difficulties (De Boeck & Wilson, 2004).  
 
1.5.1.2 Conditional maximum likelihood.  
The second method, CML obtains the conditional probabilities of the response model 
using the sufficient statistics (De Boeck & Wilson, 2004).  As described in Embretson and 
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Reise (2000) a sufficient statistic denotes that no other information is required from the data 
for estimating the parameters. The sufficient statistic for a person-specific effect θp is in the 
Rasch model the sum score (Andersen, 1980). If no other information from the data is needed 
to estimate θp, then, after conditioning, the probability of observing a correct response does 
not depend on the person-specific effect θp, but only on the sum score. As a consequence, the 
person-specific effect vanishes from the conditional likelihood and is maximized with regard 
to β (De Boeck & Wilson, 2004).  
 
 𝐿𝐶𝐽𝐽(𝛽) =  � P(𝑌𝑝1 = 𝑦𝑝1. … .𝑌𝑝𝐼 = 𝑦𝑝𝐼|𝑠𝑝)𝑃
𝑝=1
 (5) 
 
A benefit over JML is that CML estimators are consistent (Andersen. 1970). One 
drawback of CML is that this approach may not be the most efficient method, because the 
conditional likelihood is maximized rather than the full likelihood (De Boeck & Wilson. 
2004). Another major disadvantage is that the CML can only be applied to the Rasch model 
as in Equation 2. 
 
1.5.1.3 Marginal maximum likelihood.  
As described in De Boeck and Wilson (2004), the third method, MML regards the 
person-specific effects as independent random draws from a density outlined over the 
population of persons, denoted by 𝑔(𝜃𝑝|𝜓), which is characterized by a vector of unknown 
population parameters ψ, that have to be estimated in conjunction with the fixed-effects 
parameters βi. As described in Tuerlinckx, Rijmen, Verbeke and De Boeck (2006), an 
algorithm utilized in quantitative research for this procedure is the expectation/maximization 
(EM) algorithm (Dempster, Laird, & Rubin, 1977). The EM algorithm is an iterative 
procedure, where the iterations successfully enhance the expected frequencies for correct 
responses and trait level (Embretson & Reise, 2000). As described in De Boeck and Wilson 
(2004), in the EM algorithm, the random effect parameters from all persons θ = (θ1.…. θp) are 
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regarded as missing. Together with the observed data y = (y’1.…. y’p) they form the complete 
data. In each cycle of the algorithm, the expected value of the complete data loglikelihood is 
calculated considering the observed data and considering the estimates of the fixed effects βold 
and 𝜎𝜃 2𝑜𝑜𝑜 (variance) from the previous cycle (De Boeck & Wilson. 2004). This is the so-
called E-step, which is followed by a maximization of the expected loglikelihood, the so-
called M-step. The marginal likelihood is formed by integrating with regard to the random 
effects:  
 
𝐿𝐽𝐽𝐽(𝛽,𝜓) =  � � �P�𝑌𝑝𝑝 = 𝑦𝑝𝑝�𝜃𝑝� 𝑔�𝜃𝑝�𝜓�𝑑𝜃𝑝𝐼
𝑝=1
+∞
−∞
𝑃
𝑝=1
 (6) 
 
This likelihood is then maximized with regard to ψ and β. Depending on the 
assumption one makes about the unobserved population density of the random effects, 
different cases can be distinguished in the MML approach. One approach is the parametric 
estimation method where the population density g(θp | ψ) comes from a parametric density for 
which the parameters have to be estimated. In IRT-models it can be assumed that trait level 
has discrete values, but it is more rational that trait level is a continuous variable. In this case, 
the expected value for a response pattern needs integrating across the range of trait level 
values, but this is hard so the Gaussian quadrature procedure is then applied to find the 
expectation in the EM algorithm (Bock & Aitken, 1981). In Gaussian quadrature a normal 
distribution is split up into segments with a representative value (the quadrature point) and a 
probability of occurrence (the weight). Now the likelihood of the response pattern in the 
population can be calculated from the quadrature points and the weights. Quadrature points 
can be adaptive or non-adaptive. In the non-adaptive Gaussian quadrature approximation, the 
quadrature points are rescaled in such a way that they include the range of the common 
population distribution. Every person p has the same rescaling, which is not correct if the data 
for person p are nearly all ones or zeros. Because, as a consequence from this extreme data, 
the integrand, the (unnormalized) posterior distribution of θp considering the data and fixed-
effect parameters, will also be extreme and deviate strongly from the population distribution.  
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This places more mass in the area where the moderate θp are located (De Boeck & Wilson, 
2004). As a consequence, application of an individual rescaling can be more suitable. This is 
the idea of adaptive Gaussian quadrature. An advantage of adaptive Gaussian quadrature is 
that this procedure needs fewer quadrature points, because it is better concentrated in the 
informative region of the continuum. A drawback of adaptive Gaussian quadrature is that 
empirical Bayes estimates have to be calculated at each step of the optimization algorithm, 
which is time-consuming (De Boeck & Wilson, 2004). Adaptive Gaussian quadrature is used 
by Bock and Aitken (1981) to get more optimal results for integrating a normal distribution.  
One major advantage for MML is that it can be applied to all types of IRT models. One 
disadvantage of MML is that a distribution for trait level must be assumed. This makes the 
parameter estimates dependent on the appropriateness of this assumed distribution 
(Embretson & Reise, 2000). In IRT models with random effects from a normal random effects 
distribution denoted as  𝜙(𝜃𝑝|𝜇𝜃, 𝜎𝜃2) , where 𝜇𝜃 is the mean (often fixed to 0) and 𝜎𝜃2 is the 
unknown variance, the contribution of person p to the marginal likelihood 𝐿𝑝�𝛽,𝜎𝜃2� can be 
written as: 
 
 𝐿𝑝�𝛽,𝜎𝜃2� =  �� Pr (yp|𝛽, 𝜃𝑝)𝜙(𝜃𝑝|0,𝑃
𝑝=1
 𝜎𝜃2)𝑑𝜃𝑝 (7) 
 
Note that for clarity the limits of integration are dropped from Equation 7.  
 
1.6 The problem of the intractable integral 
One particular problem in (explanatory) IRT models is that the integral appearing in 
the marginal likelihood is intractable, which means there is no closed-form solution. Two 
solutions for this problem are available. The first solution approximates the integral with 
numerical integration techniques. The second solution approximates the integrand and as a 
consequence the integral of the approximation is tractable (de Boeck & Wilson, 2004).   
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1.6.1 Approximation to the integral.  
In this method, maximizing a numerical approximation to the likelihood in Equation 6 
approximates the integral. This can be done by direct or indirect maximization.  
As described in De Boeck and Wilson (2004), in direct maximization, in the one-
dimensional case (when one underlying dimension explains all responses on items), one finite 
sum of rectangular areas that approximate the area under the integrand takes the place of the 
integral. The Gaussian quadrature is most often chosen, because the random effects are 
assumed to be distributed normally (Abramowitz & Stegun. 1974).  
In indirect maximization, the optimization of the (log)likelihood is transferred to 
another function. It can be proved that maximization of this function results in an increase in 
the original marginal likelihood (De Boeck & Wilson, 2004). A well-known indirect 
maximization algorithm in random-effects models is the EM algorithm (Dempster, Laird, & 
Rubin, 1977) developed by Bock and Aiken (1981). When performing the expectation and 
maximization steps the intractable integral does not disappear from the expected complete 
data loglikelihood. As a consequence, the integral has still to be approximated with a 
Gaussian quadrature or with Monte Carlo integration (Tanner, 1996; McCulloch & Searle, 
2001). Despite this remaining problem of the intractable integral the EM algorithm is popular, 
because the EM algorithm has some advantages when used. One example is that the EM 
algorithm guarantees an increase in the marginal loglikelihood in every iteration, although it 
is not maximized directly (Lange, 1999; McLachlan & Krishnan, 1997). Another advantage 
as described in De Boeck and Wilson (2004) is that in the EM algorithm, the expected 
loglikelihoods can be written as a sum of independent terms, one for each item. These sums 
can each be maximized separately, so it is possible to analyze data sets with a large number of 
items (50 or more), which is otherwise not possible. This advantage is the reason why MML 
estimation with the EM algorithm is so popular (De Boeck & Wilson, 2004). 
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1.6.2 Approximation to the integrand.  
The idea behind approximation of the integrand is obtaining an expression so that the 
integral of the approximation has a closed-form solution (De Boeck & Wilson, 2004). One 
way to achieve this will be described: the Laplace’s method.  
 Laplace’s method (Tierny & Kadane, 1986) takes the integrand of the contribution of 
person p to the marginal likelihood, Pr�𝑦𝑝�𝛽,𝜃𝑝�𝜙�𝜃𝑝�0,𝜎𝜃2�, and rewrite it as exp(log (Pr�𝑦𝑝�𝛽, 𝜃𝑝�𝜙�𝜃𝑝�0,𝜎𝜃2�) as described in De Boeck and Wilson (2004). Then the 
exponent is approximated by a quadratic Taylor series expansion (a procedure to approximate 
the value of a function by taking the sum of its derivatives) about its maximum estimated 𝜃𝑝.  
Because the exponent is approximated quadratic in 𝜃𝑝, the approximation to the integrand will 
be proportional to a normal distribution. In this case the integral can be solved (De Boeck & 
Wilson, 2004).  
  
1.7 Differences between explanatory IRT in SAS (proc nlmixed) and R (lme4)  
Explanatory IRT can be executed using multiple software packages. In the current 
research the analyses will be done in R with the package lme4 (Bates, Maechler, Bolker & 
Walker, 2014) and in SAS with proc nlmixed (SAS Institute Inc., 2008). The lme4 
package is free available in R (R Development Core Team, 2013) and proc nlmixed is 
part of the commercial SAS software (SAS Institute Inc., 2008).  
 
1.7.1 Differences in estimates.   
Both packages use MML in their estimation of the parameters. They differ in the way 
they solve the problem of the intractable integral, which appears in Equation 7. SAS proc 
nlmixed uses direct numerical integration techniques (SAS Institute Inc., 2008) with 
adaptive Gaussian quadrature as default for maximum likelihood estimation, while lme4 
uses approximation to the integrand with Laplace’s method (Bates et al., 2014; De Boeck & 
Wilson, 2004) as default for the approximation of the integral, which is equivalent with 
adaptive Gaussian quadrature with one quadrature point (SAS Institute Inc., 2008). In SAS 
proc nlmixed it is also possible to use non-adaptive Gaussian structure. In lme4 it is 
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only possible to specify the amount of adaptive Gaussian quadrature points, non-adaptive 
Gaussian structure is not possible. It is interesting to compare the defaults of SAS proc 
nlmixed and lme4, because the assumption is that many researchers will only use these 
defaults.  
The following section considers research from Pinheiro and Bates (1995) who studied 
approximations to the log-likelihood function in the non-linear mixed-effect model. In their 
research they used two real datasets and one simulation study. One of the real datasets is the 
theophylline kinetics dataset from Robert A. Upton of the university of California, San 
Francisco, which consists of 11 measurements in 25 hours of serum concentrations of 12 
subjects who were administered theophylline orally. They compared in their approximations 
the following conditions: Laplacian, non-adaptive Gaussian structure with 5, 10 and 100 
quadrature points and adaptive Gaussian structure with 5 quadrature points. The largest 
difference in parameter values in the theophylline dataset when comparing these conditions 
was 0.0791 between non-adaptive and adaptive Gaussian structure, both with 5 quadrature 
points. The value of the parameter value with this difference was in the adaptive-Gaussian 
setting with 5 quadrature points -3.22503.  Based on their research, the authors conclude that 
non-adaptive Gaussian quadrature approximations only seem to give accurate results for a 
large number of quadrature points (>100).  The authors found virtually identical results for the 
fixed effects estimates when comparing Laplace’s method with adaptive Gaussian with 5 
quadrature points. Increasing the number of quadrature points above 1 (in adaptive Gaussian 
quadrature) gives only marginal improvement of the approximations, indicating that just a 
few points are necessary for an accurate approximation. This gain in accuracy of the 
parameter values with adaptive Gaussian quadrature is related to the centering and scaling of 
the locations where the functions are evaluated. Simulation study results showed that the bias 
in the fixed effects for the Laplacian method was -0.725 with a mean of 199.9275 and -0.771 
with a mean of 199.9229 for the adaptive Gaussian with five quadrature points. The authors 
concluded that there was very little, if any, bias in the fixed-effect estimates. 
Pinheiro and Chao (2006) studied efficient Laplacian and adaptive Gaussian 
quadrature algorithms for multilevel generalized linear mixed models in different simulation 
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studies. In the first simulation study Pinheiro and Chao (2006) used 100 simulated datasets of 
Rodriguez and Goldman (1995), which followed the same structure of data from a 1987 
national Survey of Maternal and Child health in Guatemala with the purpose of identification 
of modern prenatal care versus conventional care during pregnancy. This dataset contained 
2449 births in 1558 families in 161 communities. The community sample size ranged from 1 
to 50 with a mean of 15 children.  This study showed that the Laplacian method leads to 
noticeably biased standard deviations and fixed effect estimates. The adaptive Gaussian 
structure showed substantially smaller bias with an increase in performance with an increase 
in quadrature points with trivial differences between 5 and 7 quadrature points, indicating that 
five quadrature points were sufficient. Pinheiro and Chao (2006) used in their second 
simulation study, with regard to the impact of sample size at the different levels of nesting on 
the precision of the estimates, 200 datasets in two different data configurations with the same 
data structure as in their first simulation study. Their first data configuration consisted of 900, 
300 and 100 units. Their second data configuration consisted of 1800, 450 and 150 units. The 
largest bias for the Laplacian method in the first configuration was -0.136 and for the adaptive 
Gaussian structure with five quadrature points -0.021 with a true value of 1. The largest bias 
for the Laplacian method in the second configuration was 0.106 with and for the adaptive 
Gaussian structure with five quadrature points -0.019 with a true value of 1. The authors 
concluded that the Laplacian method produced biased estimates of variance components and 
fixed effects in both data configurations and that at least 5 quadrature points are needed in 
adaptive Gaussian structure in both data configurations to produce nearly unbiased estimates.  
 
1.7.2 Differences in computational speed.  
Large differences in the amount of function evaluations in non-adaptive Gaussian 
quadrature setting are relevant for computation time. The amount of function evaluations to 
convergence in the theophylline data in non-adaptive Gaussian structure is 47.700 for 5 
quadrature points, 318.000 for 10 quadrature points, and 10.200.000 for 100 quadrature points 
(Pinheiro & Bates, 1995).  When the only difference, in non-adaptive Gaussian quadrature 
structure, is a large amount of function evaluations, one can assume that the evaluation of 
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more functions cost more time. The amount of function evaluations to convergence in the 
theophylline data for adaptive Gaussian structure with 5 quadrature points is 30.020. 
Although the number of functions that have to be evaluated in adaptive Gaussian structure is 
lower than non-adaptive Gaussian, adaptive Gaussian quadrature has the disadvantage that 
empirical Bayes estimates have to be computed at each step of the optimization algorithm, 
which is time-consuming (De Boeck & Wilson, 2004). Further, SAS proc nlmixed can 
take a long run before convergence, because the optimization techniques are not guaranteed to 
converge quickly for all models (SAS Institute Inc., 2008). Lme4 uses the Bobyqa optimizer 
as default since version 1.1-7 (Bates et al., 2014).  The amount of function evaluations to 
convergence in the theophylline data for Laplace’s approximation is 7.683  
 
1.8 Present study 
 In the current research we want to explain the responses of the students on the national 
assessment of 2011 by teacher didactics in the classroom and make a comparison between 
SAS proc nlmixed and the R-package lme4 performing these analyses. As stated in De 
Boeck and Wilson (2004), it is refreshing to think of test data (the 2011 PPON assessment) as 
being repeated observations within the students that have to be explained from properties 
(teacher didactics) that co-vary with these observations of the students. One can conclude that 
explanatory IRT fulfills the aim of the current research and is the instrument of choice for our 
analysis.   
The goals of the present study lead to two research questions. The first is substantive 
in nature and concerns the identification of teacher variables that can explain the score on the 
national assessment of 2011: ‘What is the influence of the teaching practices of the grade 6 
teacher on multiplication and division mathematics performance at the end of primary school 
in the Netherlands?’ Based on the points mentioned in section 1.4, expected is that the 
accuracy of the answers of the students on the multiplication and division problems will be 
higher when the following circumstances apply: a higher education and extra training from 
the teacher; a smaller class size; use of the mathematics textbook ‘world in numbers’; extra 
mathematics exercises apart from the main method; more time spent on mathematics in the 
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classroom; more time spent on calculation by head and estimation; differentiation and 
instruction on group level (tempo and skill); the availability of individual extra support at 
school and intensive support at home by parents or caretakers. Based on section 1.4, no effect 
is expected of preferred solution strategy (whole-number-based or digit-based strategy for 
division and multiplication) from the teacher. Also strategy use by the student plays an 
important role in explaining the responses (Hickendorff et al., 2009) and should also be 
included. 
The second research question is related to the different software packages in which the 
analyses are performed: Does running the same explanatory item response analyses in SAS 
(proc nlmixed) and R (lme4) give different results? If so, what can explain these 
differences? Beside the same options as in the research from Pinheiro and Bates (1995) with 
regard to the theophylline data, two extra conditions for non-adaptive Gaussian structure are 
added in the current research to see how the parameters evolve. The following conditions in 
the different packages are compared: non-adaptive Gaussian structure with 1 (extra 
condition), 5, 10, 20 (extra condition) and 100 quadrature points in SAS proc nlmixed; 
adaptive Gaussian structure with 5 points in SAS proc nlmixed and the Laplacian method 
in lme4. Computational speed and the parameter values of the different conditions are 
compared. Based on the points mentioned in section 1.7, adaptive Gaussian structure with 5 
quadrature points should be the most accurate and is chosen as benchmark for the parameter 
estimates. Also based on section 1.7, expected is that the difference of parameter values will 
be the highest when comparing adaptive Gaussian with 5 quadrature points with non-adaptive 
Gaussian structure with 1 point. Special interest lies in the comparison of the defaults of the 
two packages, adaptive Gaussian structure in SAS proc nlmixed and the Laplacian 
method in lme4, because the assumption is that most researchers will only use these default 
options. 
Regarding the computational speed the expectation is that lme4 will be faster than 
SAS proc nlmixed, because the number of function evaluations for Laplace’s method 
(default lme4) is remarkably lower in comparison with adaptive Gaussian quadrature and 
non-adaptive Gaussian quadrature in SAS proc nlmixed (Pinheiro & Bates, 1995). 
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Beside the higher number of functions to evaluate for SAS proc nlmixed compared to the 
Laplacian method in lme4, SAS proc nlmixed has also a possible long running time 
(SAS Institute Inc., 2008). The expectation is further that the difference in computational 
speed for non-adaptive Gaussian structure will be the highest with 100 quadrature points 
compared with Laplace’s method. When comparing Laplace’s method with adaptive-
Gaussian with 5 quadrature points we expect also a difference, because of the time consuming 
computation of empirical Bayes estimates in adaptive Gaussian structure. Expected is that the 
computation with 5 quadrature points will need more time than the computation with 1 
quadrature point (Laplacian).  
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2. Method 
2.1 Participants  
 In the current study, parts of the national assessment in 2011 were analyzed. For this 
assessment, a national sample of grade 6 students was obtained. This sample was 
representative for the total population of grade 6 students in the Netherlands with regard to 
social-economic status and the selected schools came from all provinces (Scheltens, Hemker 
& Vermeulen, 2013). Only students who completed the division and multiplication problems 
were included in the sample of the current study. This sample size consisted of 1619 grade 6 
students (810 girls and 787 boys, 22 students had missing gender values) with 7465 
observations and 102 grade 6 teachers with 1734 observations.  
 
2.2 Material 
2.2.1 National assessment.  
The students completed a subset of 13 multiplication and 8 division problems. The 
answers of the students on the division and multiplication problems were scored for accuracy 
(correct or incorrect). Skipped problems were scored as incorrect. The grade 6 students who 
participated got the instruction that they could use the space next to each item for calculating 
the answer and that they did not need scrap paper apart from this space. The multiplication 
and division problems are presented in Table 2. 
Table 2 
    Multiplication and division problems 
Number Multiplication Problem   Number Division Problem 
1 9 x 8 = 432 
 
1 544 / 34 = 16 
2 23 x 56 = 1288 
 
2 31,2 / 1,2 = 26 
3 209 x 76 = 15884 
 
3 11585 / 14 = 827,5 
4 35 x 29 = 1015 
 
4 1470 / 12 =122,5 
5 35 x 29 = 1015 
 
5 1575 / 14 = 112,5 
6 24 x 37,5 = 900 
 
6 47,25 / 7 = 6,75 
7 9,8 x 7,2 = 70,56 
 
7 6496 / 14 = 464 
8 8 x 194 = 1552 
 
8 2500 / 40 = 62 
9 6 x 192 = 1152 
   10 1,5 x 1,8 = 2,7 
   11 0,18 x 750 = 135 
   12 6 x 14,95 = 89,7 
   13 3340 x 5,5 = 18370       
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2.2.2 Teacher questionnaire.  
The grade 6 teachers completed a questionnaire of 50 questions with regard to 
background information: students; teaching materials; calculation by head and estimation; 
time management of the lessons and teacher support. The content of these questions relates to 
the details mentioned in section 1.4 about the influence of teacher didactics on student 
performance. The selected questions from this questionnaire used in the analyses are 
presented in the Appendix. 
 
2.3 Variables 
2.3.1 Responses.  
The response variable in the explanatory IRT analyses was the accuracy of the 
answers of the grade 6 students (correct versus incorrect) on the multiplication and division 
problems.  
 
2.3.2 Predictors.  
Mean and mode imputation was used for replacing missing values.  The first sequence 
of predictor variables in the current study were the multiplication and division problems. 
Dummy variables were created for the 13 multiplication and 8 division problems. 
The second sequence of predictor variables were the student characteristics gender, 
SES (social economic status) and educational level, which was the advice at the end of the 
primary school for the grade 6 student regarding further education (at the secondary school). 
All three student characteristics were treated as a dichotomous variable with a reference 
category: male for gender, a low SES for SES and VMBO (lower vocational education) for 
educational level. 
The next predictor variable was the strategy use per item of the students. To define this 
strategy use per item, their written work was analyzed and the strategy used to solve the 
problem was classified. The used classification scheme consisted of five categories: digit-
based algorithm; whole-number-based algorithm; other non-algorithmic written strategies; 
strategies with no written work and a heterogeneous “other” category (with mostly 
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unanswered problems). Dummy variables were created for strategy use on the multiplication 
and division problems. 
The remaining predictor variables in the current study were the selected questions 
from the grade 6 teacher questionnaire and are presented in the Appendix. The answers of the 
teachers to the questionnaire were quantified as a numeric or as a nominal variable. 
 
2.4 Statistical analyses 
  Analyses were performed using SAS (version 9.4) proc nlmixed and R Statistical 
Software (R Development Core Team, 2013) with the package lme4 (Bates et al., 2014). In 
all fitted generalized linear mixed models (GLMMs), the student effect on the answers of the 
grade 6 students was programmed as random, so all individual students have a separate 
parameter value. In the first step, to check for item difficulty, model one with the fixed effect 
of the items was fitted. In the second step, to control for the students’ characteristics, the fixed 
effects of gender, SES and educational level of the students were added to the first model. In 
the third step, the fixed effects of the different strategies were added to the second model. In 
the last step, the fixed teacher predictors were added to the third model. The first three models 
were run on a Intel® Core™ 2Duo CPU E7500  @ 2.93 Ghz (2 CPUs) PC with 4096 RAM. 
Windows 7 Enterprise 64-bit (6.1, Build 7601) was the operating system. The fourth complex 
model had to be run on two different computers. 
All four models were fitted in SAS proc nlmixed with six different Gaussian 
settings for the numerical integration of the marginal likelihood, adaptive Gaussian with 5 
quadrature points, non-adaptive Gaussian with 1, 5, 10, 20 and 100 quadrature points. The 
Newton-Raphson procedure was the optimization method in SAS proc nlmixed. In total 
SAS provided 24 results for four models with six different Gaussian settings. The four models 
were also fitted in R with the package lme4. For a comparison of the four models and the 
selection of the model with the best fit, likelihood ratio tests (the difference between the 
deviances (-2LL) of two nested models is asymptotically χ2- distributed with df the difference 
between the number of parameters between the two models) and information criteria (BIC 
and AIC) were applied. These inferences methods are appropriate for GLMMs (Bolker et al., 
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2008). The BIC and AIC both penalize the fit of a model (-2LL). The difference between the 
BIC and the AC is the way the penalty is computed. For the BIC: -2LL + n * ln(N) and for the 
AIC: -2LL + 2 * n. The penalization of the number of parameters BIC is stronger than the 
penalization from the AIC. As a result the value of the BIC will be higher than the value of 
the AIC.  
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3. Results 
3.1 Teacher effects on accuracy (research question 1) 
 First, we compared models for accuracy on the answers of the national assessment 
multiplication and division problems of the grade 6 students. Model fit statistics from proc 
nlmixed in SAS and lme4 in R are in Table 3 including the number of parameters in the 
model # p, the -2 log-likelihood (-2LL), the Bayesian Information Criterion (BIC) and the 
Akaike Information Criterion (AIC).  
 
Table 3 
           Fit statistics of the four models explanatory IRT models 
  
        proc nlmixed (SAS) Lme4 (R)       
Model # p Predictor Df AIC  BIC   −2LL AIC BIC   −2LL 
Chi 
Squared Df p -value 
M 1 22 Item 22 8933 9052 8889 8972 9090 8928 
   
M 2 25 Student 25 8646 8781 8596 8673 8807 8623 305.12 3 < .001 
M 3 33 M2 + Strat 33 7723 7901 7657 7736 7914 7670 952.91 8 < .001 
M 4 51 M3 + Teacher 51 7714 7989 7612 7725 8000 7623 46.6 18 < .001 
 
First, the model without any predictor effects (the null model) was fitted (M1). In this 
model 22 were parameters estimated: 21 item parameters βi and the variance parameter θp.  
Next, in model M2, the student characteristics gender, SES and educational level were added 
to the model as predictors for accuracy. The lower information criteria (AIC and BIC) and the 
significant likelihood ratio test when M2 was compared with M1 showed that the student 
properties were an important explanatory variable.   
In the next step, in model M3, the type of strategy used on each item was added to M2 
as predictors for accuracy. The lower information criteria AIC en BIC indices and the 
significant likelihood ratio test when M3 was compared with M2 indicated that strategy use 
was an important explanatory variable.  
 In the final model M4 the teacher variables were added to M3, which resulted in a 
small decrease in the AIC-value and a slight increase of the BIC-value. Although the BIC-
value of M4 was not the lowest of all models, M4 was selected as the best model in predicting 
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the accuracy of the answers of the grade 6 students, because of the significant likelihood ratio 
test and the lowest AIC-value. 
 
3.2.4 Interpretation of the Selected Model.  
The parameter estimates from the different teacher variables are in Table 4. All student 
and strategy variables and the significant teacher variables are described.  
With regard to the student properties, a higher general secondary educational level 
advice at the end of primary school had a positive effect on accuracy compared to a lower 
vocational educational level advice, t(1618) = 14.36,  p < .001. Gender, t(1618) = 0.15,  p = 
.88 and SES,  t(1618) = - 0.92,  p = .36 had no significant effect on accuracy. 
Considering the different strategies, there is no significant difference for division, 
t(1618) = -0.25,  p = .81, and multiplication,  t(1618) = 0.44,  p = .44, between the whole-
number-based strategy and the digit-based strategy (the reference category for both division 
and multiplication) on the accuracy of the answers.  
With regard to division, the difference between the digit based strategy and other 
written strategies was significant, t(1618) = -6.41,  p < .001. This means that applying other 
written strategies was less accurate than the digit-based strategy.  The difference between the 
digit based strategy and no written work was significant, t(1618) = -10.86, p < .001 meaning 
that no written work was less accurate than the digit based strategy and also less accurate than 
other written strategies. The difference between the digit based strategy and the “other” 
category was also significant, t(1618) = - 15.32, p < .001. Applying other strategies had the 
largest negative effect of all strategies on accuracy compared to the digit-based strategy.  
With regard to multiplication, the difference between the digit based strategy and other 
written strategies was significant, t(1618) = -3.15,  p = .002. This means that applying other 
written strategies was less accurate than the digit-based strategy. The difference between the 
digit based strategy and no written work was significant, t(1618) = -12.30, p < .001 meaning 
that no written work was less accurate than the digit based strategy and also less accurate than 
other written strategies. The difference between the digit based strategy and the “other” 
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category was also significant, t(1618) = -13.99, p < .001. Applying other strategies had the 
largest negative effect of all strategies on accuracy compared to the digit-based strategy. 
Considering the teacher variables, differentiation in the classroom had a negative 
effect on accuracy, β = -0.15, SE = .07, p < .05. School support had a positive effect on 
accuracy of the answers, β = 0.21, SE = .09, p < .05. Home support had a negative effect on 
accuracy (β = -0.20, SE = .06, p < .05). 
 
Table 4 
  Estimates of M4 in SAS proc nlmixed in adaptive 
gaussian settings with 5 quadrature points 
Variable Estimates Standard error 
Variance error*** 0.75 0.1 
Item 1 -0.11 0.53 
Item 2 0.79 0.54 
Item 3 1.86 0.53 
Item 4 0.93 0.53 
Item 5 0.94 0.53 
Item 6 0.42 0.53 
Item 7 1.49 0.53 
Item 8 0.94 0.53 
Item 9 -0.82 0.52 
Item 10 0.14 0.51 
Item 11 0.47 0.51 
Item 12 -0.37 0.52 
Item 13 -0.09 0.52 
Item 14 0.79 0,52 
Item 15 1.98 0,52 
Item 16 -0.48 0.52 
Item 17 -0.64 0.52 
Item 18 -0.82 0.53 
Item 19 1.27 0.52 
Item 20 -0.34 0.52 
Item 21 2.28 0.52 
Gender Student Girl 0.01 0.08 
SES low -0.11 0.12 
Higher general secondary education level*** 1.17 0.08 
*p<.05. **p<.01. ***p<.001 
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Table 4 (continued) 
  Estimates of M4 in SAS proc nlmixed in adaptive 
gaussian settings with 5 quadrature points 
Variable Estimates Standard error 
Whole-number-based division -0.06 0.24 
Other written work division*** -0.69 0.11 
No written work division*** -1.22 0.11 
Other division*** -4.15 0.27 
Whole-number-based multiplication 0.07 0.16 
Other written work multiplication** -0.62 0.2 
No written work multiplication*** -1.93 0.16 
Other multiplication*** -3.34 0.24 
Gender Male Teacher 0.12 0.12 
Education Different 0.14 0.14 
Age 0.00 0.01 
Continuous grade 6 teaching years -0.01 0.01 
Extra education 0.08 0.1 
Class size 0.00 0.01 
Class size opinion 0.17 0.09 
Pluspunt 0.11 0.1 
Rekenrijk -0.14 0.14 
AllesTelt -0.19 0.15 
Other -0.26 0.16 
Mathematics education time per week 0.07 0.06 
Extra time weak students 0.04 0.08 
Strategy preference multiplication 0.05 0.04 
Strategy preference division -0.02 0.03 
Differentiation* -0.15 0.07 
School support* 0.21 0.09 
Home support** -0.20 0.06 
*p<.05. **p<.01. ***p<.001 
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3.2. Comparison estimations SAS and R (Research Question 2) 
Then, we compared estimations with SAS and R and different settings of SAS. 
 
3.2.1 Differences in parameter values.  
Remember that, with regard to section 1.7.1, adaptive Gaussian structure with 5 
quadrature points was chosen as benchmark. Table 5 displays the differences in parameter 
values of M4 between adaptive Gaussian structure with 5 quadrature points and non-adaptive 
Gaussian structure with 1, 5, 10 and 100 quadrature points in SAS proc nlmixed and with 
the Laplacian method in R with lme4. A comparison of the defaults of SAS proc 
nlmixed (adaptive Gaussian structure, with 5 quadrature points, the benchmark) and lme4 
(Laplacian) showed differences in parameter values and varied between .0822 and .0001 with 
an average of .02934 (SD = .0284). A scatterplot of the resulting parameter values from these 
default settings of both programs is in Figure 1. The largest differences in parameter values 
with the benchmark were with non-adaptive Gaussian structure with 1 quadrature point, 
varying between .4464 and .0002 with an average of .1301 (SD = .1330) The differences in 
parameter values with the benchmark of non-adaptive Gaussian structure with 5 quadrature 
points varied between .0027 and .0001. The differences in parameter values with the 
benchmark for non-adaptive Gaussian structure with 10, 20 and 100 quadrature points were 
nearly identical and varied between .0000 and .0005 with an average of .0001 (SD = .0001).  
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Table 5 
      Differences between adaptive gaussian structure with 5 quadrature points in SAS and non 
adaptive gaussian with 1, 5, 10, 20 and 100 points in SAS and with the laplacian method in R 
 
    SAS non-adaptive gaussian number of  quadrature points R 
Variable 1 5 10 20 100 Laplacian 
Variance error 0.0537 0.0027 -0.0005 -0.0005 -0.0005 0.0822 
Item 1 0.1886 -0.0001 -0.0001 -0.0001 -0.0001 0.0535 
Item 2 0.3134 0.0010 -0.0002 -0.0002 -0.0002 0.0616 
Item 3 0.4148 0.0000 -0.0001 -0.0001 -0.0001 0.0697 
Item 4 0.2919 0.0000 -0.0001 -0.0001 -0.0001 0.0618 
Item 5 0.2765 0.0005 -0.0001 -0.0001 -0.0001 0.0600 
Item 6 0.1997 -0.0001 -0.0001 -0.0001 -0.0001 0.0546 
Item 7 0.3846 0.0004 -0.0001 -0.0001 -0.0001 0.0692 
Item 8 0.2701 0.0011 -0.0001 -0.0001 -0.0001 0.0590 
Item 9 0.1090 0.0008 -0.0001 -0.0001 -0.0001 0.0510 
Item 10 0.1947 0.0003 -0.0001 -0.0001 -0.0001 0.0564 
Item 11 0.2303 0.0003 -0.0001 -0.0002 -0.0002 0.0591 
Item 12 0.1294 0.0009 0.0000 0.0000 0.0000 0.0512 
Item 13 0.1419 0.0005 -0.0001 -0.0001 -0.0001 0.0514 
Item 14 0.2684 0.0008 -0.0001 -0.0001 -0.0001 0.0598 
Item 15 0.4071 0.0018 -0.0002 -0.0002 -0.0002 0.0658 
Item 16 0.1367 0.0007 -0.0001 -0.0001 -0.0001 0.0539 
Item 17 0.0684 0.0006 -0.0001 -0.0001 -0.0001 0.0441 
Item 18 0.0756 0.0008 -0.0001 0.0000 0.0000 0.0446 
Item 19 0.3708 0.0010 -0.0002 -0.0001 -0.0001 0.0657 
Item 20 0.1283 0.0009 -0.0001 -0.0001 -0.0001 0.0522 
Item 21 0.4464 0.0022 -0.0002 -0.0002 -0.0002 0.0688 
Gender Student Girl 0.0105 -0.0006 0.0000 0.0000 0.0000 0.0011 
SES low -0.0393 0.0009 0.0000 0.0000 0.0000 -0.0026 
Higher general secondary education level 0.1508 0.0020 -0.0001 -0.0001 -0.0001 0.0114 
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Table 5 (continued) 
      Differences between adaptive gaussian structure with 5 quadrature points in SAS and non 
adaptive gaussian with 1, 5, 10, 20 and 100 points in SAS and with the laplacian method in R 
 
    SAS non-adaptive gaussian number of  quadrature points R 
Variable 1 5 10 20 100 Laplacian 
Whole-number-based division -0.0166 -0.0005 0.0000 0.0000 0.0000 -0.0111 
Other written work division -0.0352 0.0004 0.0000 0.0000 0.0000 -0.0056 
No written work division -0.1197 0.0003 0.0001 0.0001 0.0001 -0.0112 
Other division -0.3222 -0.0006 0.0002 0.0001 0.0001 -0.0637 
Whole-number-based multiplication -0.0267 -0.0013 0.0000 0.0000 0.0000 -0.0057 
Other written work multiplication -0.0782 -0.0005 0.0000 0.0000 0.0000 -0.0095 
No written work multiplication -0.1987 -0.0005 0.0001 0.0001 0.0001 -0.0134 
Other multiplication -0.2437 -0.0008 0.0002 0.0002 0.0002 -0.0366 
Gender Male Teacher 0.0059 -0.0003 0.0000 0.0000 0.0000 -0.0005 
Education Different 0.0309 0.0010 0.0000 0.0000 0.0000 0.0016 
Age -0.0006 0.0000 0.0000 0.0000 0.0000 0.0001 
Continuous grade 6 teaching years 0.0002 0.0002 0.0000 0.0000 0.0000 -0.0001 
Extra education 0.0281 -0.0004 0.0000 0.0000 0.0000 0.0038 
Class size 0.0013 -0.0001 0.0000 0.0000 0.0000 0.0001 
Class size opinion 0.0256 0.0003 0.0000 0.0000 0.0000 0.0040 
Pluspunt 0.0249 0.0005 0.0000 0.0000 0.0000 0.0035 
Rekenrijk -0.0264 -0.0005 0.0000 0.0000 0.0000 -0.0035 
AllesTelt -0.0147 -0.0001 0.0000 0.0001 0.0001 -0.0003 
Other -0.0401 0.0004 0.0000 0.0000 0.0000 -0.0012 
Mathematics education time per week 0.0243 0.0005 0.0000 0.0000 0.0000 0.0054 
Extra time weak students 0.0079 0.0001 0.0000 0.0000 0.0000 0.0003 
Strategy preference multiplication 0.0080 -0.0005 0.0000 0.0000 0.0000 0.0013 
Strategy preference division 0.0008 -0.0001 0.0000 0.0000 0.0000 -0.0001 
Differentiation -0.0273 0.0005 0.0000 0.0000 0.0000 -0.0009 
School support 0.0169 -0.0010 0.0000 0.0000 0.0000 0.0024 
Home support -0.0096 0.0004 0.0000 0.0000 0.0000 -0.0005 
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Figure 1. Plot of the parameter estimations of SAS proc nlmixed adaptive Gaussian 
structure with 5 quadrature points versus the resulting parameter values of the Laplacian 
method in R 
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3.2.2 Differences in computational speed.  
Table 6 shows the computational speed of M1, M2 and M3 in SAS and R. The 
computational speed of M4 is not shown in Table 6 as this complex model had to be run on 
two different computers, which would make a comparison difficult.  
 
Table 6 
       Computation speed of M1, M2 and M3 in SAS and R in minutes and seconds 
 
SAS R 
   Model non-adaptive Gaussian structure number 
 of quadrature points 
adaptive Gaussian structure 
number of quadrature points  
 
    
 1 5 10 20 100 5 Laplacian 
M1 00:43 01:19 01:30 01:57 04:53 16:32 00:43 
M2 00:49 01:22 01:33 01:57 05:07 20:28 01:19 
M3 01:14 02:15 02:55 03:50 11:12 59:27 03:01 
 
When comparing the defaults settings of both programs, the Laplacian method in R 
was in all three models about a factor 20 times faster than the adaptive Gaussian structure 
(with 5 quadrature points) in SAS. Non-adaptive Gaussian structure with 1 quadrature point 
was the fastest in the three models in all settings, expect for M1 where the Laplacian method 
had the same computational speed. The computational speed (in the three models) with the 
Laplacian method in R was faster than non-adaptive Gaussian structure in SAS with 5 (except 
for M3), 10 (except for M3), 20 and 100 quadrature points. Adaptive Gaussian structure with 
5 quadrature points had the slowest computational speed in all three models. 
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4. Discussion 
This study identifies variables that can explain the accuracy of the answers of grade 6 
students on the mathematics part of the periodic assessment of their educational level in the 
Netherlands. Additionally, it compares two different software packages capable of doing such 
explanatory IRT analyses: lme4 in R and proc nlmixed in SAS. It was found that a 
model with the teacher variables fitted best. In the next section student characteristics, 
strategies used and teacher variables are discussed with regard to their effects on answer 
accuracy.  
 
4.1. Teacher effects on accuracy (research question 1) 
4.1.1 Student characteristics.  
Gender did not have a significant effect on accuracy in the present study. This is 
important as Janssen et al. (2005) found that in most domains of mathematics boys 
outperform girls. Hickendorff et al. (2009) also found no effect of gender on mathematics 
(division) performance. Future studies with regard to gender and mathematics should 
investigate possible gender differences in mathematics performance and their causes. Did 
gender differences disappear over time? Or do differences between boys and girl still exist, 
but in different areas? 
The influence of SES was not significant in the present study. A low or normal SES 
seems not to influence performance in mathematics. In fact, performance in mathematics 
might be an area that is not influenced by social-economic background.  
As expected, a higher secondary educational level had a significant positive effect on 
accuracy. In general students with a higher educational level perform better at school than 
students with a lower educational level. 
 
4.1.2 Strategy effects.  
Strategy use played a significant role in explaining the accuracy of the answers of the 
grade 6 students as the students learn strategies at school. Previous research from Hickendorff 
et al. (2009) also indicated strategy use as an important explanatory variable of the probability 
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of solving an item correct. In the current research, the difference of the accuracy of the whole-
number-based strategy and the digit-based strategy was not significant. Applying other 
written strategies had a significant negative effect for both division and multiplication on 
accuracy compared to the digit-based strategy. The strategy no-written-working had even a 
larger negative effect on accuracy than other written strategies. Hickendorff et al. (2007) 
distinguished between digit-based, realistic, no-written work and other strategies. The current 
research partitioned the realistic strategy in two categories, the whole-number based and the 
other written working strategy. There was no significant difference between the whole-
number based and the digit-based strategy in their effect on accuracy, but there was a 
significant difference between the digit-based and other-written working strategy on accuracy. 
Applying other written strategies had a negative effect on accuracy compared to the digit-
based strategy. 
 
4.1.3 Teacher effects.  
With regard to the teacher variables, differentiation in the classroom was negatively 
related to accuracy. The individualized education under influence of the so-called “tailored 
education” since the nineties apparently had a negative influence on mathematics 
performance. This finding matches the results from the meta-analysis from Slavin and Lake 
(2008) that found that students benefit from class or group instruction while learning 
mathematics skills. Group or class instruction is a form of lesser differentiation than 
individual instruction.   
School support had a significant positive effect on accuracy. Research from the Dutch 
Inspection of Education (2008) found similar results: student care plays a constructive role in 
the educational process from schools from which the students’ perform well at the CITO end 
assessment. Apparently, it is important for teachers and schools to have a structure of 
systematic support for the students.  
Home support had a significant negative effect on accuracy. This result was contrary 
to the expectation that home support would improve performance. It could be that weak 
students got more home support than strong students and that they did improve their skill, but 
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that their mathematics performance was still much less good than the performance of strong 
students. It could also be that strong students who received home support also improved their 
performance. This, together with a possible lack of considering student educational level in 
the present study may have played a role in the existence of a negative association between 
home support and accuracy. 
The following investigated teacher variables had no significant effect on accuracy in 
the current study: education of the teacher; extra education of the teacher; gender; age; 
continuous grade 6 teaching years; class size and class size opinion. Section 1.4 showed that 
there can be differential teacher effects (Nye et al., 2004; Palardy & Rumberger, 2008), 
meaning that a teacher variable like for example class size in one study could have a positive 
effect on the results of the students and in another study a negative effect depending on 
aspects researchers use in their studies, such as for example the chosen population of students 
(Royal Netherlands Academy of Arts and Sciences, 2009). In the present study it could be 
that with another student population, the effect of, for example the variable education of the 
teacher on accuracy could have been significant. When the students would be grade 6 students 
in a special education setting, the more specialized education of teachers how to deal with the 
problems of these students could have had a significant effect on accuracy. As a consequence 
it is difficult to conclude that these variables do not play a role in improving mathematical 
performance. In the current study we did not find an association, but different studies with 
another criterion, another student population and a different context could find different 
results.  
 
4.2. Comparisons estimations SAS and R (research question 2) 
In the next session the resulting parameter values of the complete model with the 
teacher variables of the different programs and different settings are discussed. Adaptive 
Gaussian setting with 5 quadrature points in SAS proc nlmixed was chosen as the most 
accurate based on section 1.7.1. This setting was the benchmark in the present study. 
Differences in computational speed with regard to different settings of the two different 
programs are the last topic of this section. 
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4.2.1 Differences in parameter values.  
A comparison of differences in parameter values (Table 5) with the benchmark from 
the Laplacian method in R and the different conditions in SAS proc nlmixed showed that 
the least accurate were the estimates from the non-adaptive Gaussian setting with 1 
quadrature point followed by the Laplacian method in R. When comparing the differences in 
parameter values with the benchmark from the non-adaptive Gaussian setting with 5 
quadrature points, the largest difference was 0.0027 (with an adaptive Gaussian with 5 
quadrature points parameter value of 0.7537). In the research from Pinheiro and Bates (1995), 
the largest difference in parameter value between non-adaptive and adaptive Gaussian with 5 
quadrature points (our benchmark), considering the theophylline data was 0.0791 (with an 
adaptive Gaussian with 5 quadrature points parameter value of -3.22503. What is the reason 
that the maximum difference in parameter value is approximately a factor 30 times smaller in 
our research?  The relative small sample size of the theophylline data   from Pinheiro and 
Bates (1995) with 132 observations compared with the 1619 subjects and 7465 observations 
of the current research could possibly be of influence. It could that the parameter values in our 
research were more accurate in all conditions than the ones from Pinheiro and Bates (1995), 
because the sample of the current research had approximately a factor 56 times more 
observations than the sample form Pinheiro and Bates (1995). A more accurate estimation of 
the parameter values in all conditions may have led to smaller differences in these estimates 
between the different conditions. Using more than 10 quadrature points in non-adaptive 
Gaussian structure in the current research led to nearly identical results compared to the 
benchmark. Pinheiro and Bates (1995) used 5, 10 and 100 quadrature points in non-adaptive 
Gaussian structure and concluded that only a large number of quadrature points (>100) 
seemed to give accurate results. In this context it would be interesting to investigate how the 
parameters and their differences behave when applying non-adaptive Gaussian structure with 
20 quadrature points on the Theophylline data, because in the current research an increase to 
20 or more quadrature points gave nearly identical differences with the benchmark. 
The largest differences in parameter values with the benchmark were with the non-
adaptive Gaussian setting with 1 quadrature point and as a consequence, this condition is not 
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favorable. An increase in quadrature points to 10 or more led to nearly identical differences 
with the benchmark. A comparison in the present study of the defaults of SAS proc 
nlmixed (adaptive Gaussian structure with 5 quadrature points) and lme4 (Laplacian) 
resulted in the second largest differences in parameter values. These differences varied 
between .0822 and .0001. For the variables in our research, these differences were smaller 
than the standard errors of the corresponding parameter values of the benchmark. One can 
conclude these differences are not meaningful and that both settings provide accurate results. 
The fitted line in Figure 1 has approximately the same amount of points under and 
above the line. These points on both side of the line have also approximately the same 
differences with the line, so the parameter values differences from the Laplacian method with 
the adaptive Gaussian structure with 5 quadrature points seem to behave unsystematic. It 
seems that there was no bias in our study, which connects with the findings from Pinheiro and 
Bates (1995) that the bias in the fixed-effect estimates was extremely small and with the 
findings from Pinheiro and Chao (2006), that there was little or no bias in the fixed effects in 
their data configurations. 
 
4.2.2 Computational speed.  
Concerning computational speed, the Laplacian method was faster than all conditions 
in SAS, except the least accurate non-adaptive Gaussian setting with 1 quadrature point. The 
difference between the defaults in computational speed is in favor of R, which was 
approximately a factor 20 times faster. 
 
4.3. Limitations 
 It is important to look at limitations of the current research to see the results and 
conclusion in a correct perspective. The current research performed analyses completely on 
material that was collected for national assessment purposes without the current research 
questions in mind. The teacher questionnaire was a self-report instrument. We do not know if 
all the answers are really true. Especially, the question concerning the students’ home support, 
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it could be that the teacher had a wrong perception of the student while answering this 
question.  Wrong answers of the teachers can lead to wrong conclusions in the current study. 
For missing variables, mean and mode imputation was used instead of (multiple) 
imputation techniques, because of the complexity of the current analyses. Donders, van der 
Heijden, Stijnen and Moons (2006) showed that mean and mode imputation provide biased 
results in all missing conditions. Bias in the estimates can lead to problems. First, the sizes of 
the true parameter values are different than the results in the analysis. A simulation study of 
Donders et al. (2006) showed differences of 0.45 with a true parameter value of 1 with mean 
imputation. It could be the true values in our research were higher or lower. This leads to the 
second problem, a negative value in our research, for example -0.20 for home support could 
be in real positive. This would change the perspective considering home support to the 
opposite, which would have major impact on our educational implications and conclusions. 
The other significant teacher parameter values in the current research were -0.15 for 
differentiation and 0.21 for school support.  They could also be incorrect, as a consequence 
results, implications and conclusions in the present study should be considered carefully. 
Running the same analysis with multiple imputation techniques is in this context interesting 
for future research. 
 Finally, the current research is based on associations and as a consequence, 
conclusions about cause and result are incorrect. 
 
4.4. Educational implications 
 The finding of the present study that school support has a positive effect on accuracy 
has consequences for education.  School support seems to play an important role in learning 
mathematic skills. It may also be important for learning (all) other topics at school. In this 
context it is important that schools develop their school support system. School support can 
be individual, at the group level, but for example also at the level of personal problems. This, 
together with the current development of the so-called ‘tailored education’ in the Netherlands, 
where the schools in a district are together responsible for education for every child (with or 
without learning problems or handicap) makes school support an interesting topic for future 
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study. Which factors in school support are successive and which not and for which goal? 
Psychological support with a wider scope of school support or just a focus on school topics?  
 With regard to the first research question of the present study, concerning teacher 
practices that can explain the mathematics ability at the end of primary school, three 
conclusions can be made. First, the grade 6 teacher does play a role in the mathematical 
performance of the students, because of model comparisons, as described in section 3.1.  
Second, school support plays a positive role  (in comparison with no school support) and 
third, differentiation and home support (in comparison with no home support) have a negative 
effect on the mathematics ability of the students. The other teacher variables in the current 
research did not play a significant role. With regard to section 1.4, less aspects of teaching 
than expected have an effect on accuracy.  
 
4.5. Methodological implications 
 Concerning the parameter values, under the condition that the adaptive Gaussian 
setting with 5 quadrature points is the most accurate, it seems that, in the context of section 
4.2, unbiased and accurate values are obtained with the non-adaptive Gaussians setting with 
20 quadrature points or more. However, it may be that the non-adaptive Gaussian setting with 
20 quadrature points is not sufficient in providing accurate parameter values when the sample 
size is lower than the sample size of the current study, since Pinheiro and Chao (2006) found 
biased estimates of variance components and fixed effects in both data configurations of their 
research.  Pinheiro and Chao (2006) had three different random effects in their study, whereas 
the present study had 1 random (student) effect. How the accuracy of the parameter values 
under different Gaussian settings relates to sample size and number of random effects is in 
this context an interesting topic for a future (simulation) study.  
Laplace in R is approximately a factor 1.7 times faster than this non-adaptive setting 
with 20 quadrature points and around 20 times faster than adaptive Gaussian structure with 5 
quadrature points. One can conclude that Laplace in R is sufficient for explanatory IRT. 
Laplace in R provides estimates within one standard error of the estimates of the accurate, 
unbiased adaptive Gaussian with 5 quadrature points and is approximately a factor 4 times 
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faster than the accurate non-adaptive Gaussian with 100 quadrature points and a factor 20 
times faster than the adaptive Gaussian with 5 quadrature points settings in SAS. Further, R is 
free available whereas SAS is part of a commercial software package.  
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Appendix   
  
Background information teacher 
• Personalia  
 
1)  What is your age? 
… Year 
 
2)  What is your gender? 
 
□ Male 
□ Female 
 
• Education / work experience  
 
3) Which education did you finish with a degree? 
 
□ PABO (pedagogic academy of primary education, ± 4 years) 
□ Teacher education after other work (±2 years) 
□ PA (pedagogic academy, training college or toddler education) 
□ Teacher education secondary education 
□ Teacher education is not (yet) finished / internship 
□ Other, namely ……………………………………………………… 
 
 
4) How many successive years did you teach grade 6 students at the end of this schoolyear?  
 
……… year. 
 
• Training 
 
5) Did you get extra training/education in the last 5 years?  
□ Yes  
□ No  
 
 
Students 
 
6) How many students do you have in your class?         
 
 _____ students. 
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7) What do you think of the number of students in your class?? 
 
□ Way too low. 
□ Too low. 
□ Optimal. 
□ Too high. 
□ Way too high. 
 
Curriculum 
 
• Mathematics method 
 
8) Which mathematics textbook did you use in the class?  
Write down the mathematics textbooks used in the last school years 
 
Schoolyear 
 
Mathematics textbook Date Edition 
 
2008-2009 
 
 
 
 
 
2009-2010 
 
  
 
2010-2011 
 
  
 
 
9) How much time do you spend on mathematics education in an average school week? 
 
  On average _______ hours (weekly) 
 
10) How much mathematics study time do weak students get on top of the normal mathematics study time? 
 
On average _____ minutes extra per week 
 
 
 
11) As a teacher, do you have a preferred multiplication strategy? 
 
□ Strong preference for the whole-number-based strategy 
□ Small preference for the whole-number-based strategy 
□ No preference 
□ Small preference for the digit-based strategy 
□ Strong preference for the digit-based strategy 
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12) As a teacher, do you have a preferred division strategy? 
 
□ Strong preference for the whole-number-based strategy 
□ Small preference for the whole-number-based strategy 
□ No preference 
□ Small preference for the digit-based strategy 
□ Strong preference for the digit-based strategy 
 
Calculation by head and estimation 
 
13) How many times do you treat calculation by head and estimation in mathematics lessons? 
 
□ Less than once a week 
□ Once a week 
□ Twice a week 
□ More often namely, ____ times a week 
 
14) How much time do you spend on average on calculation by head and estimation? 
  
   _____ minutes 
 
Classroom management 
 
15) Is there differentiation in your class with regard to the skill and/or work pace of the students in the mathematics lessons? 
 
□ Normally all students get the same instruction and exercises at the same time. 
□ Instruction is normally the same for all students: when dealing with exercises there is differentiation with regard to 
skill and work pace. 
□ There is group instruction at the skill level or by work pace with the potential of further differentiation when 
dealing with exercises. 
□ Instruction is individual and exercises are selected for each student individually.  
 
Student care 
 
16) Are there possibilities at your school for extra individual support for mathematics, for example a person in school who is 
responsible for the development of the student care?  
 
□ No, continue with question 49 
□ Yes, by a remedial teacher 
□ Yes, by an internal co-worker/mathematics specialist 
□ Yes, by a remedial teacher and by an internal co-worker/mathematics specialist 
 
17) How intensive is the support at home by parents or caretakers? 
 
□ Not supporting 
□ Little supporting 
□ Regularly supporting 
□ Often supporting 
□ Always supporting 
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