Abstract-A microcellular local area network (LAN) for indoor communications is proposed using code division multiple access (CDMA) and DPSK for data modulation. The pseudonoise (PN) codes in the transmitters of the base station are mutually synchronized. For this purpose, sets of Gold code sequences having low cross correlation have been found by an exhaustive computer search. Together with wideband measurements of the indoor radio channel at 900 MHz, a fivepath RAKE receiver was designed to combat fading effects and to process the time diversity by using multipath signal reception. Each receiver path is demodulated independently. Several methods of diversity combining of these paths have been investigated. Acquisition and tracking of the spreading code in the receiver are controlled by a digital signal processor (DSP). Experimental results of the CDMA system are presented, showing the behavior in a multipath environment.
I. INTRODUCTION
E have investigated and realized a direct-sequence spread-spectrum (DSSS) microcellular system for indoor radio communications [ 1 I , [ 2 ] . A microcell consists of k mobile users who can communicate with each other through a base station as shown in Fig. 1 .
The base station is able to provide for several simultaneous bidirectional links to the mobile stations using code division multiple access (CDMA). The system uses differential phase-shift keying (DPSK) modulation for ease of implementation and a RAKE receiver to reduce multipath fading effects [3] . The theoretical performance of such a system has neen analyzed in [4] - [6] . In this paper, we describe the practical implementation and experimental results of parts of our system. In a CDMA system, the number of simultaneous users depends on the cross-correlation properties of the spreading codes. In [ 5 ] , [6], the codes were optimized only with respect to low sidelobes of their autocorrelation function (ACF) for good synchronization behavior. In a star-connected system like ours, chip-synchronous processing at the base station makes it also possible to optimize the Manuscript received February 24. 1989 : revised December 8, 1989 U . Grob codes for very low values of the even and odd cross-correlation function (CCF) between individual codes. Therefore, we use codes with optimized ACF and CCF, resulting in an interference term at the mobile stations which is no longer random, but has a deterministic and low value.
To serve a big number of users over a large area, several microcells can be combined in a cellular arrangement. Each cell is assigned a set of codes for a number of simultaneous communication links, whereas adjacent cells use different code sets.
The code length L = 1023 chips at a rate R, = 16 X IO6 chip/s was chosen to accommodate a large enough number of users per cell. With these parameters, it is not possible to realize matched filters or correlators using surface acoustic wave (SAW) or charge-coupled device (CCD) technology because of the restricted number of taps, the device length, or the chip rate [ 2 ] , [7] . Therefore, the RAKE receiver was realized with a bank of seven active correlators which do not suffer from these limitations.
In Section 11, the typical indoor channel characteristics as they have been measured in Swiss buildings are described. Section I11 examines the rules for designing the microcellular system and gives optimization criteria for choosing the code sequences. Section IV describes the transmitter and the receiver design. Special emphasis is given to the desciption of the acquisition and tracking strategies. Section V provides some experimental results, followed by a summary and conclusions in Section VI. Coherence Bandwidth IMHzl Fig. 3 . Probability of the coherence bandwidth falling into an interval of 10 MHz (a) for the line-of-sight and (b) for the obstructed wave propagation path in the laboratory buildings.
INDOOR RADIO CHANNEL CHARACTERISTICS
Among the considerable literature on radio wave propagation in general, some recent papers concentrate on the characteristics of the indoor radio channel [8]-[ 101. The statistics of the mean excess delay, the rms delay spread, and the propagation path loss have been measured in many indoor situations, but only a few report measurements of the coherence bandwidth. Therefore, this section concentrates only on the statistics of the coherence bandwidth and the rms delay spread at a carrier of 900 MHz in our laboratory buildings.
We measured the complex envelope of the time-variant impulse response at several distinct locations. Two vertical polarized conical X/4-monopole antennas were used at the transmitter and receiver sites. A PN sequence of 127 chips was radiated periodically every 1.4 ps with a power of +30 dBm and a bandwidth of 360 MHz. We obtained a delay resolution of 1 I ns.
The multipath signals, which are depicted in Fig. 2 for two typical situations, cause frequency selective fading seen as notches.
A possible characterization of the average width of these notches is the coherence bandwidth W, . It is the minimal necessary frequency separation of two harmonic signals such that the correlation of the two amplitudes decreases below a given value (here, 0.5). Fig. 3 shows the probability that W, falls into the specified intervals of 10 MHz.
To avoid large variations in the propagation path loss in the obstructed paths case, the signal bandwidth has to be at least 40 MHz, as shown in Fig. 3(b) , in order to cover 90% of the situations. Because of practical purposes, we have chosen a signal bandwidth of 32 MHz, resulting in a coverage of 77% of the W,'s observed. In the time domain, the excess delay time of the multipath signal components are expected to be mainly in the range of = 2 x the maximal rms delay spread (2 X 100 ns, as shown in Fig. 4) .
Our RAKE receiver is designed such that this delay range is taken care of.
MICROCELLULAR SYSTEM
We consider an indoor radio system using DSSS with code division multiple access organized in a microcellular structure with one base station per cell. Each cell uses a different set of spreading codes. If the code sequences are multiplied by the data bit value and transmitted exactly once per bit, the interference from other CDMA links can be described by the even and odd cross-correlation function (CCF) [ l l ] , [I21 of their spreading code sequences.
First, we consider the link from the base station (BS) to the mobile station (MS). If we use chip-and bit-synchronous operation at the BS and assuming an ideal channel, the interferences from other links at any MS only depend on the CCF values at zero delay [5] . For indoor multipath channels, a small region around this origin becomes important. Assuming stationary conditions, these interferences can be minimized for optimal CDMA performance. Therefore, in contrast to [ 5 ] , we started a code search with the goal to find 20 code sets having optimal CCF's around the origin between all codes of the same set.
The communications protocol is organized as follows. The base station continuously transmits synchronization and signaling information by a special sequence, the service channel. All mobile stations are permanently spnchronized to this channel in the idle state. For data transmission, they can switch to a communications sequence without loss of synchronism. The mobile stations use their locally generated despreading sequence for spreading the transmitted data.
The cell radius is very small in an indoor microcellular system, e.g., about 50 m. Therefore, at the base station the maximum time difference between the transmitted and received PN sequence is only twice the propagation time. e.g., 330 ns. This fact enables the base station to synchronize to the received code in a very short time, even at high processing gains. With our code rate R,. = 16 x lo6 chips/s and code length L = 1023, the acquisition circuit has to search within six code chips only. There- fore, the link from the mobile to the base station partly benefits from the low CCF values around the origin. Kasami and Gold sequences of length L = 1023 have been evaluated as spreading functions. The even CCF of these sequences, which is defined as
where c, [I] is the Zth code chip of the sequence c,, only takes on values out of the set { -65, -33, -1, 31, 6 3 ) . The class of Gold sequences consists of 1025 members per family, but only 769 are balanced. For synchronization purposes, it is advantageous that the autocorrelation function (ACF) takes on the same low value (E,, (1) = -1 ) near the origin. Selecting the codes according to this condition, 577 sequences are left.
To optimize the CCF around the origin, the even CCF E,, ( n ) of two sequences c, and c, from the same set should fulfill the condition E,, ( n ) = -1; n E { -1, 0 , 1 3 . ( 2 ) This condition implies that the absolute value of the odd CCF over the same range will be less than three. It can be shown that no advantage results in taking the large set of Kasami sequences for this kind of optimization [ 131. The size of the code sets will be maximum when searching within one Gold sequence family only.
All 90 different families of Gold sequences were examined to find the family containing the 20 best of all balanced sequences which are autooptimal and have the least sidelobe energy (AO/LSE) [ 141. These sequences will be used for the service channel in each cell because they perform best with respect to initial synchronization. The feedback polynomials obtained for the Gold sequence generator are (octal notation) h l = 3025 and h2 = 2527, Fig. 5 .
By an exhaustive search, 17 was found to be the greatest possible number of sequences per set. Table I shows the corresponding initial states of the shift registers for the 20 cells, the first line of each set being AO/LSE phase.
IV. EXPERIMENTAL SYSTEM
An experimental system was designed to measure the behavior of a spread spectrum system in a microcellular indoor environment with CDMA, as well as to study various system parameters. Two identical transmitters and receivers (Fig. 6) have been built for this purpose.
A . Transmitter Design
Each transmitter (Fig. 7) consists of a differential encoder, a pseudonoise (PN) code generator, a binary phaseshift keying (BPSK) modulator, a radio frequency (RF) converter, and an amplifier.
The incoming data bit stream with a rate R,, = 16 X lo3 b / s is differentially encoded. The spreading code (R< = 16.368 x lo6 chips/s) is multiplied with the information bit and fed to the BPSK modulator that operates at an intermediate frequency (IF) of 70 MHz. After filtering, the modulated signal is up-converted to an RF carrier frequency of 959 MHz and passed through a bandpass filter with 26 MHz bandwidth. The amplified signal with a power level of about 10 mW is radiated by a vertical broad-band h/4-monopole antenna.
To generate the different Gold sequences, a PN-code generator was implemented in a CMOS gate array. It contains two programmable 12-stage linear feedback shift For despreading in a RAKE receiver, a digital deiay line delivers seven time-shifted versions of this code. The data bits are synchronized to the spreading code by a short pulse which is generated at the beginning of every code period by a built-in synch detector.
B. Receiver Design
The receiver design is based on the RAKE principle. We have chosen five diversity paths spaced one chip (61 ns) apart. Thus, all received signals with delays falling into a window of about 300 ns can be processed. This seems to be a reasonable compromise between receiver complexity and performance in multipath environments. The block diagram of the receiver is shown in Fig. 8 .
The RF down-converter consists of bandpass filters, amplifiers with automatic gain control (AGC), a local oscillator, and a mixer to convert the received signal to a first IF at 70 MHz. The signal is then fed to the seven despreaders of the RAKE receiver. Their output signals are passed through crystal bandpass filters with 34 kHz bandwidth and then coverted to a second IF at 460 kHz.
The digital delay line in the code generator provides the delayed samples of the required Gold code. Each signal from the taps located at -2, -I , 0, + I , and + 2 chips delay, respectively, is up-converted to a third IF of 80.7 MHz. For synchronization purposes only, taps with delays of -0.5 and +0.5 chips are provided. These signals serve as references for despreading.
The signal strength of each despreader output is obtained by the envelope detectors (ED). These detector output voltages are integrated and A/D converted. A digital signal processor (DSP) controls the acquisition of the received code by adjusting the local code generator in steps of 0.5 chip. A tracking loop with an adaptive discriminator characteristic and loop gain tracks the code. The acquisition and tracking strategies will be described in the next paragraph.
The signals with relative delays of -2, -I , 0, + I , and + 2 chips are used for differential data demodulation. This procedure eliminates the need for a carrier recovery circuit for each RAKE arm, but requires the data bit duration Tl1 = 62.5 ps to be an integer multiple of the IF carrier cycle. With an RF-oscillator stability of 1-2 ppm, the IF frequency may differ from the ideal value in a range up to + 3 kHz. The resulting loss of up to 8 dB can be avoided by choosing an Z-Q structure of the DPSK demodulator.
The input signal of each arm and its 90" phase-shifted version are multiplied with the hard-limited and delayed signal of the preceding bit interval. This delay of T,, is achieved by a charge-coupled device (CCD) delay line.
The baseband signal of all five in-phase ( I ) channels are integrated over T, = 0.8 Th and summed. The quadrature (Q) channels are processed in the same way. The decision logic determines the bit value from the sums of the I and Q channels. The weight of each channel is adjusted by the DSP using a variable attenuator at the demodulator input.
C. Synchronization
The code synchronization in the receiver is attained in two steps: by code acquisition, and by code tracking. The acquisition is based on the measuring of the magnitude of the complex envelope of the channel impulse response. Because of the RAKE-type structure, the receiver processes any signal component that falls into a window of width Wand uses it for data demodulation. If the receiver has an odd number of N despreading correlator paths with a delay of one code chip between them, then the receiver window has a normalized width of W = ( N -1). Fig. 9 shows the acquisition procedure for N = 5 .
The receiver window ~( n )
of length W = 4 is given in Fig. 9(a) . The magnitude of the impulse response Ix(n)l is shown in Fig. 9(b) . The distribution y ( k ) of the summed signal magnitudes that fall into the receiver window is plotted as a function of the window position relative to the impulse response in the Fig. 9(c) . This function can approximately be measured by sliding the local PN-code generator with respect to the received signal. Sliding can be accomplished in two ways, either the clocks of the PN- code generators have a constant frequency offset (continuous sliding correlation) or the code of the local generator can be shifted in discrete-time intervals E with respect to the code in the transmitter (discrete sliding correlation). After despreading, the second solution represents a timediscrete version of the impulse response of the channel. The timing resolution depends on the time shift E , which is assumed to be one code chip in Fig. 9 . During the sliding procedure, y(k) is calculated at every location k of the window. After sliding over one period of the PN code, a maximum at some position k0 will be found. The receiver window is then centered around this position by shifting the local code, and the code tracking loop is switched on. For better noise suppression, the outputs of the envelope detectors can be integrated during a variable time interval. After acquisition, it is necessary to verify that the real maximum was detected. Our verification strategy averages the signal magnitude outside the receiver window and then compares it to the average signal magnitude inside the window after one more integration interval. Averaging over several intervals will increase the robustness of the verification algorithm.
The acquisition algorithm can be described mathematically by a correlation between the receiver window w(n) = rect ( n / W ) and the magnitude of the complex envelope of the channel impulse response Ix(n) I : (4) This algorithm is implemented by using a digital signal processor.
A tracking loop similar to the classical delay-lock loop (DLL) [15] is used to perform code tracking, except that the discriminator characteristic (or S curve) is expanded. The receiver has N despreaders which can be used to make the S curve as wide as the receiver window [ 151. The various correlator paths can be switched on and off to change the characteristic. This allows us to adapt the loop behavior to the time-varying impulse response of the channel. In the case of line-of-sight transmission, a narrow S curve is advantageous since the outer correlator paths only process noise. If there is no line-of-sight condition and several delay paths are present, a broad S curve makes the tracking loop more robust since there is more signal power available in the loop.
Calculating the mean time to lose lock (MTLL) of tracking loops shows that their performance degradates very rapidly in the presence of long-term frequency instability (code clock frequency mismatch) [16] . It has been shown that the loop bandwidth can be optimized. There is also a large degradation in the MTLL if the bandwidth is not properly chosen. The loop bandwidth can be adjusted in the realized system by means of the signal processor.
While tracking, the signal processor is continuously sampling the output signal of the despreaders. Analyzing the power of each path allows for weight adjustments of the demodulator input signals and the implementation of an out-of-lock detector.
During acquisition at low signal-to-noise conditions, i.e., when it is difficult to detect the maximum of y ( k ) , several impulse responses can be low-pass filtered. That may give a detectable maximum. A similar result is obtained by extending the integration time. The DSP adaptively controls this duration using the signal-to-noise ratio measured during the acquisition procedure.
D. Diversity Combining
The RAKE receiver structure provides five time-diversity signals from different propagation paths which are combined after demodulation. Because of the hard-limited reference signal, the demodulators (Fig. 8) have a linear input/output characteristic. The DSP controls the weightings of the individual channels in 3 dB steps according to the signal strength which is extracted by the envelope detectors. Basically, two effects influence the transmission quality: interferences and multipath propagation. Controlling the attenuators with respect to power level (signal and noise power together) and summing several paths to accomplish the decision causes combining losses as soon as interference is present. Assuming ideal conditions for propagation, but very strong interference, a simple single-path receiver is optimum. This receiver type is simulated by providing maximum attenuation to all diversity signals except the strongest one. The other extreme is the situation where no interference influences the transmission, but the radio channel shows a wide multipath profile. In this case, the optimum receiver takes the decision from the weighted sum of all signals.
Five different strategies for diversity combining have been worked out and experimentally compared. 1) Only the signal of the zero chip delay path is demodulated (single-path receiver).
2) Only the strongest signal is taken (best-of receiver).
3 ) The two strongest signals are added (diversity combining). 4) Signals with a level > 30% of the strongest are added (diversity combining).
5 ) Normalizing the strongest signal level to 1, the other signals are attenuated in function of their levels: 3 dB for levels 0.4-0.7 6 dB for levels 0.25-0.4 maximum attenuation for levels < 0.25 (approximation of maximum ratio combining).
V. EXPERIMENTAL RESULTS

A . Receiver Performance with A WGN Channel
The overall performance of the receiver with an additive white Gaussian noise (AWGN) channel is specified by the probability of error (P,) as a function of the signalto-noise ratio Eh / N o . The measurements included different frequency offsets with respect to the optimum IF carrier frequency for the chosen CCD delay line (Fig. lo) .
The implementation loss compared to the theoretical performance of DPSK is 4 dB at the nominal IF carrier frequency. This loss results from several compromises made to keep the five demodulators as simple as possible.
The reduced integration time of 0.8 T,, the use of a bandpass filter instead of a matched filter in the despreader, and the hard-limited reference signal in the demodulator each contribute about 1 dB loss. At low E h / N o , the performance is even worse due to offset voltages. Deviations from the nominal IF frequency result in additional 3 dB loss due to the simple quantization of the decision bounds (45 O sectors in the I / Q plane).
B. Acquisition and Tracking with Multipath Propagation
Measurements have been made to verify the proper operation of the acquisition algorithm and tracking loop. For this purpose, we moved the transmitter along several paths in the laboratory building. Therefore, the receiver had to cope with the time-varying multipath profile. Situations were encountered where line-of-sight transmission was dominant. In some other extreme cases, up to four strong reflection paths appeared in the profile. A second identical receiver with special acquisition software was operated in parallel to the data receiver. It continuously scanned the magnitude of the impluse response. This receiver is capable of observing the profile in a window of 20 chips (1.2 ps), while the data receiver tracks only paths within a five chip window.
In Fig. 11 (a) , we recognize a typical profile measured by the receiver configuration mentioned above.
The shaded area shows the position of the demodulator taps in the data receiver. The tracking loop is able to process both of the appearing strong echos because of its wide S curve.
By processing the two strongest paths instead of only one, more energy is made available to the demodulator. For this situation, the combining strategy 3 ) (see Section IV-D) for demodulation resulted in satisfactory low probability of error. Fig. Il(b) and (c) show extreme multipath situations. The delay between different paths is larger than the window of the demodulator. Fig. ll(b) shows three strong echos fed to the demodulator (shaded area). Moving the transmitter 15 cm resulted in a change of profile such that only one path remained in the range of the demodulator window, Fig. 1 l(c) . This situation indicates that scanning a wider part of the multipath delay profile will be useful. DPSK detector input of the experimental system becomes 
C. Synchronous and Asynchronous CDMA
The CDMA environment was investigated by using two transmitters operating with different code sequences. During asynchronous operation, both transmitters used their own free-running chip clocks. In the synchronous case, the chip and data clocks of all base station transmitters were synchronized for exploiting the optimized CCF properties as described in Section 111. The analysis and performance of a DPSK matched filter receiver is given in [ 5 ] . In our receiver, we use a correlator with a bandpass filter which results in a somewhat different analysis.
For a certain pair of code sequences, we therefore estimated the signal and interference power in the frequency domain using the Wiener-Khintchine theorem for calculating the spectral components. The result shows that additional frequency components from the interfering link pass the bandpass filter and add to the noise obtained by a matched filter receiver. Without data modulation at the transmitters, the signal-to-jamming ratio S,,/Jd at the For a reasonable probability of error P , = our system needs a signal-to-noise ratio S I N = 11 dB (i.e., E h / N o = 14 dB) in Fig. 10 . With ( 5 ) and (6), the required signal-to-jamming ratio at the receiver input is estimated as
In Fig. 12 , the probability of error is plotted as a function of the signal-to-jamming ratio at the receiver input.
If there is only one synchronous interfering user, the jamming magnitude is deterministic and not Gaussian. Therefore, a threshold effect occurs. At low S / J , the despreaded signal magnitude is reduced because the AGC is mainly acting on the jammer. In the present receiver, no AGC is provided in the demodulator. Therefore, its dynamic range limits the maximum usable jammer suppression ratio.
In contrast to IS], the performance of asynchronous CDMA of our system is worse than synchronous operation. This behavior is because of the optimized CCF properties of the code sequences for synchronous CDMA which are useless in the other case. The asynchronous performance is determined by cross-correlation peaks at any possible code chip offset due to sliding of the user codes. From the system point of view, it is even more severe that at low signal-to-jamming ratio, loss of lock in the tracking loop arises whenever local niaxirna of the CCF occur. In the synchronous case, the loop remains locked even at the lowest allowable S / J . VI. SUMMARY A N D CONCLUSIONS We have described the design of a microcellular spread spectrum radio system using CDMA. The system band-width and the design parameters of the code tracking loop were derived from measurements of the indoor radio channel. Field tests confirmed the proper choice of these [13] U . Grob, " h e r die Anwendung der Phasenhupfertechnik in zelluparameters. A RAKE-type receiver structure with five demodulator paths was implemented to mitigate the path fading effects. The receiver complexity was reduced by using DPSK modulation. An I-Q structure of the deminimizes losses due to carrier frequency Off- For an optimal performance of a CDMA system, a synchronous operation of the base station in each cell was suggested. In this case, the synchronous timing operation between individual users allowed optimization of the spreading codes with respect to a low CCF near the origin. This resulted in lower probabilities of error and in more robust tracking behavior than in the asynchronous case.
A digital signal processor adaptively controlled the acquisition and tracking of the received signal as well as the weighting of the demodulator paths. Measurements proved the advantage of the realized receiver stiucture under various multipath propagation conditions.
The realization of a receiver with a more flexible reference code generator will be further investigated. The aim is to reduce the number of demodulator paths without losing performance quality.
