The enzyme-linked immunosorbent assay (ELISA) is used extensively in immunologic research for obtaining quantitative estimates of immunoglobulin concentration in cell culture supernates. Through incorporation of a microcomputer for data acquisition, storage and rapid calculation of results, a substantial reduction in total assay time may be realized. Described here are a set of menu-driven programs written in Basic for the IBM-PC which provide advantages over existing software in simplicity, versatility and accuracy. Hardware requirements are minimal. These programs should encourage greater flexibility in terms of the size and complexity of experimental designs.
Introduction
The enzyme-linked immunosorbent assay (ELISA) has become one of the most widely used laboratory techniques for the measurement of immunogenic molecules (Engvall et al., 1971; Voller et al., 1980) . In our laboratories, the ELISA is used extensively to measure isotype-specific immunoglobulin produced by lymphocytes cultured under a variety of experimental conditions. Several well documented computer-assisted techniques have been described which decrease the amount of manual effort involved in computing ELISA resuits, while improving the accuracy of such computations. Programs of this type were first developed for radioimmunoassays and typically involve logit transformation and/or iterative regression analysis of the sigmoidal dose-response curves (Gaines Das and Tydeman, 1980; Ventura et al., 1985) .
tions (Peterfy et al., 1983) . The same drawback applies to the programs developed by Richardson et al. (1982) . To avoid this shortcoming, Caulfield and Shaffer (1984) designed a program which compares endpoint titers of standards and unknowns. Although avoiding the single dilution problem, their program requires that dilution factors be determined independently prior to the assay, and allows for only three plate formats. Furthermore it is necessary to read both the standard and unknown endpoint dilutions at an optical density (OD) that is 10% of the maximal OD, thus placing constraints on dilution used and enzyme-substrate reaction time.
The programs which we describe here have been specifically designed to achieve accurate and precise results through calculations which are based only on the linear portion of the standard curve without placing stringent limitations on either assay time or plate layout. The investigator may create and store a wide variety of plate designs (templates) on the 5.25 in diskette either before or after the actual plate reading procedure. The appropriate template and stored data set may then be recalled at any time for rapid and direct calculation of results. Evaluation of the programs using serum analyzed first by rate nephelometry revealed good linear correlation for the measurement of IgA concentration (r = 0.9689, slope = 0.99, n = 10).
ELISA
The programs described are utilized for the sandwich technique of ELISA. The wells of flatbottomed polystyrene microtitration plates (NuncImmuno Plate I F, Gibco Laboratories, Lawrence, MA) are first coated for i h at 37°C with affinity-purified, heavy chain class-specific goat anti-human Ig (Cooper Biomedical, Malvern, PA) at a concentration of 1-5 #g/ml in carbonate coating buffer (pH 9.6). The plates are then washed three times with phosphate-buffered saline/0.05% v/v Tween 20 (PBS-T). Appropriate dilutions of culture supernatants and affinity-purified human Ig standards (Cooper) in PBS-T are applied to the wells, and the plates are incubated in a humid chamber for 3 h at 25°C. After washing the plates, alkaline phosphatase-conjugated, affinitypurified, heavy chain class-specific goat anti-human Ig (Cooper) is added at an appropriate dilution (in PBS-T) as determined by previous checkerboard analysis, and the plates are stored in a humidified chamber at 25 °C overnight. The plates are again washed and a solution of 1.0 mg/ml of p-nitrophenyl phosphate (Sigma-104, Sigma Chemical Co., St. Louis, MO) in 1 M diethanolamine buffer is added. The reaction is typically inhibited at 30 min by the addition of 1 N NaOH, although this procedure and the timing are not critical within the limits of the accuracy range of the photometer. Developed color is measured as absorbance of light at 405 nm (A405).
Hardware and specifications
The programs are written in uncompiled Microsoft Basic for the IBM-PC microcomputer. An Apparat Ram Card (Apparat, Denver, CO) and an AST SixPakPlus (AST Research, Irvine, CA) provide a total of 640 K contiguous RAM. The system board switch no. 1 is set for three disk drives -two physical drives (A:) and (B:), and a RAM drive (C:). On booting the system with the program disk in (A:), an AUTOEXEC.BAT file accesses the AST command programs to set system time and data, allocate 64 K RAM as a print buffer, and set up drive (C:) with 128 K RAM at &H80000. BASIC.COM and all ELISA programs are then copied to (C:), the menu program is loaded and execution begins. All I/O statements anticipate a template disk in (A:) and a data disk in (B:). This configuration provides maximum speed and convenience for the various data manipulation tasks. (See text for equations.)
10'00 15'00 20'00 25'00 30'00 rigA] in nanograms/ml identified from the data set. Sufficient information is presented on the screen to allow the user to determine the linearity of the standard curve (Fig.  5) . Significant outliers or concentrations of standard Ig which produce A405 values beyond the linear portion of the curve are removed from analysis at this point. Plot capabilities also allow the user to visually inspect the standard curve which in our assays is entirely linear in the range of 5-120 ng/ml with reaction times < 60 rain. Regression analysis is then performed as follows for n data pairs, where x = [Ig] and y = A405:
SumX z=Sumx 2-ny z Sum XY = Sum xy -nxy
Fig. 3. Experimental ELISA results using affinity-purified human polyclonal IgA as a standard. This is the entire standard curve including the non-linear portion. The experimental data actually differs somewhat from the isotherm since the law of mass action assumes a random distribution of reactants in solution, while ELISA is a two-phase system with the reaction occurring at a liquid-solid interface. In this system a retention effect occurs at low [Ig] , such that the probability of a free Ig molecule forming a reaction complex with a free receptor is greater than for the corresponding reaction in solution (Delisi and Wiegel, 1981 related to the size of the solid surface, and N is the number of free receptor sites of radius s (Delisi, 1981) .
For this reason, the slope of the regression line through standard concentration absorbance values progressively decreases to a slight degree as the standard concentrations decrease beyond the linear range, and thus any sample absorbance values that are less than the lower limit of the measured linear range standards will be slightly erroneous. Because these absorbance values are typically obtained at high sample dilutions (1:512, 1:1024, etc.) the error becomes progressively magnified when viewed as the final calculated concentration (see Fig. 13 ). Therefore, the FCALC program only takes sample absorbance values which fall within the range of the linear portion of the standard curve to be accurate, and reports all other values in brackets. The limits for placing the brackets are calculated from the limits of the measured standards, with an option to assign an alternative low end cutoff. This method of utilizing only the linear portion of the standard curve has proven to be accurate and precise in multiple test runs, and avoids the more complicated computations necessary when evaluating the non-linear portions of the standard curve.
Program description
The software described is menu-driven and option-oriented, consisting of six essential programs (2028 program lines) as follows: FMENU, FDISK, FSTORE, FVIEW, FTEMP, and FCALC program. FDISK is a small utility program used to create dedicated template and data disks. Simplified program flowcharts are shown in Figs. 6-9.
Each program runs independently and can be accessed in any order. The usual sequence of program utilization begins with acquisition of data from the Multiskan plate reader using FSTORE. Unlike the programs described by Ritchie et al. (1981) , FSTORE cannot be overloaded during data acquisition nor is there a risk of data loss using the described hardware configuration (Slezak et al., 1983) . The user first enters the number of plates to be read and plate identifying information. Variable passing allows this information to be entered quickly even for large batch runs. Plate designations are entered as a filename (eight characters maximum) and extension (three characters) as dictated by the disk operating system. We use alphanumeric group experiment designations plus the individual plate number, giving filespecs such as 'A203.034'. Plates may be read in any order regardless of the order in which the identifying information was entered, through the use of an interactive screen directory. After reading, the absorbance data is displayed on the screen for verification. An analysis of plate bias in our laboratory has shown that a significant error is introduced by the Multiskan blanking procedure, which is performed prior to reading the plates. Because each of the eight rows on the 96-well plate is blanked against a different reference well taken from the first 175 8-well column, a high blank could apply to row 1 while a low blank applies to row 5, etc. The program compensates in part for this machine error by allowing the user to reverse the plate and read it again, obtaining two A4o 5 values for each well based on two different blanks. A Friedman two-way analysis of variance on absorbance rank order sums has shown that this blank-averaging procedure effectively reduces the error to insignificant levels (data not shown). For non-critical experiments the user may choose to store the data to disk after a single reading or dump the data and read another plate. For critical experiments requiring the highest degree of accuracy, the plate is read again in the reverse direction. When all plates have been read and the data stored, the program returns to the main menu.
The FVIEW program allows screen viewing printout of stored data sets in an 8 × 12 plate design including identifying information and the disk and file number (Fig. 10) . This program also accesses the data disk directory, which contains the directory number, plate designation, experi- Prior to calculating the results, the experimental plate design must be stored as a template using the FTEMP program. In addition to allowing the ELISA TEMPLATE DISK # 1 / ELISA TEMPLATE A257. TI   1  2  3  4  5  6  7  8  9  i0 ii 12 The program traps all common errors, thus avoiding time consuming restarts. A highlighted screen display allows the user to view the newly created template prior to storage in the event that alteration is desired. After storage, a printout of the template is automatically generated (Fig. 11) 
Example of program runs
A known concentration of human polyclonal IgA was used as the sample. The plate (see Fig.  11 ) represents one of many possible layouts, here designed to maximize accuracy through avoidance of columns 1 and 12 which have been found in our lab to yield spuriously low absorbance values. Quadruplicates of each dilution are not necessary for accuracy, and more typically we utilize four duplicate dilutions (serial or otherwise) per sample yielding eight samples per plate. The actual data from the sample run is shown in Fig. 9 , produced using FVIEW. The absorbance values reported by FCALC (Fig. 12) have been corrected by subtracting the average of conjugate control absorbances. As noted above, the calculated results may be inaccurate at either extreme of the dilution series. The final result is therefore taken as the peak calculated value, or the average of peaks where a plateau occurs, using only those values calculated from non-bracketted absorbances (Fig. 13) . This technique satisfies the desirability of testing multiple dilutions without imposing the constraint of identifying an endpoint dilution.
