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Введение 
Одним из важнейших аспектов работы любого алгоритма стереосопоставления является спо-
соб вычисления степени взаимного соответствия пикселей исходных изображений. Среди мно-
жества способов вычисления цен взаимного соответствия между пикселями, описанных в [1, 2], 
стоит выделить величину Биршфилда и Томаси [3] как нечувствительную к явлению сэмплинга 
(особой форме дискретизации изображения), а также цену взаимного сопоставления, основы-
вающуюся на взаимной информации [2, 3], нечувствительную к изменениям освещенности и ус-
ловиям записи. Свойства цены взаимной информации неоценимы при работе с реальными изо-
бражениями, например, при работе с видеопотоками со стереопары или с веб-камер, где уровень 
освещенности одного изображения колеблется относительно уровня освещенности другого изо-
бражения. 
 
Методы вычисления взаимной информации 
Величина, определяющая взаимную информацию двух изображений, вычисляется на основе 
величин энтропии каждого изображения в отдельности за вычетом их общей энтропии [4].  
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Для пары качественно снятых стереоизображений одной сцены величина взаимной энтропии 
мала, поскольку одно изображение может быть в значительной мере предсказано его стереопа-
рой, что, в свою очередь, повышает значение взаимной информации для двух изображений. Зна-
чение взаимной информации для левого и правого изображений будет максимальным, если вы-
полнить сдвиг пикселей одного из двух стереоизображений с помощью карты диспаратностей, 
поскольку в результате данного действия пиксели левого и правого изображений будут нахо-
диться по одним индексам по вертикали и горизонтали [5]. Максимальное значение взаимной 
информации для двух стереоизображений является доказательством того факта, что найдена мак-
симально верная карта диспаратностей для данной пары стереоизображений. 
Однако выражение (1) применимо лишь к изображению в целом и не может быть использо-
вано как величина взаимного сопоставления пикселей, не говоря уже о том, что требует для вы-
числения уже предопределенной карты глубины (что подразумевает решение задачи более высо-
кого уровня). 
 
Применение взаимной информации в качестве цены сопоставления 
Ким и др. в [6] преобразовал вычисление взаимной энтропии 
21 ,II
H к виду суммы термов, ис-
пользуя ряд Тейлора. Каждый терм суммы зависит от соответствующих интенсивностей на сте-
реоизображениях и вычисляется независимо для каждого пикселя p [7]. 
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В статье рассматривается алгоритм вычисления цен сопоставления на основе 
взаимной информации между пикселями стереоизображений. Во второй части при-
водится математическое выражение величины взаимной информации, основываю-
щееся на величинах энтропии изображений. Далее описывается способ применения 
и оптимизации величины взаимной информации при вычислении карты диспарат-
ностей. В параграфе «Особенности алгоритма» анализируются возможные условия 
работы алгоритма, а также ошибки в его работе и причины их появления. 
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Терм 
1 2,I I
h вычисляется на основе взаимного распределения вероятностей 
21 ,II
P , соответст-
вующих значений интенсивности.  









− .                                       (3) 
Величина взаимного распределения вероятности определяется оператором T, равным 1, если 
аргумент является истинным и 0, если аргумент является ложным. 
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Расчет энтропии левого и правого изображений производится аналогично, учитывая, что 
распределения вероятностей интенсивностей левого и правого изображения могут быть рассчи-
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Таким образом, можно выразить  

















IMI , (7) является мерой взаимной информации, сосредоточенной в двух стерео-
изображениях, а каждый терм под знаком суммы является искомой величиной цены сопоставле-
ния двух пикселей. Таким образом: 
( ) ( ) ( ) ( ) ( )
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MI I base I matching base matchingI2
C p,d = h I p + h I q h I p ,I qI
   −   −      ,              (8) 
где x yq = p d, p −  .   
 
Особенности алгоритма 
Необходимость в карте глубины a priori на данном этапе остается не решенной проблемой. В 
работе Кима и др. [6] предлагается использовать итеративный подход, на первой итерации кото-
рого карта глубины имеет случайные значения. Далее результирующие цены сопоставления ис-
пользуются для поиска карты глубины, используемой в следующей итерации. Количество итера-
ций весьма мало (в частности, 3). Это объясняется тем, что даже ошибочные значения глубин 
позволяют получить значения взаимного распределения вероятностей, близкие к реальным. 
В работе Hirshmuller [7] описывается развитие этой идеи, где предлагается использовать кар-
ту глубины, полученную при расчете уменьшенного изображения, растянутую до размеров тре-
буемой карты глубины. Расчеты показывают, что если трижды провести подобную операцию над 
изображением, уменьшенным в 16 раз, а затем итеративно подавать на вход алгоритма 1/8, затем 
1/4, 1/2 и исходного размера, то количество операций, необходимое для выполнения данного ал-
горитма, возрастет лишь в 1,14 относительно количества операций, необходимых для расчета 
последней итерации над изображением исходного размера, что увеличивает производительность 
в 2,6 раза по сравнению с тремя итерациями алгоритма над изображениями исходного размера. 
Однако если реализовать метод, описанный выше, результирующая карта глубины будет со-
держать артефакты, свидетельствующие об ошибках в работе алгоритма (см. рис. 1). Ниже при-
веден анализ причин этого явления. 
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Рис. 1. Исходное изображение (слева) и карта диспаратностей, 
рассчитанная на основе цен сопоставления, 
При вычислении термов 
ле (3), описанной в [7], возможным резул
татом является значение бесконечности со 
знаком плюс. Такой результат получается 
при расчете терма энтропии для нулевого 
значения взаимного распределения вероя
ностей (см. рис. 2) пикселей левого и прав
го изображений.  
С алгоритмической точки зрения да
ное значение, будучи математически ве
ным, не является удобным в использов
нии: причина тому заключается в том, что 
значение бесконечности, как цена сопо
тавления, при суммировании с другими 
значениями в случае агрегирования цен с
поставления смазывает карти
ная цена сопоставления всегда будет ра
няться бесконечности.  
 
Заключение 
Полученный результат показывает, что в таком случае невозможно оценить, какой из двух 
участков с бесконечной агрегированной ценой сопоставления соответствует исходному уча
большей точностью. Подобное явление можно наблюдать в виде артефактов черного цвета на 
карте диспаратностей на рис. 1. Это означает, что для стерео
рование цен стерео-сопоставления, все пиксели
лем, в рассматриваемой области которых лежит пиксель с нулевым значением 
ются равноценно невероятными. Негативным последствием этого является тот факт, что при о
сутствии других кандидатов будет выбран первый п
ет, что алгоритм не выполняет анализа для пикселей такого рода. 
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The article describes the algorithm of the matching cost calculation based on mutual in-
formation between pixels of stereo-images. The second part explains mathematical formula-
tion of the mutual information based on image entropies. Mutual information application 
and optimization approaches in disparity calculation are described next. The «Algorithm pe-
culiarities» paragraph analyses possible algorithm conditions, errors and their reasons. 
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