but does require sufficient real traffic and action data to capture the underlying relationship between states and actions. Therefore, ANN models estimate actions on the basis of the real state-action mapping of natural behavior.
The simulation of driver actions in traffic is an important part of modeling microscopic driver behavior. A driver action indicates driver behavior in terms of causalities and responses to traffic flow. Microscopic car-following models provide many powerful simulation tools to study individual driver behavior, interactions between leading and following vehicles, and cumulative macroscopic traffic phenomena. The performance of car-following models relies on the parameters of individual drivers that can represent unique driving behavior. Parameter calibration becomes a necessary process before car-following models can be applied to a simulation environment.
Driver actions in car-following models are defined by predefined rules. These rules are mostly interpreted by relating the traffic state that a driver observes to the response or action that the driver takes. Different car-following models consider different criteria as causalities that stimulate a driver's reactions. However, in reality, these rules specified by car-following models might not capture natural driving behavior because of the complexity and instability of the human decision-making process.
In the proposed approach, instead of using predefined driving rules from car-following models, a reactive-structure artificial neural network (ANN) is used to relate traffic states to driver actions. An ANN does not require a function to connect traffic states to actions constant during all car-following situations (7 ) . Therefore, the calibration process becomes an optimization problem with the objective of searching for the best car-following model parameters to minimize the deviation of the estimated car-following trajectory from the naturalistic vehicle trajectory. Accordingly, an optimal parameter set is considered to best represent real driver behavior.
Shortcomings
Both macroscopic and microscopic data have been used in the calibration of car-following models in much of the literature. Macroscopic traffic data provided by loop detectors has been used to calibrate macroscopic parameters such as free-flow speed, jam density, and speed at capacity. Parameters in car-following models can be represented by steady-state macroscopic parameters of traffic flow (8) . However, loop detector data includes all the vehicles that have passed by, which results in calibration parameters representing an average behavior of all the drivers rather than individual drivers.
Microscopic calibration uses vehicle trajectory data (speed, distance, and so on) to calibrate the unique parameters of individual drivers. Microscopic data collection requires specialized sensorequipped instrumented vehicles or above-road video observation of vehicles (9, Appendix A), which means that collection efforts are expensive and time-consuming. However, technological advances in recent years in methods of microscopic data collection have fueled an increase in studies with trajectory data in the calibration of car-following models.
Although car-following models can describe and explain driver behavior to some extent, logical and statistical errors reduce the reliability of these models. From real-world experience, the driver takes action on the basis of the interactions of all observed stimuli in his or her environment. Unfortunately, most car-following models consider only some stimuli in the causality of driver response, which may result in a biased conclusion. In addition, the parameters may not be constant for different stimuli. Studies have shown that reaction time while accelerating is longer than while decelerating (10) . In addition, the sensitivity parameter of speed difference is 10% greater in deceleration than in acceleration (11) .
Statistically, the chosen calibration method causes biases. As Ossen and Hoogendoorn point out, measurement errors can create considerable bias in estimation results (12) . Parameters that minimize the objective function do not necessarily capture the following dynamics best, and measurement errors substantially reduce the sensitivity of the objective function and consequently reduce the reliability of the results. Brockfeld et al. tested the validity of 10 car-following models after calibration and found that no model appeared to be significantly better than any other model; all models shared the same problem with particular data (13) . The authors concluded that even though some models had more calibration parameters, they did not provide better results in general.
AGENT-BASED MODEL
An agent that can learn driver behavior from previous actions taken in the observed traffic environment will adopt driver behavioral policy and may act intelligently as its clone, thus avoiding the above-mentioned problems. The simulator observes all traffic state stimuli, makes judgments on the basis of critical stimulus or stimuli, and tries to replicate driver reactions.
Agent-based modeling (ABM) is a relatively new paradigm for exploring complex system behavior (14) . Within the transportation domain, ABM is particularly appropriate for modeling human decision making and action systems. Driver behavior studies with ABM include driver response to incidents, driver interaction between passenger vehicles and trucks, and driver behavior when approaching a work zone (15) (16) (17) . Bonabeau suggests that ABM is best applied to simulations when agents are heterogeneous; interactions of agents are complex, nonlinear, or discontinuous; and agents exhibit complex behavior, including learning and adaptation (18) .
The ABM system in this paper uses an agent simulator to approximate a driver and car-following situations from the driver as traffic state scenarios experienced by the agent. An ANN is used in agent training. The agent receives supervised training based on the driving characteristics and state-action pairs as extracted from the naturalistic trajectory data. After training, the neural agent should be able to replicate the action selection policy.
Neural networks have been applied in car-following model design (19, 20) . Hongfei et al. applied a neural car-following model with test data collected with a five-wheel system (19) . Speed of the following vehicle, relative speed, relative distance, and desired speed were selected as four inputs from test data and acceleration of the following vehicle as output. Three types of drivers (risky drivers, ordinary drivers, and conservative drivers) were classified by desired speed as the fourth input to represent driver heterogeneity. The classification of different drivers based on desired speed alone causes the loss of other driver-dependent characteristics. Furthermore, their study did not validate performance of the neural network.
Panwai and Dia developed a neural car-following model and implemented it in the AIMSUN simulation software (20) . The modeling data included speeds and distance headways of leader and follower, based on the premise that the driver would select individual speeds and maintain a desired headway. Driving conditions were divided into five regimes by distance headway and speed difference. The developed model was interfaced with AIMSUN in validation and compared with the default Gipps model in AIMSUN. Results of the BP neural network were 20% better than those of the Gipps model embedded in AIMSUN. Although this novel model approximated field data well, the five regimes seemed arbitrary and the output is speed, which is a state (not an action decision).
In this paper, the performance of ANNs is tested by using longitudinal driver action acceleration (deceleration) as the driver action. A neural agent is trained to replicate the action decision process of a real driver. According to the nature of ANN, this neural agent should be able to adapt to changes in driver behavior and insufficient trajectory data.
GHR MODEL
The GHR model is a general form of earlier car-following models. Driver action (acceleration) is considered to be a function of speed v, speed difference, and spacing x. The model formulation is where a n = acceleration of vehicle n at time t; Δx and Δv = relative spacing and speed, respectively, between the leader vehicle n − 1 and the following vehicle n; T = driver's perception-reaction time; and c, m, l, and T = four calibration parameters.
How well the GHR model simulates driver behavior depends on the calibration parameters. As mentioned previously, many parameters do not necessarily have a better approximation on vehicle trajectory. Therefore, the four-parameter GHR model seems to be an acceptable car-following model in this study. The minimum sum squared error (SSE) between the estimated and real speeds is used as the objective function. The optimization tool adjusts the car-following model parameters to make the best match between the GHR estimated speed v est and the field-measured speed v f .
Genetic algorithms were used as the optimization tool for searching the parameter space. To make the optimization reasonable, constraints were applied to the parameter space for minimum and maximum values from past empirical studies and calibration results (3): m was restricted to (0, 1.5), l was restricted to (0, 2.5), and T was restricted to (0, 2).
NEURAL AGENT MODEL
In the proposed neural agent model, the driver agent observes the traffic state (its environment) and reacts, which is similar to the state perception and action mapping of a real-world driver. This approach is based on a reactive structure using an ANN. Unlike car-following models, an ANN does not need a predefined function or an equation to associate traffic state and actions. Instead, an ANN extracts traffic state and action mapping rules from naturalistic driving states and actions. An ANN receives training from drivers' state-action pairs in naturalistic driving data sets and establishes state-action mapping rules for drivers to follow. With a limited set of input and output training data, an ANN can provide state-action mapping rules for the entire state space, even when some state patterns are missing from the training data.
A BP neural network is applied as the state-action mapping rule for estimating action in the proposed approach. As the term implies, BP is a propagation of error that requires an agent to have basic knowledge of the desired output action from the training data. A BP neural network calculates the error between the desired output and the actual BP output to propagate error back to each neuron in the network. Network weights between layers are updated by training until the error propagation becomes relatively small and weight values converge. A BP neural network follows learning rules associated with the gradient descent algorithm to gradually approximate driver actions from input data and target data from the training episodes.
A BP neural network is composed of an input layer, hidden layer(s), and an output layer. The kth hidden-layer vector s(k) is computed from its upstream layer input vector s(k − 1). A weighted sum of input and bias is calculated, and results are transformed by a transfer function: Figure 1 .
The BP learning algorithm is divided into two phases: propagation and weight update. The propagation phase transfers training input forward through a neural network to generate the propagation's output activations. Then, BP of output activations is transferred through a neural network using the target output to generate the gradient of all output and hidden neurons. In the weight update phase, output delta and input activation are multiplied to get the gradient of weight. Weights are brought in the opposite direction of the gradient by subtracting a ratio from the weight learning rate. One iteration of BP learning can be written as where W k = vector of current weights and biases, α k = learning rate, and
The agent receives the traffic environment information as the input layer of the neural network. Each input is weighted with an appropriate weight w. The sum of weighted inputs and bias becomes input to the transfer function in the hidden layer(s). The neurons of the last layer are the output of the transform function.
To compare the driver agent results with the GHR car-following model, the same traffic state, vehicle speed, relative distance, and speed were used as variables in the input layer and driver action acceleration as the single output in the output layer during driver agent training. Because the BP training process requires input and output behavioral examples, numerous car-following episode trajectories and corresponding accelerations from the naturalistic driving data were used in the training process. 
NTDS Data Collection
For this research, NTDS data collected by Virginia Tech Transportation Institute were used to test the proposed method. In contrast to traditional epidemiological and experimental or empirical approaches, this in situ process used drivers who operated vehicles equipped with specialized sensor, processing, and recording equipment. In effect, the vehicle was a data-collection device. Drivers operated and interacted with these vehicles during their normal driving routines, and the data-collection equipment continuously recorded numerous items of interest during the entire time. Naturalistic data-collection methods require a sophisticated network of sensor, processing, and recording systems. They provide a diverse collection of on-road driving and driver (participant, nondriving) data, including driver input and performance (e.g., lane position, headway), four camera views, and driver activity data. This information may be supplemented by subjective data, for example, from a questionnaire.
Four companies and 100 drivers participated in the NTDS study (2) . The NTDS data-acquisition system collected three forms of data: video, dynamic performance, and audio. Participants were recruited from four trucking fleets across seven terminals, and one to three trucks in each fleet were instrumented (nine trucks total). Each participant in this on-road study was observed for approximately four consecutive work weeks. After 4 weeks of data were collected for a given participant, another participant started driving the instrumented truck. The NTDS study collected data for approximately 14,500 driving data hours, covering 735,000 mi traveled in the nine instrumented trucks.
In the proposed test, the following vehicle is the instrumented vehicle. The measurements of the following vehicle include speed, longitudinal and lateral accelerations, yaw angle, heading, and turn signal indications. For leading-vehicle information, the range, range rate, and azimuth were collected by instrumented forward-viewing radar from the following vehicle. Both leading-and following-vehicle data were recorded at 10 Hz. Speed (collected from the speedometer) and range and range rate (from radar) were used as inputs in both GHR model calibration and neural agent training. Videos were observed to confirm trajectory data.
Extraction and Selection of Car-Following Episodes
Car-following situations were automatically extracted from the database to analyze the behavior of following drivers. In the iterative filtering process, initial values and conditions were used to flag events, then events were compared with video data and values adjusted to minimize noise. Visual inspection of the first subsets created revealed some false positives (i.e., non-car-following events flagged as carfollowing events), so additional filters were applied to remove such events from the database.
Car-following episodes were extracted according to the following conditions: The automatic extraction process was verified with video analysis. For the random sample of 400 episodes, 392 were valid. Car-following episodes selected for neural network training should cover a wide range of traffic states. A neural agent should be able to choose proper actions that are from states the agent has not experienced but are within the training range. A neural network interpolates the action for the missing state. In most car-following episodes, the driver travels at a high speed on a highway or interstate. To avoid missing low speeds in the traffic states, low-speed episodes also are used in training and calibration. Choosing the good episodes is not easy.
Although 1,133 car-following episodes were ready to use in the present study, using all of them might have caused redundancy in training. To validate the neural agent model, episodes exhibiting stable driving behavior are desired. Driver actions in some episodes were inconsistent, and using them would generate more noise. In the present paper, 10 car-following episodes with 10,732 traffic states and actions were chosen for the test.
EXPERIMENT
In previous research, the present authors used one car-following episode (64 s) in BP ANN training and GHR model calibration (21) . Trajectory data at 1-and 10-Hz resolutions were used to compare agent and GHR performances and to test the contribution of highresolution data to calibration and training results because 10-Hz data have 10 times more traffic states in training. At both resolutions, the neural agent model outperformed GHR. With a 1-Hz resolution of naturalistic data in training and calibration, the neural agent model has 30.5% less SSE (Figure 2 ). With a 10-Hz data resolution, the neural agent model significantly improved the degree of accuracy, but the GHR model did not (Figure 3 ). Therefore, a 10-Hz resolution can capture driver actions well in neural network training.
Even though a neural network can work perfectly on one episode, using only one episode for training is insufficient for capturing stable driver behavior. As mentioned previously, training data should cover a large range for state-action mapping rules. However, using multiple car-following episodes may result in unstable actions because driver actions are not completely consistent. More data might reduce bias, but the calibration and training results might not work as well as with one episode.
In this paper, 10 episodes from one driver were selected from 1,133 episodes of naturalistic driving data available from the NTDS database, including 10,732 traffic state data points for use in GHR model calibration, neural agent training, and validation of calibration rules. The R 2 value was used to measure the degree of accuracy between speeds from naturalistic data and estimated speeds from models in validation.
The naturalistic data points were randomly divided into three sets; 60% were used to train the network, 20% were used to validate how well the network generalized, and 20% provided an independent test of network generalization to data that the neural agent had never seen. The performance function of the neural agent training data using all of the available data points is illustrated in Figure 4 . Starting at a large value, the performance function decreases to a smaller value over the training process, showing that the neural agent is learning. Training stopped when the number of iterations, the performance function, the magnitude of the gradient, and training time were greater than or less than the predefined threshold values. Validation stopped when the validation error increased. Training continued as long as validation errors decreased. According to Figure 4 , training stopped after 68 iterations, when the network generalized the best for validation. This result is reasonable because test error and validation error have similar characteristics and no significant overfitting has occurred.
One car-following episode (48 s) is illustrated as an example of validation performance for both models. The neural agent model has milder accelerations than the field data and simulates driver behavior well, with an R 2 of 95% ( Figure 5 ). However, validation indicates that the GHR model does not simulate driver behavior well, even with the optimal calibrated parameter sets; R 2 is 57% ( Figure 6 ). Also, results of the neural agent model look more continuous and probably are a good approximation of realistic driver actions.
CONCLUSIONS AND FUTURE RESEARCH
A GHR car-following model calibration method using a genetic algorithm was proposed. Then, an agent-based BP neural network modeling approach to simulate driver behavior was described. Naturalistic microscopic vehicle trajectory data were used in both neural agent training and GHR model calibration. Validation was performed on both models, and results indicated that the neural agent could capture driver behavior well with properly selected training data. The neural agent model performs better than the GHR model. Because robust calibration has been reported for the Gipps model and intelligent driver model of car following (indicating that these models are more robust than the GHR model), future research may focus on testing optimal parameters for these models and comparison with a BP neural network. Also other types of ANNs will be tested in driver action estimation.
The neural agent is a successful method for modeling driver behavior in car-following scenarios. Because a neural agent can learn from driver reactions in different traffic environments, the heterogeneity of actions that a driver when facing various stimuli (which current car-following models cannot handle) should be studied. For example, it will be interesting to study the execution and duration of lateral lane-changing behavior. In the car-following episodes used, especially in congested traffic environments, drivers typically made longitudinal (acceleration and deceleration) and lateral (swerving) maneuvers simultaneously. Because more data are available with car-following episodes for different drivers-including safety-critical events in which actions are more complex-it is feasible to use lateral trajectory information in training input and to simulate actions based on steering wheel motion. This paper focused mainly on the longitudinal behavior of individual drivers; however, lateral behavior such as lane changing can be analyzed by using a similar approach. Whereas in this research scope the car-following episodes used were from the same driver, future research could be done to test the robustness of a neural agent for other drivers.
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