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We introduce the notion of the tropical matrix pattern, which
provides a powerful tool to investigate tropical matrices. The above
approach is then illustrated by the application to the study of the
properties of the Gondran–Minoux rank function. Our main result
states that up to a multiplication of matrix rows by non-zero con-
stants the Gondran–Minoux independence of the matrix rows and
that of the rows of its tropical pattern are equivalent.
Wealsopresent anumber of applications of ourmain result. In par-
ticular,we showthat theproblemof checkingwhether theGondran–
Minoux rank of a matrix is less than a given positive integer can be
solved in a polynomial time in the size of the matrix. Another con-
sequence of our main result states that the tropical rank, trop(A),
and the determinantal rank, d(A), of tropical matrices satisfy the
following inequalities: trop(A) 
√
GMr(A), d(A) 
√
GMr(A),
trop(A)  d(A)+2
3
. As an important corollary of this result we ob-
tain that if one of these functions is bounded then the other two
are also bounded unlike the situation with the factor and Kapranov
ranks.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Definition 1.1. The set of real numbers with the additional element −∞ is called the max-algebra
(it is sometimes also called max-plus algebra or tropical algebra), denoted Rmax, if the operations of
addition, ⊕, and multiplication, ⊗, on this set are defined in the following way: a ⊕ b = max{a, b},
a ⊗ b = a + b, correspondingly. Here neutral element with respect to addition is −∞ and neutral
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elementwith respect tomultiplication is 0.Rmax with these operations is an algebraic structure, called
a semiring.
For the purpose of this paper it ismore convenient to use the exponentialmodel of themax-algebra
which is defined below and directly obtained by applying the exponent function to the ordinarymodel
introduced above.
Definition 1.2. Themax-algebra Rmax is the set of non-negative real numbers with the operations of
addition andmultiplication defined by a⊕b = max{a, b}, a⊗b = a ·b, correspondingly. Here neutral
element with respect to addition is 0 ∈ R and neutral element with respect to multiplication is 1 ∈ R.
Definition 1.3. The binary Boolean semiring B is the set {0, 1} with the operations of addition and
multiplication defined by a ⊕ b = max{a, b}, a ⊗ b = min{a, b}, correspondingly.
We consider matrices over B and Rmax. The set of m × n matrices with entries from a set S is
denoted byMm×n(S) andMn(S) = Mn×n(S). By Owe denote a zeromatrix, i.e., all elements of O are
equal to 0. By A[r1, . . . , rk]we denote the matrix formed by the rows of the matrix Awith the indexes
r1, . . . , rk. By A[r1, . . . , rk|c1, . . . , cm]we denote the submatrix of A located on the intersection of the
rows with the indexes r1, . . . , rk and the columns with the indexes c1, . . . , cm. By aij we denote the
entry in the ith row and jth column of A.
There are many different approaches to define the notion of rank for matrices over max-algebras
and binary Boolean semirings, see for example [1] for the detailed and self-contained information
on this subject. In this paper we consider the notions of tropical rank (see [1,3,6]), determinantal
rank (see [1]) and Gondran–Minoux rank (see [1,4,5]). Let us start with the exact definitions of these
notions.
Definition 1.4. The tropical permanent of an n × nmatrix A= (aij) with elements from B or Rmax is
the following function:
perm(A) = max
σ∈Sn
{a1,σ (1), · · · , an,σ (n)}, (1.1)
where Sn denotes the symmetric group on {1, . . . , n}.
Definition 1.5. Let S = B or Rmax. A matrix A ∈ Mn(S) is called tropically singular if n = 1
and perm(A) = 0 or if the maximum in the expression (1.1) is achieved at least on two different
permutations in Sn. A matrix that is not tropically singular is called tropically nonsingular.
Remark 1.6. In particular, if n ≥ 2 and perm(A) = 0, then for any σ ∈ Sn it holds that a1,σ (1), · · · ,
an,σ (n) = 0, hence A is tropically singular.
Definition 1.7. Let S = B or Rmax. The tropical rank trop(A) of a matrix A ∈ Mn(S) is the maximal
size of a tropically nonsingular square submatrix of A. By the definition trop(O) = 0.
Definition 1.8. Let S = B or Rmax and let A= (aij) ∈ Mn(S). Elements
‖A‖+ = max
τ∈An{a1,τ (1), · · · , an,τ (n)}, ‖A‖
− = max
ϕ∈Sn\An
{a1,ϕ(1), · · · , an,ϕ(n)} ∈ S
are called respectively thepositive determinant and thenegative determinant ofA. HereAn ⊂ Sn denotes
the subgroup of even permutations.
Definition 1.9. Let S = B or Rmax. A matrix A ∈ Mn(S) is called d-nonsingular, if ‖A‖+ 
= ‖A‖−. In
the case ‖A‖+ = ‖A‖−, the matrix A is called d-singular.
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Definition 1.10. Let S = B or Rmax, A ∈ Mn(S). The determinantal rank d(A) is the maximal size of
d-nonsingular square submatrix of A. By the definition d(O) = 0.
Definition 1.11. Let S = B orRmax. A set a1, . . . , an of vectors from Sm, ai = (ai1, . . . , aim)t , is called
Gondran–Minoux dependent (or shortly,GM-dependent) if there are subsets I, J ⊂ {1, . . . , n}, I∩J = ∅,
I ∪ J 
= ∅ and elements λ1, . . . , λn ∈ S , λt 
= 0, t ∈ I ∪ J, such that for all k ∈ {1, . . . ,m} it holds
that
max
i∈I {λia
i
k} = max
j∈J {λja
j
k}. (1.2)
In the case, a set of vectors is not GM-dependent, then it is called GM-independent.
We can set I = {1, . . . , n}\J, and λt = 0 for t /∈ I ∪ J in the definition above, and this setting
will not break the Eq. (1.2). The equivalent definition given by the remark below will be useful for our
considerations.
Remark 1.12. Let S = B or Rmax. Equivalently, GM-dependence of a1, . . . , an ∈ Sm can be defined
via the existence of a tuple (λ1, . . . , λn) ∈ Sn and subsets I,J ⊂ {1, . . . , n} such that I ∩ J = ∅,
I ∪ J 
= ∅, (λ1, . . . , λn) 
= (0, . . . , 0), and for all k ∈ {1, . . . ,m} it holds that maxi∈I{λiaik} =
maxj∈J {λjajk}.
Definition 1.13. The maximal number of vectors in all GM-independent subsets of the set a1, . . . , an
is called Gondran–Minoux rank (GM-rank) of the set a1, . . . , an and is denoted by GM(a1, . . . , an).
Definition 1.14. Let S = B orRmax, A ∈ Mn(S). GM-rank of the set of rows of A is called row GM-rank
of A and is denoted by GMr(A). GM-rank of the set of columns of A is called column GM-rank of A and
is denoted by GMc(A).
Remark 1.15. Note that row GM-rank and column GM-rank can be different, for details see the work
of the second author [13] or Example 3.2 in this paper. Below by GM-rank we mean row GM-rank.
The notion of GM-independence is related to the notion of L-matrices, which can be found in [8,12].
Definition 1.16. Let A ∈ Mn(R) be a real matrix, c1, . . . , cn be its columns. It is said that A is not an
L-matrix if there are subsets I, J ⊂ {1, . . . , n}, I ∩ J = ∅, I ∪ J 
= ∅, such that every nonzero row
of the matrix A′ formed by the columns {ci,−cj}i∈I,j∈J contains both positive and negative elements.
Otherwise A is called an L-matrix.
Remark 1.17. FromDefinitions 1.11 and 1.16we have that a 0–1matrix A is an L-matrix iff the columns
of A are GM-independent over B.
The following theorem provides the relations between the notions of GM-independence and d-
nonsingularity.
Theorem 1.18 [4, Chapter 5, Corollary 3.4.3]. Let S = B orRmax . The following conditions are equivalent
for A ∈ Mn(S):
(1) The rows (columns) of A are GM-dependent;
(2) ‖A‖+ = ‖A‖−.
Remark 1.19. From Remark 1.17 and Theorem 1.18 it follows that a square 0–1 matrix A is an L-matrix
iff A is d-nonsingular.
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Our paper is organized as follows. In Section 2 we introduce the notion of the tropical pattern
of a matrix over Rmax. We establish the connection between GM-rank of a matrix over Rmax and
GM-rank of its tropical pattern. Namely, we show that up to the multiplication of rows by certain
nonzero constants, GM-dependence of rows for a given matrix is equivalent to GM-dependence of
its tropical pattern. This allows us to generalize certain results from matrices over B to matrices
over Rmax.
In Section 3 we investigate the relations between different rank functions for matrices over Rmax.
Previously similar questionswere discussed for the factor rank (see [1–3]). It was shown that the factor
rank can be arbitrarily large, even if the tropical rank and Gondran–Minoux rank are bounded. The
case of Kapranov rank and tropical rank was considered in [6]. It was shown there that Kapranov rank
can be arbitrarily large even for a matrix with bounded tropical rank. We show that Gondran–Minoux
rank and determinantal rank cannot be arbitrarily large if the tropical rank is bounded. Moreover, we
prove the following three inequalities
trop(A) 
√
GMr(A)
trop(A)  d(A)+2
3
d(A) 
√
GMr(A)
which are true for any matrix over Rmax.
In Section 4 we investigate the computational complexity for Gondran–Minoux rank of matrices
over Rmax. The problem to determine if Kapranov rank of a given matrix is greater than 3 is NP-hard
as it was proved in [6]. We prove that for a fixed k the problem to determine if GMr(A) < k can be
solved in polynomial time with respect to the size of matrix A ∈ Mn×m(Rmax). Similar result for
the tropical and determinantal rank follows directly from the definitions, see also [3]. However, the
problem of checking whether the Kapranov rank of a matrix is less than 4 is NP-hard, see [6]. It is still
an open problem, if it is possible to check quickly similar properties for the factor rank, see [3, Section
8, (2)].
2. On the ranks of tropical patterns of matrices over Rmax
In this section we introduce the notion of the tropical pattern of a matrix for A ∈ Mn×m(Rmax).
It is shown that up to the multiplication of rows of a matrix by positive numbers, GM-dependence of
rows of anymatrix is equivalent to GM-dependence of rows of its tropical pattern. In the next sections
we generalize several results proved for matrices over B to the matrices over max-algebras.
In this section the max-algebra Rmax is considered as a subset of the set R.
Definition 2.1. The set R is considered with the usualmetric ρ(a, b) = |a − b|.
Definition 2.2. We say that a sequence {a(t)}t∈N ⊂ R converges to a ∈ R if limt→∞ a(t) = a and
we denote this by a(t) → a. The sequence A(t) = (aij(t)) of matrices fromMn×m(R) converges to a
matrix A = (aij) ∈ Mn×m(R), A(t) → A, if aij(t) → aij for all i and j. In this case, A is called a limit
of A(t).
Definition 2.3. A setM of matrices fromMn×m(R) is called closed inMn×m(R) if the limit of every
convergent sequence of matrices fromM also belongs toM.
Definition 2.4. The setM is bounded if there exists C∈ R such that for anymatrix A = (aij) ∈ M and
arbitrary i and j we have that |aij| < C.
Definition 2.5. We say that a vector (λ1, . . . , λn) ∈ Rnmax realizes the GM-dependence of vectors
a1, . . . , an ∈ Rmmax, ai = (ai1, . . . , aim)t , if there exist sets I, J, I ∩ J = ∅, I ∪ J = {1, . . . , n} such that
maxi∈I{λiaik} = maxj∈J{λjajk} for all k ∈ {1, . . . ,m}.
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Remark 2.6. Note that in Definition 2.5 it is possible that the vector (λ1, . . . , λn) is zero. Observe that
by Definition 1.11 vectors a1, . . . , an ∈ Rmmax are GM-dependent iff there exists a vector (λ1, . . . , λn)

= (0, . . . , 0) which realizes GM-dependence of a1, . . . , an.
The following lemmas are useful for the proof of the main result.
Lemma 2.7. Let M ⊆ Mn×m(Rmax) be the set of all matrices which have GM-dependent rows. Then M
is closed inMn×m(R).
Proof. 1. Let {A(t)}t∈N be a convergent sequence of n×m matrices over Rmax such that A(t) has
GM-dependent rows for all t ∈ N, A∈ Mn×m(R) be a limit of A(t). Observe that A ∈ Mn×m(Rmax)
since the elements of matrices A(t) are nonnegative. To prove the lemma we need to show that the
rows of A are GM-dependent.
2. By Definition 1.11 for any t ∈ N there are nonnegative numbers λ1(t), . . . , λn(t) such that
(λ1(t), . . . , λn(t)) 
= (0, . . . , 0) and two families of sets I(t), J(t) such that I(t) ∩ J(t) = ∅, I(t) ∪
J(t) = {1, . . . , n} and the following holds:
max
i∈I(t){λi(t)aik(t)} = maxj∈J(t){λj(t)ajk(t)} for all t ∈ N, k ∈ {1, . . . ,m}. (2.1)
3. Since for any t ∈ N the value maxi{λi(t)} is a finite positive number by the definition of GM-
dependence, we can divide any equality in (2.1) by this value. Thus without loss of generality we can
assume that for each t ∈ N maxi{λi(t)} = 1.
4. Hence the elements (λ1(t), . . . , λn(t)) ∈ Rnmax belong to the unit ball in Rn. Therefore there
exist a subsequence of a sequence (λ1(t), . . . , λn(t)) which has a limit (λ1, . . . , λn) in R
n. Since
λi(t) ≥ 0, i = 1, . . . , n, for all t ∈ N it follows that λi ≥ 0, i = 1, . . . , n, i.e. (λ1, . . . , λn) ∈ Rnmax.
5. Without loss of generality we can assume that the subsequence chosen in the previous step
coincides with the whole sequence, i.e., (λ1(t), . . . , λn(t)) → (λ1, . . . , λn).
6. Note that (λ1, . . . , λn) 
= (0, . . . , 0) since maxi{λi(t)} = 1 for all t.
It remains to prove that (λ1, . . . , λn) realizes the GM-dependence of rows of A.
7. Observe that the number of partitions of the set {1, . . . , n} into disjoint union of two sets is finite.
Therefore, there exists an infinite subsequence t1, t2, . . . , ts, . . . , such that I(t1) = I(t2) = · · · =
I(ts) = · · · and J(t1) = J(t2) = · · · = J(ts) = · · · . Denoting I = I(t1), J = J(t2) we can assume
without loss of generality that I(t) = I, J(t) = J for all t∈ N, so the equalities (2.1) have the form
max
i∈I {λi(t)aik(t)} = maxj∈J {λj(t)ajk(t)} for all t ∈ N, k ∈ {1, . . . ,m}. (2.2)
8. By taking the limit t → ∞ in the equalities (2.2) we get the equalities
max
i∈I {λiaik} = maxj∈J {λjajk}
which are true for all k ∈ {1, . . . ,m}.
9. Thus the vector (λ1, . . . , λn) realizes GM-dependence of rows of A. Since it is nonzero by item
6, the result follows. 
Lemma 2.8. Let D ⊆ Rnmax be the set of all vectors that realize a GM-dependence of rows of a givenmatrix
A ∈ Mn×m(Rmax). Then D is closed in Rn.
Proof. 1. Let {(λ1(t), . . . , λn(t))}t∈N∈ D be a convergent sequence. Let this sequence converge to the
vector (λ1, . . . , λn). Observe that (λ1, . . . , λn) ∈ Rnmax since the coordinates of the vectors from D
are nonnegative. It remains to show that (λ1, . . . , λn) realizes GM-dependence of rows of A.
2. Since each of the vectors {(λ1(t), . . . , λn(t))}t∈N realizes GM-dependence of rows of A, we have
that there exist two families of sets I(t), J(t) such that I(t) ∩ J(t) = ∅, I(t) ∪ J(t) = {1, . . . , n} and
the following holds
max
i∈I(t){λi(t)aik} = maxj∈J(t){λj(t)ajk} for all t ∈ N, k ∈ {1, . . . ,m}. (2.3)
1798 A.E. Guterman, Ya.N. Shitov / Linear Algebra and its Applications 437 (2012) 1793–1811
3. As in the proof of Lemma 2.7, item 7, without loss of generality we may assume that I(t) = I
and J(t) = J for all t ∈ N. Thus taking the limit in the equality (2.3) we get that (λ1, . . . , λn) realizes
GM-dependence of rows of A. By item 1, this completes the proof. 
Definition 2.9. Let A= (aij) ∈ Mn×m(Rmax).
1. By Dk(A) we denote the set of vectors from Rnmax which realize GM-dependence of rows of the
matrix A[1, . . . , n|1, . . . , k − 1, k + 1, . . . ,m].
2. By Bk(A) we denote the set of all vectors (λ1, . . . , λn) ∈ Rnmax such that maxnt=1{λtatk}  1.
3. Let Xk(A) = Dk(A) ∩ Bk(A).
Lemma 2.10. Let A = (aij) ∈ Mn×m(Rmax), aij 
= 0 for all i = 1, . . . , n, j = 1, . . . ,m. Then the set
Xk(A) is compact in Rn.
Proof. 1. By Lemma 2.8 the set Dk(A) is closed.
2. Let the sequence of vectors {l(t)}t∈N ⊂ Bk(A) converge to the vector l. Let us show that l ∈ Bk(A).
By the definition of Bk(A) it holds that maxns=1{ls(t)ask}  1 for all t. Considering the limit when
t → ∞ we have that maxns=1{lsask}  1. Thus the set Bk(A) is closed.
3. By the definition of the set Bk(A) the condition maxns=1{λsask}  1 is true for all vectors
(λ1, . . . , λn) ∈ Bk(A). Hence, λs  1ask  maxni=1 1aik for all s ∈ {1, . . . , n}. This proves that the
set Bk(A) ⊂ Rnmax is bounded.
4. Thus by the items 1 and 2 the set Xk(A) = Dk(A) ∩ Bk(A) is closed. By the item 3 the set
Xk(A) ⊆ Bk(A) is bounded. Therefore, Xk(A) is compact. 
Let us introduce the component-wise ordering on Rnmax.
Definition 2.11. Let (a1, . . . , an), (b1, . . . , bn) ∈ Rnmax. If at  bt for all t, 1 ≤ t ≤ n, we write
(a1, . . . , an)  (b1, . . . , bn). If (a1, . . . , an)  (b1, . . . , bn) and (a1, . . . , an) 
= (b1, . . . , bn) we
write (a1, . . . , an) > (b1, . . . , bn).
Lemma 2.12. Let all elements of amatrix A ∈ Mn×m(Rmax) be different from 0 and the rows of thematrix
A[1, . . . , n|1, . . . , k − 1, k + 1, . . . ,m] be GM-dependent. Then the partially ordered set (Xk(A),)
contains a maximal element  
= (0, . . . , 0).
Proof. By Lemma2.10 the setXk(A) is compact inRn. Therefore the continuous function f (x1, . . . , xn)= x1 + · · · + xn achieves its maximum on the set Xk(A). Let us consider  = (λ1, . . . , λn) ∈ Xk(A)
such that f achieves maximum on .
Observe that if (λ′1, . . . , λ′n) > (λ1, . . . , λn) then f (λ′1, . . . , λ′n) > f (λ1, . . . , λn). Thus
(λ1, . . . , λn) is a maximal element in Xk(A) with respect to the order relation . The rows of the
matrix A[1, . . . , n|1, . . . , k− 1, k+ 1, . . . ,m] are GM-dependent. Hence there exists a nonzero vec-
tor in Xk(A). Thus a maximal vector is nonzero. 
Let us now introduce the notion of the tropical pattern of a matrix.
Definition 2.13. The tropical pattern of a matrix A = (aij) ∈ Mn×m(Rmax) is the matrix B = (bij) ∈
Mn×m(B) defined by
buv =
{
1 if auv = maxni=1{aiv} > 0,
0 if either auv = 0 or auv < maxni=1{aiv}.
The tropical pattern of the matrix A is denoted by P(A).
Lemma2.14. LetA= (aij) ∈ Mn×m(Rmax),W = P(A) ∈ Mn×m(B)be the tropical patternofA.Assume
that there exist sets I, J ⊂ {1, . . . , n}, I∩ J = ∅, I∪ J = {1, . . . , n}, and nonnegativeλ1, . . . , λn ∈ Rmax
not all equal to 0 such that
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max
i∈I {λiaik} = maxj∈J {λjajk} for all k.
Setμt = 1 ifλt = maxnu=1{λu}andμt = 0 ifλt < maxnu=1{λu}. Thenmaxi∈I{μiwik} = maxj∈J{μjwjk}
for all k.
Proof. For any k ∈ {1, . . . ,m} the situation splits into the following three cases:
1. Let maxi∈I{λiaik} = maxj∈J{λjajk} = maxnu=1{λu} · maxnv=1{avk} > 0. In this case λi0 =
maxnu=1{λu}, ai0k = maxnv=1{avk} for some i0 ∈ I. Also λj0 = maxnu=1{λu}, aj0k = maxnv=1{avk} for
some j0 ∈ J. By Definition 2.13,wi0k = wj0k = 1. Moreover, by the conditions, it holdsμi0 = μj0 = 1.
Therefore maxi∈I{μiwik} = maxj∈J{μjwjk} = 1.
2. Let maxi∈I{λiaik} = maxj∈J{λjajk} < maxnu=1{λu} · maxnv=1{avk}. In this case for each i ∈ I ∪ J
either λi < max
n
u=1{λu} or aik < maxnv=1{avk}. Then for any i ∈ I ∪ J either μi = 0 or wik = 0. Thus
μiwik = 0 for all i ∈ I ∪ J. Therefore maxi∈I{μiwik} = maxj∈J{μjwjk} = 0.
3. Let maxi∈I{λiaik} = maxj∈J{λjajk} = 0. Then for each i ∈ I ∪ J either λi = 0 or aik = 0.
Hence, for each i ∈ I ∪ J either μi = 0 or wik = 0. Thus μiwik = 0 for all i ∈ I ∪ J. Therefore,
maxi∈I{μiwik} = maxj∈J{μjwjk} = 0. 
Lemma 2.14 states that the pattern of a matrix with GM-dependent rows has also GM-dependent
rows. One of the main results of our paper states that, conversely, multiplying the rows of any GM-
independent matrix A by positive numbers, we can obtain a matrix A′ whose pattern has GM-
independent rows as well. The proof of this result is complex enough, and we first provide the proof
for matrices without zero elements.
Theorem 2.15. Let all elements of a matrix A ∈ Mn×m(Rmax) be different from 0. Assume that the rows
of A are GM-independent. Then there exists A′ ∈ Mn×m(Rmax) obtained from A by the multiplication of
rows with certain positive numbers such that the rows of the tropical pattern P(A′) are GM-independent.
Proof. 1. Assume that the statement of the theorem is not true. Let B be amatrixwithminimal number
of columns, for which it is not true. More precisely, let B = (bij) ∈ Mn×m(Rmax), bij 
= 0 for all i, j,
1 ≤ i ≤ n, 1 ≤ j ≤ m, the rows of B are GM-independent, and the rows of P(B′) are GM-dependent
for any matrix B′ which is obtained from B by the multiplication of the rows of B by certain positive
numbers. Theminimality of the number of columns ofBmeans therefore that for anyC ∈ Ml×k(Rmax)
with k < m the assertion of the theorem holds true. Note that the statement of the theorem holds
trivially form = 1, thus we can assumem > 1.
2. Let us show that the rows of B[1, . . . , n|2, . . . ,m] are GM-dependent. In the contrary assume
that the rows of B[1, . . . , n|2, . . . ,m] are GM-independent. Therefore by the minimality of m, there
exists B1 ∈ Mn×m(Rmax) which is obtained from B by the multiplication of rows of B by certain
positive numbers such that the rows of P(B1[1, . . . , n|2, . . . ,m]) are GM-independent. By Defini-
tion 2.13 the matrix P(B1[1, . . . , n|2, . . . ,m]) can be obtained from P(B1) by deleting of a column.
Therefore the rows ofP(B1) areGM-independent. This contradiction shows that the rows of thematrix
B[1, . . . , n|2, . . . ,m] are GM-dependent.
3. By Lemma 2.12 the set X1(B) contains a maximal element  = (λ1, . . . , λn) 
= (0, . . . , 0). By
Definition 2.9
n
max
t=1 {λtbt1}  1. (2.4)
Moreover,  realizes GM-dependence of rows of B[1, . . . , n|2, . . . ,m]. Therefore there exist I, J ⊆
{1, . . . , n}, I ∩ J = ∅, I ∪ J = {1, . . . , n}, such that
max
i∈I {λibik} = maxj∈J {λjbjk} for all k ∈ {2, . . . ,m}. (2.5)
4. Assume firstly that there exists s, 1 ≤ s ≤ n, such that λs = 0. Without loss of generality we can
suppose that s = n. Since  
= (0, . . . , 0), there exists i, 1 ≤ i < n, λi 
= 0. Set
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λ′n =
λi
2
· min
m
τ=1{biτ }
maxmτ=1{bnτ }
.
Then for any t we have that λ′nbnt < λibit , i.e., formulas (2.4) and (2.5) are true for the vector ′ =
(λ1, . . . , λn−1, λ′n). Thus ′ ∈ X1(B). However, ′ >  which contradicts to the maximality of .
This shows that our assumption is wrong.
5. Therefore, for any s ∈ {1, . . . , n} we have that λs 
= 0. Then up to the multiplication of rows of
B by λ−1s we can and we do assume without loss of generality that λs = 1 for all s ∈ {1, . . . , n}.
6. By the assumptions the rows of W = (wij) = P(B) ∈ Mn×m(B) are GM-dependent. By
Definition 1.11 there exist sets I,J ⊂ {1, . . . , n} such that I ∩ J = ∅, I ∪ J 
= ∅, and
max
i∈I {wiv} = maxj∈J {wjv} for all v ∈ {1, . . . ,m}. (2.6)
By E we denote the set of all indexes u ∈ {1, . . . ,m} such that maxi∈I{wiu} = maxj∈J {wju} = 0.
We split the rest of the proof into the following two cases:
A. If 1 ∈ E, i.e. in the first column all entries from the rows belonging to I ∪J are 0, thenwe obtain
the contradiction with the maximality of the vector (1, . . . , 1).
B. If 1 /∈ E, i.e. in the first column there are entries 1 in the rows belonging to I ∪J , then we obtain
the contradiction with the linear independence of the rows of B.
Below we provide the detailed explanation of each of these cases.
A. Let 1 ∈ E, i.e., maxi∈I{wi1} = maxj∈J {wj1} = 0. Set
θ = max
u∈E,t∈I∪J
⎧⎪⎨⎪⎩ btunmax
τ=1 {bτu}
⎫⎪⎬⎪⎭ ∈ Rmax. (2.7)
By the definition of the set E, wtu = 0 for all u ∈ E, t ∈ I ∪ J . Hence by the definition of the tropical
pattern, Definition 2.13, btu <
n
max
τ=1 {bτu}. Hence, θ < 1.
Set ξ = √θ−1 and observe that ξ > 1. Here the square root is the usual positive square root in R.
Set ρt = 1 for t ∈ {1, . . . , n}\(I ∪ J ) and ρt = ξ for t ∈ I ∪ J . Since the equality (2.7) holds for all
t ∈ I ∪ J , u ∈ E, we have that ρtbtu  ξθ maxnτ=1{bτu}, i.e., ρtbtu < maxnτ=1{bτu}. Considering this
inequality together with the equality (2.5) we obtain that
max
i∈(I∪I)\J {ρibiu} = maxj∈(J∪J )\I{ρjbju} =
n
max
τ=1 {bτu} for u ∈ E\{1}. (2.8)
Similarly from the inequality (2.4) we get
n
max
t=1 {ρtbt1} =
n
max
τ=1 {bτ1}  1. (2.9)
From the equality (2.6) and the definition of the set Ewehave thatmaxi∈I{wil} = maxj∈J {wjl} = 1
if l /∈ E. From Definition 2.13 we have that maxi∈I{bil} = maxj∈J {bjl} = nmax
τ=1 {bτ l} if l /∈ E. Therefore,
max
i∈I {ρibil} = maxj∈J {ρjbjl} = ξ
n
max
τ=1 {bτ l} if l /∈ E. (2.10)
By the definition of the coefficients {ρi}, ρt = 1 < ξ if t /∈ I ∪ J . Therefore from the equality (2.10)
we have that
max
i∈(I∪I)\J {ρibil} = maxj∈(J∪J )\I{ρjbjl} = ξ
n
max
τ=1 {bτ l} if l /∈ E. (2.11)
Thus the Eqs. (2.8) and (2.11) show that the vector (ρ1, . . . , ρn) realizes GM-dependence of the
rows of the matrix B[1, . . . , n|2, . . . ,m] and the inequality (2.9) shows that maxnt=1{ρtbt1}  1.
Therefore, by Definition 2.9, (ρ1, . . . , ρn) ∈ X1(B). This contradicts to the maximality of the vector
(λ1, . . . , λn) = (1, . . . , 1) since (ρ1, . . . , ρn) > (1, . . . , 1). Hence, the case A is not realizable.
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B. Let 1 /∈ E, i.e., maxi∈I{wi1} = maxj∈J {wj1} = 1. From the equality (2.5) we have that
maxi∈I{bik} = maxj∈J{bjk} = nmax
τ=1 {bτk} for all k ∈ {2, . . . ,m}. Therefore by Definition 2.13,
maxi∈I{wik} = maxj∈J{wjk} = 1 for all k ∈ {2, . . . ,m}. Therefore by the definition of E, maxi∈I{wiu}= maxj∈J {wju} = 0 if u ∈ E. Hence,
max
i∈I\(I∪J ){wiu} = maxj∈J\(I∪J ){wju} = 1 for all u ∈ E. (2.12)
From the definition of E and the equality (2.6) we have that maxi∈I{wil} = maxj∈J {wjl} = 1
if l /∈ E. Comparing the last equality with the equality (2.12) we have that maxi∈(I∪I)\J {wiv} =
maxj∈(J∪J )\I{wjv} = 1 for all v ∈ {1, . . . ,m}. By Definition 2.13 we obtain that maxi∈(I∪I)\J {biv} =
maxj∈(J∪J )\I{bjv} = nmax
τ=1 {bτv} for all v ∈ {1, . . . ,m}. The last equality implies GM-dependence of the
rows of B since ((I∪I)\J )∩((J∪J )\I) = ∅. This is a contradictionwhich finishes the consideration
of the case B.
Thus both cases A and B are not realizable. This contradiction proves the theorem. 
To generalize the above result formatrices containing zero elements, we need the following lemma.
Lemma 2.16. Let V,W ∈ Mn×m(B), vij = wij if (i, j) 
= (1, 1), v11 = 0, w11 = 1. Assume that the
rows of V are GM-dependent and the rows of V[2, . . . , n|2, . . . ,m] are GM-dependent. Then the rows of
W are GM-dependent.
Proof. 1. Since by the assumption V[2, . . . , n|2, . . . ,m] = W[2, . . . , n|2, . . . ,m], the rows of
W[2, . . . , n|2, . . . ,m] are GM-dependent. From Definition 1.11 it follows that there exist I, J ⊂
{2, . . . , n} such that I ∩ J = ∅, I ∪ J 
= ∅, and maxi∈I{wik′ } = maxj∈J{wjk′ } for all k′ ∈ {2, . . . ,m}.
2. Set w0 = (1, 0, . . . , 0) ∈ Bm. If maxi∈I{wi1} 
= maxj∈J{wj1} then either maxi∈I∪{0}{wi1} =
maxj∈J{wj1} or maxi∈I{wi1} = maxj∈J∪{0}{wj1}.
3. From items 1 and 2 it follows that the rows of the matrix⎛⎜⎜⎜⎜⎜⎜⎝
w01 w02 . . . w0m
w21
. . . W[2, . . . , n|2, . . . ,m]
wn1
⎞⎟⎟⎟⎟⎟⎟⎠
are GM-dependent. Also, from the assumption of the lemma it follows that the rows of the matrix⎛⎜⎜⎜⎜⎜⎜⎝
v11 v12 . . . v1m
w21
. . . W[2, . . . , n|2, . . . ,m]
wn1
⎞⎟⎟⎟⎟⎟⎟⎠
are also GM-dependent.
4. Denote by wi the ith row of the matrixW , by vj the jth row of V . Then by item 3, the families of
rows w0,w2, . . . ,wn and v1,w2, . . . ,wn satisfy the assumptions of Theorem 2.5 from [10]. Observe
that max{w0t, v1t} = w1t for an arbitrary t. Thus we see that the family w1,w2, . . . ,wn is GM-
dependent. 
Now we are ready to prove the main result of this section.
Theorem 2.17. Let A ∈ Mn×m(Rmax). Let the rows of A be GM-independent. Then there exists A′ ∈
Mn×m(Rmax) obtained from A by the multiplication of rows of A by certain positive elements, such that
the rows of P(A′) ∈ Mn×m(B) are GM-independent.
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Proof. 1. Assume that the statement of the theorem is not true.
2. By q(M) we denote the number of nonzero entries ofM ∈ Mn×m(Rmax).
3. Let B = (bij) ∈ Mn×m(Rmax) be a matrix with GM-independent rows such that the rows of
P(B′) are GM-dependent for any matrix B′ obtained from B by the multiplication of rows of B by
certain positive elements from Rmax. Let us assume that B is such that q(B) is minimal under these
conditions. Observe thatm > 1. Also by Theorem 2.15 there are no such matrices among the matrices
with non-zero entries. Thus q(B) > 0, i.e., B has a certain zero element.
4. Up to a permutation of rows and columns, we can assumewithout loss of generality that b11 = 0.
5. Let us assume that the rows of B[1, . . . , n|2, . . . ,m] are GM-independent. Observe that
q(B[1, . . . , n|2, . . . ,m]) < q(B). Hence by the minimality of q(B) there exists a matrix C obtained
from B by multiplying its rows with certain positive numbers and such that the rows of
P(C[1, . . . , n|2, . . . ,m])areGM-independent.ByDefinition2.13 thematrixP(C[1, . . . , n|2, . . . ,m])
can be obtained from P(C) by deleting a column. Therefore the rows of P(C) are GM-independent.
This contradiction with the original assumption shows that the rows of B[1, . . . , n|2, . . . ,m] are GM-
dependent.
6. Thus there exist I, J ⊆ {1, . . . , n}, I ∩ J = ∅, I ∪ J = {1, . . . , n} and μ1, . . . , μn ∈ Rmax,
(μ1, . . . , μn) 
= (0, . . . , 0) such that
max
i∈I {μibik} = maxj∈J {μjbjk} if k ∈ {2, . . . ,m}. (2.13)
7. Let B(ε) = (bij(ε)) ∈ Mn×m(Rmax) be the matrix with bij(ε) = bij for all (i, j), 1 ≤ i ≤ m, 1 ≤
j ≤ n, (i, j) 
= (1, 1), and b11(ε) = ε. From Lemma 2.7 it follows that there exists δ > 0 such that for
all ε ∈ (0, δ) the rows of B(ε) are GM-independent.
8. Fix an arbitrary ε ∈ (0, δ). Since q(B(ε)) = q(B) − 1, the minimality of q(B) implies that the
assertion of the theorem holds for B(ε). Namely, there exists B′(ε) which is obtained from B(ε) by
multiplying the rows of B with positive numbers λ1, . . . , λn such that the rows of W = P(B′(ε)) ∈
Mn×m(B) areGM-independent. LetB′ be thematrix obtained fromB bymultiplying the corresponding
rows of B with the same numbers λ1, . . . , λn. Denote V = P(B′). By our assumptions the rows of V
are GM-dependent.Matrices B′ and B′(ε) differ only by the elements b′11 = 0, b′11(ε) = λ1ε. Therefore
by Definition 2.13, matrices V andW can differ only in the first columns.
9. Note that if w11 = 0 then b′11(ε) is not a maximal entry of the first column. Hence, the tropical
patterns of B′ and B′(ε) are equal, which contradicts to the previous item.
10. Therefore w11 = 1. By Definition 2.13 it follows that maxnτ=1{λτ bτ1(ε)} = λ1b11(ε) = λ1ε.
Below we are going to show that the rows of W[2, . . . , n|2, . . . ,m] are GM-independent. From
this we obtain that maxτ {μτλ−1τ } = μ1λ−11 , hence, μtbt1 ≤ μ1ε for all t = 1, . . . , n. Together with
the equality (2.13) this implies that the rows of B are GM-dependent which contradicts to the original
assumption.
Now we provide the detailed realization of the plan described above.
11. Let us show that the rows of W[2, . . . , n|2, . . . ,m] are GM-independent. If wu1 = 0 for all
u 
= 1 thenW has the form
W =
⎛⎜⎜⎜⎜⎜⎜⎝
1 w12 . . . w1m
0
. . . W[2, . . . , n|2, . . . ,m]
0
⎞⎟⎟⎟⎟⎟⎟⎠ ,
and thus GM-independence of the rows of W[2, . . . , n|2, . . . ,m] follows from GM-independence of
the rows ofW .
Let there exists i0 ∈ {2, . . . , n} such thatwi01 = 1. ByDefinition 2.13wehave thatmaxnτ=1{b′τ1(ε)}= b′i01(ε). B′ differs from B′(ε) only by the element b′11 = 0 thus maxnτ=1{b′τ1} = b′i01. Therefore
maxnτ=1{b′τ1(ε)} = maxnτ=1{b′τ1}. From the Definition 2.13 it follows that vu1 = 1 iff wu1 = 1
for all u ∈ {2, . . . , n}. Therefore, V and W are different only in position (1,1), namely v11 = 0,
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w11 = 1, vij = wij for all (i, j), (i, j) 
= (1, 1). By item 8 the rows of V are GM-dependent and
rows ofW are GM-independent. Thus Lemma 2.16 implies that the rows of V[2, . . . , n|2, . . . ,m] (and
W[2, . . . , n|2, . . . ,m]) are GM-independent.
12. Let us assume that μ1λ
−1
1 < maxτ {μτλ−1τ }. From (2.13) we have that
maxi∈I{μiλ−1i b′ik(ε)} = maxj∈J{μiλ−1i b′jk(ε)} for all k ∈ {2, . . . ,m}. (2.14)
Set νt = 1 if μtλ−1t = maxτ {μτλ−1τ } and νt = 0 if μtλ−1t < maxτ {μτλ−1τ }, t = 1, . . . , n. In this
case ν1 = 0. By Lemma 2.14 from the equality (2.14) we have that maxi∈I{νiwik} = maxj∈J{νjwjk} for
all k ∈ {2, . . . ,m}. Therefore the rows ofW[2, . . . , n|2, . . . ,m] areGM-dependent. The contradiction
with item 11 shows that μ1λ
−1
1 = maxτ {μτλ−1τ }.
13. Fix an arbitrary t ∈ {1, . . . , n}. By item 10we havemaxτ {λτ bτ1(ε)} = λ1ε. Therefore,μtbt1 =
(μtλ
−1
t )λtbt1  μtλ−1t λ1ε. By item12 itholds thatμ1λ−11 = maxτ {μτλ−1τ }. Therefore,μtλ−1t λ1ε 
μ1λ
−1
1 λ1ε, i.e., μtbt1  μ1ε.
14. Since ε ∈ (0, δ) is arbitrary, we get μtbt1 = 0 for all t = 1, . . . , n. Thus max
i∈I {μibi1} =
max
j∈J {μjbj1} = 0.
From the last equality and the equality (2.13) we have that the rows of B are GM-dependent which
contradicts to the original assumption. 
Theorem 2.18. Let A ∈ Mn×m(Rmax). The rows of A are GM-independent iff there exists a matrix
A′ ∈ Mn×m(Rmax) which is obtained from A by the multiplication of rows of A by positive elements from
Rmax and such that the rows of P(A′) ∈ Mn×m(B) are GM-independent.
Proof. If the rows of A are GM-independent then by Theorem 2.17 there exists A′ with the required
properties.
Let the rows of A are GM-dependent. Let A′ be an arbitrary matrix which is obtained from A by the
multiplication of rows of A by positive elements of Rmax. Then the rows of A
′ are GM-dependent (the
same condition of GM-dependence as for A holds). In this case by Lemma 2.14 the rows of P(A′) are
GM-dependent. 
3. Applications of the pattern technique
This section presents a number of applications of the results of the previous section. Some general
properties of GM-rank, determinantal rank and tropical rank of matrices over Rmax are investigated.
Weprovideminimal (with respect to the sizeofmatrices) exampleswhere these functionsaredifferent.
Also we prove the following inequalities trop(A) 
√
GMr(A), trop(A)  d(A)+2
3
, d(A) 
√
GMr(A)
for matrices with coefficients from B and Rmax.
3.1. Matrices for which GM-, determinantal and tropical ranks are different
In this subsection we provide some known relations between the rank functions under considera-
tion and minimal examples of matrices that distinguish these functions.
Lemma 3.1. Let S = B or Rmax , A ∈ Mn×n(S). Then trop(A)  d(A)  GMr(A).
Proof. Definition 1.7 and Definition 1.10 imply that trop(A)  d(A). The inequality d(A)  GMr(A)
follows from [1, Lemma 8.1]. 
Inequalities from Lemma 3.1 can be sharp. We provide the minimal possible (with respect to the
size of matrices) examples which show that these rank functions are indeed different.
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Example 3.2. Let
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 1 1 0 0
1 0 0 0 1 1
0 0 1 1 1 1
0 1 0 1 0 1
0 1 1 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ M5×6(B) (orM5×6(Rmax)).
Then GMr(A) = 5, GMc(A) = d(A) = 4, trop(A) = 3. The matrix A contains the minimal number
of rows and columns among all matrices M ∈ Mn×m(S) such that GMr(M) > d(M) and among all
matrices N ∈ Mn×m(S) such that GMr(N) > GMc(N).
Proof. Note that the matrix A[2, 3, 4|1, 2, 3] is tropically nonsingular, so we have trop(A)  3. The
inequality trop(A) = 3canbe justifieddirectly byDefinition1.7. TheequalitiesGMr(A) = 5,GMc(A) =
d(A) = 4 follow from [13, Example 3.1]. The minimality follows from [13, Theorem 4.7]. 
Example 3.3. Let
B =
⎛⎜⎜⎜⎝
0 1 1
1 0 1
1 1 0
⎞⎟⎟⎟⎠ ∈ M3×3(B) (orM3×3(Rmax)).
Then GMr(B) = d(B) = 3, trop(B) = 2. The matrix B contains the minimal possible number of
columns among all matrices M ∈ Mn×m(S) such that GMr(M) > trop(M) and among all matrices
N ∈ Mn×m(S) such that d(N) > trop(N).
Proof. From Definitions 1.7, 1.10 and 1.14 we have that GMr(B) = d(B) = 3, trop(B) = 2. Moreover
it is straightforward to check that d(M)  2 implies d(M) = trop(M). Let n < 3 or m < 3 then for
any M ∈ Mn×m(S) it follows from Definition 1.10 that d(M)  2. Thus trop(M) = d(M). Then by
Example 3.2, d(M) = GMr(M). Therefore, B is minimal. 
3.2. Inequalities for matrix rank functions over B
In this sectionwe prove the following inequalities: trop(A) 
√
GMr(A), trop(A)  d(A)+2
3
, d(A) √
GMr(A) for any A ∈ Mn×m(B).
3.2.1. Relations between GM- and tropical ranks
Theorem 3.4. Let the rows of A ∈ Mn×m(B) be GM-independent. Then trop(A)  √n.
Proof. 1. Assume in the contrary that there exists B ∈ Mn×m(B) such that the rows of B are GM-
independent and trop(B) <
√
n. Assume that among all matricesM with GM-independent rows and
trop(M) <
√
n, the matrix B contains the minimal number of rows; and among all such matrices
with minimal number of rows it contains the minimal number of columns. Observe that B has no zero
columns. Moreover, it is straightforward to see that n > 1,m > 1.
2. Denote by k the number of elements 1 in the first column of B. Without loss of generality (up to
a permutation of rows) we can assume that
b11 = · · · = bk1 = 1.
Then bk+1,1 = · · · = bn1 = 0.
Further for k <
√
n and k ≥ √nwe apply the different proof technique.
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3. Assume at first that k <
√
n. By Definition 1.11, the rows of Bwith indices k + 1, . . . , n are GM-
independent. By theminimality ofB, trop(B[k+1, . . . , n]) = t  √n − k. FromDefinition1.7wehave
that there exists a tropically non-singular matrix B′ = B[r1, . . . , rt|c1, . . . , ct], where {r1, . . . , rt} ⊂{k + 1, . . . , n}, {c1, . . . , ct} ⊂ {1, . . . ,m}. We get that the matrix
B[1, r1, . . . , rt|1, c1, . . . , ct] =
⎛⎜⎜⎜⎜⎜⎜⎝
1 b1c1 . . . b1ct
0
. . . B′
0
⎞⎟⎟⎟⎟⎟⎟⎠
is tropically non-singular by Definition 1.5 as a matrix with the corner of zeros. From Definition 1.7 it
follows that trop(B)  t + 1, i.e., trop(B)  √n − k + 1. By the original assumption trop(B) < √n
therefore
√
n >
√
n − k + 1. Then we have that k > 2√n − 1. This contradicts to k < √n since
n > 1.
4. Hence we get that k  √n. Observe that trop(B[1, . . . , n|2, . . . ,m])  trop(B). Thus by the
minimality of B the rows of B[1, . . . , n|2, . . . ,m] are GM-dependent. By Definition 1.11 there are sets
I, J ⊂ {1, . . . , n}, I ∩ J = ∅, I ∪ J 
= ∅ such that
max
i∈I {biτ } = maxj∈J {bjτ } for all τ ∈ {2, . . . ,m}. (3.1)
Without loss of generalitywe can assume that the cardinality |I∪ J| ismaximal among all sets realizing
GM-dependence of the rows of B[1, . . . , n|2, . . . ,m]. By S = {s1, . . . , sh} we denote the set of all
s ∈ {2, . . . ,m} such that maxi∈I{bis} = maxj∈J{bjs} = 0.
We split the rest of the proof into the following two cases:
Case 1. S is not empty, i.e. there are zero columns in the matrix B[I ∪ J|2, . . . ,m]. Then we permute
rows and columns of B in order to obtain a zero block in north-earth corner. Applying the inductive
hypothesis to each of two diagonal blocks of thismatrixwe obtain a contradictionwith the assumption
trop(B) <
√
n.
Case 2. S is empty, i.e. there is no zero submatrix of B. Then we find a k × k submatrix B′ of B with
diagonal entries 1 and all other entries 0. Hence trop(B′) = k. Therefore trop(B) ≥ k ≥ √n by the
assumptions of item 4. A contradiction.
Below we provide the detailed explanation in each of these cases.
Case 1. Let S be not empty. By P = {p1, . . . , pg} we denote the set of p ∈ {1, . . . , n} such that there
exists s ∈ S satisfying bps = 1. Observe that P ∩ (I ∪ J) = ∅. Since B has no zero columns, P 
= ∅.
Denote by B0 the matrix formed by the rows of B with indices from the set {1, . . . , n}\P and the
columns with indices from the set {1, . . . ,m}\S. Denote by B1 the matrix formed by the rows of B
with the indices from the set P and columns with the indices from the set {1, . . . ,m}\S. Up to the
permutation of rows and columns we have
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
B0 O
B1 B[p1, . . . , pg |s1, . . . , sh]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.2)
Assume at first that the rows of B[p1, . . . , pg |s1, . . . , sh] areGM-dependent. Then byDefinition 1.11
there are sets I1, J1 ⊂ P such that I1 ∩ J1 = ∅, I1 ∪ J1 
= ∅ and
max
i∈I1
{bis} = max
j∈J1
{bjs} for all s ∈ S. (3.3)
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If s′ ∈ {2, . . . ,m}\S we have that maxi∈I{bis′ } = maxj∈J{bjs′ } = 1. Hence, maxi∈I∪I1{bis′ } =
maxj∈J∪J1{bjs′ } = 1. Therefore by (3.1) and (3.3) we have that for all τ ∈ {2, . . . ,m}
max
i∈I∪I1
{biτ } = max
j∈J∪J1
{bjτ }.
This contradicts to the maximality of |I ∪ J| since I1, J1 ⊂ P and P ∩ (I ∪ J) = ∅.
Therefore, the rows of B[p1, . . . , pg |s1, . . . , sh] are GM-independent. Also the rows of B are GM-
independent by the assumption. Since the representation (3.2) holds, it follows that the rows of B0 are
GM-independent. Since B is a minimal matrix for which the statement of the theorem does not hold,
we have trop(B0) 
√
n − |P| and trop(B[p1, . . . , pg |s1, . . . , sh])  √|P|. From (3.2) we have that
trop(B)  trop(B0) + trop(B[p1, . . . , pg |s1, . . . , sh]).
Thus trop(B) 
√
n − |P|+√|P|, which contradicts to the fact that trop(B) < √n. This contradiction
concludes the proof in Case 1.
Case 2. Let S be empty, i.e., we have that
max
i∈I {biτ } = maxj∈J {bjτ } = 1 for all τ ∈ {2, . . . ,m}. (3.4)
Observe that maxi∈I{bi1} 
= maxj∈J{bj1} since in the other case the rows of B are GM-dependent.
Without loss of generality wemay assume that maxi∈I{bi1} = 1, maxj∈J{bj1} = 0. Thus J ∩{1, . . . , k}= ∅ since b11 = · · · = bk1 = 1. By (3.4) for all τ ∈ {2, . . . ,m} we have that
max
i∈I∪{1,...,k}{biτ } = maxj∈J {bjτ } = 1.
Therefore by the maximality of the value |I ∪ J| we have {1, . . . , k} ⊂ I.
Fix an arbitrary r ∈ {1, . . . , k}. Since the rows of B are GM-independent, there exists v = v(r) ∈
{1, . . . ,m} such that
max
i∈I\{r}{biv} 
= maxj∈J∪{r}{bjv}. (3.5)
We have maxi∈I\{r}{bi1} = maxj∈J∪{r}{bj1} = 1. Therefore, v 
= 1. By (3.4) if v 
= 1 we have that
maxj∈J∪{r}{bjv} = 1. Therefore from (3.5) we have maxi∈I\{r}{biv} = 0. By (3.4), maxi∈I{biv} = 1, i.e.,
brv = 1, br′v = 0 if r′ ∈ I\{r}.
It follows that for any r ∈ {1, . . . , k} there exists v(r) ∈ {2, . . . ,m} such that ar,v(r) = 1,
ar′,v(r) = 0 if r′ ∈ {1, . . . , r − 1, r + 1, k}. This shows that the diagonal of the matrix B′ =
B[1, . . . , k|v(1), . . . , v(k)] consists of the elements 1, and the other elements of B[1, . . . , k|v(1),
. . . , v(k)] are equal to 0. By Definition 1.5 the matrix B′ is tropically non-singular and therefore
trop(B)  k. By the assumptions of item 4, k  √n. Hence, trop(B)  √n, which contradicts to
the original assumption.
Therefore Case 2 is also non-realizable, and the theorem is proved. 
Theorem 3.5. Let A ∈ Mn×m(B). Then trop(A)  √GMr(A).
Proof. Let GMr(A) = t. Thus by Definition 1.14 there exist r1, . . . , rt ∈ {1, . . . , n} such that the rows
of the matrix A[r1, . . . , rt] are GM-independent. Hence, by Theorem 3.4 trop(A[r1, . . . , rt])  √t.
Therefore by Definition 1.7, trop(A) 
√
t. 
The inequality which connects GM- and determinantal ranks for matrices over B, is a direct con-
sequence of Theorem 3.5.
Corollary 3.6. Let A ∈ Mn×m(B). Then d(A)  √GMr(A).
Proof. Follows directly from Theorem 3.5 and Lemma 3.1. 
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3.2.2. The connection between the determinantal and tropical ranks
In order to prove the inequality relating determinantal and tropical ranks for matrices over B, we
need some additional definitions.
Definition 3.7. A directed graph G is a finite set of vertices V(G) and the set of ordered pairs E(G)
formed by the pairs of vertices (x, y) and called edges. If e = (x1, x2) ∈ E(G), then we say that the
edge e is outgoing from the vertex x1 and ingoing to x2. It is said that the edge e is incident to the
vertices x1, x2.
Definition 3.8. The sequence of vertices x1, . . . , xm is called an oriented path in G, if all pairs
(x1, x2), . . . , (xm−1, xm) belong to E(G). In this case it is said that the vertex xm can be reached from
x1. If x1, . . . , xm is an oriented path for which x1 = xm, then this path is called a cycle of the length
m − 1. This cycle is called elementary if x1, . . . , xm−1 are pairwise distinct.
Definition 3.9. The deletion of vertices x1, . . . , xk from a graph is the deletion of all these vertices and
the edges incident to any of x1, . . . , xk .
Definition 3.10. By Ĝ we denote the graph which is obtained from G by drawing the loop on every
vertex of G.
Definition 3.11. A directed graph G is called strongly connected if each its vertex can be reached from
any other vertex.
Definition 3.12. A directed graph G is called strongly k-connected if any graph G′ which is obtained
from G by the removal of less than k vertices is strongly connected.
Definition3.13. LetGbeadirectedgraphonnvertices. Theadjacencymatrix ofG is ann-by-n01-matrix
A= (aij) such that aij = 1 iff (ij) ∈ E(G).
The following straightforward lemmas give a basic characterization for the adjacency matrix.
Lemma 3.14. Let G be a directed graph on n vertices which is not strongly connected and A ∈ Mn×n(B)
be the adjacency matrix of Ĝ. Then A contains a zero p-by-q submatrix such that p + q = n.
Proof. By Definition 3.11 there are vertices x and y, x 
= y, of G such that there is no directed path
from x to y. By R = {r1, . . . , rp}we denote the set of all vertices to which there is a directed path from
x, including x. By C = {c1, . . . , cn−p} we denote the set of all other vertices of G. The sets R and C are
not empty, since x ∈ R, y ∈ C. Observe that the matrix A[r1, . . . , rp|c1, . . . , cn−p] is zero. 
Lemma 3.15. Let G be a directed graph on n vertices, k < n. Assume that G is not strongly k-connected.
Let A ∈ Mn×n(B) be the adjacency matrix of Ĝ. Then A contains a zero p-by-q submatrix such that
p + q = n − k + 1.
Proof. UsingDefinition 3.12,wedelete t (t < k) vertices fromG to obtain a graphG′ that is not strongly
connected. Denote the numbers of the vertices of the graph G′ by v1, . . . , vn−t . By Lemma 3.14, the
submatrix A[v1, . . . , vn−t|v1, . . . , vn−t] contains a zero p′-by-q′ submatrix such that p′ + q′ = n− t,
i.e. p′ + q′  n − k + 1. 
We need the following statements in our further considerations.
Theorem 3.16 ([11, Corollary 4.3]). Each strongly 3-connected directed graph contains an elementary
cycle of even length.
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Lemma 3.17. Let A ∈ Mn×n(B), and elements p1, . . . , pt ∈ {1, . . . , n} be different. Assume that for any
q1, . . . , qt ∈ {1, . . . , n}, we have that ‖A[p1, . . . , pt|q1, . . . , qt]‖+ = ‖A[p1, . . . , pt|q1, . . . , qt]‖−.
Then ‖A‖+ = ‖A‖−.
Proof. Follows directly from [9, Theorem 5.4]. 
Theorem 3.18. Let A ∈ Mn×n(B) be such that ‖A‖+ 
= ‖A‖−. Then trop(A)  n+23 .
Proof. If n ∈ {1, 2, 3}, then the statement follows directly from the definitions. Let us proceed by the
induction on n. Assume n > 3. The inductive assumption states therefore that for η < n every η-by-η
d-nonsingular matrix has tropical rank at least
η+2
3
.
Since ‖A‖+, ‖A‖− ∈ {0, 1}, we see that either ‖A‖+ = 1 or ‖A‖− = 1. Therefore up to the
permutation of rows we can assume that a11 = · · · = ann = 1. Consider the directed graph G
corresponding to the matrix A, namely, there is an edge from i to j (i 
= j) iff aij = 1. Assume that the
graph G contains an elementary cycle of even length, (j1, . . . , j2k). Then aj1j2 = · · · = aj2k−1,j2k =
aj2k,j1 = 1, so we obtain
aj1j2 · . . . · aj2k−1,j2k · aj2k,j1 ·
∏
j/∈{j1,...,j2k}
ajj = 1,
or ‖A‖+ = ‖A‖− = 1.
This contradiction shows that G does not contain an elementary cycle of even length. There-
fore, by Theorem 3.16 the graph G is not strongly 3-connected. By the definition of the graph G,
the matrix A is the adjacency matrix of Ĝ. Therefore, by Lemma 3.15 A contains a zero submatrix
A[r1, . . . , rp|c1, . . . , cq], p + q = n − 2, where r1, . . . , rp ∈ {1, . . . , n} are pairwise different,
and c1, . . . , cq ∈ {1, . . . , n} are also pairwise different. By Lemma 3.17 there are d-nonsingular
submatrices A[r1, . . . , rp|c′1, . . . , c′p] (where c′1, . . . , c′p ∈ {1, . . . , n}\{c1, . . . , cq}) and
A[r′1, . . . , r′q|c1, . . . , cq] (where r′1, . . . , r′q ∈ {1, . . . , n}\{r1, . . . , rp}). Observe that for all pairs (i, j)
it holds that ri 
= r′j , c′i 
= cj , since the matrix A[r1, . . . , rp|c1, . . . , cq] is zero.
Denote, g = trop(A[r1, . . . , rp|c′1, . . . , c′p]), h = trop(A[r′1, . . . , r′q|c1, . . . , cq]). From the
inductive assumptions g  p+2
3
, h  q+2
3
. By Definition 1.7 there exist a tropically non-singular
submatrix A[ρ1, . . . , ρg |γ ′1, . . . , γ ′g] of A[r1, . . . , rp|c′1, . . . , c′p] and a tropically non-singular subma-
trix A[ρ′1, . . . , ρ′h|γ1, . . . , γh] of A[r′1, . . . , r′q|c1, . . . , cq].
Observe that A[ρ1, . . . , ρg |γ1, . . . , γh] is the submatrix of A[r1, . . . , rp|c1, . . . , cq]. Therefore
A[ρ1, . . . , ρg |γ1, . . . , γh] is zero. Thus the matrix
A0 = A[ρ1, . . . , ρg, ρ′1, . . . , ρ′h|γ ′1, . . . , γ ′g, γ1, . . . , γh]
has the form⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A[ρ1, . . . , ρg |γ ′1, . . . , γ ′g] O
A[ρ′1, . . . , ρ′h|γ ′1, . . . , γ ′g] A[ρ′1, . . . , ρ′h|γ1, . . . , γh]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since the matrices A[ρ1, . . . , ρg |γ ′1, . . . , γ ′g] and A[ρ′1, . . . , ρ′h|γ1, . . . , γh] are tropically non-
singular, it follows from Definition 1.5 that A0 is tropically non-singular. By Definition 1.7, trop(A) 
g + h. Therefore, trop(A)  p+2
3
+ q+2
3
or trop(A)  p+q+4
3
, i.e., trop(A)  n+2
3
. This proves the
induction step. 
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Now we are ready to prove the inequality relating determinantal and tropical ranks of matrices
over B.
Theorem 3.19. Let A ∈ Mn×m(B). Then trop(A)  d(A)+23 .
Proof. Let d(A) = r. Then A contains a d-nonsingular submatrix B ∈ Mr×r(B). By Theorem 3.18,
trop(B)  r+2
3
. Therefore trop(A)  r+2
3
. The theorem is proved. 
3.3. Matrices over Rmax
In this subsection,using thecharacterizationof theGM-rankofmatricesvia theGM-ranksof tropical
patterns, we generalize the main results from the previous subsection to Rmax.
Lemma 3.20. Let A ∈ Mn×m(Rmax), W = P(A) ∈ Mn×m(B). Then trop(A)  trop(W).
Proof. Let trop(W) = k. Without loss of the generality we assume that the matrix W[1, . . . , k|1,
. . . , k] is tropically non-singular. Then by Definition 1.5 the equality∏ki=1 wσ(i),i = 1 holds for only
one substitution σ ∈ Sk . By Definition 2.13 in this case∏ki=1 aσ(i),i = ∏ki=1 maxnτ=1{aτ i}, however if
ϕ 
= σ we have that∏ki=1 aϕ(i),i < ∏ki=1 maxnτ=1{aτ i}. Thus by Definition 1.5 A[1, . . . , k|1, . . . , k] is
tropically non-singular. Therefore, trop(A)  k. 
Theorem 3.21. Let A ∈ Mn×m(Rmax). Then trop(A)  √GMr(A).
Proof. Let GMr(A) = k. By Definition 1.14 there exists B = A[r1, . . . , rk]with GM-independent rows.
The multiplication of rows and columns of a matrix by elements of Rmax leaves invariant both GM-
rank and tropical rank. Therefore by Theorem 2.17 we can assume without loss of generality that the
rows of P(B) ∈ Mk×m(B) are GM-independent. By Theorem 3.4, trop(P(B)) 
√
k. Therefore by
Lemma 3.20, trop(B) 
√
k. Since B is a submatrix of A, it follows that trop(A) 
√
k. 
Corollary 3.22. Let A ∈ Mn×m(Rmax). Then d(A)  √GMr(A).
Proof. Apply consequently Theorem 3.21 and Lemma 3.1. 
Theorem 3.23. Let A ∈ Mn×m(Rmax). Then trop(A)  d(A)+23 .
Proof. Let d(A) = k. Then A contains a d-nonsingular submatrix B ∈ Mk×k(Rmax). By Theorem 1.18
the rows of B are GM-independent. Themultiplication of rows and columns of a matrix by elements of
Rmax leaves invariant the determinantal and tropical ranks. Therefore, by Theorem2.17without loss of
generality we assume that the rows of P(B) ∈ Mk×k(B) are GM-independent. Thus by Theorem 1.18
we have that ‖P(B)‖+ 
= ‖P(B)‖−. By Theorem 3.18, trop(P(B))  k+2
3
. Thus by Lemma 3.20,
trop(B)  k+2
3
. Since B is a submatrix of A, it follows that trop(A)  k+2
3
. 
The following consequence from the obtained results is very important. In particular it underlines
the difference of the functions under consideration with the factor and Kapranov ranks, cf. [1–3,7].
Corollary 3.24. Let one of the functions trop(A), d(A), GMr(A) is bounded. Then the other two are also
bounded.
4. On the computational complexity of the GM-rank function for matrices over Rmax
In this sectionwepresentanapplicationof thepattern technique to theproblemsrelated to thecom-
putational complexity of GM-rank. It was shown earlier (see [8, Theorem 1.2]) that it is NP-complete
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to make a decision if a given 0–1 matrix is an L-matrix or not. Moreover, [8, Theorem 1.2] shows that
for any positive integer k it is an NP-complete problem to determine if a given 0–1 matrix of the size
(n + [n1/k]) × n is an L-matrix, or not. By Remark 1.17 the problem of the determination of the GM-
independence for rows of an n × (n + [n1/k])-matrix over B is NP-complete. Therefore, the problem
of the computation of GM-rank for matrices over B and thus over Rmax is NP-hard.
However, as we show, for a fixed k the problem of justifying if the condition GMr(A) < k is
true for the matrix over Rmax can be solved in a polynomial time with respect to the size of matrix
A ∈ Mn×m(Rmax). A similar result for the tropical and determinantal rank follows directly from the
definitions, see also [3].However, theproblemof checkingwhether theKapranov rankof amatrix is less
than 4 is NP-hard, see [6]. It is still an open problem, if it is possible to check quickly similar properties
for the factor rank, see [3, Section 8, (2)]. Moreover, we show that the problem of computing the
GM-ranks of matrices with the fixed tropical rank also requires the polynomial number of operations.
We start with the following lemmas.
Lemma 4.1. Let A ∈ Mk×m(Rmax), M = 2k, m  M. Assume that the rows of A[1, . . . , k|c1, . . . , cM]
are GM-dependent for any c1, . . . , cM ∈ {1, . . . ,m}. Then the rows of A are GM-dependent.
Proof. Assume the opposite. By Definition 1.11 the multiplication of rows of a matrix by the positive
elements does not effect their GM-independence. Therefore by Theorem 2.17 without loss of gener-
ality we may assume that the rows of P(A) are GM-independent. Observe that P(A) ∈ Mk×m(B)
has no more than M different columns. It is clear that the removal of the repeating columns does
not effect on the GM-independence. Hence, there are c1, . . . , cM ∈ {1, . . . ,m} such that the rows of
P(A)[1, . . . , k|c1, . . . , cM] are GM-independent. Thus by Theorem 2.18 the rows of
A[1, . . . , k|c1, . . . , cM] are GM-independent. The obtained contradiction concludes the proof of the
theorem. 
Lemma 4.2. Let A ∈ Mn×m(Rmax), k ∈ N, m  2k. Then GMr(A) < k iff the rows of any k × 2k-
submatrix of A are GM-dependent.
Proof. If GMr(A)  k then by Definition 1.14 the matrix A contains k GM-independent rows. In this
case by Lemma 4.1 the matrix A contains k × 2k-submatrix with GM-independent rows.
If there is a submatrix of size k × 2k in the matrix A with GM-independent rows then the corre-
sponding k rows of Awill be GM-independent. This shows that GMr(A)  k. 
Now we are ready to prove the main results of this section.
Theorem 4.3. Let k ∈ N be a fixed number. Then the problem to check the property GMr(A) < k can be
solved in polynomial time with respect to the size of the matrix A ∈ Mn×m(Rmax).
Proof. By A0 we denote the matrix obtained from A by the concatenation with k zero rows and 2
k
zero columns. By Definition 1.14, GMr(A0) = GMr(A). Thus by Lemma 4.2 to check the property
GMr(A) < k it is sufficient to show the GM-dependence of rows of all k × 2k-submatrices A′ of A0 ∈
M(n+k)×(m+2k)(Rmax). The quantifier elimination algorithm allows to check the GM-independence of
rows of any k × 2k-matrix in the bounded time. The number of k × 2k-submatrices in A0 is bounded
by (n + k)k(m + 2k)2k , i.e., it is polynomial in nm. 
We note that the complexity of the algorithm described in Theorem 4.3 grows rapidly as k tends to
infinity. The explanation for this fact is that the general problem of computing the GM-rank is NP-hard.
The following theorem shows that the problem of computing the GM-rank has polynomial complexity
in the special case of matrices with bounded tropical rank.
Theorem 4.4. Let t ∈ N be fixed. Let A ∈ Mn×m(Rmax) and assume that trop(A) ≤ t. Then GM-rank of
A can be computed in a polynomial time.
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Proof. By Theorem 3.21 GMr(A)  t2. Therefore it is sufficient to check the property GMr(A) < k for
all k ∈ {1, . . . , t2}. These properties can be checked in polynomial time as the Theorem 4.3 shows. 
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