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Abstract
A bilinear form on a possibly graded vector space V defines a graded Poisson structure on
its graded symmetric algebra together with a star product quantizing it. This gives a model for
the Weyl algebra in an algebraic framework, only requiring a field of characteristic zero. When
passing to R or C one wants to add more: the convergence of the star product should be controlled
for a large completion of the symmetric algebra. Assuming that the underlying vector space
carries a locally convex topology and the bilinear form is continuous, we establish a locally convex
topology on the Weyl algebra such that the star product becomes continuous. We show that the
completion contains many interesting functions like exponentials. The star product is shown to
converge absolutely and provides an entire deformation. We show that the completion has an
absolute Schauder basis whenever V has an absolute Schauder basis. Moreover, the Weyl algebra
is nuclear iff V is nuclear. We discuss functoriality, translational symmetries, and equivalences of
the construction. As an example, we show how the Peierls bracket in classical field theory on a
globally hyperbolic spacetime can be used to obtain a local net of Weyl algebras.
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1 Introduction
The Weyl algebra as the mathematical habitat of the canonical commutation relations has many
incarnations and variants: in a purely algebraic definition it is the universal unital associative algebra
generated by a vector space V subject to the commutation relations vw −wv = Λ(v,w)1 where Λ is
a symplectic form on V and v,w ∈ V . For V = k2 with basis q, p and the standard symplectic form,
the canonical commutation relations take the familiar form
qp− pq = 1. (1.1)
Typically, some scalar prefactor in front of 1 is incorporated. When working over the complex numbers,
a C∗-algebraic version of the canonical commutation relations is defined by formally exponentiating
the generators from V and using the resulting commutation relations from (1.1) with i~ in front of 1
for the exponentials. It results in a universal C∗-algebra generated by the exponentials subject to the
commutation relations. This version of the Weyl algebra is most common in the axiomatic approaches
to quantum field theory and quantum mechanics. More recently, an alternative construction of a
Weyl algebra in a C∗-algebraic framework has been proposed and studied in [9] based on resolvents
instead of exponentials. In [5] the C∗-algebraic Weyl algebra was shown to be a strict deformation
quantization of a certain Poisson algebra which consists of certain “bounded” elements in contrast to
the “unbounded” generators from V itself, ultimately leading to a continuous field of C∗-algebras.
The two principle versions of the Weyl algebra differ very much in their behaviour. While the
C∗-algebraic formulation has a strong analytic structure, the algebraic version based on the canonical
commutation relations does not allow for an obvious topology: in fact, it can easily be proven that any
submultiplicative seminorm on the Weyl algebra generated by q and p with commutation relations
(1.1) necessarily vanishes. In particular, there will be no structure of a normed algebra possible.
It is now our main objective of this paper to fill this gap and provide a reasonable topology for
the algebraic Weyl algebra making the product continuous. Starting point will be a general locally
convex topology on V , where we also allow for a graded vector space and a graded version of the
canonical commutation relations, i.e. we treat the Weyl algebra and the Clifford algebra on the
same footing. The algebraic version of the Weyl algebra will be realized by means of a deformation
quantization [2] of the symmetric algebra S•(V ) encoded in a star product. The idea is to treat the
Poisson bracket arising from the bilinear form Λ as a constant Poisson bracket and use the Weyl-
Moyal star product quantizing it. From a deformation quantization point of view this is a very
trivial situation, though we of course allow for an infinite-dimensional vector space V , see [30] for
a gentle introduction to deformation quantization. The bilinear form Λ will not be required to be
antisymmetric or non-degenerate. However, we need some analytic properties. For convenience, we
require Λ to be continuous, a quite strong assumption in infinite dimensions. Nevertheless, many
interesting examples fulfill this requirement. In particular, for a finite-dimensional space V this is
always the case.
On the tensor algebra T•(V ) and hence on the symmetric algebra S•(V ) there is of course an
abundance of locally convex topologies which all induce the projective topology on each V ⊗n. The
two extreme cases are the direct sum topology and the Cartesian product topology. The direct sum
topology for the Weyl algebra with finitely many generators was used in [12] to study bivariant K-
theory. In [6] a slightly coarser topology on S•(S (Rd)) than the direct sum topology was studied in
the context of quantum field theories, where S (Rd) is the usual Schwartz space. It turns out that
this topology makes S•(S (Rd)) a topological algebra, too. However, for our purposes, this topology
is still too fine. Interesting new phenomena are found in [13] for formal star products in the case
the underlying locally convex space V is a Hilbert space. For the class of functions considered in
this paper, the classification program shows much richer behaviour than in the well-known finite-
dimensional case. However, the required Hilbert-Schmidt property will differ from the requirements
we state in the sequel.
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The first main result is that we can define a new locally convex topology on the tensor algebra
T•(V ) and hence also on the symmetric algebra S•(V ), quite explicitly by means of seminorms
controlling the growth of the coefficients an ∈ Sn(V ), in such a way that the star product is continuous.
The completion of S•(V ) with respect to this locally convex topology will contain many interesting
entire functions like exponentials of elements in V . It turns out that even more is true: the star
product converges absolutely and provides an entire deformation in the sense of [28]. In fact, we have
two versions of this construction depending on a real parameter R ≥ 12 leading to a Weyl algebra
WR(V ) and a projective limit WR−(V ) for R >
1
2 . Both share many properties but differ in others.
If the underlying vector space V has an absolute Schauder basis we prove that the corresponding
Weyl algebra also has an absolute Schauder basis. The second main result is that the Weyl algebra
WR(V ) is nuclear whenever we started with a nuclear V . This is of course a very desirable property
and shows that the Weyl algebra enjoys some good properties. If V is even strongly nuclear then
the second version WR−(V ) gives a strongly nuclear Weyl algebra. In the case where V is finite-
dimensional, we have both for trivial reasons: an absolute Schauder basis of V and strong nuclearity.
Thus in this case the corresponding Weyl algebra turns out to be a (strongly) nuclear algebra with
an absolute Schauder basis. In fact, we can show even more: the underlying locally convex space is
a particular Köthe space which can explicitly be described.
Our construction depends functorially on the data V and Λ as well as on a parameter R which
controls the coarseness of the topology. The particular value R = 12 seems to be distinguished as it
is the limit case for which the product is continuous. For the second variant of our construction, the
case R = 1 is distinguished as this is the limit case where the exponentials are part of the completion.
We show that the topological dual V ′ acts on the Weyl algebra by translations. These automor-
phisms are even inner if the element in V ′ is in the image of the canonical map V −→ V ′ induced by
the antisymmetric part of Λ: here we show that the exponential series of elements in V are contained
in the Weyl algebra WR(V ), provided R < 1, and in WR−(V ) for R ≤ 1. Since the Weyl algebra does
not allow for a general holomorphic calculus, this is a nontrivial statement and puts heuristic formulas
for the star-exponential on a solid ground. In particular, these exponentials are also the generators
of the C∗-algebraic version of the Weyl algebra, showing that there is still a close relation. However,
it does not seem to be easy to make the transition to the C∗-algebraic world more explicitly.
For a finite-dimensional even vector space V , we relate our general construction to the following
two earlier version of the Weyl algebra: first we show that for a suitable choice of the parameters and
the Poisson structure the Weyl algebra discussed in [24] coincides with WR(V ). Second, we show that
the results from [3,4] yield the second version WR−(V ) for the particular value R = 1. This way, we
have now a clear picture on the relation between the two approaches.
Finally, we apply our general construction to an example from (quantum) field theory. We consider
a linear field equation on a globally hyperbolic spacetime manifold. The Green operators of the
normally hyperbolic differential operator encoding the field equation define a Poisson bracket, the so-
called Peierls bracket. We show the relevant continuity properties in order to apply the construction
of the Weyl algebra to this particular Poisson bracket. It is shown that the resulting Poisson algebra
and Weyl algebra relate to the canonical Poisson algebra and Weyl algebra on the initial data of the
field equation. The result will be a local net of Poisson algebras or Weyl algebras obeying a version
of the Haag-Kastler axioms including the time-slice axiom. On one hand this is a very particular case
of the Peierls bracket discussed in [7], on the other hand, we provide a simple quantum theory with
honestly converging star product in this situation thereby going beyond the formal star products as
discussed in [15,16]. It would be very interesting to see how the much more general (and non-constant)
Poisson structures in [7] can be deformation quantized with a convergent star product.
To conclude this introduction we take the opportunity to point out some possible further questions
arising with our approach to the Weyl algebra:
• In finite dimensions it is always possible to choose a compatible almost complex structure for a
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given symplectic Poisson structure. Such a choice gives a star product of Wick type where the
symmetric part of Λ now consists of a suitable multiple of the compatible positive definite inner
product. The Wick product enjoys the additional feature of being a positive deformation [10].
In particular, the evaluation functionals at the points of the dual will become positive linear
functionals on the Wick algebra. In [3] the corresponding GNS construction was investigate in
detail and yields the usual Bargmann-Fock space representation for the canonical commutation
relations. The case of a Hilbert space of arbitrary dimension will be the natural generalization for
this. In general, the existence of a compatible almost complex structure having good continuity
properties is far from being obvious. We will address these questions in a future project.
• Closely related will be the question what the states of the locally convex Weyl algebra will be in
general. While this question might be quite hard to attack in full generality, the more particular
case of the Weyl algebra arising from the Peierls bracket will be already very interesting: here
one has certain candidates of so-called Hadamard states from (quantum) field theory. It would
be interesting to see whether and how they can be matched with compatible almost complex
structures and evaluations at points in the dual.
• In infinite dimensions there are important examples of bilinear forms which are not continuous
but only separately continuous. It would be interesting to extend our analysis to this situation
as well in such a way that one obtains a separately continuous star product. Yet another scenario
would be to investigate a bornological version of the Weyl algebra construction: many bilinear
forms turn out to be compatible with naturally defined bornologies rather than locally convex
topologies. Thus a bornological star product would be very desirable and has the potential to
cover many more examples not yet available with our present construction. A good starting
point might be [22, 29]. These questions will be addressed in a future project.
• Finally, already in finite dimensions it will be very challenging to go beyond the geometrically
trivial case of constant Poisson structures. One possible strategy is to use the completed nuclear
Weyl algebra build on each tangent space of a symplectic manifold. This leads to a Weyl algebra
bundle, now in our convergent setting. In a second step one should try to understand how the
Fedosov construction [17] of a formal star product can be transferred to this convergent setting
provided the curvature and its covariant derivatives of a suitably chosen symplectic connection
satisfy certain (still to be found) bounds.
The paper is organized as follows: In Section 2 we fix our notation and recall some well-known
algebraic facts on constant Poisson structures and their deformation quantizations. The next section
contains the core results of the paper. We first construct several systems of seminorms on the tensor
algebra and investigate the continuity properties of the tensor product with respect to them. The
continuity of the Poisson bracket is then established but the continuity of the star product requires
a suitable projective limit construction in addition. Nevertheless, the resulting systems of seminorms
are still described explicitly. This way, we arrive at our definition of the Weyl algebra in Definition 3.12
and show that it yields a locally convex algebra in Theorem 3.17. We prove that the star product
converges absolutely, provides an entire deformation, and enjoys good reality properties. In Section 4
we show two main results: first that if V has an absolute Schauder basis the Weyl algebra also has
an absolute Schauder basis. Second, we prove in Theorem 4.10 that the Weyl algebra is (strongly)
nuclear iff V is (strongly) nuclear. Section 5 is devoted to various symmetries and equivalences. We
prove that the algebraic symmetries can be cast into the realm of the locally convex Weyl algebra,
too, and yield a good functoriality of the construction. If the convergence parameter R is less than 1
then translations are shown to act by inner automorphisms. Moreover, we show that the isomorphism
class of the Weyl algebra only depends on the antisymmetric part of the bilinear form Λ. Finally, we
relate our construction to the one from [24] in Proposition 5.15 as well as to the version from [3,4] in
5
Proposition 5.17. The final and quite large Section 6 contains a first nontrivial example: the canonical
and the covariant Poisson structures arising in non-interacting field theories on globally hyperbolic
spacetimes. We recall the necessary preliminaries to define and compare the two Poisson structures
in detail. The continuity properties of both allow to apply our general construction of the Weyl
algebra, leading to a detailed description in Theorem 6.14. As a first application we show that both
on the classical side as well as on the quantum side the construction leads to a local net of observables
satisfying the time-slice axiom.
Acknowledgements: It is a pleasure to thank many colleagues for their comments at various stages
when preparing this manuscript. In particular, I would like to thank Christian Bär, Klaus Freden-
hagen, and Frank Pfäffle for valuable discussions on the Peierls bracket, Gandalf Lechner for pointing
out [9], Ralf Meyer for the suggestion to investigate the bornological versions of the Weyl algebra,
Karl-Hermann Neeb for many remarks and for drawing my attention to [6], and Pedro Lauridsen
Ribeiro for clarifying remarks.
2 Algebraic Preliminaries
In this section we collect some algebraic preliminaries on constant Poisson brackets and their defor-
mation quantization to fix our conventions. In the following, let k be a field of characteristic 0 and
let V be a k-vector space.
2.1 The Symmetric Algebra S•(V ) and Sign Conventions
In order to treat the symmetric and the Grassmann algebra on the same footing, we assume that
V = V0 ⊕ V1 is Z2-graded. In many applications, V is even Z-graded and the induced Z2-grading is
then given by the even and odd part of V . A vector v ∈ V0 is called homogeneous of parity 0 while
a vector in V1 is called homogeneous of parity 1. Occasionally, we denote the parity of the vector
v with the same symbol v ∈ Z2 and we also shall refer to even and odd parity. In all what follows,
we will make use of the Koszul sign rule, i.e. if two things with parities a, b ∈ Z2 are exchanged this
gives an extra sign (−1)ab. The homogeneous components of v ∈ V will be denoted by v = v0 + v1.
In more detail, we will need to following signs for symmetrization. For homogeneous vectors
v1, . . . , vn ∈ V and a permutation σ ∈ Sn one defines the sign
sign(v1, . . . , vn;σ) =
∏
i<j
σ(i) + (−1)vσ(i)vσ(j)σ(j)
i+ (−1)vivj j . (2.1)
Then sign(v1, . . . , vn;σ) = 1 if all the v1, . . . , vn are even and sign(v1, . . . , vn;σ) = sign(σ) is the usual
signum of the permutation for all v1, . . . , vn odd. It is then straightforward to check that
(v1 ⊗ · · · ⊗ vn) ⊳ σ = sign(v1, . . . , vn;σ)vσ(1) ⊗ · · · ⊗ vσ(n) (2.2)
extends to a well-defined right action of Sn on V
⊗n. We use this right action to define the sym-
metrization operator
Sn : V
⊗n ∋ v 7→ Sn(v) = 1
n!
∑
σ∈Sn
v ⊳ σ ∈ V ⊗n. (2.3)
One has Sn ◦Sn = Sn since (2.2) is an action. In the case where V = V0, the operator Sn is the usual
total symmetrization, if V = V1 we get the total antisymmetrization operator.
For later use it will be advantageous to define the symmetric algebra not as a quotient algebra of
the tensor algebra but as a subspace with a new product. Thus we set
Sn(V ) = im Sn ⊆ V ⊗n and S0(V ) = k. (2.4)
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The elements in Sn(V ) consist of the symmetric, i.e. invariant tensors with respect to the action (2.2).
Moreover, we set
S•(V ) =
∞⊕
n=0
Sn(V ) ⊆ T•(V ) =
∞⊕
n=0
V ⊗n. (2.5)
Alternatively, we can use the idempotent S =
⊕∞
n=0 Sn where S0 = id and get S
•(V ) = im S.
Next we define the symmetric tensor product µ : S•(V ) ⊗ S•(V ) −→ S•(V ) of v,w ∈ S•(V ) as
usual by
vw = µ(v ⊗ w) = S(v ⊗ w). (2.6)
Most of the time we shall omit the symbol µ for products. Then the following statement is well-known:
Lemma 2.1 The symmetric tensor product turns S•(V ) into an associative commutative unital alge-
bra freely generated by V .
Moreover, it is Z-graded with respect to the tensor degree. Note however, that we do not use this
degree for sign purposes at all. Freely generated means that a homogeneous map φ : V −→ A of
parity 0 into another associative Z2-graded commutative unital algebra A has a unique extension
Φ: S•(V ) −→ A as unital algebra homomorphism.
Beside the symmetric algebra we will also need tensor products of algebras. Thus let A and B
be two associative Z2-graded algebras. On their tensor product A ⊗ B a new product is defined by
linear extension of
(a⊗ b)(a′ ⊗ b′) = (−1)ba′aa′ ⊗ bb′, (2.7)
where a, a′ ∈ A and b, b′ ∈ B are homogeneous elements. This turns A⊗ B again into an associative
Z2-graded algebra.
Finally, we recall that the Koszul sign rule also applies to tensor products of maps and evaluations,
i.e. for homogeneous maps φ : V −→W and ψ : V˜ −→ W˜ we define their tensor product φ⊗ ψ : V ⊗
V˜ −→W ⊗ W˜ by
(φ⊗ ψ)(v ⊗ w) = (−1)ψvφ(v)⊗ ψ(w) (2.8)
on homogeneous vectors and extend linearly.
2.2 Constant Poisson Structures and Formal Star Products
Recall that a homogeneous multilinear map of parity 0
P : S•(V )× · · · × S•(V ) −→ S•(V ) (2.9)
is called a multiderivation if for each argument it satisfies the Leibniz rule
P (v1, . . . , vk−1, vkv
′
k, vk+1, . . . , vn)
= (−1)(v1+···+vk−1)vkvkP (v1, . . . , v′k, . . . , vn) + (−1)v
′
k
(vk+1+···+vn)P (v1, . . . , vk, . . . , vn)v
′
k,
(2.10)
where we follow again the Koszul sign rule. Note that if one vi is a constant, i.e. vi ∈ S0(V ), then
P (v1, . . . , vn) = 0. Since V generates S
•(V ), a multiderivation is uniquely determined by its values
on V × · · · × V . Conversely, any multilinear homogeneous map V × · · · × V −→ S•(V ) of parity
0 extends to a multiderivation since V generates S•(V ) freely. Though one can also consider odd
multiderivations, we shall not need them in the sequel.
For later estimates, we will need the following more explicit form of this extension for the particular
case of a bilinear homogeneous map
Λ: V × V −→ k = S0(V ) (2.11)
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of parity 0. To this end we first define the linear map
PΛ : S
•(V )⊗ S•(V ) −→ S•−1(V )⊗ S•−1(V ) (2.12)
to be the linear extension of
PΛ(v1 . . . vn ⊗ w1 · · ·wm)
=
n∑
k=1
m∑
ℓ=1
(−1)vk(vk+1+···+vn)+wℓ(w1+···+wℓ−1)Λ(vk, wℓ)v1 · · ·
k∧ · · · vn ⊗ w1 · · ·
ℓ∧ · · ·wm.
(2.13)
The requirement on the Z-grading implies that PΛ vanishes on tensors of the form 1⊗ w or v ⊗ 1.
First note that Λ is of parity 0 and thus Λ(vk, wℓ) is only nontrivial if vk and wℓ have the same
parity. Hence we can exchange the parities vk and wℓ in the above sign. Second, note that the map PΛ
is indeed well-defined since the right hand side is totally symmetric in v1, . . . , vn and in w1, . . . , wm.
With respect to the algebra structure (2.7) of S•(V )⊗ S•(V ) we can characterize the map PΛ now as
follows:
Lemma 2.2 The map PΛ is the unique map with
i.) PΛ(v ⊗ w) = Λ(v,w)1 ⊗ 1 for all v,w ∈ V ,
ii.) PΛ(v ⊗ wu) = PΛ(v ⊗ w)(1⊗ u) + (−1)wv(1⊗ w)PΛ(v ⊗ u) for all v,w, u ∈ S•(V ),
iii.) PΛ(vw ⊗ u) = (v ⊗ 1)PΛ(w ⊗ u) + (−1)wuPΛ(v ⊗ u)(1⊗ w) for all v,w, u ∈ S•(V ).
Note that the two Leibniz rules imply PΛ(v ⊗ 1) = 0 = PΛ(1⊗ v) for all v ∈ S•(V ).
In order to rewrite the Leibniz rules for PΛ in a more conceptual way, we have to introduce the
canonical flip operator τVW : V ⊗W −→W ⊗ V for Z2-graded vector spaces V and W by
τVW (v ⊗ w) = (−1)vww ⊗ v (2.14)
on homogeneous elements and linear extension to all tensors. We usually write τ if the reference to
the underlying vector spaces is clear. Using τ we define the operators
P 12Λ , P
23
Λ , P
13
Λ : S
•(V )⊗ S•(V )⊗ S•(V ) −→ S•(V )⊗ S•(V )⊗ S•(V ) (2.15)
on the triple tensor product by
P 12Λ = PΛ ⊗ id, P 23Λ = id⊗PΛ, and P 13Λ = (id⊗τ) ◦ (PΛ ⊗ id) ◦ (id⊗τ). (2.16)
These operators have again parity 0 and change the tensor degrees by (−1,−1, 0), (0,−1,−1), and
by (−1, 0,−1), respectively.
Lemma 2.3 The Leibniz rules for PΛ can be written as
PΛ ◦ (µ⊗ id) = (µ⊗ id) ◦
(
P 13Λ + P
23
Λ
)
(2.17)
and
PΛ ◦ (id⊗µ) = (id⊗µ) ◦
(
P 12Λ + P
13
Λ
)
. (2.18)
Analogously, we have similar Leibniz rules for the operators P 12Λ , P
23
Λ , and P
13
Λ which show that
they will be uniquely determined by their values on generators of S•(V ) ⊗ S•(V ) ⊗ S•(V ). Hence
the products P 12Λ ◦ P 23Λ etc. will be uniquely determined by their values on quadratic expressions
in the generators. This will allow for a rather straightforward computation leading to the following
observation:
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Lemma 2.4 The operators P 12Λ , P
23
Λ , and P
13
Λ commute pairwise.
This lemma together with the Leibniz rule in form of Lemma 2.3 gives immediately the following
result, see e.g. [30, Sect. 6.2.4] for a detailed proof:
Proposition 2.5 On S•(V )[[ν]] one obtains a Z2-graded associative k[[ν]]-bilinear multiplication by
v ⋆νΛ w = µ ◦ eνPΛ(v ⊗ w), (2.19)
where all k-multilinear maps are extended to be k[[ν]]-multilinear as usual.
Remark 2.6 (Commuting derivations) A particularly simple case is obtained for Λ = ϕ⊗ψ with
ϕ,ψ ∈ V ∗ of equal parity. In this case, we denote by Xϕ,Xψ : S•(V ) −→ S•−1(V ) the corresponding
derivations of the same parity. It is then easy to see that [Xϕ,Xψ ] = 0 and that PΛ = Xϕ ⊗ Xψ.
This example (without Z2-grading) of a formal associative deformation via commuting derivations
was first considered by Gerstenhaber in [18, Thm. 8] and was generalized in various ways ever since.
Also the next proposition is folklore and easily verified:
Proposition 2.7 Let A be an associative Z2-graded commutative algebra and let ⋆ be a formal associa-
tive deformation of it such that (A[[ν]], ⋆) is still Z2-graded. Then the first order of the ⋆-commutator
defines a Poisson bracket on A.
Of course, we always take the Z2-graded commutators and Poisson brackets. In our example, this
leads to the following Poisson bracket:
Corollary 2.8 Let Λ be as above and set P oppΛ = τ ◦ PΛ ◦ τ . Then
{v,w}Λ = µ ◦ (PΛ − P oppΛ )(a⊗ b) (2.20)
defines a Poisson bracket for S•(V ).
Alternatively, we can also consider the symmetric and antisymmetric part
Λ± =
1
2
(Λ± Λ ◦ τ) (2.21)
of Λ such that Λ = Λ+ + Λ−. Then we note that with Λ
opp = Λ ◦ τ we have
PΛopp = P
opp
Λ (2.22)
and thus
PΛ − P oppΛ = 2PΛ− . (2.23)
Thus {v,w}Λ = 2µ ◦ PΛ−(v ⊗ w) depends only on the antisymmetric part. Nevertheless, the star
product ⋆ in (2.19) depends on Λ and not just on Λ−. It is this Poisson bracket for which ⋆νΛ provides
a formal deformation quantization.
In general, one requires only a formal star product but since our Poisson bracket is rather partic-
ular, we can sharpen the deformation result as follows:
Corollary 2.9 The product ⋆νΛ restricts to S
•(V )[ν] which becomes an associative Z2-graded algebra
over k[ν].
More precisely, for v,w ∈ S•(V ) we have PnΛ (v⊗w) = 0 as soon as n ∈ N0 is larger than the maximal
symmetric degree in v or w. It follows that in S•(V )[ν] we can replace the formal parameter ν by any
element of k and get a well-defined associative multiplication from ⋆νΛ.
Also the following result is well-known and obtained from an easy induction: the elements of V
generate S•(V )[ν] with respect to ⋆νΛ:
Corollary 2.10 The k[ν]-algebra S•(V )[ν] is generated by V .
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2.3 Symmetries and Equivalences
The symmetric algebra S•(V ) can be interpreted as the polynomials on the “predual” of V , which, of
course, needs not to exist in infinite dimensions. Alternatively, S•(V ) injects as a subalgebra into the
polynomials Pol•(V ∗) on the dual of V . We use this heuristic point of view now to establish some
symmetries of { · , · }Λ and ⋆νΛ which justify the term “constant” Poisson structure.
Let ϕ ∈ V ∗ be an even linear functional, i.e. ϕ ∈ V ∗
0
, then the linear map v 7→ v + ϕ(v)1 is even,
too, and thus it extends uniquely to a unital algebra homomorphism τ∗ϕ : T
•(V ) −→ T•(V ). Clearly,
the symmetry properties of the tensors in T•(V ) are preserved by τ∗ϕ and thus it restricts to a unital
algebra homomorphism
τ∗ϕ : S
•(V ) −→ S•(V ), (2.24)
now with respect to the symmetric tensor product. One has τ∗0 = id and τ
∗
ϕτ
∗
ψ = τ
∗
ϕ+ψ for all ϕ,ψ ∈ V ∗0 .
Thus we get an action of the abelian group V ∗
0
on S•(V ) by automorphisms. In the interpretation of
polynomials these automorphisms correspond to pull-backs with translations via ϕ, hence the above
notation.
The other important symmetry emerges from the endomorphisms of V itself. Let A : V −→ V be
an even linear map and denote the extension as unital algebra homomorphism again by A : S•(V ) −→
S•(V ). This yields an embedding of End0(V ) into the unital algebra endomorphisms of S
•(V ). In
particular, we get a group homomorphism of GL0(V ) into Aut0(S
•(V )). For A ∈ GL0(V ) and ϕ ∈ V ∗0
we have the relation A−1τ∗ϕAv = τ
∗
A∗ϕv for the generators v ∈ V and hence also in general
A−1τ∗ϕA = τA∗ϕ. (2.25)
This gives an action of the semidirect product GL0(V ) ⋉ V
∗ on S•(V ) via unital algebra automor-
phisms.
For the bilinear map Λ we consider the group of invertible even endomorphisms of V preserving
it and denote this group by
Aut(V,Λ) =
{
A ∈ GL0(V )
∣∣ Λ(Av,Aw) = Λ(v,w) for all v,w ∈ V }. (2.26)
Note that such an automorphism preserves Λ+ and Λ− separately. However, Λ− and Λ+ might have
a larger invariance group than Aut(V,Λ).
Remark 2.11 Suppose that Λ = −Λopp = Λ− is already antisymmetric and non-degenerate. In
the case where V = V0 consists of even vectors only, Λ is a symplectic form and Aut(V,Λ) is the
corresponding symplectic group. In the case where V = V1 is odd, Λ corresponds to an inner product
and Aut(V,Λ) is the corresponding pseudo-orthogonal group. Note however, that we will also be
interested in the case where Λ is not necessarily antisymmetric and not necessarily non-degenerate.
Lemma 2.12 The subgroup Aut(V,Λ)⋉ V ∗ acts on S•(V ) as automorphisms of { · , · }Λ and ⋆.
Proof: First consider A ∈ Aut(V,Λ). Then on generators one sees that PΛ ◦ (A⊗A) = (A⊗A)◦PΛ,
which therefore holds in general. From this we see that A is an automorphism of both, the Poisson
bracket and the star product. Analogously, for ϕ ∈ V ∗
0
one checks first on generators and then in
general that PΛ ◦ (τ∗ϕ ⊗ τ∗ϕ) = (τ∗ϕ ⊗ τ∗ϕ) ◦ PΛ. 
In this sense, both the Poisson bracket and the star product are constant, i.e. translation-invariant.
In a next step we discuss to what extend the automorphisms are inner. We consider only the
infinitesimal picture as the integrated version will require analytic tools. The bilinear form Λ induces
a linear map into the dual V ∗. More precisely, we need the antisymmetric part Λ− of Λ as it appears
also in the Poisson bracket (2.20). This defines an even linear map
♯ : V ∋ v 7→ v♯ = Λ−(v, · ) ∈ V ∗. (2.27)
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Lemma 2.13 Let ϕ ∈ V ∗ be homogeneous and denote by Xϕ : S•(V ) −→ S•(V ) the homogeneous
derivation extending ϕ : V −→ k.
i.) Xϕ is a Poisson derivation of parity ϕ, i.e. we have
Xϕ{a, b}Λ = {Xϕ(a), b}Λ + (−1)ϕa{a,Xϕ(b)}Λ (2.28)
for all homogeneous a, b ∈ S•(V ).
ii.) Xϕ is inner iff ϕ ∈ im ♯. In this case Xϕ = {v, · }Λ for any v ∈ V with 2v♯ = ϕ.
iii.) Xϕ is a derivation of ⋆νΛ, i.e. we have
Xϕ(a ⋆νΛ b) = Xϕ(a) ⋆νΛ b+ (−1)ϕaa ⋆νΛ Xϕ(b) (2.29)
for all homogeneous a, b ∈ S•(V ).
iv.) Xϕ is a quasi-inner derivation of ⋆νΛ, i.e. Xϕ =
1
ν [a, · ]⋆νΛ for some a ∈ S•(V )[[ν]], iff ϕ ∈ im ♯.
In this case a = v ∈ V with 2v♯ = ϕ will do the job.
Proof: Consider an even linear map P : S•(V ) ⊗ S•(V ) −→ S•(V ) ⊗ S•(V ) satisfying the Leibniz
rules from Lemma 2.2, ii.) and iii.), and let X be any homogeneous derivation of either even or
odd parity. Then we claim that the operator
D = P ◦ (X ⊗ id+ id⊗X)− (X ⊗ id+ id⊗X) ◦ P
satisfies the Leibniz rules
D(ab⊗ c) = (−1)bcD(a⊗ c)(b⊗ 1) + (−1)Xa(a⊗ 1)D(b⊗ c)
and
D(a⊗ bc) = D(a⊗ b)(1⊗ c) + (−1)(X+a)b(1⊗ b)D(a⊗ c)
for all homogeneous a, b, c ∈ S•(V ). This is a simple verification and does not use that P is (anti-)
symmetric. In our case, we conclude that D is uniquely determined by its values on the generators of
S•(V )⊗ S•(V ). For P = PΛ and X = Xϕ it is easy to check that D = 0 on generators and thus PΛ
and (Xϕ ⊗ id+ id⊗Xϕ) commute. But this implies the first as well as the third part. Now consider
ϕ ∈ im ♯, i.e. there is a v ∈ V with ϕ = 2Λ−(v, · ). In this case we get for w ∈ V
{v,w}Λ = Λ(v,w)1 − (−1)vwΛ(w, v)1 = 2Λ−(v,w)1 = ϕ(w)1 = Xϕ(w).
Since the derivation Xϕ is determined by its values on generators this implies Xϕ = {v, · }Λ. For
the converse, assume that Xϕ = {v, · }Λ for some v ∈ S•(V ) which we write as v =
∑
n vn with
vn ∈ Sn(V ). Then for w ∈ V we have {vn, w}Λ ∈ Sn−1(V ) while Xϕ(w) ∈ S0(V ). Thus we necessarily
have Xϕ(w) = {v1, w}Λ, i.e. the higher order terms in v are not necessary. But then Xϕ = {v1, · }Λ
follows, proving ϕ = 2v♯1. The fourth part is similar, since for v ∈ V we have v⋆νΛa = va+νµ◦PΛ(v⊗a)
without higher order terms. Thus [v, a]⋆ = ν{v, a}Λ and we can argue as in the second part. 
Remark 2.14 We see here a notorious difficulty of formal star products: the derivation generating
a symmetry is only quasi-inner and not inner. Thus a naive exponentiation of the generating element
would lead us outside the formal power series. In fact, algebraically it can not be well-defined at all.
Thus the symmetry τ∗ϕ is an outer automorphism. We shall come back to this when we have some
more analytic framework.
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We can extend the results of Lemma 2.12 in the following way: suppose we have two vector spaces
V and W with two bilinear forms ΛV and ΛW on them. Then an even linear map A : V −→ W is
called a Poisson map if
ΛW (A(v), A(v
′)) = ΛV (v, v
′) (2.30)
for all v, v′ ∈ V . The induced map A : S•(V ) −→ S•(W ) is then easily shown to satisfy PΛW ◦(A⊗A) =
(A ⊗ A) ◦ PΛV , generalizing the computation in the proof of Lemma 2.12 slightly. From this we see
that A is a homomorphism of Poisson algebras and star product algebras. Thus we arrive at the
following simple functoriality statement:
Proposition 2.15 The construction of { · , · }Λ and ⋆νΛ is functorial with respect to Poisson maps.
Let us now discuss how we can change the star product by changing the symmetric part Λ+ of Λ
as in (2.21). Symmetry means that Λ+(v,w) = (−1)vwΛ+(w, v) for homogeneous elements in V .
Let g : V × V −→ k be another symmetric and even bilinear form, which we can think of as a
Z2-graded version of an inner product. We define now a second order “Laplacian” associated to g as
follows. For homogeneous vectors v1, . . . , vn ∈ V we set
∆g(v1 · · · vn) =
∑
i<j
(−1)vi(v1+···+vi−1)(−1)vj (v1+···+vi−1+vi+1+···vj−1)g(vi, vj)v1 · · ·
i∧ · · · j∧ · · · vn,
(2.31)
and extend this again by linearity to an operator
∆g : S
•(V ) −→ S•−2(V ). (2.32)
Note that ∆g has even parity since g vanishes on vectors of different parities. This is no longer a
derivation but a second order differential operator. More precisely, we have the following “Leibniz
rule” for ∆g:
Lemma 2.16 The operator ∆g satisfies
∆g ◦ µ = µ ◦ (∆g ⊗ id+Pg + id⊗∆g). (2.33)
Proof: On v1 · · · vn ⊗ w1 · · ·wm with homogeneous vectors v1, . . . , vn, w1, . . . , wm ∈ V this is just a
straightforward computation. 
Lemma 2.17 Let Λ,Λ′, g : V × V −→ k be even bilinear maps and let g be symmetric. Then the
operators ∆g ⊗ id, id⊗∆g, PΛ, and PΛ′ commute pairwise.
Proof: Again, one just checks this on v1 · · · vn ⊗ w1 · · ·wm for homogeneous vectors v1, . . . , vn,
w1, . . . , wm ∈ V which is a lengthy but straightforward computation, the details of which we shall
omit. 
We use these commutation relations now to prove the following equivalence statement: the isomor-
phism class of the deformation depends only on the antisymmetric part of Λ.
Proposition 2.18 Let Λ,Λ′ : V × V −→ k be two even bilinear forms on V such that their antisym-
metric parts Λ− = Λ
′
− coincide. Then the corresponding star products ⋆νΛ and ⋆νΛ′ are equivalent via
the equivalence transformation
eν∆g(a ⋆νΛ b) =
(
eν∆ga
)
⋆νΛ′
(
eν∆gb
)
(2.34)
for all a, b ∈ S•(V )[[ν]] where g = Λ′ − Λ = Λ′+ − Λ+.
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Proof: The proof is now fairly easy. Analogously to [30, Exercise 5.7] we have
eν∆g (a ⋆νΛ b) = e
ν∆g ◦ µ ◦ eνPΛ(a⊗ b)
= µ ◦ eν(∆g⊗id+Pg+id⊗∆g) ◦ eνPΛ(a⊗ b)
= µ ◦ eν(PΛ+Pg) ◦ (eν∆g ⊗ eν∆g)(a⊗ b)
= µ ◦ eνPΛ′ ◦ (eν∆ga⊗ eν∆gb),
since PΛ + Pg = PΛ+g and since Λ+ g = Λ
′. Note that g is indeed symmetric. 
3 Continuity of the Star Product
In this section we establish a locally convex topology on S•(V ) for which the formal star product,
after substituting the formal parameter by a real or complex number z, will be continuous. Starting
point is a locally convex topology on V , which we will assume to be Hausdorff, and a continuity
assumption on Λ. From now on the field of scalars K is either R or C.
3.1 The Topology for S•(V )
Let V be now a real or complex Z2-graded Hausdorff locally convex vector space. We require that
the grading is compatible with the topological structure, i.e. the projections onto the even and odd
parts in V = V0 ⊕ V1 are continuous. Thus we have for every continuous seminorm p on V another
continuous seminorm q with p(v0),p(v1) ≤ q(v) for all v ∈ V . This implies that the even and odd
part of V constitute complementary closed subspaces.
In principle, there are many interesting locally convex topologies on S•(V ) induced by the one on
V . We shall construct now a rather particular one.
First we will endow the tensor products V ⊗n with the π-topology. Recall that for seminorms
p1, . . . ,pn on V one defines the seminorm p1⊗ · · · ⊗ pn on V ⊗n by
(p1⊗ · · · ⊗ pn)(v) = inf
{∑
i
p1
(
v
(1)
i
)
· · · pn
(
v
(n)
i
) ∣∣∣ v =∑
i
v
(1)
i ⊗ · · · ⊗ v(n)i
}
, (3.1)
where the infimum is taken over all possibilities to write the tensor v as a linear combination of elemen-
tary (i.e. factorizing) tensors. One has (p1⊗ · · ·⊗pn)⊗ (q1⊗ · · ·⊗qm) = p1⊗ · · ·⊗pn⊗ q1⊗ · · ·⊗qm
and on factorizing tensors one gets (p1⊗ · · · ⊗ pn)(v1 ⊗ · · · ⊗ vn) = p1(v1) · · · pn(vn). We shall use
the abbreviation pn = p⊗ · · · ⊗ p for n copies of the same seminorm p, where by definition p0 is the
usual absolute value on K.
The π-topology on V ⊗n is obtained by taking all seminorms of the form p1⊗ · · · ⊗ pn with
p1, . . . ,pn being continuous seminorms on V . Equivalently, one can take all p
n with p being a
continuous seminorm on V . Analogously, one defines the π-topology for the tensor products of
different locally convex spaces. We denote the tensor product endowed with the π-topology by ⊗π. It
is clear that the induced Z2-grading of V
⊗n is again compatible with the π-topology. More explicitly,
we have the following statement:
Lemma 3.1 Let p be a continuous seminorm on V and choose a continuous seminorm q such that
p(v0),p(v1) ≤ q(v). Then for all v ∈ V ⊗n one has
pn(v0),p
n(v1) ≤ qn(v). (3.2)
For concrete estimates the following simple lemma is useful: it suffices to check estimates on
factorizing tensors only:
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Lemma 3.2 Let V1, . . . , Vn, W be vector spaces and let φ : V1 × · · · × Vn −→W be an n-linear map,
identified with a linear map φ : V1 ⊗ · · · ⊗ Vn −→W as usual. If p1, . . . , pn, q are seminorms on V1,
. . . , Vn, W , respectively, such that for all v1 ∈ V1, . . . , vn ∈ Vn one has
q(φ(v1, . . . , vn)) ≤ p1(v1) · · · pn(vn), (3.3)
then one has for all v ∈ V1 ⊗ · · · ⊗ Vn
q(φ(v)) ≤ (p1⊗ · · · ⊗ pn)(v). (3.4)
Since we view the symmetric powers Sn(V ) as subspace of V ⊗n we can inherit the π-topology also
for Sn(V ), indicated by Snπ(V ). Then we get the following simple properties of the symmetric tensor
product:
Lemma 3.3 Let n,m ∈ N0 and let p be a continuous seminorm on V .
i.) The symmetrizer Sn : V
⊗πn −→ V ⊗πn is continuous and for all v ∈ V ⊗πn one has
pn(Sn(v)) ≤ pn(v). (3.5)
ii.) Snπ(V ) ⊆ V ⊗πn is a closed subspace.
iii.) For v ∈ Sn(V ) and w ∈ Sm(V ) one has
pn+m(vw) ≤ pn(v) pm(w). (3.6)
Proof: The first part is clear for factorizing tensors and hence Lemma 3.2 applies. The second
follows as Sn(V ) = ker(id− Sn) by definition. The third is clear from the definition and from (3.5).
On the tensor algebra T•(V ) there are at least two canonical locally convex topologies: the
Cartesian product topology inherited from
∏∞
n=0 V
⊗πn and the direct sum topology which is the
inductive limit topology of the finite direct sums. While the first is very coarse, the second is very
fine. Nevertheless, both of them induce the π-topology on each subspace V ⊗n. We are now searching
for something in between.
We fix a parameter R ∈ R and consider for a given continuous seminorm p on V the new seminorm
pR(v) =
∞∑
n=0
pn(vn)n!
R (3.7)
on the tensor algebra T•(V ), where we write v =
∑∞
n=0 vn as the sum of its components with fixed
tensor degree vn ∈ V ⊗n. Analogously, we define
pR,∞(v) = sup
n∈N0
{
pn(vn)n!
R
}
. (3.8)
In principle, we have also ℓp-versions for all p ∈ [1,∞), but the above two extreme cases will suffice
for the following.
The seminorms control the growth of the contributions pn(vn) for n −→∞ compared to a power
of n! which we can view as weights from a weighted counting measure. The choice of the factorials
as weights will become clear later. We list some first elementary properties of these seminorms.
Lemma 3.4 Let p and q be seminorms on V and R,R′ ∈ R.
i.) One has for all v ∈ T•(V )
pR,∞(v) ≤ pR(v) ≤ 2(2 p)R,∞(v). (3.9)
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ii.) Both seminorms pR and pR,∞ restrict to n!
R pn on V ⊗n.
iii.) If q ≤ p then qR ≤ pR.
iv.) If R′ > R then pR(v) ≤ pR′(v) for all v ∈ T•(V ).
Proof: The parts ii.), iii.), and iv.) are clear. Also the first estimate in i.) is obvious. For the
second, we note
pR(v) =
∑∞
n=0
pn(vn)n!
R =
∑∞
n=0
2n pn(vn)n!
R 1
2n
≤ sup
n∈N0
2n pn(vn)n!
R′
∞∑
n=0
1
2n
which is the second estimate in (3.9). 
The seemingly trivial first part will have an important consequence later when we discuss the nuclearity
properties of the Weyl algebra.
We can use now all the seminorms pR for a fixed R to define a new locally convex topology on the
tensor algebra. In particular, the lemma shows that we can safely restrict to the seminorms of the
type pR as long as we take all continuous seminorms on V . It is clear from an analogous estimate
that also the ℓp-versions would not yield anything new.
Definition 3.5 Let R ∈ R. Then T•R(V ) is the tensor algebra of V equipped with the locally convex
topology determined by all the seminorms pR with p running through all continuous seminorms on V .
In the following, we will mainly be interested in the case of positive R where we have a decay of the
numbers pn(vn).
Lemma 3.6 Let R′ > R ≥ 0.
i.) The tensor product is continuous on T•R(V ). More precisely, one has
pR(v ⊗ w) ≤ (2R p)R(v)(2R p)R(w) (3.10)
for all v,w ∈ T•R(V ).
ii.) For all n ∈ N0 the projections and the inclusions
T•R(V ) −→ V ⊗πn −→ T•R(V ) (3.11)
are continuous.
iii.) The completion Tˆ•R(V ) of T
•
R(V ) can explicitly be described by
Tˆ•R(V ) =
{
v =
∑∞
n=0
vn
∣∣∣ pR(v) <∞ for all p} ⊆ ∞∏
n=0
V ⊗ˆπn, (3.12)
where p runs through all continuous seminorms of V and we extend pR to the Cartesian product
by allowing the value +∞ as usual.
iv.) We have a continuous inclusion
Tˆ•R′(V ) −→ Tˆ•R(V ). (3.13)
v.) The Z2-grading of T
•
R(V ) is continuous. More explicitly, if p and q are continuous seminorms
with p(v0),p(v1) ≤ q(v) for all v ∈ V then we have
pR(v0),pR(v1) ≤ qR(v) (3.14)
for all v ∈ T•R(V ).
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Proof: The first part is a simple estimate; we have
pR(v ⊗ w) =
∑∞
k=0
pk
(∑
n+m=k
vn ⊗ wm
)
k!R
≤
∑∞
k=0
∑
n+m=k
pn(vn) p
m(wm)(n +m)!
R
≤
∑∞
n=0
∑∞
m=0
pn(vn) p
m(wm)2
Rn2Rmn!Rm!R
= (2R p)R(v)(2
R p)R(w),
where we used (n + m)! ≤ 2n+mn!m!. Since with p also 2R p is a continuous seminorm on V , the
continuity of ⊗ follows. The second and third part are standard, here we use the completed π-tensor
product V ⊗ˆπn to achieve completeness at every fixed n ∈ N0. The fourth part is a consequence of
Lemma 3.4, iv.). The last part follows from Lemma 3.1. 
Remark 3.7 The case R = 0 gives a well-known topology on T•(V ) which becomes the free locally
multiplicatively convex unital algebra generated by V as discussed e.g. by Cuntz in [11]. For R > 0
the completion Tˆ•R(V ) behaves differently: it does not even have an entire holomorphic calculus. To
see this take the entire function
fǫ(z) =
∞∑
n=0
zn
n!ǫ
(3.15)
for a parameter ǫ > 0. If R > ǫ then for every nonzero v ∈ V the series fǫ(v) does not converge
in Tˆ•R(V ). In particular, the tensor algebra T
•
R(V ) can not be locally multiplicatively convex unless
R = 0.
We have an analogous statement for the symmetric algebra. We equip S•(V ) with the induced
topology from T•R(V ) and denote it by S
•
R(V ). From (3.5) we get immediately
pR(S(v)) ≤ pR(v), (3.16)
which implies the continuity statement
pR(vw) ≤ (2R p)R(v)(2R p)R(w) (3.17)
for all v,w ∈ S•(V ). This shows that S•R(V ) becomes a locally convex algebra, too. Again, it will be
locally multiplicatively convex only for R = 0 in which case it is the free locally multiplicatively convex
commutative unital algebra generated by V . The completion of S•R(V ) can be described analogously
to (3.12). We also have the continuous inclusions
Sˆ•R′(V ) −→ Sˆ•R(V ) (3.18)
for R′ > R. Finally, we have the continuous projections and inclusions
S•R(V ) −→ Snπ(V ) −→ S•R(V ) (3.19)
for all n ∈ N0. Thus it makes sense to speak of the n-th component vn of a vector v ∈ Sˆ•R(V ) even
after the completion. In fact, it is easy to see that the series of components
v =
∞∑
n=0
vn (3.20)
converges to v ∈ Sˆ•R(V ), even absolutely.
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To get rid of the somehow arbitrary parameter R we can pass to the projective limit R −→ ∞.
The resulting locally convex algebras will be denoted by
Tˆ•∞(V ) = proj lim
R−→∞
Tˆ•R(V ) and Sˆ
•
∞(V ) = proj lim
R−→∞
Sˆ•R(V ) (3.21)
in the symmetric case. We have a more explicit description of Tˆ•∞(V ) and Sˆ
•
∞(V ) as consisting of
those formal series v =
∑∞
n=0 vn with vn ∈ V ⊗ˆπn or vn ∈ Sˆnπ(V ), respectively, such that pR(v) < ∞
for all R ≥ 0 and for all continuous seminorms p on V . Note that these completions will be rather
small as we require a rather strong decay of the coefficients vn. We will not use these projective limits
in the sequel.
3.2 The Continuity of the Star Product
Let us now consider an even bilinear form Λ: V × V −→ K which we require to be continuous. Thus
there exists a continuous seminorm p on V such that
|Λ(v,w)| ≤ p(v) p(w) (3.22)
for all v,w ∈ V . Note that we require continuity and not just separate continuity. Note also, that if
p satisfies (3.22) then we also have the estimates
|Λ±(v,w)| ≤ p(v) p(w), (3.23)
showing the continuity of the antisymmetric and symmetric part of Λ. The continuity of Λ implies
the continuity of the operator PΛ when restricted to fixed symmetric degrees:
Lemma 3.8 Let p be a continuous seminorm of V satisfying (3.22). Then for all u ∈ Sn(V )⊗Sm(V )
one has (
pn−1⊗ pm−1)(PΛ(u)) ≤ nm pn+m(u). (3.24)
The same estimate holds for PΛ±.
Proof: We work on the whole tensor algebra first. Thus consider homogeneous vectors v1, . . . , vn
and w1, . . . , wm ∈ V and define P˜Λ : T•(V )⊗ T•(V ) −→ T•(V )⊗ T•(V ) by the linear extension of
P˜Λ(v1 ⊗ · · · ⊗ vn ⊗ w1 ⊗ · · · ⊗ wm)
=
n∑
k=1
m∑
ℓ=1
(−1)vk(vk+1+···+vn)(−1)wℓ(w1+···+wℓ−1)Λ(vk, wℓ)v1 ⊗ · · ·
k∧ · · · ⊗ vn ⊗ w1 ⊗ · · ·
ℓ∧ · · · ⊗ wm.
Then we have PΛ ◦(Sn⊗ Sm) = (Sn−1⊗ Sm−1)◦ P˜Λ. For general tensors of arbitrary degree this yields
PΛ ◦ (S⊗ S) = (S⊗ S) ◦ P˜Λ. (∗)
For homogeneous vectors we get now the estimate(
pn−1⊗ pm−1)(P˜Λ(v1 ⊗ · · · ⊗ vn ⊗ w1 ⊗ · · · ⊗ wm))
≤
n∑
k=1
m∑
ℓ=1
|Λ(vk, wℓ)|p(v1) · · ·
k∧ · · · p(vn) p(w1) · · ·
ℓ∧ · · · p(wm)
≤ nm p(v1) · · · p(vn) p(w1) · · · p(wm)
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= nm(pn⊗ pm)(v1 ⊗ · · · ⊗ vn ⊗ w1 ⊗ · · · ⊗ wm).
By Lemma 3.2 we conclude that for all u ∈ Tn(V )⊗ Tm(V ) we have
(
pn−1⊗ pm−1)(P˜Λ(u)) ≤ nm(pn⊗ pm)(u).
Finally, for u ∈ Sn(V )⊗ Sm(V ) we have (Sn⊗ Sm)(u) = u and thus by (∗) and (3.5)(
pn−1⊗ pm−1)(PΛ(u)) = (pn−1⊗ pm−1)(PΛ(Sn⊗ Sm)(u))
=
(
pn−1⊗ pm−1)((Sn−1⊗ Sm−1)P˜Λ(u))
≤ (pn−1⊗ pm−1)(P˜Λ(u))
≤ nm(pn⊗ pm)(u).
The last statement follows from (3.23). 
In fact, this estimate just reflects the fact that PΛ is a biderivation. If Λ is nontrivial then it can not
be improved in general. It implies immediately the continuity of the Poisson bracket { · , · }Λ:
Proposition 3.9 Let Λ be continuous. Then the Poisson bracket { · , · }Λ is continuous on S•R(V )
for every R ≥ 0. More precisely, for v,w ∈ S•R(V ) and any continuous seminorm p on V with (3.22)
we have a constant c > 0 such that
pR({v,w}Λ) ≤
(
2R+1 p
)
R
(v)
(
2R+1 p
)
R
(w). (3.25)
Proof: Let v,w ∈ S•R(V ) with components v =
∑
n vn and w =
∑
mwm as usual. Then we have for
a seminorm p satisfying (3.22)
pR({v,w}Λ) =
∞∑
k=0
pk
( ∑
n+m−2=k
{vn, wm}Λ
)
k!R
≤
∞∑
k=0
∑
n+m−2=k
pn+m−2
(
2µ ◦ PΛ−(vn ⊗ wm)
)
k!R
≤
∞∑
k=0
∑
n+m−2=k
2nm pn(vn) p
m(wm)(n+m− 2)!R
≤
∞∑
n,m=0
2nm2(n+m)R pn(vn) p
m(wm)n!
Rm!R
≤ c
∞∑
n,m=0
2(n+m)(R+1) pn(vn) p
m(wm)n!
Rm!R,
where we have used Lemma 3.8 for Λ− and the standard estimate (n+m)! ≤ 2n+mn!m!. 
In this sense, S•R(V ) becomes a locally convex Poisson algebra for every R ≥ 0. In particular, the
Poisson bracket extends to the completion Sˆ•R(V ) and still obeys the continuity estimate (3.25) as
well as the algebraic properties of a Poisson bracket.
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However, for the star product the situation is more complicated: first we note that thanks to
Corollary 2.9 we can use the formal star product to get a well-defined non-formal star product ⋆zΛ
by replacing ν with some real or complex number z ∈ K, depending on our choice of the underlying
field. We fix z in the following and consider the dependence of ⋆zΛ on z later in Subsection 3.4. The
next lemma provides the key estimate for all continuity properties of ⋆zΛ: the main point is that we
have to limit the range of the possible values of R:
Lemma 3.10 Let R ≥ 12 . Then there exist constants c, c′ > 0 such that for all a, b ∈ S•(V ) and all
seminorms p with (3.22) we have
pR(a ⋆zΛ b) ≤ c′(cp)R(a)(cp)R(b). (3.26)
Proof: Let a, b ∈ S•(V ) be given and denote by an, bm their homogeneous parts with respect to the
tensor degree as usual. We have to distinguish several cases of the parameters. The non-trivial case
is for 12 ≤ R ≤ 1 and |z| ≥ 1, where we estimate
pR(a ⋆zΛ b) ≤
∞∑
k=0
|z|k
k!
pR
(
µ ◦ P kΛ(a⊗ b)
)
≤
∞∑
k=0
|z|k
k!
∑
k≤n,m
(n+m− 2k)!R pn+m−2k
(
µ ◦ P kΛ(an ⊗ bm)
)
(a)
≤
∞∑
k=0
|z|k
k!
∑
k≤n,m
(n+m− 2k)!R n!
(n− k)!
m!
(m− k)! p
n(an) p
m(bm)
(b)
≤
∞∑
k=0
∑
k≤n,m
|z|k2R(n+m−2k)
k!
n!1−R
(n− k)!1−R
m!1−R
(m− k)!1−Rn!
R pn(an)m!
R pm(bm)
(c)
≤
∞∑
k=0
∑
k≤n,m
|z|k2R(n+m−2k)
k!
2(1−R)n2(1−R)mk!2(1−R)n!R pn(an)m!
R pm(bm)
(d)
≤
∞∑
k=0
∑
k≤n,m
1
|z|kk!2R−122Rk n!
R(2|z|)n pn(an)m!R(2|z|)m pm(bm)
(e)
≤
(
∞∑
k=0
1
|z|kk!2R−122Rk
)(
∞∑
n=0
n!R(2|z|)n pn(an)
)(
∞∑
m=0
m!R(2|z|)m pm(bm)
)
= c′(2|z|p)R(a)(2|z|p)R(b)
where in (a) we used k-times the estimate from Lemma 3.10, in (b) we used (n+m−2k)! ≤ 2n+m−2k(n−
k)!(m − k)!, in (c) we used n! ≤ 2n(n − k)!k! and m! ≤ 2m(m − k)!k! together with the assumption
R ≤ 1, in (d) we use |z| ≥ 1 as well as k ≤ n,m, and finally, in (e) we note that the series over k
converges to a constant thanks to R ≥ 12 while the remaining series over n and m give the seminorm
(2|z|p)R for the rescaled seminorm 2|z|p. If instead |z| < 1 then we continue instead of (d) by
pR(a ⋆zΛ b) ≤ . . .
(d′)
≤
(
∞∑
k=0
|z|k2−2Rk
k!2R−1
)
(2 p)R(a)(2 p)R(b),
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where the series over k always converges since R ≥ 12 and |z| < 1. Finally, if R > 1 then we continue
instead of (c) with
pR(a ⋆zΛ b) ≤ . . .
(c′)
≤
∞∑
k=0
∑
k≤n,m
|z|k2−2Rk
k!
n!R2Rn pn(an)m!
R2Rm pm(bm)
≤
(
∞∑
k=0
|z|k2−2Rk
k!
)
(2R p)R(a)(2
R p)R(b),
where again the series over k converges. In total, we always get an estimate for all R ≥ 12 and all z
as claimed. 
Remark 3.11 We also note that the limiting case R = 12 is sharp in the following sense: consider
the most simple nontrivial situation V = R2 with basis vectors q and p as well as the bilinear
form Λstd(p, q) = 1 and zero for the other combinations. The corresponding Poisson bracket is the
canonical Poisson bracket and the star product is the standard-ordered star product if we take z = ~i ,
see e.g. [30, Sect. 5.2.4]. Identifying elements in S•(R2) with polynomials in q and p we have the more
explicit formula
f ⋆std g =
∞∑
k=0
(−i~)k
k!
∂kf
∂pk
∂kg
∂qk
. (3.27)
Using again the function fǫ from (3.15) we see that fǫ(q) and fǫ(p) belong to Sˆ
•
R(R
2) as soon as R < ǫ.
However, for the star product we get (formally)
fǫ(p) ⋆std fǫ(q) =
∑
n,m,k≤m,n
(−i~)k
k!
n!1−ǫ
(n− k)!
n!1−ǫ
(n− k)!q
n−kpn−k. (3.28)
Since the projection Sˆ•R(V ) −→ Snπ(V ) is continuous for all R ≥ 0 we consider the coefficient of (3.28)
in S0(V ) which is obtained for n = m = k, i.e.
∞∑
ℓ=0
(−i~)ℓ
ℓ!
ℓ!1−ǫℓ!1−ǫ =
∞∑
ℓ=0
(−i~)ℓℓ!1−2ǫ. (3.29)
This clearly diverges for ǫ < 12 unless ~ = 0. Thus for R <
1
2 we can not expect a continuous star
product.
3.3 The Weyl Algebra WR(V, ⋆zΛ)
The estimate from Lemma 3.10 shows that the star product will be continuous for the topology of
S•R(V ) provided the parameter R satisfies R ≥ 12 . This will motivate the following definition of the
Weyl algebra. However, we will also give an alternative definition for later use, where we want to
compare with the results from [3,4].
Definition 3.12 (Weyl algebra) For R ∈ R we endow S•R(V ) with the product ⋆zΛ and call the
resulting algebra the Weyl algebra WR(V, ⋆zΛ). Moreover, for R >
1
2 we set
WR−(V ) = proj lim
ǫ−→0
S•R−ǫ(V ) (3.30)
and endow WR−(V ) with the Weyl product ⋆zΛ, too.
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This way, we arrive at two possible definitions of the Weyl algebra. The projective limit can be made
more explicitly, since the underlying vector space is always the same: we use all seminorms pR−ǫ for
ǫ > 0 and p a continuous seminorm on V for WR−(V ) and have WR−(V ) = S
•(V ) as a linear space
as before. It will turn out that this projective limit enjoys some more interesting properties when it
comes to strong nuclearity.
The completion WˆR(V ) will be given as those formal series v =
∑∞
n=0 vn with vn ∈ Sˆnπ(V ) such
that all seminorms pR(v) are finite for all continuous seminorms p on V . Correspondingly, for the
completion of the projective limit we have to have finite seminorms pR−ǫ(v) for all ǫ > 0 and all
continuous seminorms p on V .
A last option is to take the projective limit R −→ ∞. Most of the following statements will
therefore also be available for the case R = ∞. However, we will not be too much interested in this
case as the completion Wˆ∞(V ) = Sˆ
•
∞(V ) is rather small.
Remark 3.13 For later use, we can endow also the tensor algebra with the projective topology of
all the seminorms pR−ǫ for a fixed R ∈ R and all ǫ > 0. The resulting tensor algebra will be denoted
by T•R−(V ). Then WR−(V ) ⊆ T•R−(V ) is a closed subspace.
Remark 3.14 From Proposition 3.9 it follows immediately that the Poisson bracket { · , · }Λ is still
continuous for the projective limit topology. Thus WR−(V ) becomes a locally convex Poisson algebra.
We start now to collect some basic features of WR−(V ). From Lemma 3.4 we get immediately the
following statement:
Lemma 3.15 Let R′ ≥ R ≥ 0.
i.) For all n ∈ N0 the induced topology on Sn(V ) ⊆WR−(V ) is the π-topology.
ii.) The projection and the inclusion maps
WR−(V ) −→ Snπ(V ) −→WR−(V ) (3.31)
are continuous for all n ∈ N0.
iii.) The inclusion map WR′−(V ) −→WR−(V ) is continuous.
iv.) The Z2-grading is continuous for WR−(V ).
The analogous statements for WR(V ) hold for trivial reasons: we have discussed them already for the
symmetric algebra S•R(V ).
This lemma has the important consequence that also after completion of WR−(V ) to WˆR−(V ) we
can speak of the n-th component an ∈ Sˆnπ(V ) of an element a ∈ WˆR−(V ) in a meaningful way. More
precisely, a can be expressed as a convergent series in its components of fixed tensor degree:
Lemma 3.16 Let R ∈ R and let a ∈ WˆR−(V ) with components an ∈ Sˆnπ(V ) for n ∈ N0. Then
a =
∞∑
n=0
an (3.32)
converges absolutely.
Proof: Identifying an ∈ Sˆnπ(V ) with its image in WˆR−(V ) we get for every continuous seminorm p
on V the equation
pR−ǫ(a) =
∞∑
n=0
pn(an)n!
R−ǫ =
∞∑
n=0
pR−ǫ(an),
from which the statement follows immediately. 
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In particular, the direct sum
⊕∞
n=0 Sˆ
n
π(V ) of the completed symmetric π-tensor powers of V is
sequentially dense in WˆR−(V ). Again, this statement is also true for the case WˆR(V ), see (3.20).
The first main result is now that WR(V, ⋆zΛ) as well as WR−(V, ⋆zΛ) are indeed locally convex
algebras provided R is suitably chosen:
Theorem 3.17 Let R ≥ 12 . The Weyl algebra WR(V, ⋆zΛ) is a locally convex algebra. Moreover,
WR−(V, ⋆zΛ) is a locally convex algebra for R >
1
2 . In both cases, the Weyl algebra is first countable
iff V is first countable.
Proof: The continuity of the product for WR(V ) is just Lemma 3.10. This gives also the continuity
in the case of WR−(V ). Note that we need R >
1
2 for the second case. A locally convex space V is
first countable iff we can choose a sequence of continuous seminorms p(1) ≤ p(2) ≤ · · · such that for
every other continuous seminorm q on V we have some n ∈ N with q ≤ p(n). Then Lemma 3.4 shows
that the seminorms p
(n)
R will do the job for WR(V ) while for WR−(V ) we can take the seminorms(
p(n)
)
R− 1
n
to determine the topology. The converse is obvious from Lemma 3.15, i.). 
Remark 3.18 Note that for a Banach space V a Fréchet algebra WˆR(V, ⋆zΛ) is the best we can hope
for in general since the canonical commutation relations [q, p]⋆std = i~1 can not be implemented in
a Banach algebra for ~ 6= 0. So if the even part of V and Λ∣∣
V0
are nontrivial, a Banach algebra
structure is excluded since the standard-ordered star product from Remark 3.11 comprises always
a subalgebra in this case. Even worse, in this case every submultiplicative seminorm is necessarily
trivial: WˆR(V, ⋆zΛ) is very far from being locally multiplicatively convex.
As a first application we show that in the completion WˆR(V ) we have exponentials of every vector
in V , provided R is small enough:
Proposition 3.19 Assume V0 6= {0}.
i.) One has exp(v) ∈ WˆR(V ) for every non-zero v ∈ V iff R < 1.
ii.) Let R < 1 and v ∈ V . The map K ∋ t 7→ exp(tv) ∈ WˆR(V ) is real-analytic in the case K = R
with radius of convergence ∞ and entire in the case K = C. The Taylor series converges
absolutely.
Proof: Let v ∈ V0 be non-zero and choose a seminorm p with p(v) > 1 which is possible thanks to
the Hausdorff property and by an appropriate rescaling of v. Then pn(vn) = (p(v))n since v⊗· · ·⊗v =
v · · · v in this case. The exponential series therefore gives
pR(exp(v)) =
∞∑
n=0
pn(vn)
n!
n!R =
∞∑
n=0
(p(v))nn!R−1,
which converges iff R < 1, showing the first part. The second part is clear from Lemma 3.16 since
the homogeneous components of exp(tv) are given by t
nvv
n! . 
Remark 3.20 In the projective case we do not have to exclude R = 1: here the analogous statement
is that exp(v) ∈ WˆR−(V ) for every non-zero v ∈ V iff R ≤ 1. The reason is that we have to use
the seminorms pR−ǫ instead. Note also that in the case where V0 = {0} the exponential series of all
elements v ∈ V always converges since exp(v) = 1 + v for odd vectors v ∈ V1.
3.4 Dependence on z
Up to now we have established the continuity of ⋆zΛ on WR(V ) and thus we can conclude that ⋆zΛ has
a unique extension to a continuous product ⋆zΛ on the completion WˆR(V ). We shall now re-interpret
the proof of Lemma 3.10 to get the more specific statement that also the formula for ⋆zΛ stays valid:
22
Proposition 3.21 Let R ≥ 12 and let a, b ∈ WˆR(V, ⋆zΛ). Then
a ⋆zΛ b = µ ◦ ezPΛ(a⊗ b) =
∞∑
k=0
zk
k!
µ ◦ P kΛ(a⊗ b) (3.33)
converges absolutely in WˆR(V ). The same statement holds for the projective limit version WˆR−(V, ⋆zΛ)
and R > 12 .
Proof: We have to show that for all seminorms pR of the defining system of seminorms the series∑∞
k=0
|z|k
k! pR(µ ◦P kΛ(a⊗ b)) converges. But this was exactly what we did in the proof of Lemma 3.10.
The projective limit case is analogous. 
This proposition also allows us to discuss the dependence on the deformation parameter z: here
we have the best possible scenario. In the real case, z ∈ R, we have a real-analytic dependence on z
in a ⋆zΛ b with an explicit Taylor expansion around z = 0 given by the absolutely convergent series
(3.33). In the complex case, z ∈ C, we have an entire dependence, again by (3.33). Note that it
is important for such statements that the topology of the Weyl algebra is actually independent of
z. Holomorphic deformations were introduced and studied in detail in [28], mainly in the context of
Hopf algebra deformations.
Proposition 3.22 Let R ≥ 12 .
i.) If K = R then for every a, b ∈ WˆR(V, ⋆zΛ) the map
R ∋ z 7→ a ⋆zΛ b ∈ WˆR(V, ⋆zΛ) (3.34)
is real-analytic with Taylor expansion around z = 0 given by (3.33).
ii.) If K = C then for every a, b ∈ WˆR(V, ⋆zΛ) the map
C ∋ z 7→ a ⋆zΛ b ∈ WˆR(V, ⋆zΛ) (3.35)
is holomorphic (even entire) with Taylor expansion around z = 0 given by (3.33). The col-
lection of Weyl algebras {WˆR(V, ⋆zΛ)}z∈C provides a holomorphic (even entire) deformation of
WˆR(V, µ), where µ = ⋆zΛ
∣∣
z=0
is the symmetric tensor product.
3.5 Reality and the ∗-Involution
Up to now we treated the real and complex case on equal footing. However, for applications in physics
one typically needs an additional structure, both for the classical Poisson algebra as well as for the
quantum algebra: a reality structure in form of a ∗-involution.
The following two structures are well-known to be equivalent. We recall their relation in order
to establish some notation: either we can start with a real vector space V
R
and complexify it to
V
C
= V
R
⊗ C. This gives us an antilinear involutive automorphism of V
C
, the complex conjugation,
denoted by v
R
⊗z 7→ v
R
⊗ z = v
R
⊗z for v
R
∈ V
R
and z ∈ C. We can recover V
R
as the real subspace
of V
C
of those vectors v ∈ V
C
with v = v. Or, equivalently, we can start with a complex vector space
V
C
and an antilinear involutive automorphism, still denoted by v 7→ v. Then V
C
∼= V
R
⊗ C with
V
R
consisting again of the real vectors in V
C
. In this situation the symmetric algebra S•(V
C
) is a
∗-algebra with respect to the complex conjugation, i.e. we have for homogeneous a, b ∈ S•(V
C
)
ab = (−1)abb a = a b, (3.36)
where in the second equation we use the commutativity of the symmetric tensor product.
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Remark 3.23 There are various reasons why this might not be what one really wants in the case
of Z2-graded algebras. Instead, an honest
∗-involution without signs might be more desirable, i.e.
(ab)∗ = b∗a∗ for all a and b, no matter what parity they have. However, this requires some extra
structure which we will not discuss in the sequel.
If in addition V
R
is locally convex we can extend a continuous seminorm p
R
on V
R
to a seminorm
p
C
on V
C
by setting p
C
(v⊗z) = |z|p
R
(v). This makes V
C
a locally convex space such that the complex
conjugation is continuous. In fact, p
C
(v) = p
C
(v) for the seminorms of the form p
C
. Conversely, if
V
C
is a locally convex complex vector space with a continuous complex conjugation then for every
continuous seminorm q also p(v) = 12(q(v) + q(v)) is continuous, now satisfying p(v) = p(v). Clearly,
these seminorms still determine the topology of V
C
. Finally, for p
R
= p
∣∣
V
R
we get (p
R
)
C
= p. Thus
also in the locally convex situation the two structures are equivalent.
Now let V
R
be a real locally convex vector space and set V = V
C
= V
R
⊗C, always endowed with
the above locally convex topology and the canonical complex conjugation.
Lemma 3.24 Let R ∈ R and let p be a continuous seminorm on V with p(v) = p(v). Then
pR(a) = pR(a) (3.37)
for all a ∈ S•(V ). Thus the complex conjugation extends to a continuous antilinear involutive endo-
morphism of WˆR(V ).
For a continuous C-bilinear form Λ: V × V −→ C we define Λ: V × V −→ C by
Λ(v,w) = Λ(v,w) (3.38)
as usual, and set Re(Λ) = 12(Λ + Λ) as well as Im(Λ) =
1
2i(Λ − Λ). Then Λ, Re(Λ), and Im(Λ) are
again continuous C-bilinear forms.
In view of applications in quantum physics we rescale our deformation parameter z ∈ C to z = i~2
and consider only real (or even positive) values for ~. Thus the star product becomes
a ⋆ i~
2
Λ b = µ ◦ e
i~
2
Λ(a⊗ b). (3.39)
The next result clarifies under which conditions the complex conjugation is a ∗-involution for ⋆ i~
2
Λ:
Proposition 3.25 Let R ≥ 12 and ~ ∈ R \ {0}. Then the following statements are equivalent:
i.) The complex conjugation is a ∗-involution with respect to ⋆ i~
2
Λ, i.e. we have for homogeneous
a, b ∈ WˆR(V, ⋆ i~
2
Λ)
a ⋆ i~
2
Λ b = (−1)ab b ⋆ i~
2
Λ a. (3.40)
ii.) Λ+ = −Λ+ and Λ− = Λ−.
iii.) Λ+ = −Λ+ and WˆR(V ) is a Poisson ∗-algebra in the sense that for all a, b ∈ WˆR(V )
{a, b}Λ =
{
a, b
}
Λ
. (3.41)
Proof: First we note that by continuity it suffices to work on WR(V, ⋆ i~
2
Λ) instead of the completion.
Suppose i.) and consider homogeneous v,w ∈ V . Then
0 = v ⋆ i~
2
Λ w − (−1)vww ⋆ i~
2
Λ v
= − i~
2
(
Λ(v,w) + (−1)vwΛ(w, v))
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= − i~
2
(
Λ+(v,w) + Λ+(w, v) + Λ−(v,w)− Λ−(w, v)
)
,
since the star product gives only zeroth and first order terms and Λ+ is symmetric while Λ− is
antisymmetric. Now Λ+ + Λ+ is still symmetric and Λ− − Λ− is still antisymmetric. Hence their
contributions have to vanish separately which implies ii.). Next, assume ii.). Then
PΛ±(a⊗ b) = ∓PΛ±(a⊗ b) (∗)
follows immediately. For the symmetric tensor product µ we µ(a⊗ b) = µ(a⊗ b) which combines to
give iii.) at once. Conversely, iii.) implies ii.) by evaluating on v,w ∈ V . Finally, assume ii.). In
general the (anti-) symmetry of Λ± implies
PΛ± = ± τ ◦ PΛ± ◦ τ, (∗∗)
as this follows either by a direct computation or by verifying the Leibniz rules for τ ◦ PΛ± ◦ τ and
then applying the uniqueness result from Lemma 2.2. Combining now (∗) and (∗∗) with the com-
mutativity µ = µ ◦ τ of the symmetric tensor product gives i.) by a computation analogously
to [30, Prop. 5.2.19]. 
Thus we need a real Poisson bracket to start the deformation and an imaginary symmetric part
Λ+ in the star product ⋆ i~
2
Λ to have the complex conjugation as
∗-involution. In this case WˆR(V, ⋆ i~
2
Λ)
is a locally convex ∗-algebra.
4 Bases and Nuclearity
In this section we collect some additional properties of the Weyl algebra WR(V, ⋆zΛ) which are inher-
ited from V .
4.1 Absolute Schauder Bases
Suppose that V has an absolute Schauder basis, i.e. there exists a linearly independent set {ei}i∈I of
vectors in V together with continuous coefficient functionals {ϕi}i∈I in V ′ such that ϕi(ej) = δij for
i, j ∈ I and
v =
∑
i∈I
ϕi(v)ei (4.1)
converges. More precisely, for an absolute Schauder basis one requires that for all continuous semi-
norms p on V there exists a continuous seminorm q such that∑
i∈I
|ϕi(v)|p(ei) ≤ q(v) (4.2)
for all v ∈ V , i.e. the series in (4.1) converges absolutely for all continuous seminorms and can be
estimated by a continuous seminorm. In particular, at most countably many contributions ϕi(v) p(ei)
can be different from 0 for a given v ∈ V . Typically, I will be countable itself. In the following we
assume to have such an absolute Schauder basis {ei}i∈I for V with coefficient functionals {ϕi}i∈I .
The projective topology on V ⊗n is known to be compatible with absolute Schauder bases. More
precisely, we have the following folklore lemma:
Lemma 4.1 The vectors {ei1 ⊗ · · · ⊗ ein}i1,...,in∈I form an absolute Schauder basis for V ⊗πn with
coefficient functionals {ϕi1⊗ · · ·⊗ϕin}i1,...,in∈I . If p and q are continuous seminorms on V with (4.2)
then one has for all v ∈ V ⊗πn∑
i1,...,in∈I
∣∣(ϕi1 ⊗ · · · ⊗ ϕin)(v)∣∣ pn(ei1 ⊗ · · · ⊗ ein) ≤ qn(v). (4.3)
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In a next step we consider the whole tensor algebra T•R(V ) endowed with the topology from
Definition 3.5 for some fixed R ≥ 0. We claim that the collection {ei1 ⊗ · · · ⊗ ein}n∈N0,i1,...,in∈I
provides an absolute Schauder basis for T•R(V ) with corresponding coefficient functionals {ϕi1 ⊗ · · ·⊗
ϕin}n∈N0,i1,...,in∈I . Here for n = 0 we take the standard basis vector 1 ∈ K with the corresponding
coefficient functional. First we note that the linear functionals ϕi1⊗· · ·⊗ϕin are continuous on T •R(V )
when they are extended by 0 to the tensor degrees different from n. Moreover, we have
pR(ei1 ⊗ · · · ⊗ ein) = pn(ei1 ⊗ · · · ⊗ ein)n!R (4.4)
by Lemma 3.4, ii.). This results in the following statement:
Lemma 4.2 The vectors {ei1 ⊗ · · · ⊗ ein}n∈N0,i1,...,in∈I form an absolute Schauder basis for T•R(V )
with coefficient functionals {ϕi1 ⊗ · · · ⊗ ϕin}n∈N0,i1,...,in∈I . If p and q are continuous seminorms on
V with (4.2) then one has for all v ∈ T•R(V )
∞∑
n=0
∑
i1,...,in∈I
∣∣(ϕi1 ⊗ · · · ⊗ ϕin)(v)∣∣ pR(ei1 ⊗ · · · ⊗ ein) ≤ qR(v). (4.5)
Remark 4.3 We note that an absolute Schauder basis stays an absolute Schauder basis after com-
pletion, see [21, Prop. 14.7.7].
The absolute Schauder basis descends now to the symmetric algebra by symmetrizing. If v ∈ S•(V )
then we have v = S v with the continuous symmetrization map from (3.16). Applying S twice, this
shows the convergence
v =
∞∑
n=0
∑
i1,...,in∈I
(
ϕi1 · · ·ϕin)(v)ei1 · · · ein (4.6)
for all v ∈ S•R(V ), where ϕi1 · · ·ϕin = (ϕi1 ⊗ · · ·⊗ ϕin) ◦S. Moreover, using again v = S v we get from
the estimate (3.16) and (4.5) the estimate
∞∑
n=0
∑
i1,...,in∈I
∣∣(ϕi1 · · ·ϕin)(v)∣∣ pR(ei1 · · · ein) ≤ qR(v). (4.7)
So we have all we need for an absolute Schauder basis except that the symmetrizations ei1 · · · ein will
no longer be linearly independent: some of them will be zero if they contain twice the same odd vector
and some of them will differ by signs. So we only have to single out a maximal linearly independent
subset, the choice of which might be personal taste:
Proposition 4.4 Let R ≥ 0 and let {ei}i∈I be an absolute Schauder basis of V of homogeneous vectors
with coefficient functionals {ϕi}i∈I . Then any choice of a maximal linearly independent subset of
{ei1 · · · ein}n∈N0,i1,...,in∈I will give an absolute Schauder basis of S•R(V ) and of WR−(V ) with coefficient
functionals given by the corresponding subset of {ϕi1 · · ·ϕin}n∈N0,i1,...,in∈I . One has the estimate (4.7)
whenever p and q satisfy (4.2).
Having an absolute Schauder basis is a very strong property for a locally convex space. In fact,
they are completely known: after completion one obtains a Köthe (sequence) space where the index
set for the “sequences” is I, see e.g. [21, Sect. 1.7E and Sect. 14.7] for a detailed description. More
precisely, the Köthe matrix KV of V is obtained from KV = (λi,p) with λi,p = p(ei) where i ∈ I and
p ranges over a defining system of continuous seminorms of V . Thus the corresponding Köthe matrix
of the tensor algebra T•R(V ) is given by KT•R(V ) = (λ(n,i1,...,in),p) with
λ(n,i1,...,in),p = n!
Rλi1,p · · · λin,p. (4.8)
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Thus we have an explicit description in terms of the Köthe matrix of V . Analogously, one can proceed
for the Weyl algebra WR(V ). For Köthe spaces many properties are (easily) encoded in their Köthe
matrix, so we see here that the appearance of n!R will play a prominent role when passing from V to
T•R(V ) or WR(V ).
4.2 Nuclearity of WR(V ) and Strong Nuclearity of WR−(V )
Let us now discuss nuclearity properties of the Weyl algebra WR(V ) originating from those of V :
since V ⊆ WR(V ) is a closed subspace inheriting the original topology from the one of WR(V ), we
see that nuclearity of WR(V ) implies the nuclearity of V . The aim of this subsection is to show the
converse.
To this end, it will be convenient to work with the tensor algebra T•R(V ) instead of the symmetric
algebra S•R(V ) since we do not have to take care of the combinatorics of symmetrization.
Let U ⊆ V be a subspace and denote by 〈U〉 ⊆ T•(V ) the two-sided ideal generated by U . Then
the quotient algebra T•(V )
/〈U〉 is still Z-graded by the tensor degree since U has homogeneous
generators of tensor degree one. The map
ι : T•(V )
/〈U〉 −→ T•(V /U) (4.9)
determined by ι([v1⊗ · · · ⊗ vn]) = [v1]⊗ · · · ⊗ [vn] turns out to be an isomorphism of graded algebras.
We shall now show that ι also respects the seminorms pR. First recall that for a seminorm p on V
one defines a seminorm [p] on V
/
U by
[p]([v]) = inf{p(v + u) | u ∈ U}. (4.10)
Then the locally convex quotient topology on V
/
U is obtained from all the seminorms [p] where p
runs through all the continuous seminorms of V .
Lemma 4.5 Let U ⊆ V be a subspace and let p be a seminorm on V . Then for all R ∈ R one has
[pR] = [p]R ◦ ι. (4.11)
Proof: Let 〈U〉n =
∑n
ℓ=1 V ⊗ · · · ⊗ U ⊗ · · · ⊗ V ⊆ V ⊗n with U being at the ℓ-th position. This is
the n-th homogeneous part of 〈U〉. Then V ⊗n/〈U〉n gives the n-th homogeneous part of the graded
algebra T•(V )
/〈U〉. For a seminorm p on V and the induced isomorphism ι restricted to V ⊗n/〈U〉n
a simple argument shows
[pn] = [p]n ◦ ι.
From this, (4.11) follows at once. 
This simple lemma has an important consequence which we formulate in two ways:
Corollary 4.6 Let U ⊆ V be a subspace and R ∈ R.
i.) The isomorphism (4.9) induces an isomorphism
ι : T•R(V )
/〈U〉 −→ T•R(V /U) (4.12)
of locally convex algebras if the left hand side as well as V
/
U carry the locally convex quotient
topologies.
ii.) The isomorphism (4.9) induces an isomorphism
ι : T•R−(V )
/〈U〉 −→ T•R−(V /U) (4.13)
of locally convex algebras.
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Proof: For the second part, we note that the seminorms [pR−ǫ,1] and [p]R−ǫ,1 for ǫ > 0 and p a
continuous seminorm on V constitute a defining system of seminorms for the projective limit topolo-
gies. 
Let us now assume that V is nuclear. There are many equivalent ways to characterize nuclearity,
see e.g. [21, Chap. 21], we shall use the following very basic one: for a given continuous seminorm p
on V we consider V
/
ker p with the quotient seminorm [p]. This is now a normed space as we have
divided by ker p. Thus we can complete V
/
ker p to a Banach space denoted by Vp. Then V is called
nuclear if for every continuous seminorm p there is a another continuous seminorm q ≥ p such that
the canonical map ιq p : Vq −→ Vp is a nuclear map. This means that there are vectors ei ∈ Vp and
continuous linear functionals ǫi ∈ V ′q such that
ιq p(v) =
∞∑
i=1
ǫi(v)ei with
∞∑
i=1
∥∥ǫi∥∥
q
‖ei‖p <∞, (4.14)
where we use the notation ‖ · ‖p = [p] for the Banach norms on Vp and
∥∥ǫi∥∥
q
= sup
v 6=0
|ǫi(v)|
‖v‖q
(4.15)
denotes the functional norm as usual. The following lemma is well-known:
Lemma 4.7 Let (V, ‖ · ‖) be a Banach space and let ϕ1, . . . , ϕn ∈ V ′. Then ϕ1 ⊗ · · · ⊗ ϕn ∈ (V ⊗πn)′
with
‖ϕ1 ⊗ · · · ⊗ ϕn‖ = ‖ϕ1‖ · · · ‖ϕn‖, (4.16)
where on V ⊗πn we use the norm ‖ · ‖ ⊗ · · · ⊗ ‖ · ‖ as usual.
The next lemma shows how ker p ⊆ V is related to ker pR ⊆ T •R(V ).
Lemma 4.8 Let R ∈ R and let p be a continuous seminorm on V . Then
〈ker p〉 = ker pR . (4.17)
Proof: Since [p] is a norm on V
/
ker p, also [p]n is a norm on (V
/
ker p)⊗n. It follows that [p]R,1 is a
norm on T•(V
/
ker p) as well, implying that [pR] is a norm on T(V )
/〈ker p〉 according to Lemma 4.5.
Thus [v] ∈ ker pR iff [pR]([v]) = 0 iff [v] = 0 iff v ∈ 〈ker p〉. 
The following lemma is the key to understand nuclearity:
Lemma 4.9 Let p ≤ q be continuous seminorms such that the canonical map ιq p : Vq −→ Vp has a
nuclear representation
ιq,p =
∞∑
i=1
ǫi ⊗ ei (4.18)
with ǫi ∈ V ′q and ei ∈ Vp. Then there is a constant c > 0 such that the canonical map
ι(c q)R,pR : T
•
R(V )(c q)R −→ T•R(V )pR (4.19)
has the nuclear representation
ι(c q)R,pR =
∞∑
n=0
∞∑
i1,...,in=1
(
ǫi1 ⊗ · · · ⊗ ǫin)⊗ (ei1 ⊗ · · · ⊗ ein). (4.20)
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Proof: By rescaling the seminorm q we can achieve that the numerical value
x =
∞∑
i=1
∥∥ǫi∥∥
q
‖ei‖p < 1 (∗)
of the convergence condition in (4.14) is not only finite but actually as small as we need: rescaling of q
by c shrinks the value of (∗) by 1c since we need the dual norm ‖ · ‖q. Thus we may assume (∗) without
restriction defining the possibly necessary rescaling factor c. Next we note that
(
T•R(V )
)
qR
is the
Banach space completion of T•R(V )
/
ker qR
∼= T•R(V
/
ker q) with respect to the norm [qR] = [q]R ◦ ι,
according to Lemma 4.5, and analogously for (T•R(V ))pR
. In this sense we have ei1 ⊗ · · · ⊗ ein ∈
(T•R(V ))pR as well as ǫ
i1 ⊗ · · · ⊗ ǫin ∈
((
T•R(V )
)
qR
)′
. For the norms of these vectors and linear
functionals we have
pR(ei1 ⊗ · · · ⊗ ein) = n!R[p]n(ei1 ⊗ · · · ⊗ ein) = n!R‖ei1‖p · · · ‖ein‖p
and ∥∥ǫi1 ⊗ · · · ⊗ ǫin∥∥
qR
=
1
n!R
∥∥ǫi1 ⊗ · · · ⊗ ǫin∥∥
qn
=
1
n!R
∥∥ǫi1∥∥
q
· · · ∥∥ǫin∥∥
q
.
Again, due to dualizing, the prefactor n!R appears now in the denominator. Combining these results
we have
∞∑
n=0
∞∑
i1,...,in=0
∥∥ǫi1 ⊗ · · · ⊗ ǫin∥∥
qR
pR(ei1 ⊗ · · · ⊗ ein) =
∞∑
n=0
xn <∞,
since we arranged x < 1. Finally, it is clear that (4.20) holds before the completion and thus also
afterwards by continuity. 
Theorem 4.10 Let R ≥ 0. Then the following statements are equivalent:
i.) V is nuclear.
ii.) T•R(V ) is nuclear.
iii.) WR(V ) is nuclear.
Proof: We consider the tensor algebra T•R(V ). Then WR(V ) = S
•
R(V ) is a closed subspace of T
•
R(V )
and V is a closed subspace of WR(V ). Hence it will suffice to show that T
•
R(V ) is nuclear whenever
V is nuclear. Since the topology of T•R(V ) is determined by all the seminorms pR, Lemma 4.9 gives
us the nuclear representation of ι(c q)R,pR whenever we have one for ιq,p. Hence T
•
R,1(V ) is nuclear.
For the projective limit version WR−(V ) we can argue either along the same line of proof as above
or use the above result and rely on the general fact that projective limits of nuclear spaces are again
nuclear. However, the following statement is less obvious and shines some new light on the projective
version of the Weyl algebra:
Theorem 4.11 Let R ≥ 0. Then the following statements are equivalent:
i.) V is strongly nuclear.
ii.) TR−(V ) is strongly nuclear.
iii.) WR−(V ) is strongly nuclear.
Proof: Again, since closed subspaces inherit strong nuclearity, we only have to show the implication
i.) =⇒ ii.). Thus let p be a continuous seminorm on V with a matching continuous seminorm q
such that (4.14) holds with
x(α) =
∞∑
i=1
∥∥ǫi∥∥α
q
‖ei‖αp <∞
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for all α > 0. Now we have to take qR−ǫ′ for pR−ǫ with some 0 < ǫ
′ < ǫ. Then the series
∞∑
n=0
∞∑
i1,...,in=0
(∥∥ǫi1 ⊗ · · · ⊗ ǫin∥∥
qR−ǫ′
pR−ǫ(ei1 ⊗ · · · ⊗ ein)
)α
=
∞∑
n=0
1
n!α(ǫ−ǫ′)
x(α)α
still converges for all α > 0 showing the strong nuclearity of TR−(V ). 
Note that it is crucial to have some (small) inverse power of n! at hand: without this option we
can not succeed in showing the strong nuclearity as we need the α-summability for all α > 0. Thus,
concerning strong nuclearity, the projective limit version WR−(V ) turns out to behave nicer than the
more direct version WR(V ).
Example 4.12 For V finite-dimensional we get a strongly nuclear Weyl algebra WR−(V, ⋆zΛ). Here
we can either use the above theorem since V being finite-dimensional is strongly nuclear, or we can
rely on the explicit description of V and hence of WR−(V, ⋆zΛ) as a Köthe space: since for a finite-
dimensional vector space it suffices to take a single norm, the Köthe matrix is finite and hence its
entries are bounded, say by c > 0. Thus the Köthe matrix (4.8) has entries bounded by cnn!R−ǫ where
ǫ > 0. To this result one can apply the Grothendieck-Pietsch criterion and conclude strong nuclearity
directly, see [21, Prop. 21.8.2]. Of course, for a finite-dimensional V the Weyl algebra WR(V, ⋆zΛ) is
still a nuclear space.
5 Symmetries and Equivalences
In this section we discuss how the algebraic symmetries and equivalences translate into our locally
convex framework.
5.1 Functoriality of WˆR(V, ⋆zΛ)
Suppose that V and W are two Z2-graded locally convex Hausdorff spaces and let ΛV and ΛW
be continuous even bilinear forms on V and W , respectively. We want to extend the functoriality
statement from Proposition 2.15. The following estimates are obvious:
Lemma 5.1 Let A : V −→ W be an even linear map and let p and q be seminorms on V and W
such that q(A(v)) ≤ p(v) for all v ∈ V . Then
qR(A(v)) ≤ pR(v) (5.1)
for all v ∈ T•(V ).
Proof: We clearly have qn(A⊗n(v)) ≤ pn(v) for all v ∈ Tn(V ). From this, (5.1) is clear by the
definition of pR. 
Proposition 5.2 Let R ≥ 12 and z ∈ C. Then the Weyl algebra WR(V, ⋆zΛ) as well as its completion
WˆR(V, ⋆zΛ) depend functorially on (V,Λ) with respect to continuous Poisson maps.
In particular, the continuous Poisson automorphisms in Aut(V,Λ) act on the Weyl algebra WR(V, ⋆zΛ)
as well as on its completion WˆR(V, ⋆zΛ) by continuous automorphisms. The analogous statement holds
for the projective version WR−(V, ⋆zΛ) and R >
1
2 .
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5.2 Translation Invariance
Let us now investigate the action of the translations by linear forms on V as done algebraically in
(2.24). We discuss the continuity of the translations τ∗ϕ in two ways: first directly for a general even
continuous ϕ ∈ V ′ and second for a ϕ in the image of ♯ from (2.27): since Λ is continuous, an element
ϕ ∈ im ♯ ⊆ V ∗ is clearly continuous as well. In this more special situation we show a much stronger
statement, namely that τ∗ϕ is an inner automorphism.
We start with the following basic estimate for the continuity of the translation operators τ∗ϕ:
Lemma 5.3 Let ϕ ∈ V ′ be even and let p be a continuous seminorm on V such that |ϕ(v)| ≤ p(v)
for all v ∈ V . Then for R ≥ 0 we have for all v ∈ T•R(V )
pR(τ
∗
ϕv) ≤ (2 p)R(v). (5.2)
Proof: We write v =
∑∞
n=0 vn ∈ T•(V ) with its homogeneous components vn ∈ V ⊗n, all of which
are zero except finitely many. Moreover, we write
vn =
∑
i
v
(1)
i ⊗ · · · ⊗ v(n)i (∗)
as usual. Then the homomorphism property of τ∗ϕ gives
τ∗ϕv =
∞∑
n=0
∑
i
(
v
(1)
i + ϕ
(
v
(1)
i
)
1
)
⊗ · · · ⊗
(
v
(n)
i + ϕ
(
v
(n)
i
)
1
)
.
For every n we get now various contributions in all tensor degrees k ≤ n. The contributions in the
tensor degree k consists linear combinations of a choice of k vectors among the v
(1)
i , . . . , v
(n)
i , taking
their tensor product, applying ϕ to the remaining n− k vectors, and multiplying everything together
in the end. For a fixed index i there are
(
n
k
)
possibilities to distribute n − k copies of ϕ to the n
vectors v
(1)
i , . . . , v
(n)
i . Finally, using the estimate |ϕ(w)| ≤ p(w) for all w ∈ V we obtain that the
contributions to pR from these terms can be estimated by
pR
((
v
(1)
i + ϕ
(
v
(1)
i
)
1
)
⊗ · · · ⊗
(
v
(n)
i + ϕ
(
v
(n)
i
)
1
))
≤
n∑
k=0
(
n
k
)
k!R p
(
v
(1)
i
)
· · · p
(
v
(n)
i
)
.
In total, we get the estimate
pR(τ
∗
ϕv) ≤
∞∑
n=0
∑
i
n∑
k=0
(
n
k
)
k!R p
(
v
(1)
i
)
· · · p
(
v
(n)
i
)
≤
∞∑
n=0
∑
i
2nn!R p
(
v
(1)
i
)
· · · p
(
v
(n)
i
)
.
Since the decomposition (∗) was arbitrary, we can take the infimum over all such decompositions
resulting in (5.2). 
From this estimate we get immediately the following continuity statements:
Proposition 5.4 Let ϕ ∈ V ′ be an even continuous linear functional and let R ≥ 0.
i.) The algebra automorphism τ∗ϕ : T
•
R(V ) −→ T•R(V ) is continuous.
ii.) For R ≥ 12 , the algebra automorphism τ∗ϕ : WR(V, ⋆zΛ) −→WR(V, ⋆zΛ) is continuous.
iii.) For R > 12 , the algebra automorphism τ
∗
ϕ : WR−(V, ⋆zΛ) −→WR−(V, ⋆zΛ) is continuous.
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In particular, τ∗ϕ extends in all three cases to the corresponding completions and yields a continuous
automorphism for the completions, too.
In a next step we want to understand which of the τ∗ϕ are inner automorphisms. Heuristically, this
is a well-known statement: if the linear functional ϕ is in the image of ♯ then τ∗ϕ is inner via the star-
exponential of a pre-image of ϕ with respect to ♯. Also the heuristic formula for the star-exponential
is folklore. Our main point here is that we have an analytic framework where the star-exponential
actually makes sense: this is in so far nontrivial as we know that the canonical commutation relations
do not allow for a general entire calculus, see the discussion in Remark 3.7 and Remark 3.18. Thus
the existence of an exponential has to be shown by hand.
In the following it will be crucial to have R ≤ 1 in view of Proposition 3.19. We start with some
basic properties of the exponential series:
Lemma 5.5 Let R < 1 and w ∈ V0 be an even vector.
i.) For all v ∈ V we have
exp(w) ⋆zΛ v = exp(w)(v + zΛ(w, v)), (5.3)
and
v ⋆zΛ exp(w) = exp(w)(v + zΛ(v,w)). (5.4)
ii.) For all t ∈ K one has
d
dt
etw+
t2z
2
Λ(w,w)1 = etw+
t2z
2
Λ(w,w)1 ⋆zΛ w = w ⋆zΛ e
tw+ t
2z
2
Λ(w,w)1. (5.5)
iii.) The star-exponential series for w ∈ V converges absolutely in WR(V, ⋆zΛ) and
Exp⋆zΛ(tw) =
∞∑
n=0
tn
n!
w ⋆zΛ · · · ⋆zΛ w = etw+
t2z
2
Λ(w,w)1. (5.6)
Proof: We use the continuity of ⋆zΛ and the (absolute) convergence of the exponential series to get
exp(w) ⋆zΛ v =
∞∑
n=0
1
n!
wn ⋆zΛ v
=
∞∑
n=0
1
n!
(wnv + zµ ◦ PΛ(wn ⊗ v) + 0)
=
∞∑
n=0
1
n!
(
wnv + nzwn−1Λ(w, v)
)
= exp(w)(v + zΛ(w, v)),
since µ ◦ PΛ( · , v) is a derivation of the undeformed symmetric tensor product and w is even. The
second equation is analogous. For the second part, we first note that t 7→ exp(tw + t2z2 Λ(w,w)1) is
real-analytic (entire in the case K = C) with convergent Taylor expansion around 0 for all t ∈ K
thanks to Proposition 3.19, ii.). We compute the derivative
d
dt
etw+
t2z
2
Λ(w,w)1 = etw+
t2z
2
Λ(w,w)1(w + zΛ(tw,w)) = etw+
t2z
2
Λ(w,w)1 ⋆zΛ w,
using the first part and the fact that Λ(w,w)1 is central. Analogously, we can write w⋆zΛ in front.
This shows the second part. Together, this gives
d
dt
∣∣∣
t=0
etw+
t2z
2
Λ(w,w)1 = w ⋆zΛ · · · ⋆zΛ w
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for the Taylor coefficients of the real-analytic (entire) function t 7→ etw+ t
2z
2
Λ(w,w)1. Since its Taylor
series converges absolutely, the last part follows. 
With this preparation the following statement is now an easy computation:
Proposition 5.6 Let R < 1 and let ϕ ∈ V ′ be even. If ϕ is in the image of ♯ then τ∗ϕ is an inner
automorphism of WˆR(V, ⋆zΛ) for all z 6= 0. In fact,
τ∗ϕ(a) = Exp⋆zΛ(w) ⋆zΛ a ⋆zΛ Exp(−w) (5.7)
for all a ∈ WˆR(V, ⋆zΛ) where w ∈ V0 is such that 2zw♯ = ϕ.
Proof: First we note that the star-exponential function gives a one-parameter group of invertible
elements in WˆR(V, ⋆zΛ) with respect to the star product ⋆zΛ. This is clear from the absolute conver-
gence of the star-exponential series. Thus the right hand side of (5.7) defines an inner automorphism
of the Weyl algebra. Now consider v ∈ V . Using Lemma 5.5 we compute for v ∈ V
d
dt
Exp⋆zΛ(tw) ⋆zΛ v ⋆zΛ Exp⋆zΛ(−tw) = Exp⋆zΛ(tw) ⋆zΛ (w ⋆zΛ v − v ⋆zΛ w) ⋆zΛ Exp⋆zΛ(−tw)
= Exp⋆zΛ(tw) ⋆zΛ (zΛ(w, v)1 − zΛ(v,w)1) ⋆zΛ Exp⋆zΛ(−tw)
= 2zΛ−(w, v)1,
where we use that Exp⋆zΛ(−tw) is the ⋆zΛ-inverse of Exp⋆zΛ(tw). On the other hand, t 7→ τ∗tϕ(v) =
v + tϕ(v)1 has the derivative
d
dt
τ∗tϕ(v) = ϕ(v)1.
Thus taking w such that 2wΛ−(w, · ) = ϕ, i.e. 2zw♯ = ϕ, shows (5.7) for a = v. Now both sides
are automorphisms and hence both sides coincide on all ⋆zΛ-polynomials in elements from V . But
V together with 1 generates WR(V, ⋆zΛ) according to Corollary 2.10. Thus the two automorphisms
coincide onWR(V, ⋆zΛ). Since both are continuous, they also coincide on the completion WˆR(V, ⋆zΛ).
Remark 5.7 Note that we need the continuity of τ∗ϕ in order to show that it coincides with the
(obviously continuous) inner automorphism on the right hand side (5.7) on the completion. Note also
that for WˆR−(V ) we can extend the above statement also to R = 1, see Remark 3.20.
5.3 Continuous Equivalences
In the formal setting we have seen that the same antisymmetric part Λ− yields equivalent deformations,
no matter what the symmetric part Λ+ of Λ is. We extend this now to the analytic framework. The
following lemma shows the continuity of the equivalence transformation from Proposition 2.18:
Lemma 5.8 Let g : V × V −→ K be an even symmetric bilinear form. Let R ≥ 12 and let p be a
seminorm on V with
|g(v,w)| ≤ p(v) p(w) (5.8)
for all v,w ∈ V . Then we have for all a ∈ S•(V )
pR(∆ga) ≤ (2 p)R(a). (5.9)
Moreover, there are constants c, c′ > 0 with
p(et∆ga) ≤ c′(cp)R(a). (5.10)
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Proof: First we extend the operator ∆g to the whole tensor algebra T
•(V ) as usual by setting
∆˜g(v1 ⊗ · · · ⊗ vn) =
∑
i<j
(−1)vi(v1+···+vi−1)(−1)vj (v1+···vi−1+vi+1+···vj−1)g(vi, vj)v1 ⊗ · · ·
i∧ · · · j∧ · · · ⊗ vn
on factorizing homogeneous tensor and extending linearly. Then we have
S ◦∆˜g = ∆g ◦ S (∗)
as already for PΛ. With an analogous estimate as for the Poisson bracket we get
pn−2
(
∆˜g(v1 ⊗ · · · ⊗ vn)
)
≤
∑
i<j
|g(vi, vj)|p(v1) · · ·
i∧ · · · j∧ · · · p(vn) ≤ n(n− 1)
2
p(v1) · · · p(vn).
This implies for all an ∈ Tn(V ) the estimate
pn−2(∆˜gan) ≤ n(n− 1)
2
pn(an).
Thanks to (∗) we get the same estimate for an ∈ Sn(V ) and ∆g in place of ∆˜g. By induction this
results in
pn−2k(∆kgan) ≤
n!
2k(n− 2k)! p
n(an) (∗∗)
as long as n− 2k ≥ 0 and ∆kgan = 0 for 2k > n. This gives
pR(∆ga) =
∞∑
n=2
(n− 2)!R pn−2(∆gan) ≤
∞∑
n=2
(n− 2)!Rn(n− 1)
2
pn(an) ≤
∞∑
n=0
n!R2n pn(an),
which is the first estimate (5.9). For the second we have to be slightly more efficient with the estimates
as a simple iteration of (5.9) would not suffice. We have for |t| ≥ 1
pR(e
t∆ga) ≤
∞∑
k=0
|t|k
k!
pR(∆
k
ga)
≤
∞∑
n,k=0
|t|k
k!
pR(∆
k
gan)
(∗∗)
≤
∞∑
n,k=0
n≥2k
|t|k
k!
(n − 2k)!R n!
2k(n− 2k)! p
n(an)
=
∞∑
n,k=0
n≥2k
|t|k
2kk!
(
n!
(n− 2k)!
)1−R
n!R pn(an)
(a)
≤
∞∑
n,k=0
n≥2k
22k(1−R)|t|k
2k
1
k!1−2(1−R)
n!R2n pn(an)
(b)
≤
∞∑
n,k=0
n≥2k
1
|t|kk!2R−1n!
R(2|t|)n pn(an)
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≤
(
∞∑
k=0
1
|t|kk!2R−1
)
(2|t|p)R(an),
where in (a) we use n! ≤ 2n(n−2k)!(2k)! and (2k)! ≤ k!222k, and in (b) we use the assumption |t| ≥ 1
as well as k ≤ 2k ≤ n and R ≥ 12 . If instead |t| < 1 then we proceed in (b) by
pR(e
t∆ga) ≤ · · ·
(b′)
≤
(
∞∑
k=0
|t|k
k!2R−1
)
(2 p)R(an).
In both cases the series over k converge as long as R ≥ 12 and yield constants c′ as required for the
estimate (5.10). The constant c can be taken as the maximum of 2|t| and 2. 
We see that the idea of this estimate is rather similar to the one in Lemma 3.10. These estimates
provide now the key to establish the equivalences also in the analytic framework:
Proposition 5.9 Let R ≥ 12 and let Λ,Λ′ : V × V −→ K be even continuous bilinear forms such
that their antisymmetric parts coincide. Then the Weyl algebras WˆR(V, ⋆zΛ) and WˆR(V, ⋆zΛ′) are
isomorphic via the continuous equivalence transformation
ez∆g(a ⋆zΛ b) =
(
ez∆ga
)
⋆zΛ′
(
ez∆gb
)
, (5.11)
where g = Λ′ − Λ = Λ′+ − Λ+ and a, b ∈ WˆR(V ).
Proof: First we note that the continuity of Λ and Λ′ implies the continuity of g. Moreover, to test
the continuity of the map ez∆g it clearly suffices to consider only those seminorms pR of WˆR(V, ⋆zΛ)
with p being a seminorm such that (5.8) holds. Thus we can apply Lemma 5.8 to conclude that
ez∆g is continuous on WR(V, ⋆zΛ) and hence extends to a continuous endomorphism of WˆR(V, ⋆zΛ)
as well. Then the relation (5.11) holds for all a, b ∈WR(V, ⋆zΛ) by Proposition 2.18 and hence for all
a, b ∈ WˆR(V, ⋆zΛ) by continuity. Finally, for a fixed a ∈ WˆR(V, ⋆zΛ) the exponential series
et∆ga =
∞∑
k=0
tk
k!
∆kga
converges absolutely in the topology of WˆR(V, ⋆zΛ). Indeed, this follows from the estimate in the
proof of Lemma 5.8. Thus for z, w ∈ K we get ez∆g ◦ ew∆g = e(z+w)∆g at once. This shows that ez∆g
is indeed invertible and hence a continuous isomorphism with continuous inverse e−z∆g . 
Remark 5.10 Note that ez∆g maps S•R(V ) into itself. Hence also the (non-completed) Weyl algebras
WR(V, ⋆zΛ) and WR(V, ⋆zΛ′) are isomorphic via e
z∆g . Analogously, the equivalence transformation
ez∆g is a continuous algebra isomorphism between WˆR−(V, ⋆zΛ) and WˆR−(V, ⋆zΛ′) for R >
1
2 . This
continuity is clearly included in the above estimate (5.10).
Remark 5.11 Putting together the results from Proposition 5.2 and Proposition 5.9 we see that the
isomorphism class of the Weyl algebra WˆR(V, ⋆zΛ) is determined by the isomorphism class of the
antisymmetric part Λ− alone.
Remark 5.12 In the situation of Proposition 3.25 we see that also in the ∗-algebra case, two Weyl
algebras WR(V, ⋆ i~
2
Λ) and WR(V, ⋆ i~
2
Λ′) are
∗-equivalent via an equivalence transformation which is
now a ∗-isomorphism provided that the antisymmetric parts of Λ and Λ′ coincide. The reason is that
the symmetric parts are necessarily purely imaginary.
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5.4 Finite Dimensional V : Comparison with existing results
In the finite-dimensional case the situation is very simple: first we note that there is only one Hausdorff
locally convex topology on V and all bilinear maps are continuous. In this situation we get a defining
system of continuous seminorms for the topology of WR(V ) and WR−(V ) very easily:
Lemma 5.13 Let V be finite-dimensional and let p be a norm on V . Then the norms {(cp)R}c>0
yield a defining system of seminorms for WR(V ).
Proof: Let q be an arbitrary seminorm on V . Then there is a constant c > 0 with q ≤ cp since p
is a norm and we are in finite dimensions. Then we have qn ≤ cn pn. Hence we also get qR ≤ (cp)R
from which the claim follows. 
Lemma 5.14 Let V be finite-dimensional and let p be a norm on V . Then the norms {pR−ǫ}ǫ>0
yield a defining system of seminorms for WR−(V ).
Proof: Here we do not even need the multiples of p. As before, for a given seminorm q on V there
is a constant c > 0 with q ≤ cp and hence qn ≤ cn pn. Now fix ǫ′ > 0 with ǫ′ < ǫ and let C > 0 be a
constant such that cn ≤ Cn!ǫ−ǫ′ for all n ∈ N. Then we have
qR−ǫ(a) =
∞∑
n=0
n!R−ǫ qn(an) ≤
∞∑
n=0
n!R−ǫcn pn(an) ≤ C
∞∑
n=0
n!R−ǫ
′
pn(an) = C pR−ǫ′(a).
This shows that we can estimate every seminorm of the form qR−ǫ by a suitable pR−ǫ′ . 
Let V = V0⊕ V1 be finite-dimensional and real. Moreover, let Λ: V × V −→ R be antisymmetric
and even. Then Λ = Λ0 + Λ1 with
Λ0 : V0 × V0 −→ R and Λ1 : V1 × V1 −→ R, (5.12)
such that Λ0 is an antisymmetric bilinear form on V0 and Λ1 is a symmetric bilinear form on V1. By
the linear Darboux Theorem we can find a basis q1, . . . , qd, p1, . . . , pd, c1, . . . , ck of V0 such that the
only nontrivial pairing is
Λ0(qi, pj) = δij = −Λ0(pj, qi). (5.13)
For the odd part, we can find a basis e1, . . . , er, f1, . . . , fs, x1, . . . , xt with the only nontrivial pairings
Λ1(ei, ej) = δij and Λ1(fi, fj) = −δij . (5.14)
Here dimV0 = 2d+k and dimV1 = r+s+ t. Then Λ0 is symplectic iff k = 0 and Λ1 is an (indefinite)
inner product iff t = 0, its signature is then given by (r, s). If we use Λ directly for building the star
product ⋆zΛ in this case then we obtain the usual Weyl-Moyal star product for the even part and a
Clifford multiplication for the odd part. Thus the numbers d, k, r, s, t encode the isomorphism class
of WR(V, ⋆zΛ) as well as those of WR−(V, ⋆zΛ) in the finite-dimensional case. The complex case is
analogous.
Let us now use this simple classification to compare our general construction with a previous
construction in finite dimensions: first we want to relate our construction to the one of [24], where
the Weyl-Moyal type star product was considered, i.e. no symmetric contribution to the symplectic
antisymmetric part Λ.
In the approach of [24], the relevant topology on the complexified symmetric algebra S•(V
R
)⊗C =
C[z1, . . . , zd, z1, . . . , zd] over V
R
= R2d is obtained as follows. For a parameter 0 < p ≤ 2 the topology
is defined by the seminorms
‖a‖p,s = sup
x∈C2d
{|a(x)|e−s|x|p}, (5.15)
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where we denote by x ∈ C2d a point in the complexified vector space and use the obvious extension
of a ∈ S•(V
R
) ⊗ C as a function (polynomial) on C2d. Moreover, |x| denotes the euclidean norm of
x. Then the locally convex topology used is the one determined by all the seminorms ‖ · ‖p,s for all
s > 0. In fact, in [24] only the case of d = 1 is considered, but it is clear that everything can be done
in higher (finite) dimensions as well. The following proposition clarifies the relation between the two
approaches, the proof of which is implicitly contained already in [24].
Proposition 5.15 Let 0 < p ≤ 2. Then the locally convex topology on S•(V
R
) ⊗ C induced by the
seminorms ‖ · ‖p,s for s > 0 coincides with the topology of S•R(VR)⊗ C if we set R = 1p .
Proof: We have to find mutual estimates for the two families of seminorms. We begin with some
preparatory material. In view of Lemma 5.13 we are free to chose the following ℓ1-like norm
p(a) =
∑
α
|aα| (5.16)
with respect to the canonical basis e1, . . . , e2d on R
2d ⊗ C. The reason to chose this ℓ1-norm is that
it behaves most nicely for the tensor product. We write a polynomial as
a =
∞∑
n=0
2d∑
α1,...,αn=1
aα1...αnxα1 · · · xαn , (5.17)
where xα are the coordinate functions in x =
∑
α xαeα. The components aα1...αn are totally symmetric.
For the seminorm pn of the homogeneous part an of a of degree n we get
pn(an) =
2d∑
α1,...,αn=1
|aα1...αn |. (∗)
For a homogeneous monomial we estimate the seminorm ‖ · ‖p,s, yielding
sup
x∈C2d
{
||xα1 · · · xαn |e−s|x|
p
}
≤ |x|ne−s|x|p ≤
(
n
sp
)n
p
e−
n
p , (∗∗)
by explicitly computing the maximum value of the scalar function g(r) = rne−sr
p
for r ≥ 0, see
also [24, Proof of Prop. 6.1]. With this preparation and noting nn ≤ 1en!en we get
‖a‖p,s ≤
∞∑
n=0
2d∑
α1,...,αn=0
|aα1...αn |‖xα1 · · · xαn‖p,s
(∗),(∗∗)
≤
∞∑
n=0
pn(an)
(
n
sp
)n
p
e
−n
p ≤
∞∑
n=0
pn(an)n!
1
p cn
where c =
(
p
s
) 1
p . This gives the estimate ‖a‖p,s ≤ (cp) 1
p
(a). For the converse estimate we first note
that we can apply the (multi-variable) Cauchy formula for the polynomial a. This gives an estimate
for the Taylor coefficients following [24]: first we have for a fixed r > 0 the estimate
2d∑
α1,...,αn=1
|aα1...αn | ≤
1
rn
esr
p‖a‖p,s.
Using the minimum value (sp)nn
−n
p e
n
p of the scalar function rnesr
p
this gives for a fixed s > 0 and
R = 1p the estimate
(cp)R(a) =
∞∑
n=0
2d∑
α1,...,αn=1
|aα1...αn |n!Rcn
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≤
∞∑
n=0
n!R
1
rn
esr
p‖a‖p,scn
≤
∞∑
n=0
n!R(sp)nn−
n
p e
n
p ‖a‖p,scn
≤
∞∑
n=0
eRnRnRnn−Rn(sp)nenR‖a‖p,scn
=
∞∑
n=0
eRnR(spc
p
√
E)n‖a‖p,s.
Now choosing s > 0 sufficiently small such that spc p
√
e < 1 gives a converging series over n and hence
a suitable constant c′ > 0 with (cp)R(a) ≤ c′‖a‖p,s for R = 1p and the above chosen s. Thus the two
topologies coincide. 
Remark 5.16 Thus our general construction can be seen as a way to extend the results of [24] beyond
the finite-dimensional case. It also shows some additional functorial behaviour of the construction
which, even in finite dimensions, is not immediate from the description using the seminorms in (5.15).
Finally, several additional and important features like the nuclearity and the existence of an absolute
Schauder basis are now available for the Weyl algebra of [24]. The follow-up articles [25,26] indicate in
which direction a further investigation of the Weyl algebra should go also in the infinite dimensional
setting: the exponentiation of quadratic elements gives some interesting new phenomena which are
worth to be studied in the infinite-dimensional setting as well. Ultimately, these results will be related
to a quantum theory of free time evolutions, i.e. for quadratic Hamiltonians.
The second situation which we shall relate our general Weyl algebra WR(V ) to is the convergent
Wick star product as in [3,4]. Here we are again in the real symplectic situation with V
R
= R2d and
its canonical symplectic form. Using the same notation as above, the Wick star product
f ⋆Wick g =
∞∑
N=0
(2~)|N |
N !
∂|N |f
∂zN
∂|N |g
∂zN
(5.18)
from [3,4] can then be written as ⋆Wick = ⋆ i~
2
Λ with Λ given by
Λ(zk, zℓ) =
4
i
δkℓ, (5.19)
and all other pairings trivial. In [4, Thm. 3.19] it was shown that the previously constructed locally
convex topology for the Wick star product from [3] can be described as follows: write a ∈ S•(V ) as
Taylor polynomial
a =
∞∑
I,J=0
aIJ
zIzJ
I!J !
. (5.20)
Then the defining system of seminorms is given by
‖a‖ǫ = sup
I,J
|aIJ |
|I + J |!ǫ , (5.21)
where ǫ > 0. With other words, the Taylor coefficients aIJ have sub-factorial growth with respect to
the multiindices I and J . Note that in [4] an addition factor (2~)|I|+|J | is present in the denominator
in (5.20). But clearly such an exponential contribution will not change the sub-factorial growth
properties at all. Therefore the seminorms (5.21) give the same topology as the one in [4].
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Proposition 5.17 The locally convex topology on S•(V ) induced by the seminorms {‖ · ‖ǫ}ǫ>0 coin-
cides with the topology of the Weyl algebra WR−(V ) for R = 1.
Proof: To get the combinatorics of the Taylor and tensor coefficients right, we note that for a
homogeneous an ∈ Sn(V ) ⊆ Tn(V ) written as in (5.17) we have
aIJ
I!J !
=
∑
α∈(I,J)
aα1...αn ,
where the summation runs over all those n-tuples α = (α1, . . . , αn) containing i1 times the index 1,
. . . , id times the index d, j1 times the index 1, . . . , and jd times the index d. Since the coefficients
are totally symmetric we get
|aIJ |
I!J !
=
∑
α∈(I,J)
|aα1...αn |. (∗)
The first estimate we need is now
‖a‖ǫ = sup
I,J
|aIJ |
|I + J |!ǫ
= sup
n
1
n!ǫ
sup
I,J
|I+J |=n
∑
α∈(I,J)
|aα1...αn |I!J !
≤
∞∑
n=0
1
n!ǫ
∑
α1,...,αn
|aα1...αn |n!
= p1−ǫ(a),
where p is again the norm (5.16). For the other direction we take the same norm p and chose again
a 0 < ǫ′ < ǫ. Then
p1−ǫ(a) =
∞∑
n=0
n!1−ǫ
∑
α1,...,αn
|aα1...αn |
=
∞∑
n=0
n!1−ǫ
∑
|I+J |=n
|aIJ |
I!J !
≤
∞∑
n=0
n!1−ǫ
∑
|I+J |=n
‖a‖ǫ′n!ǫ
′
I!J !
= ‖a‖ǫ′
∞∑
n=0
(2d)n
n!ǫ−ǫ′
,
which gives an estimate pR−ǫ(a) ≤ c‖a‖ǫ′ with c being the above convergent series. Since by
Lemma 5.14 it suffices to consider one norm p for V , this finishes the proof. 
Remark 5.18 The construction in [3, 4] still had the flavour of being rather ad-hoc. Thanks to
Proposition 5.17 and the more conceptual definition of the topology of the Weyl algebra WR−(V ) in
Definition 3.12 this flaw disappears. Also, the choice of the Wick star product is not essential as on
V
R
= R2d there is only one symplectic form up to isomorphism, see Remark 5.11. Finally, together
with Proposition 5.15, this clarifies the relation between the two constructions of [24] on one side
and [3, 4] on the other side.
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6 An Example: the Peierls Bracket and Free QFT
In this last section we discuss a first example in infinite dimensions: the Poisson bracket and the cor-
responding Weyl algebra underlying a free, i.e. linear, field theory. Our main focus here is the precise
definition of the relevant locally convex topologies as well as the global aspects of the construction.
One has essentially two possibilities for the Poisson structure: the canonical Poisson structure built
on a Hamiltonian formulation using the initial value problem and the covariant Poisson structure,
also called the Peierls bracket, built on a Lagrangian approach. In the following, we will exclusively
work in the smooth category, all manifolds and bundles will be C∞.
The material on the Cauchy problem on globally hyperbolic spacetimes is standard and can be
found e.g. in the book [1]. The comparison of the canonical and the covariant Poisson brackets is
folklore and was taken from [31, Sect. 4.4]. For a much more far-reaching discussion of the Peierls
bracket including also non-linear field equations we refer to [7]: in fact, it would be a very interesting
project to combine the results from [7] on the classical side with the nuclear Weyl algebra quantization
to obtain the corresponding quantum side.
6.1 The Geometric Framework
We consider an n-dimensional connected Lorentz manifold (M,g) with a Lorentz metric g of signature
(+,−, . . . ,−). The important concept we need is the causal structure: first we require that (M,g) is
time-orientable and time-oriented. Then one defines the causal future J+M (p) of a point p ∈M to be the
set of those points which can be reached by a future-directed causal curve. Analogously, J−M (p) denotes
the causal past of p. For two points p, q ∈ M one defines the diamond JM (p, q) = J+M (p) ∩ J−M (q).
For an arbitrary subset A ⊆M we set
J±M (A) =
⋃
p∈A
J±M (A) and JM (A) = J
+
M (A) ∪ J−M (A). (6.1)
A time-oriented Lorentz manifold is called globally hyperbolic if it is causal, i.e. there are no
closed causal loops, and if all diamonds are compact. A first consequence is that J±M (p) is always
a closed subset of M . In the following we always assume that (M,g) is globally hyperbolic. A
celebrated theorem of Bernal and Sánchez, refining a topological statement of Geroch, states that
this is equivalent to the existence of a smooth spacelike Cauchy surface
ι : Σ −→M (6.2)
together with a smooth Cauchy temporal function t ∈ C∞(M), i.e. the gradient of t is future directed
and time-like everywhere and the level sets of t are smooth spacelike Cauchy surfaces for all times.
Moreover, M is diffeomorphic to the product manifold R× Σ with the metric being
g = β dt2 − gt, (6.3)
where β ∈ C∞(R × Σ) is positive and gt is a Riemannian metric on Σ smoothly depending on t.
Finally, the Cauchy temporal function t can be chosen in such a way that Σ is the t = 0 level set. For
a detailed discussion see the review [23].
Since M is diffeomorphic to R × Σ we get a global vector field ∂∂t on M . Normalizing this to a
unit vector field gives
n =
1√
β
∂
∂t
∈ Γ∞(TM), (6.4)
which is a future-directed time-like unit vector field such that it is normal to every level surface of
the Cauchy temporal function. In particular ι#n ∈ Γ∞(TMΣ) will be normal to the Cauchy surface
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Σ. Here TMΣ = ι
#TM is the restriction (pull-back via ι) of the tangent bundle to Σ and ι#n = n
∣∣
Σ
is the pull-back of n to Σ.
The fields we are interested in will be modeled by sections of a vector bundle over M : we require
the vector bundle E −→ M to be real and equipped with a fiber metric h, not necessarily positive
definite but non-degenerate. The dynamics of the field is now governed by a second order differential
operator D ∈ DiffOp2(E) with the following property: there is a metric connection ∇E for (E, h) and
a zeroth order differential operator B ∈ DiffOp0(E) = Γ∞(End(E)) such that
D = ∇ +B, (6.5)
where ∇ denotes the d’Alembert operator obtained from ∇E and paring with the metric g. In
particular, D is normally hyperbolic. Conversely, note that for a normally hyperbolic differential
operator there is a unique connection ∇E and a unique B ∈ Γ∞(End(E)) such that (6.5) holds, see
e.g. [1, Lem. 1.5.5]. Thus the only additional requirement we need is that ∇E is also metric with
respect to h.
Let µg ∈ Γ∞(|Λn|T ∗M) be the canonical metric density induced by g which we shall use for
various integrations over M . First we can use µg to define the transpose of a differential operator
D ∈ DiffOp•(E) to be the unique differential operator DT ∈ DiffOp•(E∗) such that∫
M
(DTϕ) · u µg =
∫
M
ϕ · (Du) µg (6.6)
for all ϕ ∈ Γ∞(E∗) and u ∈ Γ∞(E), at least one of them having compact support. Here · means
pointwise natural pairing. Note that DT depends on the choice of µg and has the same order as D.
Taking into account also the fiber metric h we can define the adjoint of D to be the unique differential
operator D∗ ∈ DiffOp•(E), again of the same order as D, such that∫
M
h(D∗u, v) µg =
∫
M
h(u,Dv) µg (6.7)
for u, v ∈ Γ∞(E), at least one of them having compact support. Denoting the musical isomorphisms
induced by h by ♯ : E∗ −→ E and ♭ : E −→ E∗ as usual, we get D∗u = (DTu♭)♯ for u ∈ Γ∞(E).
This allows now to formulate the last requirement on D = ∇ + B, namely we need D to be a
symmetric operator, i.e.
D∗ = D. (6.8)
Since the connection ∇E is required to be metric, it is easy to see that (6.8) is equivalent to B∗ = B.
6.2 The Wave Equation and Green Operators
Let D be a normally hyperbolic differential operator as before. Then the wave equation we are
interested in is simply given by
Du = 0 (6.9)
for a section u of E. Depending on the regularity of u we can interpret (6.9) as a pointwise equation
or as an equation in a distributional sense. Dualizing, we have the corresponding wave equation
DTϕ = 0 (6.10)
for a section ϕ of the dual bundle E∗.
Under our general assumption that (M,g) is globally hyperbolic we have the existence and unique-
ness of advanced and retarded Green operators
G±M : Γ
∞
0 (E) −→ Γ∞(E) (6.11)
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for D. This means that there are unique, linear, and continuous maps G±M such that
DG±M = idΓ∞0 (E) = G
±
MD
∣∣
Γ∞0 (E)
(6.12)
and
suppG±M ⊆ J±M (suppu) (6.13)
for all u ∈ Γ∞0 (E). The continuity refers to the usual LF and Fréchet topologies of Γ∞0 (E) and Γ∞(E),
respectively. Using the volume density µg we can identify the distributional sections Γ
−∞(E∗) with
the dual Γ∞0 (E)
′ and Γ−∞0 (E
∗) becomes identified with the dual Γ∞(E)′.
We need the following space of sections: Let K ⊆ M be compact. Then denote by Γ∞JM (K)(E)
those sections in Γ∞(E) with suppu ⊆ JM (K). Since on a globally hyperbolic spacetime JM (K) is a
closed subset, Γ∞JM(K)(E) ⊆ Γ∞(E) is a closed subspace and hence a Fréchet space itself. Moreover,
for K ⊆ K ′ we have Γ∞JM (K)(E) ⊆ Γ∞JM (K ′)(E) and the thereby induced topology on Γ∞JM (K)(E)
coincides with the original. Hence we can consider the inductive limit
Γ∞sc (E) =
⋃
K⊆M
K compact
Γ∞JM(K)(E) (6.14)
of those smooth sections of E which have compact support in spacelike directions. It is a strict
inductive limit, and since we can exhaust M with a sequence of compact subsets, it is a countable
strict inductive limit, endowing Γ∞sc (E) with a LF topology. The continuity statement (6.11) can then
be sharpened to the statement that
G±M : Γ
∞
0 (E) −→ Γ∞sc (E) (6.15)
is continuous. In fact, this follows in a straightforward manner from the continuity of (6.11) and the
causality condition (6.13).
Remark 6.1 Being a close subspace of a nuclear Fréchet space, Γ∞JM(K)(E) is nuclear itself. Hence
the countable strict inductive limit Γ∞sc (E) is again nuclear by [21, Cor. 21.2.3].
We consider now the propagator which is defined by
GM = G
+
M −G−M : Γ∞0 (E) −→ Γ∞sc (E), (6.16)
for which one has the following crucial properties: the sequence
0 −→ Γ∞0 (E) D−→ Γ∞0 (E) GM−→ Γ∞sc (E) D−→ Γ∞sc (E) (6.17)
of continuous linear maps is exact. Note that the exactness relies crucially on the assumption that
(M,g) is globally hyperbolic.
The Green operators can now be used to give a solution to the Cauchy problem of the wave
equation (6.9). For the time t = 0 level surface Σ we want to specify initial conditions u0, u˙0 ∈ Γ∞0 (EΣ).
Then we want to find a section u ∈ Γ∞(E) with
Du = 0, ι#u = u0, and ι
#∇E
n
u = u˙0. (6.18)
A core result in the globally hyperbolic case is that this is indeed a well-posed Cauchy problem: for
any (u0, u˙0) we have a unique solution u of the Cauchy problem (6.18) such that the map
Γ∞0 (EΣ)⊕ Γ∞0 (EΣ) ∋ (u0, u˙0) 7→ u ∈ Γ∞sc (E) (6.19)
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is continuous and suppu ⊆ JM (suppu0 ∪ supp u˙0). Moreover, this solution u can be characterized by
the formula ∫
M
ϕ · u µg =
∫
Σ
(
ι#
(∇E
n
FM (ϕ)
) · u0 − ι#(FM (ϕ)) · u˙0) µΣ, (6.20)
where FM is the propagator of D
T and ϕ ∈ Γ∞0 (E∗). The density µΣ is the one induced by µg.
Since we assume that D∗ = D we have a last property of the Green operators, namely(
G±M
)∗
= G∓M and G
∗
M = −GM . (6.21)
This antisymmetry of the propagator will play a crucial role in the definition of the covariant Poisson
bracket. Moreover, for all ϕ ∈ Γ∞0 (E∗) we have
G±M (ϕ
♯) =
(
F±M (ϕ)
)♯
. (6.22)
The results and their proofs in this section as well as many more additional features of the Cauchy
problem of the wave equation on a globally hyperbolic spacetime can be found in the beautiful book [1],
some additional remarks can be found in the lecture notes [31].
6.3 The Canonical Poisson Algebra
The canonical i.e. Hamiltonian approach uses an algebra of functions on the initial data, which
constitute the classical phase space
PΣ = Γ
∞
0 (EΣ)⊕ Γ∞0 (EΣ). (6.23)
We view PΣ as symplectic vector space via the symplectic form
ωΣ((u0, u˙0), (v0, v˙0)) =
∫
Σ
(hΣ(u0, v˙0)− hΣ(u˙0, v0)) µΣ, (6.24)
where hΣ is the restriction of h to E
∣∣
Σ
. We have the following basic result:
Lemma 6.2 The two-form ωΣ on PΣ is antisymmetric, non-degenerate, and continuous.
Proof: The non-degeneracy and the antisymmetry are clear. For the continuity we can rely on
several standard arguments: first we note that every vector bundle can be written as a subbundle of a
suitable trivial vector bundle Σ×RN . This gives an identification Γ∞0 (EΣ) ⊆ Γ∞0 (Σ×RN ) as a closed
embedded subspace. We can extend hΣ in some way to a smooth fiber metric on the trivial bundle
and this way, ωΣ is just the restriction of the corresponding symplectic form on Γ
∞(Σ×RN ). Thus
it suffices to consider a trivial bundle from the beginning. There we have Γ∞0 (Σ ×RN ) ∼= C∞0 (Σ)N .
Thus we have to show the continuity of a bilinear map of the form
C
∞
0 (Σ)
N × C∞0 (Σ)N ∋ ((ui), (vi)) 7→
N∑
i,j=1
uiHijvj ∈ C∞0 (Σ), (∗)
where Hij ∈ C∞(Σ). But since the multiplication of compactly supported smooth functions is
continuous (and not just separately continuous) the continuity of (∗) follows. The final integration
needed for (6.24) is continuous as well. 
Note that it is obvious that ωΣ is separately continuous, however, we are interested in continuity. In
the case where Σ is compact, this would follow directly from separate continuity as then Γ∞0 (EΣ) =
Γ∞(EΣ) is a Fréchet space. But of course, the case of a non-compact Σ is of interest, too.
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The idea is now to look at certain polynomial functions on PΣ and endow them with the Poisson
bracket originating from ωΣ. It turns out that the symmetric algebra over the dual P
′
Σ will be too
big and problematic when it comes to the comparison with the covariant Poisson structure. Hence
we decide here for a rather small piece of all polynomials, namely for the symmetric algebra over
VΣ = Γ
∞
0 (E
∗
Σ)⊕ Γ∞0 (E∗Σ). (6.25)
Using the density µΣ we can indeed pair elements from VΣ with points in PΣ:
Lemma 6.3 The integration
(ϕ0, ϕ˙0)(u0, u˙0) =
∫
Σ
(ϕ0 · u0 + ϕ˙0 · u˙0) µΣ (6.26)
provides a continuous bilinear pairing between VΣ and PΣ.
The proof of the continuity is analogous to the one in Lemma 6.2. In particular, we can view points
in PΣ as elements of the dual of VΣ and vice versa.
Lemma 6.4 The symplectic form ωΣ induces a non-degenerate antisymmetric continuous bilinear
form
ΛΣ : VΣ × VΣ −→ R, (6.27)
explicitly given by
ΛΣ
(
(ϕ0, ϕ˙0), (ψ0, ψ˙0)
)
=
∫
Σ
(
h−1Σ (ϕ0, ψ˙0)− h−1Σ (ϕ˙0, ψ0)
)
µΣ. (6.28)
Here h−1Σ stands for the induced fiber metric on E
∗
Σ and the Poisson bracket is determined by ωΣ in
the sense that the Hamiltonian vector field of the linear function (ϕ0, ϕ˙0) on PΣ is determined via ωΣ
and the Poisson bracket is determined by the Hamiltonian vector field as usual.
We can now use the Poisson bracket { · , · }ΛΣ for the symmetric algebra S•(VΣ) as described in
Section 2.2 together with its quantization given by the star product ⋆Σ = ⋆ i~
2
ΛΣ
for the corresponding
nuclear Weyl algebra WR(VΣ⊗C). This will be the canonically quantized model of our Hamiltonian
picture of the field theory. Since we started with a real vector bundle, the resulting Weyl algebra
carries the complex conjugation as ∗-involution. Note however that up to now we only described the
kinematic part, the field equation did not yet enter at all.
6.4 The Covariant Poisson Algebra
As the covariant “phase space” we take simply all possible field configurations on the spacetime, i.e.
Pcov = Γ
∞
sc (E), (6.29)
whether or not they satisfy the wave equation. This will not be a symplectic vector space in any
reasonable sense as Pcov contains all the unwanted field configurations as well. Nevertheless, and
this is perhaps the surprising observation, the symmetric algebra over its dual allows for a Poisson
bracket: again, we take only a small part of the dual, namely Γ∞0 (E
∗), where we evaluate ϕ ∈ Γ∞0 (E∗)
on u ∈ Γ∞sc (E) by means of the integration with respect to µg as usual. As before, we denote this
integration simply by ϕ(u).
The Poisson bracket will then be determined by a bilinear form on Γ∞0 (E
∗) as before. Using the
propagator FM of D
T we define
Λcov(ϕ,ψ) =
∫
M
h−1(FM (ϕ), ψ) µg. (6.30)
Note that the compact support of ψ makes this integration well-defined. Moreover, we have the
following property:
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Lemma 6.5 The bilinear form Λcov : Γ
∞
0 (E
∗)× Γ∞0 (E∗) −→ R is antisymmetric and continuous.
Proof: The antisymmetry is clear since DT is symmetric and hence (6.21) applies also to FM . The
continuity is slightly more involved: first we note that FM : Γ
∞
0 (E
∗) −→ Γ∞(E∗) is continuous by the
continuity of the Green operators F±M . Next, we use the fact that the inclusion Γ
∞(E∗) −→ Γ∞0 (E∗)′
given by the integration with respect to µg using h
−1 is also continuous where we equip the dual
Γ∞0 (E
∗)′ with the strong topology. This shows that the corresponding “musical” homomorphism
♯cov : Γ
∞
0 (E
∗) ∋ ϕ 7→ Λcov(ϕ, · ) ∈ Γ∞0 (E∗)′
is continuous with respect to the LF and the strong topology, respectively. Hence the Kernel Theorem
for the nuclear space Γ∞0 (E
∗) states that Λcov( · , · ) is a distribution on the Cartesian product, or,
equivalently, a continuous bilinear map, see e.g. [21, Thm. 21.6.9]. 
Remark 6.6 Contrary to the continuity of ΛΣ the above argument does not simplify for a compact
Cauchy surface Σ since a globally hyperbolic spacetime is always non-compact.
Definition 6.7 (Covariant Poisson algebra) The covariant Poisson algebra for D is the symmet-
ric algebra S•(Vcov), where Vcov = Γ
∞
0 (E
∗), with the constant Poisson bracket { · , · }cov coming from
Λcov.
This is indeed a Poisson algebra with a continuous Poisson bracket if we endow it with one of
the topologies discussed in Section 3.1, see Proposition 3.9 and Remark 3.14. A first and heuristic
appearance of this Poisson bracket in a very particular case seems to be [27].
From our general theory we know that the corresponding covariant Weyl algebra WR(Vcov⊗C, ⋆cov)
with the covariant star product ⋆cov = ⋆ i~
2
Λcov
is a nuclear ∗-algebra with respect to the complex
conjugation, where as usual R ≥ 12 .
As a first result we note that Λcov is now degenerate. In fact, we can determine its degeneracy
space explicitly [31, Lem. 4.4.18]:
Lemma 6.8 Let ϕ ∈ Γ∞0 (E∗). Then the following statements are equivalent:
i.) ϕ is a Casimir element of S•(Vcov), i.e. {ϕ, · }cov = 0.
ii.) ϕ vanishes on solutions u ∈ Γ∞sc (E), i.e. we have∫
M
ϕ · u µg = 0 whenever Du = 0. (6.31)
iii.) ϕ ∈ kerFM .
Proof: Assume {ϕ, · }cov = 0 then we have 0 = {ϕ,ψ}cov =
∫
M h
−1(FM (ϕ), ψ) µg for all ψ ∈
Γ∞0 (E
∗). Since h−1 is non-degenerate this implies FM (ϕ) = 0. Next, assume FM (ϕ) = 0. Then we
know ϕ = DTχ for some χ ∈ Γ∞0 (E∗) by (6.17) applied to DT. Thus (6.31) follows by definition of
DT as in (6.6). Finally, assume (6.31) and let ψ ∈ Γ∞0 (E∗) be arbitrary. Then (FM (ψ))♯ = GM (ψ♯)
by (6.22) and it solves the wave equation DGM (ψ
♯) = 0 by (6.17). Thus {ϕ,ψ}cov = 0 follows. Since
S•(Vcov) is generated by Vcov and {ϕ, · }cov is a derivation, {ϕ, · }cov = 0 follows. 
Since the elements of kerFM ⊆ Γ∞0 (E∗) are Casimir elements, the ideal they generate inside
S•(Vcov) is a Poisson ideal. It turns out that it is even a two-sided ideal with respect to ⋆cov:
Lemma 6.9 Let 〈kerFM 〉 ⊆ S•(Vcov) be the ideal generated by kerFM with respect to the symmetric
tensor product. Then we have:
i.) 〈kerFM 〉 is a Poisson ideal with respect to { · , · }cov.
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ii.) 〈kerFM 〉 ⊗ C ⊆WR(Vcov ⊗ C) is a ∗-ideal for ⋆cov, in fact generated by kerFM .
Proof: The first part is clear by Lemma 6.8, i.). Now let Φ ∈WR(Vcov⊗C) be an arbitrary tensor
and let ϕ ∈ Γ∞0 (E∗). Then we have
Φ ⋆cov ϕ = Φϕ+
i~
2
{Φ, ϕ}cov and ϕ ⋆cov Φ = Φϕ+
i~
2
{ϕ,Φ}cov,
since ϕ has tensor degree 1 and hence the higher order contributions in ⋆cov all vanish. Thus for
ϕ ∈ kerFM we get Φ ⋆cov ϕ = Φϕ = ϕ ⋆cov Φ. But this shows that
〈kerFM 〉 ⊗ C = WR(Vcov ⊗ C) ⋆cov kerFM ⋆cov WR(Vcov ⊗ C).
Since kerFM consists of real sections, it is clear that 〈kerFM 〉 ⊗ C is a ∗-ideal. 
6.5 The Relation between the Canonical and the Covariant Poisson Algebra
Let us now relate the two Poisson algebras S•(VΣ) and S
•(Vcov). In view of (6.20) it is reasonable to
relate a section ϕ ∈ Γ∞0 (E∗) to sections ϕ0, ϕ˙0 ∈ Γ∞0 (E∗Σ) by defining
ϕ0 = ι
#
(
∇E∗
n
FM (ϕ)
)
and ϕ˙0 = −ι#(FM (ϕ)), (6.32)
thereby defining a linear map
̺Σ : Γ
∞
0 (E
∗) ∋ ϕ 7→ (ϕ0, ϕ˙0) ∈ Γ∞0 (E∗Σ)⊕ Γ∞0 (E∗Σ), (6.33)
with ϕ0, ϕ˙0 given as in (6.32). This map ̺Σ has the following property:
Lemma 6.10 The map ̺Σ is continuous and for all solutions u ∈ Γ∞sc (E) of the wave equation with
initial conditions u0, u˙0 we have
ϕ(u) = ̺Σ(ϕ)(u0, u˙0). (6.34)
Proof: The propagator FM gives a continuous map into Γ
∞
sc (E
∗) and the covariant derivative is
clearly continuous, too, mapping Γ∞sc (E
∗) into Γ∞sc (E
∗). For every compact subset K ⊆ Σ the restric-
tion
ι# : Γ∞JM(K)(E
∗) −→ Γ∞K (E∗Σ)
is a continuous map between Fréchet spaces. But then also ι# : Γ∞sc (E
∗) −→ Γ∞0 (E∗Σ) is continuous
by the universal property of LF topologies. This shows the continuity of ̺Σ, the equality in (6.34) is
just (6.20). 
Since S•(Vcov) is freely generated by Vcov we get a unique unital algebra homomorphism extending
̺Σ which we still denote by the same symbol
̺Σ : S
•(Vcov) −→ S•(VΣ). (6.35)
Since (6.33) is continuous, also (6.35) is continuous as linear map from S•R(Vcov) to S
•
R(VΣ) by
Lemma 5.1. Moreover, we have
Φ(u) = ̺Σ(Φ)(u0, u˙0) (6.36)
for all Φ ∈ S•(Vcov) and all solutions u ∈ Γ∞sc (E) of the wave equation Du = 0 with initial condi-
tions (u0, u˙0). This is clear since evaluation of an element in the symmetric algebra on a point is a
homomorphism and ̺Σ is a homomorphism as well. Since we only have to check the equality of two
homomorphism on generators, (6.34) is all we need to conclude (6.36).
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Lemma 6.11 The algebra homomorphism ̺Σ is a Poisson morphism as well as a continuous
∗-algebra
homomorphism
̺Σ : WR(Vcov ⊗ C, ⋆cov) −→WR(VΣ ⊗ C, ⋆Σ). (6.37)
Proof: Thanks to Proposition 2.15 and Proposition 5.2 we only have to show that (6.33) is a Poisson
map. Thus let ϕ,ψ ∈ Γ∞0 (E∗) be given and let (ϕ0, ϕ˙0) = ̺Σ(ϕ) as well as (ψ0, ψ˙0) = ̺Σ(ψ) be their
images in VΣ under ̺Σ. Consider now u = (FMψ)
♯ = GM (ψ
♯) ∈ Γ∞sc (E) which is a solution of
the wave equation Du = 0 with initial conditions u0 = ι
#u = ι#(FM (ψ))
♯ and u˙0 = ι
#
(∇E
n
u
)
=
ι#
(∇E∗
n
FM (ψ)
)♯
. Here we use that ∇E is metric and hence compatible with the musical isomorphism
♯ induced by h. Now we have
ΛΣ
(
(ϕ0, ϕ˙0), (ψ0, ψ˙0)
)
= −
∫
Σ
((
ι#∇E∗
n
FM (ϕ)
)
·
(
ι#FM (ψ)
)♯
︸ ︷︷ ︸
u0
−
(
ι#FM (ϕ)
)
·
(
ι#∇E∗
n
FM (ψ)
)♯
︸ ︷︷ ︸
u˙0
)
µΣ
(6.20)
= −
∫
M
ϕ · u µg
= −
∫
M
h−1(ϕ,FM (ψ)) µg
= Λcov(ϕ,ψ).
Clearly, ̺Σ is real and hence commutes with the complex conjugation. 
Lemma 6.12 The kernel of ̺Σ coincides with the Poisson ideal generated by kerFM which consists
of those elements in S•(Vcov) which vanish on all solutions.
Proof: Clearly, the kernel of ̺Σ
∣∣
Vcov
is given by kerFM by Lemma 6.8. This implies ker ̺Σ =
〈kerFM 〉 in general. The second statement then follows from (6.36) at once. 
This statement has a very natural physical interpretation: if we view Φ,Ψ ∈ S•(Vcov) as observables
of the field theory, their expectation values for a given field configuration are just the evaluations
Φ(u),Ψ(u) ∈ R, where u ∈ Γ∞sc (E). But since physically only those u ∈ Γ∞sc (E) occur which also
satisfy the wave equation Du = 0, we have to identify the observables Φ and Ψ as soon as they
coincide on the solutions. This is the case iff Φ−Ψ ∈ 〈kerFM 〉.
Lemma 6.13 The homomorphism ̺Σ is surjective.
Proof: Let ϕ0, ϕ˙0 ∈ Γ∞0 (E∗Σ) be given. Then there is a (unique) solution Φ ∈ Γ∞sc (E∗) of the wave
equation DTΦ = 0 with the initial conditions
ι#Φ = −ϕ˙0 and ι#∇E∗n Φ = ϕ0,
since DT is normally hyperbolic as well. By (6.17) for DT and FM we know that Φ = FMϕ for some
ϕ ∈ Γ∞0 (E∗). Then ̺Σ(ϕ) = (ϕ0, ϕ˙0) follows. 
We can collect now the above results in the following statement leading to the comparison between
the covariant and the canonical Poisson bracket and their Weyl algebras, see [31, Thm. 4.4.22] for the
classical part:
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Theorem 6.14 Fix R ≥ 12 . Let (M,g) be a globally hyperbolic spacetime and let E −→ M be a
real vector bundle with fiber metric h and metric connection ∇E. Moreover, let D = ∇ + B with
B = B∗ ∈ Γ∞(End(E)) be a symmetric normally hyperbolic differential operator on E and denote by
FM the propagator of its adjoint D
∗. Finally, let ι : Σ −→M be a smooth spacelike Cauchy surface.
i.) The following subspaces of S•(Vcov) coincide:
• The vanishing ideal of the solutions of the wave function Du = 0.
• The Poisson ideal generated by the Casimir elements ϕ ∈ Vcov.
• The ideal 〈kerFM 〉.
• The kernel of the Poisson homomorphism ̺Σ : S•(Vcov) −→ S•(VΣ).
ii.) The locally convex quotient Poisson algebra S•R(Vcov)
/〈kerFM 〉 is canonically isomorphic to
the Poisson algebra S•R(Vcov
/
kerFM ), with the Poisson bracket coming from (6.30) defined on
classes.
iii.) The Poisson homomorphism ̺Σ induces a continuous Poisson isomorphism
̺Σ : S
•
R(Vcov)
/〈kerFM 〉 −→ S•R(VΣ). (6.38)
iv.) The locally convex quotient ∗-algebra WR(Vcov ⊗C, ⋆cov)
/
(〈kerFM 〉 ⊗C) is ∗-isomorphic to the
Weyl algebra WR((Vcov
/
kerFM )⊗ C, ⋆cov) with ⋆cov coming from the Poisson bracket (6.30) of
Vcov
/
kerFM .
v.) The ∗-homomorphism ̺Σ induces a continuous
∗-isomorphism
̺Σ : WR(Vcov ⊗ C, ⋆cov)
/
(〈kerFM 〉 ⊗ C) −→WR(VΣ ⊗ C, ⋆Σ). (6.39)
Proof: The only things left to prove are the continuity statements with respect to the quotient
topologies. But these follow from the general situation discussed in Lemma 4.5 and Corollary 4.6. 
Remark 6.15 It follows that the evaluation of Φ ∈ S•(Vcov) on a solution u ∈ Γ∞sc (E) of the
wave equation depends only on the equivalence class of Φ modulo 〈kerFM 〉. Hence this evaluation
yields a well-defined and still continuous linear functional on S•R(Vcov)
/〈kerFM 〉 and on WR(Vcov ⊗
C, ⋆cov)
/
(〈kerFM 〉 ⊗ C). This way, the elements in these quotients can be thought of as observables
of the field theory described by the wave equation Du = 0.
6.6 Locality and Time-Slice Axiom
In this last section we collect some further properties of the covariant Poisson bracket and its Weyl
algebra quantization as required by the Haag-Kastler approach to (quantum) field theory [19]: locality
and the time-slice axiom.
Let U ⊆ M be a non-empty open subset. Then we denote by A˜cl(U) ⊆ S•(Vcov) the unital
Poisson subalgebra generated by those ϕ ∈ Γ∞0 (E∗) with suppϕ ⊆ U . Analogously, we define
A˜(U) ⊆ WR(Vcov ⊗ C, ⋆cov) to be the unital ∗-subalgebra generated by those ϕ ∈ Γ∞0 (E∗) with
suppϕ ⊆ U . For U = ∅ we set A˜cl(∅) = C1 = A˜(∅). Finally, we set Acl(U) and A(U) for the images
of A˜cl(U) and A˜(U) in the quotients S
•(Vcov)
/〈kerFM 〉 and WR(Vcov ⊗ C, ⋆cov)/(〈kerFM 〉 ⊗ C),
respectively. Clearly, Acl(M) and A(M) yield again everything. Then the following properties are
obvious from the causal properties of FM :
Proposition 6.16 (Local net of observables) Let U,U ′ ⊆M be open subsets of M .
i.) We have the locality property{
Acl(U),Acl(U
′)
}
cov
= 0 and
[
A(U),A(U ′)
]
⋆cov
= 0 (6.40)
whenever U and U ′ are spacelike.
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ii.) For U ⊆ U ′ we have
Acl(U) ⊆ Acl(U ′) and A(U) ⊆ A(U ′) (6.41)
iii.) We have ⋃
U⊆Mopen
Acl(U) = Acl(M) and
⋃
U⊆Mopen
A(U) = A(M). (6.42)
Proof: For φ,ψ ∈ Γ∞0 (E∗) we clearly have {φ,ψ}cov = 0 = [φ,ψ]⋆cov whenever U and U ′ are
spacelike and suppφ ⊆ U and suppψ ⊆ U ′. This follows immediately from (6.30) and the fact that
suppFM (φ) ⊆ JM (suppφ) ⊆ JM (U) which does not intersect U ′. Then the Leibniz rule shows (6.40)
in general. The remaining statements are clear. 
The time-slice axiom requires that a small neighbourhood of a Cauchy surface contains already
all the information about the observables. In our framework, this can be formulated as follows:
Proposition 6.17 (Time-slice axiom) Let ι : Σ −→M ∼= R× Σ be a smooth Cauchy surface and
let ǫ > 0. Then
Acl(Σǫ) = Acl(M) and A(Σǫ) = A(M), (6.43)
where Σǫ = (−ǫ, ǫ)× Σ is the ǫ-time slice around Σ.
Proof: First we note that Σǫ is a globally hyperbolic spacetime by its own and the inclusion Σǫ ⊆M
is causally compatible, i.e. we have J±Σǫ(p) = J
±
M (p) ∩ Σǫ for all p ∈ Σǫ. Restricting D and DT to Σǫ
gives globally hyperbolic differential operators with Green operators G±Σǫ and F
±
Σǫ
, respectively. By
the uniqueness of the Green operators we have for ϕ ∈ Γ∞0 (E∗
∣∣
Σǫ
) the equality
F±Σǫ(ϕ) = F
±
M (ϕ)
∣∣
Σǫ
.
Thus the covariant Poisson bracket for S•(Γ∞0 (E
∗
∣∣
Σǫ
) is the restriction of the one from S•(Γ∞0 (E
∗))
to the subalgebra S•(Γ∞0 (E
∗
∣∣
Σǫ
). Next, let ϕ ∈ Γ∞0 (E∗
∣∣
Σǫ
) be given. Then in the condition ϕ(u) = 0
only u
∣∣
Σǫ
enters. This shows that also the kernels of FM and FΣǫ correspond, i.e. we have
kerFΣǫ = ker
(
FM
∣∣
Γ∞0 (E
∗|Σǫ)
)
.
Putting this together we conclude that the two isomorphisms ̺Σ with respect to the Cauchy surface
Σ, once sitting inside M and the other time sitting inside (−ǫ, ǫ) × Σ, give the desired isomorphism
needed for (6.43). 
For more information on the locality properties and the time-slice axiom in the context of quantum
field theories on globally hyperbolic spacetimes we refer to the recent works [7, 8, 20] as well as [1,
Chap. 4], where the C∗-algebraic version and the functorial aspects of the above construction are
discussed in detail.
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