A comprehensive, critical study of the vibrational, thermodynamic and thermoelastic properties of bcc iron is presented, using well established semi-empirical embedded-atom method potentials available in the literature. Classical molecular dynamics simulations are used to address temperature effects, where dynamical matrices are constructed as a time average of the second moment of the atomic displacements. The C 11 , C 44 , C elastic constants are then obtained from the sound velocities along high symmetry directions in reciprocal space. Results are compared to ultrasonic measurements and highlight the limitations of the potentials considered here in describing thermoelastic properties.
I. INTRODUCTION
Elemental iron is a transition metal whose relative abundance in the universe is a byproduct of stellar activity. It can be found in large quantities in liquid and solid forms in planetary cores like in the case of earth (85% of the composition 1 ), thus characterizing the propagation of seismic waves in the interior of our planet. It is also the major constituent of steels which are still of fundamental interest for our economic processes. The complexity of its phase diagram, mainly driven by the cooperative vibrational and magnetic contributions to the free energy 2, 3 , makes this element particularly challenging to describe via computer simulations. This is valid especially at high temperatures, where these cooperative effects determine a dramatic change in the structural properties of the system. At the Curie temperature of ∼ 1043 K, iron turns from a ferromagnet into a paramagnet experiencing a second order transition (α → β). This transition is then followed at higher temperatures by two other structural transitions, namely a bcc→fcc (β → γ) and a fcc→bcc (γ → δ), before melting at ∼ 1810 K.
Empirical potentials have been extensively tested and used to study the thermodynamic and mechanical properties of iron and its alloys, including phase stability and structural martensitic transitions [4] [5] [6] [7] , and a vast class of point-or extended defects such as vacancies 8, 9 , interstitials 10-12 , dislocations [13] [14] [15] [16] [17] [18] , or tip-cracks with brittle to ductile transitions [19] [20] [21] . The study of these classes of defects requires the use of accurate potentials that are capable of reproducing plastic, non-elastic and elastic properties at the same time. In fact, it is known that extended defects induce long-range residual stresses that can directly influence structure and dynamics of their own core-defect region 22, 23 . While zero-temperature experimental elastic constants are typically well reproduced by most of the potentials available in the literature (due to the fact that, commonly, they are explicitly included in the fitting datasets together with other standard quantities such as lattice parameters, cohesive energies, and defect formation energies from experiments and calculations), we are not aware of studies showing the accuracy of available iron potentials in describing elasticity at increasingly high temperatures. For this reason, in this work we perform an extended investigation of the thermo-mechanical response of a selection of popular embedded-atom method (EAM) potentials [24] [25] [26] [27] fitted on experimental and ab-intio data. The analysis is performed by means of classical molecular dynamics (MD) calculations throughout the entire range of stability of the α-phase of iron, and can be considered a stringent test for the validation of a potential. 
where r ij is the distance between neighboring atoms i and j (j within a sphere centered around i with a local cutoff radius r cut ), φ(r) is a pair-wise potential term, and F a manybody convex nonlinear embedding function depending on an effective local charge density function n(r i ) = i =j ρ(r ij ) due to the atoms surrounding i within a distance r cut . Extensive reviews of the EAM approach can be found in Refs. 32 and 33. In this work, we focus our attention on the Mendelev03 24 , Meyer98 25 , Ouyang12 26 and Marchese87 27 EAM potential parameterizations, which have proven to be successful in the description of a wide range of crystal and defect properties of iron and its alloys (cohesive energy, 0 K elasticity, monovacancy formation energy). These potentials differ in the details of the functional form used to describe the embedding, in the pair and effective charge-density functions, and also in the different information included in the datasets.
In particular the Mendelev03 potential (potential 2 in Ref. 24 ) has been fit to both experimental data (including lattice spacing of bcc and fcc at 0 K, bcc cohesive energy, unrelaxed bcc vacancy formation energy, bcc to fcc crystals energy difference, bcc and fcc interstitial formation energies, liquid density) and to the forces obtained from a few snapshots of an ab-initio MD simulation of liquid, non-magnetic iron. The Meyer98 potential has been fit to various experimental data sources, including bcc lattice constant, sublimation energy, elastic constants, bcc-to-fcc energy differences, vacancy formation energy and selected phonon frequencies. The Marchese87 potential has been generated starting from an early work by
Finnis and Sinclair, and has been fit to experimental cohesive energy, equilibrium volume and elastic constants, in addition to the potential energy along the vacancy migration barrier, but they don't give details of the calculation. Finally, the Ouyang12 EAM potential has been fitted to experimental data, including bcc/bcc lattice parameters, elastic constants, cohesive energies, vacancy formation energies in bcc/fcc, bond-length and dissociation energy of the Fe dimer.
Regardless of the parameterization, low-temperature experimental elastic constants of bcc iron have always been included in the training protocol. These potentials are therefore expected to reproduce such quantities at zero temperature and/or in the low-temperature regime. However, no systematic analysis has been performed to verify accuracy at finite temperature in the whole experimental temperature range of stability of the α (0→1043 K) and β (1043→1185 K) phases.
The strategy adopted to calculate finite-temperature elastic constants is based on molecular dynamics (MD) simulations:
1. We first compute the thermal expansion from constant pressure MD simulations, and extract the volumetric/linear thermal expansion coefficient α V (T )/α L (T ) and specific heat at constant pressure C P (T ).
2. Second, we calculate the phonon spectrum for a number of temperatures at their respective calculated equilibrium volumes, using the time average of the second moment of atomic displacements.
3. Then, we compute the C 11 , C 44 and C elastic constants as a function of temperature from the long-wavelength limit of the finite-temperature phonon dispersions. We derive the C 12 elastic constant and bulk modulus B from standard relationships for cubic crystals.
We now describe these steps in detail. The equilibrium volumes are obtained performing a set of constant pressure/temperature (NPT) runs at vanishing external pressure, at a temperature going from 100 to 1200 K with increments of 100 K. 
Similarly, according to the Eq. 3, the specific heat is obtained as a temperature derivative of a cubic spline interpolation of the calculated average enthalpy H,
The phonon dispersions at finite temperature are obtained directly through MD runs using the FixPhonon fix by Kong 40 implemented into LAMMPS 39 . In this method, the dynamical matrix is obtained through Green's functions 41 calculated as time-averaged second moments of the atomic displacements, assuming thermal equilibrium and equipartition. The eigenvalues of the dynamical matrix are computed at q = ( 
where ρ is the mass density, tensor of a cubic crystal, we also derive the bulk modulus B = (C 11 + 2C 12 )/3 and the
III. SOUND VELOCITY CALCULATIONS
In this section, we describe the approach used to calculate elastic constants from phonon dispersions and analyze finite -time and finite-size effects.
We start performing NVT runs with a 8 × 8 × 8 primitive bcc simulation box. Even though this is an arbitrary choice for the cell size (it will be discussed in more detail below), it provides a reasonable starting point to study the time-convergence of the vibrational spectrum. After thermalization and equilibration, we compute the dynamical matrix and the phonon dispersions every 1 ns by block-averaging the second moment atomic displacements.
We then check the time convergence of the phase velocities ω L (q
along the high symmetry directions of interest. In these formulae ω L/T are the temperature dependent phonon frequencies evaluated for the longitudinal/transverse branches at the reciprocal vectors
associated to the maximum wavelength allowed for the supercell considered in the selected crystal direction; q we observed that the autocorrelation time of the calculated phase velocities is quite long (especially at low temperatures) and a simulation time of 100 ns would be necessary to reduce the standard deviation of the phase velocities to a value equivalent (from error propagation theory) to a few GPa in the elastic constant. In order to decrease the uncertainty of the statistical quantities under consideration, we run several (7) parallel independent runs (differing only in the initial random seed used for the velocities initialization).
Next, we consider supercell-size effects. We repeat the approach described above for the calculation of the phonon frequencies. We run for 100 ns, considering different supercell sizes with N ranging from 4 to 20 in steps of 4, and a few test temperatures. Larger values of N provide a denser sampling of the phonon spectrum in the first BZ. As N → ∞, the q N points defined in Eqs. 5 get closer and closer to Γ and their phase velocities also converge to the group velocities in Γ i.e., to the speed of sound. Since the acoustic phonon branches can be described as a superposition of sines of the wavevector, we expand ω(q N ) for small q N = |q N | (i.e. large N ) as a one dimensional function along the symmetry direction of interest: to calculate all the elastic constants for all the potentials at every temperature.
IV. RESULTS AND DISCUSSION
We first compute the volume thermal expansion of the four EAM potentials considered in this work. The results are displayed in Fig. 2 behavior is more evident looking at the thermal expansion coefficient curves reported in terest, displaying also absolute values that constantly underestimate the experimental data above 200 K. The Meyer98 potential shows a peculiar monotonically decreasing coefficient that contrasts the experimental evidence both from a quantitatively and a qualitatively point of view. The Mendelev03 potential, on the other hand, is the only one that displays a qualitatively correct behavior, replicating also the low temperature experimental trend. However, the low temperature experimental behavior is known to be dominated by quantum (Bose-Einstein) statistical effects that are not present in classical MD. The inclusion of such effects in the thermal expansion analysis of the classical potentials is therefore expected to introduce corrections to the classical picture presented in Fig. 2 and Fig. 3 . Additionally, the importance of such corrections is expected to increase as the zero-temperature limit is low temperatures is the signature of classical statistics effects on vibrational properties. If we consider the high-temperature limit instead, the experimental data show a rapid increase with a divergence around 1000 K. As discussed in Refs. 52-54 this is associated to the magnetic α to β transition (Curie point 1043 K) and is due to the contribution of magnetic moments to the entropy of the system, and, to a lesser extent, to electronic excitations.
Since both magnetic and electronic degrees of freedom are not considered in classical MD, any deviation from the 3 R limit in the high-temperature regime can than be ascribed to phonon-phonon anharmonic contributions. In the second part of the work, we systematically survey the vibrational and thermoelastic properties of the potentials. We first calculate phonon dispersion at different temperatures. These are reported and compared to experimental data at 300 K and 1158 K in 
V. ELASTIC CONSTANTS AND THE PHONONS LONG WAVELENGTH LIMIT
As shown by Wallace 64 in perturbation theory to second order in the phonon-phonon anharmonicity, the long-wavelength phonon waves at finite temperature propagate in a crystal neither as isothermal nor as adiabatic thermoelastic waves. The elastic constants that we extract from Eq. 4 and present in Sec. IV come from the phonon spectrum at finite tem-perature and, as such, have to be considered only approximations to either isothermal and adiabatic elastic constants defined form a thermodynamic point of view. In Fig. 10 , we numerically demonstrate that this is a reasonable approximation for the bulk modulus (the only exception is the adiabatic bulk modulus of the Meyer98 potential), and we assume that it holds also for the other elastic constants 65 . The isothermal curves reported in Fig. 10 
VI. CONCLUSIONS
We calculated the thermal expansion and thermal expansion coefficient, the heat capacity at constant pressure, the phonon spectra and the elastic constants as a function of temperature of four embedded-atom method potentials. We focused on the bcc phase of iron ranging from 0 to 1200 K (the experimental temperature range of of the α and β phases).
Our calculations were based on classical molecular, thus accounting for the phonon-phonon anharmonic contributions that are assumed to dominate the phonon frequencies renormalization at high temperature, while neglecting quantum statistical effects at low temperature.
The elastic constants were obtained from the slope of the phonons in Γ at finite temperature.
As such they are interpreted as a mechanical approximation to the elastic constants defined thermodynamically. The performances of the potentials considered herein are compared to experiments and, when available, to ab-initio data from quasi-harmonic theory. The results show increasingly large deviations from the experimental data as the temperature is raised.
In particular we found anomalies in the softening of the C 44 of the Mendelev03 potential and in the C , C 12 and B of the Meyer98 potential. These should be taken into account when studying finite temperature mechanical properties of both elemental iron and iron alloys with these potentials.
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