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ABSTRACT 
As the integration of Renewable Generation into today's Power Systems is pro-
gressing rapidly, capacity reserve requirements needed to compensate for the inter-
mittency of renewable generation is increasing equally rapidly. A major objective of 
this thesis is to promote the affordability of incremental reserves by enabling loads 
to provide them through demand response. Regulation Service (RS) reserves , a crit-
ical type of bi-directional Capacity Reserves , are provided today by expensive and 
environmentally unfriendly centralized fossil fuel generators. In contrast , we inves-
tigate the provision of low-cost RS reserves by the demand-side. This is a challeng-
ing undertaking since loads must first promise reserves in the Hour Ahead Markets, 
and then be capable of responding to the dynamic ISO signals by adjusting their 
consumption effectively and efficiently. To this end, we use Stochastic Control, Op-
timization Theory, and Approximate Dynamic Programming to develop a decision 
support framework that assists Smart Neighborhood Operators or Smart Building 
Operators (SNOs/SBOs) to become demand-side-providers of RS reserve. 
Vl 
We first address the SNO /SBO short time scale operational task of responding 
to the Independent System Operator's (ISO) dynamic RS requests. We start by 
developing a model-based Markovian decision problem that trades off ISO RS tracking 
against demand response related utility loss. Starting with a model based approach we 
obtain near optimal operational policies through a novel approximate policy iteration 
technique and an actor critic approach which is robust to partial knowledge of the 
underlying system dynamics. We then abandon the model based terrain and solve 
t he dynamic operational problem through reinforcement learning that is capable of 
modeling a population of duty cycle appliances with realistic thermodynamics. We 
finally propose a smart thermostat design and develop an adaptive control policy that 
can drive the smart thermostat effectively. The latter approach is particularly suited 
for systems whose dynamics and dynamically changing consumer preferences are not 
known or observed beyond the total power consumption. 
We then address the SNO/SBO task of bidding RS reserves to the hour ahead 
market. This task determines the maximal RS reserves that the SNO /SBO can 
promise based on information available at the beginning of an hour, so as to maximize 
the associated hour-ahead revenues minus the expected average operating cost that 
will be incurred during the operational task to follow. To accomplish this task, we 
(i) develop probabilistic constraints that model t he feasible maximum reserves which 
can be offered to the market without exceeding the SNO/SBO's ability to later track 
the unanticipated dynamic ISO RS signal, and (ii) calibrate a describing function 
that approximates the average operational cost as a function of the maximal reserves 
that can be feasibly offered in the day ahead market. The above is made possible by 
statistical analysis of the controlled system's stochastic dynamics and properties of 
the optimal dynamic policies that we derive. 
The contribution of the thesis is twofold: The solution of a difficult stochastic 
Vll 
control problem that is crucial for effective demand-response-based provision of reg-
ulation service, and, the characterization of key properties of the stochastic control 
problem solution, which allow its integration into the hour-ahead market bidding 
problem. 
Vlll 
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Chapter 1 
Introduction 
1.1 Deregulated Wholesale Power Markets in the United 
States 
Until a few decades ago , electrical energy was provided by geographical monopolies in 
the U.S. However, starting with t he 1990s, electricity has become a commodity that 
is traded in power markets by generators and wholesale consumers. In this section, 
we first take a look at the story of the deregulation of power markets, and then we 
describe t he power market and its idiosyncratic structure. 
1.1.1 Historical Overview 
Electrical energy is generated by various types of generators , such as coal plants , nat-
ural gas plants, nuclear plants, wind and solar farms , etc ., and delivered to consumers . 
However, the supply-demand relationship for electricity is very different than it is for 
any other products. This is particularly because storing electricity is commercially 
and economically not feasible. For example, t he average wholesale electricity price at 
the Massachusetts hub in the first half of 2013 was $56.06 per MWh (Megawatt-hour). 
To help the comparison, one can roughly assume that 1 MWh energy can sustain 1000 
homes for an hour. On the other hand, storing 1 MWh electrical energy in the form of 
kinetic energy via pumped hydro , which is considered as one of the cheapest options, 
requires around $1M of investment (Kuckro, 2014; IEA-ETSAP and IRENA, 2012) . 
For this reason, only enough electricity is generated as is needed at any-time. After 
2 
generation, electricity is transported over long distances via transmission lines and 
then delivered to consumers via distribution networks. Since building a transmission 
line or a distribution network is very costly, it is inefficient for multiple suppliers t o 
duplicate them. As a result , electricity suppliers were natural geographical monopo-
lies in their regions since the time when power systems started to develop in the late 
19th century until the end of 20th century. 
Before deregulated power markets were introduced, electricity was provided by 
two types of utilities. i) Vertically integrat ed utilities. These utilities generated the 
energy, transmitted it from power plants t o distribution networks, and then delivered 
it to consumers. ii) Distribution utilit ies. In t his case, electricity was generated by 
plants that belonged t o different companies , which were usually monopolies in larger 
areas. In either case, there was not any competition in supplying electricity. These 
operating models had both advantages and disadvantages. First of all , these monop-
olies provided reliable access to electrical energy for many people and organizations . 
For the first several decades, the electrical energy delivered t o consumers doubled ev-
ery eight years, which made significant contribut ions to economic activity and quality 
of life. On the other hand , due t o the lack of competition, few incentives existed to 
encourage those utilities to reduce their costs and operat e efficiently. The cost of 
the inefficiency was compensated by consumers via high electricity prices . Moreover , 
many public utilities were influenced by polit ics, which also resulted in inefficient 
operation . This situation fostered the idea to deregulate the power market around 
1980 despite the aforementioned unique features of electrical energy. 
Although motivat ed by economics, liberalization of the power market was m ade 
feasible by the advent and expansion of a high-voltage transmission network, and 
other t echnological advancements, such as the new generation combined-cycle gas 
turbines with reduced size. As a result , competition for electricity generation became 
3 
feasible, while transmission and distribution remained natural monopolies. Following 
the Public Utility Regulatory Policies Act of 1978 (US, 1978b) and the Energy Policy 
Act of 1992 (US, 1978a) that legally separated the entities that provide generation, 
transmission and distribution , the power market has been deregulated in the United 
States (Foster , 2012). 
1.1.2 Power Markets Today 
Today, the Federal Energy Regulatory Commission (FERC) Order No. 888 (FERC, 
1996) mandates that a competitive power market must provide non-discriminatory 
access to the transmission and distribution network for each market participant . In 
order to operate the market according to these principles , Independent System Oper-
ators (ISOs) are formed. FERC defines ISOs as "independent, federally regulated en-
tities established to coordinate regional transmission in a non-discriminatory manner 
and ensure the safety and reliability of the electric system" (FERC, 2014). The ISOs 
in the U.S. are shown in Figure 1·1. These include Pennsylvania-Jersey-Maryland Re-
gional Transmission Organization (PJM) , ISO New England (ISONE), New York ISO 
(NYISO) , California ISO ( CAISO), Electric Reliability Council of Texas (ERCOT) , 
Midwest ISO (MISO) and Southwest Power Pool (SPP). 
As mentioned in FERC's definition , ISOs are responsible for the reliable operation 
of the power system , and the first requirement for system reliability is to satisfy the 
supply and demand equilibrium at all times. For this purpose, ISOs secure various 
types of reserves in the forward markets, which are generation and consumption 
units on standby that respond to any imbalance between supply and demand in a 
power system by adjusting their outputs. These reserve are then utilized in real 
time through dynamic requests sent by ISOs. The need for energy balance for power 
system reliability and the types of reserves will be described in Section 1.2 in detail. 
For now, we emphasize that reserves are procured from various resources in power 
4 
markets by ISOs while energy and consumption are scheduled. In other words , rather 
than scheduling the generation and reserves in separate and independent processes, 
a combined optimization procedure simultaneously determines reserve and energy 
prices, and schedules the production of energy and the provision of reserves. In 
power systems literature, this process is often referred to as the "co-optimization" 
or "co-scheduling" of energy and reserves in power markets. There is no universally 
accepted form of this co-optimization process and it is an active area of research , 
which is beyond the scope of this dissertation . Some examples of the research on this 
topic are Tan and Kirschen (2006) , Ehsani et al. (2009) , Read (2010) and Caramanis 
et al. (2012a) . 
REGIONAL 
TRANSMISSION 
ORGANIZATIONS 
Figure 1·1: Regional Transmission Organizations (RTO) / Independent System 
Operators (ISO), Source: FERC 
Before describing the multi-settlement structure of power markets, we first present 
the organizations and companies that are involved in the market (Kirschen and Str-
5 
bac, 2004). 
Generating companies generate and sell electricity, and possibly the reserves that 
ISOs ut ilize to maintain reliable operation of the power system. 
Transmission companies own transmission assets, such as lines , cables, transform-
ers etc . They manage the transmission system according to the instructions of ISOs. 
Independent System Operators (ISOs) maintain secure, safe and reliable operation 
of the power system, and operate the wholesale power markets in their regions. An 
ISO owns the necessary equipment to monitor and control the power system of its 
regiOn. 
Distribution companies own and operate distribution networks. 
Retailers buy electrical energy in the wholesale market and resell it to consumers 
who do not participate in the wholesale market . 
Small consumers buy electricity from a retailer and lease a connection to the power 
system from their distribution company. 
Large consumers are allowed to buy energy directly from power markets. They can 
also provide reliability services (reserves) to the ISO of the region, just like generation 
companies do. 
Among these, generating compames, retailers and large consumers participat e 
in the power market to trade electrical energy and reserves. We will use the word 
"consumers" to refer to the last two. 
Power markets have a multi-settlement structure, in which generation, consump-
tion and reserves are scheduled. More specifically, a power market consists of the 
following three phases. 
In the Day-Ahead Market, an ISO receives generation offers and demand bids for 
each hour of the next day, which are in the form of price-quantity pairs. Then the 
ISO accordingly establishes supply and demand curves for energy in each hour , whose 
6 
intersection determines the market clearing price for energy in each hour. Here, the 
clearing prices are in the form of Locational Marginal Prices (LMPs) , which reflect 
the value of energy at a specific location at the time that it is delivered. The reason 
the prices vary from location to location is the congestion in the transmission lines. 
Based on the forecast of demand and the set of available generating units, the Day-
Ahead Market also determines which generating units will supply energy, when and 
at what level, by solving the unit commitment problem. The ISO also estimates 
the need for reserves for each hour, for which various resources submit offers to the 
ISO. While scheduling the generation, the ISO also determines the clearing prices 
for each reserve type and schedules the resources for reserve provision. Therefore , 
generation and reserves are co-optimized subject to transmission line and individual 
asset capacity constraints. 
In the Hour-Ahead Market (or Adjustment Market) , the original generation, con-
sumption and reserve schedules are revised based on the changes in the power system, 
or weather and consumption forecasts. In other words, market participants rely on 
new uncertainty realization information that reveals updated costs and constraints to 
adjust their original schedule optimally while incurring the ex-post system marginal 
cost. For example, a severe transmission congestion may result from a wind farm out-
put that is significantly higher in the Hour-Ahead Market than it was forecasted when 
the Day-Ahead Market was cleared. Therefore, both geographical and inter-temporal 
rescheduling of consumption may become desirable, and it is the Hour-Ahead Market 
where this rescheduling would take place. Similarly, candidate resources are allowed 
to update the quantity parts of their reserve offers in the Hour-Ahead Market, while 
the reserve price has already been revealed by the clearing of the Day-Ahead Market. 
For this reason, this dissertation focuses on the optimal selection of the amount of 
the reserve to be offered by a resource and takes the reserve clearing price as given. 
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The Real- Time Market (or 5-minute Market) is a spot market in which the LMPs 
are updated at short t ime intervals based on the most recent conditions in the sys-
tem. Moreover, in this time scale, ISOs solve the economic dispatch problem that 
determines which generators to be dispatched to satisfy the demand (Cameron and 
Cramton, 1999; Foster, 2012; PJM, 2014). 
In t he next section, we elaborate on the services (reserves) that are needed to 
maintain reliable operation of the power system by ISOs. 
1. 2 Power System Reliability 
The primary responsibility of an ISO is to ensure reliable and efficient operation of the 
electric power system t hat it manages. In this section , we first discuss the relationship 
between energy balance and reliability in power systems. Then, we focus on the tools 
and services, which are called as Ancillary Services, that ISOs utilize to maintain 
energy balance. After that, we proceed to a discussion about the increasing need 
for reserves. Finally, we conclude this section with load participation in Ancillary 
Services. 
1.2.1 Energy Balance Requirement for Power System Reliability 
Electric Frequency 
Electrical energy is transmitted from generators to consumers in the form of Alter-
nating Current (AC). AC has a sinusoidal waveform, and its number of cycles per 
unit time is called frequency. The unit of frequency is hertz (Hz), which is defined as 
one cycle per second. Electricity consuming appliances in a region are set to operate 
at a certain frequency. Currently, the frequency standard in the United States is 60 
Hz, whereas it is 50 Hz in large parts of the world. 
In a power system , delivering the electrical energy at the standard frequency is 
8 
very important , since deviating from the st andard frequency can lead a power syst em 
to collapse. The frequency of a power system is det ermined by the real-time balance 
between total generation and system demand. For this reason , the generation and 
t he consumpt ion in large areas need to be synchronized in order to ensure system 
safety. More specifically, the whole electricity grid is divided into interconnections, 
where an interconnection can be considered as a frequency-independent island. An 
interconnection is also called a "wide area synchronous grid." There are four m ajor 
interconnections in Nort h America: the West ern , Eastern , Texas and Quebec Inter-
connect ions. The map on Figure 1· 2 shows these interconnections. 
Figure 1·2: North America Interconnections. Source: NERC 
In an interconnection , the electricity supply should be equal to t he demand in 
real-time with very narrow tolerance, which is ±0.02Hz. If the generation in the 
interconnection exceeds the demand, t he frequency increases beyond t he st andard 
value. Conversely, when the demand is more than the generation , the frequency 
reduces below the standard level. 
In order to maintain the standard frequency, a power system IS always sched-
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uled so as to have generation equal to demand. However, during the operation, this 
equilibrium is very hard to preserve due to many practical factors. First of all , the 
demand forecast is never perfect. Secondly, supply is not necessarily generated as 
planned even at conventional generators. Moreover, renewable resources mostly rely 
on weather forecasts, which are imperfect even with the data obtained a few hours 
before the target time. In addition to these, there may be many reasons for losing 
the energy balance. Therefore, a power system needs to be continuously monitored 
and balanced by Balancing Authorities. 
Energy Balancing in Power Systems 
In the United States, there are more than 100 Balancing Authorities (BAs) . These au-
thorities dispatch the generation and sometimes control the demand to maintain the 
energy balance in the corresponding region. Each BA is connected to the neighboring 
BAs via high voltage transmission lines, which are also called tie-lines. A Balancing 
Authority may trade energy with neighboring BAs. In order to control and measure 
electricity flow , t here are meters located on tie-lines. BAs are coordinated by Re-
liability Coordinators , who have a broader visibility of the power system. In some 
cases the Reliability Coordinator of a region corresponds to the ISO in the region. 
However, as shown in Figure 1·1 , ISOs are not established in each region, whereas 
Reliability Coordinators cover the whole grid. A map of Reliability Coordinators is 
given in Figure 1·3. In this dissertation, for clarity of the presentation , the term ISO 
will replace Reliability Coordinator and Regional Transmission Organization. 
A Balancing Authority controls the system using two inputs: i) Interchange Error: 
This represents the net (unintentional) outflow or inflow with the neighboring BAs 
compared to what is already scheduled. This happens when the generation and 
demand are not equal to each other in the region of a BA, and an energy surplus or 
deficit is balanced by the neighboring BAs in an unplanned manner. ii) Frequency 
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Figure 1·3: NERC Reliability Coordinators, Source: NERC 
Bias: The amount of energy that the BA is required to absorb or provide by the ISO 
in order to contribute to t he balancing of the whole interconnection. These two inputs 
are represented by a single value, which is called Area Control Error (ACE). ACE is 
estimated in real-time and in the unit of MW. More specifically, ACE is defined as 
follows: 
ACE= (IA- Is)- 10B(FA- Fs)- IE (1.1) 
where IA is the actual net energy interchange between the BA and the interconnection , 
Is is the scheduled interchange and IE is the metering error. The term lOB(FA- Fs) 
represents the BA's obligation to the interconnection to support frequency, where B 
is the frequency bias , stated in MW / 0.1Hz and converted to MW / Hz by the constant 
10, FA is the actual frequency and Fs is the scheduled frequency. 
The aim of a BA is to keep ACE close to zero. BAs utilize Ancillary Services that 
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provide Capacity Reserves towards this goal, to which we turn next. From this point 
on, again , we replace the term BA by ISO, and simply assume that it is ISOs who 
directly interact with reserves to balance the system. 
1.2.2 Ancillary Services and Capacity Reserves 
At the beginning of the section, we provide FERC's definition for ancillary services 
(Kirby, 2004). 
Definition 1.1. Ancillary Services are those services necessary to support the trans-
mission of electric power from seller to purchaser given the obligations of control areas 
and transmitting utilities within those control areas to maintain reliable operations 
of the interconnected transmission system. 
While the term "Ancillary Services" encompasses all operations that are necessary 
for reliable operation of a power system, we are particularly interested in the Capacity 
Reserves (or just reserves) that fall under this category. We already mentioned in 
Section 1.1.2 that reserves are on-the-standby resources that respond to dynamic 
ISO requests in order to achieve global energy balance. In this section, we describe 
different types of reserves. 
There are generally three types of reserves that an ISO provisions in the power 
market and manages during the hour of operation, which are described below. 
Primary Reserves or Frequency Control: Following a change in the grid frequency, 
primary reserves that have automatic frequency monitoring systems respond to the 
frequency change in a matter of seconds in order to help stabilizing the frequency. To 
demonstrate, consider a load whose average consumption is scheduled as A MW, and 
providing R MW of primary reserve. We denote S(t) as the consumption at timet. 
Moreover , we define b.w(t) as the frequency deviation from the standard 60 Hz. at 
timet. Then, the target that the reserve providing load has to track, S*(t), is given 
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by 
A if \~w(t)\ < 0.02 
S*(t) = A+ (~w(t)- 0.02)R/0. 18 if 0.02 ::; \~w(t)\ ::; 0.2 
A+R if \~w(t) I > 0.2. 
Secondary, Regulation Service (RS) or Area Generation Control (AGC) Reserves: 
Regulation Service corrects for short-term changes in electricity use that might affect 
the stability of the power system (PJM, 2014). Providers of RS reserve are required 
to respond to unanticipated dynamic ISO requests, which are broadcasted through 
a proportional-integral filter of system wide frequency deviation and Area Control 
Error (ACE), by adjusting their output up and down. When requested , a resource 
providing RS reserve should be able to increase or decrease its output up/ down from 
its scheduled average by the amount of reserve provision in 2.5, 5 or 10 minutes. In 
this dissertation, we exclusively focus on Regulation Service Reserves, which we will 
elaborate on later. 
Tertiary or Operating Reserves: These reserves are deployed during rare, sudden 
events, such as an extensive loss of supply or severe congestion. A tertiary reserve 
provider is scheduled in the 5-minute power market. When scheduled, a load may be 
required to decrease its consumption from a pre-contingency or pre-congestion level 
to a post-contingency or post-congestion level that is as much as R MW lower , where 
R is the amount of tertiary reserve provision. Then, the load may be required to 
maintain the new schedule for an hour or more. The speed at which tertiary reserves 
must be offered is far slower than that of primary or secondary reserves. The response 
time for a tertiary reserve provider is 15 minutes. 
Traditionally, ancillary services are procured through long-term contracts with 
generators. However, today, RS and tertiary reserves are procured in the power 
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market as mentioned before. Market based provisioning of reserves is more efficient 
compared to contractual provisioning, since reserve providing resources are able to 
position themselves in the market dynamically given the most up to date cost and 
capability information. 
Among the three reserve types , the RS reserve is considered to be the most valuable 
one since an RS reserve provider is required to respond to an RS signal , which is 
updated every few seconds, by adjusting its output up and down. Not surprisingly, 
RS is also the most expensive reserve type on the market. For example , in the 
first quarter of 2014, the average price of electricity (Locational Marginal Price) was 
around $40- 55/MWh in ISONE region. During the same time period, the average 
final hourly regulation clearing price was $44.4/MWh. In addition, 17% of the time, 
the RS price was above $70/MWh, with a maximum of $1407 /MWh on January 
28, 2014 at 8 a.m. This shows that the price of RS reserve is almost equal to , and 
more expensive in some cases, than the price of energy. The market clearing price of 
other reserves is usually less than $10/MWh (Analytics, 2013; ISONE, 2014). These 
numbers indicate the value of RS reserve provision for reliable operation of power 
systems. 
1.2.3 Increasing Need for Reserves 
The integration of renewable energy into the power grid is progressing at an increas-
ing rate. For example, wind generation in New York was 48 MW in 2005, 1, 414 
MW in 2012, and is expected to reach 4,000 MW by 2018, with far more impressive 
growth rates in Texas and on the West coast (Whitley, 2012). The intermittency and 
volatility of renewable generation , however, results in a commensurate increase in the 
reserves that ISOs must secure (Makarov et al., 2009; NYISO, 2010) . In Porter et al. 
(2012) , a rough rule of thumb suggests an additional 1 MW RS reserve requirement 
per each 100 MW increase in the nameplate capacity of wind power in a system. 
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This is particularly because congestion incidences that are not uncommon today will 
become much more common and severe as renewable generation adoption increases. 
In Figure 1·4, a snapshot of LMPs for the Northeast U.S. is shown. It is important to 
notice that transmission congestion is associated with scarcity of inexpensive gener-
ation in regions close to load centers on the high cost side of the congestion line and 
is associated with scarcity in reserves as well. 
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Figure 1·4: A Sample Locational Marginal Price Map of Northeast U.S. 
RS reserves have been traditionally provided by flexible generators. However , 
given the increasing need for reserves, the value of a reliable and cost effective pro-
vision of reserves from load side demand response is also increasing. Therefore , load 
side is highly encouraged to participate in the power market as reserve providers. 
For this reason, we investigate how the demand side can be enabled as RS reserve 
providers in this dissertation. 
1.2.4 Demand Side Participation in Ancillary Services 
Before turning our attention completely to RS reserve provision by flexible loads, in 
this section, we present the current situation regarding demand side participation in 
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ancillary services. 
Collaboration with the demand side to increase power system reliability and effi-
ciency is not new. The traditional form of this collaboration is to require flexible loads 
to reduce their consumption during peak hours, and increase the consumption during 
valley hours. In a traditional definition that represents this type of view, Demand 
Response (DR) is defined as "changes in electric usage by end-use customers from 
their normal consumption patterns in response to changes in the price of electricity 
over time, or to incentive payments designed to induce lower electricity use at times 
of high wholesale market prices or when system reliability is jeopardized" (FERC, 
2014). However , in recent years, demand response encompasses a broader meaning 
and defined as "all forms of demand (load) participation in energy, capacity, and/or 
ancillary service markets" in Kiliccote (2011) The same source defines five basic types 
of DR: 
1. Energy Efficiency programs that aim to reduce electricity consumption and usu-
ally reduce peak demand. 
2. Price Response programs that mm to move consumption from day to night 
(real-time pricing or time of use). 
3. Peak Shaving programs that require more response during peak hours and focus 
on reducing peaks during high-load days. 
4. Regulation Service Reserves continuously follow the power system's minute-to-
minute commands to balance the aggregate system. 
5. Spinning (Tertiary) Reserves are deployed in the Real-Time Market following a 
congestion or contingency. 
Kiliccote (2011) marks RS reserves and spinning reserves as recently developing ser-
vices. Price response or peak shaving are older approaches, which were motivated 
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by the high cost of communication and encouraging the system to behave in a way 
that is statistically desirable. For example, load curtailment during peak hours is 
generally desirable because these hours are strongly correlated with the high cost of 
supply. However, in reality the cost of supply may be higher during non-peak con-
ditions associated with high capacity forced outages. Today, advanced monitoring of 
the grid that enables close to real-time detection of congestion costs provides better 
and more efficient demand response strategies. 
In Kiliccote (2011), it is also noted that DR is technically capable of providing 
ancillary service as good as generation, and assuming a comparable communication 
infrastructure, DR can have faster response than generation, both to system operator 
commands and to price signals. Demand side participation in the power market as a 
reserve provider is desirable for ISOs, who prefer a larger pool of reliability resources; 
as well as loads , who will benefit from the income due to ancillary service provision. 
At this point, it is also worthwhile to mention the concerns regarding the future 
of DR. A discussion continues about whether the ancillary service supply by demand 
side will exceed the need for reserves when the necessary infrastructure is developed , 
despite the increasing renewable penetration. A related concern is that the ancillary 
service prices might not be assured for years into the future, which makes it difficult 
to invest in demand side ancillary service capabilities. Moreover, regulations and 
national energy standards are also seen as barriers in front of DR, since they limit 
the capability of electrical appliances to provide ancillary services. 
Despite the concerns and barriers described above, DR is seen as a potentially ef-
fective provider of reserves. As mentioned before, this dissertation exclusively focuses 
on the provision of the Regulation Service reserve by flexible distributed loads. 
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1.3 Provision of Regulation Service Reserves 
In this section, we elaborate on the prov1s1on of RS reserve. There are different 
practices regarding to RS provision in different ISOs. Throughout the section, we 
mainly follow the PJM practices to describe the topic (PJM, 2012a,b ,c; Keech , 2012) . 
To this end, we first elaborate on how RS reserves are utilized to balance supply and 
demand, and on the role of the RS signal. Then, we describe the qualification process 
for resources that are willing to participate in RS provision. Finally, we discuss the 
RS reserve securing process in regulation markets. 
1.3.1 Utilization of Regulation Service Reserves in Real-Time 
As mentioned before , Regulation Service helps match generation and load by request-
ing adjustments in reserve provider outputs to maintain the desired frequency (P JM, 
2014). In order to be able to provide RS , all regulating generation resources are 
required to be equipped with an Automatic Generator Control (AGC) scheme tore-
ceive , process and respond toRS signals. A similar control system is also required for 
DR resources. The RS signal is a filtered ACE, which represents the energy imbalance 
in a power system. In P JM, there are two versions of the RS signal: RegA is the low 
filter ACE signal sent to the traditional regulating resources. RegD is the high filter 
ACE signal sent to dynamic regulating resources. In this dissertation , the RS signal 
we use is of the second type, which is harder to follow. 
The RS signal sets the target amount of the reserve that providers need to follow. 
Throughout the dissertation , we denote the RS signal by y , which takes values in the 
range of [-1, 1]. Generators with AGC and DR resources with a similar mechanism 
automatically respond to the RS signal by adjusting their output, proportionally to 
the regulation they provide and around the operation midpoint. More specifically, 
if a Demand Response resource is scheduled for a consumption rate of A kW, and 
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assigned a RS reserve of R kW, it needs to follow the RS signal by adjusting its 
consumption to the level A+ Ry(t) . In this study, we exclusively focus on Demand 
Response resources. The RS signal is updated at constant intervals , which we denote 
by flt. The previous practice in P JM was to update the signal every 4 seconds, which 
has been reduced to 2 seconds recently. NYISO updates the signal every 6 seconds. 
In this dissertation, we take flt = 4 seconds, which will be converted to minutes in 
all of the numerical experiments. 
The RS signal tracking is illustrated in Figure 1·5. 
A R 
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! Tracking Error e: 
Figure 1·5: Tracking Regulation Service Signal 
The purpose of the RS provider is to minimize the tracking error , E. There are 
different procedures and metrics for measuring the provider's performance. In P JM, 
an RS provider sends its actual provision, which is (Consumption(t) -A) / R , to the 
ISO every flt seconds. Then, P JM uses this input to assess a performance score to the 
resource every 10 seconds , which is composed of three different components: Delay, 
correlation and performance scores. In this study, we use a simpler performance 
metric where the resource is assessed a cost every 6t seconds. The cost function will 
be in the form 
K;(IS(t + flt)- n(t)l)a (1.2) 
where S(t) denotes the consumption at timet , D(t) = A+Ry(t) denotes the obligation 
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of the resource at timet, and r;,, a > 0 some constants. This cost function implies that 
the resource needs to modulate its consumption so as to track the RS signal until the 
next signal update, and will be penalized otherwise. The actual income and the cost 
of the resource will be discussed in Section 1.3.3. 
An RS provider may be asked to increase/ decrease its output up to a certain 
rate per minute, which is called Ramp Rate or R egulation Capacity R esponse Rate. 
Ramp rate is defined based on the amount of regulation service the resource provides, 
R , and the regulation response time of the ISO , TR· More specifically, ramp rate is 
equal to R / TR . This implies that the resource should be able to provide all of t he 
reserve in one direction within TR minutes. Regulation response time is 5 minutes in 
PJM, NYISO , ISONE and Ontario, 10 minutes in CAISO and Alberta ISO , and 15 
in ERCOT of Texas (Kirby, 2004). As a result, the change in the RS signal is limited 
at each update, i. e., ly(t+~t) -y(t)l < ~'where~= ~t/(60TR) and ~tis in seconds. 
~ is also called Regulation Movement R esponse Rate. 
Lastly, the RS signal is considered to be Energy Neutral, which means the summa-
tion of y(t) values over an hour is equal to zero, i.e., 'L,'{'=1 y(t) ~ 0, where T = 900. 
Energy neutrality of the RS signal implies that the reserve provider 's average con-
sumption rate will be A. 
A sample RS signal from P JM data that belongs to an hour is displayed on Figure 
1·6. 
1.3.2 Qualifying Resources for Regulation Service Provision 
In order for a resource to be able to participate in RS provision, it must be qualified 
by the ISO via a test. In P JM, it is called "Area Regulation" t est and used to both 
certify the resource and verify its regulating capability. The test takes 40 minutes 
and the resource is expected to follow the RS signal by modulating its output. The 
resource must score over 75% in three consecutive tests according to the performance 
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Figure 1·6: Sample RS Signal Data from P JM 
score of P JM. The shape of the RS signal in the Area Regulation test for traditional 
resources (RegA) is shown in Figure 1·7 and for dynamic resources (RegD) is shown 
in Figure 1·8. 
If a resource's 100-hour rolling performance score falls below 40%, it will be dis-
qualified and must re-qualify by taking the Area Regulation test to be able to offer 
RS reserve in the market . 
1.3.3 Offering Regulation Service Reserves in the Hour Ahead Markets 
A qualified resource must submit a regulation offer to the ISO in the Day Ahead 
Market in order to provideRS reserve in a specific hour of the next day. A regulat ion 
offer is roughly a price quantity pair. More specifically, the resource must submit: 
1. Regulation Capability: This corresponds to the amount of RS reserve the re-
source is willing to provide, which is denoted by R in our convention. This 
information is submitted together with the regulation midpoint , A. For gener-
ating units , rather than a single point , an energy dispatch range is specified. 
2. Regulation Price: This part includes two types of price offer: a) Regulat ion 
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Capacity (or Capability) Price: This pnce compensates the additional cost 
incurred by the provider by selecting to offer a RS reserve R and having to 
operate at consumption/ generation levels different than its average. In other 
words, it is about the magnitude of R. b) Regulation Movement (or Perfor-
mance) Price: This price compensates the cost associated with t he anticipa-
t ion of having to modulate its consumption/generation in real-time over the 
interval [A - R, A + R]. It is quantified by the expected trajectory length 
l::.iy = l:f=o IY((i + 1)/::.it)- y(il::.it)i per kW. 
When t he market is cleared, clearing prices for Regulation Capacity and Regulation 
Movement are determined. We denote the clearing prices by 1r0 and 1fP , respectively. 
Therefore, the income due to provision of R kW RS is given by (1r0 + 1rP l::.iy) R. In 
our numerical experiments , we will assume that the resource has an estimate for l::.iy 
based on the historical ISO data, and it estimates a single price 1f = 1r0 + 1rP l::.iy. 
In P JM, a cost-based price offer must be submitted. The ISO provides a guideline 
for estimating the addit ional costs that the resource incurs due to providing RS 
reserve. Based on t hese cost estimates, t he price offer is restricted. For this reason , in 
this dissertation , the problem of the price offer selection will not be addressed . Once 
the offer is submitted in the Day Ahead Market, the resource can usually update the 
Regulation Capability part of its offer unt il 60 minutes before the operation hour. 
Therefore, we will be referring to the Hour-Ahead Market as the market where the 
RS reserve providing resources are scheduled. 
When PJM receives the offer, it calculates an Adjusted Total Offer Cost (ATOC) 
based on the resource offer , its capabilities and historical performance. More specifi-
cally, ATOC is inversely proportional to the historic performance score of the resource 
(the lower the score, t he higher the cost), and B enefits Factor of the offered resource. 
Benefits Factor translates the dynamic signal (RegD) response into the traditional 
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signal (RegA) response, and it is assigned to each dynamic resource differently. Ben-
efit Factor is defined as "the marginal point on the benefits factor function that aligns 
with the last MW that specific resource will add to the dynamic resource stack." In 
short , the higher the Benefit Factor is the lower the ATOC of the resource. ATOC 
is directly proportional to lost opportunity cost of the resource, which is roughly the 
inefficiency in the resource's operation due to providing RS reserve. This is mostly 
valid for generating resources. Lastly, ATOC is directly proportional to the price offer 
of the resource. 
After calculating ATOC for each resource , corresponding Rank Prices of the re-
sources are obtained by dividing the ATOCs by R. Then, the resources are scheduled 
for RS provision starting from those with the lowest rank. 
In order to penalize the imperfect RS provision performance, the resource 's income 
is multiplied by the performance score assessed by the ISO. In this study, however, 
we prefer to use cost functions as described by Equation 1.2 rather than calculating 
a performance score. Obviously, when calculated in that form , cost may exceed the 
income. However, our purpose here is to reflect in the cost function the potential cost 
of losing RS provision qualification , and increasing the Adjusted Total Offer Cost for 
future offers. 
This concludes the discussion about provision of Regulation Service. In the next 
section, we will precisely define the scope of our research. 
1.4 Contribution of Dissertation 
1.4.1 Scope of the Research 
As mentioned before, the rate of integrating renewable energy resources into the 
US power system is increasing rapidly. Although renewables are providing economic 
energy supply options, their volatility and intermittency can prima facie result in 
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prohibitively-high-cost for securing reserves needed to guarantee instantaneous energy 
balance and power system stability. This dissertation focuses on low-cost, load-side 
provision of Regulation Service (RS) reserves, a critical type of bi-directional Capac-
ity Reserves secured routinely in the Hour Ahead Markets by Independent System 
Operators (ISOs). These Reserves, which are today provided by expensive and en-
vironmentally unfriendly centralized fossil fuel generators, must respond to dynamic 
ISO broadcasted signals. To overcome the possibly prohibitive cost of providing the 
additional reserve needs, which are certain to accompany a significant increase in re-
newable generation resources , we investigate the task of providing the key Regulation 
Service Reserves from Smart Building/Neighborhood Operators SBOs/SNOs. 
An SNO that is willing to participate in the power market needs to perform two 
tasks: (i) For a given level R of promised reserves, determine the feasibility and the 
associated expected costs of responding optimally to the aforementioned unantici-
pated dynamic RS signal, and (ii) using these average costs for a given R, determine 
the optimal R* that should be offered to the market. We name the first task as "De-
mand Management Problem," and the second task as "Optimal RS Reserve Offering 
Problem." These tasks are interrelated since the minimum average cost achievable 
by the demand management for a given hour-ahead bid is essential to solving the 
optimal RS reserve offering problem. To this end, this dissertation develops a deci-
sion support framework with relevant problem solution techniques that enable Smart 
Building/Neighborhood Operators to perform the above two tasks and thus become 
demand response providers through full participation in competitive power markets 
that co-optimize energy and reserves. 
1.4.2 Literature Review 
The topic of RS provision by load-side is becoming increasingly popular among re-
searchers over the last decade for a number of reasons. First of all , as mentioned 
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before, high penetration of renewables that increase the volatility in the power system 
has motivated researchers to focus on utilizing the flexibility in loads for stabilizing 
the frequency. Secondly, recent advances in communication technologies have made 
it feasible to control electricity consuming appliances in residential and commercial 
buildings, and promoted the load side as an alternative reserve provider. And finally, 
the increasing number of Electric Vehicles (EVs) with their electricity storage units 
being connected to the grid creates an opportunity to utilize them to support the 
reliability of the power system. 
We can cluster the types of approaches for the demand management problem in the 
literature under two categories: (i) The direct load control approach , where the power 
consumption of the appliances are directly controlled by a cent ral operator. In this 
approach, it is the central operator who observes the frequency of the grid or receives 
the RS signal, and the loads do not monitor the power system energy balance. In 
the studies that adopt this approach, most of the time, it is assumed that the central 
operator knows the user preferences for the appliances and it can also observe their 
states partially or completely. The operator accordingly sends commands to each 
appliance to instruct them whether to turn on or off. (ii) In the indirect load control , 
loads observe either ISO 's RS signal (or the grid frequency) directly or the control 
signal of a central operator who aims to influence the load consumption in response 
to the frequency deviation of the grid . Then , each load interprets this information 
together with the state it is in , and decides whether to turn on or off. An example 
of indirect control is to move the lower bound of the deadband of a heating zone, 
where the heating zone compares the room t emperature with the updated deadband 
to decide whether to consume energy or not. We can further categorize the studies 
under the indirect control approach depending on the information that loads receive. 
a) Loads may directly observe the RS signal (or the grid frequency), b) electricity 
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prices may be changed dynamically to influence electricity consumption , where the 
loads are considered to be price responsive, or c) a Smart Building/Neighborhood 
Operator observes the RS signal and broadcasts a control signal to the loads in order 
to influence the aggregate consumption. As we review the literature next, we sp ecify 
what type of approach is used in each study. 
We first provide the literature on indirect load control. In one of the pioneering 
works in power systems literature on price-based control of loads, Schweppe (1978) 
makes a projection of the power system of 2000s and proposes a hierarchical control 
st rategy for the system. In the same paper, the idea of load Demand Response is 
introduced and the feasibility of integrating the consumer generation to the power 
system is discussed. Caramanis et al. (1982), as another seminal work, define the new 
concept of "spot pricing" of electricity as a load management t echnique, which is later 
extended by Bohn et al. (1984) and Schweppe et al. (1988). In another early exam-
ple of indirect load control , Berger and Schweppe (1989) discuss the use of real-time 
prices to assist in t he control of frequency and tie-line deviations in electric power 
systems. Using a feedback control law, t he authors also propose price policies t hat 
reflect t he underlying physical relationships of the power system. In Lu and Chassin 
(2004) , the authors develop a st ate-queuing model to analyze t he price response of 
aggregated loads consisting of TCLs. Similarly, Lu et al. (2005) focus on modeling 
uncertainties in aggregated TCLs again using a state queuing model. In t hese studies, 
T CL set points are changed to modulate t he consumption. In Short et al. (2007), t he 
authors propose a self cont rol procedure for refrigerators t hat directly observe t he grid 
frequency, and simulate the grid with a large number of frequency-responding refrig-
erators integrated . The frequency stability is shown to be significantly improved with 
t he integration of smart refrigerators. Molina-Garcia et al. (2011) est ablish t he gen-
eral shape and bounds on t he relationship between the aggregated demand responses 
27 
provided by active loads with respect to the system frequency deviation. So, in t his 
study, loads directly observe and respond to the grid frequency in a manner t hat is 
similar to a generator response. Xu et al. (2011) experiment various control strategies 
for TCLs that respond to the grid frequency, where the strategies change the TCL 
setpoints based on the deviations in the frequency. Galus et al. (2011) propose a 
Model Predictive Control strategy for tracking a RS reserve signal by groups of plug-
in hybrid electric vehicles (PHEVs), controllable thermal household appliances under 
a duty-cycle coordination scheme, and a decentralized combined-heat-and-power gen-
eration unit. The control strategy allows the inclusion of unit and grid constraints, 
and the varying availability of the units during the day is also taken into account. In 
Mathieu and Callaway (2012) and Mathieu et al. (2013), t he authors aim to control 
aggregated consumpt ion of T CLs for the cases when measured load state information 
(e.g. , power consumpt ion and temperature) is 1) available in real time; 2) available, 
but not in real time; and 3) not available via broadcasting control signals . They use 
Kalman filtering for state estimation. Callaway (2009) proposes TCL setpoint control 
methods that leverage the existence of system diversity and use physically-based load 
models to inform the development of a new theoretical model that accurately predicts 
even when the system is not in equilibrium changes in load resulting from changes in 
thermostat temperature set points. Kamgarpour et al. (2013) propose three classes 
of models that approximate aggregate TCL dynamics, namely a Markov chain ab-
straction, a constraint satisfaction formulation via satisability modulo theory and a 
TCL population model for analyzing arbitrage potential. In another study, Zhang 
and Lu (2013) evaluate the performance of a centralized load controller designed to 
provide intra-hour load balancing services using air conditioning units. In this study, 
the impacts of lockout t imes, ambient temperatures, heat gains, and two-way com-
munication delays on the demand-side management performance are also modeled. 
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Finally, in Meyn et al. (2013), a Markov Decision Process model is introduced for 
an individual pool pump. Then, t he authors propose a randomized control architec-
t ure, motivated by the need for decentralized decision making, and the need to avoid 
synchronization that can lead to large and detrimental spikes in demand. 
Now we review the papers that use direct load control approach. As an early 
example of this approach, Stitt (1985) discusses different aspects of a successful im-
plementation of a large-scale direct control system, such as hardware reliability, cost 
effectiveness, consumer acceptance etc. Mcintyre et al. (1985) present a direct load 
control experiment in t he Omaha Public Power District, which focuses on reducing 
the peak demand by transmission of a control signal to users via telephone. In Lu 
(2012) , the authors investigate t he potential of providing reserve via using aggregated 
HVAC loads. They propose a direct load control algorithm to manage the demand, 
and use a temperature-priority list to dispatch t he loads optimally while maintaining 
user-desired indoor temperatures and load diversity. Kondoh et al. (2011) propose a 
direct load control algorithm to aggregate t he water heater load for t he purpose of 
regulation. The authors develop a dual-element electric water heater model that ac-
counts for both thermal dynamics and users ' water consumption. Wang et al. (2012) 
utilize a hierarchical charging management strategy for plug-in hybrid electric vehicles 
(PHEV s) to provide RS reserve. In t his strategy, according to frequency deviation 
in t he grid, a dispatching center sends control signals to charging management cen-
ters to increase or decrease the charging loads in the center . In t he paper, consumer 
satisfaction is also taken into account. In Pourmousavi and Nehrir (2012), a smart 
microgrid operator monitors the frequency of the grid, t hen uses an adaptive hill 
climbing control algorithm to modulate the demand of a population of generic loads, 
where the algorit hm aims to minimize the amount of manipulated load. In Zhang and 
Baillieul (2012) , the authors propose a packetized direct load control solut ion , where 
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the term "packetized" refers to a fixed time energy usage authorization. The solution 
is illustrated by an application to air conditioning temperature control. Different from 
this study where the smart building operator can obtain continuous state informa-
tion from local appliances, Zhang and Baillieul (2013) focus on a scenario where the 
building operator receives binary information an energy request by an appliance if it 
wishes to consume or an energy withdrawal if the desired consumption is completed. 
In Hao et al. (2013), the authors study aggregate modeling, characterization, and 
control of Thermostatically Controlled Loads (TCLs) for RS reserve provision. The 
authors propose a generalized battery model for aggregating exibility of a collection 
of TCLs, and provide a theoretical characterization of the aggregate power limits and 
energy capacity of TCLs. 
Among the studies on the demand management problem, we would like to elab-
orate on the following studies in particular. In Lu and Chassin (2004), assuming a 
perfectly diversified load before the price response, the authors show that TCL set-
point changes in response to the market price will result in a redistribution of TCLs in 
on/ off states and therefore change the probabilities for a unit to reside in each state. 
They emphasize that a randomly distributed load can be partially synchronized and 
the aggregated diversity lost, and the loss of the load diversity can then create un-
expected dynamics in the aggregated load profile. In our work, as will be explained 
later in detail , we propose a TCL response strategy that preserves load diversity. 
The work in Meyn et al. (2013) appeared towards the end of the preparation of this 
thesis. In that study, the authors adopt a philosophy that is very similar to ours: 
They randomize the pool pump control to avoid synchronization of loads. However, 
our work is different in the sense that it also emphasizes t he resilience of the control 
to the changes in load population. 
In the literature of Regulation Service provision, to the best of our knowledge, an 
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optimal RS offering problem has not been addressed, except by our study in Bilgin 
et al. (2013). The studies in the literature focus on how many small loads are needed 
to provide a certain amount of reserve, e.g. Kondoh et al. (2011) , which do not 
consider ramp constraints imposed by ISO guidelines. 
1.4.3 Contribution of the Research 
The Philosophy of the Dissertation on RS Reserve Provision by Flexible 
Loads 
In this section, we present six pillars of the philosophy of this dissertation on enabling 
demand side as RS reserve provider. 
i) In some of the studies in literature on demand management for RS provision, 
researchers propose self-control procedures for flexible loads that directly observe the 
RS signal (or grid frequency) and respond accordingly by adjusting their consumption. 
On the other hand, other papers prefer to modulate the demand via a centralized 
controller, in which case it is the centralized controller who observes the RS signal (or 
grid frequency) and broadcasts a control signal to the loads. In the latter case , the 
centralized controller is often named as Smart Microgrid/ Building/ Neighborhood 
Operator (SMO, SBO, SNO) , among which we pick the term SNO. We adopt the 
second approach for three reasons. First , using an intermediate controller increases 
the capability of modulating the demand. This is simply because an SNO enjoys a 
broad set of available control policies that already includes the option of conveying 
the RS signal directly to the loads. Second, an SNO would have a broader visibility of 
the system compared to an individual load, and can make decisions that are better for 
the overall system. Note that this does not necessarily disturb the load users, which 
will be explained later. Third , we believe that the former approach is an obsolete one 
and belongs to days where individual loads were encouraged to subscribe to Demand 
Response programs via long t erm contracts. The trend today is to participate in the 
31 
power market for reserve provision, which is more efficient than the former approach 
since a reserve providing resource utilizes the most recent information about it 's 
condition and can make better decisions while offering reserve in the market. Given 
that, it is simply impractical for each load to send an offer to the market every day. 
On the other hand, an SNO can offer RS reserve in the market in the meaningful 
amounts since it would be modulating the aggregate consumption of many small 
loads . For all these reasons, in this dissertation, we aim to manage the flexible load 
demand via a smart controller, SNO. 
ii) An SNO can use a direct control approach or an indirect control approach in 
order to modulate the demand. This dissertation promotes the use of an indirect 
control approach for the following reasons. In the direct control approach, an SNO 
needs to know about the user preferences and the state of each load, and then should 
process this information in a huge optimization problem, which needs to be re-solved 
as the system dynamics change. On the other hand, indirect control of demand 
allows distributed decision making at each load's own controller , and reduces the 
computational burden on the SNO as well as the required amount of communication 
between the SNO and loads. In this case, the SNO does not need to know the state 
of each individual load, or the user preferences for the load , as we will elaborated on 
next. 
iii) From our point of view, an SNO should be able to modulate the aggregate 
consumption of a load population with minimal knowledge of the system state and 
dynamics. This is because observing the state of each load is impractical, and the 
system dynamics and/ or the user preferences may change at any time. Leveraging 
the advantages of indirect control approach, in this study, we gradually build an 
adaptive control algorithm that observes only the RS signal value and the aggregate 
load consumption. 
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iv) We believe that RS reserve provision by load side should be in a non-disruptive 
manner for the users of loads. In other words , this dissertation prioritizes consumer 
satisfaction over reserve provision. For example, the temperature in a room, which is 
equipped with a heating zone that is participating in reserve provision, should never 
go out of the deadband that is preset by the user for the sake of stabilizing the grid 
frequency. The opposite would discourage consumers from participating in reserve 
prov1s10n. For this reason, in the dissertation, we propose a "Smart Thermostat" 
design for Duty Cycle Appliances (DC As) in Chapter 4 that both responds to the 
control signals of the SNO and respects the consumer dead band preferences and DCA 
equipment safety requirements. 
v) This dissertation pays special attention to the practicality of the demand man-
agement algorithms/policies. Therefore , the reader will notice a transition from a 
more theoretical approach to a practical one along Chapters 2, 3 and 4. 
vi) Following from the previous point, it is essential for a demand management 
algorithm to be resilient and robust to the changes in load population. The adaptive 
control algorithm of Chapter 4 is shown to be a resilient one via numerical experi-
ments , which makes it a promising candidate for practical implementations. 
Contribution to Power Systems Literature 
This dissertation makes the following contributions to power systems literature. Chap-
ter 2 extends the work in Paschalidis et al. (2012a) and Paschalidis et al. (2012b), 
which are motivated by the work in P aschalidis and Tsitsiklis (2000) that is on the 
congestion-dependent pricing of network services and have inherited some character-
istics of the internet service provision problem. Our RS reserve provision model in 
Chapter 2 uses the consumption and pricing models of these studies; however , it em-
ploys very different framework in terms of the relationship between ISO and SNO. 
In our model , rather than assuming Poisson arrivals of the RS signal, the signal is 
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updated at discrete time instances with constant intervals , which is aligned with the 
current ISO practices. In addition, the RS signal is modeled as an exogenous process 
that is independent of the actions of the SNO in order to reflect the fact that a single 
SNO is not big enough to affect the energy balance in a whole system. In order to 
model the RS signal dynamics, we propose a two-dimensional Markov chain model , 
where one of the dimensions represents the value of the signal while the other captures 
the up or down "trend" in the signal. The transition matrix of this Markov chain 
is calibrated on historical ISO data. In most of the previous studies, the RS signal 
was simulated either using historical data directly or with arbitrary transition rates. 
Using this foundation , in Chapter 2, we present a Dynamic Programming (DP) model 
for RS reserve provision by flexible distributed loads. While discussing the contribu-
tion of the dissertation to the control theory literature in the next section, we will 
elaborate on the solution algorithms developed for the DP problem. 
As mentioned before, indirect control of loads is criticized by Lu and Chassin 
(2004) since this type of approach synchronizes the loads after some time, which 
causes the control algorithms to fail. In Chapters 3 and 4, we gradually develop 
an indirect control approach that sustainably tracks the RS signal by modulating 
the aggregate load consumption while preserving the load diversity. Another point 
is that we propose control algorithms for SNOs that utilize minimal knowledge of 
load population characteristics and state. Namely, SNOs observe only the aggregate 
consumption of loads and do not assume availability of any state information of indi-
vidual loads. In this respect , our work distinguishes itself from most of the literature. 
In Chapters 3 and 4, we exclusively focus on Duty Cycle Appliance (DCA) types 
of loads , where we simulate each individual DCA in the system using Newton 's law 
of cooling. In Chapter 3, we use a Reinforcement Learning architecture to obtain a 
control policy for the SNO. In the same chapter, several control response strategies 
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for DCAs are experimented. Based on the results that show the success of random-
ized load responses, in Chapter 4, we propose a "Smart Thermostat" design that 
instructs DCAs to monitor the SNO control at a rate that increases with the time 
spent in an "on" or "off" state. When monitoring the SNO control, a DCA decides 
to turn on or off probabilistically, which helps to prevent the synchronization in the 
DCA population. This "Smart Thermostat" design is accompanied with an adaptive 
control algorithm, which implicitly utilizes the stickiness of the RS signal and DCA 
consumption. The real success of this algorithm is that it tracks the RS signal well 
even after sudden changes in the DCA population dynamics, whereas the studies in 
the literature mostly focus on how loads react to the sudden changes in grid frequency. 
Our adaptive control algorithm performs well in either cases. 
The user interface (UI) that we built to facilitate the experimentation of the 
control algorithms and DCA response strategies deserves special attention. Through 
this UI, one can crate a DCA population that consists of different DCA classes , chose 
different control algorithm and DCA response strategy combinations, and simulate the 
reserve provision and load response to the RS signal. The UI displays the frequency 
distribution of the load states , the RS signal tracking performance and the associated 
cost. Chapter 3 describes the UI in more detail. 
Finally, in Chapter 5 we formulate SNO's optimal RS offering problem the Hour 
Ahead Market, to the best of our knowledge, for the first time in the literature. The 
objective of the optimization problem is to maximize SNO's profit with respect to 
constrains that guarantee SNO's capability of tracking ramps in the RS signal with 
a certain level of confidence. 
Contribution to Control Theory Literature 
This dissertation contributes in the control theory literature in the following ways . 
The DP problem formulated in Chapter 2 is first solved via Linear Programming 
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(LP) with the control space being discretized. The LP solution becomes intractable 
as the problem size grows, which leads us to use approximate solution methods. More 
specifically, in Chapter 2, we first propose a modified Actor-Critic algorithm that is 
adapted from Estanjini et al. (2012) and works with a continuous and bounded control 
space in a way that is more efficient than Williams (1992) , Doya (1997) and Kimura 
et al. (2001). Then, we present a novel Approximate Policy Iteration (API) algorithm 
that solves Dynamic Programming problems with parametrized control, in a shorter 
time compared to the well known Linear Programming solution and with a better 
cost compared to the actor critic algorithm. Finally, the adaptive control algorithm 
presented in Chapter 4 leverages the power of law of large numbers to track the RS 
signal. As mentioned. above, this algorithm is easy-to-implement, and resilient to 
sudden changes in the dynamics the load population it manages. 
1. 5 Dissertation Outline 
We begin presenting the research starting with the optimal demand management 
problem of an SBO (or SNO), who has been scheduled for RS service provision, 
in Chapter 2. To this end, we first present a queuing-like consumption model for 
generic flexible loads, and a Markov chain model for RS signal dynamics. Then, we 
describe the Dynamic Programming (DP) problem of responding optimally to ISO 
RS signals so as to balance the signal tracking error against the expected utility of the 
consuming loads, and then propose and implement an Approximate Policy Iteration 
and a modified Actor-Critic algorithm to solve for the optimal policy. In Chapter 3, we 
focus on Duty Cycle Appliances (DCAs), and particularly on heating zones. We leave 
the queuing model used in Chapter 2 away, and use a realistic thermodynamics model 
to represent DCA dynamics. Since the resulting population behavior is hard to model, 
we solve the demand management problem using Reinforcement Learning (RL) , which 
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is often referred to as "model-free" approach. In Chapter 4, we propose a smart 
thermostat design and drive it by an adaptive control algorithm, an approach that 
performs particularly well in a general setting of duty cycle appliances where system 
dynamics and dynamically changing consumer preferences are not known , or observed 
beyond aggregate appliance consumption. In Chapter 5, we develop a decision support 
framework that assists SNOs to bid optimally in a competitive Hour Ahead market. 
This framework is based on (i) careful statistical analysis that uses tracking error 
and expected utility variance characterization derived in the analysis in Chapter 2 to 
determine linear probabilistic constraints on the maximal quantity of RS reserves that 
the SNO can provide without violating ISO signal tracking error tolerances, (ii) use of 
the analytic properties of the optimal dynamic ISO RS signal tracking policies as well 
as numerical results derived in Chapter 2 to estimate the parameters of a describing 
function that relates the SNO offered reserves, R, to average utility and tracking 
error costs expected during the hour, and (iii) selects the optimal level of reserves 
that optimizes Hour Ahead clearing price based revenues minus average hourly costs 
from implementing the optimal dynamic policy subject to linear constraints on R 
derived in (i) . We finally conclude the dissertation with Chapter 6. 
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Chapter 2 
Model Based Approach for Provision of 
Regulation Service Reserve 
This chapter addresses t he demand management problem defined in Section 1.4 .1 from 
a "model based" point of view, i.e., assuming that the problem can be formulated 
as a perfect state information stochastic dynamic programming problem with known 
sate dynamics and allowable control sets. Specifically, in this chapter: 
(i) In section 2.1, we focus on a specific example of a characteristic flexible load 
consisting of duty-cycle type heating and cooling appliances. We describe the opera-
tional characteristics of the appliances and define an occupant-programed thermostat 
which switches among active and idle appliance states in response to SBO broadcasted 
price signals while C?bserving embedded operating rules designed to avoid undesirable 
behavior such as chattering and synchronization . The problem t hat reflects the de-
mand management is t hen formulated. (ii) In section 2.2 we explore properties of 
the demand management problems average cost components, such as average ap-
pliance utility under dynamic pricing, and, derive key monotonicity and convexity 
properties of the demand management problems optimal dynamic policies associated 
with passing a market participation qualification test. (iii) In section 2.3 we detail 
t hree solution approaches: a) Discretization of the price control set and use of a well 
known. albeit non-scaling with problem size LP-based solution method, b) Analytic 
functional approximation of the price policy that avoids discretization and hence in-
troduces scalability since the search is no longer over a potentially increasing discrete 
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set of policies but over a limited set of parameters involved in the functional approxi-
mation. We extend Actor Critic algorithms proposed in the literature to capture the 
specific to our problem allowable control policy bounds, c) Development of a novel 
Approximate Policy Iteration algorithm that addresses the same functional approxi-
mation of the continuous price policies used in the Actor Critic algorithm developed 
as above but demonstrates better accuracy, convergence consistency and lower com-
putational requirements. (iv) In section 2.4 we provide a spectrum of numerical 
results and computational experience that demonstrate the veracity of the properties 
explored in section 2.2 and the relative performance of the three solution approaches 
of section 2.3. (v) In section 2.5 we conclude on the "model based" formulation of 
the demand management problem, comparing solution approaches and commenting 
on the advantages and disadvantages of the "model based" problem formulation. 
2.1 System Model and Problem Formulation 
In this section, we first present the model underlying the SBOs demand management 
problem, namely the flexible loads response to SBO control actions. To improve 
fluency and engage the readers intuition, we focus on a typical paradigm where the 
flexible load controlled by the SBO represents the total power consumption rate of 
similar, though not identical, active duty cycle appliances. Appliances , which can be 
active or idle at a given point in time, serve space conditioning zones. The active 
or idle state of an appliance is decided by occupant-programmable thermostats that 
also observe reasonable operating rules described below. We then model the RS signal 
dynamics that represent the ISO interaction with the SBO, and finally formulate the 
resulting Stochastic Dynamic Programming problem. Since the demand management 
problem inherits the energy and reserve bids scheduled in the hour-ahead market , it is 
assumed that the average consumption rate , denoted by A (kW), and the maximum 
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RS reserves, denoted by R (kW), are given. 
2.1.1 Consumption Dynamics and Utility 
Consider a Smart Building (SB) with N duty cycle appliances (e.g. heating or cooling 
zones , refrigerators , etc.), n(t) of which are "active", i. e., consume electricity at time 
t, each at an average rate of r kW, while N - n(t), are "idle" and do not consume 
electricity at timet. We define the transition of an appliance from idle to active as a 
"connection", and the transition from active to idle as a "disconnection" . When an 
appliance connects, its controlling thermostat is designed to ensure that it remains ac-
tive for an exponentially distributed time with average 11 1-l · This rule is programmed 
in the t hermostat to avoid undesirable chattering, synchronization, and exceedingly 
short active status duration. In addition , to avoid immediate switching back to an ac-
tive state , each appliances thermostat is designed to consider or reconsider connecting 
after an exponentially distributed time delay with average 1 I )... a. 
Utility: When the thermostat of an idle appliance i considers connecting at time 
t , it proceeds to connect if and only if the occupants utility exceeds the price u(t) 
broadcasted at timet by the SBO. The "utility" level of appliance i , <Pi(t) at timet 
represents the occupants "value for connecting", i.e., the value measured in dollars 
for connecting and consuming at the rate r for an exponentially distributed time 
period with average 1 I 1-l · It is reasonable to consider that <Pi ( t) will be a function of 
the appliance i heating zone temperature at time t, Ti(t), a point in the occupants 
comfort interval [Tmin,i, Tmax,J When Ti(t) is closer to Tmin,i during the cooling 
season, </Ji (t) should be high , and when it is closer to Tmax <Pi(t) should be low. 
Similar arguments may be made for other flexible loads. For example, an EV owner 
interested in charging its EV battery in a SB garage, will have a utility that is high 
when t is close to its desired departure time, low otherwise. We denote an individual 
appliance i utility at timet by </Ji(t) E [0 , UM], where UM > 0 denotes the maximum 
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utility of the appliance when Ti(t) = Tmax,i· 
The Smart Building Operator (SBO) can influence the rate at which idle appli-
ances connect by broadcasting "price" u(t) E [0, UM]. Idle appliances considering to 
connect recall this happens in exponentially distributed time intervals with average 
1/ ,\a ~ will be more/less likely to connect if the price is low /high since more appli-
ance utilities will have higher/lower utilities than u(t). Note, however, that given the 
thermostat rules , the rate at which active appliances disconnect can not be influenced 
by the SBO. 
We assume that the SBO broadcasts a price u(t) which is updated as frequently 
as the ISOs RS request signal, y(t) , as discussed in detail in Section 2.1.2 , namely in 
D..t second intervals. For n(t) active and N- n(t) idle appliances at timet , the total 
rate at which the idle appliance population monitors the price at time t is given by 
(N- n(t)) ,\a . Consider now the utilities of the idle appliances monitoring the SBO 
price , {¢1(t), ¢ 2 (t), ... , ¢J(t), ... , ¢;(t)} where J = (N- n(t)). Given that each idle 
appliance is equally likely to monitor the SBO price at time t due to the identical 
and independent exponential distribution of time between monitoring events, these 
utilities are statistically equivalent to a random sample of size J selected from N -n(t) 
idle appliances at time t. We can construct the frequency histogram of utility samples 
grouped in small intervals D..u spanning the segment [0, UM]. For large N - n(t) 
the histogram normalized by J converges to a p.d.f. <I>(¢(t)) as D..u approaches 0. 
<I>(¢( t)) characterizes a random process ¢( t) representing the utility of a randomly 
selected idle appliance at time t . The rate of idle appliances connecting when the 
SBO broadcasts price u(t) can be now expressed as ,\a (N- n(t)) Pr{¢(t) 2:: u(t)}, 
where Pr{¢(t) 2:: u(t)} is given by <I>(¢(t)) . Use of <I>(¢(t)) simplifies immensely 
the description of the dynamics of n(t) which would otherwise require that the state 
includes all of the individual idle appliance utilities ¢i(t), Vi. Given the relationship 
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of cPi(t) and individual idle appliance space conditioning zone temperature Ti(t), ¢(t) 
varies over time in a manner that is similar to that of the p.d.f. of 7i(t) over all 
appliances i. We describe below conditions under which ¢(t) can be approximated 
reasonably by a time invariant p.d.f. that is constant over the random variable's 
range , hence uniform, over [0, UM]. 
Assumption 2.1. n(t) takes values in a bounded range such that nm::; n(t) ::; nM , 
where nM- nm = 2R/r and nM- nm « N- nM. 
When n(t) takes values in , nm ::; n(t) ::; nM , where nM- nm « N- nM and 
(N- nM)j(N- nM) ~ 1, it is reasonable to approximate (N- n(t)) ).a by a time 
invariant constant ).M = (N- (nm + nM)/2) >.a , and <I>(¢(t)) by a time invariant 
uniform distribution over [0 , UM]. The assumption above holds under weather and 
time invariant building heat loss conditions that result in duty cycle appliances being 
active a small fraction of the time rendering n(t) « N, and, in addition, hour ahead 
market bids of RS levels that are relatively small, resulting in 2R/r = nM - nm « 
N - nM. We have verified the veracity of the assumption with extensive simulation. 
We summarize the consequence of the discussion as follows. 
Assumption 2.2. At any given time t , the utility of an idle appliance is determined 
by drawing a random number that is uniformly distributed in [0, UM]. 
Therefore, we simulate a random variable ¢ from a time invariant uniform prob-
ability distribution over the interval (0 , UM). 
The uniform distribution assumption is reasonable for a control policy that is 
strongly correlated to the zero average regulation signal y(t) -as will be discussed 
later- with N large relative to both R/r and the average n(t). The latter conditions 
hold when R is smaller than A , for example R ::; A/4, and appliance duty cycles 
are short, for example on average the appliance is on 1/4 of the time or less. Sim-
ulations of heating zone temperature variations , under the above conditions, verify 
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the uniform assumption. For large R and longer duty cycles, and/or for demand 
response that aims at providing tertiary reserves rather than the secondary reserve 
RS considered here , the uniform assumption ceases to be valid as shown in Koch 
et al. (2011); Mathieu and Callaway (2012); Chassin and Fuller (2011). Nevertheless, 
results reported here are valid for the provision of RS under a wide range of smart 
building sizes and duty cycle appliances. 
Poisson connections and disconnections during flt: Due to Assumption 
2.2 , the probability of an idle appliance's utility being greater than the price at time 
tis Pr{¢ 2:: u(t)} = 1- u(t)/UM. Therefore , the probability that an idle appliance 
connects when it observes the price u(t) at time t, is also 1 - u(t)/UM. Given 
the maximal price monitoring rate >.. M, the total rate of connections at time t is 
>..(t) = )..M (1- u(t)jUM). 
For the dynamic connection rate >..(t) and the constant disconnection rate per 
active appliance f.L, the controlled dynamics of n(t) coincide to the dynamics of an 
M/ M/oo queue with Poisson arrivals with time varying rate >..(t) = )..M (1- u(t)/UM) 
and departure rate n(t)f.L. Note that the arrival rate is constant between price up-
dates. Moreover, if a constant price u E [0, UM] is broadcasted over consecutive time 
intervals , the arrival rate over this period is>..= >..M (1- u/UM), i.e ., time invariant, 
and the steady state distribution of n(t), as t ---t oo, is Poisson with rate >.. / f.L (Feller , 
1967). 
Finally, we consider the utility an idle appliance realizes when it becomes active 
as a benefit that adds to the buildings "social welfare", which the SBO is interested 
in maximizing. The utility realized by an appliance that becomes active at time t 
is given by IE[¢1¢ 2:: u(t)] = (u(t) + UM)/2 rendering the expected rate of utility 
realization equal to 
(2.1) 
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2.1.2 Modeling Regulation Service Signal Dynamics and Tracking Cost 
ISOs manage in real time the RS reserves procured from multiple suppliers in the 
Hour Ahead Market, by broadcasting a single RS signal y(t) E [-1 , 1] updating it in 
l::!..t second intervals. 1 
Assumption 2.3. The RS signal broadcasted by the ISO is Energy Neutral over an 
hour, i.e. , 2:,'{=1 y(t) = 0, where T = 900 for l::!..t = 4. 
Assumption 2.3 implies that if the SBO tracks the regulation signal without error, 
its hourly consumption will almost certainly equal A kWh, namely the quantity it 
purchased in the hour ahead market. 
Figure 2·1 displays a sample of actual PJM RS Signal data over an hour. RS 
signal dynamics are captured well by a Markov chain model whose state space is 
two dimensional, where the first dimension is the value of the RS signal, y , and the 
second dimension is the "trend" or the "direction" of the RS signal, d, which we will 
elaborate on momentarily. This two-dimensional Markov chain (TDMC), is shown in 
Figure 2·2. 
The RS signal, y(t), may take any value in [-1 , 1] subject to a maximal ramp rate 
~::!.f). However, it is adequate to represent its probabilistic change by l::!..y = y(t+l::!..t)-
y(t) , where l::!..y is a discrete random variable taking values in the set {-~::!.f) , 0, l::!..y} , 
provided that probabilities with which l::!..y takes a value in that set are calibrated 
appropriately conditional upon the value of y( t) and the direction of its most recent 
change which constitutes an additional state variable. Figure 2·1 shows that RS signal 
dynamics exhibit monotonically increasing or decreasing sub-trajectories which we 
associate with upward or downward direction d( t) E { + 1, -1}. When d( t) = + 1, and 
y(t) is small, then Pr[l::!..y 2: Old(t) = +1] 2: Pr[l::!..y = -l::!..f)id(t) = +1], and vice versa 
for d(t) = -1. In short, the transition probabilities of y(t) depend on the value of d(t) 
1 Although t!..t may vary among different ISOs, we follow P JM practice setting t!..t = 4 seconds. 
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Figure 2·1 : SampleRS Signal Data from PJM 
as well as on the magnitude of y( t) that takes values in the discrete state space, i. e., 
y(t) E { -1 , -1+~y, ... , 0, ... , 1-~y, 1} . As y(t) approaches 1, its upward transition 
probability decreases to 0. Similarly downward transition probabilities decrease to 
0 as y( t) approaches -1. Finally, the dynamics of the trend, d( t) , are completely 
specified by the dynamics of y(t) as follows: 
{ 
Sgn{y(t + ~t)- y(t)} , 
d(t + ~t) = 
d(t), 
if y(t + ~t) =J y(t) 
if y(t + ~t) = y(t) , 
(2.2) 
where Sgn is the sign function . In order to calibrate the probability matrix of the 
TDMC , one needs to derive the state frequencies of the RS signal using historical ISO 
data, and count the number of upward and downward transitions in each state. 
Recall that the when the SBO purchases in the hour ahead market A kWh of 
energy and sells R kW of RS reserves, it promises to regulate its real time consumption 
during the subsequent hour so as to track the ISO RS signal by observing y(t) at time 
t and consuming at the rate of A+Ry(t) kW at time t+~t, i. e., it promises to achieve 
connected appliances n(t + ~t) , each consuming at the same rate of r kW, so that 
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Figure 2·2: Markov Chain Representation of RS Signal Dynamics , 
y E { -1 , -1 + L\y, . .. , 1- L\y, 1} , dE { -1 , 1} 
(n(t+L\t))r is close to A+Ry(t). To this end, the SBO's task is to influence the idle 
appliance connection rate by broadcasting an appropriate price u(t) over the period 
from t to t + L\t. To the extent that it fails to track the ISO RS signal exactly, the 
SBO is assessed the following tracking cost , 
r;, [(n(t + L\t)) r- (A+ Ry(t))] 2 L\t (2.3) 
where r;, ~ 0 is a fixed cost coefficient. We henceforth refer to (n(t + L\t)) r-
(A + Ry( t)) as the "tracking error". An optimal SBO price control policy must 
trade off optimally tracking cost against appliance user utility gained every time 
an idle appliance connects. In addition to contractually agreed upon tracking error 
penalties, the value of r;, reflects the fact that a RS reserve provider may lose its license 
to participate in the reserves market for exceedingly poor RS signal tracking (P JM, 
2013) . 
2.1.3 Related Dynamic Programming Problem 
The SBO 's objective is to minimize the average tracking cost in (2.3) minus the 
average utility gain given in (2 .1) . The Bellman equation characterizing the optimal 
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policy of the resulting discrete-time, finite-state, average cost infinite horizon Dynamic 
Programming (DP) problem is , 
h(n, y,d)+J min { IE [r,;((n+.6.n)r-(A+Ry)) 2 
uE[O,UMJ .C:.n,.C:.y ,d' lu,n,y,d 
-AM(!- u/UM) (u + UM) /2 + h(n + Lln , y + Lly, d') l} 
(2.4) 
where d' is the new direction, whose dynamics are described in Equation 2.2; .6.y = 
y(t + .6.t) - y(t) is an independent of price random variable described above; .6.n = 
n(t + .6.t)- n(t) is a random variable that depends on the price u(t) and equals the 
number of connections minus the number of disconnections in [t , t + .6.t] ; J represents 
the average cost per .6.t, and h(n, y, d) is the differential cost function (Bertsekas, 
1995). In this Bellman equation, without loss of generality, we take .6.t as our unit 
time (or equivalently we set .6.t = 1) , and therefore .6.t is dropped from the equation. 
Note that this Bellman equation is not uniformized as the system has hybrid stochastic 
dynamics. Namely, a constant price u(t) is broadcasted over the time segment [t , t + 
.6.t], at the end of which y(t) is updated according to a probability mass function 
(p.m.f). Moreover, .6.t is long enough for multiple connections or disconnections at 
reasonably positive probabilities obtained from the associated Poisson probability 
distribution. These determine .6.n by the end of the same time segment. The exact 
p .m.f. of the random variable .6.n can be obtained via the generating function of a 
birth-death process. Since this would result in a complicated expression, in order 
to facilitate the calculations, we fix the disconnection rate over [t, t + .6.t] to n(t)J.L 
and model the number of connections and disconnections as a Poison distribution 
using the relevant rates and and a fixed period .6.t. Since the probability of multiple 
connections/ disconnections exceeding a small maximum number is very small , we 
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limit them to that maximum and work with a small number of values that t:ln can 
take. Finally, the optimal price policy, u*(n, y, d) E [0 , UM], is a function of the state 
of the system, n, y , d. There exist allowable price controls, u E [0 , UM], for which all 
system states communicate. 
2.2 Analysis of the Model and Various Control Policies 
2.2.1 Impact of Dynamic Price Policies on Consumption and Utility 
In this section, we discuss the implications of having a dynamic price policy and 
how it affects the aggregate consumption and utility of the appliances. For this 
reason , we define a discrete time dynamic policy u(k) E [0, UM], so that u(t) = u(k), 
t E [ktlt, ( k+ 1 )t:lt], where k = 0, 1, ... , K -1 , with K t:lt = T. 2 In addition, we define 
1r E [0 , UM] to represent the static price policy of broadcasting a constant price, i.e., 
u(t) = n, t E [0, T] . 
Effect of Dynamic Prices on Consumption 
Proposition 2.1. The expected electricity consumption of all N appliances over the 
horizon [0 , T] is invariant to dynamic pricing policies u(k) that satisfy 
1 K-1 
K L u(k)t:lt = n , 
k=O 
(2.5) 
where T = K t:lt. 
Proof. The expected number of connections during [ktlt , (k + 1)tlt] is 
and the expected energy consumption associated with these connections is t:lt>..M (1-
u(k )/UM)r j p,, since r is the consumption rate of an active appliance and an appliance 
2T = 1 hour is a reasonable horizon given that RS reserves are secured for a time horizon of one 
hour . 
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is expected to stay active for 1/ 11 amount of time. Then, the expected consumption 
committed over [0 , T], denoted by IE[C[o,T] ], is 
(2.6) 
The result follows when -f< "2.:~=~1 u(k)tlt = 1r. 3 0 
The invariance shown above follows directly from the fact that the appliance 
connection rate is linear in the price u(t). Note that Assumption 2.3 guarantees that 
if the SBO can modulate n(t) to track the RS signal closely, the average consumption 
over an hour will be equal to A kWh, which is in fact the hourly electricity demand 
scheduled in the in the Hour Ahead market at the clearing price IIE. Substituting in 
Equation 2.6, we have A = _AM(1- IIEjUM)r/J.L. In other words, if it were not an 
RS reserve provider, the SBO would broadcast a constant price IIE. Proposition 2.1 
implies that in order to still consume on average at A kW while providing RS , the 
SBO has to employ a dynamic price policy which conforms to the condition that its 
time average is equal to rrE, i.e., ii = ~ foT u(t)dt = IIE . Defining).= _AM (1 - ujUM) , 
we derive the following corollary. 
Corollary 2.1. For sufficiently large _A M and K,, the following equation holds: 
A= 5.*r/J.L (2.7) 
where ~ * = ).M (1- u* jUM), u* is the optimal price policy, u* = ~ J: u*(t)dt and the 
problem horizon is T. 
Proof. For large K,, the tracking error penalty dominates the utility loss, and, for 
large enough _A M and Assumption 2.3, the optimal price policy u* results in average 
consumption rate of A kW. By Proposition 2.1 the dynamic pricing policy u* and the 
3 The proposition also holds when the price u updates are m ade in continuous t ime. This is 
evident when we consider tlt --+ 0. 
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static price policy u* result in the same average consumption. However , under static 
price policy u* , n( t) is equivalent to an MIMI oo queue which is Poisson distributed 
with mean ~*I J..L implying average consumption ~ *r I J..L = A. 0 
In Section 2.4.1 , Corollary 2.1 is verified numerically. 
Effect of Dynamic Price Variation on Utility 
Recall that u( k) represents a discrete time dynamic policy so that u( t) = u( k) , 
t E [k.6.t , (k + 1).6.t], where k = 0, 1, ... , K - 1, with K .6.t = T. We denote the 
time average of this dynamic price policy by 7f as above. Define E( k) as the deviation 
of the dynamic price policy from its time average, i.e., E(k) = u(k) - 7f. Now, we 
define t he random variable <Pf\ ,T2J as the total utility realized over the time interval 
[T1 , T2] , T1 < T2 , via Poisson connections of the appliances when a dynamic pricing 
policy is employed. Similarly, define the random variable <Pf1 'T2 ) for the case when 
the static price 7f is broadcasted all the time, i.e. , u(t) = 1r , t E [0, T]. 
Proposition 2.2. If L~=~1 I E(k) l > 0, t hen IE [<P~ ,T)J < IE [<P~ ·T1 ] , where T = K.6.t . 
Moreover, IE [ <P~ ,T) J - IE [ <P~ ,TJJ is proportional to the variance of u( k) over the tra-
jectory k = 0, 1, . . . , K- 1. 
Proof. Let us express the total utility realized over [0 , T] under a dynamic price policy 
as the summation of the utilities realized over the disjoint sub-intervals , i. e., 
IE [<l>~ ·Tl] = IE [~ <l>~nt,(k+t l6t)l (2.8) 
K - 1 L IE [ <I>~b.t ,(k+l ) b.tJ ] (2.9) 
k=O 
where the second equality follows from the fact that the Poisson connections in each 
sub-interval are independent from each other. The expected number of connections 
during [k.6.t , (k + 1).6.t] is AM (1- u(k)IUM).6.t. An appliance that connects at time 
t E [k.6.t , (k + 1).6.t] realizes a utility¢, where IE[¢ 1¢ 2: u(k)] = (u(k) + UM)I2. Then 
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the expected utility realized over [k.6t, (k + 1).6t] is given by 
(2.10) 
Therefore, 
(2.11) 
where T = K.6t. Letting E(k) = u(k) -1r during [k.6t, (k+1).6t], i.e., u(k) = 7r+E(k) 
and therefore ~f:01 E(k) = 0, Equation 2.11 can be written as 
(2 .12) 
The first component of the expression above is the expected utility that would be 
realized under a static price policy 1r over [0 , T], while the second term, which we call 
Utility Loss represents a decrease in the static price utility whose magnitude increases 
in proportion to the time average of (E(k)) 2 . Since E(k) = u(k)- 1r, the term with 
the summation implies the variance of u(k) over the trajectory k = 0, 1, . . . , K- 1, 
cr~. Therefore, we can express the Utility Loss per unit time as 
(2.13) 
0 
This is an important result on two counts: First, provision of Regulation Service 
reserves results in utility loss on the part of building appliance users. Hence, even if 
the SBO is able to track the RS signal in real time and avoid tracking error penalties, 
it must take this prospective utility loss into consideration while bidding for energy 
and reserves in the hour ahead market. Second, responding to RS signals aggressively 
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will certainly result in a higher utility loss. The clear trade-off among tracking error 
cost and utility, justifies the effort to determine an optimal price policy as discussed 
in 2.1.3. 
2.2.2 Important Properties of the Optimal Policy 
This section proves properties of both the differential cost function and the associated 
optimal control policy for simplified problems in order to understand the problem 's 
structure, and receive intuition and guidance in the formulation of tractable near-
optimal solution approaches. 
Convexity of Differential Cost Functions of a Simplified Problem 
Consider the problem defined in Section 2.1 with the following modifications: The 
RS signal y E [ -1 , 1] is fixed , so the SBO is obliged to keep the consumption at 
A+ Ry kW all the time. Moreover, since the arrival rate is a linear function of the 
price, we change the control from price to the arrival rate A E [0 , _A M]. In addition , 
the control is updated every i:::.T time unit , which is very short so that at most 
one event (connection/disconnection) can take place. P articularly, i:::.T = 1/ v and 
v = nM J..L+AM . Without loss of generality, we assume that v = 1. The cost function is 
defined as a convex function g( n). This simplified problem can be again formulated as 
an Average Cost Infinite Horizon DP problem with the following uniformized Bellman 
Equation: 
h(n) + J g(n) + nJ..Lh(n- 1) + (nM- n)f.kh(n) 
+ min {Ah(n + 1) +(.AM- .A)h(n)} 
.\ E[O,.\M] 
(2.14) 
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Note that this problem, and therefore the following propositions, correspond to the 
case of a truncated MIMI oo queue where the goal is to keep the queue length constant 
at a desired level. Before providing our propositions, we define the difference operator 
D as follows: 
Dv(n) := v(n + 1) - v(n) (2.15) 
for any function v. Then, the second difference operator is defined as D(2)v(n) .-
D (Dv(n)) = v(n + 2) + v(n) - 2v(n + 1). 
Lemma 2.1. At least one of the two extremes of the control range [0, >.M] is an 
optimal solution to the Bellman equation for the simple problem defined in Equation 
(2.14). 
Proof. If we rewrite the expression where the optimization takes place in (2.14) as 
follows : 
min {).h(n + 1) + (>.M- >.)h(n)} = ).Mh(n) + min {).Dh(n)} 
>.E [O,>.M J >.E[O,>.MJ 
(2.16) 
then it is clear that the optimal solution).* = 0 when Dh(n) > 0 and ).* = ).M when 
Dh(n) < 0. For the cases where Dh(n) = 0, both ).M and 0 are optimal solutions. D 
From now on, we replace the expression min {).h(n + 1) + (>.M - >.)h(n)} in 
>.E[O,>.MJ 
Equation (2.14) by ).Mmin{h(n + 1) , h(n)}. 
Proposition 2.3. The differential cost function h(n) that satisfies the Bellman equa-
tion of the simple problem defined in Equation (2.14) is convex if the cost function 
g(n) is convex and bounded. 
Proof. In Porteus (1982), Porteus shows that if the structure that is identified for 
some value function v is preserved under the optimal operator T, then the same 
structure can be established for the value function h of the corresponding Bellman 
equation. This approach is also used in Ha (1997) to show certain properties of some 
other queuing applications. Now, let V be the set of functions such that if v E V, 
then D(2)v 2: 0, i.e. , convex. Therefore, we need to show that D(2)Tv(n) > 0 for 
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v E V , where the T operator is defined according to Equation (2.14) as 
Tv(n) = g(n) + nJ.Lv(n- 1) + (nM- n)J.Lv(n) 
+J.Mmin{ v(n + 1) , v(n)}. 
Now, define n = nM- n. Then, 
Tv(n + 2) + T v(n) - 2Tv(n + 1) 
[g(n + 2) + g(n) - 2g(n + 1)] 
+nJ.L [v(n + 1) + v(n - 1)- 2v(n)J 
+nJ.L [v(n + 2) + v(n) - 2v(n + 1)] 
+>-M [min{ v(n + 3), v(n + 2)} 
+min{ v(n + 1), v(n)} 
-2min{ v(n + 2), v(n + 1)} J 
~ 0 
(2. 17) 
(2.18) 
where t he first equality is due to the definition of the second difference operator, 
and the second equality is obtained using Equation (2.17). Given that g(n) and 
v are convex, the related parts become nonnegative. For the expression with the 
minimization operators, four of the eight possible outcomes (where v( n+ 2) > v( n+ 1), 
v(n + 2) > v(n + 3); or v(n + 1) > v(n), v(n + 1) > v(n + 2)) are inconsitent with 
the convexity of v, hence will not occur. In the other two possibilities, the expression 
in square brackets is reduced to v(n + 1) - v(n + 2) , when v(n + 1) ~ v(n + 2) is 
assumed; and to v(n + 2) - v(n + 1), when v(n + 1) ::::; v(n + 2) is assumed. For 
the remaining two possibilities , non-negativity is guaranteed through convexity of v. 
Moreover, g(n) is bounded and the limit of every Cauchy sequence of functions in V 
will be again in V . Hence, "Assumption IH" of Porteus (1982) is satisfied and t he 
result follows. 0 
Monotonicity of the Optimal Policies 
Next, we generalize the simplified model used in Section 2.2.2 by making b.T suf-
ficiently large so that many arrivals and departures are possible between control 
updates. Again, the RS signal variables , y and d, are fixed . On the other hand, we 
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use the price to represent the control. Moreover, we make additional assumptions 
and use an approximation to state the next proposition. Given these modifications, 
the problem can be described by the following Bellman Equation: 
h(n) + J = g(n) + min { lE [h(n + ~n)J} 
uE[O,uMJ ll.n fu ,n 
(2 .19) 
where everything is measured in units of ~T , which we drop from the equation. 
Proposition 2.4. Assume the number of connected appliances at t + ~t , n(t + ~T) , 
is normally distributed with mean Mn(t+ll.T ) , where 
(2.20) 
giVen n := n(t) and ). = ).M (1 - ujUM). Also assume that the differential cost 
function of the problem defined in Equation (2.19), h(n) , is convex and symmetric 
around its minimum. Then the optimal price u is nondecreasing in n. 
Proof. In Feller (1967), for M/M/oo queues, the expected queue length in some fut ure 
time given the initial queue length is derived as in 2.20. The normal distribution 
approximation follows from fluidization of n(t+~T) and using Central Limit Theorem 
since ~T is long enough to allow many connections and disconnections. Indeed, 
in Chapter 5, we elaborate on this approximation and support it with numerical 
experiments. As the normal distribution is symmetric around its mean , the optimal 
price u E [0 , UM] would be the one that gives Mn(t+ll.T) = n*, where n* = arg min h(n) , 
or the closest boundary value of the control space when that is not feasible. Clearly, 
for n' > n , the mean shifts to the right. The shift needs to be balanced by a X -::::; >. , 
which is equivalent to have a new optimal price that satisfies u' ~ u. 0 
In this proof, the convexity assumption is reasonable given t hat it was proved for 
the simpler problem considered in Proposition 2.3. The symmetry of h(n) is only 
needed to prevent pathological cases that may be caused by non-monotonic behavior 
that the variance of the normal distribution exhibits. In practice, the nondecreasing 
behavior of the optimal price is very unlikely to be violated. Nevertheless , symmetry 
of h( n) is still a reasonable assumpt ion, especially when a quadratic cost function is 
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used and n » 0 where the departure rates do not differ significantly across different 
values of n. In the numerical experiments section of t his chapter , we utilize the 
monotonicity of the optimal price policy by imposing nonnegativity on related policy 
parameters while seeking cost reduction with parameter tuning. 
2.3 Solution Approaches 
In this section , we propose and implement three distinct solution approaches to t he 
DP problem formulated in Section 2.1: (i) A well known Linear Programming (LP) 
based method (Bertsekas, 1995) , which requires discretization of the allowable control 
space, (ii) a modified actor-critic algorithm that optimizes the parameters of an 
analytic functional approximation of the control policy, which is inspired by optimal 
policy structural properties revealed in numerical experience with the previous LP 
approach and helps to bypass the need to discretize the allowable control space, 
(iii) an innovative computationally tractable Approximate Policy Iteration (API) 
algorithm that optimizes the parameters of a similar functional approximation of the 
control policy. 
2.3.1 Linear Programming with Discretized Control Space 
Denoting for notational simplicity the discrete state variables and the state space by 
i = (n , y, d) E I , and discretizing the control set u(i) E U = {0 , ~u , 2~u , . . . , m~u}, 
where ~u = uM jm, allow us to write the optimality-conditions-representing Bellman 
equation as the following Linear Program (Bertsekas, 1995) 
Maximize J 
J ,h(i) ,ViE I 
J + h(i) :S g(i , u(i)) +'I:, Pij(u(i))h(j) , ViE J ,Vu(i) EU (2.21) 
VjEJ 
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where i = ( n, y, d) and j = ( n + b..n , y + b..y , d') represent the current and next system 
state respectively, u(i) E U is a feasible control for state i, we define 
g(i ,u(i)) = ~ [b..tK: ((n + b..n)r- (A+ Ry)) 2 - fl.t).. M (1- u(i)/UM) (u(i) + uM) /2] 
(2.22) 
as the expected period cost for control u( i), Pij ( u( i)) is the probability of a transition 
from state i to j when the control broadcasted is u( i), and finally h and J are the 
differential cost and average cost rate as defined in Section 2.1.3. 
The optimal control policy is the mapping of a state ito a policy u*(i) obtained 
by identifying the specific u of the m + 1 LP constraints considered for each state i, 
which is binding in the optimal solution yielding a nonzero dual variable 1r( i). The 
dual variables, 1r(i), are useful LP solution output as they represent the steady state 
probability that the controlled system visits a particular state i using the associated 
optimal policy u*(i) (Bertsekas, 1995) . This allows us to estimate the expected utility 
that t he system will realize under optimal dynamic prices, the expected variance of 
the dynamic price, and the expected utility loss as discussed in Section 2.2.1. 
Approximation of Optimal Control Policy 
Numerical solutions to various instances of the discretized DP problem reveal inter-
esting properties of the optimal policy, as will be shown in Section 2.4.1 , indicating 
that the t racking error , nr - (A + Ry), is a useful feature of the state space. More 
specifically, when nr - (A+ Ry) ~ 0, the optimal price tends to be close to us that 
satisfies 
A +Ry )..M (1- us /UM ) r j p, 
U M ( 1 - ).. ~ r (A + Ry)) . (2.23) 
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In light of previous discussion on the distribution of n under a constant price control, 
note that u8 is the price level that is asymptotically related to (A+ Ry)jr active 
appliances in expectation. Indeed, recall that the number of active appliances behaves 
as an M / M / oo queue, which is Poisson distributed in steady state with mean A/ 1-L· 
Moreover , numerical results indicate that, for fixed y and d, the optimal prices are non-
decreasing in the tracking error , nr- (A+ Ry), approaching 0 and U M asymptotically. 
Consequently, for fixed y and d, the optimal price policy tends to have a sigmoid 
shape as a function of the tracking error. As discussed further in Section 2.4.1 , the 
prevalence of the sigmoid property is strengthened by the observation that changes 
in y and d shifts the sigmoid along the axis that measures the tracking error. 
Motivated by the discretized optimal policy properties discussed above , we propose 
a continuous optimal price policy approximation by optimizing the parameters e = 
(2.24) 
The functional approximation reduces the computational effort to the optimal selec-
tion of the parameters in e, a task undertaken in the next two sections where we 
develop a modified actor-critic algorithm and an approximate policy iteration (API) 
algorithm to this end. 
2.3.2 Bounded LSTD Actor Critic Algorithm 
As already noted , solving the Dynamic Programming problem defined in Section 2.1.3 
by discretizing the action space and applying the LP approach becomes intractable 
for large problems. Moreover, the reasonable functional approximation of the optimal 
policy described above enables solution approaches that do not require action space 
discretization. We proceed to formulate an actor-critic algorithm adapted to the case 
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where the action space is continuous and bounded. Actor-critic algorithms optimize 
the parameters of a Randomized Stationary Policy (RSP), denoted by the vector 
e E IRm, along a sample path { Xk , uk} , where Xk E X represents the state and uk E 1U 
represents the control for the kth step (Kanda and Tsitsiklis , 2003; Estanjini et al., 
2012). The RSP is denoted by Pe(ulx), and is a mapping that assigns a probability 
distribution to each state x over the action space 1U. When the action space is 
continuous, pe(ulx) corresponds to a probability density function (p.d.f. ). References 
Kanda and Tsitsiklis (2003) and Estanjini et al. (2012) contain all of the technical 
conditions. We note, however , that a key condition is that p0(ulx) must be twice 
differentiable with respect to e. 
The critic uses a linearly parameterized approximation of the Q function, defined 
as 
Qe(x, u) =IE [ge(x , u) + Qe(x' , u')] - le (2.25) 
where g0 is the cost function, le is the average cost , x' is the new state given the 
current state x and the current control u , and u' is the new control that will be 
generated by the RSP Pe(ulx' ). In Kanda and Tsitsiklis (2003), Kanda et al. use the 
following linear approximation structure for the Q-value function 
Q~(x , u) = '1/J~(x, u)s (2.26) 
where '1/Je(x, u) is the m-dimensional feature vector given (x, u) and s E IRm is the 
vector of the approximation parameters. Moreover, the feature vector is selected 
such that 
. a 
'1/J{J(x , u) = aei lnpe(ulx) , i = 1, ... ,m (2.27) 
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In Estanjini et al. (2012), Estanjini et al. show that the actor-critic algorithm's 
performance is superior when a Least Squares Temporal Differences (LSTD) ap-
proach, rather than a temporal differences (TD) algorithm, is used by the critic to 
learn s. We adopt the same approach and note that the details of the LSTD algorithm 
can be found in Bertsekas (1995) and Estanjini et al. (2012). 
As mentioned earlier , the main challenge with using an actor-critic algorithm in 
our context is that the action space is continuous and bounded, for which we do not 
have a twice differentiable p.d.f. to use as RSP. One of the approaches would be to 
use the Gaussian distribution with a parameterized mean for the actor's choice as in 
Williams (1992) and Doya (1997), and peg the action to the boundary when the RSP 
produces an action outside the action space. However, in our problem's context , the 
learning algorithm easily fails when the mean of the distribution moves out of the 
action space. Kimura et al. (2001) propose the remedy of rejecting actions until the 
RSP produces one that is in the action space. However, the disadvantages of this 
remedy are significant. This approach increases the computational burden in two 
ways: (i) the RSP is asked to continue to generate actions until an acceptable one 
is obtained, and (ii) one needs to calculate the probability that the RSP generates 
an action that falls into the action space, for which the authors provide an approxi-
mated numerical calculation. In this section , we propose an alternative remedy that 
eliminates these disadvantages. 
As mentioned before, the action space is defined as u E 1U = [Um, U M], where 
um = 0. Moreover, in Section 2.3.1, we argued relying on previous numerical experi-
ence that the optimal control policy can be approximated well by a sigmoid function. 
Using the fact that a sigmoid function is a mapping such that lR ~ (0, 1), we consider 
first a related control ur E ( -oo, +oo) which allows us to use a Gaussian distribu-
tion with a parameterized mean M 8 and a fixed variance a 2 to generate ur . We 
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then simulate the next state as required by the actor-critic algorithm by converting 
ur E ( -oo, +oo) to u E (0, 1) through a sigmoid function. It is important to empha-
size that the control u never appears in the algorithm explicitly, since the actor-critic 
observes the next state after a simulation step that is a black-box to it. The control 
is transformed in this simulation black-box whose input is the current state and the 
control ur. We also note that although the sigmoid function turns out to be an ex-
cellent approximation of the optimal control policy, it has a good potential to work 
well in any problem with a bounded action space as long as the p.d.f selection and 
the corresponding mean parameterization are carried out appropriately. 
Even with a sigmoid function transformation, the learning process may fail when 
the mean of the Gaussian p .d.f. , Me, gets away from the neighborhood of 0. This is 
because the RSP will persistently produce a control ur that will lead to a control u very 
close to um or U M, when Me is very negative or positive, respectively. To prevent this 
from happening, we impose bounds one in the actor, i.e. e: s ei s ey , i = 1, ... l m. 
This is equivalent to choosing the step-size in the actor step to keep the parameters 
in the desired interval. Unlike the case described in Kimura et al. (2001), this does 
not increase the algorithm's computational complexity. Following the overview and 
motivation of this section, the next section proceeds with the detailed description of 
the Bounded LSTD Actor-Critic Algorithm. 
Bounded LSTD Actor-Critic Algorithm 
Following Estanjini et al. (2012), the parameters for the kth step of the algorithm are 
defined next. Jk stands for the estimate of the average cost, sk E IRm is the iterate 
for the parameter set introduced in (2.26), zk E JR.m is called Sutton's eligibility trace 
(Sutton and Barto, 1988), bk E IRm is the eligibility trace scaled by the difference 
between the observed cost and the average cost estimate, Bk E JR.mxm is the sample 
estimate of the matrix formed by Zk ( 'lj;ek (xk+l, uk+l) - 'lj;ek (xk, uk)). 
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Initialization: All of the entries in J0 ,s0 , z0 ,b0 and B 0 are set to zero, and B0 takes 
some initial value. 
Critic: 
zk+l = Azk + '1/Jek(xk ,u/J, 
bk+l = bk + "fk [ (g(xk , uk) - Jk) - bk J , 
where A E [0, 1) and 'Yk := 1/k. In addition, we use the pseudo inverse of B when it 
is singular. 
Actor: 
where med is the element-wise median operator and (ee)i < (eu)i fori = 1, ... , m . 
Moreover , {,Bk} is a deterministic and non-increasing sequence that satisfies Lk ,Bk = 
oo, Lk ,8~ < oo and limk-'<XJ ,Bk/'Yk = 0. An example would be ,Bk = c/(k ln k), for 
k > 1, where c > 0 is a constant parameter. The parameter r(sk) is used to keep the 
actor updates bounded and it has the following form 
if llsll > D , 
otherwise. 
Simulation of action and the next state: Suppose that the action space is given as 
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u E 1IJ = [Urn, UM]. Given the state xk , t he control uk is generated by using the p.d.f. 
Prh(uklxk) , i.e., uk rv N(Mo, CJ2 ) . Then , Uk is obtained as 
m 1 ( M m) Uk = u + 1 - T u - u , + e uk 
and then employed to simulate the next state x k+l using the problem-specific state 
transition dynamics. 
2.3.3 Approximate Policy Iteration Algorithm 
Define t he dimension of the state space by III 4 and recall that the dimension of the 
discretized allowable control set is m + 1. A price policy is represented in general 
by an III dimensional table mapping each state i to a price u(i). The LP based DP 
solution approach requires solving a linear problem with III+ 1 decision variables and 
( m + 1) III constraints. In contrast, a policy iteration algorithm consists of consecutive 
estimates of (i) t he average and differential cost for a policy mapping states to prices, 
u(i), which requires the solution of an III dimensional linear system, followed by (ii) 
a policy improvement which requires ( m + 1) evaluations for each state i to yield a 
new table u'(i) Bertsekas (1995). 
Based on the optimal policy structure discussed above, we replace the role of table 
u(i) mapping a state to a price by the functional approximation of Equation (2 .24), 
which , in fact, reduces the table u(i) to t he four parameter vector () = [()1 , ()2 , ()3 , ()4]. 
Denoting a policy by the parameter vector () , our policy iteration algorithm consists 
of consecutive estimates of (i) t he average an·d differential costs 10 and h0 (i) for all 
i E I , that satisfy the stationarity condit ion for policy () , followed by (ii) a policy 
improvement step that revises the old policy () to a new policy ()' . 
Step (i) is accomplished by solving a linear system or equivalent ly t he following 
LP with III + 1 decision variables and III constraints , where t he subscript () denotes 
4 Recalling Assumption 2.1 stating nm ::; n(t) ::; nM , t 2: 0, we have III = 2(nM - nm)(l + (2/ 6.y) . 
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the policy as specified by Equat ion (2.24) 
Maximize Je 
Jo ,h9 (i) ,lliEl 
Je + he(i)::; g(i,ue) + LPi1(ue) he(j) , \!i E I. 
VjEJ 
The LP solution for a given e will have all of the constraints binding, i.e, satisfying a 
singular linear system with III equations but III+ 1 which t akes care of the singularity 
and provides J0 and he(i) , \!I E I as t he primal solution. In addition , the dual 
variables, 1r0 (i) for each state i , provide the vector 1re which is the unit eigenvalue 
related eigenvector of the transition probability matrix [pij ( ue)], namely the vector 
of steady state probabilities 7re(i) for each state i when the system is controlled by 
policy B (Bertsekas, 1995). 
Step (ii) , however , is not as straight forward: The convergence of the policy 
iteration algorithm requires the average cost to decrease in each iteration , i.e., lek+l ::; 
J0k; and the change in the cost is expressed as follows (Bertsekas, 1995): 
where we define 
J0k- J0k+l = L 7rek+l(i)Oek ,ek+I(i), 
VI E/ 
Oek ,ek+l(i) = [[g(i ,u0k) + LPij(Uek)hek(j)J 
VjE/ 
-[g(i ,u0k+l) + LPi1(uek+l)h0k(j)J] . 
Vj EJ 
(2 .28) 
(2.29) 
Therefore, in vector notation, we need 7r~k+IO(ek ,ek+l) ~ 0. This non-negativity condi-
tion is trivially achievable in standard policy iteration , where the ability to select an 
improved policy uk+1(i) for each st ate i guarantees the non-negativity of each term in 
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the weighted average above, namely, buk ,uk+ l ( i) ~ 0 Vi E I. In our () parameter based 
functional approximation of the policy, however, there is no obvious way to guarantee 
non-negativity. Were we able to implement it, an intuitive policy parameter vector 
improvement would be to solve: 
()k+l = argmax (2.30) 
The problem with the optimization problem in (2.30) is that 1f(lk+l is not known 
until ()H1 is obtained and step (i) of the policy iteration is repeated. For this rea-
son, we propose to approximate 1f(lk+l, by 1f(lk while imposing a constraint in the 
optimization problem that forces ()k+l to be close to ()k. Our implementable policy 
improvement step (ii) is thus: 
max 
(l k+ l E [flk- ~(l ,(lk+~fl] 
(2.31) 
with !::,() having all non-negative entries. For !::,() small enough, optimization problem 
(2.31) satisfies the non-negativity convergence requirement since, 
(2.32) 
In the iterative implementing of optimization problem (2.31) , the four dimensional 
vector !::,() is updated adaptively as follows: When the condition Jok+ l ::; J 0k is vio-
lated, !::,() is multiplied by p , 0 < p < 1 and the policy improvement step repeated, 
otherwise !::,() is multiplied by 1/ p. Numerical experience shows that , most of the time, 
!::,()does not have to be very small for the non-negativity condition to be satisfied and 
the policy iteration to converge. 
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2.4 Numerical Experiments 
In this section, we present numerical experiments related to the model and solution 
approaches for the DP problem defined above. We analyze these results under two 
cat egories: In Section 2.4.1, the focus is to understand the structure and the properties 
of the model by solving relat ed DP problem using the LP approach described in 
Section 2.3.1. Then , in Section 2.4.2 , we compare the solution approaches described 
in Section 2.3. 
2.4.1 Numerical Analysis of the Model 
The following input is used in the base case problem definition of this section: A = 50 
kW, R = 30 kW, r = 1 kW, !1y = 1/30, >,.M = 150 / min , 11 = 1 / min, "' = 100 ¢/ 
kW2 , UM = 50¢, m = 10, !1t = 1/ 15 min. We note that the objective function 
provided in (2.4) is scaled by 60/ !1t in order t o obtain the optimal cost for an hour 
rather than !1t minutes . Therefore, "' and UM values given here correspond to t he 
cost coefficient and the utility bound for an hour. 
Model for RS Signal Dynamics 
Since the TDMC model of RS signal dynamics is a key driver of the opt imal solution , 
we placed particular att ention to its calibration and tested its fidelity against historical 
dat a. The range of y was discretized by !1y = 1/ 30, requiring 60 possible RS signal 
values for each direction. The transit ion probabilities were estimated from actual 
historical data of P JM's "Fast Response Regulation Signal", available in (P JM , 2014) 
and shown in Figure 2·1. The hist orical dat a was first mapped t o the 120 discretized 
(y , d) states and a frequency distribution was estimated. The t ransition frequencies 
were then used t o estimat e the TDMC transit ion probabilit ies. 
Table 2.1 compares historical data to simulated frequencies of y(t) in four broad 
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ranges . Finer range comparisons, not shown due to space limitations , proved quite 
accurate as well. Table 2.2 compares historical data and model simulated IE[y], a; 
estimates as well as the proportions of time y(t) is in an up or down sub-trajectory. 
As such, our observations convinced us of the model 's fidelity. 
Table 2.1: Comparison of the actual PJM dat a and the TDMC model on Time 
Frequencies of RS Signals 
PJM Data 
TDMC Model 
[-1 , -0.5) 
%9 
%8 
[-0.5, -0) 
% 39 
% 39 
[0 , 0.5) 
%41 
% 44 
[0.5 , 1] 
% 11 
%9 
Table 2.2: Comparison of the Actual Data and the TDMC model on RS Signal 
Statistics 
IE[y] 
Data 0 
Model 0 
a2 y 
0.158 
0.136 
Pr{d=-1} 
0.5 
0.5 
Structure of the Optimal Price Policy 
Pr{d = +1} 
0.5 
0.5 
Figure 2 · 3 shows the optimal prices ( u E { 0, 0.1 U M, ... , U M}, vertical axis) for dif-
ferent tracking error values (nr- (A+ Ry), horizontal axis) , for y = { -1 , 0, 1} and 
d = + 1. The optimal price policy is non-decreasing in the tracking error , and u* ~ us 
when the tracking error close to zero. Recall that u s is the price that guides the 
system to n = (A+ Ry)jr in expectation in steady state when broadcasted over a 
long enough period (see Section 2.3.1). 
In Figure 2·3 , the sigmoid-like shape of the optimal pnce policies for fixed y 
and d is clearly observed. Moreover , increasing values of y shift the sigmoid-like 
optimal policy to the right, which results in a lower optimal price for a given tracking 
error. This observation motivated the approximation of optimal prices by an analytic 
sigmoid function whose parameters are optimized by the B-LSTD Actor Critic and 
API algorithms. 
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Figure 2.·3: Optimal Price Policy ford= +1 
8 
Table 2.3 presents the observed time averages of optimal prices , u* , and connec-
tion rates (5.*) for different problem instances. As suggested in Corollary 2.1 , the 
average prices satisfy A = _AM (1- u* IUM)r I J-t = 5.*r I J-t. Note that the optimal policy 
elicits average consumption that is slightly higher than A , a result indicating that 
the tracking error versus utility loss tradeoff weighs towards a slightly higher tracking 
error cost for the benefit of lower utility loss. 
Table 2.3: Low Sensitivity of Average Consumption to Dynamic Optimal Prices 
Case A _ANl u* ).* J-t .A*ri J.L 
A1 40 150 0.742UNJ. 40.4 1 40.4 
A2 40 150 0.446UM 83 2 41.5 
A3 50 90 0.442UM 50.2 1 50.2 
A4 50 100 0.497UM 50.3 1 50.3 
A5 50 150 0.483UM 77.6 1.5 51.7 
Price Variance-Utility Loss Relationship 
Proposition 2.2 claims that the Utility Loss due to varying dynamic optimal prices 
equals A.MC5~ 1(2UM). Table 2.4 results validate this relationship for different problem 
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instances with different R values. The theoretical values of utility loss match with the 
experimental results obtained using optimal LP dual variables as explained in Section 
2.3.1. It is noteworthy that the price variance and associated utility loss increase with 
the RS reserve level, which should be considered in the optimal RS reserve offering 
problem. 
Table 2.4: Comparison of Theoretical and Experimental Utility Loss (T.U.L. and 
E.U.L. , respectively) per Hour for Different Values of RS Provision 
Case a2 u T.U.L. (¢) E.U.L. (¢) 
R- 0.1 107.57 161.35 161.34 
R=5 108 161.99 161.99 
R= 10 110.35 165.53 165.52 
R = 15 114.47 171.7 171.67 
R= 20 119 178.5 178.49 
R=25 125.48 188.22 188.21 
R= 30 133.74 200.61 200.88 
Simulated Consumption Trajectory under the Optimal P r ice Policy 
The objective of the optimal policy is to assist the SBO to track the ISO broad-
casted RS signal. Figure 2·4 displays a two hour building consumption trajectory 
simulated under the optimal policy. For given appliance consumption characteristics 
and the RS signal dynamics , Figure 2·4 shows that the SBO is able to successfully 
track the RS signal implied obligation plotted in addition to the actual consumption 
(the dotted green line shows the consumption rate n( t )r of the building at time t , 
while the continuous red line shows the obligation A+ Ry(t)) . Since the building 
modeled by the input data is relatively small (i.e. small:\) , there is a large coefficient 
of variation in the associated MIMI oo queue, and the fluctuations of the consump-
t ion rate about the obligation trajectory are noticeable. The average tracking error , 
(JE [lnr- (A+ Ry)l]) , is equal to 2.1 kW, which is 7 % of the RS provision. 
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Figure 2·4: Tracking Error under the Optimal Price Policy 
2.4 .2 Comp arison of the P rop osed Solut ion A pproaches 
In addition to the widely known LP approach that we used in the previous section 
to understand the problem and optimal policy structure, in Section 2.3 , two more 
solution approaches , namely B-LSTD Actor-Critic and Approximate Policy Iteration, 
were described. This section is dedicated to the comparison of these approaches in 
terms of their computational performance and solution quality. 
In LP approach , as apparent from (2.21) , the number of constraints is proportional 
to the number of controls in the discrete set U. Therefore , while finer discretization of 
the control set increases solution quality, the computational performance deteriorates 
since the problem gets larger. Moreover, as will be shown later, solving the LP still 
takes significant time compared to the other algorithms, which is another motivation 
-together with the special structure of the optimal price policy- to seek other solution 
methods 
In this section, we first clarify how analytic functional representation of the price 
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policy is used B-LSTD AC and API algorithms. Then, we compare all the algorithms 
on a sample scenario in terms of the solution quality. B-LSTD AC and API are 
compared according to their computational performance, as well. Then we zoom in 
and take a closer look at the LP and API approaches more closely, as the former is t he 
best in terms of solution quality and the latter is the best in terms of computational 
performance. 
Use of Analytic Functional Representations in B-LSTD Actor-Critic and 
API Algorithms 
As described so far, the B-LSTD AC and API algorithms iteratively optimize the 
parameters of an analytic function , fo shown in Equation (2.33) , which , however , is 
employed in similar but different ways by the two algorithms to determine the value 
of the price control for a given point in the state space: In the API algorithm, for a 
given set of parameter values , () , t he price control is given as the output of a sigmoid 
transformation of fo. In the B-LSTD AC , fo represents the mean of the Gaussian 
distribution shown in Equation (2 .35); a random sample is generated from this dis-
tribution and the same sigmoid t ransformation of this sample, shown in Equation 
(2.34), provides the randomized price control. Noting in addition that f 9 is also used 
to approximate the Q-value function in B-LSTD AC described in Equations (2.26) 
and (2.27) , it follows that fo should be consistent with the structural properties of 
the Q-value function , which are analogous to those of the differential cost function. 
Therefore, f 9 should be consistent to the properties of the optimal policy, as de-
scribed in (i) Section 2.4.1, namely be a function of the t racking error , (ii) Section 
2.2.2, namely be monotonic in n , and (iii} Proposition 2.3 , which indicates convexity 
of the differential cost function w.r.t . n for fixed y. Interpreting f 9 as a linear function 
of features of the system state, we are then justified in defining nr- (A+ Ry) as the 
first feature of f 9 . More importantly, we can restrict the corresponding parameter , 
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01 , to take only positive values by using the monotonicity property, which turns out 
to be extremely helpful for the performance of the B-LSTD AC algorithm. Other 
reasonable feature selections are y and d, while convexity suggests the last feature as 
(nr- (A+ Ry)) 2 . 
Thus, we define fe as 
fe B1 (nr- (A+ Ry)) + B2 y 
+B3d + 04 (nr- (A+ Ry)) 2 . (2.33) 
The price is given in the B-LSTD AC algorithm by the sigmoid transformation of ur 
U = Urn + 1 ( U M - Urn) 1 + e-ur , (2.34) 
where ur is a random sample drawn from the normal distribution 
(2.35) 
Finally, in the API algorithm, the price is obtained as the sigmoid transformation of 
fe: 
U = urn + 1 ( U M - urn). 
1 + e-fe (2 .36) 
Overall Comparison 
In this section, unless stated otherwise, we use the following problem input: The 
average consumption rate is A = 100 kW, the amount RS provision is R = 30 kW, 
the maximum appliance connection rate is >..M = 150/min, the appliance departure 
rate is f..l = 1/min, RS signal discretization constant is fly = 1/30, RS signal up-
date interval is flt = 4/60 min, consumption rate per appliance is r = 1 kW, the 
allowed change in the number of active appliances in flt min is -10 ~ i:ln ~ 10 
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and the allowed range of the number of the active appliances is 50 ::; n ::; 150. The 
cost function includes only the tracking error since we decided to neglect the utility 
component for simplicity, which is in fact more compatible with the propositions in-
troduce in this paper, and more appropriate for comparing the performance across 
algorithms since the selection of the feature vectors is more streamlined. Therefore , 
g = (n(t + !:::.t)r- (A+ Ry(t))) 2 . 
Figure 2·5 compares the performance of the two algorithms, where both are tested 
for different initial conditions and choice of algorithm stepsize. We note two impor-
tant points regarding this comparison: (i) The B-LSTD AC algorithm is run several 
times with exactly the same parameter and stepsize levels but with different simu-
lation seeds. Each trajectory of this algorithm in Figure 2·5 corresponds to the run 
that exhibited the best performances with that parameter /bound level. (ii) In order 
to make a fair comparison, we did not plot the average cost estimate of the B-LSTD 
AC algorithm, Jk, which carries some portion of the high costs due to previous bad 
policies. Instead, with certain intervals, we used the tentative policy fh that the algo-
rithm selects in the kth iteration and calculated the associated average cost function 
by solving a linear system. 
Under these circumstances, the numerical experience revealed two main results. 
(i) After many experiments, the adaptation that we have made on the existing actor-
critic algorithms for the bounded and continuous action spaces, that is our proposed 
B-LSTD AC algorithm, has successfully optimized the policy parameters and returned 
good objective values in the vast majority of the cases. In very few cases, the mean 
of the RSP diverged to very positive/negative values. However, one may find better 
bounds on e and make these failures less likely. In our experiments, we intentionally 
used looser bounds for some ei to test the algorithm. (ii) In all of the cases, the API 
algorithm has converged to a better objective value than the B-LSTD AC algorithm. 
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Figure 2·5: Numerical Comparison of B-LSTD AC and API Algorithms 
Moreover, API has deviated by less than 9% from the objective value that we were able 
to obtain solving a computationally much more demanding discretized action space 
DP. Moreover, given that API optimizes the parameters of an analytic functional 
representation of the optimal policy, we can say with confidence supported also by 
current work that API's sub-optimality gap may decrease further with better choice 
of the functional form of the parameterized analytic policy representation. 
LP and API Comparison 
Figure 2·3 motivates a continuous functional approximation of the optimal price policy 
by a sigmoid function whose parameters are optimized by the API algorithm of Section 
2.3.3. The value of this approximation relies on: (i) The effectiveness of the API 
algorithm in converging to the optimal parameter values, and (ii) the validity of the 
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sigmoid function in representing the optimal price policy. We were able to verify the 
former by least squares fitting of a sigmoid function to the optimal discrete prices 
obtained from the LP solution approach. To investigate the latter , optimal objective 
function values of the two methods are compared in Table 2.5. As this comparison 
shows, not only does the API algorithm give close results to the LP solution, but the 
objective values obtained with the API algorithm generally dominate the LP solution 
for small discretization accuracy, i.e., m = 5. 
In API algorithm, the initial parameters are simply chosen as ()0 = [-1 , 1, 0, OJ 
based on the observation that the optimal price is non-decreasing in the tracking 
error and nonincreasing in the RS signal value, as per Figure 2·3. We also observe 
that the LP solution computational effort is particularly long because the transition 
probabilities over b..t = 4 sec result in dense constraints. Moreover, as we expect, 
increasing the discretization accuracy by using higher m values significantly increase 
the solution time. On the other hand, in the API algorithm, less than half of the 
total computation time is used in fine tuning around a small convergence tolerance , 
and the solution time can be reduced significantly by selecting large E values without 
deviating from the optimal objective value significantly. The results reported in Table 
2.5 have been obtained with the following input: Cases B1,B2 and B3 use A= 50 and 
>._M = 100. Case B4 uses A= 100 and >._M = 150, and the contribution of the utility 
in the objective function is neglected in this case. K values are equal to 1, 5, 20 and 
1, respectively. In all cases, the API algorithm employed p = 0.5 and convergence 
tolerance E = 0.1. 
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Table 2.5: Comparison of LP and API Solutions 
B2 
B3 
B4 
2.5 Discussion 
m 
2h24m 
3h16m 
3h55m 
2.5.1 Notes on Solution Algorithms 
-305.2 
-193.4 
11.7 
LP 
-307 -306.5 
-196.1 -193.2 
11.4 11.7 
We close by comparing the two algorithms, B-LSTD Actor Critic and API , on the 
basis of structural and information available to the SBO rather than numerical per-
formance differences. First, we note that the two algorithms have different working 
principles. Actor-critic algorithms evaluate and optimize the policy parameters along 
a simulation sample path with the actor being unaware of the exact system dynamics, 
whereas API is more of an exact method in terms of evaluating and optimizing the 
control policy. Both approaches have their own advantages and drawbacks. B-LSTD 
AC algorithm is superior over API in the following areas: (i) B-LSTD AC algorithm 
is still able to return "good" policies even when the state space is huge and/ or the 
e parameter vector consists of many entries due to a large number of features . (ii) 
When the state transition dynamics are not exactly known or when the transition 
probabilities are hard to calculate, API algorithm cannot be used while B-LSTD AC 
is still applicable. On the other hand, API algorithm has the following important ad-
vantages over the actor-critic type of algorithms in general: (i) When the state space 
has a size that can be handled by an LP, and the number of features is compatible 
with the optimization problem in the policy improvement step, API will most likely 
return a better policy, which was always the case in our experiments. Moreover, the 
computation time is comparable or better than in the actor-critic algorithm. Given 
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that API solves an LP that is equivalent to solving a linear system of equations with 
one degree of freedom, and the nonlinear optimization is applied on a limited set 
of parameters, problem size is generally not very restrictive. (ii) The B-LSTD AC 
algorithm suffers from poor convergence when the parameter range is not bounded 
well around the optimal , a condition that requires some prior intuition. For example, 
restricting B1 to the positive real numbers using the monotonicity property proven in 
this chapter improved the performance dramatically. On the other hand, the param-
eter bounds are updated in the API algorithm with progressing iterations. (iii) The 
actor-critic algorithms are very sensitive to selection of initial parameters and one 
may need to go through many trials until a good choice is found. For example, the al-
gorithm may easily converge to a local optimum that is far from the global optimum, 
if the stepsize is not chosen appropriately. In contrast, API updates the stepsize 
based on improvements in the cost function. Therefore, convergence is less sensitive 
to parameter initialization. In all of our experiments, API has converged to the same 
point regardless of the initial parameter choice. (iv) Even if one finds a parameter set 
that is known to have performed well in a previous run of the actor-critic algorithm, 
there is no guarantee that the same results will be obtained in a subsequent run, for 
the same problem and with the same parameters. This is because the algorithm is 
based on Monte Carlo simulation and may thus follow different sample paths in each 
run, whereas the API algorithm relies on a deterministic solution process. 
2.5.2 Notes on Model Based Approach 
In this chapter, we developed a model to represent behavior of electricity consuming 
appliances in a Smart Building. Together with a Markov chain model for RS signal 
dynamics, we proposed a model for an SBO who is to manage its aggregate energy 
demand. The consumption model is designed to represent generic appliances and it 
includes several assumptions. First of all , we assumed that an idle appliance monitors 
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the price with time intervals that are exponentially distributed. This is relatively 
a mild assumption, since the appliances can be instructed to behave in this way. 
Secondly, we assume the number of active appliances live in a range that is smaller 
compared to the number of total appliances. Thirdly, it is assumed that an appliance 
that monitors the price has a uniformly distributed utility. Last two assumptions 
can be justified for large systems. However, one can also claim that influencing the 
consumption via pricing may synchronize the appliances and uniformity of utilities 
may be lost. Therefore , the accuracy of the model can be discussed. On the other 
hand, modeling the complete system with realistic dynamics and embedding it to a 
DP problem will not be possible. Therefore, starting from the next chapter, we turn 
our attention to "model-free" approaches. 
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Chapter 3 
Provision of Regulation Service via 
Reinforcement Learning in Partially 
Observable Realistic Systems 
In the previous chapter, we assumed certain statistical knowledge about both the 
RS signal and the behavior of electricity consuming appliances . Specifically, it was 
assumed that appliances connect and disconnect according to Poisson processes. We 
also noted that this model is more accurate when there is a large number of appliances 
in the system, or the appliances are specifically set to behave in this way. Moreover , 
we proposed a two-dimensional Markov chain model to represent RS signal dynamics , 
whose parameters are calibrated based on historical ISO data. These assumptions 
allowed us to propose a control model and formulate the corresponding DP problem 
for an SNO to manage the aggregate electricity demand of the neighborhood. Among 
those models, we believe that the Markov chain model that represents RS signal 
dynamics is realistic enough to use in practice. To make it even more reliable , one 
can use day/hour/weather etc. specific set of Markov chain parameters , which can be 
obtained from past data. Such a precise application is beyond the scope of our study. 
Instead, in this chapter, we would like to utilize more realistic models to represent 
load dynamics. To this end, we simulate a population of Duty Cycle Appliances using 
Newton's law of cooling, where the SNO only partially observes the system state. 
In this new setting, the SNO aims to learn the optimal control policy using Re-
inforcement Learning (RL). In Section 3.1, we describe Reinforcement Learning. In 
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Section 3.2, we discuss how the problem of RS reserve provision can be cast as an RL 
problem. Section 3.3 presents the user interface that we have created to simulate the 
smart neighborhood. In Section 3.4, related numerical results are presented, and we 
conclude with a discussion in Section 3.5. 
3.1 Reinforcement Learning 
We start this chapter by introducing Reinforcement Learning (RL), which is a useful 
tool for solving large, complex sequential decision making problems. This section 
includes only a general discussion on RL, and its connection with Regulation Service 
(RS) reserve provision problem is deferred to the next section. 
3.1.1 Sequential Decision Making 
In this section, we elaborate on the notion of sequential decision making (Puterman, 
1994) in stochastic systems. Consider a single decision maker, who is to make de-
cisions for a system at certain points in time, which we call decision epochs. At 
each decision epoch, the decision maker observes the system. In some problems, the 
system provides the complete information about itself, which is called the state of 
the system. More specifically, the state of a system contains all of the information 
needed to calculate responses to present and future inputs without reference to the 
past history of inputs and outputs (U Arizona, 2013). However , it is usually the case 
that these observations reveal only partial information about the state of the system. 
Such systems are called partially observable systems. After observing the system, the 
decision maker takes an action (also called control) from a set of available actions. 
This availability may depend on time or system state. This control choice produces 
two results: i) The decision maker incurs an immediate cost. ii) The system transi-
tions to another state at a subsequent point in time according to certain stochastic 
dynamics (usually expressed by transition probabilities) , which are affected by the 
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control choice. In this new decision epoch, a similar process repeats . Obviously, 
the aim of the decision maker is to minimize the cost (or equivalently maximize the 
reward). 
Now, we summarize the discussion on Sequential Decision Making by stating its 
key ingredients. 
• Decision epoch: t E {to , t1, t2 . .. } 
• System state: x E X 
• Control (Action): u E U(x) ~ U 
• Immediate cost (or Reward) : g(x, u, y) E Q, Vx, y EX, Vu E U(x) 
• State transition probabilities: Pxy( u), Vx,y EX 
In the next section, we will provide more formal definitions for these items. 
3.1.2 Markov Decision Process 
Consider the Sequential Decision Making model described in the previous section. If 
the transition probability and the cost functions in this model depend on the past 
only through the current state of the system (which is naturally satisfied by our 
definition of "state"), it is called Markov Decision Process (MDP). More formally, a 
countable MDP is defined as a triplet (Szepesvri, 2010) M = (X,U , P) , where X is 
the countable non-empty set of states, U is non-empty set of controls and P is the 
state transition probability kernel, which gives the probability of transitioning from 
state x to state y given the control u for any (x, u, y) E X x U x X . In addition, the 
system satisfies Markovian property, which is 
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P(X(t + 1) = xiX(t), u(t)) 
= P(X(t + 1) = yiX(t), u(t), X(t- 1) , X(t- 2), . .. , X(O)) (3.1) 
where X(t) is the state of the system at timet. 
As mentioned before, the decision maker incurs a immediate cost after each state 
transition , based on the control taken. This immediate cost can be described by 
the function g : X x U x X --+ IR, which was expressed as g(x, u, y) in the previous 
section, where x represents the current, y represents the next system state. One can 
equivalently define the cost function as g : X x U --+ IR, in which case the cost function 
is governed by the same probability kernel P. In the latter case, the uncertainty in the 
resulting immediate cost can be captured by denoting the cost as a random variable 
G. 
The aim of the decision maker is to find a policy, which is a mapping from the 
state set to the control set , so as to minimize the cost , which might be defined as 
average cost in some cases or total cost in others. The average cost is formally defined 
as 
(3.2) 
and the total cost definition is 
T 
G = L 'lG(t) (3 .3) 
t=O 
where 1 is some discount factor with 0 < 1 :S 1. Having G(t) < G guarantees the 
finiteness of the cost (requires 1 < 1) , where G > 0 is some constant. Finally, an 
MDP can be defined over finite (T < oo) or infinite (T = oo) horizon. 
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We finalize this discussion by stating that MDPs are often expressed and solved 
as Stochastic Dynamic Programming (SDP) problems. The form of the Bellman 
equation that characterizes finite horizon SDP problems is 
Jk(x) = min lEy [g (x, u, y) + [ Jk- l (Y)] 
uEU(x ) 
(3.4) 
where .h is t he k stage cost function. The Bellman equation for t he average cost 
infinite horizon SDP problem is 
J + h(x) = min lEy [g (x, u, y) + h(y) ] 
uEU(x) 
(3.5) 
where J is t he average cost , and h(x) is t he different ial cost function t hat represents 
t he "disadvantage" of being in st ate x . In t his chapter , we focus on average cost 
infinite horizon MDPs. 
3.1.3 Challenges in Solving Markov Decision Problems 
MDP is t he framework t o model a vast amount of real-world problems. A few of 
its application areas are finance, investment , macroeconomics, production , inventory 
and scheduling. On t he other hand, there are two fundamental challenges encountered 
while dealing wit h such problems, originally stated in Bellman (1957), which we will 
now review in this section . 
Curse of Dimensionality 
The term "curse of dimensionality" refers to the fact t hat the number of states of 
a system grows exponentially with the number of st ate variables (dimensions of the 
state space), which means exponentially growing computational requirements t o solve 
the problem. In many real life applications, classical solut ion approaches such as value 
iteration and policy iteration struggle to handle extremely large state spaces. 
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Curse of Modeling 
In many cases, the dynamics of the environment or the system for which an MDP 
model is proposed are not completely known. Although there are cases where the 
system dynamics can be captured by standard frameworks (e .g. Poisson arrivals 
et c.), it is often impossible to express these dynamics analytically and/ or without 
significant loss of accuracy. Since such inaccuracies cause the corresponding MDPs 
to provide poor solutions for the corresponding real systems, curse of modeling poses 
a big challenge in many problem instances. 
There are many approaches that have been proposed in the literature to overcome 
these fundamental challenges. For example, as a remedy to the curse of dimensional-
ity, state space/ control space approximations have been used. To overcome the curse 
of modeling, learning oriented approaches have been promoted. In the next section, 
we present the Reinforcement Learning , which is one of the most famous frameworks 
to solve MDPs with large state space and/ or complicated state transition dynamics. 
3.1.4 Reinforcement Learning 
Reinforcement Learning (RL) is a powerful framework for solving large scale MDPs 
with complicated system dynamics. In RL, a controller (partially) observes the state 
of a system after each transition together with a one--step cost, evaluates its previous 
control based on this observation, updates its policy and sends a new control to t he 
system. This scheme is illustrated on Figure 3·1. 
The aim in RL is to discover near-optimal policies as various policies are evaluated 
along a long-enough simulation through the feedback mechanism displayed on Figure 
3·1. The theoretical foundation of policy evaluation in a simulation is Robbins-Monro 
(RM) stochastic approximation theorem . In RM algorithm, described in Algorithm 
3.1 , we consider a random variable X, whose mean JE[X] is to be obtained from its 
x(t) 
o(t) 
- --
Cost o(t + 1) 
State x(t + 1) 
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Environment 
Control 
u(t) 
Figure 3·1: Reinforcement Learning Framework 
samples. Xk denotes kth sample of X. Let Yk denote the estimate of this mean 
in the kth iteration. Using the strong law of large numbers , RM algorithm ensures 
that limk-HXJ Yk = IE[X] with probability 1. The algorithm is guaranteed to converge 
if limK-HXl ~~=1 ak = oo and limK-+oo ~~=1 a~ < oo. In RL context , the random 
variable X generally corresponds to the expected cost of a state-control pair , which 
is visited many times during the simulation. 
Algorithm 3.1 Robbins-Monro Algorithm 
1: Set k := 1, Yo to an arbitrary number , E > 0. 
2: Update Yk as follows : 
3: If IYk - Yk_1 1 < E, stop. Otherwise, go to Step 2. 
(3.6) 
At this point, we would like to make it explicit why RL is a remedy to t he "twin 
curses" mentioned above. In RL, since the optimization is carried out along a course of 
a simulation, the solution algorithm does not deal with the whole state space at a given 
time. Therefore, the solution process is not computationally exhaustive. In addition, 
RL is not bothered with the explicit expressions of transition probabilities, but the 
simulator reveals the one-step cost and the next state each time. In fact , the system 
dynamics may be completely unknown (except the knowledge of certain stability 
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conditions), and the simulator may completely be a black-box to the controller. For 
these reasons, RL is a powerful framework that is able to provide "good" policies for 
large and/ or complex systems. 
RL framework is fairly a mature one and it has proven its strength in various ap-
plications , such as elevator scheduling, job-shop scheduling, backgammon, cell phone 
network management and revenue management. There are many RL algorit hms 
available in literature. In the next section, we will focus on two particular forms of 
RL, namely Q-Learning and Actor-critic algorithms. However, before motivating the 
reader for these algorithms, we would like to attract some attention to the following 
fact: The cost of the MDP that RL aims to minimize may not necessarily be coming 
from a convex function of control space. Therefore, it is important to design RL algo-
rithms that are aware of local minima on the control space. This means the algorithm 
needs to explore different regions of the state and control space by t rying different 
controls. On the other hand, in order to avoid incurring high costs for the sake of 
exploration, the algorithm should exploit its current knowledge on good actions. So, 
there is a trade-off between exploration and exploitation , and it is the algorithm's 
duty to find the balance. One of the well known and basic exploration strategy is 
E-greedy policy, where the algorithm chooses the best action known to it with prob-
ability 1 - E, and tries another randomly selected action with probability E. Such an 
exploration mechanisms exists in almost all RL algorithms. 
3.1.5 Particular RL Algorithms 
In this section , we describe two RL algorithms: Q-Learning and actor-critic. Although 
the latter has already been provided in Chapter 2, we would like to revisit this topic 
in RL context . 
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Q-Learning 
Q-Learning algorithms are widely used to solve MDPs. The aim of these algorithm is 
to learn the Q-factors , which is basically the right hand side of the Bellman equation in 
(3.5), without minimization and written for every u E U. More specifically, Q-factors 
in an average cost infinite horizon SDP is defined as 
Q(x, u) =lEy [g(x, u, y) +min Q(y , u)] , 
uEU 
'llxEX,uEU. (3.7) 
In order to learn these Q-factors, in the algorithm, the expectation with respect toy is 
replaced with a single sample. Then, the Q-factors are updated along the simulation 
as follows: 
Q(x, u) := (1- a)Q(x, u) +a [g(x, u, y) +min Q(y, u)] . (3 .8) 
uEU 
where 0 < a < 1. At this point , the connection to the Robbins-Monro theorem 
should be obvious to the reader. As far as a satisfies the conditions described in 
Section 3.1.4, and the states of the system are "communicating" with each other , 
simulation will reveal true Q-factors. 
Since we are minimizing the average cost , the best control when the system is in 
state xis given by u*(x) = argminuEuQ(x,u). 
On the other hand, because of the reasons mentioned above , we will use E-greedy 
approach to randomize the control. More specifically, the control will be chosen as 
u* ( x) with 1 - E probability, and it will he selected uniformly from the set U \ u* ( x). 
Another decision we have to make is the stepsize. In our experiments, a will be 
chosen as follows: 
D 
a=----
D + n(x,u) 
(3.9) 
87 
where D > 0 and n(x,u) represents the number of t imes the control u is selected when 
the system is in state x. Obviously, the control has to be discretized if it is not 
already. 
Actor-Critic Algorithms 
In Chapter 2, we already discussed these algorithms and proposed a modified actor-
critic algorithm. Here, we revisit this topic to explicitly state its position in RL 
context. Actor-critic algorithms are of policy-gradient type, where a probability dis-
tribution (mass) function (p .d.f.) is used to obtain the control during a course of 
a simulation. The p.d.f. is a parametrized function of some features of the system 
state. The goal of the algorithm is to adjust these parameters so that "good" ac-
tions are generated with high probability. The reason for using a p.d.f. instead of a 
deterministic function to generate policies is to explore state and control space. 
Figure 3·2 illustrates how actor-critic algorithms work. In the algorithm, the critic 
evaluates the policy and updates a "projection" of the Q-factors. Then, it provides a 
gradient descent to the actor , which generates a control given the state of the system. 
.'\ctionU One step cost g 
En•ironment/ t Randomized System Simulator 
Stationarv Policv 
lext state x' 
Critic (How well 
J J 
Pe(ul x) did the action do?) 
Actor (1mprove I 
lmpro.-edpa.rameters 8' the parameters) Gradient descent for (J 
Figure 3·2: Actor-Critic Framework 
In the absence of a policy function approximation, which allows using policy gradi-
ent techniques but requires certain intuition of the system, Q-learning is a very useful 
and easy-to-implement method. As opposed to Chapter 2 where we had an intuition 
of optimal control policy structure, in this chapter, we will be dealing with a much 
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more complex system without such an intuition. For this reason, in our numerical 
experiments, we will mainly use Q-Learning approach. 
3.2 Casting Regulation Service Provision as a Reinforcement 
Learning Problem 
In this section, in the RL context, we describe the problem of optimal demand man-
agement (or RS reserve provision) of an SNO who has purchased A kW of energy and 
sold R kW of reserve in the Hour Ahead market, and who is required to respond to 
unanticipated RS signals during the operation hour. The SNO only observes the RS 
signal, t herefore it calculates its obligation, and the total consumption in the system. 
3 .2 .1 Reinforcement Learning as a Remedy to the Challenges in Regula-
tion Service Provision Problem 
In Chapter 2, we proposed a model to capture the dynamics of consumption, which 
facilitated the theoretical analysis of t he problem. However, we also noted that the 
model holds with a greater accuracy in systems with large number of appliances, 
whereas this accuracy may not be preserved in small systems. This is because the 
uniform utility assumption might be very optimistic in small systems. Moreover, the 
model with Poisson connection and exponential disconnection rates was intended to 
represent the behavior of a collection of generic appliances. On t he other hand, duty 
cycle appliances , which have great potential for regulation service provision, have far 
more complex dynamics. In this sense, Reinforcement Learning is a good remedy to 
the "curse of modeling" we face in this problem. 
Another issue discussed in the same chapter was that even the problem with 
streamlined consumption dynamics suffer from the intractability of realistic size prob-
lems. To overcome this, we already proposed a modified actor-critic algorithm. In 
this chapter, we now completely turn our attention to the solution approaches in 
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the framework of Reinforcement learning. However, this time, such algorithms are 
going to be used in conjunction with realistic simulations of electricity consuming 
appliances, which we elaborate on in the next section. 
3.2.2 Duty Cycle Appliance Dynamics 
As described so far , the strength of RL is in its ability to find "good" control policies 
without relying on the knowledge of system dynamics, which allows to focus on sys-
tems with complex dynamics. In order to exploit this advantage, in this chapter, we 
put a particular emphasize on creating a realistic simulation of electricity demand by 
Duty Cycle Appliances (DCAs). In addition , we continue to use the two-dimensional 
Markov chain model proposed in Chapter 2 to represent RS signal behavior , whose 
proficiency was proven by the numerical experiments. 
In Lu (2012) , a thermal dynamics model for an HVAC unit is provided as below. 
This model particularly suits residential and small commercial buildings well. For 
large commercial buildings, this model can be replaced with one that takes multi-
zone characteristics of the environment into account. 
Equivalent Thermal Parameters Model 
Ca air heat capacity (BtutF or J tC) 
Cr,1 mass heat capacity (BtutF or J tC) 
r heat rate for HVAC unit (Btu/hr or W) 
Ua standby heat loss coefficient (Btut F · hr or W tC) 
R1 1/Ua 
R2 1/U-:;:ass 
To ambient temperature ("F or OC) 
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Ti air temperature inside the room (OF or oc) 
T m mass temperature inside the room (oF or OC) 
Then the state space model is 
x =Ax+ Bu y = Cx + Du (3 .10) 
. - ['t] X . 
Tm 
u=1 (3 .11) 
(3.12) 
D = [~] (3.13) 
Based on this, a simplified heating unit thermal dynamics model is provided as follows. 
Tr room temperature (OC) 
c equivalent heat capacity ( J tC) 
h equivalent thermal resistance (oC/ W) 
r equivalent heat rate (W) 
t time (minute) 
flt time step (minute) 
To ambient temperature (OC) 
s binary value to represent the status of a DCA - 1: active, 0: idle 
1 {} indicator function 
The simplified dynamics are given by the Newton's law of cooling with added heat 
source as below. 
(3 .14) 
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From now on, we are going to use this simplified equation in our simulations. More-
over, we will remove the time superscript from the ambient temperature and simply 
assume that it is constant over time. In Lu (2012), it is shown that the simplified 
dynamics mimics the original one successfully. 
One of the important feat ures of an individual heating DCA that is of our interest 
is its average consumption rate, As. This is because we will assume that the aggregate 
average consumption rate for a collection of HVACs is known. Obviously, As depends 
on the minimum and maximum values of the deadband, Tmin and Tmax respectively, 
in which the DCA operates. Now, assume that Tmax > Tmin > T0 . Let b..tu denote 
the time spent to increase the room temperature from T min to T max when the heating 
DCA is turned on. Similarly, b..td denotes the time spent to go from T max to T min 
when the heating DCA is turned off. Then, we can derive the following expressions. 
b..tu = ln (To+ hr- Tmin ) he 
To+ hr- Tmax 
(3.15) 
(3.16) 
Obviously, we need To + hr > T max to be able to reach the upper bound of the 
deadband in finite time. 
It should be apparent to the reader that the heating DCA will spend b..tu / ( b..tu + 
b..td) fraction of its time turned on, and the rest turned off on average. Therefore, 
average consumption rate for an individual DCA is given by 
(3.17) 
If we consider that there are multiple types of DCAs, indexed by i E J , the average 
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Figure 3·3: Sample Heating DCA Behavior 
aggregate consumption rate will be 
(3.18) 
A quick simulation reveals the graph on Figure 3·3 that verifies our derivation. We 
obtain !::.td = 30.1 and !::.tu = 24 minutes, and As = 177.2 W. In the simulation, the 
parameters are set as follows: To= 10 oC, Tmin = 23 oC, Tmax = 40oC, c = 300 Jj"C , 
h = 0.12 oc;w, T = 400 W. 
This concludes our discussion on DCA dynamics. Next , we turn our attention to 
DCA response to the price signal, u. 
3.2.3 Duty Cycle Appliance Response to the Control Signal 
DCA Utility 
The main purpose of this chapter is to propose algorithms to find optimal control 
policy for an SNO, who is in charge of modulating the aggregate electricity demand 
in response to RS signal. Having said that, it is also important to determine how 
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an individual DCA should respond to the control signal of the SNO. Although this 
is not a part of SNO control, we will explore couple of response strategies in order 
to be able to propose a complete RS provision framework at the end of the study. 
Before moving forward, we define T as the t ime passed since the last status change 
of the DCA (from turned on to off, or vice-versa) of interest. In addition, we provide 
a definit ion for utility, which is similar to the one in Chapter 2. However , this time, 
the motivation behind defining utility for a DCA is to have a standard measurement 
of its position relative to the DCA specific Tmin and Tmax bounds. Therefore, for 
heating DCAs, utility is defined as 
and for a cooling DCA 
cp= Tmax-T 
Tmax- Tmin 
¢ = T- Tmin 
Tmax- Tmin 
(3 .19) 
(3.20) 
These definitions are motivated by the storage-like characteristics of DCAs: A DCA 
"stores" heat (or cool) when it is consuming electricity. Here, ¢ is inversely prop or-
tional to how much left in the "storage" , with ¢ 2: 1 and ¢ ~ 0 showing the DCA 
has to turn on and t urn off, respectively, to stay in the pre-specified deadband. 
To summarize, defining ¢ will enable us to propose DCA-type independent price 
response strategies. 
Price Signal as an Upper Bound on Utility 
This response strategy considers the price as an upper bound on a DCA utility, where 
the lower bound is being 0. More specifically, in this strategy, a DCA monitors its 
utility and the price u at after each price update , namely every fl.t minutes. If ¢ 2: u, 
it turns on and sets s = 1. When t he utility reduces down to 0, which is ¢ ~ 0, it 
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turns off (s = 0). In practice, for a heating DCA, this strategy instructs to define an 
effective r:nin and move it in [T min, T max ] interval based on the price u. Similarly, for 
a cooling DCA, this strategy is equivalent of defining an effective r :nax as a function 
of u in the [Tmin, Tmax ] deadband. 
Shifting Allowable Deadband 
In this strategy, we define both r:nin and r:nax such that T min :S r:nin < r:nax :S T max . 
In some sense, this is equivalent to define an "allowable" deadband for a DCA inside 
the original deadband. Secondly, we fix the width of this allowable deadband, in 
terms its relative width to t he original deadband. More specifically, we define t he 
allowable deadband in terms of utility as follows. 
(3 .21) 
where r/Yd is DCA-specific and constant . According to this strategy, a DCA monitors 
the price u every ~t minutes. The DCA sets its status, s, according to 
1, if <f>(t + ~t) 2:: 1- (1- u)(1- ¢;d) 
s(t + ~t) = 0, if <f>(t + ~t) ::; 1- (1- u)(1- ¢>d) - ¢>d (3.22) 
s ( t) , otherwise. 
Basically, the allowable dead band as a function of the price u is expressed as [ ( 1 -
Frequent Price Monitoring with Deterministic Suspension Time-Outs 
In this response strategy, a DCA monitors t he price u every ~t minutes. If its ut ility 
is greater than the price , which is¢> 2:: u, it t urns on and starts to consume electricity 
(sets s = 1). If it has already been turned on, it takes no action and continues to stay 
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turned on. Similarly, if ¢ :::; u, the DCA turns off (sets s = 0), or stays turned off. 
However, starting from the moment of the status change ( s = 1 to s = 0 or vice versa, 
where T timer is refreshed to 0), the DCA is suspended from monitoring t he price 
for f minutes, namely until T ~ f . Here, f is DCA-specific parameter of suspension 
time. 
Probabilistic Price Monitoring with Deterministic Suspension Time-Outs 
Another price response strategy we propose is that a DCA draws a random number 
every /:).t minutes to decide whether to monitor the price u or not, where Pm is the 
probability of monitoring. Again, the DCA is suspended from drawing a number to 
monitor the price after changing its status for a constant amount of time. In case of 
monitoring, the DCA sets s = 1 if ¢ ~ u, and s = 0 if ¢ :::; u . 
Probabilistic Price Monitoring with Deterministic Suspension Time-Outs 
and Fictitious Uniform Utility 
This strategy is the same with the previous one, except, DCAs pretend as if they had 
uniformly distributed utility in the interval [0, 1] . In other words, a DCA will draw a 
random number from the [0 , 1] interval to compare with the price. 
This concludes the discussion on DCA dynamics. Now, we are ready to proceed 
to experimenting the Reinforcement Learning and DCA price response strategies. In 
the next section, we will introduce the user interface we have created specifically for 
these experiments. 
3.3 The User Interface for Optimal RS Provision by DCAs 
So far , we have introduced an RL framework for optimal RS provision by DCAs. To 
this end, several learning and DCA price response approaches have been provided. 
Moreover, there are many parameters to be set, both for algorithms and simulation. 
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In order to facilitat e the experiments , relat ed what-if analyses and observing the 
results, we have created an interactive user interface. In this section, we provide a 
concise manual for the use of this tool. 
3.3.1 Overview of the UI 
This UI allows its user to simulate the consumption of heating DCAs, to simulate 
RS signal, and to experiment various learning algorithms to optimally control the 
aggregate electricity consumption. The user can customize Regulation Offer P aram-
eters and DCA population interactively from the UI, choose the learning and DCA 
price response strategies to be used, and monitor the progress. Figure 3·4 displays a 
snapshot of the UI. 
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Figure 3·4: Snapshot of Optimal RS Provision User Interface 
3.3.2 Setting RS Offer Parameters 
As mentioned at the beginning of this chapter, our problem scope does not include 
the decision of how much RS reserve to offer. Therefore, RS reserve midpoint (that 
corresponds to average consumption) and the amount of RS provision are considered 
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as given in the problem. Figure 3·5 displays the panel of the UI on which these 
parameters can be set . The UI provides a suggestion for regulation midpoint by 
calculating the average consumpt ion rate of t he current heating DCA population . 
The UI also allows to set RS update intervals, specified in unit of seconds. 
~. . . - - cb::: ]~ ~·<A - • • Regulation 
RS Reserve 
DIQJ kW 
U[J kW 
Signal Update Int. 
Suggested Reg. 0 kW J 
Figure 3·5: RS Offer P arameters P anel 
3.3.3 Add DCA Cluster 
In Section 3.2.2, we described t he t hermal dynamics of a heating DCA. In order to 
be able t o simulat e a DCA according that model, certain parameters need to be set. 
More specifically, the user is required t o enter Tmin, Tmax, heat rater, heat capacity 
c, thermal resistance h, ambient temperature T0 , and suspension t ime T to create a 
heating DCA class. Then , by specifying t he number of DCAs, the user can create a 
DCA cluster of this type. The init ial t emperature of the DCAs can be set as well 
by specifying T , where input ting "R" means initializing each DCA separat ely at a 
temperature uniformly distributed in [Tmin, Tmax]· Using t his panel, the user can 
creat e a diverse DCA population consisting of many DCA classes. 
, ...... F· -
Add II 
Therm. Resist (h) []JlJ C/VIJ 
Ambient Temp. (f_o) [J[J C 
Min. Switch Time CJ:::] mm 
Smart Therm. Prm [D kW 
:- .. . . 
Min Temp. (T_min) DfJ c 
Max Temp. (f_max) [KJ c 
Heat Rate (r) [@[] w 
Heat Capacity (c) [J]]J J/C 
Curr. Temp. (T) [RJ F # ofDCAs 
Figure 3·6: Panel to Add heating DCA Cluster 
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3.3.4 Current DCA Population 
This panel, shown on Figure 3·7, displays the current DCA population. Each DCA 
cluster in the population can be seen on the sliding listbox, together with the cor-
responding DCA class parameters. There arc three useful buttons on this panel. 
"Activate/Deactivate" button can be used to temporarily turn off all the DCAs in a 
cluster. "Take/Release control" is to specify whether a DCA cluster is a participant 
of RS provision (so that it will respond to the price signal u with the selected DCA 
response strategy), or not. Uncontrolled DCA clusters will still be part of the system 
(as opposed to deactivated ones) and continue to operate according to standard ther-
mostat working principles. This means that an uncontrolled DCA will turn off when 
the temperature of the corresponding room goes above T max and turns on when the 
temperature goes below Tmin· 
DCA Cluster - # of DCAs 3000 Actrve. Con troll~ . T min· 23 00 T max: 27 00. r· 4 
DCA Cluster-# of DCAs: 5000, Active, Not Contro lled, T_min: 25.00, T_max: 28.00, 1 
DCA Cluster-# of DCAs: 1000, Inactive, Not Controlled, T_min: 23.00, T_max: 25.00, 
ActivateJDeactivate [ Take/Release Control Remove 
Figure 3·7: Current DCA Population 
3.3.5 Policy and Thermostat Options 
This panel allows to choose the learning algorithm and the DCA response strategy 
to be used, among what were described in Sections 3.1.5 and 3.2.3 respectively. In 
addition, the user can add uncertainty to the DCA dynamics. When the option 
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"Uniform" is select ed , the t emperature in each room is given by 
(3.23) 
where T1+t:.t is the deterministic part of the calculation and obtained from Equa-
tion 3.14. w represents the uncertainty, and w""' U ( wLB , wuB) , with WLB and wuB 
being set in the "RLB" and "RUB" boxes on the panel, respectively. If triangular 
distribution is selected to add randomness, y t+t:.t will be drawn from a triangular 
dist ribution with mode T1+t:.t, lower limit T1+t:.t + W LB , where WL B < 0, and upper 
limit Tb+t:.t + WUB · 
On panel, there is an opt ion t o choose whether the cost met ric. In addit ion , 
depending on the learning algorithm and the DCA response strategy selections, some 
additional parameters may be required . This panel allows the user to set some of 
these parameters. For further customization of the algorithms, the user needs to 
change the source code. 
SBO Control Temp. Randomization 
ILA_ct_o_r-C_r_iti_c ____ ... _.] I None ... ] 
DCA Response Cost Metric 
I Price as U.B. on Util... ... ]jADsolute -=::J 
RLB [;[I) RUB []]] 
Utility Band [QJJ 
p_m [;[I] p_s []]] 
Figure 3·8: Policy and Thermost at Opt ions Panel 
3.3.6 Simulation Panel 
The user can run t he simulation , in normal or fast forward mode, using this panel. In 
addition , certain statistics and syst em st ate information are also displayed here. On 
t he panel, "TS" counts the number of t ime steps since the beginning of the simulation . 
Simulated time can be found by mult iplying TS counter by fl t . The user can observe 
current consumpt ion , obligation , RS signal value, tracking error , price , number of 
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electricity consuming appliances, average utility and average cost on this panel. 
In the fast forward mode, neither the graphs nor the state information labels are 
updated. However, TS counter and "Average Cost" labels are updated every 1000 
time steps to allow user to observe the status of the learning process. 
3.3. 7 Utility Histogram 
This graph shows DCA utility distribution as a histogram. The graph is updated at 
every time step (which is every D..t minutes) during normal mode simulation. This 
distribution is usually unknown to the learning algorithms. However , the histogram 
is very useful as it shows if there is a synchronization in the DCA population due 
to the price policy or DCA response strategy. The user can accordingly change his 
strategy / policy or update algorithm parameters. 
3.3.8 Obligation- Consumption Graph 
This graph visualizes the simulation progress by showing the obligation and the con-
sumption over time. The real value of the graph is that it provides intuition to the 
user about the cases the learning algorithm is successful and the potential improve-
ment opportunities. The horizontal axis covers one-hour duration and the graph is 
refreshed every hour. The time is displayed in minutes. 
3.3.9 Average Cost Graph 
Average cost graph helps the user to evaluate the performance of the learning al-
gorithm. However , it is particularly useful for observing any periodic cost increases. 
Again, the user would consider such a periodic behavior as a signal of synchronization 
in the DCA population. Similar to the Obligation - Consumption Graph, the hori-
zontal axis covers one-hour duration and the graph is refreshed every hour. Again , 
the time is displayed in minutes. 
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3.4 Numerical Experiments 
3.4.1 Problem Parameters 
In the numerical experiments of this chapter, we use Q-Learning method to obtain 
good policies for an SNO that is to manage the aggregate demand of a heating DCA 
population. We particularly focus on one problem instance, in which it is possible to 
track RS signals using other tools as will be presented in Chapter 4. In this chapter, 
we particularly test the DCA response strategies and observe their performance. As 
noted previously, the SNO observes RS signal values, which are the signal realization 
y( t) E [0, 1] and the signal direction d( t), and the aggregate consumption of the DCA 
population in the neighborhood, S(t). For the details of the Markov chain model of 
the RS signal, the reader should refer to Chapter 2. 
While describing the Q-learning method, we said that the algorithm learns the 
Q-factors Q(x , u), given in Equation (3.8), where xis the state and u is the discretized 
control. Here, x does not include the complete information about the system, which 
is indeed in contradiction with the definition of "state", but it is used to represent 
what the SNO observes. Namely, x(t) = (S(t), y(t), d(t)). Here, in order to keep the 
look-up table of Q-factors relatively small, we truncate the table and only learn the 
factors for lA -1.3RJ ::::; S(t)::::; fA+ 1.3Rl The consumption will be considered on 
the nearest edge when it is outside this range. In addition, we have u E {0 , 0.1 , .. . , 1 }. 
The problem and DCA population parameters are given in Tables 3.1 and 3.2. 
Table 3.1: Problem Parameters 
A (kW) I tlt (min) I Exploration E I Randomization I Cost Metric 
370 I 0.067 I 0.05 I U( -0.1 , 0.1) I Absolute 
Table 3.2: DCA Population Parameters 
#of DCAs I Tmin ("C) I Tmax CC) I r (W) I C (J/C) I h (C/W) I To ("C) 
3000 1 23 1 27 I 400 I 300 I o.12 I 1o 
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The cost metric that we use in this chapter is the average absolute cost, which is 
the average value of IS(t)- D(t)l , where D(t) =A+ Ry(t) is the obligation that SNO 
needs to track. As a tip to the reader , it is possible to achieve a tracking cost of 10.5 
kW in this problem instance, which can be used as a benchmark for the examples 
below. 
3.4.2 Demand Management of DCAs with Shifting Allowable Deadband 
In this section, we assume that each DCA responds to the price signal u according 
to the strategy described in Section 3.2.3. Basically, we allow a DCA to move in a 
utility deadband with a width of c/Yd = 0.3 and ¢d = 0.5. 
This response strategy leads to an interesting control policy. After approximately 
20 million steps, the best control policy turns out to be broadcasting a constant price 
most of the time, u = 0.5 , to prevent jumps in the consumption. This is especially 
true for ¢d = 0.3. The rationale behind this policy is that since all DCAs are allowed 
to live only in a small deadband, a small shift of this deadband cause big jumps in 
the consumption. Therefore , the best policy is to broadcast a constant price. Figure 
3·9 shows the graphs that belong to utility distribution , comparison of obligation and 
consumption over time and the average tracking cost over the last 20k steps. The 
resulting cost is 33.2 kW, and the tracking is not really successful. The cost of the 
case with ¢d = 0.5 is worse and equal to 51.4 kW. 
3.4.3 Probabilistic Price Monitoring with Deterministic Suspension Time-
Outs 
Now we look at a price response strategy where a DCA is allowed to monitor the 
price u probabilistically, with Pm , after a certain amount of time has passed since 
its last status change. Figure 3·10 displays the results of an example with Pm = 0.3 
and f = 2 min. After more than a million steps, the tracking is not successful. This 
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0.2 ILB 0.9 
25QL---------~--------~~--------~~------~~--------~~------~ 
1.341 1.341 1.341 1.341 1.341 1.3411 1.341 
Average Track ing Cost 
33.3 
Figure 3·9: Q-Learning, Shifting Allowable Deadband, cPd = 0.3, Resulting Graph , 
Cost: 33.2 kW 
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example results in a cost of 55.8 kW, which is the best among several examples with 
different parameters and with this price response strategy. 
Utility Histogram 
~r----.-----.-----.-----,-----,-----,----,-----,-----,-----, 
400 
300 
200 
100 
1300 
0.~------~=-------~~------~~----~~------~~------__J 8.622 6.623 8.624 6.625 8.626 8.627 8.628 
Average Tracking Cost 
56 
Figure 3·10: Q-Learning, P robabilistic Price Monitoring with Deterministic 
Suspension Time-Outs , Pm = 0.3 and f = 2 min , Result ing Graph, Cost: 55.8 kW 
3.4.4 Probabilistic Price Monitoring with Deterministic Suspension Time-
Outs and Fictitious Uniform Utility 
The price response strategies presented so far have not been successful in tracking t he 
RS signal. In t his strategy, every DCA pretends as if it had a uniformly distributed 
utility in [0 , 1]. This approach is motivated by the success of the model-based ap-
proach of Chapter 2, which assumed uniform utility for idle appliances. Here, we 
would like to see if this assumption will help to learn optimal control policy. The 
discrepancy between the actual utility and fictitious utility will be discussed later. 
With this strategy, the RS tracking is much more successful as can be seen in 
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Figure 3·11 , except occasional spikes in the consumption. This result is obtained 
after nearly 2 million steps, and further training can give better solutions . However , 
there is still an important difference between our benchmark value, 10.5 kW and t he 
cost of this case , 21 kW. 
Ut imy Histogram 
600 
500 
400 
300 
2~~~6------~1.~,~~7~----~1.,~~~8------~,~_ ,6~4~9------~,~_ , ffi=-------71 . 1~ffi~,-------,~_ 1ffi 
Average Tracking Cost 
21.3 
Figure 3·11: Q-Learning , Probabilist ic Price Monitoring with Deterministic 
Suspension Time-Outs, Pm = 0.1 and f = 0.5 min, Resulting Graph, Cost: 21 kW 
3.5 Discussion 
In t his section, we have discussed the demand management model in the context 
of Reinforcement Learning, which allows obtaining an optimal control policy for the 
systems that are large and/ or have unknown/ complicated system dynamics . We have 
particularly focused on Duty Cycle Appliances that have storage-like characterist ics, 
and for which we have proposed price response strategies. Among those, RL have 
failed with t he price response strategy "Demand Management of DCAs with Shifting 
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Allowable Deadband". This was because the DCAs accumulate in a narrow utility 
deadband and the population becomes too sensitive to the price changes. Therefore, 
the optimal policy turned out to be not changing the price. In another strategy, DCAs 
monitored the price probabilistically. In this case, the Q-Learning algorithm tried to 
have price policy with state-specific prices. Again , the algorithm was not successful, 
because the consumption was not diverse enough. In the last example, however, we 
went back to our uniform utility assumption in Chapter 2. This assumption led to 
a significant cost reduction and more successful tracking. This has shown that DCA 
response strategies have a very significant effect on tracking performance. 
On the other hand , the uniformity assumption causes a discrepancy between the 
DCA's actual utility and fictitious utility. Since the DCAs are not making decision 
based on their actual utilities , they can easily go out of the consumer-specified dead-
band. Moreover, it is possible that a DCA switches its state frequently. Hence, this 
result is important as it shows that we need a more complicated DCA price response 
strategy, which we go into in the next chapter. Another question is that if it is the 
case that the Q-learning algorithm parameters/design prevent better costs. For ex-
ample, is it impossible to track the RS signal better than this given the amount of 
the information the SNO observes about the system? In the next chapter , we will 
present a smart thermostat design and use Q-learning to obtain an optimal control 
policy, which will turn out to be a very good combination and lead to a successful 
tracking. 
Another note on our Q-learning experience for this problem is that exploration 
is an issue. Even completely random control selections do not provide significantly 
better exploration since RS signal is an exogenous signal and independent of the 
control selected . 
Lastly, it is important to note that Q-learning can reveal stable "good" policies 
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in stable or slowly changing environments. On the other hand , in practice, a DCA 
population may not have stable dynamics for long times, or sudden events may occur. 
So, we need a more agile algorithm to be able to derive practical benefits out of the 
study. As a solution to this problem, in the next chapter, we will be presenting 
adaptive control algorithm. 
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Chapter 4 
Adaptive Control of Duty Cycle 
Appliances with Smart Thermostats 
In the previous chapter, we solved the problem of RS provision by Duty Cycle Appli-
ances (DCAs) with realistic thermodynamics and population size using Reinforcement 
Learning (RL). Despite t he significant advantages of using RL in this problem, there 
are also several drawbacks as mentioned in the discussion section of the previous 
chapter: i) Training the learning model takes fairly long t ime. ii) The model needs to 
be trained for each possible circumstances the system may face, before implemented 
in practice. iii) In order to be able to train the model successfully, the environmental 
dynamics need to be stable or slowly changing. iv) The learning model is generally 
not able to detect the changes in t he environmental dynamics by itself. In order to 
be able to rely on RL-provided control policies in practice, a Smart Neighborhood 
Operator (SNO) has to follow one of the following alternatives: a) Obtain control 
policies for each environmental setting, detect conditions in the environment online 
and switch to the proper control policy accordingly. For example, SNO may have 
to obtain different control policies under different weather temperature assumptions, 
and it may use the appropriate one as it detects the changes in the temperature. b) 
Create a giant learning model that is general enough to capture vast majority of the 
possible environmental conditions. The corresponding example would be including 
weather temperature as a part of the system state in the learning model. Obviously, 
regardless of the option that SNO selects , it is challenging to obtain control policies 
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for all practical circumstances. 
In order to overcome these drawbacks, in t his chapter, we propose an adaptive 
cont rol algorithm that leverages t he power of law of large numbers and requires min-
imum knowledge about t he system. The algorithm updat es its parameters based on 
the difference between t he SNO's obligation and actual consumpt ion , and it is capa-
ble of adjusting itself to changing environmental dynamics. In order to get t he best 
performance out of the algorithm, a smart thermost at model is also proposed for t he 
DCAs in the neighborhood. 
4.1 Adaptive Control Algorithm and Smart Thermostats 
4.1.1 Scope of the Problem 
The scope of the problem that we deal with in this section is very much the same 
wit h the one in Chapter 3. We assume an SNO who has purchased A kW of energy 
and promised R kW of RS reserve in t he hour ahead market. The SNO is responsible 
for t racking the RS signal y(t) , which is updat ed every D.t seconds, by modulating 
t he aggregate consumpt ion of the DCAs in t he neighborhood. Ot her loads in t he 
system are neglected . The SNO observes only the RS signal value y(t) and the 
aggregate consumption S(t ). The SNO is penalized based on absolute tracking error 
IS(t + D.t) - D(t)l, where D(t ) = A + Ry(t) . Again , t he SNO broadcasts a signal u E 
[0 , 1] (which we call "price") to affect the consumpt ion of individual DCAs. DCA 's 
price response strategy will be clear later. We assume that DCA thermodynamics are 
the same as what we provided in Chapter 3. Namely, these dynamics are 
T;+LJ.t =To - (TJ+ LJ.t - T;)e-LJ.t/hc + r h (1- e-LJ..t/hc) l{s=1} . (4 .1 ) 
where Tr (•C) is t he room temperature in , T0 (•C) is the ambient temperature, h 
CC/ W ) is t he thermal resist ance, r (W ) is t he heat rate, c (Jt C) is the heat capacity 
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and s E {0 , 1} is the appliance status (on/off). Utility of a heating DCA is defined 
as before, i.e. , 
and for a cooling DCA 
¢ = Tmax- T 
Tmax - Tmin 
¢ = T- Tmin . 
Tmax - Tmin 
(4.2) 
(4.3) 
In this section , for clarity of the presentation, we exclusively focus on heating appli-
ances. However, all of the results in this section can be extended to cooling DCAs as 
well. 
After this brief summary, we now proceed to the discussion on adaptive control 
algorithm. 
4.1.2 Adaptive Control Algorithm 
We initialize the discussion with a simple problem with the following assumptions. 
These assumptions are going to be relaxed as the discussion goes on. 
1) There are N identical DC As in the system with each having a consumption rate 
of r kW. 
2) Each DCA monitors the price u(t) at each 6.t to make a decision. If ¢(t) ~ u(t) , 
the DCA turns on (or stays turned on) and consumes energy. It turns off (or 
stays turned off) if ¢ (t) < u(t) . 
3) Each DCA has a utility at timet ¢(t) that is uniformly distributed in [0, 1], i.e., 
¢(t) "' U(O , 1) , Vt ~ 0. 
In this simple problem, as far as N is large enough (i.e., Nr ~ A+ R) it is 
straightforward to derive a "good" control policy, if not optimal. Let n(t) denote the 
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number of appliances that are active and consuming energy. The price u * ( t) is the 
one that leads to n*(t) in expectation, where n*(t) is the number of active DCAs that 
achieves perfect tracking of the RS signal. We have 
n*(t)r =A+ Ry(t) 
n*(t) = (A+ Ry(t)) jr 
N(1- u*(t)) =(A+ Ry(t)) jr 
u*(t) = 1- A+ Ry(t) 
Nr 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
and the relation n = N(1 - u) follows from the assumptions given above, where 
Pr{ ¢(t) ~ u(t)} = 1- u. Now, we relax the first assumption. Suppose that there are 
K classes of appliances with consumption rates r 1 , . .. , r K. The number of appliances 
in each class is denoted by N 1 , ... , N K . Then, 
K L Nk(1- u*(t))rk =A+ Ry(t) (4.8) 
k=l 
K 
(1- u*(t)) L Nkrk =A+ Ry(t) (4 .9) 
k=l 
u*(t) = 1- A: Ry(t) . 
Lk=l Nkrk 
( 4.10) 
As it has become apparent , the denominators in both Equation (4 .7) and (4.10) are 
nothing but the maximum consumption capacity of the system, which we will denote 
by Sm from now on. 
We relax the second assumption by imposing a new DCA response rule : When a 
DCA monitors the price u, it simply draws a random number w""' U(O, 1), turns on 
if the realization of the random number is greater than the price , i.e., w 2 u(t), turns 
off otherwise. With this approach , however, there will be a discrepancy between w 
and real utility ¢. In other words, a DCA may continue to operate because of the 
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realization w although it has a very little (or negative) utility. On the other hand , 
another DCA may have to wait for a long time before it gets a chance to draw a 
random number that exceeds u. All these issues will be addressed when we describe 
the "Smart Thermostat" . 
Assumption 3 enforces a DCA to monitor the price at every D..t, which is a few 
seconds, and make a decision. However , frequent status changes may harm the DCA 
equipment. A wiser strategy would be to monitor the price probabilistically. This 
notion will be elaborated in the Smart Thermostat section. What we are currently 
interest ed in is that not all DCAs will monitor the price at a given time t. Therefore 
"effective" maximum consumption capacity at timet, s:n(t) is different than Sm , and 
s:n(t) ::; Sm. We will reflect this difference to u*(t) through D..u(t) as follows 
*( ) = 1 _ A+ Ry(t) 
u t s:n(t) (4 .11) 
= 1- A+ S~y(t) + D..u(t). (4.12) 
Here, D..u(t) is actually a function of y(t). However , instead of learning what this 
function is , we will update D..u(t) at every step as follows: 
D..u(t + D..t) = D..u(t) + Sgn{S(t)- O(t)}Su (4.13) 
where Ou > 0 is the stepsize and Sgn is the sign function. Equation (4.13) implies 
higher price, therefore lower consumption , for the cases where S(t) > O(t) , and vice 
versa for S(t) < n(t). Updating D..u(t) at every step makes the algorithm more 
agile and resilient as will be illustrated with numerical experiments. Here, alternative 
updating strategies can be considered, such as using a Ou that is proportional to 
S(t) - O(t). However, we prefer to use this simple update strategy, which is good 
enough as will be shown. 
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Here, it is important to note that we intentionally avoid obtaining a static control 
policy by learning D..u since the SNO observes a small portion of the system state, 
which would not be enough for an accurate learning. Moreover , with this algorithm, 
we aim to react to changing environmental dynamics, which would not be possible 
if the algorithm was learning based. The correctness of this approach will be more 
apparent when we compare the RL solution and adaptive control solution. 
This concludes the discussion on the adaptive control algorithm. However, the 
adaptive control framework will be complete after the discussion about Smart Ther-
mostats. 
4.1.3 Smart Thermostats for Duty Cycle Appliances 
There are two issues left open in the previous section: i) Ensuring the consistency 
between DCA's response to the price and DCA's need of energy, ii) achieving the 
balance between monitoring the price frequent enough to keep the utility in the desired 
[0 , 1] interval , and rare enough to ensure equipment safety. Actually, a good price 
monitoring algorithm resolves both of the issues . Because, if a DCA waits long enough 
after changing its status and then monitors the price, when the status is eventually 
changed back, this decision will be coherent with DCA's need of energy. For example, 
consider a DCA that has turned on with having a utility ¢ = 0.8. The utility will 
decrease as the DCA stays turned on. If the DCA monitors the price after waiting 
for some time, when it decides to turn off, its utility will be significantly lower than 
the initial value , and its decision will be consistent with its utility. Without this 
consistency in DCA responses, some DCAs might connect over and over to consume 
the energy mandated by the ISO , and maintain a low utility, while the others are 
starving for energy. The main purpose here is to have enough heat/cool stored in 
the system, in a balanced way among all appliances. Because only then the SNO 
will have the flexibility of consuming energy above or below the regulation midpoint , 
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while keeping the utility of each appliance in the [0 , 1] interval. 
At this point, it is time to discuss the meaning of DCA utility for its user. In our 
early work, which was provided in Chapter 2, we stated that it is more valuable for 
the user of an appliance if the appliance starts to consume electricity when it has a 
high utility. Moreover, utility was considered as part of the objective function of the 
optimization problem and maximized. In fact , this was consistent with the tendency 
in literature. However , the user of an HVAC appliance (that is generalized here as 
DCA) is indifferent between utility values in [0 , 1]. In other words , any value of the 
temperature is acceptable to 'the user as far as it is in [Tmin, Tmaxl· More than that, 
the user would not be interested in when the DCA operates and when it does not as 
long as the DCA equipment is not harmed with frequent status changes. Therefore, 
the SNO has the flexibility of keeping a DCA in any sub-interval of [Tmin , TmaxL as 
far as the equipment safety is ensured. So, the other purpose of the efforts for making 
DCA decisions consistent with their energy need is to maximize the time between 
status changes. 
A straightforward approach would be to suspend a DCA from monitoring the 
price for a fixed amount of t ime. However , the price control would then synchronize 
the DCA population, DCA utilities may converge to couple of clusters, and aggregate 
consumption would oscillate because of the deterministic behavior of each appliance. 
In order to preserve the diversity in the DCA population, we need to randomize DCA 
responses. Having a fixed probability for price monitoring does not exactly fulfill our 
goals mentioned above. A wiser choice would be to increase the chance of monitoring 
the price proportionally with the time since last status change. Moreover , the chance 
could be set to zero at the beginning for a certain time. So, we propose the following 
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probability function : 
(4.14) 
if T 2: f 
where T is the time since last status change, T :> 0, /31 > 0 and (32 are DCA specific 
parameters. Each DCA will toss a coin every b.t seconds according to P m to determine 
whether to monitor the price or not . This does not have to happen synchronously 
among the DCA population and there is no issues with having each DCA to follow 
its own clock. 
Figure 4·1 illustrates P m function for t he parameters /31 0.5 , (32 
f = 0.5. 
3 
E 
a.. 
1.2.-----.-----.-----.-----.-----.-----.-----.-----. 
..................... ++ ++ •••••••••••••• ··~· ·~·~··~·~··~·~· ................. ~~------j 
0.8 
0.6 
0.4 
0.2 
O L-~--L-----L-----L-----~----~----~----~--~ 
0 2 3 4 5 6 7 8 
r (min) 
Figure 4· 1: DCA's Probability Function for Monitoring Price 
-2 and 
Before concluding the discussion on Smart Thermostats , it is important to empha-
size the following principle: The user should not be affected by the DCA's provision 
of RS reserve. For example , the room temperature should never go out of the pre-
determined deadband for the sake of providing RS reserve. This would discourage 
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people to participate in the service. The DCA response rules described so far do not 
guarantee this for sure. Therefore, we enforce a DCA to turn on if cp 2: 1 regardless 
of whether it has monitored the price or not. Similarly, a DCA will turn off if cp :::; 0. 
In addition, in order to avoid changing the DCA status with short time intervals , we 
prevent a DCA to monitor the price if it is turned off and cp < Em· Likewise, a DCA 
that is turned on with utility cp > 1 - Em will not be allowed to monitor the price. 
This is because if it turns off, it will have to turn on again very soon. 
We summarize the price response procedure of a DCA with Smart Thermostat in 
Figures 4·2 and 4·3. 
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Figure 4·2: DCA's Overall Price Response Process 
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Figure 4·3: DCA's Price Comparison with w"' U(O, 1) 
4. 2 Numerical Experiments 
In this section, we provide some numerical experiments related to the adaptive control 
framework. After discussing the adaptive control framework's capability of tracking 
the RS signal, we analyze different cases with various problem and algorithm settings. 
Lastly, we test the resilience of the control algorithm to the changing environmental 
dynamics. In all examples, the cost is given by IS(t + ~t)- rl(t)l , the average cost 
is calculated over the most recent 10000 steps , and we limit the price adjustment as 
-0.5 :::; ~u :::; 0.5. 
4.2.1 Adaptive Control Algorithm in Action 
We consider a base case , Case A, with the settings shown in Tables 4.1 and 4.2. 
Table 4.1: CASE A - Problem Parameters 
A (kW) I ~t (min) I bu I Randomization I Cost Metric 
370 I 0.067 I 0.001 I U( -0.1 , 0.1) I Absolute 
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Table 4.2: Case A- DCA Population Parameters 
#of DCAs I Tmin ("C) I Tmax (oC) I r (W) I To (oC) I f (min) I /31 I /32 
3ooo I 23 1 27 I 400 I 10 I o.s I 0.4 I -2 
Figure 4·4 gives a snapshot of the UI for R = 100 kW after 18k steps. On the UI , 
utility distribution histogram, obligation-consumption graph and average absolute 
tracking cost progress are shown. 
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Figure 4·4: Case A: R = lOOkW, Average Absolute Tracking Error is 10.8 kW. 
Figure 4·5 focuses on the comparison of obligation and consumption over time. As 
it can be seen from the graph, the adaptive control algorithm successfully tracks the 
RS signal. However , oscillations around the red curve, which represents the obligation 
A+ Ry(t) , are noticeable. As we continue our discussion , we investigate the reasons 
of these oscillations. 
Another important point is that after 20-hour simulation, the utility histogram 
shows that DCA utilities have not converged and diversity is preserved. As mentioned 
before , losing diversity in the appliance population makes the control algorithms fail. 
In this sense , our smart thermostat approach has been successful. 
One of the purposes of the smart thermostat , in addition to preserving diversity, 
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Obligation (Red') and Consumption (Blue') over Time (min) 
50J 
Figure 4·5: Case A : R = 100kW, Obligation and Consumption over Time 
is to prevent frequent status changes. Minimum status change time is already set to a 
half minute in this case. Moreover, the price monitoring probability function defined 
in Equation (4.14) encourages rare status changes. As the result , the average t ime 
between status changes in this case is measured as 1. 78 minutes. This can also be 
seen on Figure 4·6, which displays the progress of a sample DCA over 15 minutes. 
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Figure 4·6: Progress of a Sample DCA 
- On/Off 
- Temperature 
The sample case that we have presented here illustrates the success of the adap-
tive control framework in tracking the RS signal. In the next sections , we further 
analyze the capabilities of the algorithm in different circumstances and with different 
parameter selections. 
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4.2.2 Sensitivity Analysis 
This section is dedicated to the analysis of how different selections of the algorithm 
and problem parameters affect the algorithm's performance. 
Changing Amount of RS Provision, R 
In this section, using Case A as the base, we experiment different selections of R, 
namely R = 50, 100 and 250 kW. The case with R = 100 was given on Figure 4·5. 
Figures 4· 7 and 4·8 show the tracking performance for the cases R = 50 and R = 250 , 
respectively. On Figure 4·7, oscillations around the obligation is noticeable in that 
resolution. However, the algorithm successfully tracks the RS signal. On Figure 
4·8, the consumption curve lags behind the RS signal. Moreover, the consumption 
is struggling with catching the obligation signal at its maximum. The former issue 
can be resolved by changing the price update stepsize, Ou, as will be shown later. 
However , the latter is about the limited agility of the DCAs at high consumption 
levels, which can be improved by /31 and /32 selections. The cost has increased in the 
case R = 250 compared to the case R =50, but less than five times. The cost of the 
case R = 250 will be improved later on. 
Obligation (Redj and Consumption (Blue") over Time (min) 
: 
~------~9~70~------~900~------~990~------~,=ooo~------,=o~to------~,mo 
Figure 4·7: Case A: R = 50kW, Obligation and Consumption over Time. Average 
Absolute Tracking Error is 9.11 kW. 
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Obligation (Redj and Consumption (Biuej over Time (min) 
::lko 2650 2660 2670 2680 2690 2700 
Figure 4·8: Case A: R = 250kW, Obligation and Consumption over Time. Average 
Absolute Tracking Error is 41.18 kW 
Changing Stepsize bu 
In Case A, price update stepsize was selected as bu = 0.001. In this section, we analyze 
the effect of the stepsize on the algorithm performance. In the previous section, Case 
A with R = 250 exhibited a poor performance in tracking the RS signal compared to 
the other cases. For this reason, we choose this case to work on. 
Figure 4·9 illustrates the obligation and consumption progress over time, where 
bu = 0.003. It can be seen that the algorithm performance has been significantly 
improved with the larger stepsize, which has increased the agility of the algorithm. 
The new cost, the average absolute tracking error, is measured as 27.7 kW. Again , 
the algorithm struggles to catch up with the obligation on the edges. The case with 
bu = 0.005 even performs better with cost 27.1 kW. When the stepsize is set to 
bu = 0.02, which is shown on Figure 4·11, the cost goes up to 36.4 kW. In addition, 
the fluctuations of consumption around the obligation curve is more apparent in this 
case, as one might expect, since increasing the stepsize has made the algorithm more 
aggressive. 
Changing Heat Rate r 
In this section, we experiment two different DCA heat rate selections, namely, r = 200 
W and r = 800 W . In the base case A, heat rate was set to r = 400 kW. In the 
experiments of this section, we keep the base case modified with R = 250 kW and 
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Obligation (Red') and Consumption (Blue") over Time (min) 
BOO 
~------~~==------~~~~------=~~70~------~~~------~~~------~2100. 
Figure 4·9: Case A: R = 250kW, 8u = 0.003 , Obligation and Consumption over 
Time. Average Absolute Tracking Error is 27.7 kW 
Obligation (Red') and Consumption (Blue") over Time (min) 
800 
1750 1760 1770 1780 1790 1800 
Figure 4·10: Case A: R = 250kW, 8u = 0.005 , Obligation and Consumption over 
Time. Average Absolute Tracking Error is 27.1 kW 
Obligation (Red") and Consumption (Blue") over Time (min) 
BOO 
1210 12~ 1230 1240 1250 1260 
Figure 4·11 : Case A: R = 250kW, 8u = 0.02, Obligation and Consumption over 
Time. Average Absolute Tracking Error is 36.4 kW 
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Ou = 0.005. 
Figure 4·12 displays the case with r = 200 kW, where the cost reduces to 22.1 
kW. With the reduced heat rate , the contribution of a single DCA to the aggregate 
consumption is smaller. Moreover, a DCA has to monitor the price more frequently. 
These are in some sense equivalent to increasing the DCA population size, where the 
law of large numbers holds better. As a result, increasing the elasticity of the con-
sumption has made it more controllable. However, since the maximum consumption 
capacity of the has reduced to 600 kW, the consumption is not able to track the RS 
signal when it is close to 1. 
Obligation (Red) and Consumption (Blue") oo;er Time (min) 
163) 1640 1650 1660 1670 168J 
Figure 4·12: Case A: R = 250kW, 8u = 0.005, r = 200 W , Obligation and 
Consumption over Time. Average Absolute Tracking Error is 22.1 kW. 
On the contrary, on Figure 4·13 , the heat rate is increased tor = 800 W , which 
makes the consumption less elastic. This is reflected in the cost that increases to 38.9. 
Obligation (Red) and Consumption (Blue") over Time (min) 
BOO 
1620 
Figure 4·13: Case A: R = 250kW, 8u = 0.003, r = 800 W, Obligation and 
Consumption over Time. Average Absolute Tracking Error is 38.9 kW. 
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Changing DCA Population Size 
In this section, we investigate the cases with different population sizes. We define 
another base case, B, with the choices shown in Tables 4.3 and 4.4. 
Table 4.3: CASE B - Problem Parameters 
A (kW) I !:::.t (min) I bu Randomization Cost Metric 
74o 1 o.o67 1 o.oo5 U( -0.1, 0.1) Absolute 
Table 4.4: Case B - DCA Population Parameters 
#of DCAs I Tmin (oC) I Tmax ("C) I r (W) I To (oC) I f (min) I (31 I (32 
6ooo 1 23 I 27 I 400 I ro 1 o.s 1 0.4 1 -2 
In our first example, where R = 250 kW, the average cost is measured as 24 kW. 
When the number of appliances was equal to 3000 , the cost was 27 kW. Increasing the 
DCA population size has reduced the cost. A snapshot of the tracking performance 
is given on Figure 4·14. 
Obligation (Redj and Consumption (Biuej <Ner Time (min) 
4~ooo~------~,B~,o~----~,=~~------,~~~------~,B~~~----~,=aoo~------~,Bffi 
Figure 4·14: Case B: R = 250kW, Obligation and Consumption over Time. Average 
Absolute Tracking Error is 24 kW. 
Another interesting question is that how pooling of multiple RS service providers 
affect the total cost. To analyze this , we consider the set of examples with the pa-
rameters given in Table 4.5. The results, a bit counter-intuitively, show that pooling 
of reserve providers does not really reduce the cost per reserve provision. An expla-
nation for this would be that the adaptive control algorithm does not have a learned 
policy, but reacts to the difference between obligation and consumption. As a result , 
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the consumption follows a trajectory around the obligation curve. When the problem 
size increases, this composition scales linearly and leads to a linearly increasing cost. 
Table 4.5: CASE B- Set of Examples for Resource Pooling Analysis 
Cost (kW) Cost/ R (lo- 2 ) 
B2 
B3 
B4 
B5 
6000 
9000 
12000 
15000 
750 
1120 
1500 
1870 
4.2.3 Multi-Class Problem 
400 
600 
800 
1000 
1 . 
37.5 
55.5 
70.3 
91.1 
9.77 
9.25 
8.78 
9.11 
In this section, we provide a case where the DCA population consists of multiple 
classes of appliances with varying heat rate and deadband specifications. The param-
eters used in t his case, Case C, are provided in Tables 4.6 and 4.7. 
Table 4.6: CASE C - Problem Parameters 
A (kW) I f::.t (min) I bu I Randomization I Cost Metric 
490 I 0.067 I 0.008 I U( -0.1 , 0.1) Absolute 
Table 4. 7: Case C - DCA Population Parameters 
500 20 22 800 10 0.5 0.4 -2 
500 20 30 800 10 0.5 0.4 -2 
500 25 28 200 0 0.5 0.4 -2 
500 25 28 600 10 3 0.4 -2 
500 25 26 400 20 3 0.4 -2 
1000 23 26 200 10 3 0.4 -2 
As shown in Figure 4·15, the consumption follows the obligation closely. It can be 
seen from the figure that the consumption is less responsive to the control, particularly 
due to the DCAs with long f . The average cost is obtained as 26.5 kW. This result 
shows that the adaptive control framework works for a mixed DCA population. This 
is an important proof of concept as it ensures the applicability of the framework in 
practice. 
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Obligation (Redj and Consumption (Biuej over Time (min) 
300r------------------------------------------------------
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Figure 4·15: Case C: R = 200kW, Obligation and Consumption over Time. Average 
Absolute Tracking Error is 44 kW. 
4.2.4 Resilience Analysis 
In this section, we provide two different cases to prove resilience of the adaptive 
control framework to changing environmental and system dynamics. Both cases are 
modified from Case B, where we chooseRS provision as R = 250 kW. 
In our first example, which is shown in Figure 4·16, there are initially 6000 DCAs 
in the system. At the moment marked by the arrow on the left , arbitrarily selected 
1000 DCAs are disabled , which means that they are taken out of the system. The 
sudden reduction in the consumption is noticeable in the figure at that point. The 
adaptive control algorithm manages to track the RS signal with the remaining 5000 
DCAs, in less than 5 minutes. After 15 minutes of successful tracking, the disabled 
1000 DCAs are again enabled, followed by an increase in the consumption rate that 
is almost doubled. Again , it takes around 6-7 minutes for the algorithm to match the 
consumption with the obligation. 
Obligation (Redj and Consumption (Biuej over Time (min) 
3100 
Figure 4·16: Case B: R = 250kW, Obligation and consumption comparison over 
time. 1000 DCAs are disabled first and enabled again. 
127 
In our second example, illustrated in Figure 4·17, we again adapt the parameters 
of Case B with R = 250 kW. In this case there are 6000 DCAs in the system. 
However , 1000 of them do not participate in the RS reserve provision, meaning that 
they do not respond to the price signals, but turn on when the corresponding room 
temperature reduces below Tmin and turn off when it goes above Tmax· The adaptive 
control algorithm, however, successfully tracks the RS signal with rare oscillations in 
consumption. 
Obligation (Red") and Consumption (Blue") over Time (min) 
420 
Figure 4·17: Case B: R = 250kW, Obligation and consumption comparison over 
time. 1000 DCAs do not participate in the RS reserve provision. 
These two experiments are very important as they show that the adaptive control 
framework is promising in the sense that it can be implemented in practice. The algo-
rithm senses the changing dynamics of the environment and adapts the D..u parameter 
accordingly, which leads to a resilient control mechanism. 
4.2.5 Comparison with Q-Learning 
We close the Numerical Results section by comparing the Q-Learning algorithm of 
the previous chapter with the adaptive control algorithm. In this example , we use 
the parameters of Case A with R = 100kW. In both experiments, the DCAs used the 
Smart Thermostat price response procedure. 
This case is solved at the beginning of this chapter via adaptive control algorithm, 
whose results were displayed in Figures 4·4 and 4·5 , and the resulting average cost was 
obtained as 10.8 kW. The same case is solved via Q-Learning and the average cost 
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is obtained as 10.7 kW, which is slightly better. Figure 4-18 shows a comparison of 
the obligation and consumption over time, obtained from Q-Learning solution. The 
Q-Learning model is trained for 20 million steps, which took more than 20 hours on 
computer and is equivalent to 2.5 year in simulation time. 
After such a long training session, there are still spikes in the consumption due 
to sub-optimal policies that corresponds to some rare-visited states. At the end of 
the training, around 1/6 of the state-price pairs (out of 350K total) were visited less 
than twice. This is because of that exploration in this setting is especially hard as 
RS signal is an external signal and does not necessarily visit all the states evenly. 
This comparison shows that adaptive control algorithm achieves the same cost 
with Q-Learning. A more detailed discussion on this will be provided in the next 
section. 
Obligation (Red") and Consumption (Blue") over Time (min) 
500 
Figure 4·18: Case A: R = 100kW, Q-Learning solution, and obligation and 
consumption comparison over time. Average absolute tracking error is 10.7 kW. 
4.3 Discussion 
In this chapter, we have presented an easy-to-implement, resilient adaptive control 
framework , which consists of two components: i) The adaptive control algorithm 
leverages the power of law of large numbers to modulate the consumption and match it 
with the obligation. ii) Smart Thermostat DCA price response procedure guarantees 
to keep the DCA utility in the desired [0 , 1] range , while promoting DCA decisions 
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that are consistent with the appliance utility. Therefore, the diversity in the DCA 
utilities is preserved, which makes the control mechanism sustainable. 
The Reinforcement Learning framework of Chapter 3 provided an important ad-
vantage over the model based approach of Chapter 2. RL provides near optimal con-
trol policies without relying on the knowledge of the system dynamics, or even the 
observation of the complete system state. However , there are important drawbacks of 
the RL approach , as mentioned at the beginning of this section , which the adaptive 
control framework overcomes. More specifically, this framework i) does not require 
any training process, ii) senses the changes in the system dynamics , iii) adjusts the 
control policy accordingly, and iv) is easy to implement . Therefore, our framework 
would be preferable over the RL approaches in any real-world implementation. 
The numerical results provided in this chapter indeed encourage the implementa-
tion of the framework in practice. However, such an implementation would require 
additional modifications, especially on the control algorithm. Couple of possible ex-
t ensions regarding to this part are as follows : i) The stepsize could be dynamic rather 
than static and be proportional to the tracking error. This would reduce t he oscilla-
tions in the consumption while t racking the obligation. ii) The control algorithm can 
be modified in general so as to handle the edge cases that may occur in real life , such 
as the cases of cont inuously broadcasted high RS signal. iii) In this form , the control 
algorithm is making myopic decisions. While this makes the algorithm agile, the price 
adjustment could be "partly" learned to improve future costs . These improvements 
will make the algorithm even stronger and reliable for practical implementations. On 
the other hand, the Smart Thermost at brings almost no additional burden to HVAC 
appliances and requires less improvement before application . 
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Chapter 5 
Optimal Regulation Service Offering in 
Competitive Power Markets 
While defining the scope of the dissertation in Chapter 1, two tasks were identified 
for a Smart Neighborhood Operator (SNO) that is a potential reserve provider: i) 
the demand management and ii) the optimal RS reserve offering in the Hour-Ahead 
Market. In Chapters 2, 3 and 4, we developed control policies for the SNO for the de-
mand management, which revealed SNO's capabilities for reserve provision as well as 
the associated expected cost. By using this knowledge, in this chapter, we formulate 
the optimal RS reserve offering problem for an SNO based on the demand manage-
ment model proposed in Chapter 2. In the objective function of this optimization 
problem, based on the numerical experiments of Chapter 2, we calibrate a describing 
function that approximates the average operational cost as a function of the maximal 
reserves that can be feasibly offered in the day ahead market. In addition , we impose 
probabilistic constraints on the selection of R, which model the feasible maximum 
reserves that can be offered to the market without exceeding the SNO's ability to 
later track the maximal ramps in the RS signal. After concluding the discussion of 
the optimal RS offering based on the demand management model of Chapter 2, in 
Section 5.2, we describe how a similar optimization problem can be formulated when 
the "model-free" approach of Chapter 4 is used to obtain the cost of reserve provision. 
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5.1 Model Based Approach to Formulate Optimal RS Re-
serve Offering Problem 
5.1.1 Revisiting the Demand Management Problem 
In this section, we first provide a summary of the demand management model pre-
sented in Chapter 2 in order to make the discussion here self contained. Then, we 
relate the demand management problem to SNO's optimal RS reserve offering prob-
lem. For all the details and justifications regarding to the arguments of the demand 
management model , the reader is referred to Chapter 2. 
Summary of the Model 
In Chapter 2, we considered an SNO that has purchased A kW of energy and sold 
R kW of RS reserve in the Hour-Ahead Market . The SNO is obliged respond to an 
unanticipated RS signal, denoted by y( t), by modulating its consumption , so t hat 
it t racks the reference consumption of A + Ry(t) kW. We modeled the aggregate 
consumption of the SNO via an MIMI oo queue of active appliances, where an active 
appliance consumes at a rate of r kW. The total number of appliances in the Smart 
Neighborhood is denoted by N , n(t) of which are active at time t, therefore the 
consumpt ion at time t is n( t )r. N - n( t) of t he appliances are not active, i. e. , are not 
consuming energy. The SNO broadcasts a price u(t) E [0 , UM], which is updated every 
b..t = 4 seconds and where UM > 0, in order to influence the appliance activation 
rate. An idle appliance considers to become active by monitoring the price u(t) at 
discrete time intervals with length that is distributed exponentially with rate >._a. At 
monitoring instances, an inactive appliance becomes active if its utility is great er than 
the price, i.e., ¢( t) 2:: u( t) . It then stays active for an exponentially distributed period 
with mean 1111 before it returns to inactivity. Therefore, ¢(t) represents the value 
of consuming an average of r I f1 kWh of energy for an idle appliance starting at t. 
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In Chapter 2, we explained that the frequency distribution of the utilities of the idle 
appliances can be described by a probability distribution, which we assumed to be a 
time invariant uniform with the support [0 , UM]. In addition, since it is impractical 
to monitor the utility of each appliance in the pool of idle appliances, we model the 
utility of an idle appliance at any t ime t by a uniformly distributed random variable 
In Chapter 2, we also introduced the following assumption. 
Assumption 5.1. n(t) satisfies nm :::; n(t) :::; nM , t ~ 0, where nM - nm is small 
relative to N, 
which then allowed us to define a maximum activation rate of )..M_ Therefore, the 
activation rate when price u(t) is broadcasted is obtained as >..M(1 - u(t)jUM) . 
The SNO incurs the following tracking cost for over the D.t seconds if its consump-
tion rate at t + l::l.t deviates from its obligation of A+ Ry(t): 
K [(n(t + l::l.t)) r- (A+ Ry(t))J 2 i::l.t (5. 1) 
where K ~ 0 is the cost coefficient. The cost coefficient is generally large so that 
tracking the RS signal is more important t han maximizing consumer utility outright. 
This is because the SNO may lose its certification as RS provider if its performance 
is persistently below a certain threshold (Keech, 2012) . 
In addition, the utility that an appliance realizes when it becomes active is seen as 
a contribution to the neighborhood's social welfare. Since we model the utility of an 
idle appliance by the random variable¢"" U(O, UM), the expect ed utility realization 
over time [t , t + D..t] is given by 
(5.2) 
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Hence, SNO's objective is to minimize the following cost function. 
"' [(n(t + ~t)) r- (A+ Ry(t))f- )..M (1- u(t)/UM) ( u(t) + uM) / 2 (5 .3) 
Relationship with the Optimal RS Offering Problem 
As mentioned in Chapter 1, the market clearing price for RS reserve is determined 
in the Day-Ahead Market . On the other hand, the SNO is able to adjust its reserve 
offer in the Hour-Ahead Market. Therefore , the SNO already knows the revenue for 
providing R kW of RS reserve while finalizing its offer in the Hour-Ahead Market . 
However , determining the expected cost of providing R kW of reserve requires solving 
the optimal demand management model, which is a task impractical to perform for 
every possible value of R. For this reason , in this chapter, we aim to develop analytic 
estimates of the reserve provision costs by using the cost statistics obtained from the 
sample solutions of the demand management model, which we will than use in the 
objective function of the optimal reserve offering problem. More specifically, we aim 
to estimate SNO's tracking cost and utility loss for a given R. Here, we remind that 
the utility loss was discovered to be a quadratic function of R, i.e., 
)..MCJ2 
Utility Loss= 2U;: , (5.4) 
in Proposition 2.2 of Chapter 2. We will utilize this relationship as we derive an 
analytic estimation for utility loss. 
Beside the cost of reserve provision, the SNO is not completely free about the 
selection of R in its offer. First of all , an SNO certified for market participation 
should be able to consume at any point in the range [A - R, A+ R]. Therefore , if )..M 
is too small to allow consuming at the rate of A + R on average, high tracking costs 
will be incurred. In addition, the SNO may lose its qualification for offering in the 
market due to its poor performance. Another important restriction is that the SNO 
134 
should be capable of tracking the maximal RS ramps that we described in Section 
1.3.1. We formulate them as probabilistic constraints , for which we investigate the 
look-ahead probability distribution of active appliances next. The propositions we 
present in the next section will also be used in derivation of cost estimations. 
5.1.2 Look Ahead Probability Distribution of Active Appliances, n(t) 
In this section, we analyze the behavior of n(t) over the period [T, T + ~T], where 
n(T) = i is known. During that period a constant price u E [0 , UM] is broadcasted re-
sulting in a constant appliance activation rate A= AM (1- u j UM ). More specifically, 
in this section , we investigate the mean , variance and the probability distribution of 
the random variable 'r/ = n(T + ~T). Then, we discuss how far 'r/ would be away from 
the steady state value of n for various selections of A and f-l · The propositions shown 
in this section are used in Section 5.1.3 to formulate the constraints of the optimal 
RS reserve offering problem. 
Normal Distribution Approximation of p.d.f. of n(T + ~T) 
Proposition 5.1. Assume that n(T) = i is known and the appliance activation rate 
over [T, T + ~T] is constant and equal to A. Then , the expected value of 'r/ , 1v1TJ , is 
given by 
(5.5) 
and the variance of 'rJ , O"~, is given by 
(5.6) 
Proof. The expected length of an M/M/oo queue at timet , where the initial queue 
length is i , is given in Feller (1967, pp. 461) as in Equation 5.5. What we need to 
derive is O"~ . Feller (1967, pp. 266) proves that if the generating function of a random 
variable is known to be P(s ), its variance is given by P"(1) + P'(1)- (P'(1)) 2 , where 
P' and P" are the first and second derivatives of t he generating function with respect 
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to s, respectively. Moreover, Feller (1967, pp. 481) provides the generating function 
for the random variable that represents the length of an MIMI oo queue at time t , 
where the initial queue length is i , as follows. 
(5.7) 
In order to find cr~ , we simply replace tin Equation 5.7 by .6.T, and using the variance 
formula we obtain 
(5.8) 
which reveals the expression in Equation 5.6. D 
Another way to obtain Proposition 5.1 is as follows . Let the random variable X 
represent the number of active appliances at timeT+ .6.T that have connected during 
[T, T + .6.T], and the random variable Y represent the number of active appliances 
at time T + .6.T that connected before time T, hence r; = X + Y. Note that X 
and Y are independent from each other. This is because the stochastic process that 
progresses over the time interval [T, T + .6.T] is a composition of two independent sub-
processes: i) The birth-death process that is initialized at time T and reveals X at 
time T + .6.T , and ii) the pure-death process that corresponds to the disconnections 
of the appliances that were in the system before T, which reveals Y at timeT+ .6.T. 
It is well known that X is Poisson distributed with mean A (1 - e-J.LM) I f..L (Feller , 
1967, pp. 461). Moreover, since the probability of being in the system at timeT+ .6.T 
for an appliance that is connected by time T is given by e- J.Lf:).T , and the appliance 
disconnections are independent from each other, Y is Binomially distributed with 
mean ie-J.LM_ Then, the variances of X andY are obtained as cr_i =A (1- e-J.Lf:).T) I f..L 
and cr~ = i e-J.Lf:).T (1 - e- J.Lf:).T), respectively. Not surprisingly, the summations of the 
means and the variances respectively give the expressions in Equations 5.5 and 5.6. 
As much as the mean and variance of r; , we are also interested in finding an 
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approximation to its distribution, which we can easily use to construct confidence 
levels on the value of TJ while formulating the constraints of SNO 's optimal RS offering 
problem. The numerical experiments that we present in Section 5.1.5 show that the 
probability distribution of TJ exhibit a bell shape, and after fluidization , it matches the 
probability distribution function of a normal distribution, whose mean and variance 
are given by Equations 5.5 and 5.6. This result is quite intuitive: X is a Poisson 
distributed random variable, for which normal distribution is a good approximation 
especially when ). is large (Feller, 1967, pp. 190). Y is a Binomially distributed 
random variable , which can be again approximated by a normal distribution as a 
result of the central limit theorem. The quality of the latter approximation is higher 
for larger values of i, and for the values of f.-ll:::..T that are neither too small nor too 
large, so that the value of e - J..LM is sufficiently away from 0 and 1. In our experiments , 
we observe that the normal distribution approximation to TJ holds better as t::..r gets 
bigger , because then Y approaches to zero and TJ ~ X approaches to the steady state 
value A/ f-l. 
Speed of Convergence to Stationarity 
In this section, we discuss how different selections of .A and f.-l affect the rate at which 
the system approaches the steady state. First , we remind that an appliance stays 
active for 1/ f.-l amount of time on average, and it consumes energy in .A~n/( .A~ff + f.-l) 
portion of the time, where , ).~ff = .Aa(1- uj UM). If we change the disconnection rate 
to f.-l' , where f.-l 1 = CY.f.-l and a. i= 1, in order to satisfy the energy need of an appliance, 
its price monitoring rate should be changed to (.Aa)' = a.).a as well. This is equivalent 
to defining a new maximum appliance price monitoring rate as (.AM)' = a. .AM , and a 
new appliance activation rate X = a..A. Indeed, Corollary 2.1 of Chapter 2 already 
asserts this relationship. After this introduction, we now state the next proposition. 
Proposition 5.2. Defining a new appliance activation rate .A' = a. ). and a new 
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disconnection rate p,' = O:J-L , as a ---+ oo, TJ becomes a Poisson distributed random 
variable with parameter >.. I f-L · 
Proof. Recall that TJ = X+ Y. As J-L1 ---+ oo, Y goes to 0 instantaneously, since the 
appliances that are in the system at time T disconnect at an infinite rate. Then, we 
have 'rJ =X, and we know that X is Poisson distributed with mean)..' (1 - e-JL' 67) I 1-L'· 
Again, the exponential term in this expression diminishes immediat ely as J-L1 ---+ oo. 
Finally, )..' I J-L1 stays constant and equal to >.. I J-L , and the result follows. 0 
Proposition 5.2 can also be justified as follows: Since the connections and discon-
nections occur at a rate that is very fast compared to any positive b.T, the system 
reaches the steady state by the end of [T, T + b.T]. Here, it is important to notice that 
it is the magnitude of the disconnection rate that directly affects the rate at which 
the system approaches the steady state. Therefore, in the next section, we relate the 
magnitude of J-L to the distance between E[r]] and A/ f-L· 
Properties of Optimal Price Policy Under Fast Convergence Conditions 
Imagine that theM I M I oo queue that models the consumption of the SNO reaches the 
steady state instantaneously, as described in the previous section. In such a system, 
a "good" price policy u*(t) would be the one that satisfies )..Mr (1- u*(t)IUM) Il-L= 
A+ Ry(t). This is because regardless of the value of n(t), when price u(t) is broad-
casted, the aggregate consumption is expected to reach the level of).. M r ( 1 - u( t) I U M) 
instantaneously, which we desire to be equal to A + Ry(t) in order to minimize 
the tracking cost. In fact the numerical results in Section 2.4.1 showed that when 
n(t)r- (A+ Ry(L)) ~ 0, i.e., when the SNO is already tracking t he RS signal well , 
the optimal prices are very close to u*(t) that was given above. 
In this section, rather than aiming for instantaneous convergence, we are interested 
the value of J-L that pushes the number of active appliances n(t + b.t) to within an 
E neighborhood of the obligation, A+ Ry(t), regardless of the value of n(t) at t. 
In view of Assumption 5.1, we define the maximum possible difference between t he 
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obligation and n, as D = max{nM- (A- R) /r, (A+ R) /r - nm}. Now, we present 
our proposition. 
Proposition 5.3. Suppose that"' and )..M are sufficiently large and Assumption 5.1 
holds. Then , if f-L satisfies 
1 E 
11 > --log-
,..,- b..t D 
and if the price u is constant over [t , t + b..t] and it satisfies 
)..M ( u ) 
- 1-- r =A+ Ry(t) 
f-L UM 
then 
IE[n(t + b..t)] E [n* - E, n* + E] 
where 
n* :=(A+ Ry(t)) j r. 
(5 .9) 
(5.10) 
(5 .11) 
(5.12) 
Proof. For large enough K we ensure that minimizing the tracking error dominates 
utility minimization in the objective function defined in Equation 5.3. Moreover , 
)..M satisfies Inequality 5.13. Rewriting the expression in Equation 5.5 as >. j f-L -
e-JJ.t:,.t (A/ f-L- i), where ).. = ).. M (1- u /UM ) and i = n(t), we can conclude that if f-L 
satisfies Inequality 5.9 , the exponent term in (5.5) becomes less than E for any value 
ofi E [nm,nM]. Hence,we have !E[n(t+b..t)] E [n*- E, n*+E],wheren* represent the 
number of active appliances that minimizes the tracking cost in Equation 5.1. D 
This proposition implies that under conditions of high rate of convergence, the 
optimal price policy can be approximated as in Equation 5.10. Although f-L is unlikely 
to satisfy the lower bound in Inequality 5.9 in practice, Proposition 5.3 helps to 
understand the relationship between the utility loss and RS provision in Section 5.1.4. 
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5.1.3 SNO's Capability of Providing RS Reserve 
In this section , we derive the necessary condit ions that ensures the SNO 's capability 
of providing R kW of Regulation Service reserve. These condit ions will be used as 
constraints of t he opt imal RS reserve offering problem. 
Condition on Maximum SNO Consumption Capacity 
As stated in Section 5 .1.1, the SN 0 should be able to consume at a rat e of A + R k W 
in average when the ISO requires full utilization of the reserve in the posit ive direction 
by broadcasting RS signal y = 1. Therefore, we write t he feasibility condit ion on R 
as 
)..Mri J..L > A +R 
"A M > J..L (A + R )lr (5 .13) 
which follows from the fact that the corresponding MIMI oo queue has Poisson dis-
tributed queue length whose mean is bounded from above by )..M I f..l· However , t his 
constraint will become redundant in t he presence of the constraint in (5 .14) t hat will 
be given in Section 5.1.3. 
SNO Capability of Tracking Maximal RS Ramps 
As ment ioned in Section 5.1.1 , the SNO should be capable of modulating its con-
sumption rate by 2R kW in T minutes so that it traverses the RS provision range, 
namely from A - R kW to A + R kW and from A + R kW to A - R kW , where T 
depends on the reserve type that is being provided. In order t o ensure the former, 
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we constraint the RS offer optimization problem by the following inequality. 
AM A-R 
- (1- e-JLT ) + e-JJ.T 2:: 
J-L r 
A+R ('MA-R ) 
--- + r:;IJ /\ ' ' T 
r r 
(5 .14) 
where r:; is a positive parameter, and IJ (AM , (A - R) I r , T) represents the standard 
deviation that can be obtained by setting A = AM , i = (A- R) lr, l::.T = T in 
Equation 5.6 and calculating the square-root . Inequality 5.14 implies the following: 
When the SN 0 is consuming at a rate of A- R k W that corresponds to i = (A- R ) I r 
number of active appliances, if the price is set to 0 so that the appliance activation 
rate is maximized to AM, the consumption rate after T minutes is expected to be at 
least A+ R kW with a certain level of confidence. In order to construct the confidence 
interval, we use the normal distribution approximation that is introduced in Section 
5.1.2 and aim to reach at least (A+ R) l(r) + r:;CJ( AM, (A- R) lr, T) kW of consumption 
after T minutes. r:; = 1, for example, implies that the consumption rate will exceed 
A+ R kW after T minutes with a confidence level greater than 68 %. 
We use a similar approach to write the constraint to ensure that SNO is capable 
of reducing the consumption rate from A+ R kW to A- R kW in T minutes. The 
RS provision offer in the Hour Ahead Market must satisfy the following inequality. 
A + R -J1.T A - R (o A + R ) 
---e :::; - r:; CJ , , T 
r r r 
(5.15) 
where we assume that there are initially i = (A+R)Ir active appliances in the system 
and the price is set to UM resulting in A = 0. 
5.1.4 Optimization of the RS Offer in the Hour Ahead Market 
In preparation for the formulation of the optimal RS reserve offering problem, we 
provide analytic estimat es for the tracking cost and ut ility loss as a function of R. 
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These estimates are then used in the objective function of the optimization problem . 
Analytic Estimate of Utility Lost During Dynamic RS Reserve Manage-
ment 
Proposition 2.2 states that modulating the price causes a utility loss that is propor-
tional to the price variance. This implies that RS provision comes with a utility loss 
to the SNO as the price needs to be modulated to track RS signals. Moreover, in 
Chapter 2, it is observed that the utility loss increases as the amount of RS provision , 
R, increases. Now, we propose a model that explains this relationship . 
For the cases where the system converges to steady state very fast, i. e., Inequality 
(5.9) is satisfied for small E and the optimal prices satisfy Equation 5.10, the optimal 
price policy takes the form 
u(t) = UM (1- >.~r (A+Ry(t))) 
which leads to 
If we replace this expression for a-~ in the utility loss equation (5.4) , we obtain 
Utility Loss Under 
Fast Convergence 
(5.16) 
(5.17) 
(5.18) 
which suggests that the ut ility loss increases quadratically as R increases. In our 
numerical experience, we observe that utility loss increases with R2 even if we do not 
assume fast convergence, and the utility loss is given by 
Utility Loss= X+ r R2 (5.19) 
142 
where x is a constant and 1 is some coefficient. These parameters are complicated 
functions of the problem parameters such as >..M , f-l , 0'~ , K etc. However , once x and 
1 are estimated, they can be used in the Hour Ahead Market to decide optimal value 
of R as far as the consumption characteristics of the Smart Neighborhood stay the 
same. 
Equation 5.19 also implies another important result. There is a fixed amount of 
utility loss that occurs at the moment that the SNO decides to provide RS , regardless 
of the amount of the provision. Because, even if R is very small and A+ Ry(t) ~ 
A , t ~ 0, the SNO has to modulate the price in order to keep consuming constantly 
at a rate of A kW, whereas there is not such an obligation when the SNO is not 
providing RS reserve. Section 5.1.5 verifies this conclusion numerically. 
Analytic Estimate of Tracking Cost Incurred During Dynamic RS Reserve 
Management 
SNOs receive a reward for providing RS that is proportional to R. However , this 
reward is decreased when the tracking is not carried out perfectly. Numerical ex-
periments show that the cost of imperfect tracking also increases with R. The SNO 
should calculate its net income by considering this tracking cost while deciding the 
amount of RS to offer in the Hour Ahead Market . However , the exact value of the 
tracking cost can only be obtained by solving the related Bellman Equation (2.4) , a 
task that is computationally expansive. We provide instead an approximation of the 
tracking cost as a function of R to use it in the objective function of the optimal RS 
reserve offering problem. 
When we solve the Bellman equation for the optimal price policy, the distribution 
of the tracking error exhibits a bell shape centered around zero. In other words, the 
optimal price policy helps to track RS signals with a minimum tracking error most of 
the time. However due to the stochasticity in the system, positive or negative values 
143 
for the tracking error are also possible, but less likely. Let us denote the tracking 
error by er. Then, we approximate the distribution of the tracking error by a normal 
distribution, i.e. , er rv N(Me, 0'~) where Me ~ 0. Then the approximate average 
tracking cost can be find as follows. 
n ~ KIE[(er )2] 
K(O'; + M;) (5.20) 
In addition , we observe that the standard deviation of the normal distribution in-
creases linearly with RS provision R and has the following form 
O'e = r;:; + vR (5.21) 
where w, v 2 0 are some constants. The SNO can estimate Jvfe , w and v by solving 
the related Bellman Equation (2.4) for some sample cases. Then, these constants 
can be used to estimate the tracking cost in the optimal RS reserve offering problem 
as far as the consumption characteristics of the neighborhood stay the same. As a 
last note about this approximation, we have observed that the constant v is inversely 
proportional to >..M. This means that an increase in the consumption capacity of the 
Smart Neighborhood, while keeping the average consumption A fixed , will make the 
tracking cost less sensitive to RS provision R. 
Optimization of the RS Offer in the Hour Ahead Market 
Using analysis and propositions introduced in Section 5.1.2, we derived the limits of 
a Smart Neighborhood on the amount of RS reserve that it can provide, given the 
consumption characteristics of the neighborhood and the rules of the reserve market 
in Section 5.1.3. Then, in Section 5.1.4 and 5.1.4, we estimated the loss of utility 
and the tracking cost of the SNO as a function of the RS provision, so that the SNO 
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does not need to repeatedly solve the related Bellman equation to decide the optimal 
R to offer in the Hour Ahead Market. The optimal RS reserve offering problem is 
formulated below using the aforementioned analytic cost estimates. 
(5.22) 
subject to (5.14), (5.15), R:::; A, R:::; MSR, R ~ 0 and SR. E {0, 1}. 
In this formulation, we assume that the SNO relies on estimates of the expected 
reserve clearing prices , 1rc and 1rR, and the modulation of the RS signal, f1y , based 
on historical information. From now on, we define 1r = 1rc + 1fT f1y for notational 
simplicity. At the moment that the SNO decides to provide RS , there two type of 
costs that must be minimized: {i) The tracking cost the ISO charges due to imperfect 
tracking of the RS signals, and {ii) the loss in consumer utility due to frequent 
modulation of the consumption in the neighborhood. Since the exact values of these 
losses can only be observed after the SNO actually provides the RS , we use the 
estimates of their expected value in Equations (5.19) and (5.20). These costs are 
calculated using parameters x, Me, w, /, v, whose value the SNO can obtain once and 
use for as long as the consumption characteristics of the neighborhood remain the 
same. In order to handle the fixed part in the costs, we use the binary variable SR. and 
a very large number M. 
5.1.5 Numerical Experiments 
In this section, we first demonstrate the numerical results that verify the normal 
distribution approximation introduced in Section 5.1.2, upon which the constraints 
of the optimization problem in (5.22) are formulated. Then, we provide examples 
that show the accuracy of the approximations for the utility loss and the tracking 
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cost as functions the amount of RS provision, which are formulated in Sections 5.1.4 
and 5.1.4 and compose the objective function of the optimization problem. After this 
validation, we solve the optimization problem for different estimates of the market 
clearing prices and investigate the behavior of optimal amount RS provision. 
In these numerical examples, the following problem setting is used: A= 200 kW, 
)..M = 100/min, f.1 = 0.25/min, r = 1 kW, "'= 5/6 ¢/kW2 per minute , UM = 2 ¢(that 
corresponds to 30 ¢/kWh), !:l.t = 0.067 minutes, !:l.y = 1/30 and -10 :S !:l.n :S 10. 
Moreover, in most of the tables and figures of this section, the related units are 
converted from cents to dollars and from minutes to hours. 
Normal Distribution Approximation to the p.d.f. of n(t) 
As Section 5.1.2 suggests, the p.d.f of n(t) can be approximated by a normal distri-
bution for a given n(O) = i. Figure 5·1 demonstrates the example that verifies this 
proposition numerically for n(O) = i = 100 and u = 0.6 that corresponds to ).. = 40. 
The horizontal axis represents the possible number of active appliances in the sys-
tem after t minutes and the vertical axis shows the corresponding probabilities. The 
continuous curve represents the exact probabilities calculated according to 
(5.23) 
where t he vector I(O) is the initial probability distribution of the system whose ith 
entry is equal to 1 and the rest of the entries are equal to zero, the matrix Q is the 
generator of the corresponding Markov process and Pis the vector for the probability 
distribution of the number of appliances after t minutes. The dashed curve is the 
normal distribution approximation with the mean and variance as given in Equations 
5.5 and 5.6. As can be seen in the figure , the mean value of n approaches to the 
steady state value>../ /1 = 160 as time evolves, and the probability distribution of n(t) 
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is successfully approximat ed by normal distribution for different values of t. 
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Figure 5·1: Normal Distribution Approximation to n(t ) for n(O) = 100 and>.= 40 
Average Utility Loss versus R S provision, R 
The model suggested in Section 5. 1.4, which explains the relationship between t he 
Utility Loss and RS provision R, is numerically verified in Figure 5·2. The Dynamic 
Programming problem summarized in Section 5.1.1 is solved for different R values 
via Linear Programming approach t hat is explained in detail in Caramanis et al. 
(2012b). In all cases, the average opt imal price is obtained as u ~ 0.5UM, which 
corresponds t o 200 kW consumption rate in average that is also t he A value offered 
by the SNO . Given this value of u, the expect ed ut ility that could be realized if we 
had u(t) = u, t 2: 0 is $ 45. In Figure 5·2, the stars show the deficiency in the actual 
utility compared to $ 45 for given R . The curve represents the approximation given 
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by the model x + rR2 as proposed in Section 5.1.4, where the constants are obtained 
as x = 2.57 and r = 4.9 * 10- 4 . The accuracy of the average utility loss estim ate 
model as shown in Figure 5·2 ensures the reliability of the optimal RS reserve offering 
problem in (5.22). 
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Figure 5·2: Utility Loss - RS Provision Relationship 
Normal Distribution Approximation to Tracking Error 
In Table 5.1, we provide the observed values of the tracking cost obtained in the same 
problem instances of the previous section. An important observation regarding to t he 
tracking error is that it has a bell-shaped distribution centered around zero as Figure 
5·3 demonstrates , which we have proposed to approximate by a normal distribution in 
Section 5.1.4. We note that Figure 5·3 does not show a normal distribut ion fit to the 
tracking error frequencies as the vertical axis would have different interpretations for a 
normal distribution and tracking error frequencies, namely it corresponds to the actual 
probabilit ies in the latter in cont rast with the former. Therefore, the parameters used 
in Equations 5.20 and 5.21 are calibrated based on the actual tracking costs rather 
than normal distribution fit to t racking error frequencies. As we obtain Jllle = 0, 
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w = 3.04 and v = 2.2 * 10-3 , the tracking costs are approximated as a function of R 
with a good accuracy as shown in Table 5.1. 
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Figure 5·3: The Normal Distribution Approximation to Tracking Error for R = 15 
kW 
Table 5.1: Actual vs. Approximated Tracking Cost 
RS Provision (kW) 
i~ 
20 
25 
30 
35 
40 
Tracking Cost per Hour ( $) 
Actual Cost ,..,( cr; + Mn Approximation 
4.hi..ILl 4 . hXI..I 4:735 4:723 
4.746 4.756 
4.776 4.790 
4.811 4.825 
4.855 4.859 
4.907 4.893 
Optimal RS reserve Offering P roblem 
Using the approximation parameters obtained in Sections 5.1.5 and 5.1.5, we now 
solve the optimal RS reserve offering problem to determine R. Namely, the fixed cost 
in the objective function of (5.22) is obtained as C0 =X+ ,..,M; + ,..,r;:;2 = 7.1908, the 
linear term is cl = 2/'\,WI/ = 6. 7 * 10-3 and the quadratic term is c2 = I + /'\,1/2 = 
4.924 * 10- 4 . 
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In order to understand the behavior of the objective function in (5.22), we neglect 
the ramp constraints for a moment and assume 1r = 13.5¢. Figure 5·4 compares the 
revenue due to RS reserve provision (continuous curve) and the total cost incurred due 
to tracking error and loss in utility (dashed curve) as functions of R. As can be seen 
from the figure , there are three possible scenarios we can observe depending on the 
amount of RS provision: R may be too small to generate a revenue that exceeds the 
cost (Region 1), R may be too big so that the costs incurred due to increased tracking 
error and utility loss may exceed the revenue (Region 3), or it may be profitable for 
the SNO to provide RS (Region 2) . In Region 2, the optimal R corresponds to the 
point where the tangent of the cost curve is equal to 1r, so that maximum profit is 
obtained. 
On the other hand, current market rules impose ramp constraints on the RS 
provision as explained above, which significantly affects the optimal selection of R in 
the Hour Ahead Market. Moreover, it is also important which market rules are in 
effect in the region that the SNO belongs to, namely, what the value of T is. Figure 
5·5 shows the optimal R obtained by solving (5.22) for different values of the market 
clearing reserve price estimations, 1r, for T = 5 min and T = 10 min. As T specifies 
the time in which the SNO should be able to traverse its RS provision range, smaller 
T values are more restrictive for the SNO while choosing R. Therefore, when T = 5 
min , the SNO cannot offer the amount that it would optimally offer in the absence 
of constraints (e.g. 5·4), whereas T = 10 min allows it to gradually increaseRS offer 
as 1r Increases. 
150 
30 
~ 25 
~ 
1i) 
0 20 u 
c;; 
0 
I- 15 
-o 
c: 
ltl 
Q) 
::J 10 c: 
-- Revenue ? 
--Total Cost / ~ ~-;;;:; 
__ /---~ 
0 0 CD ~/ /# I I I 
Q) 
> 
----~ I Q) 
n::: 5 _./ __ / I ~/ 
_/./ 
0 
0 
I 
I 
20 40 60 80 100 120 140 160 180 200 
Regulation Service Provision , R (kW) 
Figure 5-4: Comparison of Revenue and Cost in the Objective Function of t he 
Opt imal RS Reserve Offering Problem in Absence of the Ramp Constraints 
(7r = 13.5¢) 
160 
$ 
~ 140 
Q) 120 
C: 
Q) 
::l 100 
n::: 
~ 80 
'E 60 
::J 
0 
~ 40 
ltl 
E 20 
0.. 
0 0 
10 
--r-5 min 
------
~ 
_,;"" 
- - r- 10 min 
------
------
I 
I 
I 
I 
I 
J 
I 
11 12 13 14 15 16 17 
RS Reserve Clearing Price Estimate , 
18 
(¢) 
Figure 5·5: Opt imal RS Provision Policy (a-= 1) 
---
19 20 
151 
5.2 Learning Based Approach to Formulate Optimal RS Re-
serve Offering Problem 
In this section, instead of the model-based approach of the first section, we use realistic 
appliance dynamics to understand RS provision - SNO cost relationship . To make 
the section self-contained, first, we very briefly describe the consumption model and 
the optimal RS signal tracking approach. Then, we analyze sample cases to derive 
the relation between the RS provision and tracking cost. We close this section with a 
discussion on how to use this experience in the optimal RS reserve offering problem. 
5.2.1 SNO Consumption Model and RS Signal Thacking Approach 
In this section, we exactly follow the approach of Chapter 4. We assume that there 
are only heating Duty Cycle Appliances (DCAs) in the neighborhood. The SNO , 
who has purchased A kW of energy and promised R kW of RS reserve in the Hour 
Ahead Market , is responsible for tracking the RS signal y(t), which is updated every 
t::.t seconds. The SNO observes only the RS signal value y(t) and the aggregate 
consumption S(t). The SNO is penalized based on absolute tracking error IS(t+!:::.t)-
D(t)l, where D(t) =A+ Ry(t). Again, the SNO broadcasts a price signal u E [0, 1] 
to modulate the consumption of individual DCAs. The DCA thermodynamics are 
(5.24) 
where Tr (oC) is the room temperature in, T0 (oC) is the ambient temperature, h 
("C jW) is the thermal resistance, r (W) is the heat rate, c ( J j"C) is the heat capacity 
and s E {0 , 1} is the appliance status (on/off) . Utility of a heating DCA is defined 
as before , i.e. , 
¢ = Tmax- T . 
Tmax - Tmin 
(5.25) 
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We provide the following probability function: 
if T < f 
(5.26) 
where T is the time since last status change, f > 0, fJ1 > 0 and fJ2 are DCA specific 
parameters. Each DCA will toss a coin every D..t seconds according to P m to determine 
whether to monitor the price or not. If the a DCA gets the chance to monitor , it 
will draw a random number w"' U(O , 1) , and if its realization, w , is greater than the 
DCA utility, the DCA will operate until the next price monitoring. If cp < w , the 
DCA will be turned off until the next monitoring. For the details of this procedure, 
we refer the reader to the Chapter 4. 
In order to determine the price to be broadcasted , the SNO observes the RS signal 
value and the difference between the consumption and the obligation. Then, the price 
is given by 
u(t) = 1- A+ s:y(t) + D..u(t). (5.27) 
where Sm is the maximum consumption capacity of the system, and D..u(t) is updated 
at every step as follows: 
D..u(t + D..t) = D..u(t) + Sgn{S(t)- O(t)}bu (5 .28) 
where bu > 0 is the stepsize and Sgn is the sign function. 
After this brief description, we can proceed to the case studies. 
5.2.2 RS Reserve Provision - SNO Cost Relationship 
As mentioned at the beginning, we penalize the SNO based on an average absolute 
tracking error IS(t + D..t)- O(t)l. We use the base case described in Tables 5.2 and 
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5.3 in the examples of this section. 
Table 5.2 : Problem Parameters 
A (kW) I !:::.t (min) I r5u I Randomization I Cost Metric 
1245 I 0.067 I 0.005 I U( -0.1 , 0.1) I Absolute 
Table 5.3: DCA Population Parameters 
#of DCAs I Tmin CC) I Tmax (oC) I r (W) I To CC) I f (min) I fJ1 I (32 
3000 I 23 I 27 I 400 I ro I o.s I 0.4 I -2 
The results in Table 5.4 show the absolute tracking error for changing RS reserve 
provision amounts , where they are correlated. The the tracking error - RS provision 
relationship can be described a quadratic function approximation, as the approximate 
values are displayed in t he table and Figure 5·6. More specifically, the cost is given 
by a 2 R 2 + a 1R + a 0 , where a 2 = 0.0002, a 1 = -0.0858 and a0 = 37.4 in this 
case. T his relationship shows us that a similar optimization problem that is given in 
Section 5.1 can be formulated when the cost function is derived from adaptive-control 
framework. However, the ramping capabilities of the system should be learned to use 
in the constraints of the optimal RS reserve offering problem, which we leave as a 
future work. 
Table 5.4: RS Reserve Provision - Tracking Cost Relationship 
Cost (kW) Quadratic Approx. Cost/ R (10-2 ) 
2 400 35 35.08 8.75 
3 600 51.8 57.92 8.63 
4 800 88.6 96.76 11.1 
5 1000 139 151.6 13.9 
5.3 Discussion 
In this chapter , we have investigated the ability of Smart Buildings to provide Reg-
ulation Service for broad consumption characteristics of flexible appliance loads , and 
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Figure 5·6: RS Reserve Provision - Tracking Cost Relationship with Quadratic Cost 
Approximation 
used it to propose an optimization model assisting SBOs to determine optimal RS 
offers to the Hour Ahead Market . Probabilistic constraints were developed by study-
ing the look ahead probability distribution of active appliances under a fixed price 
control and its implications on the speed with which it converges to a steady state. 
Broad building characteristics were summarized as the determinants of the conver-
gence speed. 
Probabilistic constraints and performance cost statistics are coupled and depend 
crucially on the smart buildings capability to modulate its consumption to conform 
with a larger or smaller RS reserve offer. Hence, the level of the RS offer in the Hour 
Ahead Market must be commensurate to these costs and capabilities. For example, 
if the SNOs offer in the Hour Ahead Market exceeds its capabilities, it will end up 
not being able to track the RS signal with sufficient fidelity, incur high tracking error 
costs and , at the same time, impose high utility loss to its occupants who will be 
subjected to exceedingly wide energy service oscillations. If on the other hand the 
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Hour Ahead Market promise is too small, the SNO will waste the opportunity to offset 
part of its energy cost by selling RS reserves that are within its capabilities. To this 
end, we proposed an optimization problem which captures the trade-offs mentioned 
above, subject to the ISO imposed RS signal tracking capability requirements. The 
future work includes formulating a similar problem using the constraints derived from 
a "model-free" learning approach. 
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Chapter 6 
Conclusion 
This section concludes the dissertation with discussions on three topics: i) Control-
ling distributed flexible loads for reserve provision, ii) practicality of model based 
approaches, and iii) potential research directions in model-free approaches , followed 
by our final remarks. 
6.1 Controlling Distributed Flexible Distributed Loads for 
Reserve Provision 
Power systems literature studies on load control for reserve provision tend to cluster 
under two categories: Studies that aim i) to model the behavior of similar electricity 
service loads, such as a group of thermostatically controlled appliances , and to develop 
requisite centralized control algorithms, and ii) to develop SBO /SNO pricing or signal 
strategies that enable energy service recipients to program their preferences so that 
individual energy service appliance controllers respond to a price or other SBO/SNO 
signal driven by centralized ISO Regulation Service (RS) requests or decentralized 
system frequency measurements. From our point of view, both the centralized con-
trol algorithm approaches as well as the price directed decentralized load response 
approaches are equally important to focus on. In fact, successful implementations 
arise when the two can become part of a successful "feedback control" scheme. In 
our studies, we have experienced this with the adaptive control framework proposed 
in Chapter 4, which implements an adaptive control law for load control and a smart 
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thermostat design for load response. Numerical results have shown that Smart Neigh-
borhood Operators (SNO) are able to track the RS signal successfully, even after the 
dynamics of load response behavior changes in non-smooth and rather abrupt ways. 
The communication capability required to reach distribution utility customers and 
encourage them to participate in reserve provision, is undoubtedly in place. Unless 
technology evolves in extraordinary ways, relative to partial investments by compet-
ing third party organizations, infrastructure investments needed to control loads and 
to monitor their response will most likely be significantly lower if they are mandated 
to cover all customers or are holistically undertaken by distribution utilities. Rev-
enues from reserve provision could be distributed to consumers through discounts in 
electricity bills or through more innovative direct payments to providers and charges 
to those who make them necessary. If such a widespread participation is achieved, 
the distribution utility will benefit from massive demand response rendering indirect 
control , or price directed individual consumer response the preferred approach as 
discussed in Chapter 1. It may be initially possible that processing the state and 
preference information of individual energy service loads in a single market clearing 
task may prove computationally too costly. In that case, energy service companies 
or load aggregators such as the SBO /SNO discussed in this thesis may provide a 
more workable decomposition of the market clearing burden. The analogy to the 
load provided reserves discussed in this dissertation is that the utility can determine 
dynamically and broadcast a different price signal to each class of energy serving 
appliances providing regulation or other type of reserve service, or, to interact with 
load aggregating SBO /SNOs who determine and broadcast themselves the prices for 
each class of flexible loads. 
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6.2 Practicality of Model Based Approaches 
The flexible load model we presented in Chapter 2 was to some extent inspired by sim-
ilar price control strategies proposed in the literature for use by data service providers. 
Defining a generic appliance and then developing control algorithms accordingly is 
helpful to gain some intuition about the problem. However, most of the electricity 
consumption in residential and commercial buildings is related to appliances that have 
very specific operating principles, such as duty cycle appliances , or electric vehicles 
that may be soon quite prevalent. Focusing on a specific appliance type and develop-
ing a dynamic price control policy for being able to meet dynamic regulation service 
management was a fruitful direction that most of the dissertation explored. However , 
the optimal control policies we derived are not always practical. For example, the 
simplifying assumption that a randomly selected idle appliances utility corresponds to 
a random sample from a time invariant probability distribution, does not hold under 
a broad enough set of conditions. Nevertheless, the uniform distribution assumption 
facilitated the theoretical analysis and allowed us to discover optimal solution proper-
ties that are generally persistent under more realistic settings. Moreover, introducing 
an additional state variable that represents a dynamic time varying distribution of 
idle appliance utilities is within the capabilities of future research, and , in fact, these 
capabilities can be most probably explored using the results of the model based anal-
ysis as a stepping stone. Finally, the model based work inspired the model-agnostic 
reinforcement learning and adaptive control extensions of Chapter 5. 
To conclude the discussion of our model-based work, we wish to point out that 
the computational challenges encountered, motivated us to explore and develop ap-
proximate Dynamic Programming solution algorithms, such as Approximate Policy 
Iteration (API) and modified actor-critic. Among these , the API algorithm ought 
to be investigated further to learn more from convergence analysis and to utilize the 
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very near optimal performance of the analytic functional approximation of t he policy 
function. 
6.3 Potential Research Directions in Model-Free Approaches 
This dissertation explored two solution algorithms that are in fact model-free: Re-
inforcement Learning (RL) and an Adaptive Control scheme. Although the RL al-
gorithm provides slightly better objective values relative to the adaptive control al-
gorithm, the RL algorithm has a very long solution time since the adaptive control 
algorithm does not require any learning to perform reasonably well. In addition , 
RL works only in environments with stable dynamics, whereas the adaptive control 
algorithm is remarkably well suited for systems that have changing and generally un-
stable system dynamics. Having said that, it is an interesting research direction to 
use parallel processing techniques in conjunction to the RL algorithm, whose solution 
might be implemented in systems which are stable and for which small improvements 
in the tracking cost are important. 
Regarding the adaptive control algorithm, using multi-dimensional control appears 
to be a potentially fruitful research direction. Especially when the RS signal hap-
pens to be persistently high or low, the diversity of idle appliance temperature levels 
may tend to synchronize reducing desired diversity. In such cases, multi-dimensional 
control can help recover t he diversity in at least two ways. The first alternative is 
that a smart thermostat may pick one of the elements in the control vector depending 
on its local condition, while another alternative is that some elements in the control 
vector may advise smart thermostats on the type of the response strategy to be used, 
while the rest of the elements might be used as inputs for the response strategy. In 
addition, as discussed in Chapter 5, adaptive step size selection is another aspect of 
the algorithm that deserves further investigation. 
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6.4 Final Remarks 
Participation of the demand side in reserve provision is emerging as one of the main 
tools for mitigating t he output volatility of ever increasing renewable generation that 
requires commensurate reserves. This dissertation has provided solutions to a difficult 
stochastic control problem that is crucial for effective demand-response-based provi-
sion of regulation service. A wide range of tractable, near-optimal , and robust control 
policies have been developed building on model-based and model-free approaches. In 
addition, it formulated the Hour-Ahead market reserve offering problem that ut ilized 
the average expected cost of the dynamic reserve management problem using the 
optimal policies described above. As such, this is a pioneering application in t he 
power systems literature. Finally, the dissertation 's contribution to the science base 
of approximate dynamic programming complements its application domain related 
broader impact to a sustainable energy and environment future. 
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SYMECA platform that integrated several heuristics, the LP and a simulation model, 
• Related material handling traffic was reduced by 11%, the labor time was reduced by 20%, the 
required number of milkrun train carriers was reduced by 33%, and the carrier utilization was 
increased from 52% to 83%, 
• The forklift use was removed in the corresponding work floor by systemizing the scheduling of the 
milkrun train carriers and the related material assignment process, 
• The project won the 2nd prize in the National Operations Research Congress (YA/ El\11) student 
project contest. 
Eczac1ba§1 P.M., Istanbul Purchasing Analyst June 2009- July 2009 
• Improved the raw material import schedule and related logistics activities of EPM, 
• The related annual logistics cost reduced by 10.5% that approximately corresponded to $110,000. 
Elektromekanik LLC, Ankara Operations Planner Aug. 2008 - Sept. 2008 
• Improved the warehouse layout of a middle-scaled company based on the fundamental techniques 
of operations research and lean manufacturing. 
SarpPlas Co., Ankara Operations Research Analyst Sept. 2007- Jan. 2008 
• Improved the plastic mold manufacturing line by conducting time and motion study, 
• The labor cost was reduced by 20%. 
ACADEMIC /TEACHING EXPERIENCE 
Boston University, Boston, MA Teaching/Research Assistant Sept. 2010- Nov. 2013 
• Assisted Prof. Stormy Attaway in "Introduction to Engineering Computation". The most voted 
student for 'The Best Assistant' among PhD students in Spring 2011. 
• Working on smart building concepts where the real time electricity demand can be optimally 
controlled to mitigate the energy imbalance in power systems, so that more renewable (but 
unpredictable) energy resources can be integrated to the system. 
Private/Volunteer Tutoring, Ankara & Boston, MA 2006-2011 
• Volunteer Mathematics and English tutoring at primary school and high school levels; private 
Operations Research tutoring at undergraduate level. 
Bilkent University, Ankara Research Assistant Sept. 2009- May 2010 
• Developed a Graphical User Interface in Java that allows the user to create a network visually and 
solve the related facility location problem by interacting GAMS that uses CPLEX. 
169 
AWARDS/ HONORS 
Competitions: 
• The IBM/ IEEE Smarter Planet Challenge: Student Projects Changing the World, Honorable 
Mention & Award (Among 117 Projects from 28 Countries) - 2012. 
• Boston University Science and Engineering Day, CISE Honorable Mention & Award- 2012. 
• National OR Congress (YA/ EM), Student Project Contest 2nd Prize- 2010. 
• Bilkent University High Honor & Honor Student Standings- 2006-2010. 
• National University Entrance Exam, Verbal Ranking: 118<h, Quantitative Ranking: 738<h (Out of 
1.4 Million Participants)- 2006. 
• Dogu§ University Istanbul-wide High Schools :Niath Contest, 3rd Place in Individuals- 2006. 
• Sabano University Istanbul-wide High Schools Math Contest, 1" Place in Teams, 4<h Place in 
Individuals - 2006. 
Grants IF ellowships: 
• Boston Univ. Div. of Systems Eng. Travel Award for 52nd IEEE CDC Dec. 2012, Florence, Italy. 
• IEEE Control Systems Society Travel Award for 52nd IEEE CDC Dec. 2012, Florence, Italy. 
• Boston Univ. Div. of Systems Eng. Travel Award for 51 " IEEE CDC Dec 2012, Maui, HI, USA. 
• Boston University, Research Assistantship- 2011-2013. 
• Boston University Graduate Teaching Fellowship (Full Tuition and Stipend)- 2010. 
• Bilkent University Scholarship, Full Tuition & Stipend- 2006- 2010. 
RESEARCH 
Research Interests 
Disciplines: Dynamic Programming (Stochastic, Approximate), Linear & Nonlinear Optimization, 
Reinforcement Learning, Discrete Event Simulation, Optimal and Robust Control 
Application Domains: Optimal Control of Real-Time Energy Demand in Smart Buildings, 
Optimal Participation in Electricity Markets, Unmanned Air Vehicle Routing Problems, Optimal 
Cooperative Control of Unmanned Air Vehicle Fleets, Optimization of Logistics and Factory 
Material Handling. 
Publications 
RefereedJoumals (.Including Under Review and In Preparation) : 
J4. Enes Bilgin, David Escobar Sanabria, Kun Zhang, Pieter Masterman, "A Tabu Search Heuristic 
for Unmanned Air Vehicle Routing Problem with Dynamic Battery Constraints", European 
Journal of Operations Research (To be submitted). 
J3. Enes Bilgin, Michael C. Caramanis, "Price Based Adaptive Control of Duty Cycle Appliances for 
Regulation Service Provision", IEEE Transactions on Power Systems (To be submitted) . 
]2. Enes Bilgin, Michael C. Caramanis, "Load-Side Fast Reserve Provisioning in the Hour-Ahead 
Power Markets", IEEE Transactions on Power Systems (Submitted). 
]1 . Enes Bilgin, Michael C. Caramanis, Ioannis Ch. Paschalidis, Christos G. Cassandras, "Analytic 
Policy Function Approximation for Load-Side Distributed Regulation Service Provision", IEEE 
Transactions on Smart Grid (Submitted). 
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Refereed Proceedings: 
C4. Pieter ]. Mosterman, David Escobar Sanabria, Enes Bilgin, Knn Zhang, Justyna Zander, "A 
Heterogeneous Fleet of Vehicles for Automated Humanitarian Missions", The 19th World 
Congress of the International Federation of Automatic Control (Submitted). 
C3. Enes Bilgin, Michael C. Cararnanis, "Decision Support for Offering Load-Side Regulation 
Service Reserve in Competitive Power Markets", S2nd IEEE Conference on Decision and 
Control, Florence, Italy, December 2013. 
C2. Enes Bilgin, Michael C. Caramanis, Ioannis Ch. Paschalidis, "Smart Building Real Time Pricing 
for Offering Load-Side Regulation Service Reserves", 52nd IEEE Conference on Decision and 
Control, Florence, Italy, December 2013. 
C1. Michael Caramanis, Ioannis Paschalidis, Christos Cassandras, Enes Bilgin, Elli Ntakou, 
''Provision of Regulation Service Reserves by Flexible Distributed Loads", Proceedings of the 51 st 
IEEE Conference on Decision and Control, Maui, HI, December 2012. 
Non-Refereed Tournals: 
-
N1 . Sertalp Bilal c;:ay, Enes Bilgin, Cansu c;:alru, Yasernin Arslan, Mehmet Fatih Cab10glu, Barbaros 
Tansel, "Optimization on Internal Logistics Activities in BSH Washing Machine Factory", 
Endiistri Miihendisligi, vol. 21,3, pp. 25-38, Sept. 2010. 
Non-Refereed Conferences: 
A1. Enes Bilgin, Michael Caramanis, ''Price Based Adaptive Control of Duty Cycle Appliances for 
Regulation Service Provision", INFORMS Annual Meeting, Minneapolis, MN, October 2012. 
A2. Michael Cararnanis et al. "Single-Period Topology Control in PJM", INFORMS Annual Meeting, 
Minneapolis, MN, October 2012. 
Related Coursework 
• Optimization Theory, Advanced Optimization Theory, Dynamic Programming, Statistical 
Inference & Learning, Game Theory, Advanced Stochastic Modeling & Simulation, Discrete 
Event & Hybrid Systems, Dynamic Systems Theory, Optimal and Robust Control. 
Service 
• Reviewer Service: IEEE Transactions on Power Systems, IEEE Transactions on Smart Grid, 
IEEE Conference on Decision and Control. 
• Organized Sessions: 
o ''Pricing as an Information Channel for Implementing Smart Grid Load Control", 5200 IEEE 
Conference on Decision and Control, Florence, Italy, December 10-13, 2013 (w. Bowen Zhang) . 
o "Integration of Renewable Generation to the Smart Grid and Demand Response", INFORMS 
Annual Meeting, Niinneapolis, MN, October 6-9, 2013. 
PERSONAL 
Memberships: IEEE, INFORMS. 
Extracurricular: (Awarded) Photographer, Entrepreneur, Volunteer Tutor, Blogger, Road 
Tripper. 
References: List of references from industry and academy is available upon request. 
