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General functional equations of the type 
c~i(A,‘~ + I%‘4 = Cab I t) + 4(t I u) + S(t, u) 
and C &(C;t) = S(t) have been solved, where Pk represents a polynomial of 
degree K in all the arguments, C.(u 1 t), a polynomial of degree a in u given t, 
and D,(t ] u), a polynomial of degree b in t given U. The results are applied in 
characterizing the multivariate normal variable by nonuniqueness of linear 
structure, independence of sets of linear functions, and constancy of regression 
of one set on another set of linear functions. The problem of characterization of 
probability distributions of individual random variables (which may be vectors), 
given the joint distribution of a relatively few linear functions of all the variables, 
has been studied. 
Theresults provide a generalization of all previous work on the characterization 
of probability laws of vector random variables through linear functions. 
1. INTRODUCTION 
How much information is contained in a few linear functions of several 
independent random variables about the individual random variables themselves ? 
This is the basic question which has been investigated from different points 
of view during the last twenty years. Most of the studies have been confined to 
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the univariate case and some of the early results are the theorems of Cram& 
(on individual variables being normal when the sum is normal), of Darmois- 
Skitovich (independence of two linear functions implying normality) and of 
Linnik (identical distribution of two linear functions implying normality under 
certain conditions). 
During the last five years new lines of investigation have been started. Rao 
(1966) showed that if a vector variable X can be represented in two ways as Au 
and Bv where u and v are vectors of independent variables, then X must be 
multivariate normal if the matrices A and B are different in some sense. The 
consequences of regression of one set of linear functions of independent variables 
on another set being constant have been examined by Kagan, Linnik and Rao 
(1965), Rao (1967), Ramachandran and Rao (1968, 1970), Khatri and Rao 
(1968a, 1968b) and Pathak and Pillai (1968). 
Recently Rao (1971) established the somewhat unexpected result that the 
joint distribution of as few as p suitably chosen linear functions of p( p + 1)/2 
independent random variables can determine the distribution of each of the 
p( p + 1)/2 variables apart from a change of location. 
Some of the univariate results have been extended to the multivariate case. 
For instance, we have the multivariate analogs of Darmois-Skitovich theorem (by 
Ghurye and Olkin, 1962), and of some results of Khatri and Rao (1968a, 196813) 
(by Khatri, 1971). The object of the present paper is to consider the multivariate 
extensions of other univariate results, speciahy those contained in Rao (1966, 
1967 and 1971). We also examine the problem of characterization based on 
independence of more than two sets of linear functions of random variables, 
all of which may not be independent. It may be noted that the problem considered 
by Ghurye and Olkin (1962) involved only two sets of linear functions. The 
results depend on the solutions of the general functional equations considered 
in Section 2. 
2. SOME GENERAL FUNCTIONAL EQUATIONS 
We solve some functional equations which occur in characterization problems 
of random variables. The equations as formulated are of more general type than 
those considered by Ghurye and Olkin (1962), Khatri (1971), Khatri and Rao 
(1968a, 1968b), Rao (1966) and Zinger and Linnik (1965). 
Let & be a continuous compIex valued function of a real pi-vector variable, 
i = I,..., s. We denote by C,(u / t) a polynomial of degree a in u given t, where u 
and t are vector variables of possibly different dimensions, by Db(t 1 u) a poly- 
nomial of degree b in t given u, and by Pdt, u) a polynomial of degree k in 
t and u. All the functions and the functional equations considered in the paper 
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need be defined only in a neighborhood of the origin in appropriate spaces, 
unless otherwise stated. Naturally the solutions obtained are valid only in a 
neighbourhood of the origin. We denote by R(X) the rank of matrix X. 
THEOREM 1. Let&, i = I,..., s, C,(u 1 t), Db(f 1 u) and PTc(t, u) be as de$ned 
above, and Ai and Bi be matrices of orders p x pi and m x pi , respectively, 
i=I ,..., s, such that 
1 +,(Ai’t + Bi’u) = C,(U I t) + D,(t I U) + ‘k(‘, U). (2-l) 
(i) I f  R(A,) = R(BJ = pi, i = l,..., s, then C,(U 1 t) and D,(t 1 U) are 
polynomials in t and u of degree < max(k, s + a +b). 
(ii) If C,(u 1 t) = C(t), D&t 1 u) = D(u) and R(A,) = R(B,) = pi, 
i=l ,..., s, then C(t) and D(u) are polynomials in t and u, respectively, of degree 
< max(k, s). 
(iii) If C,(u ( t) = 0 and I?(&) = pi , i = l,..., s, then D,(t 1 u) is a 
polynomial in t and u of degree < max(k, s + b - 1). 
The results (i)-(iii) of the theorem are easily established by following the 
method of differences as indicated in Lemma 3 of Ghurye and Olkin (1962) with 
appropriate modification for unequal dimensions of the arguments of the func- 
tions involved and the introduction of the polynomial term on the right hand 
side of (2.1). 
THEOREM 2. Let & be fqnzttons as considered in Theorem 1 and Ci be m x pi 
matrix of rank pi such that 
5blG’~) + -.- + &(c,‘q = P.k@). (2.2) 
If 
Ip(CiiCj) =Pi+Pj, i = l,..., r; j = r + l,..., s, (2.3) 
then ddC,‘t) + 1.. + &(Cit) and &.l(C&f) + -.a + &&if) are polynomials 
in t of degree < max(k, s - 2). 
Let us take 
with H, = (H,, i H,,) nonsingular and 
C;H,, = I and C,‘H,, = 0, 
(2.4) 
(2.5) 
where I is of order p, . 
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We define 
Gil = H;Ci , Bi, = %,G , (2.6) 
&‘(C;,,w> = $i(C;.p + B;,,h,) - di(G.~wh (2.7) 
and 
P&(w) = J’,(H+v + H&l) - J’,(H,w)> (2.8) 
where w’ = (u’ : v’). From (2.2), by taking first difference with increment h, 
in variable v and writing t for w, we obtain 
S-l 
T  &'(c:,,t) = PE&). (2.9) 
Equation (2.9) is of the same form as (2.2) with the same conditions R(C,,,) = p, 
and R(Ci,, i Cj,l) = pi + pj , i = l,..., r; j = r + I,..., s - 1, in view of the 
condition (2.3), but with one function less. We also note that #i’)(t) as a function 
of h, is a&-vector function since R(B,,,) = pi by (2.3). We proceed to eliminate 
+!?I in the same manner to obtain a functional equation in #I”), i = l,..., s - 2 
and so on. Finally after s - T eliminations, we obtain the equation 
$ &“(c;.,-,t) = Pk-$(f), (2.10) 
where $p-” and P:“_-,’ denote the (s - r)-th difference functions of di and Pk 
involving the increment vectors h, , . . . , h,-, used in different stages of reduction, 
and Pf_-,‘:, = 0 if k < s - r. 
Equation (2.10) can be written in the explicit form 
$ d”-‘-‘kd + JL,h,-,I = Q(t) + Pr+s+r+&, L,), (2.11) 
where C& and Bi,,-, are suitably defined as in Eqs. (2.4)-(2.8), R(&+.) = 
Wi,,-,) = pi , and 
Q(t) = f, &‘-l’(C:,,-,t). (2.12) 
1 
Now, we apply result (iii) of Theorem 1 to show that Q(t) is a polynomial in t 
of degree < OL = max(k - s + r + 1, Y - 1) given h,-,-l ,..., h, . Let us write 
this polynomial as P,(H,-f 1 h,-,l). 
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$ &-“(C;,,+,t) = P,(t / h,-,-,). (2.13) 
Writing 
we have 
Q1(t) = i &-r-2)(C;,S--7J), (2.14) 
1 
Ql(t + Fh,+,) = i &r-2)(C;,s-r-lt + B:,s+-lhs-,.-l), (2.15) 
1 
where F’ = (0 i I), is a (m - p,+s) x m matrix of rank m - p,,, . Using (2.14) 
and (2.15) in (2.13), we get 
Q4t + Fh,-,-1) = Qdt) + f’& I L-J. (2.16) 
From (2.16), it is easy to see that if t’ = (u’, v’) and h,-,-l = h, then 
P&u, v + w  I h - w) = PJu, v I h) - I’&, v / w) (2.17) 
valid for all w (f h) in an appropriate region near the origin. Equating the 
coefficients of various powers of ui’s and vi’s the components of u and v, it is 
easily shown that P,(u, v / h) is a polynomial in u, v and h of degree < 01 + 1 
and so we write P,(u, v I h) = Pa+l(t, h). Using this and (2.15) in (2.16), we have 
i &--B)(c! 
z.s-r-lt + I%,,-,-&) = Qdt) + f’cx+dt, h) (2.18) 
with h = h,-,-l . This is similar to (2.11) and hence Qr(t) is a polynomial in t 
of degree d 01 + 1 given hs--r-2 ,..., h, . Proceeding in this manner, we get 
finally Ci &( Ci’t) as a polynomial in t of degree < 014 s - Y - I = max(K, s - 2) 
and this establishes Theorem 2. 
Note. In Theorem 2 the condition R(C) = pi is unnecessary in which case 
the main condition (2.3) is written as 
zqc, i Cj) = R(G) + R(C,), i = I,..., Y and j = I + l,..., S. (2.19) 
However, if R(C) # p, the function &(Ci’t) can be redefined as &(Bi’t) where 
I& is of order m x qi and of rank qi so that the conditions of Theorem 2 as 
stated are satisfied. 
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COROLLARY 1. Let & , 4 and B+ be as in Theorem 1 satisfying Eq. (2.1). 
I f  Ii&) = R(B,) = pi and 
I$: z,=pi+pj, i=l,..., r; j=r+1,..., s, (2.20) 
then 
$&(Ai’t + B,‘u) and $l~i&‘t + Bi’u) (2.21) 
are polynomials in t and u of degree < max(k, s + a + b). 
COROLLARY 2. Let & , Ai and Bi be as in Theorem 1 satisfting Eq. (2.1) with 
C,(u 1 t) = 0. If  R(A,) = pi and 
I?(;: z)=pi+pi, i=l,..., r; j=r+l,..., s, (2.22) 
then 
$‘&(Ai’t + B,‘u) and il Wi’t + Bi’4 
are polynomials in t and u of degree < max(k, s + b - 1). 
(2.23) 
COROLLARY 3. Let & and Ci of rank pi be as in Theorem 2 satisfying Eq. (2.2). I f  
WiiCi) =p,+pi, for all i # j (2.24) 
then each & is a polynomial of degree < max(k, s - 2). 
COROLLARY 4. Let +i be a continuous complex q,-vector valued function of 
a p,-vector variable and Ci be a m x pi matrix of rank pi , i = I,..., s. Further, let 
i Gik(Ci’t) = P*(t), 
1 
(2.25) 
where PK is a q-vector of polynomials in m-vector t of maximum degree k and Gi 
is a q x qi matrix. I f  R(Ci ! Ci) = pi + pi , i = l,..., r; j = r + I,..., s, then 
$ G&(Ci’t) and gl Gdi(G’t) (2.26) 
are vectors of polynomials in t of degree < max(k, s - 2). 
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COROLLARY 5. In Corollary 4, ;f  the condition is R(C, i Ci) = p, -+ pj 
for all i # j and R(Gi) = qi , th en each (pi is a sector of polynomials of degree 
< max(k, s - 2). 
We shall now give an estimate of the degree of the polynomials of Theorem 2. 
For this purpose we introduce the new product of matrices E 0 F as defined 
by Khatri and Rao (1968b). Let E = (E, i ... i E,) and F = (F, 1 ... i F,) be 
partitions of E and F then 
EOF=(E,@F,; . ..iE.@F,), (2.27) 
where @ indicates Kronecker product. We denote by (E Q)aE the product 
(E 0 E) 0 E. Similarly (E O)cE is defined. The properties of such products 
are studied in Khatri and Rao (1968b), Khatri (1971) and Rao and Mitra (1971). 
THEOREM 3. Consider & and Ci as in Theorem 2 and the equation (2.2) with 
k<r<s-2.LetC=(C,iC,i...iC,).If 
R[(C O)‘-’ C] < 1 pi” and R[(C 0)’ C] = cp:+l, (2.28) 
then each & is a polynomial of degree < r. 
The proof may be given on the same lines as in Lemmas 2-8 in Khatri and 
Rao (1968b) and Lemma 5 in Khatri (1971). 
COROLLARY 6. If r = 1 and k < 1 in Theorem 3, then each +i is at most 
linear. 
3. CHARACTERIZATION OF THE MULTIVARIATE NORMAL DISTRIBUTION 
3.1. Nonuniqueness of Structural Representation 
Ap-vector variable X is said to have a linear structure if it can be represented as 
X = ArY, + 1.. + kmy, , (3.1) 
where Yi is a pi-vector variable, Ai is a p x pi matrix and Y, ,..., Y, are inde- 
pendent. We may take R(&) = pi without loss of generality. Suppose X admits 
an alternative representation. 
X=B,Zr+..*+B,Z,, (3.2) 
where Zi is a q,-vector variable, B, is a p x qa matrix of rank qd and Z, ,..., Z, 
are independent. Rao (1966) has shown that when Yi and Zj are one-dimensional 
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variables and no Bi is a scalar multiple of any Aj , the variable X has a multi- 
variate normal distribution. We extend this result to the general case when YS 
and Zi are possibly vector variables as defined in (3.1) and (3.2), respectively. 
THEOREM 4. Let X admit two alternative representations as in (3.1) and (3.2). If 
R(A, i Bj) = pi + c~j for all i and j, (3.3) 
then X has a multivariate normal distribution. 
Let #d be the log characteristic function of Yi and $j that of Zj . Then following 
as in Rao (1966), we obtain the equation 
&(A,‘t) + ... + (bm(A,‘t) - &(Bl’t) - *.. - &(B,‘t) = 0 (3.4) 
in a neighborhood of the origin in R *. Under the condition (3.3), applying 
Theorem 2 to solve Eq. (3.4), we find that C &(A,‘t) is a polynomial in t. Then 
C AiY, = X has a multivariate normal distribution. Thus Theorem 4 is proved. 
Theorems characterizing X as the sum of a multivariate nonnormal and a 
normal variable, similar to those in Rao (1966, 1969) for the univariate case, can 
also be established. 
3.2. Independence of sets of linear functions 
Let X, ,..., X, be independent random variables where & is a p,-vector 
variable. Consider p sets of linear functions 
Yi = AoX, + *.* + AinX, ) i = l,..., 4, (3.5) 
where Yi is a &-vector. We shall characterize the distributions of Xi under the 
condition that YI ,..., Y, are independent. 
THEOREM 5. Let Yi and Xj be as deJined in (3.5). Denote A{ = (A;, i -0. i AiJ 
and by Ajci, the matrix obtained from Aj’ by deleting the i-th partition. If 
R(A,(,,) = pj for all i and j, then Xi has a pi-variate normal distribution. 
Let the log characteristic function of Xi be &. Then the condition of inde- 
pendence of Y, ,,.., Y, gives the equation 
in vectors t, ,..., t, in neighbourhoods of the origin in respective spaces. 
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Considering t, and u’ = (tz’ { ... i tg’) as two vector variables we have the 
equation 
Applying result (ii) of Theorem 1, we find C,(t,) is a polynomial implying 
that Yi is multivariate normal. Similarly Y, ,..., YQ are all multivariate normal, 
and they are also independently distributed. Then C mi’Yi is univariate normal. 
But 
m~‘Yl + *** + mp’Yp = (1 mi’At,) X, + a-. + (C mi’Ai,) X, , 
which implies that (C mi’Aij) Xj is univariate normal for arbitrary choice of 
vectors (m,’ i 1.. i m,‘). Since Aj has rank pj , it follows that h’Xj is univariate 
normal for any arbitrary vector h. Hence Xj is pi-variate normal. 
Theorem 5 is a generalization of the result of Ghurye and Olkin (1962) in 
two directions as it involves more than two sets of linear functions and different 
dimensions for the basic variables. 
It may be seen that when 4 = 2, the minimum number of linear functions 
needed for the result of Theorem 5 to be true is 2pti) , where ph) is the maximum 
value among p, ,..,, p, , the dimensions of the variables Xi ,.,., X, . Further, 
the number of linear functions in each set is p(i) . When Q = p(i) + 1, the 
minimum number of linear functions is p(i) + 1 with one function in each set. 
For a general p, the minimum number is qp& - I) if it is an integer, otherwise 
k7PdQ - I)1 + 1. Th e number of linear functions in each set is p(i)/(q - 1) 
if it is an integer, otherwise it is [ po,/(q - l)] in some sets and [ p6,/(4 - l)] + 1 
in others. 
3.3. Regression problem 
Let Xi ,..., X, be independent random variables where Xi may be a pi-vector 
variable. Consider the linear functions 
Y = A,X, + ... + A,X, and Z = B,X, + ... + B,X, , (3.6) 
where Y and Z are K,- and &vectors, respectively. We shall characterize the 
distribution of Xi under the condition 
E(Y 1 Z) = c, (3.7) 
where C is a constant K,-vector. 
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THEOREM 6. L&X, ,..., X, , Y and Z be as defined in (3.6) and satisfring (3.7). 
If R(AJ = pi , R(B,) = p, and R(B, : Bj) = pi + pi for all i # j, then Xi 
has a pi-vector normal distribution. 
Let gJt) denote the partial derivative of&(t), the log-characteristic function 
of Xi , with respect to the or-th element of t, and let gj(t) = ( glj(t),..., g&t))‘. 
Then, the condition (3.7) gives 
A,g,(B,‘t) + ... + A,g,(B,‘t) = C (3-g) 
in a neighbourhood of the origin. Using Corollary 3 and arguing on the lines 
similar to those of Khatri (1971) we find that gj(w) is polynomial in w, and 
hence d,(w) is a polynomial in w. This shows that Xj has a multivariate normal 
distribution. 
This theorem generalizes the result of Kharti (1971) to variables with different 
dimensions and to matrices Bj with weaker restrictions. 
We may note that the results on the characterization of Gamma variates 
similar to those given by Khatri (1971) can be written down immediately in the 
form similar to the above Theorem 6. 
4. CHARACTERIZATION OF PROBABILITY LAWS 
THROUGH LINEAR FUNCTIONS 
Let X, ,..., X, be independent vector random variables (where Xi is of dimen- 
sion pi) and consider a m-vector Z defined by 
z =c,x,+ . ..+c.x,. (4.1) 
Following the recent investigations by Kotlarski (1971) and Rao (1971), we 
examine the extent to which the distribution of the random variables Xi can be 
specified knowing the distribution of Z, under the assumption that the charac- 
teristic function of Z is nonvanishing. 
THEOREM 7. Let X, ,..., X, be as defined in (4.1) and denote by pcl) and pta) 7 
the two largest values (which may be equal) among p, ,...,p, . Further, let Ci be 
m x p, matrix such that m 2 pclJ + ptz) , R(C,) = pi and R(Ct i Cj) = 
R(Ci) + R(Cj) for i # j. Then the characteristic function of & can be determined 
upto a multiplication by exp(P,-s) where P,,...2 is a polynomial of degree at most 
71 - 2. 
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Let #+ be the difference in log characteristic functions of Xi under two possible 
alternative distributions. From (4.1) we have the equation 
W,‘t> + -‘. + 4n(Cn’f) = 0. (4.2) 
Then the result of Theorem 7 follows by an application of Corollary 3. 
Theorem 8 provides the type of statement which can be made in the general 
case when Z in (4.1) is a m-vector. 
THEOREM 8. Let X 1 ,..., X, be US defined in (4.1). If r < (n - 2) is such that 
R((C oy C) < c pi7 and R((C 0)‘C) = c p,‘” (4.3) 
whe+e C = (C, i ... i C,), then the characteristic function of Xi can be determined 
upto a multiplication by exp(Pr). 
The result of Theorem 8 follows by an application of Theorem 3. 
In particular, if R(C 0 C) = Cpiz, then the distribution of Xi can be 
determined upto a change of location. If C is m x ( p, + 9.. + p,J matrix, it is 
of interest to know the smallest possible value of m for which R(C 0 C) = C pS2. 
When pi = 1 for all i, it is shown in Rao (1971) that the smallest m is such that 
m(m - 1) 
2 
<n<m(m+l) 
2 ’ (4.4) 
so that the joint distribution of m suitably chosen linear functions of m(m + 1)/2 
independent variables can determine the distribution of each variable upto a 
change of location. In the case of general pi the formula for minimum m is 
likely to 
m(m - 1) < jJ Pi(pi + 1) S m(m + 1) 
i=l 
(4.5) 
which has been verified to be true in special cases. 
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