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Povzetek 
V okviru tega dela smo si zadali naslednje cilje: 
 
- ponoviti, oziroma preučiti ter kratko opisati najpogosteje uporabljane metode 
uglaševanja proporcionalno-integrirno-diferencirnega (PID) regulatorja, ki so 
primerne za tako imenovane univariabilne (UV) (sistemi z enim vhodom in 
enim izhodom) in multivariabilne (MV) sisteme (sistemi z več vhodi in več 
izhodi ter križnimi interakcijami); 
 
- opisi in obravnave naj vključujejo algoritme nesprotnega načrtovanja, 
prednastavljanje, razporejanje parametrov pa tudi adaptivno vodenje; 
 
- vse omenjene pristope želimo ilustrirati s primeri, ki bodo tudi računalniško 
podprti. 
 
V drugem poglavju je tako podan opis izbranih metod načrtovanja, ki smo jih 
ločili glede na to, ali omogočajo načrtovanje vodenja za UV ali za MV dinamične 
sisteme ter glede na to, ali so primerne za nesprotno, oziroma sprotno načrtovanje.  
 
Tretje poglavje je namenjeno ilustrativnim primerom opisanih metod vodenja, 
ki smo jih realizirali s pomočjo programa MATLAB in sicer zaradi organizacije in 
opremljenosti Laboratorija za modeliranje, simulacijo in vodenje ter Laboratorija za 
avtonomne mobilne sisteme, v okviru katerih je nastajalo to delo. Vse zgrajene 
datoteke, ki naj bi pomagale v pedagoškem procesu, smo vključili v orodje LABI 
(LABoratorIj matematičnih modelov dinamičnih sistemov), ki ga razvijajo v 
omenjenih laboratorijih. Na takšen način je omogočena enostavna raba pripravljenih 
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In the context of this diploma thesis we have tried to meet the following goals: 
 
- repeat or examine, and describe the most frequently used tuning methods 
suitable for proportional-integal-derivative (PID) controllers, which can be 
applied with the so-called univariable (UV or SISO) (systems with one input 
and one output) and multivariable (MV or MIMO) systems (systems with more 
inputs and outputs, and cross - couplings); 
 
- descriptions and chosen algorithms should include off-line design approaches, 
autotuning, parameters' scheduling, as well as adaptive control; 
 
- all these approaches and methods should be illustrated and corresponding 
computer support should be prepared. 
 
The second chapter of the diploma presents the selected design methods, which 
were chosen in such a way that they allow control system design of SISO and MIMO 
dynamic systems, some can be realized in off-line control design, while some of them 
are suitable also for on-line control. 
 
The third chapter is devoted to illustrative design examples regarding presented 
methods. All design was realized by the usage of MATLAB program because of the 
equipment and organization of the Laboratory of modelling, simulation and control, 
and the Laboratory of autonomous mobile systems in which this work was prepared. 
All designed files, which should help in the education process, have been included in 
the toolbox LABI (LABoratory of mathematIcal models of dynamic systems) which 
is being developed in mentioned  laboratories. In this way it is very simple to use the 
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prepared files while further expansion is also rather simple. With minor changes it is 
possible to adapt developed files also for on-line control of pilot plants in mentioned 
laboratories. 
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1.  UVOD 
Načrtovanje vodenja dinamičnih sistemov je ciklični postopek, ki terja veliko 
število korakov. Med najpomembnejšimi so zagotovo naslednji [1], [2]: 
 
1. zbiranje izhodiščnih informacij o obravnavanem sistemu in ciljih 
načrtovanja vodenja; 
 
2. izbira vhodnih in izhodnih veličin sistema; poudariti je potrebno, da izhodne 
veličine razumemo kot tiste, ki jih bomo pri zaprtozančnem delovanju 
primerjali z ustreznimi referenčnimi signali in ne vseh tistih, ki jih lahko 
merimo; 
 
3. načrtovanje izvajanja meritev ter izbira ustreznih aktuatorjev in senzorjev; 
 
4. modeliranje in prilagajanje modela, kar mora seveda potekati v skladu z 
zastavljenimi cilji načrtovanja vodenja; 
 
5. analiza rezultirajočega modela, oziroma rezultirajočih modelov, saj jih je v 
splošnem za ustrezno predstavitev sistema lahko tudi več; 
 
6. določitev natančnih ciljev načrtovanja vodenja v kvalitativni obliki in kjer je 
mogoče tudi kvantitativno ter definicija omejitev pri delovanju opazovanega 
sistema; ta korak je v splošnem zelo zahteven, saj je kvantitativne cilje 
delovanja sistema nemalokrat težko numerično opredeliti vnaprej; pogosto 
njihove vrednosti določajo, oziroma prilagajajo še med samim 
načrtovanjem; omejitve, ki jih moramo pri načrtovanju upoštevati, so 
številne in odvisne od sistema do sistema; vsekakor pa drži, da se je potrebno 
pri načrtovanju vedno zavedati omejitev, ki so posledica vgrajenih 






7. sledi izbira strukture regulatorja; tu velja upoštevati, da so v prednosti 
enostavnejše rešitve, ki omogočajo doseganje zastavljenih ciljev, saj so v 
primerjavi s kompleksnejšimi praviloma preprostejše za vzdrževanje in tudi 
cenejše; 
 
8. analiza rezultirajočega zaprtozančnega sistema in preverjanje, če le-ta dovolj 
dobro zadošča vsem zastavljenim ciljem; če rezultat načrtovanja ni dovolj 
dober, je načrtovanje ob ustreznih spremembah potrebno ponoviti, lahko pa 
pri tem pridemo do spoznanja, da nekateri od ciljev niso ustrezni, ali so 
morda v kontradikciji, kar odpira tudi možnost redefinicije ciljev 
načrtovanja; 
 
9. medsebojno primerljivo ali relativno vrednotenje rezultatov načrtovanja [3], 
je  v literaturi redko omenjeno, vendar tudi predstavlja pomemben korak pri 
argumentiranem odločanju o izbiri najprimernejše rešitve; kadar načrtujemo 
regulacijsko strukturo za določen sistem, navadno preučujemo različne 
možne rešitve, ki izkazujejo relativne prednosti in slabosti glede na 
zastavljene cilje; končna izbira pa mora prepričati tako načrtovalca kot 
uporabnika; 
 
10. izbira primerne strojne in programske opreme za končno izvedbo vodenja;  
 
11. testiranje in vrednotenje delovanja sistema vodenja in če je potrebno, 
izvedemo še sprotno uglaševanje, dokler celoten sistem ne zadosti vsem 
pričakovanjem. 
 
Omeniti velja, da se pri načrtovanju vodenja relativno  manj zahtevnih sistemov, 
kamor lahko uvrstimo stabilne in počasnejše procese, ki jih pogosto srečujemo v 
procesni industriji, pri klimatizaciji in ogrevalnih sistemih in še kje, pogosto odločamo 
tudi za nekoliko poenostavljeno načrtovanje, ki vključuje uporabo uveljavljenega 
proporcionalno-integrirno-diferencirnega (PID) regulatorja, pri katerem je pozornost 
usmerjena predvsem v ustrezno nastavitev parametrov. V tem primeru pogosto 
uporabljamo izraz uglaševanje regulatorja. 
 
V diplomski nalogi smo  se osredotočili na nekatere pristope tovrstnega 
načrtovanja, ki so primerne za univariabilne (sistemi z enim vhodom in enim izhodom) 
in za multivariabilne sisteme (sistemi z več vhodi in več izhodi).  Realizacijo 
posameznih algoritmov smo razdelili glede na zmožnost prilagajanja regulatorjev v 




a) neadaptivni regulatorji, 
 
b) regulatorji, kjer lahko pride do razporejanja parametrov, 
 
c) adaptivni regulatorji. 
 








V prvem primeru najprej pridobimo potrebne informacije o sistemu, izvedemo 
načrtovanje po izbrani metodi, če je mogoče pa tudi ovrednotimo uspešnost 
načrtovanja. Ko smo z rezultatom načrtovanja zadovoljni, realiziramo vodenje na 
realnem sistemu. 
 
Prednastavljanje lahko obravnavamo kot nekakšen vmesni korak v smeri k 
sprotnem vodenju, saj ga navadno izvedemo kar na realnem sistemu, takoj nato pa 
glede na pridobljene informacije uglasimo in priklopimo regulator.  
 
Sprotno vodenje pa navadno vključuje spreminjanje regulatorja med 
obratovanjem sistema. V tem primeru lahko ločimo med preprostejšo izvedbo, ki jo 
imenujemo razporejanje parametrov in zahtevnejšo, kjer gre za tako imenovano 
adaptivno vodenje. 
 
Cilj naloge je bil pripraviti programske datoteke v okolju MATLAB, ki bi 
nazorno ilustrirale nekatere izbrane algoritme načrtovanja in njihovo realizacijo v 
povezavi z lineariziranimi predstavitvami sistemov in nelinearnimi modeli. Prav 
povezava obeh omenjenih predstavitev je za študente, ki se z obravnavano 
problematiko šele seznanjajo, pogosto zelo težavna. 
 
Naloga je strukturirana na naslednji način. V drugem poglavju smo opisali 
nekatere najznačilnejše pristope uglaševanja PID regulatorjev in sicer najprej za 
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univariabilne, nato pa tudi za multivariabilne sisteme. V tretjem poglavju pa smo 
predstavili programsko okolje LABI in realizirane primere načrtovanja. V zaključku 
smo kratko strnili pomembnejše ugotovitve in nakazali morebitne smernice 
nadaljnjega dela. 
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2.  UGLAŠEVANJE REGULATORJEV 
 
2.1  Uvod 
 
Kadar govorimo o  uglaševanju regulatorjev, imamo večinoma v mislih 
regulacijske algoritme, ki jih uporabljamo ob predpostavljeni strukturi regulatorja [1], 
[2], [3], [4]. Pozornost je pri tem usmerjena na ustrezno izbiro parametrov regulatorja 
ob upoštevanju lastnosti samega sistema, ciljev načrtovanja, omejitev v delovanju 
zaprtozančnega sistema in ob upoštevanju motenj (seveda v obsegu, v katerem jih 
lahko predvidimo). 
 
Velika večina regulatorjev, ki jih uporabljajo v industrijskem okolju, so 
proporcionalno-integrirno-diferencirni (PID) regulatorji, ki so se izkazali kot izredno 
uspešni pri izvedbi zaprtozančnega vodenja številnih sistemov [5], [6], [7], [8], [9]. 
Njihov pomen se ravno zaradi tega razloga z leti ni zmanjšal. Korenine tovrstnih 
regulatorjev segajo že v leto 1910 [1], v letu 1936 pa je Callender s sodelavci podal 
podrobnejši opis te regulacijske strukture [1], [10]. 
 
Najpogosteje predpostavljamo strukturo regulatorja PID izvedeno z vzporedno 
vezavo posameznih regulacijskih prispevkov, kot je ilustrirano na sliki 2.1, oziroma z 
naslednjo prenosno funkcijo: 
 














Poleg te, najpogosteje predstavljene strukture, so v rabi tudi modificirani 
regulatorji PID, ki  jih največkrat  označujemo z oznakami, kot so: PI-D ali I-PD, kjer 
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Slika 2.1:  Izvedba regulatorja tipa PID z vzporedno vezavo posameznih členov 
 
del regulatorja, na primer D-člen (PI-D), ali člena P in D (I-PD) prestavimo v povratno 
zanko, kot je ilustrirano na slikah 2.2 in 2.3. 
 
 
Slika 2.2:  Izvedba regulatorja tipa PI-D 
 
Glavno težavo, ki jo skušamo na takšen način omiliti, je prevelik hod regulirnega 
signala u, ki  bi ob nezadostni zmogljivosti uporabljenega aktuatorja lahko zašel v 
nasičenje. Tovrstnih situacij se skušamo izogniti, saj praviloma znižujejo kvaliteto 
obnašanja zaprtozančnega sistema in oddaljijo delovanje zaprtozančnega sistema od 
želene linearne povezave med izhodom in referenčnim vhodom. 
 
V primeru prevelikih težav je priporočljivo sistemu dodati še zaščito pred 
integralskim pobegom. 
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Slika 2.3:  Izvedba regulatorja tipa I-PD 
 
Načrtovanje parametrov,  oziroma uglaševanje regulatorjev tipa PID, ki se jim 
bomo posvetili v nadaljevanju, bi lahko razdelili glede na različne  kriterije in sicer: 
 
- uglaševanje lahko  poteka na univariabilnih sistemih, to so sistemi z enim 
vhodom in enim izhodom, ali pa na multivariabilnih sistemih, ki imajo več 
vhodov in več izhodov ter križne interakcije; 
 
- matematični model sistema je, ali pa ni poznan; 
 
- načrtovanje vodenja poteka nesprotno ali sprotno; pri nesprotnem 
načrtovanju regulator najprej načrtamo, ga podvržemo različnim oblikam 
analiz in testiranj in ga šele nato realiziramo v končni obliki na realnem 
sistemu;  pri sprotnem načrtovanju, ki ga enačimo z različnimi oblikami 
adaptivnega vodenja pa gre za to, da med delovanjem zaprtozančnega 
sistema skušamo prilagajati parametre regulatorja zaradi izrazitejših 
sprememb lastnosti samega sistema med obratovanjem; pri tem ločimo med 
situacijama, ko je takšne spremembe mogoče predvideti vnaprej in ko 
sprememb ni mogoče vnaprej predvideti; 
 
- izvedbe regulatorjev so lahko zvezne ali pa so izvedene kot diskretizirane 
strukture, kar je pravzaprav vedno res, kadar jih realiziramo z digitalnimi 
računalniki; res pa je, da lahko često samo načrtovanje tudi v takšnih 
primerih poteka ob poenostavitveni predpostavki, da gre za zvezne sisteme; 
tudi kadar to drži, je pomembno, da se načrtovalec zaveda, da je hitrost 
vzorčenja merjenih signalov in hitrost izračunov v zaprti zanki zelo 
pomembna in na  tovrstne probleme  pri  izvedbah vodenja  ne  gre pozabiti. 
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2.2  Nesprotno uglaševanje univariabilnih regulatorjev 
 
Pri nesprotnem načrtovanju gre za to, da najprej po izbranem pristopu regulator 
načrtamo. Če je mogoče, ga preizkusimo najprej v zaprti zanki z modelom in ko smo 
zadovoljni z rezultati analize zaprtozančnega sistema, regulator priključimo na realen 
sistem.  
 
Eden od pristopov tovrstnega načrtovanja regulatorjev tipa PID, ki se je pojavil 
najprej, so tako imenovane metode uglaševanja, ki sta jih 1942 predstavila Ziegler in 
Nichols [1], [2], [4] in so poznana kot nastavitvena pravila. Kasneje so predstavljena 
nastavitvena pravila doživela še številne izboljšave in dopolnitve [7], [8], [10], [11], 
[12]. 
 
Ziegler in Nichols sta nastavitvena pravila temeljila na dveh različnih pristopih 
in sicer na eksperimentiranju s sistemom v odprti in v zaprti zanki. Pomembna 
prednost tovrstnih postopkov je v tem, da natančno poznavanje matematičnega modela 
sistema ni potrebno, seveda pa je napore z izvajanjem eksperimentov mogoče občutno 
zmanjšati, če matematični model sistema poznamo. V tem primeru lahko namreč vse 
potrebne informacije o sistemu izluščimo ob uporabi modela, s pomočjo katerega 
lahko rezultate načrtovanja tudi vrednotimo. 
 
2.2.1  Metode, ki temeljijo na odprtozančnih poskusih 
 
Eden od pristopov, ki sta ga predlagala Ziegler in Nichols, temelji na uporabi 
nastavitvenih pravil, ki jih opisuje tabela 2.1 [1], [2], [4]. 
 
Tabela 2.1:  Nastavitvena pravila Ziegler - Nichols za sisteme prvega reda z mrtvim časom in za 
sisteme višjega reda 
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V tabeli 2.1 je pomen oznak naslednji: 
 
𝑇𝑖𝑧 … čas izravnave, 
𝐾𝑠 … enosmerno ojačenje, 
𝑇𝑛𝑚 … nadomestni mrtvi čas. 
 
Pri tem  upoštevamo, da je: 
 
 𝑇𝑛𝑚 = 𝑇𝑚 + 𝑇𝑧𝑎 (2.2) 
 
kjer je: 
𝑇𝑚 … mrtvi čas, 
𝑇𝑧𝑎 … čas zakasnitve. 
 
Vse omenjene parametre lahko določimo s pomočjo eksperimenta na naslednji 
način. Najprej sistem pripeljemo z ustreznim signalom 𝑢(𝑡) v delovno točko. Vhodni 
signal v delovni točki označimo z ?̅?, izhodni signal sistema v delovni točki pa z ?̅?. 
Navadno izberemo za delovno točko ravnotežne razmere sistema. Iz delovne točke 
nato realiziramo stopničasto vzbujanje in posnamemo odziv sistema. Upoštevajmo 
naslednje oznake: 
 
 𝑢(𝑡) = ?̅? + ∆𝑢(𝑡) (2.3) 
 
 𝑦(𝑡) = ?̅? + ∆𝑦(𝑡) (2.4) 
 
kjer smo s prečno črto nad veličino označili vrednost signala v delovni točki, Δ pred 
spremenljivko pa označuje odstopanje veličine iz delovne točke. 
 
Pričakovani odziv na stopničasto vzbujanje sistema iz delovne točke je prikazan 
na sliki 2.4, kjer odziv 𝑦𝑎(𝑡)  prikazuje odziv proporcionalnega sistema brez mrtvega 
časa, 𝑦𝑏(𝑡) pa odziv proporcionalnega sistema z mrtvim časom. 
 
Pomembno je poudariti, da mora biti amplituda stopničastega vzbujanja iz 
delovne točke dovolj velika, da je iz izmerjenega odziva kljub šumu meritve mogoče 
dovolj zanesljivo določiti iskane parametre odziva, seveda pa hkrati odziva sistema ne 
smemo preveč oddaljiti od delovne točke, saj so vsi realni sistemi nelinearni in se zato 
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Slika 2.4:  Eksperiment, ki ga izvajamo pri odprtozančnem delovanju sistema 
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Na sliki 2.4 točka P označuje prevoj odziva sistema. V prevojni točki odziva 
moramo narisati tangento na odziv in nato lahko ugotovimo, kje le-ta seka absciso in 
kje vrednost signala v ustaljenem stanju (glej signal 𝑦𝑎(𝑡)) ter določimo iskana 
parametra 𝑇𝑧𝑎 in  𝑇𝑖𝑧.  V primeru, da ima sistem tudi mrtvi čas (takšno situacijo ilustrira 
odziv 𝑦𝑏(𝑡) na sliki 2.4), določimo nadomestni mrtvi čas kot vsoto mrtvega časa in 
časa zakasnitve. 
 
Enosmerno ojačenje je definirano kot razmerje spremembe odziva sistema in 









in ga tudi lahko določimo iz izmerjenega odziva in signala vzbujanja. 
 
V primeru, da gre za sistem prvega reda z mrtvim časom, bo odziv sistema na 
stopničasto vzbujanje takšen, kot ga prikazuje slika 2.5. 
 
Za razliko od odziva proporcionalnih sistemov višjega reda, odziv sistema 
prvega reda na stopnico nima prevoja. Če v trenutku, ko se sistem prične odzivati na 
stopničasto vzbujanje, na krivuljo odziva narišemo tangento, vidimo, da je njen naklon 
različen od nič (za razliko od sistemov višjih redov) in seka vrednost signala v 
ustaljenem stanju pri vrednosti časovne konstante sistema, ki jo v tem primeru za 
namene uglaševanja priredimo času izravnave 𝑇𝑖𝑧 = 𝑇. 
 
 
Slika 2.5:  Odziv sistema prvega reda z mrtvim časom na stopnico 
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Poenostavljeno lahko za vse prikazane odzive na slikah 2.4 in 2.5 predstavimo 
odziv sistema na stopničasto vzbujanje, kot je ilustrirano na sliki 2.6. 
 
 
Slika 2.6:  Poenostavljen prikaz odziva proporcionalnega sistema višjega reda z ali brez mrtvega časa, 
oziroma proporcionalnega sistema prvega reda z mrtvim časom 
 
Na osnovi napisanega lahko zaključimo, da mora sistem, za katerega bi želeli 
načrtati regulator tipa PID na opisan način, izpolnjevati naslednje pogoje: 
 
- sistem mora biti stabilen, 
 
- proporcionalnega značaja (njegovo enosmerno ojačenje mora biti različno 
od nič), 
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- red sistema mora biti enak 2 ali več, ali pa mora imeti mrtvi čas, če gre za 
sistem prvega reda. 
Iz podanega opisa je tudi pričakovati, da ne pričakujemo izrazitejših nadnihajev 
ustaljenega stanja.  
 
Če imamo opravka z nestabilnim sistemom, s sistemom, ki je mejno stabilen, ali 
s sistemom prvega reda brez mrtvega časa, predstavljena nastavitvena pravila niso 
primeren način  načrtovanja regulatorja. 
 
Nastavitev parametrov regulatorja, kot sta jih predlagala Ziegler in Nichols v 
tabeli 2.1, mnogokrat rezultira v preveč oscilatoren odziv zaprtozančnega sistema, kjer 
je hkrati lahko regulirni signal tudi zelo zahteven, posebno če uporabimo vse tri člene 
regulatorja. 
 
To je spodbudilo mnoge raziskovalce k iskanju izboljšanih nastavitvenih pravil 
in eno takšnih možnosti prikazuje tabela 2.2 [1]. Vidimo, da v tem primeru pravila 
ločijo med sledilnim in regulacijskim delovanjem zaprtozančnega sistema ter med 
situacijama, ko želimo doseči aperiodični odziv, ali pa dopuščamo odziv z nadnihajem 
ustaljenega stanja, za katerega pa bo  nadnihaj znašal le približno 20%. 
 
Tabela 2.2:  Nastavitvena pravila Chien-Hrones-Reswick za proporcionalne sisteme z ali brez mrtvega 
časa drugega ali višjega reda, ter za sisteme prvega reda z mrtvim časom  
regulator Aperiodični odziv z najkrajšim 
umiritvenim časom 




















































𝑇𝑖  2,4𝑇𝑛𝑚 𝑇𝑖𝑧  2𝑇𝑛𝑚 1,35𝑇𝑖𝑧 
𝑇𝑑 0,42𝑇𝑛𝑚 0,5𝑇𝑛𝑚 0,42𝑇𝑛𝑚 0,47𝑇𝑛𝑚 
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Mnoga nastavitvena pravila so nastala tudi kot rezultat optimizacijskih 
postopkov. Pri optimizaciji je najpomembneje, kako definiramo kriterijsko funkcijo, s 
katero vrednotimo uspešnost načrtovanja. V povezavi z načrtovanjem vodenja 
dinamičnih sistemov so zelo pogosto v rabi naslednji integralski kriteriji [1], [4], [11]: 
 
 𝐼𝐼𝐴𝐸 = ∫|𝑒|𝑑𝑡 (2.6) 
 
 𝐼𝐼𝑆𝐸 = ∫𝑒
2𝑑𝑡 (2.7) 
 
 𝐼𝐼𝑇𝐴𝐸 = ∫ 𝑡|𝑒|𝑑𝑡 (2.8) 
 
 𝐼𝐼𝑇𝑆𝐸 = ∫ 𝑡𝑒
2𝑑𝑡 (2.9) 
 




Zadnji trije so posebno zanimivi, če želimo močneje obtežiti razmere v 
ustaljenem stanju. 
 
Optimizacija je kot pristop k načrtovanju vodenja v glavnem uporabljena v 
primerih, ko model sistema poznamo. Prišlo pa je tudi do nastavitvenih pravil ob 
upoštevanju, da model proporcionalnega sistema lahko poenostavljeno prikažemo s 







oziroma s poenostavljenim odzivom na stopnico, kot je prikazan na sliki 2.6. 
 
Enega takšnih rezultatov je predstavil Lopez s soavtorji [7] in sicer na način, kot 
ga prikazuje tabela 2.3. Tabela je primerna, če načrtujemo regulacijsko delovanje 
zaprtozančnega sistema. V primeru sledilnega delovanja iste skupine sistemov pa 
lahko uporabimo nastavitvena pravila, ki so prikazana v tabeli 2.4. V tem primeru pa 
se je izkazalo, da uporaba kriterijske funkcije 𝐼𝐼𝑆𝐸 daje preveč oscilatorne rezultate [7]. 
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Tabela 2.3:  Lopez-ova nastavitvena pravila za regulacijsko delovanje proporcionalnih sistemov 
višjega reda in proporcionalnih sistemov prvega reda z mrtvim časom 









𝑎 = 1,411 𝑎 = 0,902 𝑎 = 0,490 











𝑎1 = 1,305 𝑎1 = 0,984 𝑎1 = 0,859 










𝑎2 = 0,492 𝑎2 = 0,608 𝑎2 = 0,674 











𝑎1 = 1,495 𝑎1 = 1,435 𝑎1 = 1,357 










𝑎2 = 1,101 𝑎2 = 0,878 𝑎2 = 0,842 
𝑏2 = 0,771 𝑏2 = 0,749 𝑏2 = 0,738 






𝑎3 = 0,560 𝑎3 = 0,482 𝑎3 = 0,381 
𝑏3 = 1,006 𝑏3 = 1,137 𝑏3 = 0,995 
 
Omenimo, da je zelo primeren in učinkovit, hkrati pa preprost način uglaševanja 
regulatorja, če gre za proporcionalni sistem prvega reda brez mrtvega časa, pristop, 
kjer uporabimo PI regulacijsko strukturo: 
 



































= 𝑝 (2.14) 
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kar vodi k naslednjemu izračunu zaprtozančnega sistema [1]: 
 
 𝐺𝑧𝑧  =  
𝐺𝑃𝐼(𝑠)∗𝐺(𝑠)
1+𝐺𝑃𝐼(𝑠)∗𝐺(𝑠)








































Tabela 2.4:  Nastavitvena pravila Rovira za sledilno delovanje proporcionalnih sistemov višjega reda 
in proporcionalnih sistemov prvega reda z mrtvim časom 









𝑎1 = 0,758 𝑎1 = 0,586 
𝑏1 = −0,861 𝑏1 = −0,916 




𝑎2 = 1,020 𝑎2 = 1,030 









𝑎1 = 1,086 𝑎1 = 0,965 
𝑏1 = −0,869 𝑏1 = −0,855 




𝑎2 = 0,740 𝑎2 = 0,796 
𝑏2 = −0,130 𝑏2 = −0,147 




𝑎3 = 0,348 𝑎3 = 0,308 
𝑏3 = 0,914 𝑏3 = 0,9292 
 
Vidimo, da je zaprtozančni sistem zaradi krajšanja prvega reda, kar ima za 
posledico dve pomembni prednosti:  
 
- pri odzivu na stopnico ne pričakujemo problemov z nadnihajem ustaljenega 
stanja, 
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Kadar se lotevamo realizacije načrtovanja vodenja na realnem sistemu (oziroma 
na nelinearnem modelu), se moramo zavedati, da smo v predstavljenih primerih 
načrtali linearni regulator za razmere, kjer predvidevamo približno linearno obnašanje 
realnega sistema (oziroma nelinearnega modela). Ustrezna uporaba rezultatov 
načrtovanja mora torej upoštevati povezavo med absolutnimi veličinami realnega 
sistema (oziroma nelinearnega modela) ter deviacijsko interpretacijo, kjer opisujemo 
bližino izbrane delovne točke. Razmere pojasnjujeta sliki 2.7 in 2.8. 
 
 
Slika 2.7:  Uporaba načrtovanega regulatorja na linearnem modelu 
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2.2.2  Metode, ki temeljijo na zaprtozančnih poskusih 
 
Ziegler in Nichols sta poleg opisanega odprtozančnega eksperimenta predlagala 
tudi eksperiment, ki ga izvajamo s sistemom v zaprti zanki in je poznan kot nihajni 
preizkus [1], [2], [4]. 
 
Tudi v tem primeru eksperiment izvedemo iz delovne točke in sicer samo ob 
uporabi proporcionalnega regulatorja, ki ga nastavimo na dovolj majhno vrednost, da 
je zaprtozančni sistem zagotovo stabilen. Sistem vzbujamo z referenčnim stopničastim 
signalom iz delovne točke in ojačenje regulatorja počasi večamo, dokler odziv sistema 
ne začne nedušeno nihati s periodo 𝑇𝑘𝑟𝑖𝑡, kot je ilustrirano na sliki 2.9. 
 
 
Slika 2.9:  Izvedba nihajnega preizkusa 
 
Če označimo s 𝐾𝑘𝑟𝑖𝑡 vrednost ojačenja proporcionalnega regulatorja v trenutku, 
ko je sistem pričel nedušeno nihati s periodo 𝑇𝑘𝑟𝑖𝑡, kar pomeni, da je amplituda nihanja 
konstantna, lahko uporabimo za nastavitev regulatorja PID tabelo 2.5. 
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Testiranja nastavitvenih pravil, kot so prikazana v tabeli 2.5, hitro razkrijejo 
podobne težave, kot smo jih omenili že pri uporabi pravil po tabeli 2.1. Zaprtozančni 
odzivi na stopnico so praviloma zelo oscilatorni, poleg tega pa uporaba polne strukture 
regulatorja PID pogosto zahteva zelo zmogljive aktuatorje. 
 
Tabela 2.5:  Nastavitvena pravila Ziegler - Nichols upoštevajoč rezultate nihajnega preizkusa 
Regulator 𝐾𝑝 𝑇𝑖  𝑇𝑑 
P 0,5𝐾𝑘𝑟𝑖𝑡  ∞ 0 
PI 0,45𝐾𝑘𝑟𝑖𝑡  0,83𝑇𝑘𝑟𝑖𝑡  0 
PID 0,6𝐾𝑘𝑟𝑖𝑡  0,5𝑇𝑘𝑟𝑖𝑡 0,125𝑇𝑘𝑟𝑖𝑡  
 
Tudi ta metoda je primerna le za določeno skupino sistemov. Iz opisa je jasno, 
da pri uporabi te metode pričakujemo, da bo zaprtozančni sistem mogoče narediti 
mejno stabilen le z uporabo proporcionalnega regulatorja, za kar je potreben, ne pa 
tudi zadosten pogoj, da je sistem reda tri ali več, oziroma ima tudi mrtvi čas. 
 
Pri nekaterih sistemih je seveda vzdrževanje sistema na meji stabilnosti lahko 
nevarno, oziroma nezaželeno. Izvajane takega eksperimenta praviloma zahteva precej 
časa. 
 
Seveda pa drži, da je naloga tudi v tem primeru bistveno enostavnejša, če je 
model sistema poznan. 
 
Zaradi omenjenih težav so se pojavile tudi za nastavitvena pravila iz tabele 2.5 
različne izboljšave [4], ki jih lahko, posebno če je model sistema poznan, tudi sami 
dopolnimo z uporabo različnih optimizacijskih postopkov. 
 
 Zanimivo možnost eksperimentiranja s sistemom v zaprti zanki sta predlagala 
tudi Åström in Hägglund [4], [5], [13]. Ideja je ilustrirana na sliki 2.10. 
 
Faza uglaševanja poteka tako, da je stikalo v položaju TUNE. V tem primeru 
med uglaševanjem uporabljamo dvopoložajni rele s histerezo, katerega karakteristiko 
prikazuje slika 2.11. 
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Slika 2.10:  Nihajni preizkus po metodi Aström-Hägglund  
 
 
Slika 2.11:  Karakteristike  releja s histerezo ɛ 
 
Na sliki 2.11 je: 
d … amplituda releja, 















Ideja temelji na spoznanju, da sistemi, ki vnašajo pri višjih frekvencah dovolj 
veliko fazno zaostajanje (to pomeni večje od 180˚), v zaprti zanki pri določenih 
pogojih zanihajo z omejeno amplitudo. Takšno nihanje pri nelinearnih sistemih 
imenujemo tudi stabilni limitni cikel. 
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V splošnem je pričakovati, da bo izhodni signal zaprtozančnega sistema 
vseboval poleg osnovne frekvence nihanja tudi višje harmonske komponente, ki pa jih 
pri nadaljnji obravnavi pogosto lahko zanemarimo. 
 
Če uporabimo rele brez histereze (ɛ = 0), lahko določimo vrednosti kritičnega 
ojačenja 𝐾𝑘𝑟𝑖𝑡 in kritične periode 𝑇𝑘𝑟𝑖𝑡 na naslednji način [5]. Izhodni signal releja, 
oziroma vhodni signal v sistem, je serija pravokotnih impulzov s frekvenco 𝜔𝑘𝑟𝑖𝑡, ki 
ga lahko po Fourierjevi vrsti razstavimo v vsoto sinusnih signalov z lihimi večkratniki 
osnovne frekvence (𝜔𝑘𝑟𝑖𝑡, 3𝜔𝑘𝑟𝑖𝑡, 5𝜔𝑘𝑟𝑖𝑡, …). Če upoštevamo le osnovno harmonsko 
komponento signala in je 𝑑 velikost amplitude releja, bo imel izhodni signal iz releja 


















a … amplituda izhodnega signala. 
 







Po izračunanih vrednostih kritičnega ojačenja 𝐾𝑘𝑟𝑖𝑡 in periode 𝑇𝑘𝑟𝑖𝑡 lahko iz 
tabele 2.5 izračunamo parametre PID regulatorja. 
 
Avtorja sta predstavila tudi metodo, pri kateri je cilj najti take parametre PID 
regulatorja, ki bodo zagotovili želen fazni razloček ɸ𝑚 in amplitudni razloček 𝐴𝑚 
reguliranega sistema s prenosno funkcijo 𝐺(𝑠). To pomeni, da iščemo prenosno 
funkcijo regulatorja 𝐺𝑃𝐼𝐷(𝑠), ki bo v Nyquistovi krivulji dosegla točki A in B. 
Razmere ponazarja slika 2.12 [5], [6]. 
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Slika 2.12:  Nyquistova krivulja sistema 𝐺(jω) in želena krivulja sistema z dodanim 
regulatorjem𝐺(jω)𝐺𝑃𝐼𝐷(jω)  
 
Najprej nastavimo histerezo releja na nič. Sistem z relejem brez histereze bo 
zanihal enakomerno nedušeno v točki, kjer krivulja 𝐺(𝑠) seka karakteristično funkcijo 
releja brez histereze, oziroma kjer krivulja 𝐺(𝑠) seka negativno realno os, to pa je 
ravno v točki A, od koder razberemo vrednost amplitudnega razločka 𝐴𝑚. Razmere so 
ilustrirane na sliki 2.13. 
 
 
Slika 2.13:  Določanje amplitudnega razločka pri uporabi releja brez histereze 
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Da bi lahko določili še želen fazni razloček ɸ𝑚, moramo releju dodati ustrezno 
veliko histerezo ɛ tako, da bo karakteristika releja sekala želeni fazni razloček na 
enotinem krogu, kar prikazuje slika 2.14. Iz enačbe (2.17) in s pomočjo slike 2.14 





sin (ɸ𝑚) (2.21) 
 
 
Slika 2.14:  Vpliv histereze na doseganje želenega faznega razločka 
 
Amplitudo limitnega cikla 𝑎𝑧, ki jo dosežemo z izbrano amplitudo releja 𝑑 in pri 
upoštevanju le osnovne frekvence nihanja izhodnega signala, izračunamo s pomočjo 
enačbe (2.18). 
 
Presečno točko B iz slike 2.14 iščemo z iterativnim Newton - Raphsonovim 
postopkom. Izberemo: 
 
 𝐺𝑃𝐼𝐷 = 𝑘 (2.22) 
 
Pred začetkom postopka je potrebno podati želeno vrednost amplitude limitnega 
cikla 𝑎𝑧 in začetno vrednost ojačenja 𝑘𝑜. Nato začnemo z iterativnim postopkom: 
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in nadaljujemo toliko časa, da se izmerjena amplituda 𝑎𝑛 dovolj približa želeni 
amplitudi 𝑎𝑧. Po končanem postopku lahko izračunamo parametre PID regulatorja s 
pomočjo naslednjih enačb [7]: 
 
 







 𝑇𝑖 = 𝛼𝑇𝑑 (2.26) 
 
kjer je: 
𝑘𝑛 … ojačenje, kjer se iterativni postopek ustavi, 
𝑇𝑐 … perioda, kjer se iterativni postopek ustavi, 
𝛼 … razmerje 
𝑇𝑖
𝑇𝑑
, ki ga navadno poda operater. 
 
Metoda detekcije faznega in amplitudnega razločka je uporabna le za sisteme 
drugega ali višjega reda. Če je sistem prvega reda brez mrtvega časa, se Nyquistova 
krivulja sistema in relejska funkcija nikoli ne sekata, kar pomeni, da sistem ne zaniha 
enakomerno in nedušeno. Če želimo uporabiti metodo na sistemu prvega reda, lahko 
zaporedno k sistemu dodamo nov sistem z znano prenosno funkcijo in tako skupnemu 
sistemu dvignemo red. 
 
Omenimo še eno izmed modificiranih metod detekcije amplitudnega in faznega 
razločka, kjer je PID regulator postavljen serijsko pred sistem. Taka postavitev ima 
več dobrih lastnosti [6]: 
 
- zaradi dodanega PID regulatorja se skupni red sistema poveča. To pomeni, 
da lahko metodo uporabimo tudi pri sistemih prvega reda brez mrtvega časa, 
brez vključevanja dodatnih blokov za dvig reda sistema, 
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- ker je PID regulator tudi med fazo uglaševanja povezan v regulacijsko zanko, 
lahko sistem privedemo v delovno točko brez dodatnega signala (off-set 
oziroma ?̅?), ki ga pri klasični metodi moramo zagotoviti, 
 
- med uglaševanjem lahko uporabljamo vgrajene funkcije PID regulatorja, kot 
so digitalni ali analogni vhodni filter, zakasnitev izhoda in podobne. 
 
Bločno shemo tovrstne situacije prikazuje slika 2.15. 
 
Slika 2.15:  Bločna shema modificirane metode amplitudnega in faznega razločka 
 
2.3  Nesprotno uglaševanje multivariabilnih regulatorjev 
 
Pri delovanju multivariabilnih sistemov, oziroma sistemov z več vhodi in izhodi 
ter križnimi interakcijami [3], [9], [11], [12], [14] gre za to, da skušamo hkrati 
regulirati vse izhodne signale ob uporabi vseh vhodov. Pri načrtovanju regulatorjev za 
tovrstne sisteme je največkrat zaželeno, ali celo nujno poznavanje matematičnega 
modela sistema. Vedno pa tudi v tem primeru velja trditev, da je načrtovanje močno 
olajšano, če poznamo matematični model opazovanega sistema. 
 
Pristopi k uglaševanju regulatorjev za multivariabilne (MV) sisteme so različni 
[9], [15], [16], prav tako pa velja, da jih je mogoče razdeliti glede na različne kriterije. 
Med pomembnejše moramo uvrstiti naslednje: 
 
- poznavanje modela: nekatere metode zahtevajo poznavanje določene oblike 
matematičnega modela (na primer matrike prenosnih funkcij, prostora stanj, 
diferencialne enačbe), v nekaterih primerih pa si tudi pri MV sistemih lahko 
pomagamo z izvajanjem preprostih eksperimentov (bodisi v odprti zanki, ali 
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pri delno, oziroma povsem zaprtozančni strukturi) za pridobivanje nekaterih 
informacij, ki so potrebne za izvedbo uglaševanja; 
 
- načrtovanje lahko poteka v časovnem ali frekvenčnem prostoru; 
 
- načrtovalni postopki so lahko takšni kot so bili razviti za MV sisteme; 
obstajajo pa tudi metode, ki predstavljajo paralelizme k metodam, razvitim 
za univariabilne (UV) sisteme in jih lahko interpretiramo kot razširitev 
pristopov za UV sisteme. 
 
V nadaljevanju bomo skušali pozornost posvetiti predvsem pristopom, ki 
predstavljajo paralelizem ali analogijo (podobnost) k bolj poznanim UV metodam, saj 
so tovrstne metode običajno dokaj preproste. Praviloma to ne pomeni pomanjkljivosti, 
ampak predstavlja prednost, tudi pri uporabi v industrijski praksi, tovrstne metode pa 
so zelo primerne tudi za pričetek študija načrtovanja vodenja MV sistemov, torej v 
pedagoškem procesu, saj pogosto poudarjajo tudi pomembnejše razlike med UV in 
MV sistemi ter regulacijskimi strukturami za eno in drugo skupino sistemov [9], [11]. 
 
2.3.1  Metode, ki temeljijo na odprtozančnih modelih (poskusih) 
 
Med metode načrtovanja, oziroma uglaševanja MV regulatorjev, ki predstavljajo 
paralelizem k UV pristopom, sodi skupina metod, ki je najpogosteje usmerjena v 
načrtovanje PI strukture in jo lahko opišemo z naslednjo enačbo [9]: 
 





kjer sta 𝐾𝑝 in 𝐾𝑖 matriki ustreznih dimenzij glede na število vhodov in izhodov sistema, 
njuni parametri pa določajo ojačenja proporcionalnega in integrirnega dela regulatorja. 
 
Metode često predpostavljajo, da je matriki 𝐾𝑝 in 𝐾𝑖 mogoče predstaviti na 
naslednji način: 
 
 𝐾𝑝 = 𝛾 ∗ 𝐾𝑃𝐺 (2.28) 
 
 𝐾𝑖 = 𝛿 ∗ 𝐾𝐼𝐺 (2.29) 
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kjer sta 𝐾𝑃𝐺 in 𝐾𝐼𝐺 tako imenovani grobi matriki uglaševanja, γ in δ pa sta skalarja in 
ju imenujemo fina parametra uglaševanja. Ko določimo matriki 𝐾𝑃𝐺 in 𝐾𝐼𝐺, je za 
končni rezultat potrebno izbrati le še dva skalarja, kar je podobno UV uglaševanju PI 
regulatorjev. 
 
Parametre γ in δ lahko določamo simulacijsko s parametrizacijo ali optimizacijo, 
lahko pa tudi s pomočjo izvajana eksperimentov na samem sistemu. 
 




Sistem, za katerega načrtujemo regulator po tej metodi, mora biti stabilen, 
kvadraten in mora biti razstavljiv v ustaljenem stanju. To pomeni, da ležijo poli 
sistema v levi s-polravnini, matrika enosmernih ojačenj pa ne sme biti singularna. 
Regulator načrtamo skladno z naslednjima enačbama: 
 
 𝐾𝑃𝐺 = 𝐺
−1(0) (2.30) 
 




𝐺−1(0) … inverzna matrika enosmernih ojačenj sistema. 
 
Inverzna matrika enosmernih ojačenj 𝐺−1(0), če le-ta seveda ni singularna, 
sistem razstavi pri nizkih frekvencah, s parametrom γ spreminjamo lego polov 
zaprtozančnega sistema, z δ pa lego polov in ničel zaprtozančnega sistema. 
 
Metoda Pentinnen – Koivo 
 
Pri metodi Penttinen – Koivo gre pravzaprav za razširitev Davisonove metode, 
kjer groba matrika P člena regulatorja razstavlja sistem pri visokih frekvencah, I člena 
pa pri nizkih. Za ta namen je uporabljena inverzna matrika odvoda matrike prenosnih 
funkcij, ki jo določimo s pomočjo predstavitve matrike prenosnih funkcij s Taylor-
jevo vrsto: 











+ ⋯ (2.32) 
 
Iz enačbe (2.32) sledi, da je odvod matrike 𝐺 enak produktu matrik 𝐶 in 𝐵, ki sta 
matriki sistema, zapisanega v prostoru stanj.  Če inverz (𝐶𝐵)−1 ne obstaja, sta 
Penttinen in Koivo predlagala dodajanje še drugega člena vrste. S tem postopkom 
nadaljujemo, dokler ne dosežemo invertibilnega člena. Regulator nato načrtamo s 
pomočjo enačb: 
 
 𝐾𝑃𝐺 = (𝐶𝐵)
−1 (2.33) 
ali 
 𝐾𝑃𝐺 = (𝐶𝐵 + 𝐶𝐴
−1𝐵)−1 (2.34) 
 




𝐴, 𝐵, 𝐶 … matrike sistema v prostoru stanj. 
 
Metoda predpostavlja, da je sistem striktno pravi, to pomeni, da je matrika 𝐷 




Metoda je podobna že predstavljenima s to razliko, da grobo matriko P dela 
regulatorja določimo kot približen inverz matrike prenosnih funkcij pri frekvenci 𝜔𝑏 
(želena pasovna širina), grobo matriko integrirnega dela pa enako kot v prejšnjih dveh 
primerih: 
 




 𝐾𝐼𝐺 = 𝐺
−1(0) (2.37) 
 
Realana aproksimacija inverza v enačbi (2.36) je potrebna, ker želimo seveda 
načrtati realen regulator. Pri opisani metodi je nujno potrebno poznavanje modela 
sistema, kar v določenih primerih, lahko predstavlja oviro pri uporabi. 
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2.3.2  Metode, ki temeljijo na zaprtozančnih modelih (poskusih) 
 
Sekvenčno zapiranje zank 
 
Metode sekvenčnega zapiranja zank [9], [11], [12], [15], [16] zahtevajo najprej 
določanje parov vhodnih in izhodnih signalov. V ta namen lahko uporabimo tako 
imenovano RGA (relative gain array) metodo [15], ali metodo relativnih ojačenj, ki 
zahteva poznavanje matrike enosmernih ojačenj. V praksi pa je često uporabna tudi 
informacija o strukturnih lastnostih sistema, ki narekuje izbiro parov posameznih 
veličin glede na njihovo bližino na sistemu, kar običajno zadosti tudi RGA metodi [9], 
[11]. 
 
V najpreprostejši obliki lahko načrtovanje nadaljujemo tako, da uglasimo zanko 
po zanko. Z zapiranjem vsake od zank spremenimo seveda lastnosti celotnega sistema, 
zato je te spremembe potrebno upoštevati pri zapiranju naslednje zanke, sicer lahko 
postane delovanje sistema neustrezno (na primer nestabilno) [11]. 
 
Pred pričetkom zapiranja posameznih zank je včasih lahko učinkovito sistem 
preoblikovati s kaskadnim predkompenzatorjem. Ta ideja vključuje tudi načrtovanje 
po Rosenbrock-ovi metodi [9], kjer skušamo na takšen način zmanjšati vpliv križnih 
interakcij in narediti sistem diagonalno dominanten. 
 
Poudarimo, da so rezultati načrtovanja pri tovrstnih pristopih lahko večlični, saj 
z delom lahko zaključimo, ko načrtana regulacijska struktura zadosti zahtevanim 
ciljem načrtovanja. 
 
Primer dveh različnih regulacijskih struktur je ilustriran na sliki 2.16. V obeh 
primerih lahko načrtovanje pričnemo z uglaševanjem regulatorjev v obeh direktnih 
vejah (𝑃𝐼11 in 𝑃𝐼22). Če smo z rezultatom zadovoljni, lahko z delom zaključimo, sicer 




Načrtovanje multivariabilnega regulatorja po tej metodi poteka nekoliko drugače 
kot pri ostalih metodah. Postopek lahko razdelimo na dva dela. V prvem delu 
izračunamo  parametre   univariabilnih   regulatorjev  za  vsak  podproces  iz  matrike 
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Slika 2.16:  Univariabilno (a) in multivariabilno (b) vodenje multivariabilnega sistema 
 
prenosnih funkcij sistema, ki jih v drugem delu uporabimo za načrtanje 
multivariabilnega regulatora [12]. 
 
Matriko prenosnih funkcij kvadratnega multivariabilnega sistema v splošni 
obliki zapišemo kot: 
 











Za multivariabilni regulator predpostavimo PI strukturo, ki je predstavljena v enačbi 
(2.27). Za vsak element matrike prenosne funkcije sistema 𝐺𝑖𝑗 posebej uglasimo 
regulator po izbrani metodi uglaševanja UV regulatorjev. Iz izračunanih parametrov 
𝑃𝑖𝑗 in 𝐼𝑖𝑗 sestavimo matriki MV regulatorja po enačbah: 
   




































































































𝜔𝑏 … izbrana pasovna širina sistema, 
𝑃𝑖,𝑗, 𝐼𝑖,𝑗 … izračunani parametri univariabilnih regulatorjev. 
 
Ker uglašujemo vsak UV regulator posebej, lahko za vsakega izberemo svoj fin 
parameter uglaševanja, vendar pa navadno metoda izkazuje dovolj dobre rezultate tudi 
pri enaki vrednosti vseh finih parametrov. 
 
Paralelizem te metode je v tem, da lahko parametre univariabilnih regulatorjev 
izračunamo po katerikoli od metod, ki so na voljo za UV regulatorje (Ziegler - Nichols, 
Chien - Hrones - Reswick, optimizacijke metode,…). Tako lahko samo načrtovanje 
prilagodimo glede na vrsto uporabljenega regulatorja oziroma glede na specifiko 
uporabe regulatorja v vodenem sistemu. 
 
2.4  Prehod na sprotno uglaševanje regulatorjev 
 
V podpoglavjih 2.2 in 2.3 smo opisali načrtovalne postopke, ki navadno potekajo 
tako, da načrtovalec najprej pridobi ustrezne informacije o obravnavanem sistemu 
(izvaja eksperimente s sistemom, pridobi iskane informacije, ali morda celo zgradi 
model, …, ponavlja zaporedje postopkov), izvede načrtovanje (določi strukturo in 
parametre regulatorja), nato pa regulator priklopi na sistem in preveri, če je obnašanje 
sistema zadovoljivo. Če z rezultati obratovanja ni povsem zadovoljen, načrtovanje 
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ustrezno popravi in ponovno preizkusi. Tovrstne pristope navadno imenujemo 
nesprotno načrtovanje, saj poteka pred končno priključitvijo regulatorja v zaprto zanko 
s sistemom in pod neprestanim nadzorom načrtovalca. 
 
Razvoj strojne in programske opreme je konec prejšnjega tisočletja močno 
vplival na razvoj industrijskih regulacijskih sistemov. Osnovni regulacijski algoritmi 
so sicer ostali nespremenjeni in jih uporabljamo tudi danes, vse več pozornosti pa se 
je in se še posveča metodam in opremi, ki dopolnjujejo učinkovitost regulacijskih 
naprav in sistemov. Za takšne, s številnimi funkcionalnostmi dopolnjene sisteme, često 
pravimo, da so pametni (smart) ali celo inteligentni. Med funkcije, ki premikajo 
regulacijske algoritme v tej smeri, zagotovo sodijo tudi tako imenovani 
samonastavljivi regulatorji. Glede na način delovanja jih lahko razdelimo v dve 
skupini [7]: 
 
- prednastavljive regulatorje in 
 
- adaptivne regulatorje. 
 
2.4.1  Prednastavljivi regulatorji 
 
Prednastavljivi regulatorji so sposobni samodejne nastavitve svojih parametrov 
ob zagonu sistema, ali pa v primeru, ko ponovno nastavitev zahteva operater, ki je 
opazil neustrezno delovanje sistema. Bločni diagram na sliki 2.17 ilustrira tovrsten 
način nastavljanja parametrov. 
 
Slika 2.17:  Možnost uporabe prednastavitve regulatorja (stikalo je v položaju tune) in normalnega 
delovanja (stikalo je položaju reg) 
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Pristopi prednastavljanja parametrov regulatorja temeljijo na algoritmih, kot 
smo jih opisali v podpoglavjih 2.2 in 2.3, vendar potekajo samodejno, brez 
posredovanja operaterja oziroma načrtovalca in v realnem času – torej sprotno z 
delovanjem samega sistema. 
 
2.4.2  Adaptivni regulatorji 
 
Prilagajanje regulatorja med obratovanjem, največkrat gre seveda samo za 
prilagajanje parametrov ob izbrani strukturi, pa je še zahtevnejše, sploh v primeru MV 
sistemov. V tovrstnih primerih govorimo o adaptivnih regulatorjih. Idejo ilustrira 
bločni diagram na sliki 2.18 [7]. 
 
Regulacijska zanka skrbi na klasičen način za ustrezno delovanje vodenega sistema. 
Zunanja, adaptivna zanka pa je namenjena adaptaciji parametrov regulatorja. Ključni 
problem adaptivne regulacije je v iskanju učinkovitega vnosa sprememb, ki mora 
zagotavljati želeno obnašanje zaprtozančnega sistema. 
 
Takšno vodenje je potrebno, ko se lastnosti sistema med obratovanjem izraziteje 
spreminjajo in samo enkratna ali občasna nastavitev regulatorja ne zagotavlja dovolj 
kvalitetnega obnašanja zaprtozančnega sistema. 
 
Slika 2.18:  Adaptivni sistem z dvema regulacijskima zankama 
 
Pri načinu adaptacije regulatorja ločimo med dvema pomembno različnima 
situacijama: 
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a) Spremenljivost sistema je odvisna od načina delovanja, oziroma od pogojev 
delovanja sistema in jo je mogoče vnaprej predvideti. V takšnih primerih 
navadno vnaprej ustrezno načrtamo primerne skupine nastavitev parametrov, 
med obratovanjem pa poskrbimo za ustrezno preklapljanje med temi 
nastavitvami. V takšnih primerih uporabljamo izraz razporejanje parametrov 
regulatorja [7],  oziroma razporejanje ojačenj (gain scheduling). Ker gre za 
odprtozančno metodo, nimamo direktne informacije o uspešnosti adaptacije. 
Metoda je enostavna in praviloma precej robustna, uporabna je pri regulaciji 
izrazito nelinearnih sistemov z vnaprej znanimi spremembami obratovalnih 
pogojev. Seveda pa je jasno, da je metoda učinkovita le v primeru, ko so v 
tabeli zajeti vsi obratovalni pogoji. Priprava takšne kvalitetne tabele pa je 
časovno zahtevna naloga. Shemo tovrstnega sistema prikazuje slika 2.19. 
 
b) Če pa spremenljivosti sistema ni mogoče dovolj dobro predvideti vnaprej, pa 
je potrebno pravo adaptivno vodenje. 
 
 
Slika 2.19:  Bločna shema sistema z razporejanjem parametrov regulatorja 
 
Glede na povedano, bi lahko rekli, da ni povsem ostre meje med omenjenimi 
načini vodenja, oziroma, da predstavlja razporejanje parametrov regulatorja nekakšen 
»vmesni člen« med prednastavljanjem in pravim adaptivnim vodenjem. 
 
Metode adaptivnega vodenja lahko nadalje razdelimo v dve skupini [4] in sicer: 
 
- direktne metode in 
 
- indirektne metode. 
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Direktne metode slonijo na informacijah, ki jih pridobimo s spremljanjem 
signalov in ne vključujejo identifikacije modela sistema. V to skupino sodijo pristopi, 
kot so izkustvena pravila in metode razpoznavanja vzorcev. Učinkovitost vodenja je 
močno odvisna od kvalitete predhodnega preučevanja sistema in od tega, katere 
situacije smo uspešno predvideli pri delovanju sistema. 
 
Začetne nastavitve parametrov regulatorja pa se tudi v tem primeru običajno 
izberejo s pomočjo ene od prednastavitvenih metod. 
 
Indirektne metode pa izračunajo vrednosti parametrov posredno iz 
identificiranega modela sistema, oziroma iz njegovih spremenjenih lastnosti. Najprej 
se iz časovnega (ali frekvenčnega) odziva sistema s pomočjo identifikacije določi 
matematični model sistema. Ko je model (oziroma spremembe modela) določen, se 
izračunajo nove vrednosti parametrov regulatorja. Poenostavljeno bločno shemo z 
indirektno metodo nastavljanja, oziroma prilagajanja parametrov prikazuje slika 2.20 
[4]. 
 
Slika 2.20:  Poenostavljena bločna shema indirektne metode avtomatskega nastavljanja parametrov 
 
Adaptacijo regulatorja sproži mehanizem, ko zazna, da je eden od spremljanih 
podatkov prekoračen več, kot je dovoljeno, oziroma je definiral načrtovalec ali 
operater. 
 
Avtomatska adaptacija izvede eksperiment (odprtozančni ali zaprtozančni) in na 
osnovi pridobljenih informacij ustrezno ponastavi parametre regulatorja. 
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Enega bolj znanih hevrističnih algoritmov, ki so vgrajeni v komercialne 
regulacijske sisteme, je l. 1984 predstavilo podjetje Foxboro pod imenom EXACT 
(EXpert Adaptive Controller Tuning) [13]. Algoritem deluje tako, da analizira odziv 
sistema bodisi pri vplivu motnje ali pa pri spremembi reference na vhodu, kar prikazuje 
slika 2.21. Algoritem se aktivira, ko vrednost pogreška preseže dvakratno vrednost 
šumnega praga, ki ga pred zagonom definira operater [4]. Iz časovnega poteka signala 
pogreška algoritem določi lokalne minimume in maksimume, ter tudi periodo nihanja 












s pomočjo katerih, se po hevrističnih pravilih določi vrednosti novih parametrov 
regulatorja. 
 
Za določanje začetnih parametrov je v regulator vgrajena funkcija avtomatske 
prednastavitve, pri kateri se iz odziva sistema na stopničast signal določijo enosmerno 
ojačenje 𝐾𝑠, čas izravnave 𝑇𝑖𝑧 in čas zakasnitve 𝑇𝑧𝑎. Nato se izračunajo začetni 















𝑃𝐵… proporcionalno območje regulatorja. 
 
Proporcionalno območje regulatorja (proportional band) 𝑃𝐵 je parameter, ki 
pove, za koliko se morata razlikovati vrednosti regulirane in referenčne veličine, da 
izhod regulatorja doseže največjo (100%) vrednost. Proporcionalno območje 𝑃𝐵 je 
zato definirano kot: 








kjer je 𝐾𝑝 ojačenje regulatorja. 
 
 
Slika 2.21:  Odziv sistema na motnjo (zgoraj) in spremembo reference (spodaj) s karakterističnimi 
točkami 
 
Pogosto se pri nadkritično dušenih sistemih zgodi, da odziv ni oscilatoren in se 
vrednosti periode 𝑇 ter točk 𝑒1, 𝑒2 in 𝑒3 ne da določiti. Zato se pred zagonom (oziroma 
v fazi prednastavitve) definira tudi najdaljši dopustni čas, v katerem regulator čaka na 
detekcijo naslednjega minimuma oziroma maksimuma kot 𝑊𝑚𝑎𝑥 = 5𝑇𝑧𝑎. Ko ta čas 
poteče, hevristična pravila določajo, da se zmanjšajo vrednosti vseh parametrov 
regulatorja (PB, 𝑇𝑖 in 𝑇𝑑), kar privede do bolj oscilatornega odziva in tako lažje 
določitve dušenja in prevzpona. Drugo vgrajeno pravilo pa določa, da se vrednost 𝑃𝐵 
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glede na izračunano velikost dušenja in prevzpona popravi tako, da le-ti dosežeta 
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3.  PROGRAMSKO ORODJE LABI  
 
Programski paket MATLAB podjetja Mathworks inc. [17], [18] je programsko 
orodje za numerično računanje in je skozi leta postalo eno najpopularnejših 
programskih orodij, ne samo v univerzitetnih okoljih, ampak tudi v industriji. Samo 
ime izvira iz besed MATematični LABoratorij, oziroma točneje, iz angleške različice 
teh besed. Osnovne funkcije MATLAB-a podpirajo vse osnovne matematične in 
logične operacije in številne izračune algebre, poleg tega pa uporabniku omogočajo 
obširno podporo pri grafičnem prikazu rezultatov. 
 
MATLAB omogoča tudi gradnjo lastnih datotek – programov na zelo enostaven 
način, kar je rezultiralo v razvoj številnih orodij (ang. Toolbox), ki sestojijo iz nabora 
datotek za reševanje problemov z različnih specifičnih področij.  To velja tudi za 
področje avtomatike. Zelo učinkovita orodja, ki podpirajo načrtovanje vodenja 
sistemov, so zagotovo Orodje za analizo in načrtovanje vodenja linearnih sistemov 
(Control System Toolbox), Simulink (Orodje za simulacijo dinamičnih sistemov), 
Orodje za načrtovanje prediktivnega vodenja (Model Predictive Control Toolbox), 
Orodje za optimizacijo (Optimization Toolbox), Orodje za globalno optimizacijo 
(Global Optimization Toolbox) in še bi lahko naštevali. 
 
Uporabnik lahko, kot smo omenili, programe dopolni tudi s svojimi datotekami, 
ki služijo učinkovitejšemu reševanju lastnih problemov. V okviru Laboratorija za 
modeliranje, simulacijo in vodenje ter Laboratorija za avtonomne mobilne sisteme na 
Fakulteti za elektrotehniko, Univerze v Ljubljani tudi razvijajo orodja, ki so v pomoč 
pri raziskavah in izvajanju izobraževalnega procesa. Eno takih je poimenovano 
LABoratorIj matematičnih modelov dinamičnih sistemov (LABI) [11], [19] in je bilo 
zasnovano z naslednjimi cilji: 
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- kot pomoč pri ilustraciji problemov modeliranja, simuliranja in vodenja 
dinamičnih sistemov, 
 
- kot dopolnitev fizičnih modelov (pilotnih naprav), s katerimi se študenti 
srečujejo na vajah pri različnih predmetih na smeri Avtomatika na različnih 
programih študija na Fakulteti za elektrotehniko v Ljubljani, 
 
- v podporo raziskavam s področja modeliranja, simulacije in vodenja. 
 
Pomembno je poudariti, da cilj razvoja omenjenega orodja ni priprava 
komercialnega izdelka, ampak predvsem učinkovitejši študij, ki naj spodbuja 
samoiniciativnost in kritično razmišljanje. To pa zahteva transparentno urejenost 
pripravljenih datotek, ki jih je enostavno uporabljati in dopolnjevati s strani različnih 
uporabnikov, posebno študentov. 
 
Preden opišemo nekatere pomembnejše lastnosti orodja LABI in njegovih 
dopolnitev, omenimo še urejenost prej omenjenih laboratorijev (Laboratorij za 
modeliranje, simulacijo in vodenje in Laboratorij za avtonomne mobilne sisteme). V 
obeh laboratorijih se med drugim nahaja večje število fizičnih modelov dinamičnih 
sistemov (pilotnih naprav). Ob vsakem od omenjenih sistemov je nameščen tudi osebni 
računalnik s programom MATLAB. Računalniki so povezani z napravami preko 
analogno-digitalnih in digitalno-analognih pretvornikov. Uporabnik lahko izvaja 
zajem podatkov in pošilja signale preko pretvornikov na napravo s pomočjo tako 
imenovanega PCI-bloka, ki je izveden (s pomočjo ustrezne programske podpore) v 
knjižnici orodja Simulink. Prednost takšne konfiguracije je v tem, da lahko uporabnik 
s pilotno napravo eksperimentira v okviru omenjenega orodja na enak način, kot z 
matematičnim modelom. Na ta način je mogoče zelo učinkovito povezati teoretično 
orodje in praktično delo z realnimi sistemi. 
 
Upoštevajoč opisano opremo in programsko podporo, ki je nameščena v 
omenjenih laboratorijih ter glavne lastnosti orodja LABI (z uporabo različnih delov 
tega orodja se študenti srečujejo pri različnih predmetih), ki jih bomo predstavili v 
nadaljevanju, smo želeli dopolniti LABI tako, da bi predstavili značilne načine 
uglaševanja PID regulatorjev in omogočili čim bolj direkten in enostaven prehod 
uporabe omenjenih postopkov tudi na realnih sistemih. 
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3.1  Grafični vmesnik in povezava z orodjem za analizo 
 
Programsko orodje je bilo zasnovano tako, da pregleden dostop do pripravljenih 
datotek omogoča grafični vmesnik, ki ga lahko dopolnjujemo glede na naravo 
problema, ki ga rešujemo. V povezavi z izvajanjem nalog, ki smo si jih zastavili pri 
pričujoči diplomski nalogi, smo izdelali izhodiščno grafično okno, kot je prikazano na 
sliki 3.1 ter si tako omogočili dostop do nekaterih že pripravljenih funkcij orodja in do 
tistih, ki smo jih izdelali v okviru tega dela. 
 
 
Slika 3.1:  Izhodiščno okno grafičnega vmesnika pričujoče diplome, ki je namenjeno prikazu 
nekaterih možnosti uglaševanja regulatorjev dinamičnih sistemov 
 
Tako to, kot tudi ostala okna vmesnika, je urejeno na naslednji način. V imenu 
okna, čisto na vrhu, je v oklepaju navedeno ime datoteke, katere izvajanje je povzročilo 
izris prikazane slike. V tem primeru gre za datoteko z imenom leban.m. 
 
Grafično okno je razdeljeno v tri dele. V zgornjem je kratek opis, oziroma naslov 
trenutnega nivoja. V osrednjem delu se nahajajo gumbi, ki kažejo na pripravljene 
možnosti. Pripravljene izračune in informacije je mogoče opazovati s pritiskom na 
pripravljene gumbe. Če kateri od gumbov ni aktiven, se napis na gumbu obarva svetlo 
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sivo. Do takšne situacije lahko pride v dveh primerih in sicer takrat, ko za izvajanje 
določenih izračunov podatki (še) niso na voljo in v primeru, ko ustrezne datoteke še 
niso pripravljene, naši načrti pa predvidevajo njihov razvoj (morda celo s strani 
študentov). 
 
V okviru spodnjega dela se lahko nahajajo gumbi z napisi konec, nazaj, začetek 
ter info. S pritiskom na gumb konec zapremo vsa odprta okna in zaključimo delo. S 
pritiskom na gumb nazaj oziroma začetek, se vrnemo na višji nivo vmesnika, oziroma 
na sam začetek. S pritiskom na gumb info pa povzročimo prikaz informacij, ki 
utegnejo biti pomembne za možnosti na obravnavanem nivoju. 
 
V primeru grafičnega okna na sliki 3.1 so v osrednjem delu štirje okvirji s štirimi 
stolpci gumbov. Gumbi prvega stolpca so namenjeni besedilnemu prikazu tega dela in 
nekaterim delom, ki smo jih citirali na koncu naloge. 
 
V drugem stolpcu sta gumba, ki omogočata opazovanje obravnavanih metod 
uglaševanja regulatorjev. Pri tem smo ločili med obravnavo UV in MV sistemov. 
 
Tretji in četrti stolpec pa omogočata dostop do Orodja za analizo dinamičnih 
sistemov [3], [11], [20], [21]. Izhodiščno okno tega orodja je ilustrirano na sliki 3.2. 
 
Dokler v delovnem prostoru MATLAB-a ni potrebnih informacij o modelu 
sistema, sta gumba osrednjega okna neaktivna (kot je vidno na sliki 3.2). Uporabnik 
ima možnost s pritiskom na prvi ali drugi gumb v prvem stolpcu naložiti testni UV ali 
MV model in nato preizkusiti možnosti, ki so na voljo. S pritiskom na gumb izpis 
obravnavanega modela pa povzroči v komandnem oknu izpis informacij, ki so 
povezane z definicijo trenutno obravnavanega modela. 
 
Funkcije v omenjenem orodju pa niso razdeljene samo glede na število vhodov 
in izhodov sistema, ampak so preko grafičnega vmesnika organizirane tudi v štiri 
nivoje in sicer glede na nivo načrtovanja vodenja sistema. 
 
Prvi nivo je namenjen analizi izhodiščnega modela, drugi nivo analizi 
zaprtozančnega sistema, na tretjem in četrtem nivoju pa govorimo o absolutnem in 
relativnem vrednotenju rezultatov načrtovanja. V primeru absolutnega vrednotenja 
pride do vrednotenja glede na zastavljene cilje načrtovanja, ki so lahko bolj ali manj 
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natančno definirani, v primeru relativnega vrednotenja pa gre za medsebojno 
vrednotenje rezultatov s ciljem utemeljene izbire najboljše rešitve. 
 
 
Slika 3.2:  Izhodiščno okno Orodja za analizo linearnih, časovno nespremenljivih dinamičnih sistemov 
 
Opišimo nekatere pomembnejše značilnosti posameznih delov Orodja za 
analizo, saj smo številne funkcije s pridom uporabljali tudi pri realizaciji obravnavanih 
algoritmov vodenja. Informacije povzemamo po delu [21], ki hkrati predstavlja tudi 
priročnik Orodja za analizo linearnih, časovno nespremenljivih dinamičnih sistemov. 
Potrebno je poudariti, da moramo imeti za uporabo tega orodja poleg samega 
MATLAB-a tudi Orodje za analizo in načrtovanje vodenja (Control System Toolbox) 
in Orodje za simulacijo dinamičnih sistemov (Simulink). 
 
Opis pričnimo s prvim nivojem in sicer najprej za enostavnejše UV sisteme. 
Izhodiščno grafično okno za analizo UV sistemov prikazuje slika 3.3. 
 
Kot je razvidno, je izris prikazanega grafičnega okna povzročila datoteka anauv.m, ki 
je pripravljena tako (enako velja tudi za ostale datoteke obravnavanega orodja), da z 
ukazom help anauv v komandnem oknu (KO) izpiše informacije, ki so pomembne za 
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izvajanje tega programa. Izpis, ki ga z omenjenim ukazom povzročimo, je videti tako, 
kot je prikazano v nadaljevanju: 
 
 












a, b, c, d ... konstantne matrike zapisa v prostoru stanj 
                   (MORAJO BITI DEFINIRANE) 
  
koment ... komentar k modelu (string);  
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komunik ... vhodni parameter, ki definira način komuniciranja 
                ta parameter ni obvezen; če ga ni, se privzame 
                da je komunik=[2 2 3]'; 
če je komunik(1,1)==0 => ni izpisa rezultatov izračuna 
če je komunik(1,1)==1 => izpis rezultatov izračuna v krajši obliki 
če je komunik(1,1)==2 => izpis rezultatov izračuna v razširjeni obliki 
če je komunik(2,1)==0 => ni preverjanja ustreznosti vhodnih podatkov; 
če je komunik(2,1)==1 => pride do preverjanja ustreznosti vhodnih  
podatkov ; če ta pogoj ni izpolnjen, se   
nadaljnji izračun prekine, opozorilo pa se 
izpiše na zaslon; 
če je komunik(2,1)==2 => izvedejo se vse operacije, kot za primer, 
   da je komunik(2,1)==1, poleg tega pa se v primeru, 
   ko je komunik(1,1)==1 izpišejo še nekatere 
   potencialno zanimive informacije v krajši obliki, 
   če pa je komunik(1,1)==2, sledi izpis potencialno 
   zanimivih informacij v razširjeni obliki; 
če je komunik(3,1)==0 => vse proste parametre definira uporabnik; 
če je komunik(3,1)==1 => preprečevanje napačne uporabe oz.                   
interpretacije; 
če je komunik(3,1)==2 => poskus svetovanja; 
če je komunik(3,1)==3 => poskus učenja; 
če je komunik(3,1)==4 => vse proste parametre definira program sam; 
  
ime ... ime datoteke iz katere kličemo funkcije analize za 
eventuelno vrnitev na izvajanje tega programa; 
  
OPOMBA: UPORABI spremenljivko z imenom ime!!! (npr.: ime='raz') 
Tudi za ostale vhodne spremenljivke je priporočljivo, da uporabljate 




  Trenutno so na voljo naslednje možnosti za UV-sisteme: 
  
  I. SPLOŠNE LASTNOSTI 
1. ana_001    => izračun lastnih vrednosti in časovnih konstant 
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2. ana_002    => ugotavljanje cikličnosti 
3. anauv_001  => izračun polov in ničel prenosne funkcije 
4. ana_004    => ugotavljanje vodljivosti  
5. ana_005    => ugotavljanje spoznavnosti 
6. ana_006    => izračun ojačenja sistema Ks 
7. ana_007    => ugotavljanje izhodne vodljivosti 
8. ana_008    => izračun vhodnih razstavljajočih ničel 
9. ana_009    => izračun izhodnih razstavljajočih ničel 
10. ana_010    => izračun prenosnih ničel 
11. ana_011    => izračun vodljivostnih indeksov 
12. ana_012    => izračun spoznavnostnih indeksov 
  
  II. LASTNOSTI V ČASOVNEM PROSTORU 
1. anauv_010  => odzivi na začetna stanja 
2. anauv_002  => odziv na enotin impulz 
3. anauv_003  => odziv na enotino stopnico 
4. anauv_018  => odziv na rampo 
5. anauv_005  => karakteristični parametri odziva na stopnico 
6. anauv_011  => čas zakasnitve td 
7. anauv_012  => čas vzpona tr 
8. anauv_013  => maksimalni prevzpon Mp[%] 
9. anauv_014  => čas umiritve ts 
10. ana_013    => Tmin & Tmax 
11. anauv_004  => Tza & Tiz 
  
  III. LASTNOSTI V FREKVENCNEM PROSTORU 
1. anauv_007  => Bode-AR,FR 
2. anauv_016  => Bode-Mr,wr 
3. anauv_017  => Bode-wb 
4. anauv_009  => Nichols 
5. anauv_019  => polarni 
6. anauv_015  => Kp,Kv,Ka 
7. anauv_006  => DLK-KKR,TKR 
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Vidimo, da se mora v tem primeru pred pričetkom izvajanja posameznih funkcij 
v delovnem prostoru nahajati informacija o modelu sistema v prostoru stanj, torej 
matrike 𝑎, 𝑏, 𝑐 in 𝑑. Poleg tega je smiselno definirati tudi spremenljivko koment, ki naj 
predstavlja kratko informacijo o modelu v obliki tako imenovanega stringa. Na takšen 
način se lahko izognemo eventualnim napakam, saj pri delu pogosto obravnavamo 
večje število modelov v različnih fazah načrtovanja. 
 
Zelo uporabna je tudi spremenljivka komunik, čeprav ni nujno, da je definirana. 
Omogoča nadzor nad obširnostjo izpisa izračunov, ki jih izvajajo posamezne funkcije 
orodja, omogoča preverjanje korektnosti vhodnih podatkov, nastavlja pa tudi nivo 
pomoči, ki utegne biti zanimiv za uporabnike z različno količino predznanja in 
različnim nivojem želje poseganja v posamezne izračune. Tabela 3.1 opisuje splošne 
značilnosti komunikacijskega vektorja [21]. 
 
Tabela 3.1:  Splošen pomen parametrov vektorja komunik 
VREDNOST VEKTORJA POMEN 
komunik(1,1) = 0 ni izpisa rezultatov izračuna 
komunik(1,1) = 1 izpis rezultatov izračuna v krajši obliki 
komunik(1,1) = 2 izpis rezultatov izračuna v razširjeni obliki 
komunik(2,1) = 0 ni preverjanja ustreznosti vhodnih podatkov 
komunik(2,1) = 1 
pride do preverjanja ustreznosti vhodnih podatkov, če ta 
pogoj ni izpolnjen, se nadaljnji izračuni prekinejo, opozorilo pa se 
izpiše na zaslon 
komunik(2,1) = 2 
izvedejo se vse operacije, kot za primer, da je 
𝑘𝑜𝑚𝑢𝑛𝑖𝑘 (2,1) = 1, poleg tega pa se v primeru, ko je 
𝑘𝑜𝑚𝑢𝑛𝑖𝑘 (1,1) = 1 izpišejo še nekatere potencialno zanimive 
informacije v krajši obliki, ko pa je 𝑘𝑜𝑚𝑢𝑛𝑖𝑘 (1,1) = 2, sledi izpis 
potencialno zanimivih informacij v razširjeni obliki 
komunik(3,1) = 0 vse proste parametre definira uporabnik 
komunik(3,1) = 1 preprečevanje napačne uporabe oz. interpretacije 
komunik(3,1) = 2 poskus svetovanja 
komunik(3,1) = 3 poskus učenja 
komunik(3,1) = 4 vse proste parametre definira program sam 
 
Zavedati se moramo, da je dejanska vloga komunikacijskega vektorja odvisna 
tudi od tega, kaj funkcija dejansko izračunava. Takšen komunikacijski vektor je seveda 
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mogoče vpeljati tudi v funkcije za načrtovanje vodenja, posebno v kasnejših fazah 
razvoja programov, saj lahko na takšen način dosežemo učinkovitejšo pomoč pri 
samem načrtovanju, pa tudi pri pedagoškem procesu. 
 
Omenimo še, da spremenljivka ime poskrbi za učinkovito prehajanje med okni 
vmesnika, zato jo je tudi smiselno definirati. 
 
Na osnovi prikazanega izpisa sprotne pomoči, še bolj pa iz slike 3.3 je vidno, da 
so funkcije analize UV sistemov razdeljene v tri skupine in sicer v tako imenovane 
splošne lastnosti, lastnosti v časovnem in lastnosti v frekvenčnem prostoru. S 
pritiskom na posamezne gumbe se odprejo grafična okna, ki jih prikazujejo slike 3.4, 
3.5 in 3.6. 
 
 
Slika 3.4:  Grafično okno analize splošnih lastnosti UV sistema 
 
Vidimo, da je mogoče vsako od pripravljenih funkcij uporabiti povsem 
enostavno, le s klikom na pripravljeni gumb. Seveda pa lahko katero od funkcij 
kličemo tudi na običajen način iz KO ali iz katerekoli datoteke. Če je izpis informacij 
v KO omogočen (vrednost komunikacijskega vektorja 𝑘𝑜𝑚𝑢𝑛𝑖𝑘(1) > 1), vsaka od 
funkcij orodja prikaže svoje ime v KO in tako omogoča uporabniku dobro sledenje 
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izvajanju izračunov pa tudi nadaljnje pridobivanje informacij o sami funkciji, če je to 
potrebno. 
 
Slika 3.5:  Grafično okno analize lastnosti UV sistemov v časovnem prostoru 
 
 
Slika 3.6:  Grafično okno analize lastnosti UV sistemov v frekvenčnem prostoru 
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Na podoben način so organizirane tudi funkcije, ki so primerne za obravnavo 
MV sistemov. Grafična okna za opazovanje splošnih lastnosti, lastnosti v časovnem in 
frekvenčnem prostoru ilustrirajo slike 3.7 do 3.10. 
 
 
Slika 3.7:  Grafično okno analize splošnih lastnosti MV sistema 
 
Analiza zaprtozančnih sistemov (drugi nivo analize), tako univariabilnih kot tudi 
multivariabilnih, je izvedena skoraj identično, kot v primeru prvega nivoja. Obe 
skupini funkcij sta razdeljeni v splošne lastnosti, lastnosti v časovnem in v 
frekvenčnem prostoru.  
 
Se pa drugi nivo od prvega razlikuje po tem, da poleg že omenjenih informacij 
v tem primeru potrebujemo še podatek o načrtovanem regulatorju, ki ga moramo tudi 
predstaviti v prostoru stanj (matrike 𝑎𝑟, 𝑏𝑟, 𝑐𝑟, 𝑑𝑟), poleg tega pa moramo definirati še 
matrike 𝑎𝑞, 𝑏𝑞, 𝑐𝑞, 𝑑𝑞, ter 𝑎𝑧, 𝑏𝑧, 𝑐𝑧, 𝑑𝑧, ki predstavljajo načrtani sistem v direktni veji 
in celoten zaprtozančni sistem. To je potrebno predvsem s stališča analize v 
frekvenčnem prostoru, kot je za UV sisteme ilustrirano na sliki 3.11. 
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Slika 3.8:  Grafično okno analize lastnosti MV sistema v časovnem prostoru 
 
 
Slika 3.9:  Grafično okno analize lastnosti MV sistema v frekvenčnem prostoru 
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Slika 3.11:  Grafično okno analize lastnosti zaprtozančnega UV sistema v frekvenčnem prostoru 
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Kadar govorimo o vrednotenju rezultatov načrtovanja vodenja se moramo 
najprej spopasti s problemom definicije ciljev delovanja zaprtozančnega sistema, kar 
nikakor ni lahka naloga, posebno če o ciljih razmišljamo v kontekstu splošnosti. 
Težava je pravzaprav večplastna. Po eni strani so cilji načrtovanja lahko zelo specifični 
in vključujejo tudi definirane omejitve pri delovanju, po drugi strani pa se nemalokrat 
soočimo tudi s težavo, da pred samo izvedbo načrtovanja ni enostavno kvantitativno 
ovrednotiti ciljev. Često tako opažamo situacijo, ko želimo zagotoviti stabilno 
zaprtozančno delovanje, ostale lastnosti zaprtozančnega sistema, ki jih želimo ob tem 
doseči, pa morajo biti čim boljše (kolikor je to seveda mogoče), ob tem, da je cena 
realizacije čim nižja. S stališča načrtovanja programske podpore, ki bi pomagala 
ustrezno ovrednotiti rezultate načrtovanja, omenjena dejstva seveda predstavljajo 
precejšnjo težavo, ki jo povsem splošno ni mogoče obdelati. So se pa v preteklosti 
razvijalci orodja LABI z omenjenim problemom spopadli na takšen način (glej [21]), 
da so omogočili definicijo značilnih, oziroma često uporabljanih ciljev načrtovanja in 
sicer v bolj ali manj zahtevni obliki, ki dopušča določena bolj ali manj natančno 
definirana odstopanja od nominalnih zahtev. Idejo vrednotenja pa so razširili tudi na 
možnost medsebojnih in s tem relativnih primerjav posameznih rešitev. Pomemben 
razlog za omenjeni način vrednotenja leži v tem, da pri reševanju konkretnega 
problema pogosto uspemo načrtati več rezultatov, ki zadoščajo nominalnim ciljem, 
pred končno realizacijo pa je seveda potrebno argumentirano izbrati najboljšega. 
 
Navadno pričnemo z definicijo ciljev tako, da najprej definiramo tako 
imenovano spremenljivko 𝑛𝑎𝑐𝑖𝑛. Če je 𝑛𝑎𝑐𝑖𝑛 = 1, želimo doseči čim boljše sledilno 
delovanje, če je 𝑛𝑎𝑐𝑖𝑛 = 2 smo usmerjeni v čim učinkovitejše regulacijsko delovanje, 
v primeru, da je 𝑛𝑎𝑐𝑖𝑛 = 3 pa sta pri načrtovanju pomembna oba aspekta. Omeniti je 
potrebno, da so funkcije analize trenutno usmerjene predvsem v podporo opazovanju 
lastnosti zaprtozančnega sistema pri sledilnem načinu delovanja. V prihodnosti pa jih 
bo mogoče ob nespremenjenih konceptih razširiti, oziroma dopolniti tudi za 
regulacijsko in kombinirano delovanje. 
 
Omejitve pri delovanju in motilne signale definiramo na naslednji način [21]: 
 
- največje pričakovane spremembe referenčnega signala definiramo z dvema 
spremenljivkama deltarefmin in deltarefmax, 
 
- največjo dovoljeno območje razpona regulirnih veličin pa definiramo s 
spremenljivkama deltaumin in deltaumax, 
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- največje ocenjene spremembe aditivnih motenj na vhodu sistema definiramo z 
dvema spremenljivkama deltamotumin in deltamotumax, motilne signale, ki 
vplivajo na stanja se definira v deltamotxmin in deltamotxmax, motilne signale, 
ki pa vplivajo na izhode signale določimo v deltamotymin in deltamotymax. 
 
V primeru UV sistemov so spremenljivke, ki določajo omejitve in 
spremenljivke, ki določajo motnje skalarji, v primeru MV sistemov pa vektorji. 
 
Cilje načrtovanja znotraj orodja LABI definiramo s pomočjo matrik, ker je to s 
stališča računalniške obdelave zelo priročno. Glede na povedano, so lahko cilji 
definirani le približno, lahko pa precej natančno. Za UV sisteme definiramo cilje 
načrtovanja v časovnem prostoru z matriko ciljiuvc, v frekvenčnem pa z matriko 
ciljiuvf, medtem ko je za MV sisteme zaenkrat predvidena le matrika ciljimvc za 
definicijo ciljev v časovnem prostoru. Idejo bo v prihodnosti mogoče razširiti tudi na 
MV sisteme, seveda pa je pri tem potrebno upoštevati ustrezne razlike. 
 
V primeru, ko želimo doseči predvsem stabilno rešitev, za ostale lastnosti pa si 




























































Pri tem je pomen elementov v matrikah naslednji. Z vsako od vrstic definiramo en cilj 
načrtovanja. Če je prvi element vrstice enak 1, to pomeni, da je cilj načrtovanja 
pomemben, če pa ima vrednost 0, je za načrtovanje nepomemben in pri vrednotenju 
ne bo upoštevan. Elementi drugega stolpca (in naslednjih, če so prisotni), pa lahko 
zavzamejo vrednosti od 0 do 1. Če je element drugega stolpca enak 0, potem bodo vse 
vrednosti določene lastnosti sprejemljive, če pa je ta element enak 1, pa mora biti 
opazovana lastnost popolnoma zadoščena. 
 
Matriki za določanje ciljev v časovnem prostoru imata šest vrstic za definicijo 
naslednjih ciljev načrtovanja [21]: 
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1) Stabilnost: Drugi element prve vrstice opredeljuje pomembnost stabilnosti. Ker 
vedno stremimo k stabilnim rešitvam, sta prva dva elementa v prvi vrstici 
postavljena na 1. 
 
2) Želena vrednost minimalne (𝑇𝑚𝑖𝑛) in maksimalne (𝑇𝑚𝑎𝑥) časovne konstante 
zaprtozančnega sistema: Pomeni posameznih elementov v drugi vrstici si 
sledijo v naslednjem vrstnem redu: pomembnost definirane najmanjše časovne 
konstante, želena vrednost najmanjše časovne konstante, pomembnost 
definirane največje časovne konstante, želena vrednost največje časovne 
konstante. 
 
3) Dovoljena kompleksnost regulacijske strukture: v nadaljevanju naštetim 
elementom lahko definiramo kompleksnost regulacijske strukture: največji red 
regulacijske strukture (𝑛𝑟𝑚𝑎𝑥), želena stopnja svobode načrtovanja (𝑠𝑡𝑟), 
možnost izvedbe povratne zanke iz stanj (𝑥𝑟) in možnost izvedbe povratne 
zanke iz izhodov sistema (𝑦𝑟). 
 
Pomen posameznih elementov (razen prvih) v vrstici je opisan v nadaljevanju: 
pomembnost želenega največjega reda regulacijske strukture, največja 
dovoljena velikost reda regulacijske strukture, pomembnost dovoljene stopnje 
svobode načrtovanja, največja dovoljena stopnja svobode načrtovanja, 
pomembnost dovoljevanja uporabe povratne vezave iz stanj, dovoljevanje 
uporabe povratnih vezav iz stanj (1 = 𝑑𝑎, 0 = 𝑛𝑒), pomembnost dovoljevanja 
uporabe povratne vezave iz izhodov, dovoljevanje uporabe povratnih vezav iz 
izhodov (1 = 𝑑𝑎, 0 = 𝑛𝑒). 
Rešitev, ki bo zagotavljala najnižji red regulacijske strukture, najnižjo stopnjo 
načrtovanja in bo brez uporabe povratne zanke iz stanj, bo pri absolutnem 
vrednotenju najboljše ocenjena. 
 
Omenimo še, da uporaba povratne zanke iz stanj sistema dostikrat ni dovoljena, 
saj meritve stanj velikokrat niso mogoče ali pa jih je težko implementirati 
oziroma so zelo drage. 
 
4) Želena vrednost enosmernega ojačenja oz. matrike enosmernih ojačenj: V 
primeru univariabilnega sistema sta v vrstici ciljev poleg prvega člena še dva 
člena. Prvi predstavlja pomembnost določenega kriterija, drugi pa želeno 
vrednost ojačenja. 
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V primeru multivariabilnih sistemov je teh členov toliko, kot je elementov v 
matriki enosmernih ojačenj. Dvojice členov si sledijo tako, kot posamezni 
elementi matrike po stolpcih. 
 
5) Želena vrednost časa umiritve oz. matrike časov umiritve: V primeru 
univariabilnega sistema je vrstica s cilji sestavljena še iz treh členov. Prvi člen 
predstavlja pomembnost kriterija, drugi želeno vrednost umiritvenega časa, 
tretji pa predstavlja širino tolerančnega pasu. 
 
V primeru MV sistema je členov števil toliko, kolikor je elementov v matrikah 
časa umiritve. Členi si sledijo v zaporedju, kot elementi matrik po stolpcih. 
 
6) Želena vrednost maksimalnega prenihaja oz. matrike maksimalnih prenihajev: 
V primeru univariabilnih sistemov je vrstica ciljev določena še z dvema 
členoma, od katerih prvi predstavlja pomembnost kriterija, drugi pa želeno 
vrednost največjega nadnihaja.  
V primeru multivariabilnih sistemov je teh členov toliko, kolikor je elementov 
v matrikah maksimalnih nadnihajev. 
 
Pri UV sistemih lahko definiramo cilje načrtovanja tudi v frekvenčnem prostoru 
in sicer za naslednje lastnosti [21]: 
 
1) Stabilnost: Matrika je definirana identično kot v časovnem prostoru in smo jo 
že opisali. 
 
2) Amplitudni razloček: Vrstica ciljev je poleg prvega elementa sestavljena še iz 
dveh členov. Prvi člen predstavlja pomembnost, drugi pa želeno vrednost 
amplitudnega razločka. 
 
3) Fazni razloček: Vrstica ciljev je poleg prvega elementa sestavljena še iz dveh 
členov. Prvi člen predstavlja pomembnost, drugi pa želeno vrednost faznega 
razločka. 
 
4) Enosmerno ojačenje: Matrika je definirana identično kot v časovnem prostoru 
in smo jo že opisali. 
 
3.1  Grafični vmesnik in povezava z orodjem za analizo 57 
 
5) Konstante pogreškov: Vrstica ciljev je poleg prvega elementa sestavljena še iz 
treh členov. V prvem členu definiramo konstante pozicijskega pogreška, v 
drugem členu hitrostnega in v tretjem členu pospeškovnega pogreška. 
Elementom, oziroma parom števil, katerih v določenem primeru ne definiramo, 
postavimo vrednost na nič. 
 
6) Pasovna širina: Vrstica ciljev je poleg prvega elementa sestavljena še iz dveh 
členov. Prvi člen predstavlja pomembnost, drugi pa želeno vrednost pasovne 
širine. 
 
7) Resonančni vrh in resonančna frekvenca: Vrstica ciljev je poleg prvega 
elementa sestavljena še iz dveh členov. Prvi člen se nanaša na resonančni vrh, 
v katerem predpišemo pomembnost in vrednost želenega resonančnega vrha. 
Drugi člen se nanaša na resonančno frekvenco, v katerem predpišemo 
pomembnost in vrednost želene resonančne frekvence. 
Tudi v tem primeru velja, da elementom, ki jih ne definiramo, priredimo 
vrednosti nič. 
 
Absolutno vrednotenje UV zaprtozančnega sistema lahko pričnemo z 
odpiranjem grafičnega okna, kot je prikazano na sliki 3.12, kar storimo tako, da 
kliknemo na prvi gumb v četrtem stolpcu na sliki 3.1. S pritiskom na gumb v levem 
stolpcu se lahko prepričamo, kateri podatki se trenutno nahajajo v delovnem prostoru 
MATLAB-a. 
 
Če izberemo vrednotenje v časovnem prostoru, se odpre grafično okno ki je 
prikazano na sliki 3.13, v primeru, ko izberemo vrednotenje v frekvenčnem prostoru 
pa tisto na sliki 3.14. 
 
Dokler ocene niso izračunane, so vrednosti posameznih ocen enake 𝑁𝑎𝑁 
(vrednost, katere interpretacijo omogoča MATLAB). S pritiskom na posamezne 
gumbe, ki opisujejo opazovane lastnosti, lahko sprožimo izračun ocene lastnosti, ki se 
nato izpiše v grafičnem oknu. S pritiskom na gumb Izdelaj vse ocene, pa zahtevamo 
celoten izračun. 
 
Vrednost ocene posameznih opazovanih lastnosti je lahko med 0 in 1. Če je 0 
pomeni,  da  z  načrtovanjem  zahtevane  lastnosti  nismo  izpolnili,  oziroma je nismo  
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Slika 3.12:  Grafično okno absolutnega vrednotenja UV zaprtozančnega sistema 
 
izpolnili dovolj dobro, da bi bil rezultat načrtovanja sprejemljiv. Če je ocena določene 
lastnosti 1, to pomeni, da je opazovana lastnost povsem izpolnjena glede na definirane 
cilje načrtovanja.  Če pa je ocena med 0 in 1, to pomeni, da je glede na nominalne želje 
lastnost slabša, se pa nahaja znotraj dovoljenega območja. Večje vrednosti ocene 
kažejo rezultat, ki je bliže zastavljenim ciljem. Končna ocena je produkt posameznih 
ocen. Rezultat načrtovanja, katerega skupna ocena je 0, je neuporaben. Če smo dosegli 
skupno oceno 1, so bili cilji načrtovanja popolnoma izpolnjeni in nadaljnje izboljšave 
posameznih  lastnosti ne pripomorejo k nadaljnji izboljšavi skupne ocene. Takšno 
vrednotenje je smiselno zato, ker je načrtovanje vodenja vedno kompromis med 
podanimi zahtevami. To pomeni, da z izboljšavami ene lastnosti, vedno slabšamo 
kakšno drugo. 
 
Skupna ocena je lahko tudi vrednost, ki je večja od 0 in manjša od 1. Vrednosti 
ocene bližje 1 predstavljajo boljši rezultat, tako da lahko do določene mere, oziroma v 
nekaterih primerih rešitve ovrednotimo med seboj tudi na osnovi absolutnega 
vrednotenja. To pa ni mogoče, če imamo več rešitev z oceno 1, torej takšnih, ki glede 
na zastavljene cilje popolnoma izpolnjujejo pričakovanja. 
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Slika 3.13:  Grafično okno absolutnega vrednotenja UV zaprtozančnega sistema v časovnem prostoru 
 
 
Slika 3.14:  Grafično okno absolutnega vrednotenja UV zaprtozančnega sistema v frekvenčnem 
prostoru 
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V tem primeru lahko izvedemo tako imenovano relativno vrednotenje. Primer 




Slika 3.15:  Grafično okno relativnega vrednotenja MV zaprtozančnega sistema v časovnem prostoru 
 
V tem primeru lahko medsebojno vrednotimo do pet rešitev, ki jih najprej 
določimo s pritiskom na gumbe sistem 1, sistem 2, … Pri tem navedemo imena datotek, 
kamor smo shranili rezultate načrtovanja. Primerjavo lahko izvedemo glede na 
posamezne izbrane kriterije, ki jih označimo ob opisu lastnosti v prvem stolpcu, kot je 
vidno na sliki 3.15. Opazujemo lahko ocene glede na posamezne lastnosti in tudi 
skupne ocene, ki se ponovno izdelajo z množenjem delnih rezultatov. Prvi sistem 
predstavlja normo za ostale izbrane, kar pomeni, da so ocene v stolpcu pod prvo 
izbranim sistemom (sistem 1) vedno enake 1, ocene ostalih rešitev pa so izračunane 
glede na to oceno. Če je ocena višja od 1, to pomeni, da je rezultat boljši od prvega, če 
pa je manjša od 1, je rezultat sorazmerno slabši od prvega. Sistem z najvišjo skupno 
oceno glede na izbrane kriterije, lahko obravnavamo kot najboljši. 
 
Omenimo, da uporabnik pri uporabi Orodja za analizo lahko preklaplja, oziroma 
izbira med slovensko in ekvivalentno angleško različico. To ni pomembno samo zaradi 
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vse bolj intenzivnega mednarodnega sodelovanja, angleška različica je zanimiva tudi 
za slovenske študente, saj se na takšen način relativno preprosto seznanijo z angleško 
strokovno terminologijo z obravnavanega področja.  
 
Zaradi časovne omejenosti so v nadaljevanju predstavljene datoteka samo v 
slovenskem jeziku, kasneje pa bi bilo smiselno tudi te dopolniti v dvojezično različico. 
 
3.2  Ilustrativni primeri načrtovanja vodenja 
 
Spomnimo se še enkrat izhodiščnega grafičnega okna na sliki 3.1, kjer smo v 
drugem stolpcu pripravili dva gumba, prvega za obravnavo UV in drugega za 
obravnavo MV sistemov. Datoteke smo za obe skupini primerov skušali razvijati 
upoštevajoč paralelizme pri obravnavi obeh skupin sistemov. Posledično je tudi 
strukturna zasnova grafičnega vmesnika za obravnavo obeh skupin sistemov zelo 
podobna. Zaradi boljše preglednost smo za prikaz ene in druge skupine izbrali različne 
barve. 
 
Omenimo tudi, da smo razvoj datotek snovali na takšen način, da smo na začetku 
predvideli popoln prikaz rezultatov z natančno določenim zaporedjem izračunov, prav 
tako pa smo tudi predvideli, da je načrtovalec tisti, ki odloča o poteku aktivnosti. Ko 
smo prepričani, da so numerično vse interpretacije ustrezno izvedene, lahko relativno 
enostavno, predvsem pa postopoma, programe dopolnimo z dodatno funkcionalnostjo, 
z znanjem in izkušnjami, kar lahko pripelje tudi do tako imenovanega ekspertnega 
sistema, če je programsko orodje dovolj kompleksno in sposobno reševanja 
zahtevnejših problemov. V okviru orodja LABI je prehod med posameznimi oblikami 
pomoči pri načrtovanju mogoče realizirati s pomočjo že opisanega komunikacijskega 
vektorja, ki je bil predviden v te namene. 
 
3.2.1  Nesprotno uglaševanje UV regulatorjev 
  
Če na sliki 3.1 v drugem stolpcu kliknemo na gumb UV-sistemi, se odpre okno, 
kot ga prikazuje slika 3.16. 
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Slika 3.16:  Grafično okno za izbiro ilustracije želenega načina uglaševanja regulatorjev za UV 
sisteme 
 
Načrtovanje smo razdelili v štiri skupine, ki predstavljajo tudi stopnje 
zahtevnosti izvedbe regulacijskega sistema. Predvideli smo nesprotno načrtovanje, 
prednastavljanje, situacije, kjer pride do razporejanja parametrov regulatorja ter 
adaptivno vodenje. Poudarimo, da na vseh nivojih zaradi obširnosti problematike 
nismo uspeli realizirati vseh možnih in potencialno zanimivih različic načrtovanja, 
smo pa pripravili (upamo pregledno) osnovo, ki omogoča relativno preprosto širitev, 
ki jo je mogoče naložiti tudi študentom v obliki manjših ali obširnejših projektov. 
 
Če v grafičnem oknu na sliki 3.16 kliknemo na nesprotno načrtovanje, se odpre 
okno, ki je prikazano na sliki 3.17. 
 
Nesprotno načrtovanje smo razčlenili v tri dele in sicer v tako imenovano 
definicijo problema, sintezo in relativno vrednotenje. 
 
S klikom na gumb definicija problema odpremo grafično okno, ki ga prikazuje 
slika 3.18. Trenutno je aktivnih pet gumbov, ki omogočajo definicijo petih različnih 
problemov načrtovanja. Opišimo nekoliko podrobneje definicijo 2. problema. S 
klikom na gumb 2. problem odpremo grafično okno na sliki 3.19. 
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Slika 3.17:  Izhodiščno grafično okno nesprotnega načrtovanja vodenja UV sistemov 
 
 
Slika 3.18:  Izbira pripravljenega problema načrtovanja 
 
64 3.  PROGRAMSKO ORODJE LABI 
 
 
Slika 3.19:  Definicija 2. problema načrtovanja UV sistema 
 
S klikom na gumb model v delovni prostor MATLAB-a naložimo informacijo o 







Čeprav gre v tem primeru za numerični zgled sistema, se uporabnik lahko s 
klikom na gumb info prepriča, da imajo mnogi realni (analogni) sistemi takšno 
strukturo, kot je ilustrirano na sliki 3.20. 
 
Klik na gumb način-sledilno definira sledilni način delovanja sistema in največje 
pričakovane spremembe referenčnega signala (±1). Če se model nahaja v MATLAB-
ovem delovnem prostoru, postanejo aktivni tudi gumbi, ki omogočajo analizo modela 
in njegovo simulacijo. V povezavi z obravnavanim primerom smo pripravili tudi 
ilustrativne primere načrtovanja. 
 
S pritiskom na gumb 1. primer načrtovanja lahko opazujemo potek načrtovanja 
PID regulatorja po metodi Ziegler – Nichols. Pri tem se odpre grafično okno, ki ga 
prikazuje slika 3.21. 
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Slika 3.20:  Informativna pojasnila pri definiciji drugega problema UV sistema 
 
 
Slika 3.21:  Ilustrativni primer uglaševanja UV regulatorja za 2. primer po metodi Ziegler - Nichols 
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Gumbi prvega stolpca omogočajo preverjanje ustreznosti modela, načina 
delovanja in ciljev načrtovanja v delovnem prostoru. Drugi stolpec omogoča dostop 
do funkcij analize izhodiščnega sistema in do simulacije, ki dopolnjuje funkcije 
analize. S pomočjo gumbov tretjega stolpca pa startamo datoteke za izračun 
načrtovanja ter izračun zaprtozančnega sistema. Če ocenimo, da je smiselno, lahko 
rezultate načrtovanja tudi shranimo v datoteko za kasnejšo uporabo. Zadnji stolpec 
omogoča dostop do funkcij analize zaprtozančnega sistema, dopolnjuje ga simulacija 
zaprtozančnega sistema, izvedemo pa lahko tudi vrednotenje načrtanega vodenja. 
 
Uglaševanje PID regulatorja po metodi Ziegler – Nichols zahteva stabilnost 
sistema, določitev enosmernega ojačenja sistema 𝐾𝑠 ter časa zakasnitve 𝑇𝑧𝑎 in časa 
izravnave 𝑇𝑖𝑧, zato mora biti model linearnega, časovno spremenljivega sistema vsaj 
drugega reda. Če je model definiran, lahko to numerično preverimo, sicer pa je za 
uspeh načrtovanja potrebno, da sta oba parametra 𝑇𝑧𝑎 in 𝑇𝑖𝑧 pozitivna. Poleg tega pa 
mora biti enosmerno ojačenje 𝐾𝑠 različno od 0, to pomeni, da sistem ne sme biti 
integrirnega oziroma diferencirnega značaja. Funkcija, ki izvaja testiranje na osnovi 
modela sistema lahko uporablja tudi funkcije Orodja za analizo, ki smo ga že 
predstavili. Iz  slike  3.22  in  iz  rezultatov  izračuna  v  KO  lahko  ugotovimo,  da je 
 
 𝐾𝑠 = 0.5;  𝑇𝑧𝑎 = 0.1931;  𝑇𝑖𝑧 = 2 (3.3) 
 
 
Slika 3.22:  Odziv sistema (3.1) na enotino stopnico in določanje 𝑇𝑧𝑎  in 𝑇𝑖𝑧 
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s tem pa so določeni tudi vrednosti parametrov regulatorja. Če se odločimo na primer 
za izbiro PI regulatorja, je rezultat načrtovanja naslednje oblike: 
 
 𝐺𝑃𝐼(𝑠) = 𝐾𝑝 +
1
𝑠









Slika 3.23:  Odziv zaprtozančnega sistema s PI regulatorjem in značilni parametri odziva 
 
Prikazani koncept načrtovanja je mogoče razširiti v več pogledih in sicer: 
 
- da vse več korakov sinteze izvajamo samodejno, kar vodi v smeri razvoja 
ekspertnega sistema za nesprotno načrtovanje [11], [12]; uspešnost tovrstnih 
rešitev je odvisna predvsem od nabora metod in s tem od vgrajenega znanja; 
tej širitvi se v pričujoči nalogi nismo podrobneje posvečali, je pa iz podanega 
opisa mogoče delo direktno nadaljevati tudi v tej smeri; 
 
- da skušamo koncept razširiti tudi na multivariabilne sisteme, kar bomo 
predstavili v naslednjem podpoglavju; 
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- v smeri prednastavljanja, kjer sistem za vodenje sam izvede vse potrebne 
operacije in prične z vodenjem; to možnost pa obravnavata podpoglavji 3.2.4 
in 3.2.5. 
 
3.2.2  Nesprotno uglaševanje MV regulatorjev 
 
Tudi koncept nesprotnega uglaševanja MV sistemov je bil zasnovan skoraj 
identično, kot pri UV sistemih. Pri tem smo uporabili nabor modelov, ki se v orodju 
že nahajajo in so bili razviti in pripravljeni prav v te namene [3], [11], [14], [20]. 
 
V ilustracijo priložimo uglaševanje multivariabilnega PI regulatorja za sistem 
dveh povezanih shranjevalnikov, kot je prikazan na sliki 3.24 [3]. 
 
Ker imajo ventili korensko karakteristiko, lahko nelinearni matematični model 




























Slika 3.24:  Shematski prikaz sistema dveh povezanih shranjevalnikov 
 
Parametri sistema in delovne točke obratovanja so definirani z naslednjimi enačbami: 
 
?̅?𝑚𝑣ℎ = 10𝑘𝑔/𝑠𝑒𝑘 … normalni dotok vode v levi shranjevalnik 
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?̅?𝑚𝑖𝑧ℎ1 = 7𝑘𝑔/𝑠𝑒𝑘 … normalni iztok vode iz levega shranjevalnika skozi 𝑉3 
𝑆1̅𝑖 = 𝑆2̅𝑖 = 𝑆3̅𝑖 = 3 ∗ 10
−3𝑚2 … prečni presek odprtja ventilov 
𝑆1 = 2𝑚
2 … prečni presek levega shranjevalnika 
𝑆2 = 1𝑚
2 … prečni presek desnega shranjevalnika 
ℎ̅1 = 7𝑚 … normalna višina vode v levem shranjevalniku 
ℎ̅2 = 3𝑚 … normalna višina vode v desnem shranjevalniku 
𝜌 = 103𝑘𝑔/𝑚3 … gostota vode 
 


























Če izvedemo linearizacijo opisanega nelinearnega modela v izbrani delovni 
točki, lahko linearizirani model predstavimo v obliki zapisa v prostoru stanj kot [3]: 
 
 𝛥?̂?(𝑡) = [
−0.4375 0.1875
0.3750 −0.8750
] ∗ 10−3𝛥𝑥(𝑡) + [
0.0005 0
0 −1
] 𝛥𝑢(𝑡) (3.10) 
 
 𝛥𝑦(𝑡) = [
1 0
0 1
] 𝛥𝑥(𝑡) + [
0 0
0 0
] 𝛥𝑢(𝑡) (3.11) 
 
V enačbah 3.10 in 3.11 smo z 𝛥 označili odstopanja opazovanih veličin iz 
izhodne delovne točke, ki smo jo označili s prečno črto nad veličino. 
 
Obravnavani sistem je torej sistem z dvema vhodoma in dvema izhodoma, kot 
je ilustrirano na sliki 3.25.  
 
Prvi vhod je dotok vode v levi shranjevalnik (𝛷𝑚𝑣ℎ(𝑡) = 𝑢1(𝑡)), drugi pa 
predstavlja odprtje regulacijskega ventila (𝑆2𝑖(𝑡) = 𝑢2(𝑡)).  
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Slika 3.25:  Bločni diagram sistema dveh povezanih shranjevalnikov 
 
Izhoda in hkrati obe izbrani stanji pa sta višini vode v levem (ℎ1(𝑡) = 𝑦1(𝑡) =
𝑥1(𝑡)), in desnem (ℎ2(𝑡) = 𝑦2(𝑡) = 𝑥2(𝑡)) shranjevalniku. 
 
Definicijo modela lahko v delovni prostor MATLAB-a izvedemo preko 
grafičnega okna, ki ga prikazuje slika 3.26. 
 
 
Slika 3.26:  Grafično okno za definicijo obravnavanega MV problema 
 
S pomočjo gumbov v prvem stolpcu lahko pridobimo vse pomembne 
informacije o obravnavnem sistemu ter vnesemo model v delovni prostor MATLAB-
a tako, da je v nadaljevanju mogoče uporabiti funkcije analize, izvedemo pa lahko tudi 
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simulacijo, s pomočjo katere prikažemo primerjavo odzivov nelinearnega in 
lineariziranega sistema, kot je ilustrirano na sliki 3.27. 
 
 
Slika 3.27:  Signala vzbujanja (zgornji sliki) ter odziva (spodnji sliki) nelinearnega (zvezne redeče 
črte) in lineariziranega (pikčaste črne črte) MV modela 
 
Izhodnima signaloma lineariziranega modela smo prišteli vrednost pripadajočih 
signalov v delovni točki zaradi lažje primerjave. 
 
S klikom na prvi gumb tretjega stolpca lahko uporabnik definira predvideni 
način delovanja zaprtozančnega sistema ter pričakovane omejitve obeh regulirnih 
signalov. Doseči želimo dobro sledilno delovanje. Kar zadeva drugi vhod velja, da je 
ventil lahko bodisi povsem zaprt, ali pa povsem odprt. Za vodno črpalko pa smo se 
odločili, da bomo izbrali najprimernejšo, pri čemer bo v mirovanju dotok vode v levi 
shranjevalnik 0𝑘𝑔/𝑠, potrebno maksimalno vrednost pa bomo določili šele na osnovi 
rezultatov načrtovanja (na osnovi ugotovitev bi lahko nato črpalko tudi nabavili). 
 
Nesprotnega uglaševanja MV regulatorjev, kot smo jih predstavili, se lahko 
lotimo tako, da najprej določimo grobo matriko uglaševanja, nato pa še parametre 
finega uglaševanja. Pri tem si lahko pomagamo tudi s pritiskom na tretji gumb četrtega 
stolpca v grafičnem oknu, ki je prikazano na sliki 3.26. Ko kliknemo na omenjeno 
okno, se odpre grafično okno, ki je ilustrirano na sliki 3.28. 
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Slika 3.28:  Uglaševanje multivariabilnega PI regulatorja za izbrani MV sistem 
 
Pred pričetkom načrtovanja se moramo prepričati, da so lastnosti sistema, 
oziroma v tem primeru modela, primerne za načrtovanje po izbrani metodi. Gumbi 
drugega stolpca v grafičnem oknu na sliki 3.28 opozarjajo uporabnika, da je za 
načrtovanje po metodi Davison potrebno, da ima sistem enako število vhodov in 
izhodov, da je stabilen in statično razstavljiv, kar pomeni, da mora biti matrika 
enosmernih ojačenj nesingularna. Prepričamo se lahko, da so v primeru obravnavanega 
sistema izpolnjeni vsi trije pogoji, poleg tega lahko enostavno izračunamo (funkcije 
analize to omogočajo) tudi inverz matrike enosmernih ojačenj: 
 





Ko poznamo grobo matriko uglaševanja, lahko fine parametre določimo z nekaj 
poskusi. Navadno pričnemo z uglaševanjem proporcionalnega dela regulatorja, pri 
čemer v začetku poskusa integrirni del izklopimo. Fini parameter γ postopno večamo 
in opazujemo odziva. Hkrati moramo biti pozorni tudi na regulirne signale, ki naj bi 
ostala znotraj pričakovanega območja. Na sliki 3.29 smo ilustrirali spreminjanje 
odzivov opazovanega zaprtozančnega sistema s P regulatorjem, če zavzame parameter 
γ naslednje vrednosti: 𝛾 = 0, 1.5, 3, 4.5, 6. Če bi parameter γ še nadalje večali, bi drugi 
regulirni signal prekoračil dovoljeno območje. Vidimo tudi, da je z večanjem γ odziv 
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postjal vse hitrejši, hkrati pa se je manjšal pogrešek v ustaljenem stanju, kar je dokaj 
tipičen pojav pri proporcionalnih sistemih, ki jih reguliramo s P regulatorjem. 
 
 
Slika 3.29:  Uglaševanje multivariabilnega P regulatorja za sistem dveh povezanih shanjevalnikov 
 
Zgornja grafa na sliki 3.29 prikazujeta referenčne signale in pripadajoče odzive, 
spodnji sliki pa oba regulirna signala, pri čemer so označene minimalne in maksimalne 
vrednosti obeh signalov. Z rdečo barvo so prikazani odzivi pri γ = 6. 
 
Če želimo zmanjšati, oziroma izničiti signal pogreška v ustaljenem stanju, 
moramo uporabiti tudi integrirni del regulatorja. Priporočljivo je, da pred pričetkom 
povečanja finega parametra integrirnega dela, nekoliko zmanjšamo ojačenje 
proporcionalnega dela zaradi eventualnih problemov z nestabilnostjo in zato, da ne bi 
z regulirnim signalom prehitro zašli v nasičenje. 
 
Če se v obravnavanem primeru odločimo za naslednjo izbiro parametrov: 
 
 𝛾 = 4, 𝛿 = 0.008 (3.13) 
 
so odzivi zaprtozančnega sistema pri enakem vzbujanju kot v prejšnjem primeru 
takšni, kot so prikazani na sliki 3.30 in sicer rdeče pikčaste krivulje kažejo odzive 
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linearnega zaprtozančnega sistema, zelene zvezne pa odzive nelinearnega 
zaprtozančnega sistema, kjer smo v opazovanje vključili tudi zagon sistema. 
 
 
Slika 3.30:  Delovanje linearnega zaprtozančnega sistema v primerjavi z nelinearnim z načrtanim 
multivariabilnim PI regulatorjem 
  
Na osnovi prikazanih odzivov lahko ugotovimo, da linearni model zelo dobro 
napoveduje obnašanje nelinearnega v bližini delovne točke. Pri zagonu sistema zaradi 
nelinearnosti sicer pride do večjih razhajanj v prehodnih pojavih. Če so le-ti za 
delovanje sistema neškodljivi, lahko ocenimo rezultat načrtovanja kot sprejemljiv, 
sicer bi morali bodisi spremeniti sekvenco zagona sistema (izbrali bi lahko ročno, 
oziroma odprtozančno krmiljenje sistema v delovno točko), ali pa drugačno obliko 
referenčnega signala, ki bi zahteval manjši hod regulirnih signalov ter manjše 
nadnihaje ustaljenega stanja (na primer dovolj položno rampo). 
 
Kadar pa se z območjem delovanja lastnosti sistema lahko tako spremenijo, da z 
eno nastavitvijo regulatorja ne moremo doseči primernih zaprtozančnih lastnosti, je 
potrebno preučiti zahtevnejše rešitve. Nekatere od teh možnosti smo predstavili tudi s 
primeri v nadaljevanju. 
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3.2.3  Uporaba s-funkcije 
 
Preden nadaljujemo z opisom ilustrativnih primerov različnih načinov 
uglaševanja regulatorjev, opišimo nekoliko podrobneje tako imenovano s-funkcijo, ki 
v Simulinku omogoča uporabniku izvajanje zahtevnejših operacij, ki posegajo v 
izvajanje same simulacije. 
 
Gradnja in simulacija modelov v Simulinku je za uporabnika relativno 
enostavna. Navadno  najprej zgradimo bločno shemo sistema, v MATLAB-ov delovni 
prostor vnesemo vrednosti parametrov, ki jih je potrebno definirati in s pritiskom na 
gumb se izvede celoten simulacijski cikel. Proces simulacije lahko sicer začasno 
zaustavimo (pause), vendar pa vmes ne moremo spreminjati nastavljenih vrednosti 
parametrov ali strukture simulacijskega modela.  
 
Če želimo med samim simulacijskim tekom katere od  parametrov spreminjati, 
ali pa dostopati do katerega izmed notranjih stanj sistema, je smiselna uporaba s-
funkcije. V primerih uglaševanja regulatorjev je s-funkcija uporabna na primer pri 
realizaciji regulatorjev z avtomatskim prilagajanjem parametrov, saj je potrebno po 
vsaki adaptaciji med simulacijskim tekom ustrezno popraviti vrednosti parametrov 
regulatorja. Z uporabo s-funkcije je lahko omogočeno spremljanje in spreminjanje 
vrednosti spremenljivk in stanj sistema ter parametrov simulacijskega modela kar med 
samim simulacijskim ciklom. 
 
Splošno o s-funkciji 
 
Vsaka simulacija dinamičnega modela je v bistvu reševanje sistema diferencialnih 
enačb z numerično integracijo. Gradnja modelov v Simulinku je zaradi grafičnega 
»primi in spusti« sistema, ter povezovanja funkcijskih blokov v smiselne celote za 
uporabnika hitra in enostavna ni pa taka struktura zelo primerna za nadaljnjo 
procesiranje simulacijskih parametrov in izvajanje same simulacije. Zato MATLAB 
pred začetkom simulacije iz modela v Simulinku zgradi podatkovno strukturo, ki služi 
za reševanje sistema diferencialnih enačb. Tej strukturi rečemo s-funkcija, oziroma 
sistemska funkcija modela [17], [18].  
 
V s-funkciji so zapisane vse potrebne informacije o dinamiki modela, o številu 
notranjih stanj, številu vhodov, številu izhodov in vrednosti vseh stanj modela pri vseh 
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ciklih simulacije. Ker je s-funkcija direktno dostopna iz MATLAB-ove ukazne vrstice, 
imamo preko nje omogočen dostop do kateregakoli stanja in spremenljivke v 
kateremkoli simulacijskem koraku. Prav zaradi tega je uporaba s-funkcije najbolj 
prilagodljiva metoda simulacije, s katero lahko močno razširimo zmogljivosti samega 
Simulinka. Največkrat se odločimo za uporabo s-funkcije ko želimo: 
 
- v Simulinku ustvariti lasten funkcijski blok, 
 
- dodati blok, ki vsebuje gonilnike za strojno opremo, 
 
- uporabiti obstoječo C kodo za simulacijo, 
 
- predstaviti simulacijski model kot sistem diferencialnih enačb, ki ga imamo 
namen prilagajati zaradi določenih razlogov. 
 
Kot programski jezik za izgradnjo s-funkcije lahko uporabljamo MATLAB-ovo 
programsko okolje ali pa uporabimo programski jezik C ali Fortran. V prvem primeru 
govorimo o s-funkciji kot m-datoteki, v drugem pa o MEX-datoteki [17]. 
 
Če želimo razumeti delovanje s-funkcije, moramo najprej vedeti, kako v 
Simulinku poteka simulacija modela.  S programskega vidika je vsak blok v Simulinku 
sestavljen iz vhodov, notranjih stanj in izhodov (slika 3.31). Izhodi iz blokov so 
funkcija časa, vhodov in notranjih stanj. 
 
 
Slika 3.31:  Splošni blok v Simulinku 
 
Matematične relacije med vhodi, izhodi in notranjimi stanji opisujejo enačbe: 
 
- Izhod: 𝑦 = 𝑓0(𝑡, 𝑥, 𝑢) 
 
- Odvod stanja: ?̇? = 𝑓𝑑(𝑡, 𝑥, 𝑢) 
 
- Novo stanje: 𝑥𝑑𝑘+1 = 𝑓𝑢(𝑡, 𝑥𝑐 , 𝑥𝑑 , 𝑢) 
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kjer velja: 𝑥 = [𝑥𝑐; 𝑥𝑑].  
 
Pri tem je vektor 𝑥𝑐 vektor zveznih spremenljivk stanja, 𝑥𝑑 pa vektor diskretnih 
spremenljivk stanja.  
 
Simulacija v Simulinku poteka v več fazah [17]. Najprej nastopi faza 
inicializacije. V tej fazi simulacijski algoritem vključi bloke iz knjižnice v model, 
nastavi velikosti in oblike signalov, vrste podatkovnih struktur, preveri parametre 
blokov, določi vrstni red izvajanja operacij in podobno. 
 
Po inicializaciji se začne izvajati simulacijska zanka, kjer se po korakih, ki jih 
določi korak izračuna, izvajajo matematične operacije po vrstnem redu, ki je bil 
določen med inicializacijo. Vsak prehod čez zanko predstavlja en računski korak. Na 
vsakem bloku se za vsak korak izračuna kličejo funkcije, ki izračunajo nove vrednosti 
trenutnih  stanj, odvodov in izhodov iz bloka.  
 
Notranja integracijska zanka se izvaja toliko časa, dokler se ne doseže želena 
natančnost za izračun stanja zveznega sistema. Zunanja simulacijska zanka pa se 
izvaja, dokler se ne izteče čas simulacije, oziroma ne izpolni zaustavitveni pogoj. Slika 




Če za pisanje s-funkcije uporabimo MATLAB-ov programski jezik, jo shranimo 
kot vsako drugo MATLAB-ovo funkcijo v m-datoteko, ki jo nato v Simulinku dodamo 
v bločno shemo kot blok S-function. V nadaljevanju bomo opisali pripravo takšne s-
funkcije, ki ima točno določeno zgradbo. Kličemo jo v naslednji obliki: 
 
 [𝑠𝑦𝑠, 𝑋0, 𝑠𝑡𝑟, 𝑡𝑠] = 𝑓(𝑡, 𝑥, 𝑢, 𝑓𝑙𝑎𝑔, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟2,… ) (3.14) 
 
Pri tem je: 
f … ime s-funkcije, 
t … vektor časa, 
x … vektor stanj, 
flag … parameter, ki določa informacijo, ki jo s-funkcija vrne v izhodni 
spremenljivki sys, 
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parameter1, parameter2, … parametri, ki jih vnašamo od zunaj, 
sys … izhodna spremenljivka s-funkcije, 
x0 … začetna vrednost vektorja stanj, 
str ('State Ordering String') … pri s-funkciji prvega tipa (Level-1), ki smo jo 
uporabili, mora biti definiran kot prazna matrika [], tudi drugače je največkrat definiran 
na tak način, 
ts … dvostolpna matrika za računski korak in zamik (offset) računskega koraka. 
 
 
Slika 3.32:  Diagram poteka izvajanja simulacije 
 
Parameter flag je ključni element s-funkcije in določa, katera operacija se izvaja 
znotraj s-funkcije. Te operacije so znane kot metode Callback (Callback Methods). 
Rezultat trenutne operacije se zapiše v izhodni parameter sys. 
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Parameter flag lahko zasede naslednje vrednosti, oziroma operacije (v oklepaju 
je ime operacije, ki jo parameter flag izvaja): 
 
- Flag = 0 (mdlInitializeSizes): Definira se računski korak, začetne 
vrednosti vektorja stanj in matrika sizes, ki jo bomo podrobneje 
opisali v nadaljevanju. 
 
- Flag = 1 (mdlDerivatives): Izračunajo se vrednosti odvodov zveznih 
stanj dx/dt. 
 
- Flag = 2 (mdlUpdate): Izračunajo se vrednosti diskretnega stanja 
x(n+1). 
 
- Flag = 3 (mdlOutputs): Izračunajo se vrednosti izhodnih 
spremenljivk. 
 
- Flag = 4 (mdlGetTimeOfNextVarHit): Izračuna se čas naslednjega 
časovnega intervala. 
 
- Flag = 9 (mdlTerminate): Izvede operacije po koncu simulacijskega 
cikla. 
 
Splošna struktura s-funkcije je podana s stavkom switch-case, kjer z vrednostmi 
case zaobjamemo vse predvidene vrednosti parametra flag. Pri vrednostih parametra 
flag, ki jih v s-funkciji nismo uporabili, definiramo izhodni vektor kot prazen 𝑠𝑦𝑠 =





















Za podrobnejšo analizo delovanja s-funkcije je poznavanje delovanja parametra 
flag ključnega pomena, zato bomo podrobneje opisali, kaj se dogaja pri vsaki vrednosti 
parametra flag posebej. 
 
- Case 0 (mdlInitializeSizes): flag=0 je edina vrednost parametra flag, ki se 
izvede samo enkrat, na začetku simulacije. Med simulacijsko zanko se ne 
posodablja. V tem koraku se zgodi inicializacija, določi se računski korak ts, 
določijo se začetne vrednosti vektorju stanj 𝑥0, definiramo pa tudi vektor sizes, 
v katerega vpišemo naslednje informacije: 
 
sizes.NumContStates … določimo število zveznih stanj sistema, 
sizes.NumDiscStates  … določimo število diskretnih stanj sistema, 
sizes.NumOutputs      … določimo število izhodov iz s-funkcije, 
sizes.NumInputs         … določimo število vhodov v s-funkcijo, 
sizes.DirFeedthrough … uporabimo, če za izračun vrednosti izhodne     
spremenljivke potrebujemo vhodni signal, 
sizes.NumSampleTimes … določimo število različnih časov vzorčenja. 
 
 
- Case 1 (mdlDerivatives): Pri vrednosti parametra flag=1 se v izhodni 
parameter sys zapišejo vrednosti odvodov zveznih stanj ),(/ uxfdtdx  . 
 
- Case 2 (mdlUpdate): Izračuna se nova vrednost vektorja diskretnih stanj 
)1( nx in po potrebi še nov računski korak. 
 
- Case 3 (mdlOutputs): Izhodnemu vektorju sys se priredi vrednost izhoda 
),( uxfy  . 
 
- Case 4 (mdlGetTimeOfNextVarHit): Izračuna se čas, pri katerem bo prišlo do 
naslednjega izračuna, oziroma spremembe diskretne spremenljivke. 
 
- Case 9 (mdlTerminate): Izvedejo se vse operacije, ki jih želimo izvesti po 
koncu simulacije. Taka operacija je na primer lahko izris grafa izhodne 
spremenljivke. 
 
- Case 5 – Case 8: Te zastavice niso v uporabi, za pravilno delovanje switch-
case stavka zato na koncu dodamo otherwise, ki za primere klicev teh stavkov 
javi napako. 
 
 Za delovanje s-funkcije sta nujni Callback metodi mdlInitializeSizes - 
inicializacija in mdlOutputs – izhod iz s-funkcije, ostale so opcijske in jih uporabimo 
po potrebi. 
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Ko imamo s-funkcijo zgrajeno, jo shranimo kot m-datoteko in lahko jo 
uporabimo v Simulinku. To storimo tako, da v Simulinkovi knjižnici poiščemo bloke 
v skupini »user defined functions«  in v model odložimo blok S-function. Izbor bloka 
v knjižnici prikazuje slika 3.33. 
 
 
Slika 3.33:  Blok S-function v Simulinkovi knjižnici 
 
Po dvokliku na funkcijski blok se pokažejo možnosti. V polje »S-function name« 
vpišemo ime s-funkcije oz. ime m-datoteke, kamor smo shranili s-funkcijo. V polje 
»S-function parameters« pa vpišemo vrednosti zunanjih parametrov, če smo jih v s-
funkciji definirali (parameter1, parameter2, …).  Polje »S-function modules« 
uporabimo v primeru, če smo s-funkcijo napisali v programskem jeziku C, ker za 
delovanje potrebuje dodatne module. 
 
Primeri uporabe s-funkcije 
 
Za ilustracijo uporabe preproste s-funkcije, predstavimo primer zveznega 
modela, ki kvadrira vhodni signal in ga pošlje na izhod. Najprej smo napisali s-
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funkcijo in jo shranili v m-datoteko z imenom nakvadrat.m. Analizirajmo zgradbo s-
funkcije (vsebino datoteke nakvadrat.m), kot je opisana v nadaljevanju: 
 
function [sys,x0,str,ts] = nakvadrat(t,x,u,flag) 
 
% Začnemo s klicem s-funkcije, kjer smo vnesli ime, ostalo pustimo 




  case 0 
    [sys,x0,str,ts] = mdlInitializeSizes; 
  case 3 
    sys = mdlOutputs(t,x,u); 
  case { 1, 2, 4, 9 } 
    sys = []; 
  otherwise 
    error(['Unhandled flag = ',num2str(flag)]); 
end 
 
% Stavki Switch-Case v našem primeru opisujejo le dve operaciji 
% in sicer Case 0 za inicializacijo in Case 3 za izračun izhodov 
% s-funkcije.  




function [sys,x0,str,ts] = mdlInitializeSizes() 
  
sizes = simsizes; 
sizes.NumContStates  = 0; 
sizes.NumDiscStates  = 0; 
sizes.NumOutputs     = 1; 
sizes.NumInputs      = 1; 
sizes.DirFeedthrough = 1; 
sizes.NumSampleTimes = 1; 
sys = simsizes(sizes); 
str = []; 
x0  = []; 
ts  = [0 0]; 
 
% Najprej se izvede Case 0 (mdlInitializeSizes), ki poskrbi za  
% inicializacijo.  
% Poglejmo, kako smo določili vrednosti vektorja sizes:  
% - s-funkcija kvadrira vhodni signal in ga pošlje na izhod,  
% zato nimamo nobenih zveznih in diskretnih notranjih stanj. 
% - s-funkcija ima en vhod in en izhod. 
% - ker moramo za izračun izhodne vrednosti uporabiti vhodni  
% signal, postavimo vrednost  DirFeedthrough  na 1. 
% - z definicijo "ts = [0 0]" definiramo model kot zvezni. 
  
function sys = mdlOutputs(t,x,u) 
  
sys = u * u; 
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% Ostane le še izračun izhoda pri Case 3 (mdlOutputs), ki kvadrira 
% vhodni signal in vrednost dodeli izhodni spremenljivki. 
 
Funkcije, ki jih definiramo znotraj s-funkcije MATLAB kliče po zaporedju, ki 
je posplošeno prikazano na sliki 3.32. Omenimo, da je v primerih, ko je v eni datoteki 
izvedenih več funkcij, lahko definiran samo izhod ene kot izhod s-funkcije (v 
zgornjem primeru je to izhod funkcije mdlOutputs). Ta vrednost je tudi vidna v 
delovnem prostoru MATLAB-a, izhodi vseh ostalih funkcij pa so dosegljivi samo 
znotraj s-funkcije. 
 
Najprej smo simulacijski model zgradili z uporabo obstoječih Simulinkovih 
funkcijskih blokov. Nato pa smo uporabili blok S-function, v katerem smo definirali 
prej shranjeno s-funkcijo. Zgrajena modela prikazuje slika 3.34, izhoda iz modelov pa 
slika 3.35. Kot smo pričakovali, sta odziva obeh modelov enaka, kar pomeni, da nam 
je uspelo pravilno nadomestiti množilni funkcijski blok z s-funkcijo. 
 
 
Slika 3.34:  Prikaz modelov zgrajenih za ilustracijo delovanja s-funkcije 
 
Predstavimo še primer uporabe s-funkcije diskretnega modela, ki na izhod pošlje 
vrednost notranjega stanja modela, ki mu v vsakem računskem koraku prišteje 
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vrednost vhodnega signala. Kot vhodni signal tokrat izberemo konstanto z vrednostjo 
1, velikost računskega koraka pa nastavimo na 2. Zgradba s-funkcije je naslednja: 
 
 
Slika 3.35:  Izris vhodnih (modra črta) in izhodnih signalov (rdeča črta) obeh modelov, ki sta 
prikazana na sliki 3.34 
 
function [sys,x0,str,ts] = example_sfun(t,x,u,flag) 
  
switch flag 
    case 0 
        [sys,x0,str,ts] = mdlInitializeSizes; 
    case 2 
        sys = mdlUpdate(t,x,u); 
    case 3 
        sys = mdlOutputs(t,x,u); 
    case {1, 4, 9} 
        sys = []; 
    otherwise 




function [sys,x0,str,ts] = mdlInitializeSizes 
  
sizes = simsizes; 
sizes.NumContStates = 0; 
sizes.NumDiscStates = 1; 
sizes.NumOutputs = 1; 
sizes.NumInputs = 1; 
sizes.DirFeedthrough = 1; 
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sizes.NumSampleTimes = 1; 
sys = simsizes(sizes);  
  
str = []; 
x0 = [0]; 
ts = [2 0]; 
 
function sys = mdlUpdate(t,x,u); 
sys = x + u; 
 
function sys = mdlOutputs(t,x,u) 
sys = x; 
 
Glede na prejšnji primer je v zadnji s-funkciji dodana operacija izračuna 
notranjega stanja diskretnega modela (mdlUpdate), v vektorju 𝑇𝑠 pa je definirana 
velikost računskega koraka (2). Izhod iz s-funkcije je vrednost notranjega stanja 
modela. Slika 3.36 prikazuje simulacijsko shemo in odziv diskretnega modela. 
 
 
Slika 3.36:  Bločna shema diskretnega modela in potek izhodnega signala pri izbranih vrednostih 
parametrov 
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Realizacija PID regilatorja v s-funkciji 
 
V Simulinku smo s pomočjo s-funkcije najprej realizirali P regulator. Ker ima 
samo en nastavljiv parameter,  s katerim se ojačuje vhodni signal, je bila zgradba same 
s-funkcije precej enostavna, saj je praktično enaka, kot v primeru zveznega sistema, ki 
smo ga opisali v prejšnjem podpoglavju. Razlika je le v izračunu izhodnega signala in 
v dejstvu, da smo parameter regulatorja 𝐾𝑝 definirali kot zunanji parameter s-funkcije, 
zato je potrebno njegovo vrednost vnesti v MATLAB-ov delovni prostor pred 
začetkom simulacije. S-funkcija za realizacijo P regulatorja je naslednja: 
 
function [sys,x0,str,ts] = P_reg(t,x,u,flag,KP) 
  
switch flag 
    case 0 
        [sys,x0,str,ts] = mdlInitializeSizes; 
    case 3 
        sys = mdlOutputs(t,x,u,KP); 
    case {1, 2, 4, 9} 
        sys = []; 
    otherwise 
        error(['unhandled flag = ',num2str(flag)]); 
end 
 
function [sys,x0,str,ts] = mdlInitializeSizes 
sizes = simsizes; 
sizes.NumContStates = 0; 
sizes.NumDiscStates = 0; 
sizes.NumOutputs = 1; 
sizes.NumInputs = 1; 
sizes.DirFeedthrough = 1; 
sizes.NumSampleTimes = 1; 
sys = simsizes(sizes);  
x0 = []; 
str = []; 
ts = [0 0]; 
  





Za analizo pravilnosti delovanja regulatorja, smo v bločni shemi s pomočjo 
ojačevalnega bloka realizirali dodaten P regulator, kot prikazuje slika 3.37 in simulirali 
zaprtozančno delovanje modela. 
 
S primerjavo izhodov obeh modelov smo  ugotovili, da dajeta enake rezultate, 
kar pomeni, da izvedba P regulatorja s konstantnim ojačenjem realiziranega v s-
funkciji deluje ustrezno. 
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Slika 3.37:  Izvedba P regulatorja z s-funkcijo 
 
 
Za ilustracijo uporabnosti s-funkcije smo zgradili primer P regulatorja, ki mu 
med simulacijo spremenimo vrednost ojačenja  𝐾𝑝. V Simulinku moramo zato ojačenje 
predstaviti kot signal, ki mu med simulacijskim tekom spremenimo vrednost. Ta signal 
pripeljemo na vhod s-funkcije, v sami s-funkciji pa definiramo izhodno spremenljivko 
kot produkt vhodnih signalov. Tako dobimo P regulator s spremenljivim ojačenjem, 
katerega bločno shemo prikazuje slika 3.38. 
 
 
Slika 3.38:  P regulator s spremenljivim ojačenjem Kp kot vhodnim signalom v s-funkcijo 
 
Pri prvem poteku simulacije smo nastavili konstantno vrednost ojačenja 𝐾𝑝 =
21 in posneli odziv. Pri drugem ekspreimentu pa smo to vrednost z dodanim blokom 
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Razlike izhodov obeh modelov prikazuje slika 3.39, kjer se jasno vidi, kako 




Slika 3.39:  Primerjava izhodov sistema s konstantnim (zelena črta) in spremenljivim (rdeča črta) 
parametrom Kp 
 
Z dodajanjem integrirnega in diferencirnega člena v regulator se sistem spremeni 
iz statičnega v dinamični, kar pomeni, da izhodni signali in notranja stanja sistema niso 
odvisni samo od trenutnih vhodnih signalov, ampak tudi od vseh predhodnih. Zato 
moramo v s-funkciji definirati zvezna stanja sistema in dodati izračun odvodov 
zveznih stanj v vsakem koraku simulacije. V ta namen je potrebno vsak člen 
regulatorja opisati v prostoru stanj. Prenosno funkcijo regulatorja je potrebno zapisati 
kot sistem diferencialnih enačb prvega reda, ki jih uporabimo v s-funkciji. 
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Integrirni člen regulatorja je z bločno shemo predstavljen kot zaporedna vezava 
integratorja in ojačevalnega bloka, katerega vrednost je enaka integrirnemu ojačenju 







Diferencirni člen PID regulatorja ima navadno dodan nizkoprepustni filter s 
časovno konstanto 𝑇1, katere vrednost je med 0,1 ∗ 𝑇𝑑 in 0.3 ∗ 𝑇𝑑. Prenosna funkcija 







V MATLAB-u smo pretvorbo iz prenosne funkcije v prostor stanj realizirali z 
ukazom »ssdata«, ki kot rezultat vrne matrike A, B, C in D, s katerimi opišemo sistem 
po naslednjih enačbah [4]: 
 
 ?̇?(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) (3.18) 
 𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) (3.19) 
 
kjer je: 
𝐴 ∈ ℝ𝑛×𝑛 … matrika stanj, 
𝐵 ∈ ℝ𝑛×𝑚 … vhodna matrika, 
𝐶 ∈ ℝ𝑟×𝑛 … izhodna matrika, 
𝐷 ∈ ℝ𝑟×𝑚 … vhodno-izhodna matrika 
𝑥(𝑡) ∈ ℝ𝑛 … vektor stanj, 
𝑢(𝑡) ∈ ℝ𝑚 … vhodni signal, 
𝑦(𝑡) ∈ ℝ𝑟 … izhodni signal. 
 
Enačba 3.18 je enačba stanja, 3.19 pa izhodna enačba. S pomočjo teh dveh enačb bomo 
v s-funkciji izračunali vrednosti odvodov in izhodov za vsak člen regulatorja posebej. 
S-funkcija za realizacijo PID regulatorja ima  tako naslednjo obliko, pripadajočo 
bločno shemo pa ponazarja slika 3.40: 
 
function [sys,x0,str,ts] = PID_reg(t,x,u,flag,KP,KI,KD) 
  
switch flag 
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    case 0 
        [sys,x0,str,ts] = mdlInitializeSizes; 
    case 1 
         sys = mdlDerivates(t,x,u,KP,KI,KD); 
    case 3 
        sys = mdlOutputs(t,x,u,KP,KI,KD); 
    case {2, 4, 9} 
        sys = []; 
    otherwise 
        error(['unhandled flag = ',num2str(flag)]); 
end 
  
function [sys,x0,str,ts] = mdlInitializeSizes 
sizes = simsizes; 
sizes.NumContStates = 2; 
sizes.NumDiscStates = 0; 
sizes.NumOutputs = 1; 
sizes.NumInputs = 1; 
sizes.DirFeedthrough = 1; 
sizes.NumSampleTimes = 1; 
sys = simsizes(sizes);  
x0 = [0]; 
str = []; 
ts = [0 0]; 
  






sys(1) = ai*x(1) + bi*u; 
  
pfD=tf([KD 0],[T1 1]); 
[ad,bd,cd,dd]=ssdata(pfD); 
sys(2) = ad*x(2)+bd*u; 
  
  








I_clen = ci*x(1) + di*u; 
  
pfD=tf([KD 0],[T1 1]); 
[ad,bd,cd,dd]=ssdata(pfD); 
D_clen = cd*x(2)+dd*u; 
  
sys = P_clen + I_clen + D_clen; 
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Glede na prejšnjo s-funkcijo, ki opisuje P regulator, je v tej dodana callback 
metoda »mdlDerivates«. Ta izračunava odvode notranjih stanj, ki so potem 
uporabljeni za izračun izhodnega signala. Pri izračunih odvodov, se izračuna doprinos 
vsakega člena regulatorja posebej (seveda je v tem primeru delež P člena enak nič), 
nato pa se pri izračunu izhodnega signala vsi trije deleži seštejejo in shranijo v izhodno 
spremenljivko sys. V vsakem koraku se posebej izračuna tudi vrednost 𝑇1, ki je 
odvisna od vrednosti parametrov 𝐾𝑑 in 𝐾𝑝. Tudi v tem primeru smo se s primerjanjem 
izhodnih signalov klasično izvedenega regulatorja in regulatorja izvedenega z s-
funkcijo prepričali v pravilno delovanje s-funkcije. 
 
Slika 3.40:  Realizacija PID regulatorja z s-funkcijo 
 
Podobno kot v primeru P regulatorja, smo tudi za PID regulator v Simulinku 
realizirali ojačenja 𝐾𝑝, 𝐾𝑖 in 𝐾𝑑 kot vhodne signale s-funkcije in preverili delovanje 
regulatorja s spremenljivimi parametri. V prvem simulacijskem teku smo izbrali 
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Izhodni signal smo primerjali s signalom odziva sistema, kjer smo po štirih 
sekundah vrednosti parametrov spremenili na 𝐾𝑝 = 0.8, 𝐾𝑖 = 11 in 𝐾𝑑 = 9. Oba 
izhoda in referenco prikazuje slika 3.41. 
 
 
Slika 3.41:  Primerjava izhodov sistema s konstantnimi (zelena črta) in spremenljivimi (rdeča črta) 
parametri Kp, Ki in Kd 
 
3.2.4  Prednastavljanje UV regulatorjev 
 
Prednastavljanje UV regulatorjev poteka, kot smo opazili, na identičen način kot 
nesprotno uglaševanje na osnovi analize odziva sistema v odprti ali zaprti zanki. Od 
prej opisanega pristopa se razlikuje predvsem po tem, da vse potrebne aktivnosti 
izvede, ali pa na zahtevo operaterja ponovi sistem za avtomatsko vodenje. 
 
Tovrstno uglaševanje smo ilustrirali z datotekami, do katerih lahko dostopamo 
tudi preko grafičnega okna na sliki 3.16 in sicer s klikom na gumb prednastavljanje. 
Klik na omenjeni gumb odpre grafično okno, ki je prikazano na sliki 3.42. 
 
S klikom na drugi gumb prvega stolpca (Primer 1) odpremo grafično okno, kot 
je prikazano na sliki 3.43. 
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Slika 3.43:  Grafično okno, ki omogoča ilustracijo prednastavljanja UV regulatorja in preklop na 
avtomatsko vodenje z možnostjo generiranja motnje ali spremembe reference  
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Okno skuša posnemati industrijske regulatorje, kjer lahko operater spremlja 
pomembnejše veličine procesa in v omejenem obsegu posega v delovanje sistema. 
Okno smo razdelili v osem sklopov. 
 
V levem zgornjem sklopu z naslovom Vnos parametrov definiramo: 
 
- Ime projekta (Projekt 1 je prednastavljeno ime);  
 
- ime simulacijske datoteke brez podaljška (prednastavitev_shema) v kateri smo 
pripravili dva bloka, od katerih predstavlja eden realizacijo modela sistema, 
drugi pa je regulacijski sistem; če datoteka s tem imenom ni definirana v 
delovni mapi MATLAB-a, se prikaže opozorilo, da datoteka manjka in zagon 
simulacije se prekine z izpisom napake v komandnem oknu MATLAB-a; 
 
- ime datoteke brez podaljška z referenčnim signalom (m-datoteka); trenutno je 
predvidena definicija konstantne vrednosti, predvidevamo pa še širitev na 
poljuben signal; 
 
- ime datoteke brez podaljška s signalom aditivne motnje na vhodu procesa (m-
datoteka); trenutno je predvidena definicija konstantne vrednosti, 
predvidevamo pa še širitev na poljuben signal; 
 
- ime datoteke s šumom, ki vpliva na izhodni signal kot šum meritve (m-
datoteka); trenutno je privzeta vrednost nič, v nadaljevanju pa nameravamo 
realizirati tudi možnost uporabe poljubnega šumnega signala. 
 
Če katerakoli od omenjenih datotek ni definirana, se pojavi opozorilno okno, 
pripadajoč parameter pa dobi vrednost nič; 
 
- Vrednost U v DT: določa vrednost vhodnega signala v delovni točki; 
 
- Cas vzorcenja: določa čas vzorčenja; 
 
- Epsilon: predstavlja tolerančno mejo, pri kateri algoritem določi stanje 
umiritve signala po prehodnem pojavu; ko se vrednost določenega števila 
vzorcev od predhodnega razlikuje za manj kot epsilon se določi stanje umiritve 
signala; 
 
- Sprememba ref: določa vrednost signala spremembe reference, ki ga lahko med 
simulacijo prištejemo v datoteki definiranemu signalu reference; to 
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spremembo  realiziramo s pritiskom na gumb ON v sklopu Vnos spremembe 
reference ali motne; 
 
- Sprememba motnje: določa vrednost signala spremembe motnje, ki ga lahko 
med simulacijo prištejemo motnji, ki smo jo definirali v datoteki; 
 
- Sprememba U v DT: predstavlja amplitudo stopničastega vhodnega signala za 
izvedbo odprtozančnega preizkusa; 
 
- Omejitve regulirnega signala: izberemo lahko največjo in najmanjšo dopustno 
vredenost regulirnega signala; če tega območja ne definiramo, je privzeto 
območje poljubno veliko. 
 
V sklopu Način delovanja lahko izbiramo med ročnim načinom, kjer model 
samo pripeljemo v delovno točko, potem pa lahko uporabnik (operater) ročno 
eksperimentira z modelom. Če pa izberemo Prednastavljanje pa je potrebno izbrati še 
tip regulatorja (P, PI ali PID) in metodo uglaševanja regulatorja v prednastavitvi. 
Izbirati je mogoče med nastavitvenimi pravili po metodi Ziegler – Nichols (Z-N) ali 
Chien – Hrones – Reswick (C-H-R). V slednjem primeru predvidevamo sledilno 
delovanje s čim manjšim nadnihajem. 
 
V sklopu Trenutne vrednosti lahko opazujemo trenutne vrednosti parametrov 
regulatorja in treh najpomembnejših signalov (vhodnega, izhodnega in referenčnega), 
če smo prikaz v pripadajočem okencu izbrali (odkljukali). Prav tako lahko spremljamo, 
ali je regulator vključen in zaprtozančni sistem deluje, ali pa poteka postopek 
prednastavitve. V tem sklopu je na voljo tudi gumb z oznako RE-TUNE. Če kliknemo 
nanj, zahtevamo ponovno uglaševanje izbranega regulatorja. 
 
Kot smo že nekoliko omenili, lahko testiramo zaprtozančno delovanje tako, da s 
pritiskom na gumb ON ali OFF v sklopu Vnos spremembe reference ali motnje, 
generiramo dodatna stopničasta signala reference ali motnje amplitud, kot smo jih 
definirali v sklopu Vnos parametrov. 
 
V sklopu Start/Stop simulacije so pripravljeni trije gumbi. Z gumbom START 
sprožimo izvajanje simulacijskega teka, ki se zaključi, ko uporabnik pritisne na gumb 
STOP. Med simulacijo se trenutne vrednosti referenčnega in izhodnega signala ter 
vhodnega signal izrisujejo v ustreznih grafih, ki sta vidna v sklopu Referenčni in 
izhodni signal ter Regulirni signal. Uporabnik lahko definira tudi širino časovnega 
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okna, v katerem se omenjeni signali izrisujejo. V primeru na sliki 3.43 znaša širina 
časovnega okna 40 (sekund). Omenjena prikaza lahko posamezno tudi izklopimo. 
 
Po ustavitvi simulacijskega teka lahko s pritiskom na gumb PRIKAZ v sklopu 
Start/Stop simulacije zahtevamo risanje opazovanjih signalov v celotnem 
simulacijskem teku. Ob tem se celotni delovni prostor MATLAB-a shrani v datoteko 
Arhiv1.mat. Ime te datoteke lahko poljubno nastavimo. 
 
Primer, ki smo ga pripravili, ob startu simulacijskega teka najprej sistem privede 
v delovno točko, nato realizira stopničasto spremembo vhodnega signala iz delovne 
točke ter spremlja odziv sistema. Ko le-ta doseže novo ustaljeno stanje v okviru 
predpisane natančnosti, analizira odziv, določi parametre 𝐾𝑠, 𝑇𝑖𝑧 in 𝑇𝑧𝑎 in izračuna 
parametre regulatorja. Sistem vrne v delovno točko in priklopi regulator. Možen potek 
pri takšni proceduri je prikazan na sliki 3.44. 
 
 
Slika 3.44:  Primer avtomatske uglasitve regulatorja in uspešnost vodenja pri spremembi reference in 
nastopu motnje 
 
Za primer poteka simulacije s slike 3.44 povzroči klik na gumb PRIKAZ izris 
grafov, kot so prikazani na sliki 3.45, kjer smo označili tudi pomembnejše časovne 
trenutke. 
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Slika 3.45:  Prikaz izrisa signalov po koncu simulacije 
 
Po priklopu vrednosti vhodnega signala v delovni točki (𝑡 = 2𝑠), se vrednost 
odziva prične povečevati, dokler ne doseže ustaljenega stanja v delovni točki (𝑡 = 𝑡1). 
Ko algoritem to zazna, se sproži postopek nastavitve izbranega tipa regulatorja. Na 
vhod sistema algoritem pošlje stopničasti signal in iz analize odziva ter po predhodno 
izbrani metodi izračuna vrednosti parametrov regulatorja. Na sliki 3.45 se omenjeni 
dve fazi zgodita do časa 𝑡 = 𝑡2. Algoritem nato izklopi stopničasti signal na vhodu in 
odziv se vrne v delovno točko. Algoritem v regulacijsko zanko vklopi regulator in 
zapre povratno zanko v času 𝑡 = 𝑡3. Hkrati se v prikazu definira ustrezna vrednost 
referenčnega signala. Izvajati se začne povratnozančno vodenje, uporabnik pa lahko z 
gumboma za aktivacijo spremembe reference (𝑡 = 𝑡4) ali vnosa motnje (𝑡 = 𝑡5) 
preveri uspešnost avtomatske uglasitve regulatorja. 
 
Če v grafičnem oknu na sliki 3.42 kliknemo na gumb sim. shema1 se odpre 
simulacijska shema, kot je prikazana na sliki 3.46. Uporabnik lahko natančno preuči 
zgradbo regulacijskega sistema, ki je izveden z s-funkcijo kot smo opisali v 
podpoglavju 3.2.3. Po potrebi lahko seveda zamenja model sistema s svojim, ali pa 
preizkusi delovanje regulacijskega sistema tudi na realnem sistemu z ustrezno 
spremembo bloka sistem. 
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Slika 3.46:  Simulacijska izvedba prednastavljanja 
 
3.2.5  Prednastavljanje MV regulatorjev 
 
Rešitev, ki smo jo opisali v podpoglavju 3.2.4, lahko razširimo tudi na 
uglaševanje multivariabilnih regulatorjev za MV sisteme. Uporaba Davisonove 
metode uglaševanja zahteva dodatno samo to, da ob stopničastih spremembah vsakega 
od vhodov, določimo odzive vseh izhodov v ustaljenem stanju. S tem pa je določena 
tudi groba matrika uglaševanja. Za razliko od univariabilnega primera, moramo pri 
finem uglaševanju spremljati tudi vhodne signale. 
 
Podobno kot pri univariabilnih sistemih smo tudi pri multivariabilnih pripravili 
grafično okno za prednastavljanje, kjer s klikom na gumb Primer 1 odpremo delno 
pripravljeno grafično okno, kot je prikazano na sliki 3.47. Namen tega okna je nakazati 
nadaljnje možnosti širitve obravnavanega orodja. 
 
3.2.6  Razporejanje parametrov UV regulatorjev 
 
V primerih, ko se lastnosti sistemov zaradi velikih sprememb pri delovanju 
sistema izrazito spreminjajo, običajno en sam regulator, oziroma ena nastavitev 
parametrov regulatorja ne zadošča za dovolj kvalitetno ali sprejemljivo zaprtozančno 
delovanje. Če omenjene spremembe lahko na osnovi poznavanja sistema predvidimo, 
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Slika 3.47:  Koncept prednastavljanja pri multivariabilnem sistemu 
 
oziroma predvidimo dovolj dobro, lahko na osnovi te informacije vnaprej predvidimo 
tudi ustrezne spremembe regulatorja, ki naj bi zagotovile v celotnem območju 
delovanja sprejemljiv rezultat. 
 
Na tem mestu je potrebno poudariti, da je izvedba tovrstnega vodenja praviloma 
prilagojena specifičnim lastnostim opazovanega sistema. 
 
Verjetno sta dokaj pogosti situaciji, ki vplivata na spremenljive lastnosti, 
naslednji: 
 
- nelinearnosti pri delovanju sistemov, kakor smo jih ilustrirali s sistemom dveh 
povazanih shranjevalnikov, ki so običajno odvisne od vrednosti signalov 
opazovanega sistema; 
 
- drugo značilno situacijo pa predstavljajo časovno spremenljive lastnosti 
sistema; z delovanjem sistema v takšnem primeru določen parameter ali 
skupina parametrov spreminja svojo vrednost (na primer zaradi segrevanja ali 
ohlajanja materialov, zaradi spreminjanja mase snovi v posameznih predelih 
sistema in podobno). 
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Načrtovanje regulatorja je v tovrstnih situacijah običajno usmerjeno predvsem v 
ustrezno spreminjanje parametrov, medtem ko struktura najpogosteje ostaja 
nespremenjena zaradi dejstva, da se navadno tudi struktura sistema ohranja, čeprav se 
parametri spreminjajo. 
 
Razporejanje parametrov lahko izvedemo na različne načine. Eno možnost 
predstavlja izbira dovolj velike množice delovnih točk, v bližini katerih lahko 
izvedemo nesprotno eksperimentiranje, ali nesprotno načrtovanje modelov. Na osnovi 
pridobljenih podatkov za vsako od opazovanih delovnih točk parametriramo izbrano 
strukturo regulatorja in nato še predvidimo, kako bo potekalo preklapljanje med 
posameznimi nastavitvami. 
 
Potencialno težavo pri takšnem načinu delovanja sistema lahko predstavljajo 
prehodni pojavi, ki jih povzročajo preklopi med regulatorji, posebno če so pogosti in 
je zaradi nastavitve regulatorja kritičen hod regulirnega signala. 
 
Drugo možnost predstavlja zvezno spreminjanje parametrov regulatorja. V tem 
primeru lahko ob dobrem poznavanju sistema načrtamo funkcije, ki poskrbijo za 
potrebne spremembe, v preprostejši rešitvi pa lahko med posameznimi načrtanimi 
vrednostmi realiziramo tudi ustrezno interpolacijo. 
 
Ilustrirajmo razporejanje parametrov z naslednjim primerom. Predpostavimo, da 






















+ 12𝑦(𝑡) = 0.25𝑡 ∗ 12𝑢(𝑡) (3.22) 
 
Če oba sistema vzbujamo z enakim signalom, kot je prikazan na sliki 3.48 zgoraj, 
lahko ugotovimo, da se odziva precej razlikujeta, kar ilustrira spodnji del slike 3.48. 
Odziv sistema, ki ga opisuje enačba 3.21, je narisan z zvezno modro krivuljo, odziv 
sistema 3.22 pa s pikčasto črno. Očitno je, da se ojačenje slednjega sistema močno 
spreminja s časom. 
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Slika 3.48:  Stopničasto vzbujanje (zgoraj) in odziva sistemov 3.21 (modra zvezna krivulja) in 3.22 
(črna pikčasta krivulja) 
 
Za sistem 3.21 lahko načrtamo PI regulator po metodi nihajnega preizkusa na 
naslednji način: 
 
 𝐾𝑝 = 0.45 ∗ 𝐾𝑘𝑟𝑖𝑡 = 0.75 (3.23) 
 𝑇𝑖 = 0.83 ∗ 𝑇𝑘𝑟𝑖𝑡 = 1.1964 (3.24) 
 
Preizkusimo zaprtozančno delovanje tega regulatorja z obema sistemoma. 
Razmere so ilustrirane na sliki 3.49, kjer je s svetlo modro barvo prikazan referenčni 
102 3.  PROGRAMSKO ORODJE LABI 
 
signal, temno modra zvezna krivulja je odziv prvega, pikčasta črna krivulja pa odziv 
drugega, časovno spremenljivega sistema. Ker pri drugem sistemu ojačenje ves čas 




Slika 3.49:  Zaprtozančna odziva obeh opazovanih sistemov s PI regulatorjem, ki se mu parametri ne 
spreminjajo 
 
Načrtani PI regulator smo dopolnili tako, da smo konstantno ojačenje 
𝐾𝑝 nadomestili s časovno spremenljivim, kot je ilustrirano na sliki 3.50, medtem ko je 
konstanta 𝑇𝑖 ostala nespremenjena. Obnašanje tako preurejenega zaprtozančnega 
sistema je v primerjavi s prejšnjima situacijama ilustrirano na sliki 3.51 in sicer je 
odziv sistema s spremenljivim regulatorjem prikazan s črtkano, roza krivuljo. Vidimo, 
da smo na takšen način uspeli močno zmanjšati vplive časovne spremenljivosti 
zaprtozančnega sistema, s tem pa smo izboljšali tudi stabilnostne razmere. 
 
Vse opisane poskuse smo realizirali z datotekami, ki jih uporabnik lahko 
opazuje, z njimi izvaja pripravljene eksperimente ali jih ustrezno prilagodi svojim 
problemom na naslednji način. Če v grafičnem oknu na sliki 3.16 klikne na gumb 
razporejanje param., se odpre okno, kot je prikazano na sliki 3.52.   
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Slika 3.50:  Časovno spremenljivo ojačenje regulatorja KP 
 
 
Slika 3.51:  Primerjava zaprtozančnih odzivov vseh treh sistemov 
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Slika 3.52:  Ilustracija časovno spremenljivih lastnosti in vodenja z metodo razporejanja parametrov 
 
S klikom na drugi gumb prvega stolpca (sim. shema1-OZ) odpremo simulacijsko 
shemo na sliki 3.53, ki predstavlja simulacijska modela sistemov, ki smo ju definirali 
z enačbama (3.21) in (3.22). 
 
 
Slika 3.53:  Simulacijska modela sistemov, ki sta definirana z enačbama (3.21) in (3.22) 
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S klikom na tretji gumb prvega stolpca (Primer1-OZ delovanje) sprožimo 
izvajanje m-datoteke, (uv_sim_razporejanje2.m), ki izvede simulacijo sistema na 
sliki 3.53 in prikaže simulacijske rezultate, kot so prikazani na sliki 3.48. 
 
Četrti gumb prvega stolpca na sliki 3.52 omogoča klic funkcij za analizo UV 
sistema. V skupini lastnosti v frekvenčnem prostoru najdemo tudi funkcijo, ki 
omogoča določitev kritičnega ojačenja 𝐾𝑘𝑟𝑖𝑡 in kritične periode nihanja 𝑇𝑘𝑟𝑖𝑡, določi 
pa tudi diagram lege sistema za obravnavani časovno nespremenljivi sistem, kar jasno 
kaže na mogočo destabilizacijo sistema v primeru, če se ojačenje sistema v zaprti zanki 
preveč poveča. 
 
Simulacijsko shemo časovno nespremenljivega sistema z načrtanim PI 
regulatorjem odpremo s klikom na prvi gumb drugega stolpca, simulacijo delovanja 
pa lahko sprožimo s pritiskom na drugi gumb drugega stolpca v grafičnem vmesniku 
iz slike 3.52. 
 
Gumbi tretjega stolpca so namenjeni primerjavi delovanja zaprtozančnega 
sistema, če načrtani regulator uporabimo na časovno nespremenljivem sistemu, 
oziroma povsem nespremenjenega tudi na časovno spremenljivem sistemu. S klikom 
na prvi gumb tretjega stolpca odpremo pripravljeno simulacijsko shemo, s klikom na 
drugi gumb tretjega stolpca (Primer 1a-ZZprimerjava) pa izvajanje simulacije in izris 
rezultatov simulacije. Primerjava izhodnih signalov, kot jih izriše izvajanje datoteke 
uv_sim_razporejanje_zz2.m, je ilustrirano na sliki 3.49. 
 
S klikom na zadnji gumb v tretjem stolpcu istega grafičnega okna pa sprožimo 
izvajanje datoteke, ki primerja odzive vseh treh modelov (simulacijsko datoteko lahko 
odpremo s klikom na gumb sim.shema2a-ZZ  v istem grafičnem oknu), torej časovno 
nespremenljivega modela s konstantnim regulatorjem, časovno spremenljivega 
modela s konstantnim regulatorjem in časovno spremenljivega modela z regulatorjem 
s spremenljivim ojačenjem. Ista datoteka poskrbi tudi za grafični prikaz rezultatov, ki 
jih opazujemo tudi na slikah 3.50 in 3.51. 
 
3.2.7  Razporejanje parametrov MV regulatorjev 
 
Vse, kar smo povedali v prejšnjem poglavju za univariabilne sisteme, velja 
seveda tudi za multivariabilne, samo da imamo praviloma v primeru MV sistema 
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opravka s kompleksnejšim sistemom s križnimi interakcijami in je zato situacija 
zagotovo tudi ustrezno kompleksnejša, oziroma zahtevnejša. Že za sistem, ki ima samo 
dva vhoda in izhoda in pri katerem bi želeli uporabiti na primer le multivariabilni PI 
regulator, se moramo prepričati o ustreznosti kar osmih parametrov regulatorja (štirih 
za P del in štirih za I del). 
 
V splošnem je nekoliko lažje, če se lastnosti sistema spreminjajo tako, da 
vplivajo na vse povezave enako, sicer pa je potrebno prilagajati posamezne 
univariabilne regulatorje v vsaki veji posebej glede na pričakovane lastnosti. 
 
3.2.8  Adaptivno vodenje UV sistemov 
 
V primeru, ko želimo opazovati adaptivno vodenje pri univariabilnih sistemih, 
kliknemo na četrti gumb prvega stolpca na sliki 3.16. To odpre grafično okno, kot je 
ilustrirano na sliki 3.54. 
 
 
Slika 3.54:  Ilustracija izvedbe adaptivnega vodenja pri UV sistemih 
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Predstavili smo primer adaptivnega uglaševanja UV regulatorja, podobno  
primeru prednastavljanja UV regulatorja v podpoglavju 3.2.4. 
 
Po kliku na drugi gumb prvega stolpca (Primer 1), se prikaže grafično okno, ki 
je prikazano na sliki 3.55. 
 
 
Slika 3.55:  Grafično okno, ki omogoča ilustracijo adaptivnega vodenja UV sistema 
 
Prvi sklop (Vnos parametrov) je identičen kot v primeru prednastavljanja, prav 
tako je enak pomen vseh definiranih parametrov. Edina dodatna parametra v primeru 
adaptivnega vodenja se nanašata na mejne vrednosti signala pogreška, ki ju definiramo 
v sklopu Mejne vrednosti pogreška. Prva vrednost, tolerančna meja, predstavlja 
absolutno vrednost meje pogreška, pri kateri začne adaptivni algoritem spremljati 
signal pogreška. Če se le-ta nahaja izven določene tolerančne meje več časa, kot je 
določeno, se aktivira adaptivni algoritem. Maksimalno dovoljen čas, ko je vrednost 
pogreška lahko nad definirano vrednostjo, je določen kot 60% časa, ki ga potrebuje 
izhodni signal, da se ob stopničasti spremembi vhodnega signala ustali na novo 
vrednost. Druga definirana meja pogreška pa predstavlja absolutno mejo pogreška, pri 
kateri se adaptivni algoritem aktivira takoj, ko je ta meja presežena. V prihodnje bi 
kazalo vključiti v  možen pogoj aktivacije  adaptacije tudi vrednost vhodnega signala. 
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Ker se adaptivni algoritem aktivira samodejno, v sklopu Trenutne vrednosti ni 
več gumba za prednastavitev regulatorja. Namesto tega je dodan indikator, ki 
prikazuje, ali je sistem v fazi adaptacije ali ne. 
 
Če izberemo polno strukturo PID regulatorja in določimo C-H-R pravila za 
določitev parametrov regulatorja, se po začetni prednastavitvi le-ti za obravnavani 
primer določijo tako, kot prikazuje slika 3.56. Grafično okno po preteku simulacije pa 
ilustrira slika 3.57. 
 
 
Slika 3.56:  Določeni začetni parametri regulatorja po samodejni prednastavitvi 
 
 
Slika 3.57:  Primer delovanja adaptivnega algoritma pri večji spremembi obratovalnih pogojev 
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Kot je razvidno iz slike 3.57, so se parametri regulatorja med simulacijo 
spremenili glede na sliko 3.56. Zaradi spreminjanja sistema je namreč signal pogreška 
začel naraščati. Ker regulirni signal ni uspel izničiti razlike med referenčnim in 
izhodnim signalom dlje časa, se je aktiviral trenutno definirani adaptivni algoritem. 
Razmere med potekom simulacije smo predstavili s pomočjo slike 3.58, ki se izriše, 
če pritisnemo na gumb PRIKAZ v grafičnem oknu, ko smo simulacijo ustavili. 
 
 
Slika 3.58:  Potek signalov med simulacijo pri aktivaciji adaptivnega algoritma 
 
Iz slike 3.58 vidimo, da se je  po končanem postopku prednastavitve v zaprto 
zanko vklopil regulator podobno kot v primeru prednastavljanja. Nekoliko kasneje 
smo zahtevali spremembo referenčnega signala, ki se je izvedla ustrezno. Od trenutka 
𝑡 = 𝑡1 do 𝑡 = 𝑡2 pa se opazi odstopanje izhodne vrednosti signala od referenčne, 
sistem je takrat detektiral večanje signala pogreška. Ker se vrednost pogreška  veča, se 
pri času  𝑡 = 𝑡2 izpolni pogoj za aktivacijo adaptivnega algoritma. V tem trenutku je 
bil namreč signal pogreška predolgo časa izven določenih (tolerančnih) meja. 
Adaptivni algoritem v prvem koraku razklene povratno regulacijsko zanko. Izhodni 
signal začne padati in se ustali pri vrednosti izhoda v delovni točki (𝑡 = 𝑡3). Ko 
algoritem zazna ustaljeno stanje, pošlje (enako kot v fazi prednastavljanja) na vhod 
stopničast signal z velikostjo, ki smo jo določili na začetku simulacije (Sprememba u 
v DT). Iz odziva se nato določijo nove vrednosti parametrov regulatorja, algoritem 
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ugasne stopničasti signal in izhod se vrne v delovno točko. Pri času 𝑡 = 𝑡4 algoritem 
priklopi nazaj regulator in ponovno zapre povratno zanko.  
 
Takoj po priklopu regulatorja opazimo pričakovan prehodni pojav. Da bi se 
ognili morebitnim težavam (lahko se na primer zgodi, da je ta nadnihaj dovolj velik, 
da se ponovno aktivira adaptivni algoritem), adaptivni algoritem nekaj časa po 
adaptaciji regulatorja ne aktivira funkcije preverjanja vrednosti signala pogreška. Za 
preverjanje uspešnosti adaptacije smo pred in po njej spremenili vrednost 
referenčnemu signalu. Iz obeh odzivov bi lahko sklepali, da se je le-ta uspešno izvedla, 
saj sta odziva v obeh primerih zelo podobna.  
 
3.2.9  Adaptivno vodenje MV sistemov 
 
Podobno kot pri prejšnjih oblikah vodenja, smo v LABI-ju pripravili tudi 
adaptivno vodenje za skupino MV sistemov. Klik na omenjeno skupino odpre grafično 
okno, kot je prikazano na sliki  3.59. Struktura je povsem identična UV primeru. 
 
 
Slika 3.59:  Ilustracija izvedbe adaptivnega vodenja pri MV sistemih 
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Pri razširitvi konceptov adaptivnega vodenja na multivariabilne sisteme 
naletimo na vse probleme, ki smo jih omenjali pri razporejanju parametrov, poleg tega 
pa moramo poudariti, da postajata zelo pereči tudi naslednji potencialni težavi: 
 
- hitrost računanja in 
 
- robustna stabilnost.  
 
Obema težavama je v splošnem pri omenjeni skupini regulatorjev potrebno 
posvetiti precej pozornosti. Da bi uporabniku olajšali prehod na MV sisteme, smo 
pripravili grafično okno, ki predstavlja direktno razširitev prednastavljanja UV 
primera. Ilustrirano je na sliki 3.60. Uporabnik ga lahko odpre s klikom na drugi gumb 
prvega stolpca (Primer 1)  v grafičnem oknu na sliki 3.59. 
 
 





4.  ZAKLJUČEK 
 
V diplomski nalogi smo opisali in ilustrirali različne, najbolj značilne, oziroma 
najpogosteje uporabljane pristope uglaševanja PID regulatorja za sisteme z enim 
vhodom in izhodom, torej za univariabilne sisteme pa tudi za multivariabilne sisteme, 
to so sistemi z več vhodi in izhodi ter križnimi interakcijami. Opis in ilustrativni 
primeri načrtovanja vključujejo nesprotne pristope, metode prednastavljanja, 
razporejanja parametrov in adaptivno vodenje, kjer smo se omejili na direktne 
pristope. 
 
Glede na organizacijo Laboratorija za modeliranje, simulacijo in vodenje ter 
Laboratorija za avtonomne mobilne sisteme, v okviru katerih je nastajalo to delo, pri 
raziskavah in pri izvajanju pedagoškega procesa veliko uporabljajo program 
MATLAB z orodjem Simulink, v okviru katerega je mogoče realizirati tudi povezavo 
z A/D ter D/A pretvorniki in tako izvesti eksperimentiranje z različnimi realnimi 
dinamičnimi sistemi, ki so nameščeni v omenjenih laboratorijih. Zaradi tega dejstva 
smo tudi za vse načrtovalne pristope, ki smo jih programsko izvedli, uporabili program 
MATLAB. Zgrajene datoteke smo povezali z orodjem LABI, ki zaradi uporabniško 
prijaznega grafičnega vmesnika omogoča pregledno rabo pripravljenih datotek, 
enostavno izvajanje številnih operacij, ki so že realizirane v orodju pa tudi preprosto 
nadgradnjo, oziroma dopolnitve, ki naj bi jo pripravljeni primeri tudi motivirali. 
 
Omenimo še dvoje. Vsi primeri, ki smo jih vključili v orodje LABI, temeljijo na 
matematičnih modelih, tako da jih lahko izvajamo zgolj ob uporabi računalnika, 
vendar je prehod na vodenje realnega sistema silno preprost, saj v mnogih primerih 
zahteva le zamenjavo modela v simulacijski shemi z blokom, ki omogoča 
komunikacijo z napravo. Tako se nadejamo, da bodo pripravljene datoteke v pomoč 
pri izvajanju pedagoškega procesa pri predmetih, ki se ukvarjajo z vodenjem sistemov. 
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Poudariti pa je vsekakor potrebno tudi dejstvo, da orodje LABI in datoteke, ki 
smo jih v to orodje dodali, ni namenjeno komercialni rabi in zato ni načrtovano kot 
komercialno - uporaben produkt, ampak je namenjen poučevanju in raziskavam in je 
torej namenjen čim enostavnejši in preglednejši rabi, motiviral pa naj bi dopolnitve, 
saj je manjkajočih možnosti še veliko. 
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