Abstract: The concept of partitioning a complex engineering problem into smaller, manageable components and investigating each individual component autonomously has been in use for many decades. Such partitioning approaches, however, rely on strong and occasional unwarranted assumptions regarding the interactions among different engineering components. Fluid and structure interaction, soil and structure interaction, and human and structure interaction are but a few of the many such partitioned analyses commonly needed in civil engineering applications. Recently, there has been a growing interest in combining the expertise developed separately in traditionally distinct fields to obtain a holistic treatment of engineering problems. Such holistic treatment would ultimately yield not only more realistic and accurate analyses of coupled systems but also improved optimality in engineering designs. This growing interest has resulted in development of mathematical coupling procedures for conjoining multiple, separately developed, single-solver numerical models along their interfaces. The present manuscript contributes to the field of partitioned analysis by introducing a novel mathematical coupling procedure based on the minimization of an objective function consisting of coupling conditions. The authors' approach to coupling implements optimization techniques and is observed to eliminate the divergence issues that may be encountered with iterative coupling methods. The proposed optimization-based coupling scheme is compared against the well-known block Gauss-Seidel (BGS) iteration method and considers two aspects: the accuracy of the coupled model predictions and the convergence of the coupled parameters. The comparison is completed for three case studies with increasing complexity: a linear set of equations, polynomials with random coefficients, and a linear dynamic system.
Introduction
In the traditional realm of modeling and simulation, codes are written to solve an isolated phenomenon for idealized input conditions, henceforth referred to as single-solver models. Single-solver models reduce the problem to a single phenomenon (single physics and scale) while either approximating the effects of other relevant phenomena or discarding these effects altogether. Therefore, these single-solver models rely on strong and occasional unwarranted assumptions about the interactions between isolated phenomena. Incorporating the interactions between traditionally isolated phenomena in modeling and simulating them through coupling procedures can eliminate the need for such assumptions and yield an improved representation of reality (Lieber and Wolke 2008) . Moreover, the interactions between separately studied engineering and physics principles can be regarded as the initial step toward knowledge discovery.
One possible approach for coupling multiple phenomena involves the development of new, dedicated codes integrating the relevant physics and engineering principles. This implementation, known as either the monolithic approach (Blom 1998; Hubner et al. 2004) or the direct method (Rugonyi and Bathe 2000) , encompasses all the information desired about a system that is available within a single code. Though the monolithic approach might be conveniently applicable in certain cases, it may easily render severe practical and technical difficulties and incur prohibitively high demands on resources (Storti et al. 2009 ). Alternatively, it may be advantageous to employ the independently developed mature codes for each phenomenon of interest in the analysis of the coupled system. This implementation is known as the partitioned approach Bathe 2000, 2001) , in which the individual codes are viewed as isolated entities with data systematically transferred between these individual codes through coupling algorithms, typically resulting in an iterative procedure consisting of prediction, substitution, and synchronization techniques (Felippa et al. 2001) .
The advantage of a partitioned approach stems from the flexibility of exploiting independent modeling strategies developed in nonmatching domains and standard discretization schemes that are most suitable for a particular domain (Kassiotis et al. 2011) . For example, Joosten et al. (2009) coupled two domains and solved the first using a finite element method and the second using a finite volume technique. Such flexibility allows the use of mature codes and expertise from different fields while obtaining solutions for more complex, highly coupled problems. Moreover, partitioned approaches have the potential to enable modular treatment of a complex problem and parallelization of simulations on disjointed sets of processors.
The coupling of physical problems in nonoverlapping domains has a variety of applications in engineering and science disciplines.
In engineering, such coupling typically occurs when a structural system is one of the components; examples include fluid-structure interaction, thermal-structure interaction, control-structure interaction, seismic soil-structure interaction, and human-structure interaction (Felippa et al. 2001) . Perhaps the most common engineering application of coupling is fluid-structure interaction in which equations corresponding to fluid and structure are solved and coupled at the interface of two distinct domains of fluid and structure. Fluid-structure interaction problems have a wide range of applications, such as in aircraft design (Farhat 1997; Rifai et al. 1999) , wing flutter problems, flow-induced pipe vibrations, and hydro-mechanical and hydrodynamic devices (Bathe et al. 1999; Felippa et al. 2001 ) to name a few. As a result of the diversity of its applications, the problem of fluid-structure interaction has been studied extensively with a variety of coupling strategies (Causin et al. 2005; Degroote et al. 2008; Felippa et al. 2001; Joosten et al. 2009; Matthies and Steindorf 2002; Matthies et al. 2006; Wang et al. 2004) .
Furthermore, coupling has been implemented in soil-pore fluid interaction, thermomechanics and heat transfer, electricity and magnetism, microelectromechanical devices, biomechanics (Dubini et al. 1995; Nobile and Veneziani 1999) , acoustics/ noise-structure interaction (Storti et al. 2009 ), air quality model systems (Lieber and Wolke 2008; Zhili and Jun 2009) , aeroelasticity (Farhat and Lesoinne 2000; Piperno 1997) , multidisciplinary/ multiphysics (Park and Felippa 1983; Rifai et al. 1999) , and multiscale problems (Ibrahimbegovic and Markovic 2003; Niekamp et al. 2009 ).
Previously, the partitioned approach was treated through procedures that require an exchange of input and output parameters between multiple single-solver models [see, e.g., block Jacobi or block Gauss-Seidel (BGS) procedures]. In this manuscript, however, for coupling multiple codes, the authors exploit the objective functions in the context of an optimization problem and thus present an optimization-based coupling (OBC) method for partitioned analysis of strong coupled systems. Unlike traditional procedures, OBC eliminates the need for the exchange of input and output parameters between different codes and thus can reduce numerical rounding errors. Instead, OBC minimizes an objective function that includes the coupling conditions for each coupled phenomena. In this manuscript, the authors assess the coupling stability and accuracy of OBC in comparison to the BGS method, a mature and perhaps the most commonly accepted coupling technique. For the case study problems studied in this paper, the proposed OBC method is observed to be stable as it successfully converges even in cases in which the solution diverges under the BGS method. However, as the total number of times the constituent codes need to be executed, the total time to solution is observed to be higher for the OBC method in comparison to the BGS method.
In the next section, the authors introduce some established coupling techniques and differentiate between weak and strong coupling schemes. First, the iterative process of the BGS method is described, and the occasional shortcomings of this algorithm are discussed through numerical examples. The following section introduces the OBC algorithm and demonstrates that OBC can yield an accurate and converged solution even in cases in which the BGS algorithm diverges. In the case study applications section, the comparison of OBC and BGS methods is completed through a series of numerical examples of increasing complexity: a linear set of equations, a polynomial with random coefficients, and a linear dynamic system. In the discussion section, the authors investigate both the applicability of OBC to a nonlinear problem and the stability of OBC in comparison to the BGS method implemented with the Aitken relaxation. In the conclusion section, the authors provide an overview of the underlying premises and the limitations of the proposed methodology.
Partitioned Coupling Techniques
A hypothetical case with three individual single-solver codes, each capable of predicting a single phenomenon, is schematically presented in Fig. 1 . Solvers A, B, and C all have N number of input (i) and M number of output (o) parameters. For this hypothetical case, the interactions between these three solvers assume two distinct forms. The first is the simplest case of coupling, the so-called weak coupling (also known as semicoupling, partial coupling, or loose coupling). In weak coupling, the solver named as feeder generates output data that will be the input for the solver named consumer (Fig. 2) . Through one-step iterations, the output of the feeder is used as the input for the consumer. Also in weak coupling, the consumer output has no influence on the input data of the feeder solver. Weak coupling in the time domain may require partitioning devices at the synchronization time steps (i.e., subcycling, midpoint correction). Similarly, for data transfer in the spatial domain, matching of the degrees of freedom between the interacting components must be resolved.
Weak coupling, though straightforward, is limited in use because in many coupled systems the output of a consumer solver has direct influence on its feeder. This type of coupling is known as "strong coupling" (also known as full coupling, or tight coupling). A schematic representation of strong coupling for Solvers A, B, and C is given in Fig. 3 . As seen, Solvers A, B, and C cannot be executed simultaneously and must operate in a sequential manner as the consumer solvers feed one another. As seen in Fig. 3 , the output of Solver A (oa) is the input of Solver B (ib), whereas the output of Solver B (ob) is the input of Solver A (ia).
For strong coupling problems, the input parameters are distinguished as either dependent or independent input parameters. The dependent input parameters depend on the output of a feeder solver and thus must be substituted by the coupling algorithm. Therefore, these dependent parameters are interface-matching unknowns. For example, in Fig. 3 , an input such as ib 3 is a dependent input parameter, whereas parameters such as ia 1 and ic 2 are independent input parameters. Eq. 1 transforms the relationship between Solvers A, B, and C, schematically represented in Fig. 3 
The central quandary in solving strong coupling problems is the search for the correct values for the dependent variables. Previous research has resulted in widely implemented procedures that rely on a sequence of input and output exchanges between single-solver models to obtain the correct values for the dependent input parameters. For instance, the block Jacobi coupling process is considered to be the most conceptually straightforward iterative approach for strong coupling of two or more codes (Matthies et al. 2006) [ Fig. 4(a) ]. The Gauss-Seidel iterative approach, however, converges faster than block Jacobi coupling because it uses information about the dependent parameters as soon as they become available [Fig. 4(b) ]. Newton-like methods offer gradient-based iterative coupling techniques relying on the Newton iterations completed on the Jacobians in the coupled system of equations (Heil 2004; Steindorf 2002, 2003; Fernandez and Moubachir 2005) [Fig. 4(c) ].
In the following sections, the authors discuss the mature and widely accepted BGS strategy for strong coupling, followed by an introduction of the authors' proposed OBC approach [Fig. 4(d) ].
Block Gauss-Seidel Strategy
The BGS strategy, widely used for its conceptual simplicity, offers an intuitive method for coupling multiple codes. It is a distinctly effective iterative procedure, in which the input and output data are exchanged between the coupled codes until the dependent parameters converge to their "correct" values. The BGS strategy in this paper refers to a classical Gauss-Seidel procedure that applies an iterative method to solve a system of linear equations (Joosten 2009 ).
The BGS algorithm for strong coupling of three previously discussed solvers is given in Fig. 5 . In the first step of the algorithm, all independent parameters and an initial estimate value for all dependent parameters are entered into the three solvers (Solvers A, B, and C). For given dependent and independent input parameters, Solver A delivers an output that becomes a new input for Solver B. Similarly, the procedure is repeated for Solver B and Solver C. After the completion of each iteration, and all solvers yielding updated values for the dependent parameters, the absolute differences between the dependent parameters of the current iteration, and the previous iteration are compared against a threshold value. The procedure is repeated until the differences between two subsequent iterations reach a predetermined threshold value, which is defined as a compromise between the solution accuracy and time to solution. The BGS iterative procedure has been widely applied for strong coupling problems in fluid-structure interaction (Joosten et al. 2009; Sternel et al. 2008; Storti et al. 2009 ). Several of these earlier applications, however, have reported that the BGS iteration may occasionally perform poorly for strong coupling problems, resulting in either divergence or slow convergence (Yeckel et al. 2009; Menck 2002) . Matthies et al. (2006) and Matthies and Steindorf (2003) , for instance, have reported that the convergence of the BGS coupling method relies heavily on the sequence in which the solvers feed one another. Determining the correct sequence of solvers that yields a converging solution may require trial-and-error experimentation (Menck 2002) . Alternatively, some relaxation methods, such as Aitken relaxation, may be implemented to avert divergence (Kuttler and Wall 2008) . Depending on the relaxation factor, however, these methods may increase the required number of BGS iterations.
Optimization-Based Coupling Strategy
In this section, the authors present the conceptual formulation and the algorithm development of a coupling procedure based on the construction of an objective function. The conceptual formulation of OBC resembles that of the gradient-based iterative coupling produces, such as Newton-like methods [see Fig. 4(c) ]. Unlike gradient-based iterative procedures, however, OBC aims to acquire the correct values of the decision variables through the minimization of an objective function [see Fig. 4(d) ].
The coupling of Solvers A, B, and C can be reconfigured in the form of an objective function as shown in Eq. (2): In the BGS procedure discussed previously, the dependent input parameters (such as ia 3 and ib 3 in Fig. 3) were substituted with the corresponding output parameters (such as ob 2 and oc 1 in Fig. 3 ) in an iterative manner. In the formulation of OBC, the dependent input parameters are used to construct an objective function. As shown in Eq. (2), the sum of the absolute differences between dependent input and output parameters [such as jia 3 − ob 2 j and jib 3 − oc 1 j in Eq. (2)] conveniently defines an objective function to be minimized. Conversely, the three equilibrium conditions formulated for Solvers A, B, and C for the given input and output parameters (FA, FB, and FC) can be treated as the constraints of the optimization problem ]. The objective function and constraints provided in Eqs. (2)-(3a-c) are reconfigured in Fig. 6 , considering both dependent and independent parameters. In Fig. 6 , the dependent parameters of all solvers are referred to as decision variables. The goal is to seek the "correct" values for the decision variables by minimizing the objective function, Z, through an optimization procedure. As the objective function converges to a negligible threshold value, the desired "correct" values for the decision variables are obtained. The predefined value for the threshold can also be considered a metric, defining the accuracy of coupling. Similarly, the deviations between the "correct" and the estimated values for the decision variables define the accuracy of the solution.
Of course, for the optimization-based strong coupling procedure to be successful, a suitable optimization algorithm must be employed. The procedure based on minimization of an objective function is flexible, however, in that any optimization algorithm can be selected and implemented with the choice of one method over the other being guided by the time to solution. Several nongradient, stochastic algorithms, which are not in need of derivative or gradient information, can be used. For instance, evolutionary programming, genetic algorithms, evolution strategies, simulated annealing, swarm intelligence, particle swarm optimization (PSO) (Tsoulos and Stavrakoudis 2010) , and ant colony optimization are common nongradient, stochastic methods in which solutions are obtained directly through global search algorithms (Plevris and Papadrakakis 2011) .
Case Study Applications
In this section, the performance of BGS and OBC algorithms for strong coupling of numerical codes is investigated through a series of numerical examples with increasing complexity. The selected examples are a linear set of equations, polynomials with random coefficients, and a linear dynamic system. The selection of these rather simple examples is motivated by the need to assess and demonstrate the performance of OBC in controlled applications in which the exact solutions or very accurate solutions are easily achievable. Although the capabilities of the OBC procedure are illustrated in the previously discussed strong coupling examples of no more than three distinct solvers, the OBC method is applicable in a multitude of engineering and science problems and can easily address the coupling of a larger number of solvers.
Linear Set of Equations
A system of linear equations, the simplest case study example illustrated in this paper, is selected as the proof-of-concept application for the specific purpose of comparing the stability (i.e., convergence) and accuracy of strong coupling solutions obtained by implementing the BGS and OBC algorithms. As shown in Eqs. (4)- (6), subsets A, B, and C are linear functions that produce output values for a given set of inputs. For instance, for subset A, the parameter sets ðia 1 ; ia 2 ; ia 3 ; ia 4 Þ and ðoa 1 ; oa 2 ; oa 3 Þ are indicated as input and output data, respectively. A similar representation of input and output parameters is given in Eqs. (5) and (6) for subsets B and C. Provided that the equations of these three subsets are consistent and independent, the system of linear equations of these three subsets provides an exact solution for any given input parameters. In this section, each of these subsets is treated as a solver (Solvers A, B, and C). The authors couple these three single solvers by enforcing three additional equilibrium conditions [i.e., coupling equations, Eq. (7)]. The problem, therefore, has 12 linear equations with 12 unknown parameters, for which an exact solution is possible given that the solvers are consistent and independent.
Input data are ia, ib, and ic, whereas output data are oa, ob, and oc
Solver B∶
Solver C∶
First, the BGS strategy is deployed to seek values of the decision variables. BGS is initiated with estimated values for the decision variables in which all dependent input values are taken as zero, and the solvers are executed in the following order:
The objective function, the sum of absolute differences between the dependent parameters of two consecutive iterations, provides a convenient measure of the existing error in the coupling procedure and thus success (or lack thereof) of the coupling. Fig. 7 illustrates this sum plotted against the number of iterations for the BGS algorithm. Fig. 7 shows the case in which the BGS algorithm fails to converge, characterized by the total of the absolute differences between the two successive decision variable values. Though the sequence in which the solvers are executed may influence the convergence of the BGS method, in this particular application, the divergence was not averted by modifying the sequence of the solvers (see Fig. 8 ).
Then this particular problem is solved using OBC, in which the authors adapt a particle swarm optimization algorithm while minimizing the objective function (Tsoulos and Stavrakoudis 2010) . In PSO, the whole population is called a swarm, with each individual in the swarm known as a particle. In this study, a swarm size of 25 is used with the social acceleration coefficient of 1.3 and cognitive acceleration coefficient of 2.8 implemented. These coefficients control how far a particle will move in a single iteration of the optimization process (Eberhart and Shi 2001; Eberhart and Kennedy 1995) . Fig. 9 shows the minimization of the objective function and thus convergence of the decision variables through steps of the optimization process. The algorithm is set to terminate when the threshold value of 10 −6 is reached for the objective function. This threshold value is selected as a compromise between the solution accuracy and the computational demands. The final results for the OBC method, given in Table 1 , demonstrate close agreement between the exact and OBC solutions.
Polynomial with Random Coefficients
In this section, the authors extend the discussion to randomized polynomial functions. Three functions with randomly assigned coefficients and powers are considered as the Solvers A, B, and C, as shown in Eqs. (8)-(10). Rand indicates the uncorrelated random numbers between −2 and 2 assigned independently for each coefficient and power. Eq. (11) lists the three additional coupling equations defining the interaction between Solvers A, B, and C Solver A∶ 8 > > > > > > < > > > > > > :
Solver B∶ 8 > > > > > > < > > > > > > :
Solver C∶ 8 > > > > > > < > > > > > > : ia k ¼ oc l ; k ¼ one of the numbers 1; 2; 3; 4; 5 l ¼ one of the numbers 1; 2; 3; 4 ib k ¼ oa l ; k ¼ one of the numbers 1; 2; 3; 4; 5 l ¼ one of the numbers 1; 2; 3; 4 ic k ¼ ob l ; k ¼ one of the numbers 1; 2; 3; 4; 5 l ¼ one of the numbers 1; 2; 3; 4 ð11Þ
Both the BGS and OBC coupling methods are deployed for 10 random scenarios. Once again, the authors implement particle swarm optimization while minimizing the objective function (Tsoulos and Stavrakoudis 2010) . The convergence threshold for both BGS and OBC strategies is set at 10 −8 . The results for these cases are shown in Figs. 10 and 11 . If the randomly generated scenario is not mathematically admissible, then both BGS and OBC strategies fail in their search for the "correct" values for the dependent parameters. In such cases, the BGS strategy is observed to diverge, and the OBC strategy is observed to yield a noticeably high value for the objective function compared with the predefined threshold. In all investigated circumstances in which the randomly generated scenario is mathematically admissible, the OBC strategy is observed to yield a stable, convergent solution, whereas the BGS method is observed to occasionally yield divergent solutions.
Linear Dynamic System
In this section, the authors illustrate a time-dependent coupling problem focusing on a dynamic, strong coupled mechanical system. The authors compare the performance of the BGS and OBC strategies in two distinct case studies with different parameter settings. In Case 1, the solutions of the numerical example by the OBC strategy are presented to compare the accuracy of the solution at settings in which the BGS can provide a numerical solution. In Case 2, the coupling stability of the solution is demonstrated for the OBC strategy at settings in which the BGS strategy fails to converge and cannot provide a solution.
Source Problem
The authors use a one-dimensional linear dynamic system implemented from the study of Joosten et al. (2009) , which consists of four lumped masses connected through springs and dampers. Domains P and Q, with two degrees of freedom each, are coupled by an infinitely rigid link as schematically shown in Fig. 12 . Therefore, the interface between the two domains is this rigid link, which combines the masses m P 2 and m Q 2 . The stiffness constant of the springs is kept uniform within each domain, with a spring constant of k p for Domain P and k Q for Domain Q. Domain Q has two dampers each, with a damping coefficient of c. The relationships between the input parameters of the two domains are expressed as follows:
The dynamic equilibrium equations call for four degrees of freedom, which are denoted as u P 1 , u P 2 , u Q 1 , and u Q 2 . The interaction between these two domains is defined through the force F P exerted onto m P 2 by the mass m Q 2 . The dynamic equilibrium equations of Domain P are expressed as Fig. 10 . Convergence of the coupling problem in 10 random polynomial functions using BGS Fig. 11 . Convergence of the coupling problem in 10 random polynomial functions using OBC 
The equilibrium equations of the system in Domain Q are formulated when the force F Q is exerted onto m Q 2 by m P 2 :
Strong coupling between the two systems is represented by the compatibility of displacement and the equilibrium of forces, where I = time interval of interest:
The previously discussed strong coupling problem can also be configured such that the two subsystems possess different time steps. Accordingly, one of the subsystems can be set to subcycle and complete several time steps when the other subsystem completes a single time step. In this example, for the sake of simplicity, the authors configure both subsystems with the identical time step Δt, considered 0.001 second.
The backward Euler time integration scheme is applied to evaluate Eqs. (14)- (19) (Joosten et al. 2009 ). The solutions governing the displacement, velocity, and acceleration of the coupled system are obtained. The equations of interest for time steps from t n to t nþ1 are expressed as
where time-step size is defined as Δt ¼ t nþ1 − t n . Considering F P ðnþ1Þ as a known value, the system equations of Domain P are expressed in the following matrices: 
3 7 7 7 7 7 7 7 7 7 7 7 7 5 ð22Þ whereü P 1 ðnþ1Þ ,ü P 2 ðnþ1Þ , _ u P 1 ðnþ1Þ , _ u P 2 ðnþ1Þ , u P 1 ðnþ1Þ , and u P 2 ðnþ1Þ are unknowns, and the resultant vector on the right side of the equation is calculated in the previous step. Similarly, considering u Q 2 ðnþ1Þ as a known value, the equations of Domain Q are expressed in the following matrices: 2 6 6 6 6 6 6 6 6 6 6 4 In the following sections, the authors deploy both the BGS and OBC strategies to couple the two domains, P and Q, while considering the compatibility of displacements and the equilibrium of forces at the rigid link interface.
Block Gauss-Seidel Strategy Fig. 13 illustrates the configuration of the BGS algorithm with the interaction between two domains for a given time step, t n , through the dependent input and output values (i.e., decision variables). The strategy behind this BGS procedure is illustrated in Fig. 14. The algorithm, showing the calculations, starts with an initial guess of input variable u Q 2 in Domain Q. For the given input variable, the interface force F Q is calculated and applied in the opposite direction onto Domain P. Next, the interface displacement u P 2 is calculated for Domain P, and the iterations continue until the output displacement of Domain P converges to the input displacement in Domain Q of the previous iteration step. When the solution is obtained for time step t n , the dependent parameters are saved to initiate the iterations of the BGS algorithm in the next step of t nþ1 .
As seen in the BGS method, a number of iterations are completed at a given time step, t n , until convergence is reached before the algorithm moves to the subsequent time step. When the difference in the dependent parameters between two successive iterations falls below a predefined threshold, convergence is obtained. In this example, the threshold determining convergence is set at 10 −4 . Decreasing the threshold thusly increases the number of iterations required for convergence as illustrated in Fig. 15 . Optimization-Based Coupling Fig. 16 illustrates the implementation of OBC at step t n of the previously discussed time-dependent coupling problem. In this section, the authors implement a gradient-based optimization, Nelder-Mead simplex method through the fminsearch function provided in MATLAB (Lagarias et al. 1998) . The optimization algorithm is employed to calculate the values of F P and u Q 2 when the objective function is minimized to reach a negligible threshold value, which is also set at 10 −4 (same as the threshold value used for the BGS method). The dependence of required optimization substeps on this threshold value is illustrated in Fig. 17 . When the decision variables are optimized and the solution at time t n is obtained, the procedure is applied for the next time step, t nþ1 . The implementation of the optimization-based method with dynamic equations of the system is given in Fig. 18 . Table 2 lists the parameters (m, c, and k) used in the model problem. Joosten et al. (2009) indicate that the convergence of the modal problem using the BGS method is significantly influenced by the inputs α m and α k . For the cases where α m > 1 and α k > 1, solutions with BGS have a diverging pattern. Therefore, the problem is investigated in Case 1, where α m < 1 and α k < 1, and Case 2, where α m > 1 and α k > 1.
Regarding Case 1, Fig. 19 illustrates the resultant displacements for 20 seconds when BGS and OBC are employed for the solution. The response predicted by the OBC strategy yields results comparable to the well-established BGS strategy. Regarding Case 2, however, only the optimization-based method provides a solution Fig. 18 . Pseudocode for OBC in the dynamic coupling problem Table 2 . Problem Parameters as the diverging output values render the BGS solution unobtainable (Fig. 20) .
The total solution time of the coupling algorithm is also an important aspect to be considered. This total solution time is dependent not only on the number of iterations but also on the time to solution for each iteration. For the case study applications considered in this paper, OBC is observed to require a higher number of iterations and a lower time to solution for each iteration. Fig. 21 compares the solution time of the OBC and BGS algorithms on a PC with CPU clock: 2.4 GHz.
Discussions

Nonlinear Systems
In this section, the linear dynamic system, investigated in the previous section, is solved considering nonlinear springs. The spring constant k is defined as a function of the initial and deformed length of the spring. Thus, the stiffness can be written as
where l = initial length of the (undeformed) spring; k 0 = initial stiffness of the spring; and Δl = difference between the length of the deformed and undeformed spring. Therefore, the spring constants change in every time step. In this problem, the authors implemented the following model for the spring constants:
kðΔl; lÞ
kð0; lÞ ¼ lim
In this problem, initial length of the springs is set at l ¼ 1.2. The time-history response is obtained using OBC, as shown in Fig. 22 . The OBC can be successfully applied for both nonlinear and linear systems. 
Line-Search Techniques
Line-search techniques are relaxation techniques that are introduced to stabilize or accelerate classical coupling algorithms such as block Gauss-Seidel and Newton methods. These line-search techniques can be categorized as full step, underrelaxation, Aitken relaxation, and backtrack approaches (Minami and Yoshimura 2010) . Almost all of these methods reduce or magnify the step size at each coupling step of the BGS method. For example, the Aitken relaxation method may be employed for convergence or stabilization of the BGS method, which adapts the relaxation factor in every iteration on the basis of the previous iterations (Kuttler and Wall 2008; Degroote et al. 2010; Gallinger and Bletzinger 2010) . Fig. 23 represents the effect of the relaxation factor on stabilization of the BGS method. This example also represents the coupling of two codes in which two parameters go back and forth between themselves. The horizontal axis represents the first parameter, and the vertical axis represents the second. The intersection point is the solution of the coupling problem. Case (a) is without the relaxation factor, which diverges, and case (b), by using the appropriate relaxation factor, is converged.
Conclusions
In science and engineering, many complex phenomena have been partitioned into smaller, manageable components. Therefore, knowledge has been developed in distinct subfields by establishing strong assumptions about interactions between phenomena or domains of interest and by ignoring interactions by excluding them from the coding efforts. As a result, codes and models are developed in separate fields to predict phenomena of interest. A paradigm shift is on its way, in which the development of holistic models will consider multiple phenomena, all participating in the solution to the problem of interest. The ultimate goal with such a holistic approach lies not only in improved accuracy in modeling and simulation but also in improved optimization of engineering designs.
Previously, emphasis has been placed on coupling strategies, in which the input and output are exchanged in an iterative manner between multiple constituents. The authors' OBC approach to coupling, however, aims to minimize the objective function, which in turn supplies a convenient metric for determining the strength of coupling between solvers. The results are described in three proof-of-concept case studies with increasing complexity: a linear set of equations, polynomials with random coefficients, and a linear dynamic system. Moreover, the OBC method is applied to both linear and nonlinear dynamic systems, thereby demonstrating its potential for a wide range of problems. The findings demonstrate the use of the optimization method as a robust and efficient model for strong coupling of multiple single-solver numerical codes. The optimization-based strategy for strong coupling resolves the slowconvergence or divergence problems encountered with the BGS iteration-based coupling strategy. However, the computational demands of OBC have yet to be investigated for complex, real-life applications.
In the BGS algorithm, the output of a single solver is substituted as an input to the solver that is next in the sequence, thus permitting evaluation of only one solver at a time. With the authors' OBC strategy, however, all solvers can run simultaneously and autonomously. Therefore, the authors' OBC strategy is compatible with parallel processors that allow the use of disjointed sets of processors. As a result, the computational efficiency of OBC increases as the number of coupled single-solver codes increases.
The OBC strategy can be implemented using practically any optimization algorithm. In this study, the authors illustrate the use of a nongradient optimization approach, particle swarm optimization, and a gradient-based optimization approach, the Nelder-Mead simplex method. Moreover, the OBC strategy for strong coupling can adapt many other stochastic and global optimization procedures, such as evolutionary programming, genetic algorithms, evolution strategies, simulated annealing, swarm intelligence, and ant colony optimization.
In future studies, the applicability of OBC in the presence of uncertainty must be demonstrated, which is possible by implementing stochastic optimization techniques in the OBC coupling algorithm. Moreover, strong coupling of incomplete models because of missing or inaccurate physics representation with OBC techniques must be investigated.
