Abstract. The classical Fourier multiplier theorems of Marcinkiewicz and Mikhlin are extended to vector-valued functions and operator-valued multiplier functions on Z d or R d which satisfy certain R-boundedness conditions.
Introduction and motivation
Let X and Y be real (or complex) Banach spaces and B(X, Y ) the Banach space of bounded linear operators T : X → Y , endowed with the usual operator norm. 
first defined for f with a finitely valued Fourier transformationf , extends uniquely to a bounded operator from
We denote the set of such multipliers by M p (Z d ; X, Y ). For d = 1 the assumption of the Marcinkiewicz theorem requires that for the dyadic decomposition I n = {x ∈ Z : 2 n−1 < |x| ≤ 2 n } we have (1.2) var(M I n ) ≤ C for all n ∈ N. For multipliers M (x) = m(x)I X with a scalar function m it was shown in [Bou2] that (1.2) implies M ∈ M p (Z; X) if and only if X is a UMD-space. A UMD-space can be characterized by the fact that the special multiplier m 0 (x) = sign (x) belongs to M p (Z; X) (see [Bou1] , [Bu] ). Indeed, Bourgain shows how "to built up" general scalar multipliers with (1.2) from modifications of m 0 . It is well known, that all subspaces and quotient spaces of L q (Ω)-spaces with 1 < q < ∞ are UMD-spaces.
For operator-valued multipliers M (x) ∈ B(X) the variation (1.2), taken with respect to the operator norm, always implies that M ∈ M p (Z; X) if and only if
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X is a Hilbert space (Schwartz showed that (1.2) is sufficient in Hilbert spaces [BL] , and Pisier observed the converse). So besides the UMD property for X and Y one needs additional assumptions on the multiplier function M . Recently it was shown in [We] , in the context of the Mikhlin-multiplier theorem for operatorvalued multipliers, that this additional condition can be expressed in terms of Rboundedness:
where (ε k ) is the sequence of Rademacher functions on [0, 1] . This concept was already used in [Bou2] and [BG] in connection with multiplier theorems, and more recently a detailed study was given in [CPSW] . If X = Y = L q (Ω) for some 1 ≤ q < ∞, then (1.3) is equivalent to the square function estimate
known from harmonic analysis.
In this paper we use R-boundedness to give an appropriate form of the Marcinkiewicz condition for operator-valued multipliers. In place of (1.2) we assume that for some absolutely convex R-bounded set T we have (1.5)
for all n ∈ N, where · T denotes the Minkowski functional of T. If X and Y are UMD-spaces, M satisfies (1.5) and
then we show in section 3 that M ∈ M p (Z; X, Y ). We also give d-dimensional versions of this result. Our proof follows the techniques of [Zi] , who proved ddimensional generalizations of Bourgain's result for scalar multipliers. In Remark 1.1 below we point out that (1.6) is necessary for M to be in M p (Z; X, Y ). If M belongs to M p (Z; X, Y ) and (1.2) holds, it follows that {M (x) x ∈ Z} is R-bounded, and this indicates that R-boundedness arises naturally in the context of multiplier theorems. The second part of the paper will treat the continuous case. In analogy to the discrete setting we say that a function M :
. For multiplier theorems of the Mikhlin type, one considers the sets
Again the norm boundedness of these sets is only sufficient in Hilbert spaces. If X and Y are UMD-spaces and (1.8) is R-bounded, we show then in Theorem 4.
For the finer condition (1.9) we need besides the R-boundedness of (1.9) and the UMD property an additional assumption on X and Y , which is the property (α), introduced by Pisier (see [Pi2] ). In particular every q-concave Banach-lattice with q < ∞, or more generally, every Banach space with local unconditional structure and finite cotype has property (α) (cf. [Pi2] , [DJT] , Theorem 14.1). We reduce these theorems to the discrete case in section 3, again following the method in [Zi] .
We also give a new criterion for the R-boundedness of a function x ∈ I → M (x). For one-dimensional intervals, R-boundedness follows if M is of bounded variation (see Theorem 2.7). For d-dimensional intervals we give an integrability criterion (see Theorem 4.1).
The next remark illustrates how the notion of R-boundedness is necessary if one considers operator-valued Fourier multipliers on vector-valued L p -spaces.
1.1. Remark. Let us assume that we have a multiplier
Now, it is known (see [Pi1] ) that there is a universal constant C > 0 such that for any Banach space E and any finite sequence y 1 , . . . , y n in E:
where (ε k ) k≥1 denotes the sequence of Rademacher functions on [0, 1]. These inequalities in connection with (1.10) lead to
This means that the collection {M (2
By an application of Proposition 1.3 in [Bl] we get that T = {M (r) : r ∈ Z} is R-bounded.
R-boundedness
In this section we list some important results about R-bounded collections T of bounded linear operators. Let (Ω, A, P ) be a probability space and (
The smallest constant C, for which (2.1) holds is denoted by R(T).
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The notion of R-boundedness was already implicitly used in [Bou1] , [Bou2] and was introduced in the paper [BG] . Detailed studies about collections of R-bounded operators can be found in [CPSW] and [We] . In [We] the reader will find as well a new characterization of maximal L p -regularity of abstract differential equations using this notation.
Note. We want to emphasize that the definition of collections of R-bounded operators does not depend on the probability space (Ω, A, P ) and the sequence of random variables (ε k ).
Remark. Here are some rather known facts about R-boundedness:
(a) Using Kahane's inequality (see [LT] ) we can replace (2.1) by (1 ≤ p < ∞) 
In the following we want to present four practical methods to enlarge an Rbounded collection T. By aco(T) we denote the real or complex absolute convex hull of a collection T ⊂ B(X, Y ). With this in mind, we can formulate the first statement.
Lemma. Let T ⊂ B(X, Y ) be an R-bounded collection with R-bound R(T).

Then the absolute convex hull aco(T) as well as the strong closure of T are Rbounded with R-bounds not larger than 2R(T).
The statement is based on ideas introduced in [Bou2] . For the proof we refer to [CPSW] . The next two lemmas can also be found in [CPSW] .
is R-bounded with an R-bound not greater than R(S)R(T).
Let E be a Banach space, X = L p (Λ; E) for some σ-finite measure space (Λ, B, µ) and 1 ≤ p < ∞. For ϕ ∈ L ∞ (Λ) we denote by M ϕ the pointwise multiplication operator on X.
; E) and T ⊂ B(X). If T is R-bounded, then the collection
is R-bounded as well.
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The following extension result is also useful and is taken from [We] , Proposition 2.11.
In the next theorem we give a sufficient condition on the regularity of operatorvalued functions which ensures R-boundednes for their range collection. This result generalizes in particular Proposition 2.5 in [We] . Other statements of this type can be found in Corollary 3.5 and Theorem 4.1. 
Proof. Assume that M has the form
with A j ⊂ I and M j ∈ B(X, Y ). Then, using Lemma 2.4 in [We] , we obtain
We will now show that for general M there is sequence of the form
for k → ∞ and all t ∈ I. With this approximation property for M the claim follows by an application of Lemma 2.3. Without loss of generality we assume that M is continuous from the left. If we put ∆(t) := lim s t M (s) − M (t), the bounded variation property on M states that for each n ∈ N the set 
for all refinements (t j ) of (t j ). Now the functioñ
In this way we can find a sequence (L k ) of the form
has the required properties (2.5) and (2.6).
Since outside the Hilbert space setting bounded sets of operators are usually not R-bounded anymore, we have to replace the operator norm in various estimates and definitions by the following norms "measuring" R-boundedness:
Notation. For a bounded collection T ⊂ B(X, Y ) we denote the Minkowski functional of aco (T) by (2.7)
· T :
Here are some obvious facts that will be used constantly in the next two sections. 
Remark. a) If we set T := {a
b) Let T ⊂ B(X, Y ) be an R-bounded collection. Then the following holds:
(ii) If a collection M = {M n : n ∈ N} has the property that
then M is also R-bounded and the R-bound is not greater than 4CR(T).
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The discrete case
In this section we are interested in giving sufficient conditions on the function M : Z d → B(X, Y ) so that the operator, defined in (1.1), extends to a bounded operator. In particular we want to generalize the results given in [Bou2] and [Zi] .
The next two sections will rather follow the examinations given in section 1 and 2 of [Zi] . For that reason we will use the same kind of notation which appears in that work.
The difference operators ∆ e j (j = 1, . . . , d) are defined for the unit vectors e j of Z
Next we generalize the defintion of a variation.
Definition. Let M : Z d → B(X, Y ) be an arbitrary function and T ⊂ B(X, Y ) a bounded collection. We define the T-variation of
where γ x = (γ x 1 , . . . , γ x d ) with
Of course if T is the unit ball of B(X, Y ), we have the usual notation of bounded variation, which we simply denote by var [α;β] M [α;β] without the subscript T.
The next result is a practical tool to estimate the T-variation of a (discrete) function.
is a sufficiently smooth function and the collection
Proof. Let n ∈ N be arbitrary. If we rearrange the sum in Definition 3.1 we obtain
where the sum over γ has 2 d summands.
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1. case: γ = (0, . . . , 0) In this case only x = α has the property γ x = γ and therefore
2. case: (0, . . . , 0) = γ ≤ (1, . . . , 1) Take x ∈ [α n ; β n ] with γ x = γ. Let q 1 , . . . , q r be the coordinate directions for which γ x q = 0. Now by definition of the difference operator and the fundamental theorem of calculus we get
. . .
This immediately implies (∆
The last equality holds because there are exactly (β n − α n ) γ different x in [α n ; β n ] with γ x = γ. Thus the first case, (3.3) and (3.2) yield to the desired result.
The proof of the following result, which extends Stečkin's multilplier theorem, illustrates how the notion of bounded variation allows us to write a multiplier function as a sum of characteristic functions (cf. (3.6) below).
Let I n := [α n ; β n ] with α n = (−n, −n, . . . , −n), β n = (n, n, . . . , n) and
3.4. Theorem. Let X be a UMD-space, Y an arbitrary Banach space and 1 < p < ∞. Assume that the function M :
Proof. Using the same rearrangement as in (3.2) and the assumption (3.4) we have that (3.5) var
The point of this notation of bounded variation is that M can be written as
For scalar valued M this was checked in [Zi] , Lemma 1.3 (ii) and we apply this identity to y
Now for an arbitrary f : T d → X with suppf ⊂ I n we obtain from (3.6) (3.7)
∼ is the operator which arises from (∆ γ x M I n )(x) in the same way as it was done in Lemma 2.6. Since X is a UMD-space we know by [Zi] that there exists a constant D such that
for all intervals [α; β] . Hence by (3.7) and (3.5)
Since the functions f with compact supportf are dense in L p (T d ; X), the claim follows.
3.5. Corollary. If X and Y are arbitrary Banach spaces, and M :
Proof. This follows from [We] , Lemma 2.4, and the representations (3.6) and (3.7).
To obtain more refined multiplier theorems that generalize the Marcinkiewicz multiplier theorem, we assume that M is not of bounded variation on all of Z d but only uniformly on certain partitions of Z d . As one might guess from Corollary 3.5, the R-boundedness will then be needed. The partitions we will use are the following ones:
(a) The coarse decomposition. Set D 0 := {0} ⊂ Z d and for n = dr + j, r ∈ N 0 , j ∈ {1, . . . , d}
Since D = D n (resp. D ν ) are unions of s = 2 (resp. s = 2 d ) intervals, we can moreover define the T-variation of M with respect to the decompositions by
We are now able to define the generalized Marcinkiewicz conditions. 
3.8. Theorem (operator-valued Marcinkiewicz theorem for (D ν )). Let X, Y be UMD-spaces with the property (α) and 1 < p < ∞. If the function M :
3.9. Example. The Marcinkiewicz multiplier theorems in [Bou2] and [Zi] are special cases of these theorems. In both papers one considers functions M of the form
3.10. Remark. Since the elements D k are unions of two intervals [α 1k ; β 1k ], [α 2k ; β 2k ], the assumption of Theorem 3.7 implies in particular that the collection S = {M (α ik ): i = 1, 2; k ∈ N 0 } has to be R-bounded (use Remark 2.9 b,(ii)).
Before we start to prove both theorems we list some further results, which will simplify the later arguments.
Now the following results hold 3.11. Theorem. Let E be a UMD-space, 1 < p < ∞ and S
A similar result is true for the fine decomposition.
3.12. Theorem. Let E be a UMD-space with the property (α), 1 < p < ∞ and S
The proofs of both lemmas can be found in [Bou2] and [Zi] . Actually Zimmermann assumes for Theorem 3.12 that E is a UMD-space with local unconditional structure. But his proof works also for our weaker assumption. The next result is a consequence of the Definition of a UMD-space and Lemma 2.5. The proof is implicitly in [Zi] (see also Lemma 7 in [Bou2] or Lemma 3.5 in [BG] ). 3.13. Lemma. Let E be a UMD-space and 1 < p < ∞. Then the collection
is R-bounded.
3.14. Remark. The same statement also holds in the case R d .
Proof of Theorem 3.7. Let K n := K M D n , n ∈ N 0 . Now for any trigonometric polynomial we get S
X n f and thus, using Theorem 3.11,
Now, if we can prove that the collection {K n : n ∈ N 0 } is R-bounded, an additional application of Theorem 3.11 would complete this proof.
Lemma. The collection
Proof of Lemma 3.15. By assumption there exist an R-bounded collection T with (3.10) var T
For the operator K n we have the representation (3.11) K n = K M [α 1,n ;β 1,n ] + K M [α 2,n ;β 2,n ] .
Let us define the collection S := aco(T)K , whereT is the collection from Lemma 2.6 and K is the one from Lemma 3.13. Using Lemma 2.4, Lemma 2.6 and Lemma 3.13 we get that S is R-bounded. Now using the representation formulas from (3.6) and (3.7) we obtain (3.12)
we thus obtain from (3.12) and Remark 2.9 b,(i) that
