A class of discrepancy principles for the choice of parameters for the simplified regularization of ill-posed problems is proposed. This procedure does not require knowledge of the unknown solution, and if the smoothness of the unknown solution is known then the convergence rate obtained is optimal. The results of this paper include the Arcangeli's method considered by Groetsch and Guacaneme (1987) for which the convergence rate was not known and also of a result of for which there is a gap in the proof.
Introduction
Many inverse problems of mathematical physics and problems of remote sensing lead to the solution of a Fredholm integral equation of the first kind, 
k(s, t)x(t)dt = y(s), a <s < b,
where the kernel k(.,.) is a nondegenerate square integrable function and y(.) is a known 'data' function. This problem is, in general, ill-posed in the sense that even if a unique solution exists, the solution need not depend continuously on the data y. [a, b] defined by [2] A class of discrepancy principles for the simplified regularization of ill-posed problems 243
Using operator notation the above equation takes the form
The operator T is compact, and since the kernel k(.,.) is nondegenerate its range R(T) is not closed in L 2 [a, b] which results in the ill-posedness of (1) (see [4] ). A well known method for the regularization of (1) is the Tikhonov regularization where the solution x a of (T*T+aI)x a = T*y,
is taken as an approximation of JC. This procedure is considered extensively in the literature. (See Groetsch [4] and the references therein.) We note that T*T is a positive semi definite operator so that (2) is well posed in the usual sense, that is, for each a > 0, (2) is uniquely solvable and the solution depends continuously on the data y.
If the kernel k{.,.) is symmetric, that is, k(s, t) = k(t, s) then the operator T itself is a positive semi-definite operator and in that case a simplified regularization procedure can be used instead of the Tikhonov regularization. This procedure, introduced by Schock [11] , has computational advantages over the Tikhonov regularization. We shall consider this in the general frame work of operators on a Hilbert space.
Let A be a positive semi definite operator on a Hilbert space H with non closed range R{A) and g e R(A). Consider the operator equation
The non closedness of the range R(A) leads to the ill posedness of (3). (See Groetsch [4] .) We note that taking A = TT*, g = y and x = T*w the equation (1) takes the form (3) . Also the normal form of (1), namely T*Tx = T*y, is of the form (3) with A = T*T and g = T*y. We consider the simplified regularization of (3), where the solution w a of the well-posed problem
is taken as an approximation. It is shown in [11] that w a -> w as or ->• 0 and (w a ) has better convergence properties than the approximation obtained by the Tikhonov regularization of (1). Here w is the unique element in the orthogonal complement of the null space of A such that Aw = g. It is also known (Schock [9] ) that if w e R(A"),
In practical situations one may not have the data g exactly, instead one may have g s such that g s -> g as S -> 0. In that case we replace the right-hand side of (4) [10] , Nair [8] ,and the references therein). For the simplified regularization of (3), Groetsch and Guacaneme [5] considered an analogue of Arcangeli's method, namely,
and proved that if a = a (8) is chosen according to (7) and A is, in addition, a compact operator, then w* a -> w as 8 -*• 0. But no attempt has been made to obtain estimates for the error \\w -u>£ ||. It is the purpose of this paper to prove the convergence and also to obtain error estimate under a general class of discrepancy principles, 
The Main Results
For the determination of the regularization parameter a = a (8) for the simplified regularization of (3) 
where w s a is the solution of (6). We assume that O^^e R(A Santhosh George and M. Thamban Nair [5] Therefore,
THEOREM 3. If a = a(8) is chosen according to (8), then a(8) = O(8 p/i<l+i)
).
We note that^ = \\Aw ), we get S a and since p < q + 1 (8) is the same as the one considered by Schock [10] and subsequently by Guacaneme [7] and Nair [8] [10] , [7] and [8] .
If we use a different definition of the noise level, namely, | | _y -y s \\ < 8/c with ||y*|| < c, then the discrepancy principle \\T*Tx ) of Theorem 3 can be used to obtain the optimal estimate of [1] and [3] as follows :
We observe that use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000010389 [7] Therefore if p < 2(q + 1) and 0 < v < 1, then we have where h = min{/?v/(<7 +1), 1 -p/2(q +1)}, so that the optimal estimate O (8 2v/l2v+l) ) is achieved for p = 2(q + l)/(2v + 1).
In general the simplified regularization is recommended when the operator T under consideration is positive semi-definite, because in this case the methods in [1] , [10] etc, involve more computation as for such operators we have TT* = T 2 = T*T.
