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Abstract— We present CineMPC, an algorithm to au-
tonomously control a UAV-borne video camera in a nonlinear
MPC loop. CineMPC controls both the position and orientation
of the camera—the camera extrinsics—as well as the lens focal
length, focal distance, and aperture—the camera intrinsics.
While some existing solutions autonomously control the position
and orientation of the camera, no existing solutions also control
the intrinsic parameters, which are essential tools for rich
cinematographic expression. The intrinsic parameters control
the parts of the scene that are focused or blurred, and the
viewers’ perception of depth in the scene. Cinematographers
commonly use the camera intrinsics to direct the viewers’
attention through the use of focus, to convey suspense through
telephoto views, inspire awe through wide-angle views, and
generally to convey an emotionally rich viewing experience.
Our algorithm can use any existing approach to detect the
subjects in the scene, and tracks those subjects throughout a
user-specified desired camera trajectory that includes camera
intrinsics. CineMPC closes the loop from camera images to UAV
trajectory in order to follow the desired relative trajectory as
the subjects move through the scene. The cinematographer can
use CineMPC to autonomously record scenes using the full
array of cinematographic tools for artistic expression.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are becoming powerful
platforms with high potential for applications far more so-
phisticated than simple monitoring or personal entertainment.
They are often equipped with high-quality cameras that allow
them record scenes from viewpoints that are challenging to
capture using conventional recording devices. This fact has
attracted the interest of the cinematographic industry, where
more and more movies contain scenes recorded from flying
vehicles. To provide more sophisticated features to film-
makers, it is essential to make drones easier to maneuver
and with automatic behaviours that are easy to configure by
non-expert users.
Existing literature offers several solutions for controlling
drones autonomously to capture cinematic footage. However,
to the best of our knowledge, all the existing methodologies
only focus on the control of the extrinsic parameters of the
drone and camera, namely, their position and orientation.
This is because they reply on the pin-hole camera model in
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Fig. 1. CineMPC in action. This example shows how one frame of
a recording looks (a) if we control the camera intrinsics with CineMPC
(sharper foreground and blurred background) or (b) if we do not use
CineMPC (all the scene homogeneously focused). (c) Configuration input
by the user to achieve this effect (red is focused area, blue is out of focus
and yellow lines depict the desired image position of the top part of the
target). (d) External view of the scene including the filming drone. See
supplementary materials for complete video demonstration.
their control solutions, neglecting some of the most important
cinematographic characteristics, e.g., depth of field, focal
distance, and zoom. Cinematographic cameras allow real
time modification of several intrinsic parameters to make
these effects possible, and can be described by the thin-
lens model. CineMPC incorporates this camera model in
the control problem, enabling it to automatically control the
aforementioned cinematographic objectives together with the
desired extrinsic configuration.
The core idea in this work is to adapt the classic cinemato-
graphic concepts [1] to mathematical expressions that we can
optimize using control techniques. Our main contribution
is to control the drone position and orientation together
with the intrinsic parameters of the camera lens one unified
control problem. Thanks to CineMPC, cinematographers can
achieve a wider variety of effects and image configurations
by only specifying some artistic and composition guidelines
(as shown in the example in Fig. 1). These specifications
are optimized thanks to a Model Predictive Control (MPC)
formulation that transforms them to instructions to au-
tonomously control the drone and the camera while recording
footage.
We shows the potential of the presented approach with a
photorealistic experiment using the AirSim drone simulation
environment. The experiments demonstrate the effect of
applying the proposed control to enable a variety of defocus,























Related work on drones and cinematography can be
grouped in two main research streams: how to interface
with the drones and how to make them more autonomous.
Although it is not the focus of our work, the design of
new user-friendly interfaces to help direct the drones with
cinematographic purposes is essential for real world adoption
of drones in cinematography. There are several efforts on this
topic, for example to simplify the trajectory definition [2] or
to provide a touchable interface, XPose [3], that lets users
specify how to take a shot of a target and then automatically
moves the drone to the final position that satisfies the users’
requirements. Closer to our goals is the stream of related
work to making the drones more independent.
Drone trajectory generation: Several works focus on
making the trajectory of the drone smoother while recording.
Given a set of way points, an MPC problem can control
the drone to avoid unstable trajectories while passing trough
the way points [4]. Another solution that executes a feasible
and smooth trajectory along way points is shown in [5]
in combination with a user-friendly interface to introduce
the way points. A multi-drone approach is presented in
[6], obtaining coordinated cinematography trajectories in a
distributed way, improving visibility and avoiding occlusions.
Automatic drone control to improve aesthetics: Several
solutions adapt classic cinematographic concepts to control
the drone in such a way that the recording obtained is
visually pleasant. Some works focus on finding optimal
views considering a static scene. This enables the drone to
move to a position where requirements from canonical static
shots, like the rule of thirds, or other composition guidelines
are satisfied [7]. Besides the aesthetics, it is often essential
to transition between positions in a secure way (keeping a
safe distance from the targets) [8].
Other solutions consider a dynamic scene and try to satisfy
the aesthetic constraints in real time. A model predictive
control (MPC) strategy is used in [9] to film scenes while
tracking and recording multiple targets, according to some
cinematographic standards, i.e. position of the targets on
the images. This approach is extended to a multi drone
context [10], solving the additional challenges, like avoiding
drone-to-drone occlusions and collisions. Another recent
multidrone platform [11] provides a system that lets the user
choose among a list of canonical drone shots according to
[12]. They take care of the coordination between the drones,
keeping all the physical and artistic constraints as stated by
the user.
Finally, combining both goals, the solution presented in
[13] offers a fully autonomous drone platform that is able to
follow an actor while obtaining aesthetic film footage, thanks
to avoidance of occlusions, obstacles and jerky trajectories
together with fulfillment of canonical shots requirements.
All these solutions focus on getting the best shots by
optimizing the scene extrinsic parameters, e.g. position and
orientation of the drones and the subjects to record. Our
approach is the first, to the best of our knowledge, that
takes into account one of the most important factors for high
quality photography: the intrinsic parameters of the camera
lens. As detailed in the following sections, we extend the
existing control problem with this new concept, opening
the possibility to control cinematographic trajectories not
possible with the aforementioned solutions, such as control
of the depth of field, focal distance, and zoom.
III. CINEMATOGRAPHIC AGENTS
This section describes the main agents in the CineMPC
framework, namely, the drone, the scene, and the camera, as
well as their dynamic models. These elements are placed in
the 3D world.
A. Drone + gimbal
The drone and gimbal are used to move and orientate
the cinematographic camera in the environment. Since our
principal aim is to control the intrinsic parameters of the
camera, we consider a simplified control model of the pair.
In particular, we model the state of the drone considering
only its position, pd ∈ R3, and velocity, vd = ṗd ∈ R3d.
The gimbal takes care of the camera orientation, Rd ∈
SO(3), counteracting the actual drone orientation as well.
All these elements are grouped into the state vector, xd,k,
xd,k = (pd,k,vd,k,Rd,k), (1)
where sub-index k is used to denote the discrete-time instant
k. The model assumes that the camera is placed in this pose.
The actuators are represented by ud,k, which includes the
acceleration of the drone, ad,k ∈ R3, and the angular velocity
of the gimbal, Ωd,k ∈ R3,
ud,k = (ad,k,Ωd,k). (2)
Finally, the state transition function is denoted by
xd,k+1 = g(xd,k,ud,k). (3)
We want to highlight that this simplified model does not
hinder real implementation of our solution in a drone. Most
current gimbals include stabilization methods that neutralize
even the most aggressive drone rotations [14]. Similarly,
there are low-level drone controllers able to follow smoothly
high-level trajectories [15]. On the other hand, using simpli-
fied models in the control framework enables longer planning
horizons and consideration of more complex cost functions.
B. Scene
Generally speaking, the scene is a complicated entity in
which a wide variety of complex elements participate, e.g.,
foreground, background, characters, objects, etc. To keep it
simple and general, we model the scene with a set of n
targets, whatever their nature, that represent the points of
interest to be recorded by the flying camera.
Analogously to the drone, each target t ∈ [1, n] is
described by a position, pt ∈ R3, and a rotation, Rt ∈ R3,
with respect to the world,
xt,k = (pt,k,Rt,k) . (4)
For simplicity, in our formulation we do not consider the
scene to be dynamic and we assume that targets’ states
are provided with accuracy to our controller by means of
existing perception algorithms [16], [17]. Nevertheless, the
experiments in Section V show that CineMPC can work
transparently with continuous scene changes and handles
robustly the noise associated to real perception achieving
good results.
C. Cinematographic camera
The cinematographic camera is the most important com-
ponent of the system, since it is in charge of recording the
scene fulfilling the artistic and emotional objectives.
The cameras used for cinematography are described by
the thin-lens camera model. This model includes intrinsic
parameters associated to the lens, namely the focal length, the
focus distance and the focus aperture. This is in contrast with
the pinhole model, used in the majority of robotic solutions,
which only considers projection and geometric parameters.
The focus distance, Fk, represents the space between the
camera and the element of the scene where the image is
in focus. The focal length, fk, measures the distance in
millimeters from the camera sensor to the lens of the camera.
It is one of the most important intrinsic parameters of the
camera as it affects several artistic features, such as the zoom
of the image, the position of the elements of the scene in the
image and the depth of field. The aperture of a lens, Ak,
is determinant to manage how big the depth of field is. It
indicates how much light reaches the sensor of the camera.
It is expressed in terms of the f-stop number and directly
affects to the focus of the image and the depth of field. The
state of the cinematographic camera is denoted by xc,k and
includes the aforementioned intrinsic parameters,
xc,k = (fk, Fk, Ak). (5)
Technically speaking, these parameters can be set to any
value, as long as it is inside the camera range, i.e., internal
dynamics could be neglected. However, large variations in a
short time lead to abrupt image changes that are not desirable
in cinematography. To prevent this, instead of acting directly
over the intrinsic parameters our framework controls their
velocities,
uc,k = (vf,k, vF,k, vA,k), (6)
where vf,k ∈ R expresses the velocity of the focal length,
vF,k ∈ R represents the velocity of the focus distance and
vA,k ∈ R is the velocity of the focus aperture. Finally, the
state transition function of these parameters is denoted by
xc,k+1 = h(xc,k,uc,k). (7)
IV. CONTROL PROBLEM
With the aim of getting the best image while record-
ing a scene satisfying some composition and artistic rules,
CineMPC solves a non-linear optimization problem inside
an MPC framework. The decision variables are the control
inputs described in the previous section whereas the cost
function includes a variety of terms that account for many
different camera configurations and artistic effects.
More in detail, at a given time k0, CineMPC solves the






JDoF,k + Jim,k + Jp,k
s.t. (3) and (7)
xd,k ∈ Xd, xc,k ∈ Xc
ud,k ∈ Ud,uc,k ∈ Uc
. (8)
The sets Xd and Xc represent the constraints over the
extrinsic and intrinsic parameters respectively, e.g., avoid
collisions or maintain the focal length inside the acceptable
values of the camera. Similarly, Ud and Uc are used to impose
constraints over the control inputs, e.g., feasible drone accel-
erations or maximum intrinsic velocities to prevent abrupt
image changes.
JDoF , Jim and Jp are the cost terms associated to the
depth of field, the artistic composition and the canonical
shots respectively. The next subsections describe them in
more detail.
A. Get the attention of the spectator - Depth of Field
The depth of field is the space of the scene that will appear
acceptably in focus in the image. Our solution autonomously
controls the depth of field of the camera depending on the
kind of shot we want to record, the feeling we want to
transmit, or the part of the image we want to highlight.
According to specialized literature in cinematography and
camera optics [18], [19], the depth of field of the image is
delimited by two main points, the near, Dn and the far, Df ,
distances.
In order to relate these distances to the camera intrinsics
it is convenient to describe first the HyperFocal Distance,
Hk, which is the distance where projected points will be






where c is the circle of confusion, a constant parameter of
the camera that expresses the limit of acceptable sharpness
and affects to the field of view.
The near distance, Dn,k, represents the closest distance




Hk + Fk − 2fk
. (10)
Analogously, the far distance, Df,k, is the farthest distance





After that distance the background will appear blurry in the
image.
To determine the part of the scene we want to be in
focus, we define the desired near, D∗n,k, and far distances,
D∗f,k, expressed in meters from the camera. They might be
chosen depending on particular targets or even time-varying.
The cost term of the depth of field in the time step k then
penalizes intrinsic values that make these distances depart











where wDn and wDf are the weights associated to the cost
terms of the near and far distances.
B. Artistic composition of the image
The objective of this term is to place the targets in
particular regions of the image satisfying cinematographic
composition rules. To do this, we use the projection model
of the camera and define a cost term that penalizes deviations
from the desired image composition.
Let K be the calibration matrix of the camera [20],
K =
βfk s cu0 βfk cv
0 0 1
 ,
with cu and cv the optical center of the image and s the skew.
Note how the focal length is also affecting the projection,
thus coupling the depth of field and artistic composition
objectives. The parameter β is another constant necessary
to transform the units of the focal length, given in meters, to




that relates the height, Hmm, and the width, Wmm, of the
sensor of the camera in millimeters with the height, Hpx,
and the width, Wpx, of the image in pixels.
The projection also requires the relative position be-
tween the camera and the target t, denoted by pdt,k =
RTd (pt,k − pd,k). The position of the target in the image,
imt,k ∈ R2, is
imt,k = λK pdt,k, (13)
where λ is the normalization factor to remove the scale
component in the projection.
Finally, the cost term penalizes deviations with respect to










where wim,t is the weight associated to the cost of target t.
To motivate why the place of the elements on the image is
artistically important we give two examples that the literature
labels as good composition guidelines. The rule of thirds is
an imaginary subdivision of the frame, which is divided into
thirds, both horizontally and vertically. The idea is to place
the targets that are being recorded in the way that they match
with one of the nine intersections of these subdivisions. The
other example is when one would like to place one target
centered in the image.
A target may also be defined by several image coordinates,
e.g., face, body, etc. Our solution also considers the possi-
bility of controlling the position on the image of different
parts of a target, e.g., face matching the upper right third
and knees matching the bottom right third.
C. Feelings over the screen - Canonical shots
The way in which the scene is recorded strongly affects
the sensations that the spectator feels when visualizing a
recording [1]. There are numerous kind of shots to transmit
different feelings, e.g., Long shot, Close-Up, Cowboy shot.
Many of these shots can be described with two parameters,
the distance to the camera, or target’s depth, and the relative
orientation of the target with respect to it.
The target’s depth, dt,k, is the only position-related value
that cannot be controlled through Jim, yet when combined
with a certain value of the focal length affects to the amount
of effective background visible, and also its degree of focus.
The relative rotation between the camera and the target,
Rdt,k = R
T
d,kRt,k, determines the filming perspective. In
the control problem it is required to enable wide-angle and
other aerial type of shots.
Thus, we define this cost term in terms of these two







∥∥RTdt,kR∗dt,k∥∥F + wd (dt,k − d∗t,k)2 , (15)
with wR and wd the corresponding weights.
V. EXPERIMENTAL VALIDATION
To show the potential of our solution, we present a
complete cinematographic experiment that contains one long
scene recording composed by four parts. In each of them, we
want to demonstrate different artistic requirements or speci-
fications handled by our approach. Next we first describe the
implementation and execution details of the experiment and
then we detail the experiment content and analysis.
A. Implementation details
The presented system is implemented in C++ and runs
on the simulation platform CinemAirSim, a photorealis-
tic robotics simulator for cinematographic purposes [21].
CinemAirSim extends the robotic simulator AirSim [22]
with a realistic configurable cinematographic camera that
implements the pin-hole model. CinemAirSim is a plugin
of Unreal Engine 4 [23], which allows us to create realistic
scenarios. AirSim implements a low-level controller for the
drone that takes a trajectory of 3D world points and a
desired velocity as an input and moves the drone accordingly.
In our experiments, MPC returns a set of 3D points and
velocities and this low-level controller transforms them into
a feasible trajectory and gives the commands to the drone.
Additionally, more sophisticated trajectories can be handled
by existing trajectory optimizations like [24], which outputs
a polynomial high-quality trajectory of the position and its
different derivatives.
(a) (b) (c) (d)
Fig. 2. Screenshots obtained along the four sub-sequences recorded in the experiment. (a) Representation of the user instructions. Blue zone represents
the part of the image that must be out of focus while the red zone represents the part of the image that should be in focus (eq. 14). Yellow lines are the
desired guidelines of composition (eq. 12). (b) Camera output when not using cineMPC to control the intrinsic parameters of the camera, i.e., constant
focal length and aperture and no focus. (c) Auxiliary labeled output representing the core information cineMPC is using. The image is labeled with the
bounding boxes obtained from the perception module and the desired guidelines of composition according to eq. 14. (d) Camera output when using all the
control of cineMPC. Note that for each pair of images (b) (d) on a certain raw, the drone position is exactly the same, the visual change is produced by
the automatically controlled intrinsic parameters. Each row represents one time step, from the beginning of the recording (top) to the end (bottom), once
the image is stabilized when the new sequence constraints are introduced
To include in the experimentation non-ideal perception,
somehow closer to real world applications, as a proof of
concept we obtain the location of the targets in the image
from bounding boxes detected with Yolov4 [25]. Then,
thanks to the depth map provided by AirSim, we compute
the position of the targets with respect to the camera. For
the orientations we use the ground truth.
Since the proposed optimization problem is non-linear, we
use Ipopt (Interior Point OPTimizer) [26] to solve the MPC
problem.
The validation of this work is run on a complete sce-
nario that allows us to demonstrate all the cost terms and
coordination between modules. Cinematography is about
transmitting feelings over the screen. With this experiment
we demonstrate how CineMPC easily records a story with
different parts, allowing to easily configure settings to trans-
mit different sensations to the spectator. We refer the reader
to the supplementary video to see the whole sequence of the
experiment. All the experimentation has been run in a Intel®
Core™ i7-9700 8-Core CPU equipped with 64 Gb of RAM
and a NVidia GeForce GTX 1070.
Fig. 3. Initial frame of the experiment (left) and frame with the drone and
the targets (right).
B. Complete cinematographic example
In this experiment, we describe in detail how we can get
a rich and expressive recording by configuring the different
parameters considered by CineMPC.
The scene starts with a man walking in straight line over
a park. He is placed in pm ∈ R3 with a rotation in the world
of Rm = 0◦. The drone follows the man during his walk.
Then, the man passes through a crosswalk. In the other side
of the street, there is a woman that seems to be waiting for
someone. She is placed in pw ∈ R3 with a rotation in the
world of Rw = 180◦. Is the woman waiting for the man?
Thanks to CineMPC, we can make the recording to transmit
this feeling of expectation to the spectator.
The experiment is divided into four parts. For each part,
we consider different desired values to meet our artistic aims.
To all extents, we can state that this experiment is composed
of four different subexperiments in which CineMPC receives
instructions that are very different from each other. It is
important to remark that we have adjusted some parameters
of the transitions between parts to make them smoother and
visually more pleasant. Fig. 3 shows the initial state and an
overall view of the drone and the targets.
1) First sequence. A mysterious lonely man taking a
walk in a park: The main point of interest of this part of
the experiment is the man. This is why we want him to be
focused and the rest of the image to be blurred. We achieve
this feeling minimizing JDoF in eq. (12). In this case, we
are just interested in the far distance of the depth of field,
as the closest part of the image to the drone is the man. We
would like the man to be in focus and his background to be
out of focus, then: D∗f,k = pm,k.
We also want to transmit the viewer the loneliness feeling
of the man. For this purpose, we want him to be vertically
centered in the image and his head to be horizontally aligned
with the upper third following the rule of thirds, in a way we
will also see part of the body of the man. Eq. (14), Jim will
help us. The face of the man should be in a desired image
position of im∗m,k = [cu,
Hpx
3 ].
We want the face of the man to remain mysterious for the
spectator, so, the man should be recorded from behind. We
want to record him with a style called cowboy shot or over
the knee. Eq. (15), Jp, does the trick. To record from behind,
we want R∗dm,k = 0
◦ and for the cowboy shot, d∗m,k = 5 m.
2) Second sequence. The introduction of a woman
waiting: Now, the scene contains two targets, the man and
the woman. A change in the focus plane of the scene helps
to introduce this new character to the spectator. For this
change of context we want both targets to be focused. Thus,
the depth of field starts on the man, whose foreground
will remain out of focus and finishes on the woman. The
background of the image will remain out of focus. To achieve
this, we set Dn,k∗ = pm,k and Df,k∗ = pw,k in JDoF
We want to show both targets on screen. The feeling of
doubt of their possible relationship is introduced. The two
targets should be shown in a way the image follows some
artistic composition rules. The literature says that one of the
more balanced in the rule of thirds. We introduced two terms
to Jim. The face of the man will be placed in the left, upper





The face of the woman however, will be placed in the right,





We still do not want the viewer to realize the feelings or
intention of the man, nor if he is looking at the woman as if
they know each other. However, we want to show the face of
the girl to transmit that she is waiting for someone. The drone
should look towards the face of the woman, their relative
rotation must be opposed. Therefore, the desired rotation
terms of Jp are R∗dm,k = 0
◦ and R∗dw,k = 180
◦.
3) Third sequence. Is the woman waiting for the man?:
In this scene, the spectator will start to discover if the targets
know each other. We want to move the viewers’ attention to
the face of the woman that may show some kind of reaction
that can denote that they have some kind of relationship, e.g.
if she smiles or stares at him.
To do so, we change JDoF and leave the rest of the cost
terms static with respect to the previous sequence. The man
will become blurred, the spectator already knows him from
previous sequences. We want the depth of field to start on
the woman, whose foreground will remain out of focus. The
background of the image will be in focus. To achieve this,
we set D∗n,k = pw,k in JDoF
In this sequence, we show off the importance of the depth
of field to the final result of the footage.
4) Forth sequence. And he past by...: Disappointment.
This is what we want the spectator to feel. The beginning
of this part of the footage shows how the man continues
with his walk ignoring the woman. It seems that she is
not waiting for the man and that they do not know each
other after all. The camera focuses on the woman to show
how she keeps waiting while the man keeps walking in the
background going farther. The reaction of the woman gets
all the attention of the spectator, so we take the man out of
the control problem in this part. With this aim, we want to
have the face of the woman centered, in focus, and close
enough to appreciate it.
To direct the spectator to the woman, we will get the
background of the scene to be out of the focus, while the
woman remains totally in-focus. This means that the depth of
field should finish where the woman is located, D∗f,k = pw,k.
The composition of the image must be mainly centered
in the woman, thus we will pose her face in the vertical




We would like the drone to look at the woman from the
front, while getting a ’Medium Close-Up’ shot, which is
close enough to show everything that happens to the face
of the girl. The cost terms of Jp that will achieve this are
R∗dw,k = 180
◦ and d∗w,k = 3 m.
Fig. 4. Evolution of the cost of the experiment
C. Results
For qualitative results, we refer the reader to Fig. 2 and
the supplementary video. The figure shows different frames
of the footage for each sequence. It is easy to notice the
big artistic qualitative gap between the same scene recorded
using CineMPC Fig. 2d and not controlling the intrinsics of
the camera, Fig. 2b.
Fig.4 shows the evolution of the cost on this experiment.
The red dashed lines mark when the new sequence starts and
the constraints of the problem change. It is easy to appreciate
how the cost of the problem rises when this happens. Then
the cost goes down to acceptable values, what means that the
constraints are getting satisfied. As we mentioned before, we
decided to run a dynamic experiment to give realism despite
the fact that our MPC problem is designed to record static
scenes. This causes some oscillations in the cost, e.g. 60 to
90 secs, when the woman moves from left to right.
Fig. 5. Evolution of the depth of field: near and far distances
Fig.5 shows the evolution of the depth of field, namely,
the near and far distances together with their desired values.
For simplicity of the graph, we do not show the values of
the distances when we do not control them. Thanks to this
graph, we observe how the the depth of field corresponds to
each of the sequences of the experiment and its requirements
The evolution of the camera intrinsics that mainly affect
the depth of field, e.g. the focal length and the focus aperture,
are shown in Fig.6. During most of the footage, the depth
of field remains narrow, just focusing on one target. This
causes that the aperture reaches its minimum value allowed.
It is remarkable how the focus aperture uniquely changes to
its highest value in the second sequence of the experiment,
seconds 20 to 40. The objective on that sequence is that both
targets appear in focus. This entails the depth of field to be
wider, what is achieved with a higher value of the focus
aperture.
VI. CONCLUSIONS
We have presented CineMPC, a model predictive control
approach to control the intrinsic and extrinsic parameters
Fig. 6. Evolution of the intrinsics of the camera
of a camera for autonomous cinematography. This is the
first approach to date to include the intrinsic information in
this kind of control. We have described the main cinemato-
graphic agents and discussed in detail the control problem.
It includes three different cost terms to achieve several
artistic guidelines, depth of field, artistic composition of the
image and canonical shots. The optimization of these terms
returns camera control values that generate semantically
expressive images, closer to the ones seen in actual movies.
A complete scene has been used to illustrate the potential of
CineMPC, successfully considering time-varying guidelines.
Future work will consider a more comprehensive integration
with a real perception pipeline as well as autonomous deci-
sion making of the desired values for the control problem.
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[10] T. Nägeli, L. Meier, A. Domahidi, J. Alonso-Mora, and O. Hilliges,
“Real-time planning for automated multi-view drone cinematography,”
ACM Transactions on Graphics (TOG), vol. 36, no. 4, pp. 1–10, 2017.
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