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vAbstract
The recognition of objects and classes of objects is of importance in the field of computer 
vision due to its applicability in areas such as video surveillance, medical imaging and 
retrieval of images and videos from large databases on the Internet. Effective recognition 
of object classes is still a challenge in vision; hence, there is much interest to improve the 
rate of recognition in order to keep up with the rising demands of the fields where these 
techniques are being applied. This thesis investigates the recognition of activities and 
expressions in video sequences using a new descriptor called the spatiotemporal shape 
context. The shape context is a well-known algorithm that describes the shape of an 
object based upon the mutual distribution of points in the contour of the object; however, 
it falls short when the distinctive property of an object is not just its shape but also its 
movement across frames in a video sequence. Since actions and expressions tend to have 
a motion component that enhances the capability of distinguishing them, the shape based 
information from the shape context proves insufficient. 
This thesis proposes new 3D and 4D spatiotemporal shape context descriptors that 
incorporate into the original shape context changes in motion across frames. Results of 
classification of actions and expressions demonstrate that the spatiotemporal shape 
context is better than the original shape context at enhancing recognition of classes in the 
activity and expression domains.
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Glossary
Shape Context A shape descriptor constructed on the points in a 
contour description of an object, where for every 
point, surrounding points are binned according to 
their radial displacement and angular offset.
Spatiotemporal Shape Context A shape and motion descriptor constructed on 
points in a contour description of an object together 
with associated motion vectors, where for every 
point, surrounding points are binned according to 
their radial displacement, angular offset, speed, and 
(for 4D spatiotemporal shape context) direction of 
motion.
Activity Recognition The process of determining activities of human 
subjects in images or video sequences.
Expression Recognition The process of determining facial expressions of 
human subjects in images or video sequences.
Motion Vectors Vectors which provide an understanding (in terms 
of magnitude and direction) of how various regions 
in a video sequence move from one frame to the 
next.
Active Appearance Models Algorithm to match a model of the shape and 
appearance of an object to an input image.
xvi
Procrustes Analysis Algorithm to align a collection of objects 
represented by sets of points, so that they have the 
same general rotation, scale and translation.
Hungarian Algorithm Algorithm to find an optimal correspondence 
between two sets based upon the cost matrix that 
relates elements of the two sets.
Nearest Neighbors A classifier that categorizes an input based on the 
class of the nearest exemplar in a set of such 
exemplars.
Neural Network A classifier that consists of an interconnected 
system of neurons, and serves to find the class of an 
input based on prior training using examples and 
their associated classes.
2Chapter 1 Introduction
To address the needs of the rapidly advancing technologies of today, the introduction of 
new methods and structures to gather data from the environment goes hand in hand with 
the development of more innovative computing techniques that interpret the gathered 
data. One exciting field based upon this premise is computer vision whose focus is the 
process of getting relevant information from visual data in the form of single images or 
videos captured through single or multiple camera sensors. One important application is 
in the area of surveillance and monitoring, and primarily aims to recognize subjects and 
to understand their behavior in scenes. These techniques are also being applied to more 
consumer-oriented areas such as automatically organizing visual data on computers (by 
recognizing scenes and people), gathering user-based input through images on the 
Internet, and monitoring people’s interests to display relevant content in smart advertising 
systems.   
Computer vision extends from image processing, which addresses image quality 
enhancement and low-level feature detection, all the way to image understanding, where 
the latter entails modern approaches and exciting applications. In general terms, image 
understanding involves deriving a complex analysis of the contents of images or video 
sequences. Even though it is predominantly a computer vision field, it ties in to various 
other areas such as machine learning, robotics and neurobiology. Image understanding in 
turn includes several areas such as the detection and recognition of objects, faces, actions, 
activities and scenes or events. It also relates to the field of content-based image and 
video retrieval where distinguishing features are used to retrieve objects from large 
3databases. These areas offer exciting opportunities for research due to their potential of
introducing automation in different applications.
In addition, due to the large proliferation of cameras and the improvement in 
processing power and memory elements, the scope of image understanding has expanded 
tremendously. These improvements are in fact necessary, since the demands of 
understanding complex scenes or videos are quite large. Often the system may be 
required to deal with several objects of varying sizes, shapes and orientation, some of 
which may be occluded or corrupted by noise, or may interact with each other. There is 
need for algorithms that are robust to such shape transformations, occlusions and 
disturbances, and that are capable of using the motion information provided by video 
cameras. Finally, there is need for algorithms that are fast or that can be parallelized to 
run on multiple processor systems, such as clusters, or cheaper alternatives, such as 
graphical processing units. All these requirements make image understanding an exciting 
area of research.
This thesis is focused on two interesting areas of image understanding, namely 
activity and expression recognition in human subjects. Activity recognition involves the 
process of recognizing the action of a person, such as walking, running, jumping,
bending, and so on. Expression recognition involves the ability to distinguish between 
facial expressions such as anger, sadness, happiness, surprise, fear or disgust. Both fields 
are active research areas: activity recognition can directly be applied to monitor human 
action at public places such as airports, banks, hotels and casinos, while expression 
recognition can be used to gauge subject interest in smart advertising systems. Both 
expression and activity recognition can be implemented collectively in security systems 
4and surveillance systems. There thus exist several innovative applications for activity and 
expression recognition, thus stimulating research to meet the rising demands of the 
applications.
These techniques can be categorized under the area of object and category
recognition since they address the detection and distinction of specific objects or 
categories. Some of the pioneering work in object recognition was done in [51],  where 
the scale-invariant feature transform (SIFT) was developed to obtain image features that 
are invariant to affine transformations and in part to affine projections and illumination 
changes. They were obtained by determining maxima and minima in a difference of 
Gaussian function in a similar fashion to Harris corner detection [25], but yielding more 
robust features, and were found to be similar to neural responses in the inferotemporal 
cortex in human vision. The extracted features were distinctive for every object and could 
be used to search for objects in a scene. The authors of [71] used clustering algorithms to 
identify distinctive parts in an image and to learn the resulting shape model with 
expectation maximization. More recently, relevant features invariant to input were 
extracted from a database of objects using convolutional neural networks in [30] and the 
resulting features were separated using support vector machines. Additional information 
can be supplied to the recognition process by motion; for instance, the authors of [23] use 
Gaussian mixture densities to model variations of features in objects across frames and 
the Bayes criterion helps identify the best parameters to classify new occurrences of the 
object. Hermite functions have been used in [63] to extract texture features from forward 
looking infrared (FLIR) images and neural networks were used to classify the objects. 
Objects in complex scenes, such as vehicles in traffic, have been recognized by using 
5biometric pattern recognition and the Choquet integral in a two-stage classification 
scheme [70].
In the next two subsections, we detail work done in the field of activity and 
expression recognition. In the third subsection, we provide an overview of the particular 
algorithm that we are using for feature representation in this thesis, namely the shape 
context.
1.1. Previous work in Activity Recognition
There has been a tremendous amount of research in the area of activity recognition for 
over three decades. We thus focus on the more recent work done during the last decade,
since this is more applicable to current computing techniques and applications. An 
extensive survey of several recent techniques has been presented in [67]. For the purpose 
of clarity, the authors make the distinction between an action and an activity, in that an 
action is a simple human motion pattern like walking or running, and an activity is a set 
of complex movements with a purpose (could be single person or multi-person 
interactions), for instance, activities occurring in an office setting. In this thesis, we use 
the term action and activity interchangeably to refer essentially to patterns such as
walking or running.  In general, activity recognition tends to be done on video sequences 
as opposed to still images because the latter are not capable of providing sufficient 
information to make a reliable decision on activity. The process of activity recognition 
usually occurs in two stages: the feature extraction stage, where the data is processed to 
extract only relevant distinctive features, and the action classification stage, where 
various models or classifiers may be used to determine what action is taking place. The 
following subsections discuss how different works have addressed these two stages.
61.1.1 Feature Extraction
Given that we have the input video sequences necessary, techniques in activity 
recognition usually involve background subtraction to isolate blobs (or ‘silhouettes’) that 
contain the individual. A detailed survey of background subtraction is provided in [57];
examples of some techniques include subtracting a pre-captured background, processing 
of video images with an IIR filter, which highlights the moving objects using ‘ghost 
trails,’ and using more complex statistical techniques such as Gaussian mixture models or 
principal component analysis. The resulting silhouettes are used in several different ways 
for activity recognition. For instance, the authors of [56] extracted principal components 
from the entire silhouette representations, while the authors of [5] extracted moments that 
were invariant to affine transformations.
Some works attempt to reduce the amount of information to just a skeletal 
representation. For instance, the authors of [11] have constructed a star skeleton by 
computing the silhouette centroid and finding local maxima in distances from the 
centroid to the boundary points; these maxima represent the body extremities like the 
head, hands and feet. In [48] a star skeleton is used which was developed by K-means 
clustering of the points in a silhouette. In [14], a star skeleton is constructed by first 
dividing the human silhouette into triangular meshes using Delaunay triangulation [13], 
obtaining the spanning tree consisting of the triangle centroids as vertices, and using a 
depth first graph search to get vertices in the spanning tree that have more than two edges 
connected to them. 
To use the movement patterns of human subjects across videos, several works 
have extracted spatiotemporal features that combine spatial appearance with temporal 
7change in the appearance. The pioneering work in using such spatiotemporal templates is 
attributed to [17]. The authors of this paper developed Motion History Images (MHIs) in 
which the background subtracted silhouettes are aggregated into one 2D grayscale image 
with lower weights given to older silhouettes. In [6], silhouettes have been stacked in a 
3D representation (with time along the third axis), spatiotemporal features in the form of 
‘sticks’, ‘balls’ and ‘plates’ have been extracted by solving the Poisson equation. The 
authors of [32] use a biologically inspired system for action classification by computing 
spatiotemporal features and developing C2, S3 and C3 features that mimic models of 
neurons in the visual cortex. In [55] a constellation of bags-of-features was constructed in 
which spatial features were generated using the 2D shape context [3] and spatiotemporal 
features were generated using linear filters [18]. In [34], the authors store distances 
between features derived from all time-frame pairs in a self-similarity matrix in order to 
deduce similarities that occur due to the repetitive nature of actions. In [33], a two-stage 
recognition process is used with a method for manifold embedding called local 
spatiotemporal discriminant embedding, where for a given silhouette-frame a projection 
is found to an embedding space that spatially discriminates classes that are far apart; if 
the desired spatial discrimination is not achieved, then a temporal discrimination is 
sought by using a window of frames centered at the current frame. The authors of [22]
have constructed a 3D shape context from a concatenated volume representation of the 
subject silhouettes; their version of the shape context will be discussed at length in 
Section 1.3.
81.1.2 Action Classification
After the features (spatial, temporal or a combination of both) are extracted from each 
frame or from a sequence of frames, the next step is to use the features in action 
classifiers. Several different classifiers may be used based upon the discriminatory nature 
of the features extracted and the task being addressed. Some of the most commonly used 
classifiers are hidden Markov models (HMMs). These models essentially consist of 
various states linked together using probabilities of transition, and, at each state, the 
probabilities of attaining different outputs are encoded. Thus, given a set of observed 
outputs, which are usually the features extracted from activity frames, one can infer the 
original sequence of states, which usually correspond to transitions between various 
action poses. These models were initially developed for speech recognition [59], 
however, due to their versatility, they have been extended to a number of other realms, 
activity recognition being one of them. For instance, HMMs have been trained and tested 
using star skeletons converted to symbols [11], principal components from oriented 
histograms of optical flow [47], and principal components from silhouettes together with 
optical flow information [56]. HMMs have also been used for activity recognition at a 
table-top scene in [60] using various feature sets, such as joint angles, direction vectors 
from the torso to the wrist, and the distance between the thumb and the index finger.
Extensions of HMMs for the purpose of activity recognition include the coupled hidden 
Markov models, introduced in [8] where two or more HMMs are coupled by introducing 
conditional probabilities between their hidden states. The coupling can thus be used to 
recognize activities performed by two or more distinct entities which may or may not 
interact with each other. In [8], a distinct HMM was used for each hand with coupling 
9between the HMMs to distinguish between various hand motions in Tai Chi Chuan 
actions. Shape and motion features similar to those of [56] were used in [1], except that 
recognition was performed on several different views and multi-dimensional HMMs were 
used. Parametric hidden Markov Models allow the output probabilities to depend upon 
some parameter; for instance, the authors of [72] modeled hand gestures using PHMMs 
where the parameter corresponded to the degree of freedom of the gesture. In [27], 
PHMMs are used to generate HMMs for new action parameters by interpolation of 
HMMs trained on example movements with known parameters.
Several works use typical classifiers such as nearest neighbors, neural networks 
and support vector machines (SVMs). For instance, the authors of [45] evaluate the 
performance of nearest neighbors and SVMs on a set of motion descriptors obtained from 
the action sequences that capture the spatial and temporal coherence of motion patterns. 
In [40], SVMs are used on a collection of Doppler features extracted from the short-time 
Fourier transform of data obtained by measurements of 12 subjects performing 7 actions 
using a Doppler radar. Since the SVMs can only distinguish two classes at a time, 
typically more than two classes are classified using a decision tree structure. In [39]
features were extracted from a spatiotemporal volume of the action using a modified 
convolutional neural network that has a 3D receptive field, and a weighted fuzzy minmax 
neural network was used for pattern classification. The authors of [29] use a fuzzy self-
organizing neural network for efficient learning of activity patterns. In our 2008 paper
[38], we have compared the recognition capabilities of nearest neighbors and back-
propagation neural networks in distinguishing between activities using the two-
dimensional shape context.
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1.2. Previous works in Expression Recognition
Much of the work in expression recognition is based on the studies of expressions 
conducted by the authors of [20] who examined videos of subjects making various 
expressions. They developed the Facial Action Coding System (FACS) as a result of their 
studies according to which muscle sets in various regions of the face are grouped into 
Action Units (AUs), the motions of which contribute to changes in facial appearance in 
those sections of the face. Combinations of different AUs were observed to produce 
different expressions. Unlike activity recognition, expression recognition can be 
performed on still images and video sequences, although video sequences can provide 
additional information about the progression of the expression due to the motion of the 
various action units. Some of the recent works in the field of expression recognition are 
discussed in the succeeding subsections. In all works, a two-stage procedure for 
expression recognition can be identified as in the case of activity recognition: one 
pertaining to feature extraction and the next pertaining to the classification of different 
expressions.
1.1.1 Feature extraction for Expression Recognition
Different types of features have been extracted for the purpose of recognizing expressions 
from still images as well as from video sequences. For instance, in [49] several flow-
based features have been used such as optical flow computed by the Lucas-Kanade 
algorithm [52], dense flow computed by Wu’s algorithm [73] with principal components 
analysis to reduce the dimensionality, and high gradient components to extract ridges or 
furrows in the face. In [77], linear filters have been used to develop characteristic 
signatures from optical flow vectors. In [26] principal components have been computed 
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from the facial images. The authors of [82] conduct principal components analysis and 
linear discriminant analysis adapted for 2D matrices (2DPCA [75] and 2DLDA [46]); the 
latter in its original form is an algorithm that attempts to find the hyper plane between 
two classes such that the interclass variability is maximized and the interclass variability 
is maximized. They also apply the generalized low rank approximation for matrices 
(GLRAM [76]) that applies a transformation from both the left and the right of the matrix
(unlike the 2DPCA algorithm that applies a transformation from the right).
In several works ([50], [79], [64]), Gabor wavelets are convolved with the images 
to extract features similar to the responses produced by neural receptors in the visual 
cortex; the Gabor wavelets mimic the receptive fields of these receptors. In [44], log-
Gabor filters have been used to extract features that were subjected to PCA. The authors 
of [58] conduct independent component analysis (ICA) on varying numbers of Gabor 
features; ICA is similar in concept to PCA but involves the extraction of components that 
are statistically independent. In [65] the Gabor features generated are subjected to the 
Local Binary Pattern (LBP) operator that gives a gray-scale invariant description of 
texture. It does so by assigning 1 and 0 to pixels respectively greater and less than the 
central pixel in a 3x3 neighborhood, and then labeling the central pixel in the feature 
image with the decimal value of the binary pattern generated from the surrounding 8 
pixels. The resulting feature image is divided into several blocks, and histograms are 
developed over the different blocks to get the final feature vector for classification.
The authors of [35] use an approach similar to the Viola-Jones face detection
technique [69] and extract Haar-like rectangular features of size 3 x 3 from their facial 
images. They use the AdaBoost learning algorithm [21] which combines weighted weak 
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classifiers to form a strong classifier, and with its aid, they find the top 5 rectangular 
features that allow for the most discrimination. The AdaBoost algorithm is also used by
[83] to select blocks from the feature image generated by applying the LBP operator to 
the original images that have high discriminative power; since there were seven
expression classes, the algorithm was applied seven times. The Local Binary Pattern is 
also used in [79], and in [10] with PCA conducted on the pattern for dimensionality 
reduction.
The authors of [81] use active shape models (ASMs) [16] to focus on the face, 
divide it into blocks and then compute 2D Discrete Cosine Transform coefficients from 
each block. The authors of [12] compute the difference of active appearance models 
(AAMs) [15] extracted from the image with the expression and the neutral image of the 
subject under examination. In [61], eigenfaces [68] were extracted from facial regions 
that were focused on using AAMs and whose hairline, ears, neck and background were 
removed. In [74] the 2D + 3D AAM was proposed where 3D shape constraints were 
applied to a 2D AAM and the system used for 3D facial tracking. This has been extended 
to facial expression recognition in [66] together with PCAMD (PCA with missing data) 
[62] to make up for unobserved information.
1.2.1 Classification strategies for expression recognition
Classifiers similar to those used in activity recognition have also been used to distinguish 
various expressions. For instance, hidden Markov models have been used in [49] on the 
feature vectors obtained from the computation of flow and gradient components. They 
have also been used in [77] for recognition on the characteristic signatures obtained from 
optical flow vectors. The authors of [2] used two-stream HMMs that can model 
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generation of multiple observation sequences since the observation probability 
distribution is typically the product of the observation probabilities of the single-stream 
components. One stream was derived from eyebrow information, while the other was 
obtained from lip information. Embedded hidden Markov models [54] were used in [10],
where each state in the HMM is itself an HMM. The states in the outer HMM are called 
superstates and in [10] they correspond to different facial parts, e.g. forehead, mouth, 
eyes, nose and chin. Zhou et al employ boosting with the AdaBoost within their 
embedded HMM structure to classify expressions.
Among other approaches for classifying expressions, back-propagation neural 
networks have been used by [50] to choose between 13 Gabor channels after PCA based 
classification was used to recognize the expression on each channel. As described earlier,
[35] use the AdaBoost for feature selection; it is also used for classification of features 
from test expression images. The authors of [64] use a self-organizing map [41] on their 
extracted Gabor features. In several works, support vector machines (SVMs) have been 
used for classification; for instance, in [82] SVMs have been used to classify features 
obtained from 2DPCA, 2DLDA and GLRAM. The authors of [79] design a binary 
decision tree for expression classification using fuzzy kernel clustering, and train support 
vector machines at each node of the decision tree. Nearest neighbors have been used in 
[61] for recognition on eigenfaces, and neural networks were used in [44] for the 
responses of the log-Gabor filters. In [12] sequence based k-nearest neighbors have been 
used to classify differential AAMs. The authors of [26] compare recognition using 
nearest neighbors, SVMs and the minimax probability machine (MPM) that attempts to 
find the hyper plane separating classes with maximal probability.
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1.3. Shape Context
The crux of this work is the proposal of an extension to what is called the shape context 
for the purpose of object and category recognition in video sequences. The shape context 
in its original form, as proposed in [3] is a shape-based descriptor that gives an 
understanding of the distribution of points in the contour of an object with respect to each 
other. It does so by providing a binning of points in various sectors of a log-polar 
histogram centered at every point in the contour. The shape context was initially 
developed to solve the problem of digit recognition [3], but has since then been applied to 
other areas such as 3D object recognition and trademark retrieval [4], representation of 
human body configurations [53], reconstruction of human body pose [24], recognition of 
Urdu digits [78], and action recognition [37], [38]. 
In this work, we evaluated the performance of classification of actions and 
expressions using the 2D shape context. However, the two-dimensional shape context has 
the obvious limitation that it provides a representation of shape alone. There are several 
instances where a distinction between categories cannot be done on the basis of shape 
alone. For example, in the case of activity recognition, both the bending and jumping 
actions share a hunched-back stance. While running and walking, a person may transit 
through several stances that are similar in shape to both actions. As human beings, we use 
the motion component of the action as a cue in distinguishing between them when the 
shapes of the subject are similar. Thus the bending and jumping actions can be 
distinguished based on the fact that when a person bends, he/she curves downwards, 
while if the person jumps, then he/she will spring upwards and forwards. Walking and 
running stances can be distinguished based on their speeds. These examples show that a 
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descriptor that purely represents shape is not enough, and there is a necessity to develop a 
version of the shape context that enables it to act as a motion descriptor as well.
One obvious extension of the shape context is to develop a binning system for 
three dimensional objects. For instance, the authors of [42] developed the 3D shape 
context using a cylindrical coordinate system for their histograms, where binning was 
done through sectored cylinders. In their work, the points were sampled from the surface 
area of the 3D object. In [31] a cylindrical version of the 3D shape context has been 
developed for binning all the voxels in a 3D human body representation for the purpose 
of gesture analysis and tracking. The work of [22] takes advantage of the capability to 
represent the spatiotemporal characteristics of an action sequence as a three-dimensional 
structure, and to build a 3D shape context from this structure. They have generated a 
spherical version of the 3D shape context where there is a non-uniform discretization of 
the latitude angle so that all bins have the same surface area. This 3D shape context was 
used for action classification on the Weizmann dataset [6] of activities.
However, using the 3D shape context can prove disadvantageous in several 
situations. For instance, in the case of multi-action sequences, distinction between the 
different actions composing the sequence becomes difficult. Since the 3D shape context 
methods use a database for comparison, it may be possible to maintain such a database 
consisting of 3D shape context features for two-action sequences; however, for more than 
two actions, this becomes inconvenient. For instance, if a person starts running, transits to
walking, and finally stops to bend, then to distinguish what section of the video 
corresponds to the sequence run, walk, bend, six different video sequences of action 
transitions would have to be maintained corresponding to the permutations of run, walk 
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and bend. In addition, there may be more actions that could have occurred, such as jump 
or wave; if for instance we assume that at most five different actions could have occurred
then a collection of twenty videos would have to be maintained, corresponding to all 
permutations of three actions from a set of five. As the set of actions that could be 
performed grows larger, the permutations generated become too numerous to manage and 
compare against efficiently. Finally, the time instant and duration of transition can differ 
from person to person, causing an even greater problem in distinction. In another 
example, if the movement of a subject in a scene like an office setting is to be judged, 
some general motion patterns of the person can be inferred, for example the person may 
put out their left foot or thrust their right arm sideways to grab something, but the 
complete trajectory cannot be predetermined; for instance, it cannot be known beforehand
that the person will walk from their desk to the restroom, and then to the printer, and then 
back to their desk.  A possible solution for such applications may be to divide the video 
into smaller chunks, to obtain the 3D descriptor and analyze these chunks, and to collect 
the results from individual chunks to get the final result for the video. However, again, 
the number of frame-combinations needed in a library to cover all possible chunks is very 
large.
Ultimately, it is most advantageous to focus on the level of two frames, and to 
represent how the shape of an object changes from one frame to the next. Obtaining a 
representation that covers only two frames allows the descriptor to be more versatile, and 
to be used in more complex algorithms that allow for distinction between what happens 
over several frames. 
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To address the issue of representing shape and change in motion patterns over two 
frames, this thesis proposes an extension of the shape context to what we term the 
spatiotemporal shape context. For this descriptor, the original binning of points in the 
log-polar histogram is coupled with a binning of the change in motion at those points. 
The original shape context was built by binning along the radial and angular dimensions
of the log-polar histogram; however the new spatiotemporal shape context additionally 
bins the magnitudes and directions of motion vectors computed at different contour 
points. Hence the extended shape context is based on a four-dimensional histogram. A 
more complete understanding of the reasoning behind using four dimensions is provided 
in Chapter 2.
The primary focus of this thesis was to develop the spatiotemporal shape context 
as a method to improve the classification of different actions, such as walking, running, 
and so on, for the purpose of activity recognition. To examine the versatility of the 
spatiotemporal shape context, we also applied it for classification of expressions, such as 
anger, happiness, sadness and surprise. We have thereby evaluated the performance of 
the spatiotemporal shape context for activity and expression recognition, and we have 
compared its performance against that of the original shape context. We use single action 
or single expression videos with one subject per video for the purpose of a clean analysis; 
however, this method can be applied in algorithms that address multiple-action or 
multiple-expression videos that contain more than one person. This thesis document is 
divided as follows: Chapter 2 gives a description of the theory behind the shape context
descriptors. Chapter 3 describes the steps taken to perform activity recognition together 
with the results obtained from the process of activity recognition. Chapter 4 provides 
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similar description of steps taken and results obtained from expression recognition.
Chapter 5 gives some comparisons of typical computational times for activity and 
expression recognition. Finally, a chapter on conclusion and future scope of this research 
is provided. A detailed bibliography pertaining to this work is provided at the end. 
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Chapter 2 Development of the Shape Context Descriptors
This chapter provides an overview of the theory behind the development of the shape 
context descriptors. It begins by providing a review of the two-dimensional shape context 
which is a commonly used descriptor for representing the shape of an object based upon a 
set of silhouette points. Next, it discusses the development of a new descriptor, the 
spatiotemporal shape context, obtained by including motion into the shape context
formulation.  The spatiotemporal shape context helps improve the distinction between 
categories of objects that are separable based on a combination of their motion and shape 
characteristics. The chapter discusses some techniques by which shape and motion 
information can be derived from an object before developing the shape contexts. Finally, 
it provides a description of the methods by which the shape contexts may be matched in 
order to use them in the context of classification and recognition. Pictorial examples are 
provided for activity recognition; however, the concepts are applicable to expression 
recognition or to the recognition of any other shape and motion based object or category.
2.1. Two-dimensional Shape Context  
The two-dimensional shape context is a descriptor originally proposed in [3] for the 
purpose of getting a representation of shape that is invariant to translation and scale. The 
starting point for its development is a collection of points harnessed from the contours of 
an object. Crudely, the shape context can be defined as a means to describe how points 
are displaced with respect to each other in a radial and angular fashion.  More 
specifically, from every point in the collection, the radial and angular displacements of all 
the remaining points are computed, and these displacements are binned to obtain a 
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sparser representation. This is equivalent to centering a log-polar histogram at a point and 
counting the numbers of points that fall in the various segments of the histogram. A 
pictorial representation is shown in Fig. 1. Since binning occurs along a radial and an 
angular dimension, this shape context is two-dimensional. The end result of this process 
is a matrix where each row represents a vectorized log-polar histogram developed for a 
contour point indexed by that row.
Fig. 1: Developing the 2D shape context -- (a) placing the log-polar histogram at one point allows to 
maintain radial-angular counts of the points in the various bins, (b) the 2D shape context matrix 
whose each row corresponds to one point in (a) and gives a vectorized version of the log-polar 
histogram binning
Formally, the entire process can be described by the following steps: given a 
collection of N points from the contours of an object, to develop the log-polar histogram 
for the point Pi, we compute the radial distance r and the angular distance θ from this 
point to a point Pj where 1 < j < N, as:
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To determine the binning for point Pj, we need to compute bins in the radial and angular 
dimensions respectively. The bin in the radial dimension is determined as follows:
   ktrktrb rr
k
r  subject to    minarg (2)
The vector tr is an nr-element vector for the radial dimension, whose elements are given 
by the expression
        

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  minmaxmin10 logloglogexp rrn
k
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r
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This vector tr acts like a threshold vector for the bins in the radial dimension. The radial 
bin is thus given by the index of that threshold value which is an upper bound on the 
displacement r. The logarithmic representation allows points that are closer to each other 
to have more weight relative to those that are further out from each other, and thus 
permits rich representation for small detail. The bin in the angular direction is provided 
by dividing a circle into nθ sectors and getting the sector that forms an upper bound on 
the value of θ:
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In the above expressions, nr and nθ are the number of bins in the radial and angular 
dimensions respectively, and rmax and rmin represent limits for binning along the radial 
dimension. These values are user-defined and thus provide user control for developing 
the shape context.
As the log-polar histogram is vectorized, the final index of the bin for point Pj is 
specified by combining the radial and angular bins as follows:
   bnbb rf  1 (5)
The process of binning is repeated for all points Pj along the contour of the object to yield 
the final nrnθ -sized histogram vector for the point Pi. The process of developing log-
polar histogram vectors is repeated for all points Pi, 1 < i < N, and these histogram 
vectors are stacked to yield a matrix of size N x nrnθ. This matrix is the final 2D shape 
context.
Since the shape context is developed by considering displacements between 
points, it is obviously invariant to translation. Furthermore, since it contains a binning of 
points and does not refer to the displacement values themselves, it is also invariant to 
scaling. This makes it highly versatile as a rich shape descriptor for objects that are 
similar to each other, but differ in their spatial locations or in sizes. However, the shape 
context is not invariant to rotation: in fact, the shape context of a rotated object is a 
23
version of the shape context of the original object where the columns have been circularly 
shifted. Depending on the problem being solved, invariance to rotation may or may not 
be implemented. For instance, in most applications of activity recognition, human beings 
are generally upright; hence as long as the points are being obtained in a consistent 
manner from all samples, rotation does not need to be taken into consideration. In the 
case of facial expressions, it is possible that the individuals may have a certain degree of 
rotation (due to head roll); in our application we have de-rotated all head images using 
generalized Procrustes analysis, which will be described in more detail in Section 4.1.
2.2. Extending to include speed: the 3D Spatiotemporal Shape 
Context
The first step in developing an extension to the shape context to incorporate motion was 
to enlarge it to three dimensions. This required determining what information could be 
encoded into the third dimension. Since the desire is to use the quantity of motion that 
occurs across two frames as a method of distinction, we used speed of movement (i.e. the 
magnitude of motion change) of a point from one frame to the next. The speed of 
movement can be obtained by computing the magnitude of the motion vectors for various 
boundary points. These motion vectors essentially provide an understanding of how the 
region around a boundary point moves from one frame to the next. For a faster moving 
object, these vectors will in general be longer than for a slowly moving object, and this 
will cause the shape context for the fast moving object to be shifted to the right. For 
instance, in Fig. 2, the shapes of the subject walking and running are similar, but since 
running is a faster action than walking, the shape context of the running action is right 
shifted when the speed of movement is accounted for.
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Fig. 2: Example images for (a) Walking and (b) Running. Shape contexts with motion have been 
developed for them respectively in (c) and (d).
To develop this three-dimensional histogram for a point Pi, we now compute not 
only the radial displacement r and angular offset θ of Pi to Pj using equation (1), but we 
also compute the magnitude of motion change vr at the point Pj from the motion 
displacements of Pj in the x- and the y- directions (i.e. the motion vectors at point Pj):
22 yxvr  (6)
The binning for the point Pj for the histogram of Pi is now dependent on the bins for the 
four dimensions discussed above. Bins for the radial and angular displacements are found 
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using Equations (2) and (4) as for the 2D shape context. The bin for the magnitude of the 
change in motion bvr is developed as follows:
   ktvktvb vrrvrr
k
vr  subject to    minarg (7)
Here, tvr is an nvr-element vector that specifies bin thresholds for the magnitude of change 
in motion, and is given as:
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The thresholds are obtained by dividing the motion scale linearly and not logarithmically 
as in Equation (3) in order to weight all speeds equally; however this condition is not 
rigid and the user may choose to specify a different set of thresholds for the bins. In this 
case, nvr is the number of bins desired, and vmax is an upper limit on the velocity of the
object, and the lower limit is zero corresponding to no motion. The use of three different 
criteria for binning namely radial displacement, angular offset and magnitude of motion 
change or speed causes the histogram to be three-dimensional in concept. However, in 
order to manage the histogram for point Pi, it is vectorized. The bin for point Pj in the 
vectorized histogram of Pi is obtained by combining the bins for radial displacement, 
angular offset and speed:
    vrvvrvvrrf bnnbnnnbb   11 (9)
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The process of binning is repeated for all points Pj in the contour set of the object 
to get a histogram vector of size nrnθnvr. The histograms are developed for all points Pi in 
the contour of the object to get a matrix of size N x nrnθnvr that represents the 3D 
spatiotemporal shape context. These matrices are shown as examples for the walking and 
running activity in (c) and (d).
The 3D spatiotemporal shape context was in fact used as a descriptor not for 
representation of activities but for the representation of expressions. The reason for this is 
that the motion vectors we obtained for points in an expression were indicative of general 
trends in the movement of different parts of the face, and hence provided a good measure 
for the speed of change across frames. For activity recognition, on the other hand, we 
used the 4D spatiotemporal shape context which has been described in the next section.
2.3. Including direction of motion: the 4D Spatiotemporal Shape 
Context 
In the previous section, we have provided an extended 3D spatiotemporal shape context 
descriptor that incorporates the speed of movement of object parts into the shape context. 
However, there may be cases where objects move at the same speed and the 
distinguishing factor is actually the direction in which different parts of the object move. 
As an example, to distinguish between whether a bent-back pose belongs to a bending 
person or a jumping person, where the activities of bending and jumping are performed at 
relatively the same speed, one can observe that for bending the motion vectors of the 
upper part of the body point downward, while for jumping the motion vectors of the 
entire body point upward and forward from the bent-back pose. The introduction of 
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direction of motion requires a new dimension, since the third dimension only be used to 
bin speed values. Hence, we now have a four-dimensional histogram. The resulting shape 
context is termed the spatiotemporal shape context since it describes the shape of the 
object, and the change in its motion shape over time. 
For the 4D spatiotemporal shape context, in addition to the radial displacement r
and angular offset θ of point Pj from point Pi and the speed of motion vr, we compute the 
direction of change in motion vθ:
x
y
v

 1tan (10)
The bin for direction of change, bvθ, in motion is generated as in Equation (11).
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Here, nvθ represents the number of bins desired for the motion change direction. Finally, 
the bin for point Pj in the vectorized histogram of Pi is obtained by combining the bin for 
direction of motion change with the bins for radial displacement, angular offset and speed 
obtained through equations (2), (4) and (7):
       vvvrvvrvvrrf bnbnnbnnnbb  111 (12)
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Upon repeating binning for all points Pj in the contour set of the object, we get a 
histogram vector of size nrnθnvrnvθ for the point Pi. This process is repeated for all points 
Pi (1 <= i <= N), and the resulting histograms are stacked to get a matrix of size N x 
nrnθnvrnvθ that represents the 4D spatiotemporal shape context. This 4D spatiotemporal 
shape context has been used to classify activities in Chapter 3.
2.4. Obtaining contour and motion information 
As observed earlier in this chapter, the shape contexts require a contour description of an 
object’s shape for their generation. In addition, the spatiotemporal shape context requires 
the motion vectors that describe the displacements of these points from one frame of a 
video sequence containing the object to the next frame. There are several ways to obtain 
these features. In the simplest case, one may use an edge detector [9] to get the contours 
of objects in a frame: however, this representation may be overkill. To reduce the time 
taken for future computations, one may choose to select only a subset of points from the 
contours. In our example of activity recognition, we have used the outer boundary of the 
individual using a boundary trace around the silhouette of the subject. This avoids the 
inclusion of interior details that may be irrelevant for activity matching. From the 
boundary, we have selected N equidistant points for shape context development. In the 
case of expression recognition, we used active appearance models [15] which are 
discussed in more detail in Section 4.1. These models provide relevant contours from a 
rich description of the object for which boundary tracing or edge detection may not be 
sufficient. For obtaining the motion vectors, again, a number of techniques may be used. 
If a dense description of the object is desired, for instance, where the points have been 
obtained by employing an edge detector, then optical flow methods [28], [52] may be 
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utilized. With sparser descriptions, a simple block matching method is sufficient. In our 
case, we have used block matching for getting motion vectors from actions and optical 
flow for getting motion vectors from expressions.
2.5. Matching Shape Contexts
Once the shape contexts of two objects are obtained, matching can be done by computing 
a distance metric between rows of the two shape contexts that have been optimally 
permuted to correspond to each other. Typically, one of the shape contexts is kept as is, 
and the rows of the second shape context are permuted to match with those of the first 
shape context. In some cases, a permutation may not be necessary since points are 
already in order prior to shape context computation: for instance, if active shape models 
are used to derive points from faces, then they will generally be stored in an order 
specified by the user. However, in some cases, it is possible that the order in which points 
were collected is different for the two objects. For example, if equidistant boundary 
points are being collected from objects A and B, then for object A, point collection could 
start from the top left, while for object B, the collection could start from the bottom right. 
There is no requirement that points be collected in order for shape context development 
since the shape context provides binning counts; hence, they can be collected at random 
from all over the object. Since the rows of a shape context correspond to points from the 
associated object, unordered collection of points can cause the shape contexts of two 
objects to be displaced (row-wise) with respect to each other. This will necessitate the 
permutation of rows of one shape context to correspond to the other.
If the rows of each shape context are treated as (high-dimensional) vertices in a 
graph, then there are several bipartite graph-matching algorithms that compute the 
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optimal permutation of vertices in one set such that the sum of distances between 
corresponding vertices across the two sets is the minimum. One of the most commonly 
used algorithms is the Hungarian algorithm [43]. Generally, the problem tackled by this 
algorithm is referred to as an assignment problem, where ‘workers’, i.e. vertices in one 
set, X, are to be assigned ‘tasks’, i.e. vertices in the second set, Y, based on some cost
metric of assigning tasks to workers, e.g. distances between vertices, represented by a 
matrix C,. The idea is to minimize the total cost of assignment. The Hungarian algorithm 
does this by attempting to find the column indices in C for every row, whose distance 
values are minimum, in a fashion that the matching from X to Y is complete, i.e.  every x 
in X is matched to one distinct y in Y. 
Fig. 3 gives a small example that elucidates the concept of the Hungarian 
algorithm. In Fig. 3(a), each row has a distinct minimum that is not shared by any other 
row; hence the assignment Row1Column3, Row2Column1, Row3Column4 and 
Row4Column2 can be made.
7 9 1 2
3 12 8 10
11 5 19 2
22 9 16 20
Fig. 3: Examples of the Hungarian assignment on cost matrices
In some cases, a complete matching may not be found at the first attempt; for 
instance, in Fig. 3(b), Row1 and Row3 share a column with minima (Column3). In this 
case, we first make all possible non-overlapping assignments, namely Row1Column2, 
6 8 0 1
0 9 5 7
9 3 0 17
13 0 7 11
7 9 1 2
3 12 8 10
11 5 2 19
22 9 16 20
5 7 0 0
0 9 6 7
8 2 0 16
13 0 8 11
(b) (c) (d)
(a)
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Row2Column1 and Row4Column2. Next, we subtract off row-minima from 
corresponding row elements to get the matrix in Fig. 3(c) that now has zeros in place of 
the minima. We mark off the unassigned Row3, Column3, in which Row3 has a zero, and 
Row1, which also has a zero in Column3. After this step, we get the lowest value from 
amongst the marked rows and the unmarked columns, i.e. 1 which is the lowest in the 
elements of rows 1 and 3, and columns 1, 2 and 4. We subtract this value from the 
elements of the marked rows and unmarked columns, and we add this value to the 
elements in marked columns and unmarked rows, i.e. to elements belonging to rows 2 
and 3, and column 3, to get the matrix in Fig. 3(d). Finally, we redo the assignment; at 
this stage, Row1 has two zeros, hence we make the assignment Row1 Column4, so that 
the assignment Row3Column3 can be made. If an assignment cannot be made at this 
stage, then the process is repeated till an assignment can be made.
In the case of shape contexts, the distances (or costs) in the matrix C are chi-
squared distances between rows of the two shape contexts. If Hi is a row from one shape 
context, and Hj is a row from the second shape context, then the value of the cost matrix 
C at position (i, j) is given using the chi-squared distance as:
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Thus, row indices of C correspond to rows of one shape context, while column indices 
correspond to rows of the other shape context. The Hungarian algorithm then yields an 
optimal permutation for the row indices of the second shape context.
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A match value, called the cost of matching, can be assigned to the pair as the sum 
of distances between optimally corresponded rows. This cost of matching is low for 
similar shape contexts and is large for dissimilar shape contexts, which allows the cost of 
matching to be used as a distance metric in a nearest neighbor classification strategy. Fig. 
4 shows an example of the matching when 2D shape contexts are used. Fig. 5 shows how 
the Hungarian algorithm in combination with the 4D spatiotemporal shape context can 
serve to enhance the differences between the costs of matching of similar activities to 
dissimilar ones. In Fig. 5, the shape of the walk query is similar to the walk and run 
library shapes, as shown in Fig. 5(a) and (b). When motion vectors are used to build 
spatiotemporal shape contexts for the query and library subjects, a much wider gap is 
introduced between the costs of matching walk to walk (in Fig. 5(c)) and between 
matching walk to run (in Fig. 5(d)).
Fig. 4: Correspondence from the Hungarian algorithm applied on the 2D shape contexts of the two 
sets of points to get the cost of matching (provided at the top of each graph) -- (a) For similarly 
shaped figures, it is smaller, while (b) for dissimilar figures, it is large
(a) (b)
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Fig. 5: Assignments and match cost calculations using the Hungarian algorithm for matching (a) 
Walk against Walk with the 2D shape context, (b) Walk against Run with the 2D shape context, (c) 
Walk against Walk with the spatiotemporal shape context, (d) Walk against Run with the 
spatiotemporal shape context. 
To summarize, this chapter introduces different extensions to the shape context, 
namely the 3D and 4D spatiotemporal shape contexts. It details the process of extending 
the shape context so that components of motion such as speed and direction can be 
(c) (d)
(a) (b)
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encoded into the descriptors. The next chapter shows how the 2D shape context and the 
4D spatiotemporal shape contexts can be used as descriptors in a system for the 
recognition of activities. 
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Chapter 3 Activity Recognition using Shape Contexts
This chapter provides a description of the steps taken to perform activity recognition and 
presents results obtained given a set of video sequences with subjects performing various 
actions. Section 3.1 describes the steps taken; specific topics addressed in this section 
include background subtraction to provide a silhouette representation of the subject in 
action, extraction of boundary points and motion vectors that provide the basis for 
generating the shape context descriptors, development of the shape contexts and using the 
shape contexts in classification of activities with a nearest-neighbor classifier. In Section 
3.2, details results for the various experiments conducted in activity recognition have 
been provided. These results have been analyzed as to the accuracy of recognition, and 
comparisons have been made between different sets of results. Comparisons of our 
results are also provided against other works that perform activity recognition on the 
dataset used in this thesis. 
3.1. Activity Recognition Methodology
In this thesis, activity recognition using the shape contexts has been done in three main 
stages: a preprocessing stage where the required shape and motion description was 
generated for every frame in the video, a feature-generation stage where the shape 
contexts were developed from the shape and motion descriptions, and a classification 
stage where shape contexts from an input video were classified using nearest neighbors 
by matching to shape contexts stored in a library of known frames. The preprocessing 
stage consists of background subtraction and boundary points’ extraction for both shape 
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contexts and motion vector generation for the 4D spatiotemporal shape context. These 
stages have been described in detail in the following subsections.
Fig. 6: Example frames, silhouettes and edges for (a) bend, (b) jump forward, (c) run, (d) side-
shuffle, (e) walk, (f) two-handed wave, (g) jumping jacks, (h) jump in place, (i) skip, and (j) one-
handed wave
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3.1.1 Background subtraction and extraction of boundary points
There exist several techniques for background subtraction from video frames in the 
literature, some of which include IIR filters and Gaussian models to describe the 
background [57]. In our example, however, we subtracted a static background from all 
the frames in a video. The resulting ‘ghost’ frames were thresholded to yield silhouettes. 
The static background was usually obtained by connecting together subject-free halves of 
the first and last frames in a walking video. Some backgrounds have also been provided 
for experimentation by the creators of the dataset; these backgrounds were used in case 
the backgrounds from the walking video did not provide clean silhouettes. A boundary 
trace was then done to get the points along the contour of the silhouettes: the starting 
point for this trace was the first silhouette point encountered in a raster scan of the image 
from the top left. Examples of original frame, silhouette and edge representation of a 
subject performing different activities are provided in Fig. 6.
In order to reduce the number of points being used, we extracted a set of N 
equidistance points from the boundary set as follows: from the starting point of the 
boundary trace, the arc lengths si are calculated to every boundary point using Equation 
(14).
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The maximum value of si is the perimeter of the silhouette:
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i
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The perimeter P is divided into equidistant arcs of length l given as:
N
P
l  (16)
To get the x- and y- values of these N points, a counter, j is initialized to 1, and an arc-
length parameter a is initialized to l. We iterate over the list of arc length values si, till si
< a. If this condition is met, then j-th equidistant point is obtained as:
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The counter j is incremented by 1, and the value of a is incremented by l. The process of 
iteration and point calculation is repeated till all N equidistant points are generated. In 
this work, N is 50.
3.1.2 Extraction of motion vectors
For the spatiotemporal shape context, motion vectors for each of the N boundary points
from the present frame to the next frame by block matching with the Euclidean distance. 
For every point in the present frame, a square block of side 7 pixels was centered at that 
point, and the closest matching block was searched within a 13 x 19 window in the next 
frame. The width of the search window was larger since the quantity of motion for 
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activities like running, skipping and side-shuffling is quite large in the x-direction. The 
distance to be minimized was computed by summing up squared intensity differences 
between corresponding pixels in the blocks across the current and the next frame. Finally, 
the x- and y- displacements between the centers of the block in the current frame and the 
closest matching block in the next frame were computed and returned for use in the shape 
context calculations. Fig. 7 gives a pictorial representation of the extraction of motion 
vectors, while Fig. 8 gives some examples of extracted points and motion vectors.
Fig. 7: Extracting motion vectors: (a) contour image, (b) equidistant points from contour, (c) for a 
given point, select a 7x7 square (white) in the current frame, (d) search for the nearest 7x7 square 
(green) in the next frame within a 13x19 search window (black). The displacement between the 
centers of the two squares (red) gives the motion vector
Fig. 8: Fifty equidistant points and corresponding motion vectors for (a) bend, (b) jump forward, (c) 
run, (d) side-shuffle, (e) walk, (f) 2-handed wave, (g) jumping jacks, (h) jump in place, (i) skip and (j) 
1-handed wave
(a) (b) (c) (d)
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3.1.3 Calculation of the Shape Contexts
Using the set of 50 points and their motion vectors developed in the preceding
subsections and the equations in Chapter 2, the 2D shape context and the 4D 
spatiotemporal shape context were developed for each frame in all the video sequences 
under test. In this work, the user-specified values were chosen as nr = 5, nθ = 12, nvr = 5, 
nvθ = 12, rmin = 0.2, rmax = 3.5, vmax = 6. Values for rmin and rmax are specified after 
normalizing the point-to-point distances by their mean. The result of computation was a 
matrix of 50 x 60 for the two-dimensional shape context, and a matrix of 50 x 3600 for 
the spatiotemporal shape context (hereafter in this chapter, ‘4D’ is dropped). Both 
matrices were generally sparse.
3.1.4 Classification of activities with shape contexts
For classifying the ten activities in the Weizmann dataset, a library of shape contexts was 
first generated by hand-picking ten frames from all but the last subject for all ten 
activities, yielding 800 frames in total. Classification was performed using the leave one 
out technique, i.e., while matching, activities corresponding to the subject being matched 
were left out from the dataset. For every frame in an input video sequence, the shape 
context was obtained and a list of the costs of matching was computed by performing the 
Hungarian algorithm on the input shape context against each library shape context. The 
minimal cost of matching was then found from the list, and the activity corresponding to 
the closest matching library shape context (i.e. the nearest neighbor) was used to tag the 
input frame in the sequence. Fig. 9 gives a pictorial description of the matching for a 
single frame. Finally, given the tags for all frames, a majority vote was used to make the 
decision for the entire video sequence. Recognition rates for individual frames and entire 
41
videos were stored as percentages in a confusion matrix, which is a structure whose rows 
represent true classes and whose columns represent predicted classes. We also computed 
the net frame and net video recognition rates as the number of correctly classified frames 
or videos divided by the total number of frames or videos. 
Fig. 9: Flowchart of classification process for activity recognition
Chi-squared, 
Hungarian
Closest Match
Query (points and 
shape context)
Database of point sets and 
shape contexts
Matched database result
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Prior to our most current work of developing the spatiotemporal shape context 
and classifying ten activities, we compared the rate of recognition of a subset of six 
activities using nearest neighbors and the Hungarian algorithm against that using neural 
networks without the Hungarian algorithm just for the 2D shape context. Our justification 
in using neural networks was that they are faster and bypass the bottleneck introduced by 
the Hungarian algorithm’s computations. In our 2008 paper [38], we used a library of 240 
frames for nearest neighbors and 600 frames for neural networks to get our results. 
Further tests were also carried out to provide a more stringent comparison of classifier 
performance keeping the number of library frames consistent at 600 frames with some 
reshuffling of the training and testing subjects to improve results from the 2008 paper; 
these results are documented in Section 3.2. 
To feed the data to the neural networks, the 50 x 60 shape context of each training 
image was stretched out into a vector of size 3000, and for all the 240 training vectors, 
PCA was conducted to extract 240 principal component coefficients of size 50. A back-
propagation neural network with input, hidden and output layers of sizes 50, 70 and 6 
respectively was trained with these 240 coefficients. During testing, the test shape context 
was vectorized, was projected onto the principal components to reduce its dimensionality, 
and was fed to the neural network directly (without any permutation by the Hungarian 
algorithm). The output neuron with maximum trigger was used to tag the input frame. In 
the case of nearest neighbors, the frame tagging was conducted as described in the earlier 
paragraph, the only difference being that instead of one nearest neighbor, 3 nearest 
neighbors were used. Maximum votes of all the frames were used to tag a video 
sequence. The results for this process have been provided before those of the ten-activity
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classification. We discovered that though the neural network can perform well, nearest 
neighbors with reassignment of points using the Hungarian algorithm give more reliable 
results, and hence provide a firm footing on which distinction between 10 activities can 
be conducted. Thereby, our current work has adopted the nearest neighbor classification 
strategy.
In addition to observing how the individual frames and entire videos classify 
across activities, we also conducted sliding window tests. These tests involved sliding 
windows of different sizes across the video sequences, and observing how well the 
frames in the windows were classified. The purpose of performing such sliding window 
recognition is to allow extension of this work to multiple-action sequences: in these 
sequences, there is a window of frames over which the activity remains constant, and 
recognition of the activity can be performed over this window. As the window is slid 
across the sequence, there will be a region of ambiguity over the transition from one 
action to the next, after which the window shifts to the next action. We were interested in 
finding optimal window sizes for performing such recognition of actions. If a high rate of 
classification is achieved at smaller window sizes even in a single action video, it means 
that recognition will not be hampered if activity changes rapidly in multi-action 
sequences. However, the window cannot be too small, since enough detail about the 
activity will not be obtained.
In our sliding window tests, windows of sizes varying from 1 to 30 were slid 
across the video frames and the majority votes of tags for frames within the window were 
used to tag each window. Recognitions from each window were summed up and stored as 
percentages in a confusion matrix. The net window recognition rate for each window size 
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was computed as the sum of the number of correctly classified windows divided by the 
total number of windows. This process gave a list of 30 net window recognition rates 
(one for each window size). To deduce the best sliding window, the following steps were 
taken:
1. Starting at i = 2, the list was divided into two separate sublists: one with 
window recognition rates corresponding to window sizes 1 through i, 
and one with rates corresponding to i through 30.
2. Two linear fits were computed (one for each sublist) and sum squared 
distance was calculated between both lists and their linear fits. This 
distance was stored in an error vector (which was initialized to infinity 
prior to the start of the algorithm).
3. The value of i was incremented; if it was less than 29, step 1 was 
repeated, else the algorithm went to step 4
4. The minimizer for the error vector was chosen as the best window size
These steps may be summarized as follows: Define for any value of i,
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Then the slope and intercept parameters for the two linear fits can be specified as:
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Elements of the error vector are specified as follows:
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The minimizing window size is obtained as
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3.1.5 Activity Pruning
Since the actions in the Weizmann dataset are repetitive, we observed that once enough 
information has been obtained about the activities from the first few frames, the 
information can be used to reduce the number of activities being compared to in 
subsequent frames. This strategy can be used to speed up classification by reducing the 
number of comparisons made in subsequent frames. Thereby, we performed an activity 
pruning procedure, where comparisons were made against the complete library (with the 
leave one out technique) for the first 15 frames of each video sequence, and the most 
frequent three activities in the 15 frames were chosen for comparison during the 
remaining frames. Complete video classifications were obtained by a majority vote as 
earlier. In this thesis, activity pruning is performed for classification using the 4D 
spatiotemporal shape context since cost matrix calculations for the Hungarian algorithm 
take longer computation time due to the length of the spatiotemporal shape context 
matrices.
3.2. Results of Activity Recognition with Shape Contexts
In this thesis, activity recognition has been performed on the Weizmann dataset [6], 
which is a standard dataset of nine subjects performing ten different actions available for 
research purposes on the Internet. These actions include bending, jumping forwards, 
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jumping in place, jumping jacks, running, side-shuffling, skipping, walking, waving with 
one hand and waving with two hands. For experiments done in the area of activity 
recognition, results are presented as follows: the overall recognition rate for individual 
frames and that for complete videos is quoted. This is followed by confusion matrices for 
the recognition percentages for individual video frames and for entire videos. For the ten-
activity classification using the 2D shape context and 4D spatiotemporal shape context, 
the tabular results are followed by a plot of the overall recognition rates for the sliding 
window results for window sizes between 1 and 30 frames. The cutoff window size for 
the plot (calculated as described in Subsection 3.1.4) and net window recognition rate at 
this window size are listed, and the confusion matrix for recognition results with this 
window size is also shown. In the first subsection, our earlier results with six activities 
are shown, after which the latest results are shown from recognition on ten activities with 
the two-dimensional shape context, followed by results with the spatiotemporal shape 
context. In the final section, results from the ten-activity classification have been 
compared against results obtained by other works ([6], [7], [22], [32], [33], [34], [55]). 
3.2.1 Results of recognition of 6 activities with the 2D shape context
In the six-activity classification experiment, the actions bend, jump forward, run, side-
shuffle, walk, and two-handed wave were chosen. Table 1 shows the overall frame and 
video recognition rates obtained when the shape context together with nearest neighbors 
and neural networks were used on a library of 600 frames. Following tables give 
recognition rates for individual frames and entire videos.
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Table 1: Percent frame and video recognition rates for six activity classifications using nearest 
neighbors and neural networks
Frame Recognition Video Recognition
ANN 84.7% 92.86%
k-NN 93.3% 100%
Table 2: Recognition rates (percentages) for individual frames using ANN and a 600-frame library
Bend JumpFwd Run Side Walk 2Wave
Bend 93.6 3.21 0 0 3.21 0
JumpFwd 7.14 81.1 4.59 0 7.14 0
Run 1.16 5.04 76.36 2.71 14.3 0.39
Side 0 4.57 4.06 89.9 1.52 0
Walk 3.39 1.58 17.83 0.45 76.7 0
2Wave 0 0.7 1.74 2.44 0 95.1
Table 3: Recognition rates (percentages) for entire videos using ANN and a 600-frame library
Bend JumpFwd Run Side Walk 2Wave
Bend 100 0 0 0 0 0
JumpFwd 0 100 0 0 0 0
Run 0 0 83.3 0 16.7 0
Side 0 0 0 100 0 0
Walk 0 0 16.7 0 83.3 0
2Wave 0 0 0 0 0 100
Table 4: Recognition rates (percentages) for individual frames using k-NN and a 600-frame library
Bend JumpFwd Run Side Walk 2Wave
Bend 95.4 2.14 0 0 2.5 0
JumpFwd 14.8 78.1 0 0 7.14 0
Run 0 1.16 92.2 2.71 3.88 0
Side 2.54 0 0 97.5 0 0
Walk 1.13 1.35 3.16 0.23 94.1 0
2Wave 0 0 0 1.39 0 98.61
Table 5: Recognition rates (percentages) for entire videos using k-NN and a 600-frame library
Bend JumpFwd Run Side Walk 2Wave
Bend 100 0 0 0 0 0
JumpFwd 0 100 0 0 0 0
Run 0 0 100 0 0 0
Side 0 0 0 100 0 0
Walk 0 0 0 0 100 0
2Wave 0 0 0 0 0 100
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Fig. 10: Mismatches obtained by classifying six activities with nearest neighbors: (a) bend classified 
as jump, (b) jump as run, (c) run as side, (d) side as walk, (e) walk as run, and (f) wave as side
We observe that the recognition rates from nearest neighbors are much higher 
than for neural networks for actions like walking, running and side-shuffling since the 
Hungarian algorithm allows the readjustment of points to give points of the greatest 
correspondence. In general, the performance of neural networks is acceptable, but since 
we were interested in extending our research to 10 activities and using the spatiotemporal 
shape context for recognition, we decided to continue with nearest neighbors for the 
remaining subsections. Examples of mismatches are shown in Fig. 10.
3.2.2 Recognition Results with the 2D shape context
When activity recognition was performed on the ten actions in the Weizmann dataset 
using the two-dimensional shape context, an overall frame recognition rate of 86% and a 
video recognition rate of 96.77% were obtained. The tables that follow show the 
individual rates for various actions.
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Table 6: Recognition rates for individual frames (in percentages) using the 2D shape context on ten 
activities
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 93.49 4.29 0 0 0 0 0 1.11 0 1.11
JumpFwd 5.12 79.51 1.56 0.22 3.12 0 0.22 0.22 10.02 0
Run 0 2.03 72.41 1.27 8.35 0 0 0.25 15.7 0
Side 0.46 0.23 0.23 86.2 0.69 0.23 0.92 11.03 0 0
Walk 0 4.99 3.57 0 88.3 0 0.29 0 2.85 0
2Wave 0 0 0 0.33 0 95.93 2.76 0.81 0 0.16
Jacks 0 0 0 2.5 0 2.64 87.36 7.5 0 0
JumpPlc 0.76 0 0 5.29 0 0 2.46 91.3 0 0.19
Skip 0 7.35 31.09 0 6.51 0 0.21 0 54.83 0
1Wave 1.86 0 0 0 0 0 0 1.55 0 96.59
Table 7: Recognition rates for complete videos (in percentages) using the 2D shape context on ten 
activities
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 100 0 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0 0
Run 0 0 100 0 0 0 0 0 0 0
Side 0 0 0 100 0 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0 0
Jacks 0 0 0 0 0 0 100 0 0 0
JumpPlc 0 0 0 0 0 0 0 100 0 0
Skip 0 0 30 0 0 0 0 0 70 0
1Wave 0 0 0 0 0 0 0 0 0 100
It can be observed that actions such as running, walking, jumping forwards and 
skipping tend to be confused with each other since, in terms of shape, there is a lot of 
overlap across these actions. Shapes of skipping are quite similar to those of running and 
jumping, while some upright postures are common to all actions. There are also 
confusions across the frontal actions such as side-shuffling, two-handed waving and 
jumping jacks. Confusions between bending and jumping arise due to the possibility of 
the existence of a hunched back pose in both actions, while those between bending and 
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one-handed waving occur because, due to an inaccurate silhouette thresholding, the 
contour of the hand in a one-handed wave may get connected to the tip of the head 
resulting in an elongated curved contour quite similar to that of a bend image. We 
observe that the skipping action performs poorly and tends to lower the recognition rates 
for both running and jumping below 80%. Hence, we did a second set of tests where the 
skipping video was excluded. This has been done by several researchers using the 
Weizmann dataset due to the difficulty of dealing with the skipping action ([22], [55]).  
Results for these tests are in Table 8 and Table 9.
Table 8: Recognition rates for individual frames (in percentages) using the 2D shape context on nine 
activities (with skip excluded)
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 93.49 4.29 0 0 0 0 0 1.11 1.11
JumpFwd 5.12 86.41 3.79 0.89 3.34 0 0.23 0.23 0
Run 0 2.78 87.34 1.27 8.35 0 0 0.25 0
Side 0.46 0.23 0.23 86.2 0.69 0.23 0.92 11.03 0
Walk 0 5.56 3.99 0 90.16 0 0.29 0 0
2Wave 0 0 0 0.33 0 95.93 2.76 0.81 0.16
Jacks 0 0 0 2.5 0 2.64 87.36 7.5 0
JumpPlc 0.76 0 0 5.29 0 0 2.46 91.3 0.19
1Wave 1.86 0 0 0 0 0 0 1.55 96.59
Table 9: Recognition rates for complete videos (in percentages) using the 2D shape context on nine 
activities with (skip excluded)
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 100 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0
Run 0 0 100 0 0 0 0 0 0
Side 0 0 0 100 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0
Jacks 0 0 0 0 0 0 100 0 0
JumpPlc 0 0 0 0 0 0 0 100 0
1Wave 0 0 0 0 0 0 0 0 100
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In this case, all videos classify correctly (with 100% accuracy) and a frame recognition 
rate of 91.35% is obtained. Most of the misclassifications of jumping and running with 
skipping are eliminated after excluding the skip action. All recognition rates are now 
above 80%; however, for commonly occurring actions such as running, walking and 
Fig. 1: Some mismatches when the two-dimensional shape context is used on ten activities – the 
figure on the left is the query while that on the right is the nearest match in the library. 
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bending, the rates are not high enough with there being scope for improvement. Fig. 11
shows some examples of mismatched images.
Fig. 12 and Fig. 13 show the plots of the recognition rates against the sliding 
window sizes for the 2D shape context with and without skip. Fig. 14 and Fig. 15 give the 
plots of the linear fit errors (sum squared distances) for different values of window size 
computed using Equations (18) through (20), and the minimizing window size has been 
marked. The optimal window size for accurate recognition when the skipping action is 
included was found to be 9 frames per window with skip included and 8 frames per 
window with skip excluded. The exclusion of skipping allows an earlier cutoff since the 
remaining actions begin attaining relatively similar (and high) recognition rates a frame 
earlier. The recognition rates at these window sizes are 94.89% and 98.29% respectively. 
Fig. 12: Recognition percentage versus window size for 2D shape context with skip included
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Fig. 13: Recognition percentage versus window size for 2D shape context with skip excluded
Fig. 14: Sum squared distances between linear fits and recognition rate plots for sliding windows 
using 2D shape context and skip included
Fig. 15: Sum squared distances between linear fits and recognition rate plots for sliding windows 
using 2D shape context and skip excluded
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Table 10 and Table 11 provide recognitions for various activities at the optimal window 
sizes for skipping being included and excluded in the dataset.  By this stage, choosing a 
majority vote of frame classifications for windows of size 9 and 8 respectively tends to 
give a high rate of recognition, with 100% rates for actions like side-shuffling and two-
handed waving, and rates above 95% for all activities when skipping is excluded. Thus, 
we are able to perform quite well with the use of 2D shape context in combination with 
sliding windows across the videos in the Weizmann dataset.
Table 10: Recognition rates for a sliding window of size 9 for the 2D shape context with skip included
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 95.7 4.12 0 0 0 0 0 0.18 0 0
JumpFwd 3.71 89.12 0 0 0.8 0 0 0 6.37 0
Run 0 0 94.6 0 2.54 0 0 0 2.86 0
Side 0 0 0 100 0 0 0 0 0 0
Walk 0 0 0.16 0 99.84 0 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0 0
Jacks 0 0 0 0 0 0 100 0 0 0
JumpPlc 0 0 0 1.31 0 0 0 98.69 0 0
Skip 0 4.8 30.30 0 3.54 0 0 0 61.36 0
1Wave 0 0 0 0 0 0 0 1.05 0 98.95
Table 11: Recognition rates for sliding window of size 8 for the 2D shape context with skip excluded
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 95.94 3.88 0 0 0 0 0 0.18 0
JumpFwd 3.89 95.34 0 0 0.78 0 0 0 0
Run 0 0 97.85 0 2.15 0 0 0 0
Side 0 0 0 100 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0
Jacks 0 0 0 0.3 0 0 99.7 0 0
JumpPlc 0 0 0 2.36 0 0 0 97.64 0
1Wave 0.86 0 0 0 0 0 0 2.07 97.07
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3.2.3 Recognition Results of recognition with the 4D spatiotemporal 
shape context
When the 4D spatiotemporal shape context was used for activity recognition, an 
improvement in recognition rate was observed, with an overall frame recognition rate of 
90.01 % and a video recognition rate of 97.85 %. Table 12 and Table 13 show the 
recognition rates for various actions for individual frames and complete video sequences. 
Table 12: Recognition rates for individual frames (percentages) using the 4D spatiotemporal shape 
context on ten activities
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 98.41 0 0 0 0 0 0 0 0 1.59
JumpFwd 0 86.64 0.89 2 0.67 0 0 0 9.8 0
Run 0 2.53 86.08 0.25 1.27 0 0 0 9.87 0
Side 0 1.84 0.46 93.33 4.14 0 0.23 0 0 0
Walk 0.29 0.57 0.43 2.14 95.58 0 0 0 1 0
2Wave 0 0 0 0 0 97.07 0 0 0 2.93
Jacks 0.69 0 0 0 0 1.39 83.06 13.75 0 1.11
JumpPlc 0.19 0 0 0 0 1.13 0.19 93.76 0 4.73
Skip 0 20.38 17.44 1.05 3.36 0 0 0 57.77 0
1Wave 0 0 0 0 0 0 0 0 0 100
Table 13: Recognition rates for entire videos (percentages) using the 4D spatiotemporal shape 
context on ten activities
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 100 0 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0 0
Run 0 0 100 0 0 0 0 0 0 0
Side 0 0 0 100 0 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0 0
Jacks 0 0 0 0 0 0 100 0 0 0
JumpPlc 0 0 0 0 0 0 0 100 0 0
Skip 0 10 10 0 0 0 0 0 80 0
1Wave 0 0 0 0 0 0 0 0 0 100
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Fig. 16: Mismatches from Fig. 11 corrected by the 4D spatiotemporal shape context. The left image is 
the query, the central image is the mismatch with the 2D shape context, and the right image is the 
correct match using the spatiotemporal shape context. The titles above the images represent the 
mismatched activities by the 2D shape context only.
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Fig. 17: Mismatches for the 4D spatiotemporal shape context: the left figure is the query, while the 
right figure is the closest match. Mismatch occurs because the query is similar both in shape and in 
motion to the sample image of an incorrect activity.
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Fig. 16 shows the frames from Fig. 11 which were mismatched with the two-
dimensional shape context, but were correctly matched with the 4D spatiotemporal shape 
context. Fig. 17 shows the mismatches that arose for the 4D spatiotemporal shape 
context; many of which arise due to the similarity of shape and motion vector magnitude 
and direction, in which case the 4D spatiotemporal shape context descriptor cannot 
provide sufficient distinction.
For all but one activity, there is an improvement in the rate of recognition from 
the 2D shape context. There is now a much better distinction for frames of actions such 
as bending, two-handed and one-handed waving, jumping in place and side-shuffling 
from actions against which they were misclassified using the two-dimensional shape 
context. Jumping, running and walking also classify with higher rates, all being above 
85%. In the case of jumping jacks, more frames are found with motion vectors similar to 
those of the jump in place activity which leads to greater misclassification. Finally, 
although skipping classifies at higher rates than the 2D shape context, it still shows 
confusions with jumping and running due to commonalities in both shape and motion of 
some frames. As in the case of the 2D shape context, tests were conducted by excluding 
the skipping action: this caused the recognition rates for jumping and running to rise 
above 90%, and the overall recognition rate went up to 94.39%. All videos classify with 
100% accuracy in this case. Results of these tests are shown in Table 14 and Table 15.
Table 16 and Table 17 show the net change in recognition rates for all actions when 
skipping is included and excluded respectively. 
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Table 14: Recognition rate for individual frames (in percentages) using the 4D spatiotemporal shape 
context on nine activities (with skip excluded)
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 98.41 0 0 0 0 0 0 0 1.59
JumpFwd 0 93.99 2.22 2.67 1.11 0 0 0 0
Run 0 3.54 94.43 0.25 1.77 0 0 0 0
Side 0 1.84 0.46 93.33 4.14 0 0.23 0 0
Walk 0.29 0.57 0.71 2.14 96.29 0 0 0 0
2Wave 0 0 0 0 0 97.07 0 0 2.93
Jacks 0.69 0 0 0 0 1.39 83.06 13.75 1.11
JumpPlc 0.19 0 0 0 0 1.13 0.19 93.76 4.73
1Wave 0 0 0 0 0 0 0 0 100
Table 15: Recognition rates for entire videos (percentages) using the 4D spatiotemporal shape 
context on nine activities (with skip excluded)
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 100 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0
Run 0 0 100 0 0 0 0 0 0
Side 0 0 0 100 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0
Jacks 0 0 0 0 0 0 100 0 0
JumpPlc 0 0 0 0 0 0 0 100 0
1Wave 0 0 0 0 0 0 0 0 100
Table 16: Percent increments in recognition rates from 2D shape context to 4D spatiotemporal shape 
context with skip included
Action
2D shape 
context rate
Spatiotemporal shape 
context rate
Increment
Bend 93.49 98.41 4.92
JumpFwd 79.51 86.64 7.13
Run 72.41 86.08 13.67
Side 86.2 93.33 7.13
Walk 88.3 95.58 7.28
2Wave 95.93 97.07 1.14
Jacks 87.36 83.06 -4.3
JumpPlc 91.3 93.76 2.46
Skip 54.83 57.77 2.94
1Wave 96.59 100 3.41
Overall 86 90.01 4.01
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Table 17:  Percent increments in recognition rates from 2D shape context to 4D spatiotemporal shape 
context with skip excluded
Action
2D shape 
context rate
Spatiotemporal shape 
context rate
Increment
Bend 93.49 98.41 4.92
JumpFwd 86.41 93.99 7.58
Run 87.34 94.43 7.09
Side 86.2 93.33 7.13
Walk 90.16 96.29 6.13
2Wave 95.93 97.07 1.14
Jacks 87.36 83.06 -4.3
JumpPlc 91.3 93.76 2.46
1Wave 96.59 100 3.41
Overall 91.35 94.39 3.04
Fig. 18 and Fig. 19 show sliding window plots for recognition rates against 
window sizes, and the plots for the sum-squared error obtained by conducting segmental 
linear fits are plotted in Fig. 20 and Fig. 21 respectively. Optimal window size reduces to 
6 frames for the 4D spatiotemporal shape context from the 9 or 8 frames for the 2D shape
context, yet recognition rates are higher at 96.35% with skip and 99.04% without. Hence 
the 4D spatiotemporal shape context proves beneficial even over a very small window of 
activity. 
Fig. 18: Recognition rates versus window size for sliding window using the 4D spatiotemporal shape 
context with skip included
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Fig. 19: Recognition rates versus window size for sliding window using the 4D spatiotemporal shape 
context with skip excluded
Fig. 20: Sum-squared distance versus window size for sliding window using 4D spatiotemporal shape 
context with skip included
Fig. 21: Sum-squared distance versus window size for sliding window using 4D spatiotemporal shape 
context with skip excluded
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Table 18 and Table 19 give the recognition rates (skip included and excluded 
respectively) for sliding a window of size 6 across the video sequences and using the 4D 
spatiotemporal shape context for recognition. Although some actions, such as side-
shuffle, two-handed waving and jumping jacks, show slightly lower performance using 
the 4D spatiotemporal shape context over a window of 6 frames, as does the shape 
context over a window of 8 or 9 frames, most actions show an improvement in 
recognition. More than 98% of the sliding windows for all actions (except skipping and 
jumping jacks) provide the correct action as a majority vote of their frame classifications. 
This high recognition accuracy can enable the 4D spatiotemporal shape context to be 
used in multiple-action video sequences where a subject may change quickly from one 
form of action to another, for instance, from running to walking to bending.
Table 18: Recognition rates for sliding window of size 6 using 4D spatiotemporal shape context with 
skip included
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 99.32 0 0 0 0 0 0 0 0 0.68
JumpFwd 0 99.01 0 0 0 0 0 0 0.99 0
Run 0 0.87 98.55 0 0 0 0 0 0.58 0
Side 0 1.03 0 98.21 0.77 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0 0
2Wave 0 0 0 0 0 98.95 0 0 0 1.05
Jacks 0 0 0 0 0 0.15 96.3 3.56 0 0
JumpPlc 0 0 0 0 0 0 0 100 0 0
Skip 0 18.78 12.91 0.23 0 0 0 0 68.08 0
1Wave 0 0 0 0 0 0 0 0 0 100
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Table 19: Recognition rates for sliding window of size 6 using 4D spatiotemporal shape context with 
skip excluded
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 99.32 0 0 0 0 0 0 0 0.68
JumpFwd 0 100 0 0 0 0 0 0 0
Run 0 0.87 99.13 0 0 0 0 0 0
Side 0 1.02 0 98.21 0.77 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0
2Wave 0 0 0 0 0 98.95 0 0 1.05
Jacks 0 0 0 0 0 0.15 96.3 3.55 0
JumpPlc 0 0 0 0 0 0 0 100 0
1Wave 0 0 0 0 0 0 0 0 100
3.2.4 Results using 4D Spatiotemporal Shape Context and Pruning
When activity pruning is used with the 4D spatiotemporal shape context, the recognition 
rate from individual frames is found to rise to 91.97% and the recognition rate from 
videos goes up to 98.92%. Excluding skipping from the action dataset gives a frame 
recognition rate of 95.64% and complete video recognition. The tables that follow 
provide the recognition percentages for individual frames and entire videos for various 
activities when skipping is included and excluded.
Table 20: Recognition percentages for individual frames using the 4D spatiotemporal shape context 
with pruning and including skip
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 98.57 0 0 0 0 0 0 0 0 1.43
JumpFwd 0 88.86 0.22 2 0 0 0 0 8.91 0
Run 0 2.28 90.89 0 1.01 0 0 0 5.82 0
Side 0 0.46 0 95.63 3.68 0 0.23 0 0 0
Walk 0.28 0 0.71 1.28 97.57 0 0 0 0.14 0
2Wave 0 0 0 0 0 98.05 0 0 0 1.95
Jacks 0 0 0 0 0 0.42 84.44 14.86 0 0.28
JumpPlc 0.19 0 0 0 0 2.45 0 96.6 0 0.76
Skip 0 22.69 13.24 0.21 0.84 0 0 0 63.02 0
1Wave 0 0 0 0 0 0 0 0 0 100
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Table 21: Recognition percentages for entire videos using the 4D spatiotemporal shape context with 
pruning and including skip
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 100 0 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0 0
Run 0 0 100 0 0 0 0 0 0 0
Side 0 0 0 100 0 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0 0
Jacks 0 0 0 0 0 0 100 0 0 0
JumpPlc 0 0 0 0 0 0 0 100 0 0
Skip 0 0 10 0 0 0 0 0 90 0
1Wave 0 0 0 0 0 0 0 0 0 100
Table 22: Recognition percentages for individual frames using the 4D spatiotemporal shape context 
with pruning and excluding skip
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 98.57 0 0 0 0 0 0 0 1.43
JumpFwd 0 95.1 2.45 2.23 0.23 0 0 0 0
Run 0 2.53 96.2 0 1.27 0 0 0 0
Side 0 0.46 0 95.63 3.68 0 0.23 0 0
Walk 0.29 0 0.71 1.28 97.72 0 0 0 0
2Wave 0 0 0 0 0 98.05 0 0 1.95
Jacks 0 0 0 0 0 0.42 84.44 14.86 0.28
JumpPlc 0.19 0 0 0 0 2.45 0 96.6 0.76
1Wave 0 0 0 0 0 0 0 0 100
Table 23: Recognition percentages for entire videos using the 4D spatiotemporal shape context with 
pruning and excluding skip
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 100 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0
Run 0 0 100 0 0 0 0 0 0
Side 0 0 0 100 0 0 0 0 0
Walk 0 0 0 0 100 0 0 0 0
2Wave 0 0 0 0 0 100 0 0 0
Jacks 0 0 0 0 0 0 100 0 0
JumpPlc 0 0 0 0 0 0 0 100 0
1Wave 0 0 0 0 0 0 0 0 100
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Recognition rates are improved for all activities (with and without skipping) when 
pruning is used, since the first few frames of the videos in the dataset provided significant 
information about the activities which could be used to narrow down the number of 
comparisons made in the future frames. Since the number of activities being compared to 
is reduced from ten to three (or from nine to three when skipping is excluded), the 
classifications for the latter frames experience a speed up of up to 3 1/3 (or 3 when 
skipping is excluded). In this form, the process of pruning activities provides a solution to 
maintain or improve recognition for activities while reducing the time taken for 
computation.
3.2.5 Comparison of Results with Other Works in Activity 
Recognition
In this section, we compare our results from activity recognition against those obtained in 
other works conducted on the Weizmann dataset. As a reminder, in [22], the 3D shape 
context has been generated from points selected from the surface area of spatiotemporal 
volumes. The authors of [6] and [7] compute sticks, balls and plates by solving the 
Poisson equation on spatiotemporal volumes. In [32], authors have computed features 
that resemble the models of neurons in the visual cortex. In [55], bags of features have 
been generated from spatial and spatiotemporal features, while in [34], similarities 
between all frame-pairs have been recorded in a similarity matrix for recognition. The 
authors of [33] use the local spatiotemporal discriminant embedding in a two-stage 
recognition scheme. Table 24 provides overall recognition rates for the three different 
strategies explored in this thesis (2D shape context, 4D spatiotemporal shape context, and 
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4D spatiotemporal shape context with pruning) together with recognition rates obtained 
in other works.
Table 24: Percentages of overall frame recognition for different classification strategies 
(* space-time cubes consisting of 8 frames per cube are used)
No skip Skip included
Frame 
recognition
Video 
recognition 
Frame
recognition
Video 
recognition
2D Shape Context 91.35% 100.00% 86.00% 96.77%
Spatiotemporal shape context 94.39% 100.00% 90.01% 97.85%
Spatiotemporal shape context 
with pruning
95.64% 100.00% 91.97% 98.92%
Grundmann et al [22] - 96.39% - 94.36%
Blank et al [6], [7]* 99.64% [6] - 97.83% [7] -
Jhuang et al (gradient based 
C2 features) [32]
- 97.00% - -
Jhuang et al  (gradient based 
C3 features) [32]
- 98.80% - -
Niebles et al. [55] 55.00% 72.80% - -
Junejo et al. (using trajectory-
based features) [34]
- - - 95.30%
Jia et al. (using LSTDE) [33] - - 90.91% -
Most works provide recognition rates with complete videos, and only a few 
works give frame-by-frame rates. Some works also exclude the skipping action during 
recognition. It must be noted that in [6] and [7], recognition has been done not on 
individual frames as such, but on space-time cubes consisting of 8 frames per cube. The 
tables below give our results from recognition on space-time cubes using the 4D 
spatiotemporal shape context, and a majority vote for the 8 frames in each cube; we 
achieve overall recognition rates of 96.87% with the skipping action and 99.11% without 
the skipping action, which are comparable to the rates obtained in [6] and [7]. We 
observe that our recognition video recognition rates are generally higher than the works 
that provide video recognition. Our individual frame recognition rates are higher than 
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those of [55]. Frame recognition rates using the 4D spatiotemporal shape context are 
comparable to the recognition rate provided [33]. 
Table 25: Recognition rates with the 4D spatiotemporal shape context on space-time cubes of 8 
frames a cube, with the skipping action included
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc Skip 1Wave
Bend 100 0 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0 0
Run 0 1.89 96.22 0 1.89 0 0 0 0 0
Side 0 0 0 98.28 1.72 0 0 0 0 0
Walk 0 1.09 0 0 98.91 0 0 0 0 0
2Wave 0 0 0 0 0 98.77 0 0 0 1.23
Jacks 0 0 0 0 0 0 97.85 2.15 0 0
JumpPlc 0 0 0 0 0 0 0 100 0 0
Skip 0 15.87 9.53 0 0 0 0 0 74.6 0
1Wave 0 0 0 0 0 0 0 0 0 100
Table 26: Recognition rates with the 4D spatiotemporal shape context on space-time cubes of 8 
frames a cube, with the skipping action excluded
Bend JumpFwd Run Side Walk 2Wave Jacks JumpPlc 1Wave
Bend 100 0 0 0 0 0 0 0 0
JumpFwd 0 100 0 0 0 0 0 0 0
Run 0 1.89 98.11 0 0 0 0 0 0
Side 0 0 0 98.28 1.72 0 0 0 0
Walk 0 1.09 0 0 98.91 0 0 0 0
2Wave 0 0 0 0 0 98.77 2.15 0 1.23
Jacks 0 0 0 0 0 0 97.85 2.15 0
JumpPlc 0 0 0 0 0 0 0 100 0
1Wave 0 0 0 0 0 0 0 0 100
In summary, we observe that the rates of recognition using the spatiotemporal 
shape context on most activities are much higher than the corresponding rates using the 
two-dimensional shape context and perform well when compared against other works in 
the field. Distinctions based on similarity in shape are eliminated by taking into account 
the speed of motion or the direction of movement of different body parts of the subject. 
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We also notice that the higher distinctive power of the 4D spatiotemporal shape context 
allows it to provide high recognition rates for smaller windows, thus allowing recognition 
of actions in a sliding window fashion to be done over smaller intervals of the video 
sequence. Thus, the spatiotemporal shape context is highly beneficial for distinction 
between activities. The next chapter details the methods used and the results obtained 
when the shape contexts are used to represent facial contours for the purpose of 
expression recognition.
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Chapter 4 Expression Recognition using Shape Contexts
This chapter describes the methodology of expression recognition together with the 
results obtained for a set of videos with subjects performing basic expressions. Section 
4.1 describes the use of active appearance models as a means to extract relevant points 
from the contours of the eyebrows, eyes and mouth of a subject’s face, the use of optical 
flow to extract motion vectors, and the use of these points and motion vectors to develop 
shape contexts. It then discusses the classification of the shape contexts through holistic 
and reductionistic techniques. Results for the different experiments conducted for 
expression recognition are provided in Section 4.2.
4.1. Expression Recognition Methodology
Expression recognition for this research has been performed on a subset of videos from 
the Cohn-Kanade Facial Expression Dataset [36]. This dataset consists of 99 individuals 
performing various facial expressions such as those of anger, fear, disgust, happiness, 
sadness and surprise. The issue with the dataset is that not every subject performs all six 
expressions, which would have been desirable to maintain a balanced library for leave 
one out classification. We have thus performed recognition on four of the six expressions, 
namely anger, sadness, happiness and surprise for 29 subjects, all of which perform each 
of the four expressions. We began experimentation with a smaller set of 18 subjects, and 
later we added 11 more subjects to form the final 29-subject set. Results have been 
reported for both sets. In each video, the subject starts off with a neutral face and slowly 
progresses to a more and more expressive face. The recognition is performed for frames 
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in which the subject has started expressing themselves: hence the first few neutral frames 
are eliminated. Fig. 22 provides some example frames for permitted subjects.
Expression recognition by the shape context could be largely divided into a 
preprocessing stage where facial feature points are extracted from all frames in the video 
sequence, a shape context extraction stage and a classification stage where the shape 
(a) (b) (c) (d)
Fig. 2: Some example frames for (a) angry, (b) happy, (c) sad, and (d) surprised expressions
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contexts are matched against a library. The preprocessing stage is comprised of points’
extraction using active appearance models and with some manual adjustments, extraction 
of motion vectors with optical flow for the development of the 3D spatiotemporal shape 
context, and generalized Procrustes analysis to align the extracted point sets such that 
they have roughly the same rotation, scale and translation. Depending on the feature 
extraction strategy used, classification was done either with nearest neighbors alone or a
combination of nearest neighbors and neural networks. These steps are discussed in more 
detail in the subsections that follow.
4.1.1 Extraction of Facial Feature Points
To select points for expression recognition, we concentrate on the facial components such 
as the eyebrows, eyes, nose and mouth, and edges corresponding to the hairline, ears and 
chin line can be excluded. Furthermore, since we have omitted the disgust expression 
which is the only expression involving changes in nose appearance, we can exclude the 
nose contours.
To obtain points of relevance, active appearance models (AAMs) have been used.
These models involve the development of shape and appearance descriptions for an 
image. The shape parameters for the model include translation, scaling and rotation, 
while the appearance parameters are based on local intensity descriptions. To develop the 
AAM, the user initially manually labels points of interest in a set of training images. 
During training, the shape points from various training images are subjected to 
generalized Procrustes analysis, described in more detail in subsection 4.1.3, to get a 
mean shape. All training images are then warped to this mean shape to eliminate 
differences due to translation, scale and rotation.  Then they are vectorized, normalized 
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and subjected to principal components analysis. Correlations between shape and 
appearance models are learned using multilayer perceptrons. During the testing phase, 
pixels are sampled from the image to build an appearance description, and this is 
projected onto the appearance model obtained from training. The residual error between 
the projection and the appearance model is computed and used to calculate displacements 
for the model parameters. New values for the shape and appearance are then calculated, 
and the entire process is repeated by resampling the image and projecting onto the new 
appearance model until convergence, i.e. until the residual error is within a desired limit 
of uncertainty.
In this work, active appearance models were built separately for each expression 
using the first ten images from each individual. Prior to using the AAMs, the images 
were preprocessed by manually locating the eye centers and doing initial derotation, 
translation, scaling and cropping so that the eye centers were level and equidistant in all 
images, and so that all images were the same size.  Ten points from each eyebrow, eight 
points from each eye and 22 points from the mouth were chosen yielding a total of 58 
facial points. The images were trained and the trained models were used to markup the 
remaining frames in the expression videos. Since the expression videos change from 
neutral to expressive, there was a lot of variation in the mouth and eyebrow position, and 
as a result the model did not often fit the facial image correctly. Due to this mismatch, 
manual adjustments were necessary. The entire process was done using the set of 
executables provided at the website of the first author of [15]. Fig. 23 gives the outer 
contours for the eyes, eyebrows and mouth derived using AAMs from the expressions 
made by two subjects.
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4.1.2 Extraction of motion vectors
Since the activity recognition videos in Chapter 3 were low resolution color videos, the 
block-matching described in that section was successful at getting the desired vectors. 
However, the expression videos were of a much higher resolution, and had been obtained 
by the developers by processing tape recorded sessions. Due to this, they had a significant 
amount of noise and the block matching method was not effective in getting the required 
vectors. We thereby resorted to optical flow development using the Lucas-Kanade 
(a) (b) (c) (d)
Fig. 3: Example frames and shapes derived from active appearance models (AAMs) for two 
subjects for (a) angry, (b) happy, (c) sad, and (d) surprised expressions
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algorithm [52]. Essentially, optical flow techniques estimate the apparent motion of 
objects in a video sequence either due to the motion of the camera or of the object itself. 
They are based on the image constraint equation that claims that if a pixel in the current 
frame, given by coordinates (x, y, t), has shifted through small displacements x and y
over time t, then the intensity of the pixel at the new and old locations can be 
represented as:
   ttyyxxItyxI   ,,,, (23)
Expanding the right hand side using the Taylor series and neglecting higher order terms, 
we have:
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Dividing throughout by the small time instant t, we have
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Here vx and vy are the components of the optical flow (or the velocity) at the pixel given 
by (x, y, t), and Ix, Iy and It are the spatial and time derivatives of the image intensity at 
that pixel. Since equation (25) is a single equation in two variables, on its own, it has 
infinitely many solutions, and hence needs to be augmented. In the Lucas-Kanade 
algorithm, the spatial and time derivatives of the image intensity are evaluated over a 
window centered at a pixel to obtain the following system of equations written in matrix 
form:
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If the matrix with the spatial derivatives be represented by A, the velocity vector by v, 
and the time derivative vector by b, then a least-squares solution can be obtained for the 
above system as
   bv   TT AAA 1 (27)
Spatial derivatives in this work have been computed using the gradient operator,
which for a discrete image generally computes half the difference in intensity between 
pixels adjacent to the pixel in question in the x- and y- direction. The time derivative has 
been computed by subtracting the pixel value in the next and previous frames and 
halving, except for the first or last frames where the difference of the next and current 
frame or current and previous frame respectively is computed. In the case of the 
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expressions considered, motion vectors were computed at the x- and y- locations 
provided by the points extracted from the AAMs. Some examples are provided in Fig. 24.
Fig. 24: Motion vectors computed for (a) angry, (b) happy, (c) sad, and (d) surprised images
4.1.3 Generalized Procrustes Analysis
Given any two sets of points describing two different shapes, Procrustes analysis attempts 
to correct them such that the two resulting point sets have the same translation, scale and 
rotation. Though the shape context is invariant to translation and scaling, it is not 
invariant to rotation; hence we used Procrustes analysis to align all the shapes to have the 
same rotation, scale and translation so as to reduce the scope of error. If the sets may be 
(a) (b)
(c) (d)
77
represented as       NN yxyxyx ,,...,,, 2211 and       NN vuvuvu ,,...,,, 2211 , the effect of 
translation and scale may be removed by subtracting off the mean  yx, and  vu, from 
each point (in respective sets), and dividing by the size of the objects, s and t:
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The new set of points may be represented as: 
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Let these sets be represented as: 
      ',',...',',',' 2211 NN yxyxyx and       ',',...',',',' 2211 NN vuvuvu . 
Then to fix the effect of rotation, the first set is fixed and the second set is rotated by 
angle theta which minimizes the sum of distances between the first set and the rotated 
new set, called the Procrustes distance, i.e.:
      211211 sin''cos''min  vyux (30)
This analysis has been extended to more than two sets of points [19] in what is 
termed the generalized Procrustes analysis. This analysis involves the following steps:
1. A reference shape represented by a set of points is chosen from the list of 
shapes to align. 
78
2. The remaining shapes are corrected with respect to the reference shape using 
the Procrustes analysis outlined earlier.
3. The mean of all the aligned shapes is computed.
4. The Procrustes distance between the mean shape and the reference shape is 
calculated. 
5. If the Procrustes distance is lesser than a desired error limit, then the algorithm 
stops, otherwise the reference shape is reset to be the recently calculated mean 
shape, and the algorithm goes to step 2.
The generalized Procrustes analysis provides a mean face with respect to which 
specific instances can be aligned using equations (28) through (30). This procedure has 
been adopted for all facial feature points in the library as well as in the input images. In 
addition, since motion vectors are computed before the Procrustes analysis, these must be 
aligned as well. To obtain the correct set of motion vectors, the displacements that 
comprise these vectors are added to the corresponding points, and the new sets of points 
(that represent the advancement of the earlier set into the next frame) are subjected to the 
same translation, scale and rotation employed to align the earlier set. The earlier set is 
then subtracted from the new set of points to get the final aligned motion vectors. The 
actual steps taken for Procrustes analysis have been detailed for the particular methods 
used in subection 4.1.5.
4.1.4 Development of the Shape Context
In the case of the 2D shape context, two types of matching experiments have been 
performed on the expression videos. A holistic matching experiment has been performed 
where the entire set of 56 facial points was considered one shape and the two-
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dimensional shape context was built using these 56 facial points, with nr = 5 and nθ = 12.
This yields a 2D shape context matrix of size 56 x 60. In addition, a reductionistic 
matching experiment has been done with the 2D shape context where the facial features 
were divided into three parts: a left eye/eyebrow set (18 points), a right eye/eyebrow set
(18 points) and a mouth set (22 points), with the same values of nr and nθ as in the first 
experiment. These yield shape context matrices of sizes 18 x 60, 18 x 60 and 22 x 60 
respectively. 
In the case of the spatiotemporal shape context, since the motion vectors were 
extracted using optical flow from noisy video sequences, they were not extremely 
accurate, especially in terms of their direction. Due to this reason, we developed the 3D
spatiotemporal shape context with spatial information and speed alone, as described in 
Section 2.2. The speed provided information on how fast the features on the face change 
with time. The resulting shape context was three-dimensional as opposed to the four-
dimensional shape context generated for activity recognition where direction of motion is 
included as well. The values for nr = 5, nθ = 12 and nvr = 7 for the 3D spatiotemporal 
shape context, hence size of the 3D spatiotemporal shape context matrix was 56 x 420. 
The 3D spatiotemporal shape context was used for holistic matching approach that is 
described next.
4.1.5 Classification of Expressions
In the case of holistic facial feature points matching, recognition has been done using 
nearest neighbor classification on the shape context obtained from the entire face. It must 
be noted that due to the use of active appearance models, the facial feature points are pre-
labeled and a correspondence is easily obtained without requiring the Hungarian 
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algorithm for optimal assignment. The sum of chi-squared distances between 
corresponding (pre-labeled) points is sufficient to serve as a distance metric. As in the 
case of activity recognition, a library of shape contexts is maintained by choosing eight 
consecutive frames per subject per expression, i.e. 576 frames in total for the 18-subject 
set and 928 frames for the 29-subject set. These frames have been chosen such that a 
wide range of expression changes are captured for every subject. Matching was done 
using a nearest-neighbor classifier with the leave one out procedure, where expressions of 
the subject being classified were left out.
Fig. 25: Flowchart of matching the entire shape of a query expression frame to the library 
points/shape contexts set
Prior to developing their shape contexts, the training images were subjected to 
AAMs to get the facial points, followed by a generalized Procrustes analysis to get a 
Chi-squared, 
Hungarian
Closest 3 Matches
Query (points and 
shape context)
Database of point sets and 
shape contexts
Matched Result
Best 2 of 3
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mean face. Motion vectors were computed for the training images with respect to the 
appropriate current and past images. For every video sequence, starting from the first 
expressive frame, i.e. by omitting the initial neutral frames, facial points were extracted 
with AAMs, motion vectors were extracted with optical flow, Procrustes analysis was 
used to normalize with respect to the mean face, and shape context descriptors (2D and 
spatiotemporal) were constructed. Fig. 25 gives a flowchart that exemplifies the matching 
process. Matching was done starting from the first expressive frame, and the expression 
corresponding to the closest matching shape context in the library was used to tag each 
frame. A majority vote was used to decide the expression for the entire video. We 
conducted such holistic expression matching separately on the 18-subject set and on the 
29-subject set.
In the reductionistic experiment, a part-by-part strategy was used to decipher the 
expression associated with an individual segment of the face and to combine the 
individual expression tags into a final tag for the entire frame. We examined this 
technique since much work has been done based on recognition of individual facial units 
(Lien et al, 1998) and recognizing expressions by combining different action units. We 
were interested in observing if the process of division and accumulation of expression 
would be beneficial in improving results. In our work, we performed individual 
expression recognitions on the left eye and eyebrow pair, right eye and eyebrow pair, and 
mouth, and we trained neural networks to combine the different recognitions to get one 
final recognition for the frame The reductionistic experiment was conducted as follows: 
the same library frames as in the holistic experiments were used to construct shape 
contexts for the three facial parts. For the 18-subject set, first the library frames 
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corresponding to the subject under test were removed out to make the training set with 17
x 32 = 544 total frames, i.e. the leave one out strategy, 32 being the number of test 
images per person at 8 per expression and 4 expressions per person. Facial points were 
extracted with AAMs from the training frames and a generalized Procrustes analysis was 
done on these points to get the mean. Next, the facial points were subdivided into the 
three facial parts described earlier and shape contexts were constructed. The facial parts 
of each subject in the training set were classified against the respective facial parts of all 
the remaining subjects in the training set using nearest neighbors on their shape contexts 
as in the holistic experiment, i.e. a leave one out classification was done on the training 
set: the left eye/eyebrow set for each training subject was classified against the left 
eye/eyebrow set for all remaining subjects and so on. This process yielded a total of 16 x 
32 x 32 or 16384 result-sets with 3 results in each set (one result per facial part). Each 
result-set was used to construct a vector of size 12 as in Fig. 26. The resulting set of 
vectors was used to train a back-propagation network with a hidden layer of 50 neurons 
and an output layer of four neurons (one per expression).
Left Eye/Eyebrow Right Eye/Eyebrow Mouth
A H S U A H S U A H S U
Fig. 4: Vector transformation of expressions from shape context matching for the purpose of 
neural network classification
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Fig. 27: Flowchart of matching the facial parts of a query image against a set of library points/shape 
contexts
During testing, for every expressive frame in the video of the test subject, facial 
points were extracted with AAMs, Procrustes analysis was used to align these facial 
points against the mean face, and shape contexts were developed for the three facial parts. 
Each facial part was classified against the individual shape contexts of the remaining 17
subjects’ facial parts in the library using nearest neighbors, the three expression results 
obtained by matching were converted to a vector as in Fig. 26, and the vector was fed to 
the trained neural network. The network output with the maximum trigger was used to 
tag the video frame and a majority vote of all expressive frames was used to tag the 
video. The entire process was repeated for the case of 29 subjects. Results of this 
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procedure and of the holistic matching are given in the next section. Fig. 27 shows a 
flowchart to summarize the process of part-by-part matching.
4.2. Results of Expression Recognition using Shape Contexts
In this section, recognition results are provided by performing expression recognition on 
four expressions from the Cohn-Kanade expression dataset for holistic and reductionistic 
shape matching. Each subsection provides the overall frame recognition rate and video 
recognition rate, and then provides tables with the recognition rates for each expression 
for individual frames and entire videos. It must be remembered that recognition rates are 
provided only for expressive frames, i.e. the first few neutral frames in the videos are 
manually discarded. Results are provided for the 18 and 29 subject sets.
4.2.1 Results of Reductionistic Matching using the 2D Shape Context
Conducting the reductionistic matching on the 18-subject dataset using the 2D shape 
context yielded a frame recognition rate of 85.71% and a video recognition rate of 
94.44%. Using the 29-subject set we obtained a frame recognition rate of 83.06% and a 
video recognition rate of 89.65%. Table 27 and Table 28 give the recognition rates for 
individual frames and entire video sequences for expression recognition on the 18-subject 
set, while Table 29 and Table 30 give the corresponding results for the 29-subject set.
Table 27: Recognition rates for individual frames with reductionistic matching using the 2D shape 
context on the 18-subject dataset
Angry Happy Sad Surprised
Angry 81.03 7.9 9.88 1.19
Happy 7.36 85.71 2.6 4.33
Sad 5.08 1.02 92.39 1.52
Surprised 1.11 11.67 2.22 85
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Table 28: Recognition rates for complete videos with reductionistic matching using the 2D shape 
context on the 18-subject dataset
Angry Happy Sad Surprised
Angry 94.44 0 5.56 0
Happy 5.56 94.44 0 0
Sad 5.56 0 94.44 0
Surprised 0 5.56 0 94.44
Table 29: Recognition rates for individual frames with reductionistic matching using the 2D shape 
context on the 29-subject dataset
Angry Happy Sad Surprised
Angry 71.11 12.84 16.05 0
Happy 5.79 86.58 2.63 5
Sad 10 1.33 88.33 0.34
Surprised 0 9.16 0.73 90.11
Table 30: Recognition rates for complete videos with reductionistic matching using the 2D shape 
context on the 29-subject dataset
Angry Happy Sad Surprised
Angry 79.31 6.90 13.79 0
Happy 3.45 93.10 0 3.45
Sad 6.90 3.45 89.65 0
Surprised 0 3.45 0 96.55
We notice that the sad expression does the best for the 18-subject set and the 
surprised expression does best for the 29-subject set. Training expression combinations 
from different parts of the face together with the correct target helps to obtain satisfactory 
rates for the sad, surprised and happy expressions, but the results for the angry expression 
are much lower. Using more subjects for training and classification reduces the 
percentages of correct classifications for the sad and angry expressions. We expect that 
higher rates can be obtained if the training strategy is revised. The inclusion of more 
training data does not seem to work; hence an alternative method (like Bayesian 
networks, HMMs, or a weighted classifier) may have to be explored.
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4.2.2 Results of Holistic Matching using the 2D Shape Context
When the complete set of points comprising a face was used to match and determine 
expressions for the 18-subject dataset using the two-dimensional shape context, overall
frame recognition rate of 91.16% and video recognition rate of 90.28% were obtained. 
When recognition was done for the set of 29 subjects, frame recognition of 88.73% and 
video recognition of 90.52% were obtained. Table 31 and Table 32 provide individual 
frame and complete video recognition rates respectively for 18-subjects, while Table 33
and Table 34 give the rates for 29 subjects. Some misclassifications are shown in Fig. 28.
Table 31: Recognition rate for individual frames with holistic matching using the 2D shape context 
on the 18-subject dataset
Angry Happy Sad Surprised
Angry 94.47 0 5.53 0
Happy 2.6 90.48 3.46 3.46
Sad 12.69 4.06 80.2 3.05
Surprised 0 0.56 0 99.44
Table 32: Recognition rate for entire videos with holistic matching using the 2D shape context on the 
18-subject dataset
Angry Happy Sad Surprised
Angry 94.44 0 5.56 0
Happy 0 100 0 0
Sad 22.22 5.56 66.67 5.56
Surprised 0 0 0 100
Table 33: Recognition rate for individual frames with holistic matching using the 2D shape context 
on the 29-subject dataset
Angry Happy Sad Surprised
Angry 87.65 0 12.35 0
Happy 5.79 87.89 3.68 2.63
Sad 14.33 0.67 81.67 3.33
Surprised 0 0.73 0 99.27
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Table 34: Recognition rate for entire videos with holistic matching using the 2D shape context on the 
29-subject dataset
Angry Happy Sad Surprised
Angry 89.66 0 10.34 0
Happy 3.45 96.55 0 0
Sad 20.69 0 75.86 3.45
Surprised 0 0 0 100
Fig. 5: Mismatches for various expressions when a holistic shape description is used.
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We notice that frame classification rates are above 90% for angry, happy and 
surprised expressions when 18 subjects are used, and are above 85% when 29 subjects 
are used, with the rate for surprised being the best. The situation is now reversed from 
that of the reductionistic classification strategy. Sad expressions have a lower 
classification rate of around 80%, and there is much confusion between the angry and sad 
expressions, since both may often share a crooked mouth and lowered eyebrows. 
Although using 29 subjects was expected to improve classification, the recognition 
actually goes down because of misclassifications in some videos of the remaining 11 
subjects that were not observed in the initial 18 subjects. For instance almost all frames of 
the happy video of one subject misclassify as angry. The happy expression for the most 
part does fairly well, but deviations in the eye or eyebrow patterns tend to cause 
misclassifications with the remaining expressions even if the mouth is strongly curved 
upwards. In the video classifications, majority votes yield 100% rate for the surprised 
expression. Video classification rate does decrease, but that is because of the lower 
classification rate for the sad expressions: rates for the happy and surprised expressions
actually increase.
An important note is that although there are confusions across activities, there is a 
general trend where negative expressions, e.g. sad and angry, that involve a downward 
curve and tightening of the mouth are well distinguished from positive expressions such 
as happy and surprised where the mouth is wider open or stretched upwards. This aspect 
is useful in applications that look for positive expressions such as happy and surprise 
from users; these expression are typically indicative of interest in the application. For 
instance, a smart advertising system in a store can display content relevant to the user if 
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the user shows excitement, expressed as happiness or surprise, at the sight of the display, 
but if the user is annoyed or disinterested, expressed by angry, sad or neutral expressions, 
then the content can be switched. In the above tables, there is a line of distinction that 
separates the angry and sad expressions from the happy and surprised expressions, which 
can be observed by reorganizing the tables so that angry and sad are grouped together. 
With the exception of one happy video whose most frames classify as angry, and two 
subjects whose few sad frames classify as surprise due to very highly displaced 
eyebrows, the generic pattern of separation of negative expressions from positive 
expressions is quite evident.
4.2.3 Results of Holistic Matching with the Spatiotemporal Shape 
Context
When the 3D spatiotemporal shape context was used on the set of 18 subjects, we 
obtained an overall frame recognition rate of 91.86% and video recognition rate of 
91.67%. Classification on the 29-subject dataset yielded frame recognition of 89.15% and 
video recognition of 91.38% were obtained. Table 35 and Table 36 provide individual 
frame and complete video recognition rates respectively for 18-subjects, while Table 37
and Table 38 give the rates for 29 subjects. 
Table 35: Recognition rate for individual frames with holistic matching using the spatiotemporal 
shape context on the 18-subject dataset
Angry Happy Sad Surprised
Angry 93.68 0 6.32 0
Happy 2.6 92.21 1.73 3.46
Sad 12.69 2.03 81.73 3.55
Surprised 0 0 0 100
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Table 36: Recognition rate for entire videos with holistic matching using the spatiotemporal shape 
context on the 18-subject dataset
Angry Happy Sad Surprised
Angry 94.44 0 5.56 0
Happy 0 100 0 0
Sad 22.22 0 72.22 5.56
Surprised 0 0 0 100
Table 37: Recognition rate for individual frames with holistic matching using the spatiotemporal 
shape context on the 29-subject dataset
Angry Happy Sad Surprised
Angry 85.71 0 14.03 0.26
Happy 3.68 90 2.63 3.68
Sad 14 0 83.33 2.67
Surprised 0 0.73 0 99.27
Table 38: Recognition rate for entire videos with holistic matching using the spatiotemporal shape 
context on the 29-subject dataset
Angry Happy Sad Surprised
Angry 86.2 0 13.79 0
Happy 0 100 0 0
Sad 20.69 0 79.31 0
Surprised 0 0 0 100
There was a general improvement in classification rate, especially for the happy, 
sad and surprised expressions. The use of motion cues helps eliminate misclassifications 
of some happy frames that were initially classified as sad by the 2D shape context. In the 
18-subjects’ set, one sad video that was misclassifying as happy now classifies correctly, 
while in the 29-subjects’ set, incorrect classifications of a happy video as angry and a sad 
video as surprised by the 2D shape context are now resolved. All happy and surprised 
videos now classify with 100% rates. We notice that the change in rates is not significant
because the motion vectors developed by optical flow were much smaller due to slower 
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change in the expression appearance across frames. The issue with smaller vectors may 
be corrected by skipping a frame or two during computation of the spatiotemporal shape 
context. In addition, motion cues from the eyes and mouth may not be sufficient for 
distinction between actions like angry and sad, which may need more information from 
crease patterns in the forehead or chin for better identification. These patterns are 
generally transient and particular to certain expressions. Thus distinction between such 
expressions is reduced, due to the fact that the shape context descriptors are not built for 
the inclusion of such transient patterns. Fig. 29 shows some misclassifications caused by 
the 2D shape context and corrected by the spatiotemporal shape context.
Fig. 29: Mismatches due to the 2D shape context corrected by the spatiotemporal shape context
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4.2.4 Comparison of recognition rates against other works
When compared against other works, our results are acceptable but have scope for 
improvement. For instance, in [61] 92.86% classification has been obtained on all six 
expressions in the Cohn-Kanade dataset when eigenfaces [68] were used on facial regions 
devoid of hair, ears, neck, and background extracted by AAMs and recognized with 
nearest neighbor classifier. They used ten subjects for training and selected seven random 
subjects for testing. Since they used a small dataset for testing, their results may not be 
conclusive about the performance of the entire dataset, but are comparable to the results 
from our 18-subject dataset. In [44], neural network recognition on PCA-reduced 
responses of log-Gabor filters gave 70% recognition for a set of 179 test images (not 
videos), with training done using an alternate set of 180 images. The authors of [77] have 
obtained 90.9% classification rate with five-fold cross-validation on all 488 video 
sequences in the Cohn-Kanade dataset, by building HMMs from characteristic signatures 
generated by linear classifiers operating on optical flow vectors. In [79], building local 
binary patterns from cropped and aligned images provided recognition of 96.26% using 
ten-fold cross-validation on a set of 374 video sequences. Hence, we observe that there is 
a need to bring up performance to meet the prevalent standards of recognition.
In summary, we notice that higher rates of recognition are achieved in this thesis 
using the holistic approach than the reductionistic approach, with the inclusion of speed 
to generate the 3D spatiotemporal shape context providing some added advantage. We 
expect recognition from the reductionistic approach to improve if alternate methods were 
to be used to combine the results, for instance, if other models for neural networks were 
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to be explored or if belief networks be were to be employed. With better quality of video 
data, we expect a greater improvement in recognition of expressions. The next chapter 
provides some performance comparisons of the various algorithms used in this thesis for 
activity recognition and expression recognition.
94
Chapter 5 Computational Time and Recognition
This chapter provides some analysis of the typical time it takes for obtaining results for a 
single frame of activity or expression video, using the 2D shape context and the 
spatiotemporal shape contexts. The entire implementation of reading a video, computing 
features, and sorting to get the nearest neighbor was done in MATLAB; however, cost
calculations and the Hungarian algorithm were implemented using MEX (MATLAB 
executable) files where the particular algorithms are coded in C. Timing comparisons in 
this section are provided by averaging the times spent in recognition of the first twenty 
frames of a walking video sequence for activity recognition, and of the last twenty frames 
of a happy video sequence for expression recognition.
Table 39: Computation times for activity recognition on frames with the shape context descriptors
Computation time with 2D shape 
context
Computation time with 4D 
spatiotemporal shape context
Mean (s) Standard Deviation (s) Mean (s) Standard Deviation (s)
Total 3.4696 0.3055 97.2807 6.0031
Feature Extraction 0.0860 0.0310 0.1601 0.0037
Comparison 3.3833 0.2754 97.1203 6.0031
Cost Matrix time 8.853e-4 5.2637e-5 0.1339 0.0086
Assignment time 0.0023 1.3878e-4 0.0019 2.927e-4
Sorting 1.437e-4 1.0447e-4 1.5215e-4 1.0482e-4
In the table above, the mean and standard deviations of computation times are 
provided for different stages in finding the activity for twenty frames in a walking video 
sequence. The computations were done in MATLAB on one core of an Intel Core2Duo 
processor. In the table, the total time provides the time taken in seconds for the entire 
procedure of getting a frame from a movie opened in MATLAB to computing the activity 
decision for that frame. The feature extraction time represents the time taken for 
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developing the shape context from an input frame. Comparison time gives the total 
amount of time taken for making comparisons using the Hungarian algorithm to a set of 
700 library shape contexts. Each of these comparisons consists of a cost matrix 
calculation of the input shape context to each library shape context, and an assignment 
with the Hungarian algorithm that also gives the match cost. The cost matrix time and 
assignment time represent the times taken for the previous two procedures for a single 
comparison. Finally, since all the match costs computed from the comparisons are stored 
in an array, the sorting time represents the amount of time taken to sort the entire array 
and derive the closest neighbor.
In terms of total computation time, the 2D shape context is around 28 times faster 
than the 4D spatiotemporal shape context for the frames of the video analyzed. While the 
2D shape context takes around 3.5+/-0.3 seconds, the 4D spatiotemporal shape context 
takes up to 97.3+/-6 seconds. On close observation, we notice that the main reason for the 
increase in time taken is due to the time involved in making comparisons, and 
specifically the time involved in calculating the cost matrix. Due to the larger sizes of the 
4D spatiotemporal shape context matrices (50x3600), the number of iterations required to 
compute the chi-squared distances in the cost matrix are higher, hence it takes up to 
around 0.14 seconds to compute the cost matrix as opposed to around 0.0009 seconds 
using the 2D shape context. Due to the fact that these computations are repeated for 700 
library examples, a multiplicative effect ensues, resulting in a net computation time for 
comparisons of up to 97.1+/-6 seconds in the case of the 4D spatiotemporal shape 
context. There is also a slight increase in time taken for extraction of features due to the 
additional time involved in extraction of motion vectors. In comparison to the advantages 
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offered by the 4D spatiotemporal shape context for activity recognition (3-4% increase in 
frame recognition rate), the reduction in the speed of computation does not appear to be 
favorable.
However, this issue may be averted by considering the fact that the 
spatiotemporal shape context matrices involved in the computation are sparse. If each 
histogram in a shape context matrix is assumed to bin 50 points with there being exactly 
one bin per point then 1.39% of the matrix will be filled. However, a bin in a histogram 
can be assigned to more than one point, thus considerably decreasing the filled region of 
the matrix below 1.39%. Since the number of elements in the matrix tends to be lower 
than 1.39% of the total capacity of the shape context matrix, more intelligent solutions for 
the computation of the cost matrix may be sought that perform faster than the naïve 
iteration over all the elements of the matrix. Further reduction in computation time may 
be achieved if the order of points is known beforehand, so that the cost-matrix 
computation is bypassed. To obtain smaller cost matrices, the shape context matrices may 
be developed by skipping points; for instance, histograms may be developed for half the 
points in the shape, but all points can be binned within each histogram for accurate shape 
representation. Reduction in motion vectors’ extraction time for the 4D spatiotemporal 
shape contexts can be achieved by replacing the Euclidean distance-based block 
matching with correlation or optical flow.
In the case of expression recognition, the following table provides mean 
computational times and standard deviations for various stages of finding an expression 
using the holistic matching strategy for the last twenty frames in an expression video 
sequence. The input for computation is not the original frame, but the set of points 
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obtained by placing active appearance models on the face. This was done since facial 
points with the AAMs were found outside MATLAB using the executables provided by 
[15], and in several cases were corrected manually.
Table 40: Computation times for expression recognition on frames with the shape context descriptors
Computation time with 2D shape 
context
Computation time with 3D 
spatiotemporal shape context
Mean (s) Standard Deviation (s) Mean (s) Standard Deviation (s)
Total 2.1218 0.3253 2.3498 0.6012
Feature Extraction 0.0252 0.0132 0.1591 0.0543
Comparison 2.0957 0.3167 2.1899 0.5597
Cost calculation 9.5775e-5 9.4021e-7 2.6319e-4 8.616e-5
Sorting 7.234e-4 7.3533e-4 6.158e-4 7.9417e-4
Total time gives the time taken for the entire computation from getting the input 
facial points (and past, current and future facial images for the 3D spatiotemporal shape 
context) to getting the expression decision for that frame, feature extraction time gives 
the time taken to get the facial points, get motion vectors by optical flow, align the points 
and vectors by Procrustes analysis and compute the shape context. The comparison time 
gives the amount of time taken for all the comparisons, with the cost calculation time 
providing the amount of time taken for computing the chi-squared distance cost between 
two shape context matrices for one comparison. Finally, the sorting time provides the 
amount of time taken for sorting and getting the top k nearest neighbors, and getting best 
2 of k neighbors as the final expression decision. In this case, since the points are already 
ordered and cost matrix calculations are averted, the total time taken with the 3D 
spatiotemporal shape context is only slightly greater than the time taken with the 2D 
shape context. Feature extraction and comparisons involving to cost calculation both 
contribute to the slight increase in time. This increase in time is preferable considering 
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the advantages offered by the 3D spatiotemporal shape context in improving distinction 
for expressions like happiness and sadness.
Even with the 2D shape context, the amount of time taken per frame is on the 
order of 2-3 seconds, which may not be feasible for real-time scenarios. For instance, the 
videos in the Weizmann dataset were captured at the rate of 50 fps. In the case of 
expression recognition, the time taken for automated AAM placement was not taken into 
consideration and this time will add on to the total time taken for recognition. For the 
purpose of human interpretation, one may skip frames for shape and motion calculations; 
however, even then, recognition may be expected every 0.5-1 second. Furthermore, 
skipping frames may reduce quality of recognition. Hence in addition to some of the 
techniques described earlier for achieving smaller cost matrices or avoiding the 
Hungarian algorithm, more avenues must be employed to conduct real-time recognition. 
As one approach, speed-up for the nearest neighbor comparisons and sorting may
be obtained by taking advantage of their inherent parallelization, and running the 
algorithm on multiple processor systems such as graphic processing units. If a large 
number of training frames are available, then these may be used to train a neural network, 
which in turn may be used to replace the nearest neighbor algorithm. Nearest neighbors 
may also be replaced by real-time solutions for hidden Markov models, with the shape 
contexts being used to represent state information and probabilities being associated with 
transitions between states. In this fashion, the shape contexts may be used in faster 
implementations for activity and expression recognition. The next chapter provides a 
conclusion to this thesis.
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Chapter 6 Conclusion
This thesis presents a new descriptor called the spatiotemporal shape context that 
combines the shape of an object and its silhouette motion to obtain a three-dimensional or
four-dimensional representation in feature space.  The spatiotemporal shape context
descriptor is used for activity and expression recognition. It also compares the 
performance of this descriptor against its precursor, the two-dimensional shape context, 
for the same applications. We observe that, in general, the spatiotemporal shape context 
helps differentiate between activities to a great extent, and between expressions to a 
moderate extent.
The work done in this thesis is relevant to the computer vision community due to 
the potential for broader use of the descriptor to various other applications. For instance, 
in the area of activity recognition, there is scope for the inclusion of the spatiotemporal 
shape context within algorithms for multi-action or multi-person video sequences. The 
descriptor can also be extended to applications that require shape and motion cues, such 
as content-based video retrieval from large databases and scene recognition in video 
sequences. In addition, accelerated solutions may be found using the shape context 
descriptors for the purpose of implementation in real-time. Thus, the work in this thesis 
provides paths for future development, and can be used for a variety of applications that 
are based on the shape of an object and its silhouette motion.
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