Abstract. In [21] the evolution of hypersurfaces in R n+1 with normal speed equal to a power k > 1 of the mean curvature is considered and the levelset solution u of the flow is obtained as the C 0 -limit of a sequence u ǫ of smooth functions solving the regularized levelset equations.
Introduction and main results
The famous mean curvature flow, cf. e.g. [9] and [14] , evolves hypersurfaces in the direction of their normal with normal speed equal to the mean curvature. This flow has-apart from being of great interest by itself-important applications in image processing. During the last thirty years many variants of extrinsic curvature flows have been analyzed, which differ mainly in the prescribed normal velocity and the ambient space, in which the evolution takes place, cf. e.g. the inverse mean curvature flow [15] , the Gauss curvature flow [1] and the inverse mean curvature flow in a Lorentzian manifold [11] .
Concerning the numerical analysis for these flows there exist results in the case of mean curvature flow, cf. e.g. [7] , [8] and the references therein, and [18] in the case of anisotropic mean curvature flow in higher codimension. In [6] K. Deckelnick proves a rate of convergence for the approximation of the levelset solution of mean curvature flow by using a finite difference scheme; for the approximation he uses the solution of the regularized levelset equation as an intermediate step and divides the error estimate correspondently into the approximation error between the levelset solution and the solution of the regularized levelset equation and the error for the finite difference approximation of the regularized levelset equation. See also [16] for the former error estimate.
Recently F. Schulze [21] considered the evolution of hypersurfaces in R n+1 in the direction of their normal, for which the normal speed is given by a power k > 1 of the mean curvature.
To the author's knowledge there do not exist any numerical results for Schulze's flow [21] so far. Our aim is to approximate the levelset solution of this flow using the method of finite elements and to prove a convergence rate. This is done similarly to [6] by using the solution of the regularized levelset equation as an intermediate step.
It will come out that a 'polynomial coupling' between the regularization parameter ǫ and the numerical parameter h will ensure a polynomial convergence rate, cf. Theorem 1.2 and Corollary 1.3. In contrast to [6] we use a levelset formulation as suggested in [21] , for which the levelset function does not depend on the time, cf. (1.3) and [6, equation (1.1) ]. This ensures that the nonlinearity coming from the exponent k affects only lower order (spatial) derivatives of the levelset function.
We introduce our setting more precisely. Let M be a smooth n-dimensional compact manifold without boundary, k > 1 and x 0 : M → R n+1 a smooth embedding such that x 0 (M ) has positive mean curvature, then there exist a small T > 0 and a smooth mapping
Here, H and ν denote the mean curvature and the outer normal of x(t, ·)(M ) at x(t, ξ) respectively, cf. [21, Section 1]. We call this a power mean curvature flow (PMCF). We give a level set formulation of PMCF. Let Ω ⊂ R n+1 be open, connected and bounded having smooth boundary ∂Ω with positive mean curvature. We call the level sets Γ t = ∂{x ∈ Ω : u(x) > t} of the continuous function 0 ≤ u ∈ C 0 (Ω) a level set PMCF, if u is a viscosity solution of
If u is smooth in a neighborhood of x ∈ Ω with non vanishing gradient and satisfies there (1.3), then the level set {u = u(x)} moves locally at x according to (1.2).
Using elliptic regularization of level set PMCF we obtain the equation
in Ω u ǫ =0 on ∂Ω, which has unique smooth solutions u ǫ for sufficiently small ǫ > 0; moreover, there is c 0 > 0 such that
We call u a weak solution of (1.3), which is unique for n ≤ 6. All the above facts are proved in [21, Section 4] . A weak solution of (1.3) satisfies (1.3) in the viscosity sense, cf. Section 2. We formulate our first main result.
We need some notations before we formulate our second main result in Theorem 1.2. Let {T h : 0 < h < h 0 } be a family of regular triangulations of Ω, h the mesh size of T h and h 0 = h 0 (Ω) > 0 small, so that for each boundary tetraeder T ∈ T h n + 1 vertexes lie on ∂Ω. We define
since Ω might lack convexity, there will not hold in general Ω h ⊂Ω. Let
Let d : R n+1 → R, be the signed distance function of ∂Ω (sign convention so that d |Ω < 0) and δ 0 = δ 0 (Ω) > 0 small. For 0 < δ < δ 0 we define (1.10) Ω δ = {d < δ}
Furthermore, there is a constant 0 <c =c(Ω) so that
We extend u ǫ to a function in C m (Ω δ0 ) (and denote the extension by u ǫ again), m ∈ N sufficiently large, so that
Theorem 1.2. Let n = 1 and n + 1 < µ < 4 and 1 < δ < 1 2 + 2 µ , then there exist β, γ, c > 0 depending on µ, δ, k, Ω, so that for every 0 < ǫ < ǫ 0 , where ǫ 0 > 0 small, and h ≤ cǫ β the equation (ii) An analogous result to Theorem 1.2 can be obtained in case n > 1 by using higher order finite elements.
The remaining part of the paper deals with the proof of the above Theorems. In Section 2 we give the definition of a viscosity solution of (1.3) , that accounts for the fact, that Du might vanish. Therefore we adapt the definitions in [9] for the mean curvature flow (where a time dependent levelset function u is used) to our situation. Furthermore, we show that u in (1.6) is a viscosity solution of (1.3).
In Section 3 we prove Theorem 1.1, for what we modify an argument, which is used in [6] to prove a corresponding result for the levelset formulation of mean curvature flow (in [6] a time dependent levelset function is considered too).
In Section 4 we derive higher order estimates for u ǫ and Section 5 provides explicit constants in some estimates concerning linear equations, which are applied in Section 6 in order to prove Theorem 1.2. In Section 6 we proceed similarly to [10] , where the regularized levelset equation for the inverse mean curvature flow is approximated by finite elements; in contrast to our paper, cf. especially Corollary 1.3, [10] does not provide any quantitative information about the approximation error between the finite element solution and the original geometric problem, i.e. the solution of the not regularized levelset equation.
The viscosity solution u
We give the definition of a viscosity solution of (1.3) and prove that the limit u in (1.6) is a viscosity solution of (1.3). Both seems to be standard, but since these things are not carried out in [21] , we present them for reasons of completeness here.
To define a viscosity solution of (1.3) we adapt the corresponding definitions in [9, Sections 2.2 and 2.3] and [4, Section 2] .
By formal differentiation we get from (1.3) that
and from (1.4) that
We need the following definitions.
there are x k ∈ Ω, and
for someη with |η| ≤ 1, if η = 0.
(iii) A function u, which is supersolution and subsolution of (1.3) is a viscosity solution of (1.3).
Remark 2.3. A simple inspection shows that we could have replaced
Sometimes it is useful to have another definition available.
u − ϕ has a local maximum at a point
(ii) A function u ∈ C 0 (Ω) is a viscosity supersolution of (1.3), provided that if
and (2.14) Proof. We only consider the case of viscosity subsolutions.
(i) We assume that u is a viscosity subsolution according to Definition 2.2. Assume that u − ϕ has a local maximum at a point x 0 ∈ Ω for a fixed ϕ ∈ C ∞ (Ω). Hence for x ∈ Ω close to x 0 we get (2.15)
Ω (u)(x 0 ) and the claim follows.
(ii) We assume that u is a viscosity subsolution according to Definition 2.4.
then u − ϕ δ has a local maximum in x. Hence (2.10), (2.11) hold with
Letting δ → 0 proves the claim.
Lemma 2.6. The function u in (1.6) is a viscosity solution of (1.3).
Proof. We adapt [9, Section 4.3] . Let ϕ ∈ C ∞ (Ω) and suppose u − ϕ has a strict local maximum at a point x 0 ∈ Ω. As u ǫ → u uniformly, u ǫ −ϕ has a local maximum at a point x ǫ ∈ Ω with (2.19)
Since u ǫ and ϕ are smooth, we have
Suppose first Dϕ(x 0 ) = 0. Then Dϕ(x ǫ ) = 0 for small ǫ > 0. We consequently may pass to limits in (2.21), recalling (2.19) to deduce
Since |η ǫ | ≤ 1, we may assume, upon passing to a subsequence and relabeling if necessary, that η ǫ → η in R n for some |η| ≤ 1. Sending ǫ to 0 in (2.24) we discover
If u − ϕ has a local maximum, but not necessarily a strict maximum at x 0 , we repeat the argument above with ϕ(x) replaced by
again to obtain (2.22) or (2.25). Consequently, u is a weak subsolution. That u is a weak supersolution follows analogously.
Estimate of u − u ǫ
We first define some constants, which will determine an error estimate for u ǫ − u, as will become clear in the succeeding Theorem 3.1. Let (3.1) γ > 1 + k and α, s > 0 be small so that
for all ǫ > 0.
Corollary 3.2. By interpolation we get in the situation of Theorem 3.1 for 0 < θ < 1 that
where the bracket denotes the Hölder semi-norm.
Remark 3.3. We explain how we can deduce rates of convergence explicitly. Since inequality (3.2) 'improves' for decreasing s > 0 we choose s = α γ in view of (3.
For ǫ > 0 we define w ǫ :Ω ×Ω → R by
We use the abbreviation
Letx,ŷ ∈Ω such that
Lemma 3.4. There holdsx ∈ ∂Ω orŷ ∈ ∂Ω.
Proof. We assumex,ŷ ∈ Ω. From [4, Theorem 3.2] we deduce that for every ρ > 0 there are X, Y ∈ S(n + 1) such that
where A := D 2 ϕ(x,ŷ). We calculate
and (3.14)
we conclude from (3.11) that
for some η ∈ R n with |η| ≤ 1 if Dϕ(x) = 0; furthermore, there holds
From (3.12) we get for all ζ ∈ R n (3.19) 
Casex =ŷ: We add the inequalities (3.16) and (3.18) and get
We estimate LHS from below (3.23)
where we used (3.20) and (3.21). Combining (3.22) with (3.23), letting ρ → 0 and applying the relations (3.8) and (3.13) yield
We multiply this inequality by the denominator of the left-hand side and deduce two inequalities
Accounting for (3.1) we have (3.27) |ξ| ≤(γ − 1)
In view of (3.2) we get a contradiction for small ǫ > 0. Casex =ŷ: Due to γ > 2 and (3.14) we have B = 0, so that a calculation as in (3.21) (now with η instead of ξ) shows
Hence, adding (3.17) to (3.18) and having (3.20) in mind we get (3.29)
which is a contradiction.
Lemma 3.5.
There is c 4 > 0 such that
Proof. In view of Lemma 3.4 we can assume in equation (3.9) w.l.o.g. thatŷ ∈ ∂Ω.
Hence we can write
In case |x −ŷ| ≤ ǫ r we get using the lipschitz continuity of u (3.32) w ǫ (x,ŷ) ≤ µc 0 |x −ŷ| ≤ µc 0 ǫ r , which proves the lemma. The remaining case |x −ŷ| > ǫ r is not available for sufficiently small ǫ > 0, for we estimate
Now, collecting facts we finish the estimate for u − u ǫ . Let x ∈ Ω arbitrary. Then (3.34) 
Higher order estimates of u ǫ
In this section we make the ǫ-dependence of a bound for higher order derivatives of u ǫ explicit. We recall that the u ǫ are C ∞ , bounded u ǫ C 1 (Ω) ≤ c 0 and satisfy the quasilinear equations in divergence form
Let us denote
, the largest and smallest eigenvalue of a ij (p) by Λ(p) and λ(p), respectively, and
From standard L 2 -regularity theory of quasilinear equations in divergence form we get, see for example the proof of [12, Theorem 1.5.1 in PDE II], that all second derivatives of u ǫ except for the second derivative in normal direction at the boundary are bounded in the L 2 -norm by
and bounds for higher order derivatives of u ǫ are obtained iteratively.
Tracking constants in linear equations
We consider linear equations of the form
inΩ, where we assume that
In the following results constants are uniform with respect to h, δ.
Our aim in the present section is to provide Corollary 5.6, which will be needed in Section 6. We assume in this section λ < 1 < ν.
where
) and 
) and
Proof. Use Theorem 5.1 and the proof of [13, Theorem 8.16 ].
Let q > n + 1.
0 (Ω) of (5.1) and there holds
Proof. Use u as test function, apply standard estimates and Theorem 5.2. LetΩ = Ω δ , 0 < δ < δ 0 arbitrary but fixed, then there holds the following Lemma with constants being uniform in δ.
Then there holds
where (5.12)
Proof. The proof is a straight forward calculation.
We have the following theorem.
Theorem 5.5. We assume the situation of Lemma 5.3 withΩ = Ω h and 
Corollary 5.6. In the situation of Theorem 5.5 holds
with c 8 := c 2 c 5 .
To prove Theorem 5.5 we would like to apply the Schatz argument, cf. [3, Theorem 5.7.6] or [19] , which uses the adjoint operator L * given by and-for our case-that L 2 -estimates for L * with explicit constants are available. But both is not ensured, because D i c i does not have the right sign necessarily and ∂Ω h might lack the needed regularity (e.g. ∂Ω h ∈ C 0,1 and Ω h convex). In the remaining part of this section we prove Theorem 5.5 using a modified Schatz argument.
In view of [13, Theorem 8.6 ] there exists a countable set Σ ⊂ R so that for all σ / ∈ Σ and all g ∈ L 2 (Ω) there exists a unique solution u ∈ H 1,2
Σ depends on h and δ, and in the following we will only use, that for h and δ fixed the corresponding R\Σ has 0 as accumulation point.
Proof of Theorem 5.5. (i) Let u be the unique solution of (5.1) in Ω h . We assume that u h is a FE solution of (5.1) in V h and extend u, u h by 0 to R n+1 . Set δ = h in Ω δ . Then for all w h ∈ V h we have
and get (5.27 )
Taking the supremum with respect to z yields
and therefore in view of (5.23)
We use w as a test function in (5.24) and get
hence L 2 -estimates lead to
Letw be an extension of
For w h ∈ V h we have
and, furthermore, chosing
we have 
Combining (5.41) and (5.25) yields
and therefore
with (5.44) c 7 := cc 6 (Λ + νλ).
(iv) We have for any v h ∈ V h (5.45)
and hence
(v) Existence of a FE solution u h of (5.1) follows in the usual way. Due to the quadratic structure of the corresponding system of linear equations, which determines u h , we deduce existence from uniqueness, at which the latter is given in view of (5.8) and (5.16).
Proof of Theorem 1.2
In this section we will prove Theorem 1.2, for it we obtain the solution u ǫ h of (1.13) as the unique fixed point of a map T : V h → V h inB h ρ , cf. (1.14), which will be defined in (6.10). We show that in the situation of Theorem 1.2 we can choose β, γ, η > 0 (and these values can be calculated explicitly) so that (i) We define the map T . We define for ǫ > 0 and z ∈ R n (6.4)
and denote derivatives of f ǫ with respect to z i by D z i f ǫ . There holds (6.5)
We define the operator Φ ǫ by (6.6)
so that (1.4) can be written as
We denote the derivative of Φ ǫ in u ǫ by (6.8)
and have for all ϕ ∈ H 1,2
We will apply the results of Section 5 to the linear differential operator L = L ǫ , where we consider-having (1.12) in mind-L ǫ (and also M ǫ ) to be defined in H 1,2 0 (Ω h ), h > 0 small; one observes that L ǫ has the structure (5.1) and explicit values for the constants λ, Λ, ν, a 1 , h 0 in (5.2), (5.14) and (5.13) can be obtained in terms of ǫ (this dependence is polynomial in ǫ and 
(ii) We check condition (6.1). Let (6.11)
be the unique interpolation operator with (6.12)
for all u ∈ C 0 (Ω h ) and p ∈ N h , where
and (6.14) N h := p ∈Ω h : p vertex or midpoint of an edge of a tetraeder T ∈ T h .
We have 
and that the support of z h lies in a boundary strip of measure ≤ ch. We concludeũ ǫ ∈B h ρ provided β, γ > 0 are sufficiently large. (iii) We check condition (6.2). Let q > n + 1 and v h , w h ∈B h ρ , ξ h = v h − w h , α(t) = w h + tξ h , 0 ≤ t ≤ 1, then using (6.10) we conclude (6.20) L
The right-hand side of (6.20) is of the form D i f i + g with (6.21)
We have (6.23)
where we used an inverse estimate and (6.15). We estimate the integrals in (6.22) and (6.21) by mean value theorem and get with a constant c 9 := c 9 (ǫ, k)
and the right-hand side of this equation is of the form D i f i + g with (6.31)
We have To allow for (6.3) in case n = 1 it is sufficient to have (6.35) δ < 2 µ + 1 q , which holds for q > 2 close to 2, and β > 0 sufficiently large.
