This paper presents a robust optimization approach to the network design problem under traffic demand uncertainty. Here, we consider the specific case of the network design problem in which there are several alternatives in edge capacity installations and the traffic cannot be split over several paths. A new decomposition approach is proposed which yields a strong LP relaxation and enables traffic demand uncertainty to be addressed efficiently through localization of the uncertainty to each edge of the underlying network. A branch-and-price-and-cut algorithm is subsequently developed and tested on a set of benchmark instances.
Introduction
Demand uncertainty is an inherent property in many network design problems, and the ability to properly address this uncertainty is a crucial factor in successful network design. The use of average demand to estimate demand uncertainty may lead to severe service quality degradation, whereas the use of extreme demands may result in an overly conservative network design which translates into unnecessary capital expenses.
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There are two main approaches to addressing demand uncertainty in network design: the stochastic programming approach and the more recent robust optimization approach (Ben-Tal and Nemirovski 2008) . While the stochastic programming approach assumes that the probability distribution of the demand is known in advance, the robust optimization approach only requires that the uncertain demand be a member of a pre-specified set, denoted the uncertainty set. As such, when only a limited amount of information is available on the future demand, a methodology based on robust optimization may be the preferred approach.
In this paper, we present a robust optimization approach to the network design problem with traffic demand uncertainty as modeled by Bertsimas and Sim (2003) . We consider the specific network design problem in which there are several alternatives in edge capacity installations and the traffic cannot be split (non-bifurcated) over several paths. One potential application of the problem appears in telecommunication network design using asynchronous transfer mode (ATM) (Stallings 1998, Atamtürk and Rajan 2002) or multi-protocol label switching (MPLS) traffic engineering (Xiao et al. 2000) . In these cases, exactly one path (ATM virtual circuit or MPLS label switched path) should be specified for each traffic demand.
The uncertainty model proposed by Bertsimas and Sim (2003) , which we call here the Γ-model, assumes that each uncertain traffic demand lies in an interval specified by a nominal value and the maximum possible deviation from this value. Since it is highly improbable that all of the traffic demands reach their maximum values simultaneously, these authors introduced a parameter (the uncertainty budget) which limits the number of uncertain demands that can simultaneously be their maximum values. The Γ-model can be useful for solving many telecommunication network design problems when the precise demand cannot be predicted but the possible range of each traffic demand can be estimated (e.g. based on historical experience). In addition, the ability to control the conservativeness of the solution using the uncertainty budget is highly desirable for comparing and evaluating the resulting network design alternatives. Several studies, such as those of Altın et al. (2007) , Klopfenstein and Nace (2009), and Koster et al. (2010) , have considered the Γ-model in the context of network design. An alternative uncertainty model that is frequently adopted in network design problems (especially in virtual private network design) is the so-called hose model (Altın et al. 2010) . This model assumes that for each node, only the upper bound for the sum of incoming and outgoing traffic is known in advance. While this latter approach is useful when very limited information on the traffic demand is available, the result may be an overly conservative network design, as noted in Altın et al. (2010) . Hence, when at least some degree of basic information is available on the point-to-point traffic demands, the Γ-model may be the preferred approach to avoid overly conservative network design. This is especially true for large telecommunication operators since they have accumulated sufficient experience in estimating traffic demand.
Our model assumes that both the capacity of each edge and the path for each traffic demand are to be determined simultaneously, so that the flow costs can be considered explicitly. Similar models in the network design context have been presented by Altın et al. (2007 Altın et al. ( , 2010 and Koster et al. (2010) , while Mudchanatongsuk et al. (2008) and Mattia (2010) consider models in which the design decision is made prior to the routing decision (the recourse or two-stage model). In general, the recourse model gives a less conservative network design, but its application to the network design problem with demand uncertainty generally leads to two challenging problems.
First, it is generally much more difficult to solve (see Ben-Tal et al. 2004) , and secondly, it may be hard to explicitly consider the flow costs. Thus even when the recourse model is seemingly more appropriate, we believe that-in terms of practical applications-our model may be considered the more suitable choice since it can be solved relatively efficiently.
The major difficulty in the robust network design lies in the fact that the resulting optimization model generally does not admit an efficient solution procedure. To overcome this difficulty, we propose a branch-and-price-and-cut approach using a Dantzig-Wolfe decomposition formulation, which provides a tight linear programming (LP) relaxation bound. One of the notable aspects of the proposed approach is that the uncertainty in the traffic demand can be localized to each edge-that is, the robustness of the solution can be guaranteed by considering the robust knapsack problem, which is defined for each edge. This approach enables the user to address the uncertainty Lee et al.: Robust Network Design Problem under Demand Uncertainty Article submitted to Operations Research; manuscript no. (Please, provide the mansucript number!) very efficiently, since it is sufficient to consider the demand uncertainty issues only when solving the much smaller subproblems. In addition, our simulation tests demonstrate that a sufficient level of robustness of the solution can be guaranteed, with a minimal conservativeness and penalty in the cost that is acceptable in practical settings. We therefore expect that the model and algorithm proposed here will be of practical benefit in the design of telecommunication network infrastructures with a built-in flexibility for uncertainty in future traffic demand.
Network Design Problem under Demand Uncertainty
In this section, we first present the standard flow-based formulation of the robust network design problem. We then present a stronger formulation and theoretical results which will be used to develop an efficient solution procedure for the problem.
The Flow-based Formulation of the Robust Network Design Problem
For a given undirected graph
a set of ordered node pairs (commodities). For each k ∈ K and e ∈ E, let c k e be the unit flow cost of commodity k on edge e. For each edge e ∈ E, a set of possible facilities F e is given where each facility f ∈ F has capacity h e f and installation cost b e f .
The demand uncertainty is modeled as follows. For each commodity k ∈ K, let r k and d k ∈ R + denote the nominal demand and the maximum possible deviation from the nominal demand, respectively; i.e., demand quantity for k ∈ K is an unknown value between r k − d k and
. Let Γ ∈ Z + be the degree of robustness in the sense of Bertsimas and Sim (2004) , i.e., the edge capacity constraints should be protected against simultaneous perturbations of Γ commodities from their nominal values. Let M e f be the maximum number of installations of facility f ∈ F e on edge e ∈ E, which can be obtained readily from the total sum of demand quantities. Then each capacity constraint for edge e is given as:
where x k ij is the binary flow variable for k ∈ K and (i, j) ∈ A,λ e f := M e f − λ e f and λ e f are the nonnegative integer design variables for e ∈ E and f ∈ F e . Note that the design variables (λ) are complemented, so that the above constraint has a knapsack-like form.
The robust network design problem (RNDP) can now be stated as:
subject to
(1),
The objective is to minimize the sum of total flow and installation cost. Inequalities (3) are the well-known flow conservation constraints.
As shown in Bertsimas and Sim (2004) , by applying LP duality to constraints (1), (RNDP) can be reformulated as a mixed integer programming (MIP) problem (see Section B.5 in the Electronic Companion), which we will denote as (RCNDP) from this point onwards. However, the resulting MIP formulation is of a substantially larger size and seems to give weak LP relaxation bounds, which makes it difficult to use for solving practical problems (see Section 3.2).
The Edge-Pattern-based Reformulation: Dantzig-Wolfe Decomposition
Using the Dantzig-Wolfe decomposition approach, we can replace each capacity constraint of (1) with an extended constraint that has exponentially many variables. Park et al. (2003) have proposed a similar decomposition approach for the (non-robust) bandwidth packing problem in which the capacity of each edge is fixed.
For each edge e = {i, j} ∈ E, we define a set 
where c
g has a value of 1 if pattern g ∈ G e is selected for edge e ∈ E, 0 otherwise. The following proposition addresses the strength of the LP relaxation of (RNDPe). The proof of the proposition can be found in A.1 in the Electronic Companion.
Proposition 1. The LP relaxation of (RNDPe) has the same optimal value as that of the LP relaxation of (RNDP) augmented with valid inequalities which completely describe the convex hull of feasible solutions satisfying each inequality of (1).
The Column Generation Subproblem: Robust Knapsack Problem
Let π k i , β e , and γ e k denote the dual variables associated with constraints (3), (5), and (6), respectively. The column generation subproblem for edge e ∈ E can then be stated as:
The above problem is a robust bounded integer knapsack problem (Bertsimas and Sim 2003 , Bertsimas and Weismantel 2005 .
It is well known that a bounded integer knapsack problem can be transformed to an equivalent 0-1 knapsack problem, as shown in §3 of Martello and Toth (1990) . By transforming the integer variables g Design f into binary variables, the above problem can be transformed to a robust 0-1 knapsack problem, which is an ordinary binary knapsack problem but with uncertain coefficients. Sim (2003, 2004 ) reformulated the robust 0-1 knapsack problem as an MIP. A similar problem was considered by Klopfenstein and Nace (2009) , who investigated polyhedral properties of the robust knapsack problem and applied the results to solving the robust bandwidth packing problem.
To solve the edge pattern generation problem, we need an efficient algorithm for the robust 0-1 knapsack problem. Rather than using the MIP reformulation provided in Sim (2003, 2004 ), we will show that the problem can be solved by solving the ordinary 0-1 knapsack problems at most n − Γ + 1 times, where n is the number of items in the 0-1 knapsack problem and Γ is the degree of robustness that is given as a parameter, where 1 ≤ Γ ≤ n.
Robust 0-1 Knapsack Problem Let us consider the feasible set of a robust 0-1 knapsack problem defined as:
where N = {1, 2, . . . , n}. For j ∈ N , a j and d j are nonnegative integers. We assume that the indices are ordered such that
Let us define L = {Γ, Γ + 1, . . . , n − 1, n + 1}, and 
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Solution Method and Computational Results

Solution Method
Since (RNDPe) has exponentially many variables (the robust edge patterns), we use the branchand-price algorithm (Barnhart et al. 2000) . In addition to performing the column generation procedure at each branching node, we added a simplified version of the cut-set inequalities proposed by Raack et al. (2011) . 
Computational Results
All computational tests presented here were performed on an AMD X2 2.9GHz PC with 4GB RAM.
We implemented our own branch-and-price-and-cut algorithm by C++ and CPLEX 10.1 for the linear programming solver. For solving (RCNDP), we used the MIP solver of CPLEX 10.1. We used two sets of problem instances: randomly generated problem instances (see C.1 in the Electronic
Companion for details of the problem generation), and problem instances from SNDlib (Orlowski et al. 2010) . Among the SNDlib instances, the results for pdh instance are reported in this paper.
Results for the other SNDlib instances can be found in Section C.3 of the Electronic Companion.
For each problem instance, we used two parameters, namely, degree of robustness Γ and maximum deviation ratio dev to define the uncertainty set. For example, given dev = 15% andr k = 100, we have r k = 100 and d k = 15. 
root , and z best denote the LP relaxation value of (RCNDP), the optimal LP value at the root node of the branch-and-price-and-cut tree for (RNDPe), the optimal value of (RCNDP) with CPLEX's default cutting planes at the root node, and the best known objective value for the problem, respectively. We define GAP1 as
× 100 (GAP2 is defined similarly). In a similar way, lpGAP is defined as
× 100. In general, lpGAP reflects the difficulty of the original problem, and GAP1 (GAP2) describes the LP relaxation strength of the algorithms' base formulations-(RNDPe)
for the proposed algorithm and (RCNDP) with CPLEX's default cutting planes. The asterisk(*)
indicates that the given time limit (one hour) was reached. For comparison purposes, we report the results obtained by solving (RCNDP) directly, which are shown under the heading CPLEX.
[ Table 1 about here.]
As shown in Table 1 (a), the proposed algorithm outperformed CPLEX with (RCNDP) formulation.
The high values of lpGAP show that (RCNDP) has a very poor LP relaxation bound. It should be noted that CPLEX significantly reduced the gaps by its default cutting plane procedures. However, as shown in the table, our proposed algorithm provided gaps tighter than those provided by CPLEX;
in particular, the numbers of branching nodes are much smaller in the proposed algorithm. The results also show that, for the proposed algorithm, only a small portion of computational time was spent in solving the subproblem, which justifies one of the key objectives of using our approach:
localization of the uncertainty to relatively small subproblems. Based on these results, the number of commodities would appear to have the greatest impact on the performance of the algorithm. be recalled that, in the proposed algorithm, the only difference between the deterministic case and the robust case is the number of times needed to solve the knapsack problems. Since the knapsack problem can be solved fairly efficiently by a specialized algorithm, the incorporation of robustness has little impact on the overall performance.
Evaluation of Robustness of Solutions by Simulation Tests
To evaluate the robustness of the solution, we conducted two simulation tests designed to reflect real-life situations. The detailed description of these simulation tests is presented in Section C.4
of the Electronic Companion. Figure 1 plots the number of infeasible scenarios with variations in the simulation parameter (∆) for the solutions given in Table 1 
Conclusion
We have presented a practically applicable branch-and-price-and-cut algorithm for the design of telecommunication networks under demand uncertainty. A novel Dantzig-Wolfe decomposition approach was proposed to localize the uncertainty, which makes it possible to address network-wide uncertainty very efficiently.
For our approach to be implemented in real-life applications, two parameters, Γ and d k , need be specified to determine the uncertainty set. The deviation of demand (d k ) can be estimated from historical data, physical limitations of the devices, and/or business contracts. A well-designed simulation test may be helpful to determine the appropriate value of Γ.
The proposed algorithm is readily applicable to the robust bandwidth packing problem. Moreover, the edge based decomposition approach can be used in the path-based formulation. In this case, it is possible to introduce a number of path-related constraints, such as the hop-limit and path delay constraint. It should be recalled that the feasible set of the robust knapsack problem is a union of the feasible sets of the ordinary knapsack problems. It can be easily shown that this result still holds even when there are additional constraints on the compatibility among commodities, such as commodity-wise interference constraint.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http://or.journal.informs.org/. 
(c) Dependency on Γ, dev = 20%, pdh. ∆(%)
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(a) Randomly generated networks when Γ = 2 and dev = 30% 
