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Abstract: A general structure theorem on higher order invariants is proven.
For an arithmetic group, the structure of the corresponding Hecke module is
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Introduction
Higher order modular forms show up in various contexts. For instance, the limit
crossing probabilities in percolation theory, considered as functions of the aspect
ratio, turn out to be higher order forms [KZ03]. As an approach to the abc-
conjecture, Dorian Goldfeld introduced Eisenstein-series twisted by modular
symbols [CDO02,GG00,Gol02], which are higher order forms. Finally, spaces
of higher order forms are natural receptacles of converse theorems [Far02,IM06].
L-functions of second order forms have been studied in [DKMO06], Poincare´ se-
ries attached to higher order forms have been investigated in [IO09], dimensions
of spaces of second order forms have been determined in [DO08,DS08]. Higher
order cohomology has been introduced and an Eichler-Shimura type theorem
has been proven in [Dei09]. In [DD09] a program has been started which aims
at an understanding of the theory of higher order forms from an representation-
theoretical point of view. The present paper contains a major step in that
direction. It is shown that the order-lowering-homomorphism introduced in
[DD09] injects the graded module of higher order forms into a canonical tensor
product. In the case of cusp forms of weight two and order one it is shown that
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the order-lowering-homomorphism is indeed an isomorphism. So in that case
the representation theoretic nature of higher order forms is completely under-
stood. In the general situation it is not clear under which circumstances the
order-lowering-map is an isomorphism.
In this paper we also resolve a standing issue of higher order forms: we give a
natural action of the Hecke algebra. Using the previous results, we find that
this action has no eigenvectors, which explains the absence of Euler-products for
L-functions of higher order forms. The Hecke action is derived from an action of
the group G = G(Q) of rational points of the ambient reductive linear group G.
This action does not preserve a given arithmetic group, so we resort to taking
limits over all congruence subgroups which naturally leads to adelic groups and
their representations. We obtain a map that injects the space of higher order
forms into the tensor product of automorphic representations. More precisely, if
Sk,q is the space of cusp forms of weight k and order q, we consider the graded
piece
GrSk,q = Sk,q/Sk,q−1
and obtain an map
ψ : GrSk,q →֒ (S1 ⊕ S2)
⊗(q−1) ⊗ Sk.
We show that there are natural pre-Hilbert space structures on these spaces
making ψ an isometry. In the case k = 2 = q we show in Theorem 1.4.2
that, after completion, ψ is an isomorphism, which is striking, as before taking
the limit over all congruence subgroups, ψ is never surjective. It is an open
question whether ψ is an isomorphism for other values of k and q. We next show
that a tensor product of two automorphic representations has no irreducible
subrepresentation and conclude that Sk,q has no irreducible subrepresentation.
This explains the empirical fact that L-functions of higher order forms do not
admit Euler products.
In the second part of the paper we relate higher order forms to higher order
cohomology of arithmetic groups. It turns out that on the level of Lie algebra
cohomology it is possible to separate the steps of taking higher order invariants
from the step of taking cohomology. WE give a full spectral decomposition of
the space of higher order forms in the cocompact case and we formulate the
higher order version of the Borel conjecture which asks whether higher order
cohomology of arithmetic groups can be computed from the complex of higher
order automorphic forms.
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1 Higher order invariants
1.1 Generalities
Let R be a commutative ring with unit, let Γ be a group and let P ⊂ Γ be a
conjugation-invariant subset. Let I denote the augmentation ideal in the group
algebra A = R[Γ]. For an A-module V and q ∈ N we define the R-module
H0q(Γ, P, V )
of invariants of order q to be the set of all v ∈ V with Iqv = 0 and pv = v for
every p ∈ P . Note that for q = 1 one gets the usual invariants
H01(Γ, P, V ) = H
0(Γ, V ) = V Γ.
Another way to describe the space H0q(Γ, P, V ) is as follows. Let 〈P 〉 ⊂ Γ be
the subgroup generated by P and let IP be the augmentation ideal of the group
〈P 〉. As P is conjugation-invariant, the group 〈P 〉 is normal in Γ and so AIP is
a two-sided ideal in A. Let
Jq
def
= Iq +AIP .
Then Jq is a two-sided ideal of A and H
0
q(Γ, P, V ) is the space of all v ∈ V with
Jqv = 0. There is a natural identification
H0q(Γ, P, V )
∼= HomA(A/Jq, V ).
If P is the empty set or {1}, we write H0q(Γ, V ) for H
0
q(Γ, P, V ).
The sets H0q(Γ, P, V ) ⊂ H
0
q+1(Γ, P, V ) form a filtration on V which is not neces-
sarily exhaustive. Let
Hq(Γ, P, V )
def
= H0q(Γ, P, V )/H
0
q−1(Γ, P, V )
be the q-th graded piece, where we allow q = 1, 2, . . . by formally setting
H00(Γ, P, V ) = 0.
For any group G, let HomP (Γ, G) = Hom(Γ/ 〈P 〉 , G). We will in particular use
this notation for G being the additive group of a vector space W .
If R is a field and if Γ is finitely generated or dimW <∞, then
HomP (Γ,W ) ∼= HomP (Γ,C)⊗W,
where the tensor product is over R. We will make use of this fact in the sequel.
We introduce the order-lowering-homomorphism
Λ : Hq(Γ, P, V )→ HomP (Γ,Hq−1(Γ, P, V ))
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given by
Λ(v)(γ) = (γ − 1)v.
To see that Λ(v) is indeed a group homomorphism, note that in the group
algebra C[Γ] one has (τγ − 1) ≡ (τ − 1) + (γ − 1) mod I2.
Lemma 1.1.1 Let V be an R[Γ]-module which is torsion-free as Z-module. Let
Σ ⊂ Γ be a subgroup of finite index. Then the natural restriction map
res : Hq(Γ, P, V ) → Hq(Σ, P ∩ Σ, V )
is injective.
Proof: For convenience, we will also write Hq(Σ, P, V ) instead of Hq(Σ, P ∩
Σ, V ). We prove the lemma by induction on q. For q = 1 the restriction map is
the inclusion V Γ →֒ V Σ and thus injective. For q ≥ 2 we have the commutative
diagram
Hq(Γ, P, V )
res
//
 _
Λ

Hq(Σ, P, V ) _
Λ

HomP (Γ,Hq−1(Γ, P, V ))
res
// HomP (Σ, H¯q−1(Σ, P, V )).
To see that the top row is injective, we have to show that the bottom row is
injective. The bottom row is the composition of two maps
HomP (Γ,Hq−1(Γ, P, V )) → HomP (Σ,Hq−1(Γ, P, V ))
→ HomP (Σ,Hq−1(Σ, P, V )),
the first of which is injective as Σ is of finite index and V is torsion-free, and
the second is injective by induction hypothesis. 
1.2 Hecke pairs and smooth modules
A Hecke pair is a pair (G,Γ) of a group G and a subgroup Γ such that for every
g ∈ G the set ΓgΓ/Γ is finite. We also say that Γ is a Hecke subgroup of G.
Two subgroups Γ,Λ of a group H are called commensurable, written Γ ∼ Λ,
if the intersection Γ ∩ Λ has finite index in both. Commensurability is an
equivalence relation which is preserved by automorphisms of H .
The commensurator of a group Γ ⊂ H is
comm(Γ)
def
= {h ∈ H : Γ and hΓh−1 are commensurable}.
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The commensuratorG = comm(Γ) is a subgroup ofH . It is the largest subgroup
such that (G,Γ) is a Hecke pair. More precisely,
comm(Γ) = {h ∈ H : |ΓhΓ/Γ|, |Γ\ΓhΓ| <∞}.
Let G be a group. By a G-module we shall henceforth mean an R[G]-module. If
G is a totally disconnected topological group, an element v of a G-module V is
called smooth if it is stabilized by some open subgroup of the topological group
G. The set V∞ of all smooth elements is a submodule and the module V is
called smooth if V = V∞.
Drop the condition that G be a topological group and let (G,Γ) be a Hecke-pair.
A congruence subgroup of Γ is any subgroup which contains a group of the form
Γ ∩ g1Γg
−1
1 ∩ · · · ∩ gnΓg
−1
n
for some g1, . . . , gn ∈ G. As (G,Γ) is a Hecke pair, every congruence subgroup
has finite index in Γ. Note that this definition of a congruence subgroup coin-
cides with the one given in [DD09]. For every congruence subgroup Σ equip the
set G/Σ with the discrete topology and consider the topological space
G¯
def
= lim
←
Σ
G/Σ,
where the limit is taken over all congruence subgroups Σ.
Lemma 1.2.1 (a) The intersection of all congruence subgroups N =
⋂
ΣΣ is
a normal subgroup of G.
(b) The natural map p : G → G¯ factors through the injection G/N →֒ G¯ and has
dense image.
(c) The group multiplication on G/N extends by continuity to G¯ and makes G¯
to a totally disconnected locally compact group.
We call G¯ the congruence completion of G. Although the notation doesn’t reflect
this, the completion G¯ depends on the choice of the Hecke subgroup Γ. A Hecke
subgroup Γ is called effective, if the normal subgroup N above is trivial.
Proof: (a) Let n ∈ N and let g ∈ G. For a given congruence subgroup Σ we
have that n ∈ Σ ∩ g−1Σg, and so gng−1 ∈ Σ. As Σ varies, we find gng−1 ∈ N .
(b) Let g, g′ ∈ G with p(g) = p(g′). This means that gΣ = g′Σ for every
congruence subgroup and so gN = g′N . For given (gΣ)Σ ∈ G¯ the sets UΣ =
{h ∈ G¯ : hΣΣ = gΣΣ} form a neighborhood base. Clearly the element gΣ ∈ G is
mapped into UΣ, so the image of p is dense.
(c) Let g¯ = (gΣ)Σ ∈ G¯. Then the net (p(gΣ))Σ converges to g¯. For h¯ = (hΣ) ∈ G¯
it is easy to see that the net (p(gΣhΣ))Σ converges in G¯. We call the limit g¯h¯.
This multiplication has the desired properties. 
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The initial topology defined by p on G makes G a topological group with the
congruence groups forming a unit neighborhood base. Clearly every smooth
G¯-module is a smooth G-module by restriction. But also the converse is true:
Every smooth G-module extends uniquely to a smooth G¯-module and these two
operations of restriction and extension are inverse to each other.
Let P ⊂ G be a conjugation-invariant set. For any subgroup Σ of Γ we write
H0q(Σ,P , V ) for Hq(Σ,P ∩ Σ, V ). Let
Lq(P , V )
def
= lim
→
Σ
Hq(Σ,P , V ),
where the limit is taken over all congruence subgroups of Γ. Note that L1(P , V ) =
V∞. For g ∈ G, the map induced by g:
Hq(Σ,P , V )→ H
0
q(gΣg
−1,P , V )
res
−→ H
0
q(Σ ∩ gΣg
−1,P , V )
defines an action of G on Lq(P , V ), which makes the latter a smooth module.
Assume from now on that Γ is finitely generated and R is a field. Then every
finite-index subgroup Σ ⊂ Γ is finitely generated as well.
Consider the order-lowering map
Hq(Σ,P , V ) →֒ HomP(Σ,C)⊗Hq−1(Σ,P , V ),
where HomP(Σ,C) is the set of all homomorphisms Σ→ C that vanish on Σ∩P .
Iteration gives
Hq(Σ,P , V ) →֒ HomP(Σ,C)
⊗(q−1) ⊗ V Σ.
Taking limits we get an injection
Lq(P , V ) →֒
(
lim
→
Σ
HomP(Σ,C)
)⊗(q−1)
⊗ V∞.
Let ĤomP be the space lim→
Σ
HomP(Σ,C). For g ∈ G one gets a map
HomP(Σ,C)→ HomP(gΣg
−1,C)
res
−→ HomP(Σ ∩ gΣg
−1,C),
which makes ĤomP a smooth module. We have shown:
Proposition 1.2.2 If Γ is finitely generated and R is a field, then there is a
natural injection of smooth modules
Lq(P , V ) →֒ Ĥom
⊗(q−1)
P ⊗ V
∞.
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1.3 Arithmetic groups
The ring R continues to be the field C. Let G be a linear algebraic group over Q
which is simple and simply connected and such that G = G(R) has no compact
component. By strong approximation, the group G = G(Q) is dense in G(Afin).
Let Kfin be a given compact open subgroup of G(Afin) and let Γ = G ∩ Kfin.
Then (G,Γ) is a Hecke-pair and Γ can be chosen to be effective. In this case the
congruence completion is
G¯ ∼= G(Afin).
We want to analyze the smooth module
ĤomΓ = lim→
Σ
Hom(Σ,C).
We first consider the case when the Q-rank of G is zero. Then Γ is cocompact in
G. The G(A)-representation on L2(G(Q)\G(A)) decomposes into a direct sum⊕
pi∈Ĝ(A)
N(π)π,
where Ĝ(A) is the unitary dual of G(A) and N(π) ∈ N0 is the multiplicity of π.
Note that every π ∈ Ĝ(A) is a tensor product
π =
(⊗
p
πp
)
⊗ π∞,
where the product runs over all primes p and πp ∈ Ĝ(Qp). We also denote the
representation
⊗
p πp of the group G(Afin) by πfin.
Let g be the complexified Lie algebra of G and k the complexified Lie algebra
of K. Then K acts on g/k by the adjoint representation.
Theorem 1.3.1 If the Q-rank of G is zero, then ĤomΓ is the space of smooth
vectors
(
H¯Γ
)∞
of a unitary representation H¯Γ, which decomposes into a direct
Hilbert sum of irreducible representations with finite multiplicities,
H¯Γ ∼=
⊕
pifin∈Ĝ(Afin)
m(πfin) πfin.
The multiplicity m(πfin) equals
m(πfin) =
∑
pi∞∈Ĝ
pi∞(C)=0
d(π∞)N(πfin ⊗ π∞),
where C is the Casimir operator of G, and d(π∞) = dimHomK(g/k, π∞). The
sum is finite as there are only finitely many π∞ with π∞(C) = 0 and d(π∞) 6= 0.
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Proof: There exists a congruence subgroup Σ ⊂ Γ which is torsion-free. For
every such Σ we have
Hom(Σ,C) ∼= H1(Σ,C) ∼= H1(Σ\X,C) ∼= Harm1(Σ\X),
where X = G/K is the symmetric space attached to G, and Harm1(Σ\X) is
the space of harmonic 1-forms. The latter space identifies naturally with
W = {f ∈ (C∞(Σ\G)⊗ g/k)K : Cf = 0}.
Now
C∞(Σ\G) ⊂ L2(Σ\G) = L2(G(Q)\G(A))KΣ =
⊕
pi∈Ĝ(A)
N(π) πKΣ .
So that
W =
⊕
pi∈Ĝ(A)
pi∞(C)=0
N(π) (π∞ ⊗ g/k)
K ⊗ πKΣfin
The claim follows. 
We do not expect this result to hold for Q-rank(G) ≥ 1, but in that case we
expect a similar result for H¯Γ,P , where P ⊂ G(Q) is the union of all P 1∩G(Q),
where P =MAN runs over all parabolic subgroups of G which are defined over
Q and P 1 =MN . In the case of the group G = PGL2 this fact is a consequence
of the Eichler-Shimura Theorem.
1.4 Cusp forms
We now write G for the linear algebraic group PGL2. Let H be the upper half
plane in C. The group G = G(R) acts on C r R = H ∪H.
For α =
(
a b
c d
)
∈ GL2(R), k ∈ 2Z, and f : C r R→ C we write
f |kα(z) = | det(α)|
k/2(cz + d)−kf
(
az + b
cz + d
)
.
This defines a right action of the group G on the space O(CrR) of holomorphic
functions on CrR. The group G+ ⊂ G of all matrices of positive determinant
is the connected component of G. It is isomorphic to PSL2(R). The action of
G+ leaves stable the upper half plane H, and so the |k-action leaves stable the
space O(H).
The space O(H) can be identified with the space O(H) by the map f(z) 7→ f(z).
So the group G acts on O(H)⊕O(H). This action can be described by
f |kα(z) =
| det(α)|
k/2(cz + d)−kf
(
az+b
cz+d
)
if det(α) > 0,
| det(α)|k/2(cz + d)−kf
(
az+b
cz+d
)
if det(α) < 0.
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We consider two submodules. For every cusp c ∈ R ∪ {∞} of Γ = PSL2(Z) we
fix ηc ∈ G with ηc(∞) = c and η−1c Γcηc = ± (
1 Z
1 ). We define O
M
Γ,k(H) to be the
space of all f ∈ O(H) such that for every cusp c the function f |kηc(z) is, in the
domain {Im(z) > 1}, bounded by a constant times Im(z)A for some constant
A > 0.
Further, we define OSΓ,k(H) to be the set of all f ∈ O(H) such that for every cusp
c the function f |ηc(z) is, in the domain {Im(z) > 1}, bounded by a constant
times e−A Im(z) for some constant A > 0. We then have
OSΓ,k(H) ⊂ O
M
Γ,k(H) ⊂ O(H).
We let G = G(Q)+ = G(Q)∩G+. For a set S of places of Q, let AS be the ring
of S-adeles, i.e., the ring of all x ∈
∏
p∈S Qp such that xp ∈ Zp for almost all p.
For a ring R we write PGL2(R) for the group GL2(R)/R
×. This notion is
slightly misleading as the group of R-points of the group scheme PGL2 does not
for all rings R coincide with our notion, but one can show that it does so for
fields, for R = Zp as well as R = AS for any set of places S.
Lemma 1.4.1 The group G(Q)+ is dense in G(Afin).
Proof: By strong approximation for SL2 together with the same assertion for
GL1, it follows that the group GL2(A) is dense in GL2(Afin). As GL2(Q)+
has index two in GL2(Q), its closure in GL2(Afin) has at most index 2. In
order to show that the index is one, it suffices to show that the closure contains
T =
(
−1
1
)
. For given distinct primes p1, . . . , pk and natural numbers n1, . . . nk
one considers the number m = pn11 · · · p
nk
k − 1. Then m ∈ N and m ≡ −1
mod p
nj
j for every j = 1, . . . , k. For varying pj and nj the matrices (
m
1 ) will
approximate T in G(Afin). This shows the claim. 
We define P ⊂ G to be the subset of all parabolic elements. In this case we also
use the index “par” instead of “P”. Since G(Q)+G(R) is dense in G(A) it is
still true that G¯ ∼= PGL2(Afin).
For a congruence subgroup Σ ⊂ Γ we define
Mk,q(Σ)
def
= H0q(Σ,O
M
Γ,k(H)).
This is the space of higher order modular forms. The space of higher order cusp
forms is defined as
Sk,q(Σ)
def
= H0q (Σ,Σpar,O
S
Γ,k(H)).
The filtration Sk,q(Σ) ⊂ Sk,q+1(Σ) defines the graded pieces
GrSk,q(Σ) = Sk,q(Σ)/Sk,q−1(Σ).
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We also denote
GrSk,q = lim→
Σ
GrSk,q(Σ).
On the space S2(Σ) = S2,1(Σ) we introduce the Petersson inner product,
〈f, g〉Pet =
1
[Γ : Σ]
∫
Σ\H
f(z)g(z)dx dy.
It defines an inner product on the space S2 = limΣ S2(Σ). In the same way, one
gets an inner product on the complex conjugate S2(Σ) and hence on
(
S2(Σ)⊕ S2(Σ)
)
⊗
S2(Σ).
The Eichler-Shimura isomorphism gives
Hompar(Σ,C) ∼= S2(Σ)⊕ S2(Σ),
and so GrS2,2(Σ) injects into
(
S2(Σ)⊕ S2(Σ)
)
⊗ S2(Σ). Taking limits we get
a natural map from GrS2,2 to (S2 ⊕ S2)⊗ S2. This defines an inner product on
GrS2,2. We denote by ĜrS2,2 the Hilbert space completion of GrS2,2.
The following theorem gives the structure of ĜrS2,2 as G¯-module and thus as
a Hecke-module (compare [DD09]). It therefore answers the principal question
raised in that paper.
Theorem 1.4.2 The natural map
ψ : ĜrS2,2 →
(
Ŝ2 ⊕ Ŝ2
)
⊗ Ŝ2
is a unitary G(Afin)-isomorphism.
Proof: For a congruence subgroup Σ of Γ = PSL2(Z) let KΣ be the closure of Σ
inG(Afin). ThenKΣ is a compact open subgroup of G(Afin) and Σ = KΣ∩G(Q).
The map Σg 7→ G(Q)gKΣ induces a unitary G-isomorphism
L2(Σ\G)
∼=
−→ L2(G(Q)\G(A)/KΣ).
Let G(A)+ = G(Afin) × G
+. This is a subgroup of index two in G(A). The
above isomorphism restricts to a unitary G+-isomorphism
L2(Σ\G+)
∼=−→ L2(G(Q)\G(A)+/KΣ).
Using the notation explained below, the space S2(Σ) can be identified with
L2cusp(G(Q)\G(A)
+/KΣ)(D
+
2 )(ε2).
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We explain the notation: The space of cusp forms in L2(G(Q)\G(A)) is denoted
by L2cusp(G(Q)\G(A)). The discrete series representations of G
+ are written as
D+2 ,D
−
2 ,D
+
4 ,D
−
4 , . . . as in [Kna01]. Next, for j ∈ Z we denote by ε2j the
character of K = PSO(2) given by ε2j
(
cos θ − sin θ
sin θ cos θ
)
= e2ijθ . For any K-module
V we write V (ε2j) for its ε2j-isotypical component. This explains the above
notation.
Lemma 1.4.3 Let Σ ⊂ Γ be a torsion-free congruence subgroup. The order-
lowering map
GrS2,2(Σ) →֒
(
S2(Σ)⊕ S2(Σ)
)
⊗ S2(Σ)
maps GrS2,2(Σ) to a subspace of codimension one.
Proof: The dimension of S2(Σ) is g, the genus of Σ, so the dimension of the
right hand side is 2g2. The dimension of GrS2,2(Σ) has been computed in [DS08]
to be equal to 2g2 − 1. 
Taking limits, the lemma implies that ψ has image of codimension at most one.
The space Ŝ2 can be identified with L
2
cusp(G(Q)\G(A))(D
+
2 )(ε2). Likewise, Ŝ2
identifies with L2cusp(G(Q)\G(A))(D
−
2 )(ε−2). Let U =
(
Ŝ2 ⊕ Ŝ2
)
⊗ Ŝ2. The
closure W ⊂ U of Im(ψ) is a closed subspace of codimension at most one. We
want to show W = U . Assume this is not the case. Then dimU/W = 1 and
U/W carries a unitary representation of G(Afin). The only finite dimensional
irreducible unitary representation of G(Afin) is the trivial representation. This
means that we have a non-zero, G(Afin)-equivariant linear map U → C. The
space L2cusp(G(Q)\G(A)) decomposes as a direct sum of irreducibles, say
L2cusp(G(Q)\G(A)) =
⊕
pi∈Ĝ(A))
Ncusp(π)π.
Then, as a G(Afin)-representation,
L2cusp(G(Q)\G(A))(D
+
2 )(ε2) =
⊕
pi∈Ĝ(A))
pi∞=D
+
2
Ncusp(π)πfin.
This implies that U is a direct sum of tensor products of irreducible unitary
representations. Hence there exist irreducible G(Afin)-subrepresentations π, η
of L2cusp(G(Q)\G(A))(D
+
2 )(ε2) or L
2
cusp(G(Q)\G(A))(D
−
2 )(ε−2), such that there
is a non-zero continuous, G(Afin)-equivariant linear map
Φ : π⊗ˆη → C.
Let C be the kernel of Φ. Then the orthogonal complement, C⊥, is one-
dimensional, say equal to CT . The space π⊗ˆη can be viewed as the space
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of all Hilbert-Schmidt operators from π∗ to η and T 6= 0 is such an operator
which is G(Afin) equivariant. By Schur’s Lemma it follows that η ∼= π∗ and T
can be chosen unitary. Since T is also Hilbert-Schmidt, it follows that π and
η are finite dimensional. The only finite dimensional unitary representation of
G(Afin) is the trivial representation, hence π = η = triv. It follows that the
representation triv ⊗ D+2 is automorphic, which is false. So we have reached a
contradiction, hence U =W as claimed. The theorem follows. 
Remark. The current proof does not apply to S2,q for q > 2, as, by [DS08],
dimGrS2,q(Σ) =
1
2
(
(g +
√
g2 − 1)q + (g −
√
g2 − 1)q
)
,
and so the codimension of Ψ(GrS2,q(Σ)), which is 2
q−1gq−dimGrS2,q(Σ), tends
to infinity as the genus tends to infinity. More precisely, as g → ∞, this codi-
mension grows like a constant times gq.
Question. Does the order-lowering map generally give an isomorphism
ĜrSk,q
∼=
−→
(
Ŝ2 ⊕ Ŝ2
)⊗(q−1)
⊗ Ŝk?
We finish this section by showing that Ŝk,q does not contain an irreducible
subrepresentation. This explains the fact that L-functions of higher order forms
have no Euler product. Using Proposition 1.2.2 and Theorem 1.3.1 the claim is
implied by the following more general theorem.
Theorem 1.4.4 Let S be an infinite set of primes and let AS be the ring of
S-adeles. For any two nontrivial π, η ∈ Ĝ(AS) the representation π ⊗ η does
not have an irreducible subrepresentation.
Proof: Assume π ⊗ η does contain an irreducible subrepresentation. We first
show that it must be infinite-dimensional. Note that the only finite-dimensional
unitary representation of G(AS) is the trivial representation, since the same
holds for G(Qp) or every p.
Proposition 1.4.5 Let π, η ∈ Ĝ for a topological group G. If π ⊗ η contains
the trivial representation, then π and η are finite-dimensional and dual to each
other.
Proof: Since the space of π⊗ η is the space of Hilbert-Schmidt operators from
π∗ to η, this is an easy consequence of Schur’s Lemma. 
So we know that π ⊗ η contains an infinite-dimensional irreducible subrepre-
sentation. Let Vpi and Vη be the Hilbert spaces of π and η. According to the
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assumption there exists an infinite-dimensional irreducible unitary representa-
tion (τ, Vτ ) of G(AS) and a G-equivariant isometry ψ : Vτ →֒ Vpi⊗ˆVη. Let V ′pi
and V ′η be the continuous duals. We get a map V
′
pi ⊗ V
′
η ⊗ Vτ → C, given by
α⊗ β ⊗ v 7→ α⊗ β(ψ(v)).
This map is continuous and G-equivariant. In order to prove the theorem, it
suffices to show the following lemma.
Lemma 1.4.6 Let π, η, τ ∈ Ĝ(AS)r {1} and let
χ : Vpi ⊗ Vη ⊗ Vτ → C
be a continuous, G-equivariant linear map. Then χ = 0.
Proof: The representations π, η, τ are infinite tensor products
π =
⊗
p∈S
πp, η =
⊗
p∈S
ηp, τ =
⊗
p∈S
τp,
where πp, ηp, τp ∈ Ĝ(Qp). Almost all of these are unramified. Therefore, there
exist a prime p ∈ S such that all three πp, ηp, τp are unramified and G(Qp) is
not compact. It suffices to show
Lemma 1.4.7 Let p be a prime and let π, η, τ ∈ Ĝ(Qp) r {1} be unramified.
Then every continuous, G-equivariant linear map
χ : Vpi ⊗ Vη ⊗ Vτ → C
is zero.
Note that there can exist non-zero G-equivariant maps on the subspace V∞pi ⊗
V∞η ⊗ V
∞
τ of smooth vectors (see Theorem 1.2 of [Pra90]). These are, however,
not continuous in the Hilbert-space topology.
Proof: For the length of this proof we write G = G(Qp). Let A be the split
torus of all diagonal matrices and let N be the subgroup of all upper triangular
matrices with ones on the diagonal. Then P = AN is a parabolic subgroup. Let
V∞pi be the set of all smooth vectors in Vpi. Then (π, V
∞
pi ) is a smooth unramified
representation of G. Any such is parabolically induced by an unramified charac-
ter of A. More precisely, for µ ∈ C and a = ( t 1 ) we write a
µ = |t|µ, where | · | is
the p-adic absolute value. Then there exists µ ∈ C such that V∞pi is isomorphic
to the space of all smooth functions f : G → C with f(anx) = aµ+1/2f(x) on
which G acts via πµ(y)f(x) = f(xy).
In order for πµ to be unitarizable, there are two possibilities [Bum97]. Either
µ ∈ Ri, then πµ is called a unitary principal series representation, or µ 6=
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0 and −1/2 < µ < 1/2, in which case πµ is called a complementary series
representation. For our lemma, we are reduced to the case (π, η, τ) = (πµ, πν , πλ)
for some µ, ν, λ ∈ C.
The map χ induces a linear functional on the space of all continuous functions
φ on G×G×G such that
φ(a1n1x1, a2n2x2, a3n3x3) = a
µ+1/2
1 a
ν+1/2
2 a
λ+1/2
3 φ(x1, x2, x3).
Since G = PK, this space of functions can be identified with the space C((K ∩
P\K)3). The functional χ is continuous on L2(M), whereM is theK3-invariant
measure on (K∩P\K)3. The restriction of χ to the space of continuous functions
is continuous with respect to the compact-open topology and thus is the integral
of a complex-valued measure m on (K ∩ P\K)3.
The G-space (P\G)3 = (K ∩ P\K)3 consists of 5 orbits:
• the closed orbit (1, 1, 1)G ∼= P\G,
• the intermediate orbits (w, 1, 1)G, (1, w, 1)G, (1, 1, w)G ∼= A\G where w =
( 11 ), and
• the open orbit x0G = (wn0, w, 1)G ∼= G, where n0 ∈ N r {1} is arbitrary.
The space Vµ can be identified with L
2(P\G) = L2(K ∩ P\K), the L2-space
taken with respect to a K-invariant measure. In this identification, the G-action
becomes
πµ(g)ϕ(k) = a(kg)
µ+1/2ϕ(k(kg)),
where for g ∈ G we write g = a(g)n(g)k(g) with a(g) ∈ A, n(g) ∈ N and
k(g) ∈ K. Note that this decomposition is only unique up to factors from
K ∩P , but the expression above is independent of these ambiguities. The space
C(P\G) of continuous functions on P\G thus is a subspace of Vµ and so the
space Cc(x0G) of compactly supported continuous functions on the open orbit
x0G is a subspace of Vµ ⊗ Vν ⊗ Vλ ⊂ L2((P\G)3). The restriction of χ to
Cc(x0G) defines a G-invariant measure on the orbit x0G. We want to show that
this measure is non-zero. Assume the contrary. Then χ defines an invariant
measure concentrated on the remaining orbits. These, however, constitute sets
of measure zero with respect to M , so χ being continuous on L2(M) implies m
equals zero on the lower dimensional orbits.
Therefore there exists c ∈ C such that
χ(φ) = c
∫
G
φ(x0g) dg.
As χ is continuous on L2(M), the measure m is absolutely continuous with
respect to M , so by the Radon-Nikodym Theorem there exists a measurable
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function w with dm = wdM . The L2-continuity of χ implies w ∈ L2(M), which
trivially is equivalent to |w| ∈ L2(M). For φ ∈ L2(M) one has
χ(φ) =
∫
G
a(wn0g)
µ+ 12 a(wg)ν+
1
2 a(g)λ+
1
2φ(k(wn0g), k(wg), k(g)) dg.
One sees that the absolute value |w| does not depend on the parameters µ, ν, λ as
long as they are in iR. That means that if for one triple one has χ 6= 0 then this
will be so for all triples and so one has a G-equivariant injection π−λ →֒ πµ⊗πν
for every λ ∈ iR which contradicts the fact that πµ ⊗ πν is a separable Hilbert
space. This cleans up the case when all parameters are imaginary.
Using the ANK-integration formula we get that χ(φ) equals∫
ANK
a(wn0an)
µ+ 12 a(wn)ν+
1
2 aλ+
1
2 φ(k(wn0an)k, k(wn)k, k) da dn dk.
Suppose now that λ ∈ (− 12 ,
1
2 )r {0}. As by Theorem 4.5.3 of [Bum97] we have
πλ ∼= π−λ, we can assume λ > 0. Let O = x0G be the open orbit and let O
+ be
the set of all x0ank ∈ O, where a ∈ A, n ∈ N , k ∈ K such that a = (
y
1 ) with
|y| > 1. Let O− = O rO+ and let w = wλ be the Radon-Nikodym derivative
mentioned above. Then πλ injects into πµ ⊗ πν if and only if wλ ∈ L2(O,M).
The formula above shows that
wλ(x0ank) = a
λw˜(x0ank),
where w˜ does not depend on λ. Assume πλ →֒ πµ ⊗ πν , then wλ ∈ L2(O,M).
On the set O+ we have |wλ′ | ≤ |wλ| for λ′ ≤ λ, hence wλ′ ∈ L2(O+,M) for
λ′ ≤ λ. As π−λ ∼= πλ, we get w−λ ∈ L2(O,M) as well and so w′λ ∈ L
2(O−,M)
for λ′ ≥ −λ. Taking things together it follows
wλ′ ∈ L
2(O,M) for every − λ ≤ λ′ ≤ λ.
So it follows that πλ′ is a subrepresentation of πµ ⊗ πν for every λ′ ∈ [−λ, λ]
which again contradicts the separability of πµ⊗πν . The lemma and the theorem
are proven. 
1.5 Hodge structure
We keep considering the case G = SL2(Q) and Γ = SL2(Z). Lemma 1.4.3 is
complemented by the following lemma.
Lemma 1.5.1 For every congruence subgroup Σ ⊂ Γ the image of the order-
lowering map GrS2,2(Σ) →֒
(
S2(Σ)⊕ S2(Σ)
)
⊗ S2(Σ) contains S2(Σ)⊗ S2(Σ).
Proof: Let f, g ∈ S2(Σ). Then g defines a homomorphism χg : Σ → C by
χg(γ) =
∫ γz
z
g(w) dw which does not depend on the choice of z ∈ H. We ave to
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show that there exists F ∈ S2,1(Σ) such that F |2(γ − 1) = χg(γ)f . For z0 ∈ H
set
F (z)
def
= f(z)
∫ z
z0
g(w) dw.
Then
F |2(γ − 1)(z) = f(z)
(∫ γz
z0
g(w) dw −
∫ z
z0
g(w) dw
)
= f(z)
∫ γz
z
g(w) dw = χg(γ)f(z). 
There is a natural pure Hodge structure of weight 1 on S2(Σ)⊕ S2(Σ) given by
the fact that S2(Σ) can be identified with the space of holomorphic 1-forms on
the compactification Σ\H ∪ {cusps}.
Proposition 1.5.2 There is a unique Hodge structure on the space GrS2,2(Σ)⊕
GrS2,2(Σ) which makes the order-lowering map
GrS2,2(Σ)⊕GrS2,2(Σ) →֒
(
S2(Σ)⊕ S2(Σ)
)⊗2
a morphism of Hodge structures. It is pure of weight 2.
Proof: Clear by Lemmas 1.4.3 and 1.5.1. 
2 Higher order cohomology
2.1 Generalities
Let now R be an arbitrary commutative unital ring again. For an R-module M
and a set S we write MS for the R-module of all maps from S to M . Then M∅
is the trivial module 0. Up to isomorphy, the module MS depends only on the
cardinality of S. It therefore makes sense to define M c for any cardinal number
c in this way. Note that Jq/Jq+1 is a free R-module. Define
NΓ,P (q)
def
= dimR Jq/Jq+1.
Then NΓ,P (q) is a possibly infinite cardinal number.
Lemma 2.1.1 (a) For every q ≥ 1 there is a natural exact sequence
0→ H0q (Γ, P, V )→ H
0
q+1(Γ, P, V )→ H
0(Γ, V )NΓ,P (q) →
→ H1q (Γ, P, V )→ H
1
q+1(Γ, P, V )→ H
1(Γ, V )NΓ,P (q) → . . .
· · · → Hpq (Γ, P, V )→ H
p
q+1(Γ, P, V )→ H
p(Γ, V )NΓ,P (q) → . . .
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(b) Suppose that for a given p ≥ 0 one has Hp(Γ, V ) = 0. Then it follows
Hpq (Γ, P, V ) = 0 for every q ≥ 1. In particular, if V is acyclic as Γ-module,
then Hpq (Γ, P, V ) = 0 for all p, q ≥ 1.
Proof: Consider the exact sequence
0→ Jq/Jq+1 → A/Jq+1 → A/Jq → 0.
As an A-module, Jq/Jq+1 is isomorphic to a direct sum
⊕
αRα of copies of
R = A/I. So we conclude that for every p ≥ 0,
ExtpA(Jq/Jq+1, V )
∼=
∏
α
ExtpA(R, V )
∼= Hp(Γ, V )NΓ,P (q).
The long exact Ext-sequence induced by the above short sequence is
0→ HomA(A/Jq, V )→ HomA(A/Jq+1, V )→ HomA(Jq/Jq+1, V )→
→ Ext1A(A/Jq, V )→ Ext
1
A(A/Jq+1, V )→ Ext
1
A(Jq/Jq+1, V )→
→ Ext2A(A/Jq, V )→ Ext
2
A(A/Jq+1, V )→ Ext
2
A(Jq/Jq+1, V )→ . . .
This is the claim (a). For (b) we proceed by induction on q. For q = 1 the claim
follows from Hp1 (Γ, V ) = H
p(Γ, V ). Inductively, assume the claim proven for q
and Hp(Γ, V ) = 0. As part of the above exact sequence, we have the exactness
of
Hpq (Γ, P, V )→ H
p
q+1(Γ, P, V )→ H
p(Γ, V )NΓ,P (q).
By assumption, we have Hp(Γ, V )NΓ,P (q) = 0 and by induction hypothesis the
module Hpq (Γ, P, V ) vanishes. This implies H
p
q+1(Γ, P, V ) = 0 as well. 
2.2 Sheaf cohomology
Let Y be a topological space which is path-connected and locally simply con-
nected. Let C → Y be a normal covering of Y . Let Γ be the fundamental group
of Y and let X
pi
−→ Y be the universal covering. The fundamental group P of
C is a normal subgroup of Γ.
For a sheaf F on Y define
H0q (Y,C,F)
def
= H0q (Γ, P,H
0(X, π∗F)), q ∈ N.
Let Mod(R) be the category of R-modules, let ModR(Y ) be the category of
sheaves of R-modules on Y , and let ModR(X)Γ be the category of sheaves over
X with an equivariant Γ-action. Then H0q (Y,C, ·) is a left exact functor from
ModR(Y ) to Mod(R). We denote its right derived functors by H
p
q (Y,C, ·) for
p ≥ 0.
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Lemma 2.2.1 Assume that the universal cover X is contractible.
(a) For each p ≥ 0 one has a natural isomorphism Hp1 (Y,C,F)
∼= Hp(Y,F).
(b) If a sheaf F is H0(Y, ·)-acyclic, then it is H0q (Y,C, ·)-acyclic for every q ∈ N.
Note that part (b) allows one to use flabby or fine resolutions to compute higher
order cohomology.
Proof: We decompose the functor H0q (Y,C, ·) as
ModR(Y )
pi∗
−→ ModR(X)Γ
H0(X,·)
−→ Mod(R[Γ])
H0q (Γ,P,·)
−→ Mod(R).
The functor π∗ is exact and maps injectives to injectives. We claim thatH0(X, ·)
has the same properties. For the exactness, consider the commutative diagram
ModR(X)Γ
H0
//
f

Mod(R[Γ])
f

ModR(X)
H0
// Mod(R),
where the vertical arrows are the forgetful functors. As X is contractible, the
functor H0 below is exact. The forgetful functors have the property, that a
sequence upstairs is exact if and only if its image downstairs is exact. This
implies that the above H0 is exact. It remains to show that H0 maps injective
objects to injective objects. Let J ∈ ModR(X)Γ be injective and consider a
diagram with exact row in Mod(R[Γ]),
0 // M //
ϕ

N
H0(X,J ).
The morphism ϕ gives rise to a morphism φ : M × X → J , where M × X
stands for the constant sheaf with stalk M . Note that H0(X,φ) = ϕ. As J is
injective, there exists a morphism ψ : N ×X → J making the diagram
0 // M ×X //
φ

N ×X
ψ
yyss
s
s
s
s
s
s
s
s
s
J
commutative. This diagram induces a corresponding diagram on the global
sections, which implies that H0(X,J ) is indeed injective.
For a sheaf F on Y it follows that
Hp(Y,F) = Rp(H0(Y,F)) = RpH0q (Γ, P,F) ◦H
0
Γ ◦ π
∗ = Hpq (Y,C,F).
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Now let F be acyclic. Then we conclude Hp0 (Y,C,F) = 0 for every p ≥ 1, so
the Γ-module V = H0(X, π∗F) is Γ-acyclic. The claim follows from Lemma
2.1.1. 
2.3 Arithmetic groups
We consider the case R = C. Let G be a semisimple Lie group with compact
center and let X = G/K be its symmetric space. Let Γ ⊂ G be an arithmetic
subgroup which is torsion-free, and let Σ ⊂ Γ be a normal subgroup. Let
Y = Γ\X , then Γ is the fundamental group of the manifold Y , and the universal
covering X of Y is contractible. This means that we can apply the results of
the last section.
Theorem 2.3.1 Let (σ,E) be a finite dimensional representation of G. There
is a natural isomorphism
Hpq (Γ, P, E)
∼= H
p
g,K(H
0
q (Γ, P, C
∞(G))⊗ E),
where the right hand side is the (g,K)-cohomology, see [BW00].
Note that, as a consequence of the definition of (g,K)-cohomology and the fact
that E is finite dimensional, one can replace the module H0q (Γ, P, C
∞(G)) by
its subspace of K-finite vectors
H0q (Γ, P, C
∞(G))K = H
0
q (Γ, P, C
∞(G)K),
where K acts on C∞(G) by right translations.
Proof: Let FE be the locally constant sheaf on Y corresponding to E. Let Ω
p
Y
be the sheaf of complex valued p-differential forms on Y . Then ΩpY ⊗FE is the
sheaf of FE-valued differential forms. These form a fine resolution of FE :
0→ FE → C
∞ ⊗FE
d⊗1
−→ Ω1Y ⊗FE → . . .
Since π∗Ω•Y = Ω
•
X , we conclude that H
p
q (Γ, P, E) is the cohomology of the
complex H0q (Γ, P,H
0(X,Ω•X ⊗E)). Let g and k be the Lie algebras of G and K
respectively, and let g = k⊕ p be the Cartan decomposition. Then H0(X,Ωp ⊗
FE) = (C∞(G)⊗
∧p
p)K ⊗E. Mapping a form ω in this space to (1⊗x−1)ω(x)
one gets an isomorphism to (C∞(G)⊗
∧p
p⊗E)K , where K acts diagonally on
all factors and Γ now acts on C∞(G) alone. The claim follows. 
Let U(g) act on C∞(G) as algebra of left invariant differential operators. Let ||·||
be a norm on G, see [Wal88], Section 2.A.2. Recall that a function f ∈ C∞(G)
is said to be of moderate growth, if for everyD ∈ U(g) one has Df(x) = O(||x||a)
for some a > 0. The function f is said to be of uniform moderate growth, if the
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exponent a above can be chosen independent of D, Let C∞mg(G) and C
∞
umg(G)
denote the spaces of functions of moderate growth and uniform moderate growth
respectively.
Let z be the center of the algebra U(g). Let A(G) denote the space of functions
f ∈ C∞(G) such that
• f is of moderate growth,
• f is right K-finite, and
• f is z-finite.
Proposition 2.3.2 For Ω = C∞umg(G), C
∞
mg(G), C
∞(G) one has
H1q (Γ, P,Ω) = 0
for every q ∈ N.
Proof: In order to prove the proposition, it suffices by Lemma 2.1.1 (b), to
consider the case q = 0. A 1-cocycle is a map α : Γ → Ω such that α(γτ) =
γα(τ) + α(γ) holds for all γ, τ ∈ Γ. We have to show that for any given such
map α there exists f ∈ Ω such that α(τ) = τf − f . To this end consider
the symmetric space X = G/K of G. Let d(xK, yK) for x, y ∈ G denote the
distance in X induced by the G-invariant Riemannian metric. For x ∈ G we also
write d(x) = d(xK, eK). Then the functions log ||x|| and d(x) are equivalent in
the sense that there exists a constant C > 1 such that
1
C
d(x) ≤ log ||x|| ≤ Cd(x)
or
||x|| ≤ eCd(x) ≤ ||x||C
2
holds for every x ∈ G. We define
F = {y ∈ G : d(y) < d(γy) ∀γ ∈ Γr {e}}.
As Γ is torsion-free, this is a fundamental domain for the Γ left translation
action on G. In other words, F is open, its boundary is of measure zero,
and there exists a set of representatives R ⊂ G for the Γ-action such that
F ⊂ R ⊂ F . Next let ϕ ∈ C∞c (G) with ϕ ≥ 0 and
∫
G
ϕ(x) dx = 1. Set
u = 1F ∗ ϕ, where 1F is the indicator function of F and ∗ is the convolution
product f ∗ g(x) =
∫
G
f(y)g(y−1x) dy. Let C be the support of ϕ. Then the
support of u is a subset of FC and the sum
∑
τ∈Γ u(τ
−1x) is locally finite in x.
For a function h on G and x, y ∈ G we write Lyh(x) = h(y−1x). Then for a
convolution product one has Ly(f ∗ g) = (Lyf) ∗ g, and so∑
τ∈Γ
u(τ−1x) =
(∑
τ∈Γ
Lτ1F
)
∗ ϕ.
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The sum in parenthesis is equal to one on the complement of a nullset. Therefore,∑
τ∈Γ
u(τ−1x) ≡ 1.
Set
f(x) = −
∑
τ∈Γ
α(τ)(x)u(τ−1x).
Lemma 2.3.3 The function f lies in the space Ω.
Proof: Since the sum is locally finite, the function f is smooth and for each
D ∈ U(g) we have Df = D
∑
τ α(τ)Lτu =
∑
τ D(α(τ)Lτu). By the Leibniz
rule, D(α(τ)Lτu) is a finite sum of terms of the form (Dα(τ))(D
′Lτu) with
D,D′ ∈ U(g). We have to show that the sum
h =
∑
τ∈Γ
(Dα(τ))(D′Lτu)
is in Ω. We will treat the case Ω = C∞umg(G) here, the case C
∞
mg is similar and
the case C∞(G) is trivial, as no growth bounds are required. We first observe
that
D′(Lτu) = (Lτ1F ) ∗ (D
′ϕ).
Set
S = {γ ∈ Γr {e} : γF ∩ F 6= ∅}.
Then S is a finite symmetric generating set for Γ. For γ ∈ Γ, let Fγ be the set
of all x ∈ G with d(x) < d(γx). Then
F =
⋂
γ∈Γr{e}
Fγ
Let F˜ =
⋂
s∈S Fs. We claim that F = F˜ . As the intersection runs over
fewer elements, one has F ⊂ F˜ . For the converse note that for every s ∈ S
the set sF/K lies in X r F˜/K, therefore F/K is a connected component of
F˜/K. By the invariance of the metric, we conclude that x ∈ Fγ if and only if
d(xK, eK) < d(xK, γ−1K). This implies that Fγ/K is a convex subset of X .
Any intersection of convex sets remains convex, therefore F˜/K is convex and
hence connected, and so F˜/K = F/K, which means F˜ = F .
Likewise we get F =
⋂
s∈S Fs. The latter implies that for each x ∈ GrF there
exists s ∈ S such that d(s−1x) < d(x). Iterating this and using the fact that
the set of all d(γx) for γ ∈ Γ is discrete, we find for each x ∈ Gr F a chain of
elements s1, . . . , sn ∈ S such that d(x) > d(s
−1
1 x) > · · · > d(s
−1
n · · · s
−1
1 x) and
s−1n · · · s
−1
1 x ∈ F . The latter can be written as x ∈ s1 . . . snF . Now let τ ∈ Γ
and suppose u(τ−1x) 6= 0. Then x ∈ FC, so, choosing C small enough, we can
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assume x ∈ sτF for some s ∈ S ∩ {e}. As the other case is similar, we can
assume s = e. It suffices to assume x ∈ τF , as we only need the estimates on
the dense open set ΓF . So then it follows τ = s1 . . . sn.
Let D ∈ U(g). As α maps to Ω = C∞umg(G), for every γ ∈ Γ there exist
C(D, γ), a(γ) > 0 such that
|Dα(γ)(x)| ≤ C(D, γ) ||x||a(γ).
The cocycle relation of α implies
α(τ)(x) =
n∑
j=1
α(γj)(s
−1
j−1 . . . s
−1
1 x).
We get
|Dα(τ)(x)| ≤
n∑
j=1
C(D, sj)||s
−1
j−1 . . . s
−1
1 x||
a(sj)
≤
n∑
j=1
C(D, sj) e
Cd(s−1j−1...s
−1
1 x)a(sj)
≤
n∑
j=1
C(D, sj) e
Cd(x)a(sj)
≤
n∑
j=1
C(D, sj)||x||
C2a(sj) ≤ nC0(D)||x||
a0 ,
where C(D) = maxj C(D, sj) and a0 = C
2maxj d(sj). It remains to show that
n only grows like a power of ||x||. To this end let for r > 0 denote N(r) the
number of γ ∈ Γ with d(γ) ≤ r. Then a simple geometric argument shows that
N(r) =
1
volF
vol
 ⋃
γ:d(γ)≤r
γF/K
 ≤ C1 vol(B2r),
where B2r is the ball of radius 2r around eK. Note that for the homogeneous
space X there exists a constant C2 > 0 such that volB2r ≤ e
C2r. Now n ≤
N(d(x)) and therefore
n ≤ C1 volB2d(x) ≤ C1e
C2d(x) ≤ C1||x||
C3
for some C3 > 0. Together it follows that there exists C(D) > 0 and a > 0 such
that
|Dα(τ)(x)| ≤ C(D) ||x||a.
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Therefore it follows that
|h(x)| ≤
∑
τ∈Γ
|Dα(τ)(x)||Lτ1F ∗D
′ϕ(x)|
≤ C(D)||x||a
∑
τ∈Γ
|Lτ1F ∗D
′ϕ(x)|
≤ C(D)||x||a
∑
τ∈Γ
Lτ1F ∗ |D
′ϕ|(x)
= C(D)||x||a
(∑
τ∈Γ
Lτ1F
)
∗ |D′ϕ|(x)
= C(D)||x||a 1 ∗ |D′ϕ|(x)︸ ︷︷ ︸
=const.
This is the desired estimate which shows that f ∈ Ω. The lemma is proven.

To finish the proof of the proposition, we now compute for γ ∈ Γ,
γf(x)− f(x) = f(γ−1x)− f(x)
=
∑
τ∈Γ
α(τx)u(τ−1x)− α(τ)(γ−1x)u(τ−1γ−1x)
=
∑
τ∈Γ
α(τ)(x)u(τ−1x) + α(γ)(x)
∑
τ∈Γ
u((γτ)−1x)
−
∑
τ∈Γ
α(γτ)(x)u((γτ)−1x)
The first and the last sum cancel and the middle sum is α(γ)(x). Therefore, the
proposition is proven. 
Proposition 2.3.4 For every q ≥ 1 there is an exact sequence of continuous
G-homomorphisms,
0→ H0q (Γ, P, C
∞
∗ (G))
φ
−→ H0q+1(Γ, P, C
∞
∗ (G))
ψ
−→ C∞∗ (Γ\G)
NΓ,P (q) → 0,
where φ is the inclusion map and ∗ can be ∅, umg, or mg.
Proof: This follows from Lemma 2.1.1 together with Proposition 2.3.2. 
The space C∞(G) carries a natural topology which makes it a nuclear topological
vector space. For every q ∈ N, the space H0q (Γ, P, C
∞(G)) is a closed subspace.
If Γ is cocompact, then one has the isotypical decomposition
H01 (Γ, P, C
∞(G)) = C∞(Γ\G) =
⊕
pi∈Gˆ
C∞(Γ\G)(π),
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and C∞(Γ\G)(π) ∼= mΓ(π)π∞, where the sum runs over the unitary dual Gˆ ofG,
and for π ∈ Gˆ we write π∞ for the space of smooth vectors in π. The multiplicity
mΓ(π) ∈ N0 is the multiplicity of π as a subrepresentation of L2(Γ\G), i.e.,
mΓ(π) = dimHomG
(
π, L2(Γ\G)
)
.
Finally, the direct sum
⊕
means the closure of the algebraic direct sum in
C∞(G). We write GˆΓ for the set of all π ∈ Gˆ with mΓ(π) 6= 0.
Let π ∈ Gˆ. A smooth representation (β, Vβ) of G is said to be of type π∞, if it
is of finite length and every irreducible subquotient is isomorphic to π∞. For a
smooth representation (η, Vη) we define the π
∞-isotype as
Vη(π
∞)
def
=
∑
Vβ⊂Vη
β of type pi
Vβ ,
where the sum runs over all subrepresentations Vβ of type π
∞.
Theorem 2.3.5 Suppose Γ is cocompact and let ∗ ∈ {∅,mg, umg}. We write
Vq = H
0
q (Γ, P, C
∞
∗ (G)). For every q ≥ 1 there is an isotypical decomposition
Vq =
⊕
pi∈GˆΓ
Vq(π),
and each Vq(π) is of type π itself. The exact sequence of Proposition 2.3.4
induces an exact sequence
0→ Vq(π)→ Vq+1(π)→ (π
∞)mΓ(pi)NΓ,P (q) → 0
for every π ∈ GˆΓ.
Proof: We will prove the theorem by reducing to a finite dimensional situation
by means of considering infinitesimal characters and K-types. For this let zˆ =
Hom(z,C) be the set of all algebra homomorphisms from z to C. For a z-module
V and χ ∈ zˆ let
V (χ)
def
= {v ∈ V : ∀z ∈ z ∃n ∈ N (z − χ(z))nv = 0}
be the generalized χ-eigenspace. Since z is finitely generated, one has
V (χ) = {v ∈ V : ∃n ∈ N ∀z ∈ z (z − χ(z))nv = 0}.
For χ 6= χ′ in z one has V (χ) ∩ V (χ′) = 0. Recall that the algebra z is free in r
generators, where r is the absolute rank of G. Fix a set of generators z1, . . . , zr.
The map χ 7→ (χ(z1), . . . , χ(zr)) is a bijection zˆ → Cr. We equip zˆ with the
topology of Cr. This topology does not depend on the choice of the generators
z1, . . . , zr.
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Let Γ ⊂ G be a discrete cocompact subgroup. Let zˆΓ be the set of all χ ∈ zˆ such
that the generalized eigenspace C∞(Γ\G)(χ) is non-zero. The zˆΓ is discrete in
zˆ, more sharply there exists εΓ > 0 such that for any two χ 6= χ′ in zˆΓ there is
j ∈ {1, . . . , r} such that |χ(zj)− χ′(zj)| > εΓ.
Proposition 2.3.6 Let ∗ ∈ {∅,mg, umg}. For every q ≥ 0 and every χ ∈ zˆ the
space Vq(χ) = H
0
q,Σ(Γ, C
∞
∗ (G))(χ) coincides with⋂
z∈z
ker(z − χ(z))2
q−1
,
and is therefore a closed subspace of Vq. The representation of G on Vq(χ) is of
finite length.
The space Vq(χ) is non-zero only if χ ∈ zˆΓ. One has a decomposition
H0q (Γ, P, C
∞
∗ (G)) =
⊕
χ∈zˆΓ
H0q (Γ, P, C
∞
∗ (G))(χ).
The exact sequence of Proposition 2.3.4 induces an exact sequence
0→ Vq(χ)→ Vq+1(χ)→
⊕
pi∈Gˆχ
mΓ(π)NΓ,P (q)π → 0.
Proof: All assertions are clear for q = 1. We proceed by induction. Fix χ ∈ zˆΓ.
The exact sequence
0→ Vq → Vq+1
ψ
−→ V
NΓ,P (q)
1 → 0.
induces an exact sequence
0→ Vq(χ)→ Vq+1(χ)
ψχ
−→ V1(χ)
NΓ,P (q).
Let v ∈ V1(χ)NΓ,P (q). As ψ is surjective, one finds u ∈ Vq+1 with ψ(u) = v. We
have to show that one can choose u to lie in Vq+1(χ). We have (z − χ(z))v =
0 for every z ∈ z. Therefore (z − χ(z))u ∈ Vq. Inductively we assume the
decomposition to holds for Vq, so we can write
(zj − χ(zj))u =
∑
χ′∈zˆΓ
uj,χ′ ,
for 1 ≤ j ≤ r and uj,χ′ ∈ ker(z − χ′(z))2
q−1
for every z ∈ z. For every χ′ ∈
zˆΓ r {χ} we fix some index 1 ≤ j(χ′) ≤ r with |χ(zj(χ′))− χ
′(zj(χ′))| > εΓ. On
the space ⊕
χ′:j(χ′)=j
Vq(χ
′)
INVARIANTS, COHOMOLOGY, AND AUTOMORPHIC FORMS... 26
the operator zj−χ(zj) is invertible and the inverse (zj−χ(zj))−1 is continuous.
We can replace u with
u−
∑
χ′∈zˆΓr{χ}
(zj(χ′) − χ(zj(χ′)))
−1uj(χ′),χ′ .
We end up with u satisfying ψ(u) = v and
(z1 − χ(z1)) · · · (zr − χ(zr))u ∈ Vq(χ) =
⋂
z∈z
ker(z − χ(z))2
q−1
.
So for every z ∈ z one has
0 = (z1 − χ(z1)) · · · (zr − χ(zr))(z − χ(z))
2q−1u,
which implies
(z − χ(z))2
q−1
u ∈ ker ((z1 − χ(z1)) · · · (zr − χ(zr))) .
As the set zΓ is countable, one can, depending on χ, choose the generators
z1, . . . , zr in a way that χ(zj) 6= χ′(zj) holds for every j and every χ′ ∈ zˆΓr{χ}.
Therefore the operator (z1 − χ(z1)) · · · (zr − χ(zr)) is invertible on Vq(χ′) for
every χ′ ∈ zˆΓ r {χ} and it follows (z − χ(z))2
q−1
u ∈ Vq(χ) ⊂ ker(z − χ(z))2
q−1
and therefore u ∈ ker((z − χ(z))2
q
). Since this holds for every z it follows
u ∈ Vq+1(χ) and hence ψχ is indeed surjective. One has an exact sequence
0→ Vq(χ)→ Vq+1(χ)→ V1(χ)
NΓ,P (q) → 0.
Taking the sum over all χ ∈ zΓ we arrive at an exact sequence
0→ Vq →
⊕
χ∈zˆΓ
Vq+1(χ)→ V
NΓ,P (q)
1 → 0.
Hence we get a commutative diagram with exact rows
0 // Vq //
=

⊕
χ∈zˆΓ
Vq+1(χ) //
 _
i

V
NΓ,P (q)
1
//
=

0
0 // Vq // Vq+1 // V
NΓ,P (q)
1
// 0,
where i is the inclusion. By the 5-Lemma, imust be a bijection. The proposition
follows. 
We now finish the proof of the theorem. We keep the notation Vq for the space
H0q(Γ,Σ, C
∞
∗ (G)). For a given χ ∈ zˆΓ the G-representation Vq(χ) is of finite
length, so the K-isotypical decomposition
Vq(χ) =
⊕
τ∈Kˆ
Vq(χ)(τ)
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has finite dimensional isotypes, i.e., dimVq(χ)(τ) < ∞. Let U(g)K be the
algebra of all D ∈ U(g) such that Ad(k)D = D for every k ∈ K. Then the
action of D ∈ U(g) commutes with the action of each k ∈ K, and so K×U(g)K
acts on every smooth G-module. For π ∈ Gˆ the K × U(g)K -module Vpi(τ) is
irreducible and Vpi(τ) ∼= Vpi′(τ
′) as a K × U(g)K-module implies π = π′ and
τ = τ ′, see [Wal88], Proposition 3.5.4. As Vq(χ)(τ) is finite dimensional. one
gets
Vq(χ)(τ) =
⊕
pi∈Gˆ
χpi=χ
Vq(χ)(τ)(π),
where Vq(χ)(τ)(π) is the largest K × U(g)K-submodule of Vq(χ)(τ) with the
property that every irreducible subquotient is isomorphic to Vpi(τ). Let
Vq(π) =
⊕
τ∈Kˆ
Vq(χpi)(τ)(π).
The claims of the theorem follow from the proposition. 
2.4 The higher order Borel conjecture
Let (σ,E) be a finite dimensional representation of G. In [Bor83], A. Borel has
shown that the inclusions C∞umg(G) →֒ C
∞
mg(G) →֒ C
∞(G) induce isomorphisms
in cohomology:
Hp
g,K(H
0(Γ, C∞umg(G))⊗ E)
∼=
−→ Hp
g,K(H
0(Γ, C∞mg(G))⊗ E)
∼=
−→ Hp
g,K(H
0(Γ, C∞(G)) ⊗ E).
In [Fra98], J. Franke proved a conjecture of Borel stating that the inclusion
A(G) →֒ C∞(G) induces an isomorphism
Hp
g,K(H
0(Γ,A(G)) ⊗ E)
∼=
−→ Hp
g,K(H
0(Γ, C∞(G)) ⊗ E).
Conjecture 2.4.1 (Higher order Borel conjecture) For q ∈ N, the inclu-
sion A(G) →֒ C∞(G) induces an isomorphism
Hp
g,K(H
0
q (Γ, P,A(G)) ⊗ E)
∼=
−→ Hp
g,K(H
0
q (Γ, P, C
∞(G))⊗ E).
We can prove the higher order version of Borel’s result.
Theorem 2.4.2 For each q ∈ N, the inclusions C∞umg(G) →֒ C
∞
mg(G) →֒ C
∞(G)
induce isomorphisms in cohomology:
Hp
g,K(H
0
q (Γ, P, C
∞
umg(G)) ⊗ E)
∼=
−→ Hp
g,K(H
0
q (Γ, P, C
∞
mg(G))⊗ E)
∼=
−→ Hp
g,K(H
0
q (Γ, P, C
∞(G)) ⊗ E).
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Proof: Let Ω be one of the spaces C∞umg(G) or C
∞
mg(G).
By Proposition 2.3.4 we get an exact sequence
0→ H0q (Γ, P,Ω)→ H
0
q+1(Γ, P,Ω)→ H
0(Γ,Ω)NΓ,P (q) → 0,
and the corresponding long exact sequences in (g,K)-cohomology. For each
p ≥ 0 we get a commutative diagram with exact rows
Hp
g,K
(H0q (Γ, P,Ω)⊗ E)
//
α

Hp
g,K
(H0q+1(Γ, P,Ω) ⊗ E)
//
β

Hp
g,K
(H0(Γ,Ω)⊗ E)NΓ,P (q)
γ

Hp
g,K(H
0
q (Γ, P, C
∞(G))⊗ E) // Hp
g,K(H
0
q+1(Γ, P, C
∞(G))⊗ E) // Hp
g,K(H
0(Γ, C∞(G))⊗ E)NΓ,P (q).
Borel has shown that γ is an isomorphism and that α is an isomorphism for
q = 0. We prove that β is an isomorphism by induction on q. For the induction
step we can assume that α is an isomorphism. Since the diagram continues to
the left and right with copies of itself where p is replaced by p− 1 or p+ 1, we
can deduce that β is an isomorphism by the 5-Lemma. 
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