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Preface 
This monograph reports experiments on single auditory nerve fibers 
conducted over a period of six years. Others have reported experi- 
ments on the behavior of primary auditory units in the cat, although 
there exists no published record of as extensive and systematic a 
series of experiments in this area. There have, of uxrse, also been 
numerous papers and books on researches involving the cooperation 
of staff members of medical institutions and members of departments 
and laboratories of a scientifically oriented university. However, there 
is an interesting bit of history connected with the origin of this par- 
ticular monograph. 
Early in 1950, Dr. Leroy A. Schall, then Chief of Otolaryngology 
at the Massachusetts Eye and Ear Infirmary and Lecompte Professor 
of Otology at the Harvard Medical School, felt the need to bring 
basic investigations into the hospital environment. Three distinguished 
otologists, Drs. Moses H. Lurie,* Dr. Philip E. Meltzer, and Dr. 
Francis L. Weille on the Infirmary’s stafT, agreed enthusiastically with 
a plan that would locate a long-range program of basic research in 
hearing in the Massachusetts Eye and Ear Infirmary. They hoped that 
the hospital environment would tend to suggest significant problems 
and that young physicians would benefit from contact with basic re- 
search while engaged in clinical training. 
*In the 1930s and 40s,  Dr. Lurie, together with his Harvard colleagues 
Dr. H. Davis and Professor S. S. Stevens, made important contributions to the 
understanding of the anatomy and physiology of the auditory system. 
xi 
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Dr. Weille was instrumental in obtaining the cooperation of the 
M.I.T. Administration in the mid-l950's, and shortly thereafter the 
first joint efforts were undertaken by staff members at both institutions. 
After a period of about a year, during which several members of the 
Communications Biophysics Group in M.I.T.'s Research Laboratory 
of Electronics (R.L.E.) acted as part-time consultants to the Massa- 
chusetts Eye and Ear Infirmary group, it became clear that a different 
form of cooperation was required if a program of sufficient scope and 
potential impact upon the hospital environment was to be initiated. 
The two institutions agreed on submitting a common proposal to 
the National Institutes of Health, with the research to be conducted 
primarily at the Massachusetts Eye and Ear Infirmary but with several 
of the more technical activities of the program carried out in the 
R.L.E. The Board of Managers of the Massachusetts Eye and Ear 
Infirmary designated half of the Infirmary's available land for the con- 
struction of a building that is now known as the Eaton-Peabody Lab- 
oratory of Auditory Physiology. Funds for this building came from 
private donors; the National Institutes of Health and several public- 
spirited citizens have generously supported an expanding program of 
research. 
From the inception of this program on the neurophysiology of the 
auditory system, it was clear that its uniqueness would be derived 
from a judicious blending of contemporary biological and engineering 
techniques. The author of this monograph was primarily responsible 
for the development of an appropriate experimental style in which 
anatomy, physiology, acoustics, communications and computer engi- 
neering all contribute to the study of problems that had their origin in 
clinical findings or psycho-acoustic experiments. These circumstances 
and the scope of this series of research monographs preclude a full 
discussion of the problems of the auditory system from the view- 
points of the many disciplines involved in the study of this system. 
Hence this monograph tries to communicate a set of experimental 
findings to an audience that is anything but narrowly tuned. It does 
not build upon the background of a single discipline; indeed, it touches 
upon topics which deal with the functioning of the auditory nerve in 
relation to the concerns of a number of fields and specialties. 
Since this monograph has been long in the making, many people 
have participated in the collection and analysis of the data. Those 
who had the largest share in this task are identified on the title page. 
During Dr. Watanabe's two-year visit he was a full-fledged collab- 
orator in the research team, contributing an element of international 
collaboration. He came from and returned to the Tokyo Medical and 
... * PREFACE xlll 
Qental University, where he is a member of the Physiology Depart- 
ment headed by Professor Y. Katsuki. 
Throughout the years the cooperation between the Institute and 
the Infirmary, involving both men and resources, has been exception- 
ally harmonious. When Dr. Harold F. Schuknecht succeeded Dr. 
Schall (who now enjoys emeritus status), the new chief of service 
continued his predecessor’s effective support of the research program. 
There is every reason to assume that this interinstitutional coopera- 
tive program will continue to be successful. It derives its strength 
from common and complementary, scientific and humanitarian mo- 
tivations. It is a unique reflection of the contemporary Boston scene: 
there is a mixture of medicine, science, and technology, there is sup 
port from both public and private funds, and there are administrative 
officials willing to make arrangements so that the work may proceed. 
I 
WALTER A. ROSENBLITH 
Massachusetts Imtitute of Technology 
JOHN S .  IRWIN 
Massachusetts Eye and Ear Infirmary 
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DISCHARGE PATTERNS OF SINGLE FIBERS 
IN THE CAT'S AUDITORY NERVE 
1. Introduction 
The physiological processes underlying normal mammalian hearing 
are initiated when sound enters the external ear and sets into motion 
the tympanic membrane with its attached chain of middle-ear ossicles. 
The last bone in this chain, the stapes, is seated in a membranous 
opening, the oval window of the cochlea. The cochlea, or inner ear, 
is a fluid-filled bony structure that contains the specialized auditory 
receptor elements and the peripheral portions of the auditory nerve. 
The more central parts of the auditory nerve fibers exit from the 
cochlea and project into the cochlear nucleus of the brain. The 
activity in this nerve constitutes the first stage of the neural processes 
that underlie hearing. 
Neurophysiology has at times been described as data-rich and 
theory-poor. The neurophysiology of hearing however may almost be 
described as speculation-rich and data-poor. There is a serious lack 
of systematic data at virtually every level of the auditory system. 
When we undertook our research program, only one series of experi- 
ments on responses in single auditory nerve fibers had been published 
(Tasaki, 1954; Tasaki and Davis, 1955).* We felt that the h p o r -  
*The single-unit responses described by Galambos and Davis in earlier 
studies (1943, 1944) appear now to have been recorded from higher-order 
neurons in the cochlear nucleus (1948). Thus, although Galambos and Davis 
were pioneers in the development of both concepts and experimental procedures 
that later led directly to studies such as ours, the first undisputed demonstra- 
tions of activity recorded from single auditory nerve fibers are properly credited 
to Tasaki (1954). 
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tance of the auditory nerve for hearing demanded more detailed 
knowledge of its responses. Thus a project was started that is still 
active, for each discovery raised many more new questions. This 
monograph represents a summary of some of the results to date and 
our tentative conclusions. 
The plan of this monograph is as follows: first, the methods will be 
described; next, the results will be presented within a framework that 
indicates the purpose and significance of each series of experiments; 
finally, the more general aspects of interpretation and some specula- 
tions will be left for Chapter 10 under the heading of “Discussion.” 
The figures constitute the heart of this report. They have been 
arranged so that an experienced student of auditory physiology should 
be able to follow the story even without the text. We have tried to 
supply sufficiently detailed information on experimental procedures 
and results so that our measurements may be checked by future 
experimenters. 
We do not intend to review the literature concerning peripheral 
auditory physiology because a number of excellent partial summaries 
exist (Stevens and Davis, 1938; Wever, 1949; Fletcher, 1953; Helm- 
holtz, 1954; Wever and Lawrence, 1954; Davis, 1957; BCkCsy, 1960). 
The reader is referred especially to Wever’s Theory of Hearing ( 1949 1 
for a historical introduction to the subject. 
One of our long-range objectives has been to accumulate a library 
of recorded data that may be reexamined and processed in different 
ways. Most of the original recordings are available on magnetic tape, 
and already several of our colleagues particularly interested in model 
making have used them. This taped library also permits an imme- 
diate check on possible biases that may have been introduced in the 
selection of data to be published. Bias remains, of course, in the 
selection of data that were recorded. 
We have made a preliminary report on stimulus coding in the 
auditory nerve based on an earlier series of animals (Kiang, Watanabe, 
Thomas, and Clark, 1962), but none of the data presented here have 
been previously published. 
2. Methods 
2.1 AnimAlsandSlngicalPmcedom 
We first had to choose an appropriate animal for study. Since the 
structure of the cochlea and auditory nerve follows the same general 
plan in all mammals, our final choice of the cat (Felis catus) was 
based on the extensive anatomical, physiological, and behavioral data 
that are available for this species. 
It is well known that humans show hearing losses as a result of 
both exposure to noise and aging (Glorig and Nixon, 1960). If 
similar effects are present in cats, our results might well have been 
contaminated by cats with abnormal hearing. We therefore estab- 
lished an animal farm in Rangely, Maine, where we were able to 
obtain young adult cats (1 to 2 years) from farms located in the 
surrounding countryside, a sparsely populated region that is relatively 
free from noise of high levels. We selected only healthy cats with 
clean external ear canals. The gross electric potentials of the cochlea 
and auditory nerve were always checked for threshold. Data from 
preliminary developmental stages of our work or from cats showing 
any signs of abnormal health were excluded from this report. Thus 
the results reported here are based on approximately 1500 units 
obtained from more than 50 “certified normal” cats. 
The animals were anesthetized with intraperitoneal injections of 
dial-urethane. Normal saline (60 to 100 cc) was routinely injected 
subcutaneously, and penicillin (100,OOO units) was injected intra- 
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PULSE 
OEHERATOR 
muscularly. A rectal thermometer was used to monitor the animal’s 
body temperature, which was maintained at 37 to 39°C. After a 
cannula was inserted into the trachea and the external ear canals cut 
near the tympanic membrane, the animal was placed in a head- 
holder with hollow earbars inserted into the central ends of the cut 
ear canals. The bulla on the side to be stimulated was opened, 
exposing the cochlea, and the posterior fossa on the same side was 
opened from a dorsal approach. The cerebellum was retracted to 
expose the auditory nerve and cochlear nucleus. Gentle traction on 
the cerebellum frequently made it easier to see the auditory nerve 
exiting from the internal auditory meatus. Insertion of the micro- 
electrode into Ihe nerve was always accomplished under direct visual 
control with the aid of a dissecting microscope. 
2.2 Stimulus-Generating and Response-Recording Equipment 
After these surgical preliminaries we moved the preparation into a 
double-walled chamber specially constructed for acoustic isolation 
Figure 2.1 Block diagram of the equipment for generating stimuli and re- 
cording responses. 
EQUIPMENT 5 
and electrical shielding. During recordings the animal was alone in 
the chamber, with all manipulation of electronic equipment and 
movement of the micropipette controlled remotely to minimize ex- 
traneous sounds. A block diagram of the stimulus-generating and 
response-recording equipment is given in Figure 2.1. The equipment 
was capable of producing the following stimuli, either singly or mixed: 
1. Clicks of controllable polarity, duration, rate, and level. 
2. Pure tones of controllable frequency and level. 
3. Noise of controllable bandwidth and level. 
4. Bursts of tone with controllable rise and fall times, phase of 
onset, burst duration, burst rate, and frequency and level of the tone. 
5. Bursts of noise with controllable rise and fall times, burst dura- 
tion, and burst rate, as we!l as bandwidth and level of noise. 
5 
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MILLIMETERS 
Figure 23 Cross sertion of the codeuser earplum (B&K 4161) and m i c ~ ~ -  
phone (B&K) for delivering and monitoring aeonaaic stimuli. 
The open tube at the left containing the probe tube is also shown in a “head- 
on” view. During experiments the cavities are packed with nonabsorbent 
cotton. When dynamic earphones (PDR-IO) were used, the plug was removed 
and a plastic tube connected to the earphone was inserted into the coupler. 
6 METHODS 
In the early experiments stimuli were delivered by PDR-J0 
dynamic earphones. A plastic tube coupled the earphone to the 
hollow earbars of the headholder; the total path length from ear- 
phone diaphragm to tympanic membrane was approximately 10 cm. 
PDR-10 earphone I was used in experiments on Cats 250 to 278, 
PDR-10 earphone 11 in experiments on Cats 279 to 290. In subse- 
quent experiments stimuli were delivered by Briiel and Kjaer 1” con- 
denser microphones used as earphones. In these experiments we used 
a smaller condenser microphone to measure the sound-pressure levels 
near the eardrum (Figure 2.2). 
Calibration curves for both dynamic and condenser earphones are 
given in Figure 2.3. Although the dynamic range of the condenser 
earphones is smaller, the calibration curves are smoother and the 
acoustic clicks show less ringing. These differences are partly a func- 
tion of earphone characteristics and partly a result of the damping 
of the condenser earphone system with nonabsorbent cotton. Unlike 
dynamic earphones, which showed great variation for different sam- 
ples, the condenser earphones showed highly reproducible charac- 
teristics and were easily interchangeable. The calibration curves will 
enable those interested to convert from voltages to sound-pressure 
levels for tonal stimuli. 
Stimulus levels will be given in terms of input voltages to the ear- 
phones. Unless otherwise specified, the two types of earphones have 
the following reference levels: 
Into PDR-10 
dynamic earphones i 4 V for clicks 8 V peak-to-peak for tones 1 V rms for noise 
and 
Into the 
condenser earphones I 100 V for clicks 200 V peak-to-peak for tones 70.7 V rms for noise 
Since there is no convenient method for measuring the acoustic power 
of these stimuli, the term “intensity” will be used only in a more 
general sense to denote stimulus magnitude. 
After the acoustic system was in place, we placed a gross electrode 
on the bone near the round window of the cochlea. This electrode 
enabled us to record microphonic and gross neural potentials from 
the cochlea and served as a valuable monitor of the condition of the 
preparation. This control was particularly important with respect to 
high-intensity stimuli. 
EQUIPMENT 
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Fignn2.3 Typical SoUaEpresarar calibration cwes  asdug the acopsbic 
system of Figmr 2.2. 
At the top of the figure the electric responses of the round window (RW) and 
the responses of the acoustic monitor (AM) to clicks generated by both ear- 
phones are shown. The electric input to each earphone was a 100-psec pulse. 
Input to condenser earphone, 10-V peak. Input to dynamic earphone, .M-V 
peak. Below these traces the sound-pressure levels of the output of the 2 
earphones are shown as a function of frequency. The sound-pressure levels are 
measured at the tympanic membrane using the arrangement shown in Figure 
2.2. These curves were obtained for an attenuator setting of - 10 db. Reference 
level for condenser earphone, 200 V P-P. Reference level for dynamic earphone, 
8 v P-P. 
The microelectrodes for single-unit recording were 3M, KCl-filled 
micropipettes with resistances in the 20- to 80-megohm range. Each 
micropipette was positioned under visual observation to make con- 
tact with the surface of the nerve. We made all subsequent linear 
movements of the micropipette from the outer chamber by using a 
remote-control hydraulic micromanipulator. 
The responses from single units were recorded on one channel of 
an FM tape recorder, the round-window responses were recorded 
on a second parallel channel, and stimulus-time markers were re- 
corded on a third channel. The passband of the entire recording 
system was normally 7 to 5000 cps .  
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2.3 Data-Processing 
After each experiment we replayed the taped records and photo- 
graphed short samples of each run. When required, round-window 
responses were averaged. Our techniques for averaging have been 
described previously (Rosenblith, 1959; Kiang, 1961 ) . Photographs 
of the unit data gave information on spike waveforms and variability 
of responses and served as a basis for determining the types Of com- 
putations that would later be made. 
The computations were performed on the TX-0 computer at the 
Massachusetts Institute of Technology. For each run of data the 
processed results were displayed (usually in the form of histograms) 
on an oscilloscope and photographed. For our purposes a histogram 
is a bar graph that shows a frequency distribution of events as a 
function of some variable, and the height of each bar represents the 
number of events that occur in that particular range (or bin) of the 
variable. The abscissa of each histogram has the dimension of time 
(except for Figure 8.10). There are always 128 time bins in each 
histogram, 16 bins to each major horizontal division. The bin width 
is always given in msec on the histograms, and the full horizontal 
scale is simply the bin width multiplied by 128. 
The two types of histograms that proved most useful have been 
described in detail elsewhere (Gerstein and Kiang, 1960). A post- 
stimulus-time histogram (PST histogram) is a display of the time 
distribution of unit spike discharges relative to the stimulus-time 
marker. Each stimulus marker resets the computer’s “clock” to zero 
so that each histogram represents a summation over repeated stimuli 
presentations. In our studies the stimulus-time markers were synchro- 
nized with some aspect of the electrical signals delivered to the ear- 
phone. Thus, the time markers for clicks were synchronized with the 
electric pulse; time markers for tone and noise bursts, with the onset of 
the bursts; and the time markers for continuous tones, with the 
positive zero crossings of the sinusoids. Unlike the PST histograms, 
the interspike-interval histograms display the distribution of intervals 
between successive unit discharges without regard for the presence of 
a stimulus. 
The initial slope of each discharge triggers a special pulse which is 
delivered to the computer for processing; excessive baseline fluctu- 
ations were eliminated by the use of a high-pass electronic filter. Our 
results show that the same data yield the same histograms even when 
the computations are made several years apart. The precision of the 
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computation is such that errors of more than one bin are not found at 
bin widths of 0.063 msec (the smallest bin widths used in this study). 
Both types of histograms share certain conventions in labeling. The 
letters and numbers on the top line of each histogram give the bin width, 
location of the data on the tape, and the stimulus condition. Many histo- 
grams are identified in the upper left section by a “1” for a PST histogram 
or an “0’ for an interval histogram. The uppermost of these numbers 
below the top line of the histogram is a code number indicating the cat, 
the unit, and the picture number. The second number represents the 
number of stimulus markers on that particular segment of tape. (This 
number appears even in histograms of spontaneous activity, since dummy 
stimulus markers are then placed on the tape.) The third number gives 
the total number of spike discharges on that segment of tape. Histograms 
not identified with either a “1” or “0’ were computed with an earlier 
program for the computer. In these histograms the first bin is occupied 
by a bar that indicates the bin width. A number in the PST histogram 
then shows the number of spikes, and a number in the interval histograms 
shows the number of stimulus markers. Unless specified, each histogram 
represents one minute of recorded data. 
Computations other than PST and interval histograms will be 
introduced with the results because they are either obvious or used 
too infrequently to justify inclusion in a general discussion of methods. 
3. Spatial Organization of the 
Auditory Nerve 
3.1 A Brief Review of the Anatomy of the Auditory Nerve 
Any physiological study of the auditory nerve must begin with 
consideration of the anatomy of the cat’s cochlea and auditory nerve.* 
The cochlea consists of a long bony canal that coils from base to 
apex with decreasing radius of curvature and resembles a snail shell 
in appearance. In cross section (Figure 3 . 1 )  the canal is divided 
into three fluid-filled compartments. The middle compartment, the 
scala media, is formed by the basilar and Reissner’s membranes. The 
scala tympani is situated on the basilar membrane side, the scala 
vestibuli on the Reissner’s membrane side. At the apex of the cochlea 
the scala vestibuli and scala tympani are connected by a narrow 
channel, the helicotrema. At the base of the cochlea the footplate 
of the stapes covers the oval window at the end of the scala vestibuli, 
while the scala tympani ends in the round window. When the stapes 
pushes into the scala vestibuli, the basilar membrane moves toward 
the scala tympani and the round window moves outward. 
Attached to the basilar membrane is the organ of Corti, a highly 
organized collection of hair cells, supporting cells, and neural ele- 
ments. Three rows of outer hair cells are separated from one row of 
* A good source for detailed illustrations of the cat cochlea is Retzius’ 
classic work (1884). 
10 
Fignre 3.1 A horizontal rross section of a eat’s left cochlea, adtory nerve, 
a d  coehknr nnclees 
The section is oriented so that the top of the cat would be at the bottom of 
the figure. The numbered structures are labeled as follows: 
1. Orgen of Corti 
2. Reissner’s membrane 
3. Tectorial membrane 
4. Basilar membrane 
5 .  Middleear cavity 
6. Macula of the saccule 14. Scala vestibuli 
7. Ganglion of Scarpa 
8. Choroid plexus 
9. Cochlear nucleus 
10. Schwann sheath-glial junction 
1 1. Scala tympani 
12. Spiral ganglion in modiolus 
13. Scala media 
15. Medulla oblongata 
16. Temporal bone 
12 SPATIAL ORGANIZATION OF THE AUDITORY NERVE 
inner hair cells by pillar cells. The hair cells are specialized receptor 
cells that receive at their bases the peripheral endings not only of the 
spiral ganglion cells but also of efferent fibers to the cochlea. The 
cell bodies or somas of the spiral ganglion cells lie in a bony core, 
the modiolus of the cochlea, and exhibit two processes (Lorente de 
N6, 1933, 1937), one extending peripherally to the organ of Corti, 
the other extending centrally to the cochlear nucleus of the medulla. 
Both the peripheral and central extensions are axonal in structure and 
are usually considered parts of the auditory nerve. 
Our recordings are all taken from the axons central to the ganglion; 
these axons are homologous to the central extensions of somatosen- 
sory neurons which form the dorsal roots of the spinal cord. The 
central extensions of the spiral ganglion cells in the internal auditory 
meatus are covered by Schwann sheath cells up to the point where 
they reach the interstitial nucleus of the cochlear nucleus and become 
associated with neuroglial elements. We have never seen cell bodies 
of neurons between the spiral ganglion and the glia-Schwann sheath 
junction. Suggestions that cell bodies of neurons are present in the 
nerve (Galambos and Davis, 1948; Harrison and Warr, 1962) are 
usually based on the finding of cell bodies central to the glia-Schwann 
sheath junction. 
The number of fibers in the cat’s auditory nerve has been estimated 
at approximately 50,000 (Gacek and Rasmussen, 1961). These fibers 
have a unimodal distribution of diameters with almost all of the fiber 
diameters falling between 2 and 6p. The fibers in the main trunk 
of the nerve are myelinated and have a Schwann sheath covering 
even over the cell somas in the spiral ganglion (Held, 1926). Unmye- 
linated fibers, possibly of the autonomic system, also exist in the 
auditory nerve and spiral ganglion (Rosenbluth, 1962; Engstrom, 
Ades, and Hawkins, 1965). There are, of course, efferent fibers to 
the cochlea (Rasmussen, 1960), whose single-unit responses have 
been studied recently by Fex (1962).  At the central end of the in- 
ternal auditory meatus these efferent fibers run in the vestibular part 
of the eighth nerve. The small number of efferent fibers and the long 
latency of their responses suggest that the efferent fibers might not 
be of greatest interest in a first examination of stimulus coding. It is 
also possible that activity in the efferent fibers is drastically reduced 
by anesthesia. 
In contrast to the relatively simple description of the fibers in the 
main trunk of the auditory nerve, the description of fibers and their 
endings at either the peripheral end in the cochlea or at the central 
end in the cochlear nucleus is extremely complicated. The innerva- 
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tictn of the cochlea has been described for a number of different 
species (Retzius, 1884; Ram6n y Cajal, 1909-1911; Held, 1926; 
Lorente de NO, 1937; Polyak, McHugh, and Judd, 1946; Fernandez, 
1951). The peripheral portion contains at least two main types of 
fibers, the radial and the spiral. Statistics are not available on the 
number and distribution of these fiber types, but it is usually said 
that ( 1 ) the innervation of inner hair cells is predominantly by radial 
fibers that end on only a few cells; ( 2 )  the innervation of outer hair 
cells is partially by radial fibers that go to a few cells and partially 
by spiral fibers that may run along as much as a third of a cochlear 
turn. innervating many cells; and (3)  each spiral fiber thus supplies 
many hair cells, and each hair cell is connected to several fibers, 
radial or spiral. Electron microscope studies have given some infor- 
mation about the nerve endings in the cochlea but have not yet 
provided generally accepted descriptions of the detailed relation of 
fibers to endings (Engstrom and Wersall. 1958; lurato. 1961; Smith. 
1961; Smith and Sjostrand, 1961; Engstram, Ades, and Hawkins, 
1965 ) . Many of the endings in the cochlea have been shown to be 
of efferent origin (Iurato, 1962; Kimura and Wersall, 1962; Smith 
and Rasmussen, 1963; Spoendlin and Gacek, 1963; Engstrom, Ades, 
and Hawkins, 1965). 
The central extensions of the auditory nerve fibers (or primary 
fibers) have been studied by a number of scientists using classical 
anatomical techniques (Ramon y Cajal. 1909-191 1 ; Lorente de N6. 
1933; Lewy and Kobrak, 1936). They have found that a single 
auditory nerve fiber may branch to innervate hundreds of cells 
throughout the cochlear nucleus. The detailed descriptions of Ramon 
y Cajal (1909-1911) and Lorente de No (1937) indicate that the 
anatomical relations of fibers within the nucleus are orderly. but the 
functional significance of this order is still unknown. 
3.2 Criteria for Primary Units 
The chief difficulty in recording from primary auditory units is a 
consequence of the cat's anatomy: the length of nerve that is com- 
pletely free of cells belonging to the interstitial nucleus is extremely 
short. Although in some species cells of this nucleus are found rather 
peripherally in the nerve (Contu, 1958; Harrison and Warr, 1962), 
this is fortunately not so in the cat. By approaching the nerve intra- 
cranially through the posterior fossa at the proper angle. one can 
usually avoid not only the cells of the interstitial nucleus but also the 
vestibular branch of the eighth nerve and the efferent bundle to the 
cochlea. 
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Nevertheless, it is essential to establish electrophysiological criteria 
for determining whether each unit studied is primary. Although some 
general electrophysiological criteria have been established for soma- 
tosensory primary fibers (Frank, 1959), it is uncertain whether these 
particular criteria hold for the auditory system. 
In exploratory experiments on 50 cats, we found units obviously 
responsive to sound throughout the region where the auditory nerve 
enters the cochlear nucleus. However, responses from more than one 
unit were rarely found at a given micropipette location. Slight move- 
ments of the micropipette would either gain or lose “contact” with 
units as the micropipette was advanced but not as it was withdrawn. 
Our findings suggest that these micropipettes must be very close to a 
unit for spikes to become detectable. 
It soon became evident that units in the general region of the nerve 
and nucleus could be separated into two distinct groups. When units 
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Figure 3.2 Spike recordings from a unit as a micropipette was slowly ad- 
vanced through the cochlear nucleus. 
The times of click presentations for all traces are indicated by the 2 dots above 
the time calibration. Stimuli: lO/sec clicks, -SO db. In all figures showing 
recordings an upward deflection indicates negativity at the recording electrode 
relative to the headholder. 
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of .the first group are first contacted, usually a small (100 pV) 
positive-negative spike is seen. As the electrode is advanced, spike 
amplitude increases and the over-all discharge rate of the unit in- 
creases. With further advance of the electrode, the spike discharges 
become regular and occur with short mterspike intervals (as short as 
1 msec). As recording continues, spike duration lengthens and dis- 
charge rate decreases; abruptly the discharges cease, and only a slow 
wave is seen in response to clicks. This sequence of events illustrates 
what is called “injury” discharges that are characteristic of severely 
damaged units in the mammalian central nervous system (Figure 
3.2). If all units had responded so drastically to the presence of the 
micropipette, there would have been little point in examining time 
patterns of discharges. Fortunately, units in the second group never 
show significant changes in time patterns of discharges as a result 
of micropipette insertion; they exhibit predominantly positive spikes 
with irregular time patterns of discharge (see Figures 3.3 and 8.1). 
K-300 
U 
looMsEc 
Fig~re 33  
The middle trace shows the electric input to the earphone. The characteristic 
frequency (CF) of Unit 22 was 2.3 kc. CF of Unit 24: 6.6 kc. Stimuli: tone 
bursts, 2.3 kc, 50-msec duration, 2.5-msec rise-fall time, 10 bursts/sec, - 50 db. 
Sample spike h i m  from 2 aoditory nerve fibers 
Although the amplitude of the spikes may change markedly as the 
micropipette advances, sustained injury discharges are never found. 
It seems plausible to conclude that the spikes in the first group of 
units are recorded near dendrites or cell soma while the spikes in the 
second group of units are recorded near or in fibers. When a micro- 
pipette is near a dendrite-soma region, it can at€ect the cell’s “spike 
generator.” Fibers, on the other hand, merely transmit impulses, so 
it should be possible to damage a fiber severely without changing the 
time pattern of discharge at the spike generator. 
According to this argument a unit in the first group cannot be 
primary because in the nerve-nucleus region the only dendrites or 
somas belong to cells in the cochlear nucleus. Units in the second 
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group need not necessarily be primary fibers since fibers from cells in 
the interstitial nucleus will also be present in this region, although in 
relatively small numbers. 
When we deliberately placed micropipettes in the cochlear nucleus, 
both groups of units were encountered. However, when the micro- 
pipettes were placed more peripherally, the proportion of units giving 
sustained injury discharges decreased. When the micropipettes were 
thrust into the nerve at an angle that carried them deeply into the 
internal auditory meatus, no units of the first group were encountered. 
Along a single micropipette track units were encountered in close 
succession: when contact with one unit was lost, a slight advance 
of the micropipette established contact with another unit. I t  seemed 
to us that the micropipette was penetrating a region densely packed 
with units, and we concluded that these units must be auditory nerve 
fibers. 
We obtained supporting evidence for this conclusion by inscrting 
a different type of microelectrode into the same nerve-nucleus region. 
This type of microelectrode (Dowben and Rose, 1953; Gesteland, 
Howland, Lettvin, and Pitts, 1959) has a SCL ball of platinum black 
as the recording tip. In the cochlear nucleus these microelcctrodes are 
capable of recording unit spike discharges, frequently from many 
units simultaneously. Although these microelectrodes do record injury 
discharges from many units, activity from some units remains record- 
able over large linear displacements (hundreds of microns) during 
both advance and withdrawal of the electrodes. Presumably these elec- 
trodes record the extracellular electric fields of discharging units. When 
inserted into thc nerve, these clectrodcs do not record unit spike dis- 
charges but only slow-wave responses. It may well be that the extra- 
cellular electric fields of auditory nerve fibers are too weak and too 
localized to be satisfactorily recorded by such a microelectrode. 
Some mention should be made of another physiological criterion 
for primary units, one that was suggested by Tasaki and Davis ( 1955) 
and later by Rupert, Moushegian, and Galambos (1963). If the 
latency of unit responses to clicks is equal to or shorter than that of 
the N 1  response at the round window, the unit must be primary since 
the N1 response is generally interpreted to be the summed activity of 
auditory nerve fibers. In our study a large number of units presumed 
to be auditory nerve fibers showed short-latency responses, but an 
equally large number of units located very peripherally in the internal 
auditory meatus did not. Thus the latency criterion may constitute a 
sufficient, but not necessary, condition for classifying a unit as pri- 
mary. 
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3.3 Tonotopic Localization in the Auditory Nerve 
When we introduced tonal stimuli, it became obvious that different 
units responded to different ranges of frequencies. Figure 3.3 shows 
sample responses from two units to tone bursts of 2.3 kc. In this case 
Unit 22 clearly responds to the tone burst, whereas Unit 24 appears 
to discharge irregularly whether the acoustic stimuli are present or not. 
By changing the frequency and level of the tone bursts and observing 
the responses on a monitor oscilloscope, one may determine the com- 
bination of values over which each unit is responsive. A response 
area is an area on a graph of stimulus intensity versus frequency that 
contains all intensities and frequencies capable of producing a de- 
tectable response (Galambos and Davis, 1943). The outline of the 
response area is called the “tuning curve,” and the frequency to which 
a unit is most sensitive - the tip of the tuning curve - is called the 
characteristic frequency (CF) . 
One of our first findings was that single units exhibit discharges 
in spite of diligent attempts to reduce extraneous acoustic stimuli. 
We shall reserve the term “spontaneous activity” for discharges that 
are present in the absence of any controlled or measurable acoustic 
stimuli. We cannot, however, use the term spontaneous activity to 
characterize the spikes in Figure 3.3 since a controlled acoustic 
stimulus was presented repetitively. Those spikes that do not appear 
to be time-locked to stimulus presentations will be represented by the 
term “baseline activity.” Spikes that are demonstrably time-locked to 
stimulus presentations will be called “responses.” Thus Unit 22 in 
Figure 3.3 shows both baseline activity and responses, while Unit 24 
shows only baseline activity. Obviously as stimulus repetition rate 
decreases, the distinction between baseline activity and spontaneous 
activity becomes less important. 
Tasaki found that primary units in the guinea pig (1954) and 
cat (1960) have tuning curves with nearly flat slopes on the low- 
frequency side. Had this finding been confirmed by our data, it would 
have furnished an additional criterion in classdying units as primary. 
However, the tuning curves for units from very peripheral locations 
turned out to be steeper on the low-frequency side than those of 
Tasaki’s curves. This was especially so for units having the shortest 
response latencies and, therefore, having the best claim to classification 
as primary units. 
The data for tuning curves also enabled us to obtain some knowl- 
edge of the spatial distribution of CF for single penetrations of the 
micropipette. Figure 3.4 shows four such examples. In some experi- 
ments the first units along a track had high CF; as the micropipette 
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Figure 3.4 Characteristic frequencies (CF) of auditory nerve fibers from 4 
different cats plotted versus unit number. 
Each graph represents units obtained in a single electrode track. Unit numbers 
are given in the order that units are encountered. CF were not obtained for 
all units so that some unit numbers are not represented by points on these 
graphs. 
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advanced, the CF of units successively encountered had lower CF, 
and subsequent units showed higher CF (i.e., Figure 3.4, Cat 272). 
Almost always the last units in a track (usually just before the micro- 
pipette broke against bone) had high CF. Figure 3.5 shows calibrated 
micrometer measurements for a micropipette track. Although these 
measurements are not precise indicators of electrode location, active 
units seem to be distributed fairly uniformly along the track; there 
are no obvious silent regions. These facts may be explained by the 
anatomical arrangement of the fibers within the internal auditory 
meatus. Although along much of the nerve fibers from the basal 
turns of the cochlea tend to lie on the surface of the nerve, at certain 
locations fibers from the apex of the cochlea lie on the surface of the 
nerve (Sando, 1965). 
Finally, it should be mentioned that when we inserted microelec- 
trodes into what seemed to be the vestibular part of the eighth nerve, 
we encountered units that show large regular spike discharges in the 
absence of sound. These units do not respond to sound even at the 
highest stimulus levels used in this study. In one such instance the 
microelectrode was left in place and the tissue sectioned for his- 
tological examination: the electrode was found in the vestibular nerve. 
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4. Response Patterns to 
“Standard” Clicks 
4.1 Definition of “Standard” Clicks 
Because clicks are punctiform in time and evoke responses in units 
sensitive to frequencies throughout the audio-frequency spectrum, 
they were chosen as the search stimuli. In order to make experiments 
comparable, we specified a certain number of stimulus parameters as 
“standard.” 
Standard Clicks 
Level 
(-5Odbre 
100-V input to 
the condenser 
earphones.) At 
this level, which 
is about 30 db 
above the visual 
detection level 
for N1, almost 
all units exhibit 
visually detect- 
able responses. 
Polarity 
Rarefaction clicks 
(that is. clicks 
that result in an 
initial outward 
motion of the 
tympanic mem- 
brane). 
Dirratiori Repetitioii Rare 
100-psec electric 10/sec. At a level 
pulses. The du- of approximately 
ration of the - 50 db, lO/sec 
acoustic click is is the highest rate 
illustrated in Fig- at which effects 
ure 2.3. on the amplitude 
of N 1  are no 
longer detectable 
(Peake, Kiang, 
and Goldstein, 
1962). 
4.2 PST Histograms of Responses to Standard Clicks 
Responses to standard clicks are displayed both as raw data and 
PST histograms in Figure 4.1. While the N ,  recordings arc relatively 
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I Figure 4.1 Time patterns of responses of a single unit to clicks displayed in 
a poststimulus-time histogram (PST histogram). 
The column of traces at the right shows responses to 10 successive clicks. The 
start of each pair of traces is synchronized with a click presentation. Upper 
traces show round-window responses (RW) . The large upward deflection is 
N1. Lower traces show spike discharges from the unit. The spikes are seen as 
downward deflections. The PST histogram at  the left shows the distribution 
of the latencies of spikes during a I-minute sample of recording. The vertical 
axis represents the number of spikes having a particular latency. The hori- 
zontal axis represents time after the electric pulse is delivered to the earphone. 
CF: 0.54 kc: stimuli: I0/sec clicks, -50 db. 
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Figure 4.2 PST histograms of responses to clicks recorded from 18 units found 
in 6 different cats. 
These units were selected to cover a wide range of CF. Histograms are arranged 
according to CF. Stimuli: lO/sec clicks, -50 db. (The click level for Unit 
294-13 was -60 db.) 
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stable from click to click, the time pattern of spike discharges fluc- 
tuates considerably for identical stimuli that are well above “thresh- 
old.” The PST. histogram shows that on the average the spike &- 
Figure 4.2 shows PST histograms for a representative sample of 
units. It is at once clear that the response pattern from different units 
d ~ e r s  considerably for standard clicks. Figure 4.2 shows also that 
many of the histograms exhibit a number of peaks separated by 
relatively constant interpeak intervals. Other histograms have essen- 
tially a single peak. 
Since the insertion of a micropipette into the nerve could con- 
ceivably have altered the discharge patterns of the units, it was neces- 
sary to determine whether differences in response patterns could be 
accounted for by changes associated with injury. The results of a 
control study are illustrated in Figure 4.3. Examination of the histo- 
gram in Figure 4.3 shows no significant difference in response patterns 
despite very large changes in spike amplitude. As long as a spike 
exceeds a certain amplitude level, it is processed by the computer, 
and the number of spikes represented in each histogram stays sub- 
stantially constant, except for the bottom histogram. When the spikes 
become very small, some of them are missed by the computer, al- 
though the time patterns of peaks in the histogram still remain similar. 
These results may be interpreted, rather speculatively, in the fol- 
lowing way: as the micropipette first contacts the fiber, perhaps 
penetrating the myelin sheath to touch the membrane (Tasaki, 1952), 
the spikes are large. A sudden increase in amplitude, frequently ac- 
companied by dc shifts, probably indicates the penetration of the 
cell’s membrane by the micropipette. Since the spikes presumably are 
initiated at sites remote from the micropipette, injury to the fiber by 
the pipette does not affect the discharge pattern sufficiently to alter 
the PST histograms. In short, the local criterion of the responses may 
diminish drastically without afkting the time pattern of the unit 
discharges. Thus, we may assume that our recorded discharge patterns 
are representative of “normal” discharge patterns. 
Records from successive units contacted along a single track, often 
obtained within minutes of one another, may yield PST histograms 
with very different patterns. This observation suggests that factors 
such as anesthesia or trauma are insufficient explanations for the 
observed merences in discharge patterns. 
1 
I charges occur at preferred times with respect to the stimulus. 
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Figure 4.3 A demonstration of the stability of spike discharge patterns for a 
single unit over a long period of time. 
PST histograms are of 1-minute samples of data taken from a 30-minute 
record. The insets in each histogram show IO-millisecond samples of spike dis- 
charges synchronized with click presentations. When the recordings began. 
spikes were more than a millivolt in amplitude but gradually decreased until 
at about 23 minutes after the start of recording there is a n  abrupt increase. 
Thereafter the spikes decreased in size rapidly until they were too small to 
trigger the computer. Some spikes were missed in the computation of the bot- 
tom histogram. CF: 0.43 kc; stimuli: I0/sec clicks, -SO db. 
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4.3 Relation of Shgle-Unit Discharge Patterns to Mechanical Events 
in the Cochlea 
A number of consistently reproducible relations were found in com- 
paring histograms from many units. PST histograms with single peaks 
seemed to be characteristic of units having the shortest latencies; these 
units were thus most likely to be primary. However, the latency of the 
first peak in PST histograms with multiple peaks may often be rather 
long. From the PST histograms for standard clicks, both the latency 
of the first peak ( L )  and the time between adjacent peaks ( A P )  can 
be measured, as illustrated in Figure 4.4. For each unit the values for 
L and AP can be related to the unit's characteristic frequency (CF). 
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The results of plotting CF against L are shown in Figure 4.5: for 
units with CF above 2 to 3 kc, L is short (1.3 to 1.8 msec); for units 
with CF below these values, L increases as CF decreases; for units 
with CF around 0.3 kc, L may be as long as 4 to 5 msec. 
There is considerable scatter of the points in Figure 4.5, and 
several sources of error may contribute to this scatter: (1 )  there are 
errors involved in measuring L and in determining CF; ( 2 )  the effec- 
tive stimulus level can hardly be considered equivalent for different 
units since their thresholds to click stimuli vary greatly; and ( 3 )  the 
distance between the point of spike generation and the recording 
site is not the same for all fibers. This difference would result in a 
systematic difference in conduction time of the nerve impulse to the 
point of recording. 
Although these sources of variability may account for most of the 
scatter of points in Figure 4.5, they seem unable to account for the 
systematic change in L with CF for CF below 2 to 3 kc. A more likely 
interpretation can be made on the basis of Bkkby's data (1960) : it 
may be 5 msec before mechanical disturbances are apparent at the 
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Figure 4.5 
peak in the PST histograms, for click responses. 
CF are plotted on a logarithmic scale. Stimuli: lO/sec clicks, -50 db. 
The CF for 102 units plotted against L, the latency of the first 
apex of the cochlea. Furthermore, these disturbances travel rapidly 
in the basal turn and more slowly at the apex. The present phys- 
iological data show that units with CF above 2 to 3 kc respond 
almost synchronously, while units with lower CF respond with SYS- 
tematically greater L. Since the range of L covers approximately 3 
msec, agreement with Btktsy's data is satisfactory. Thus L for pri- 
mary units seems to be directly related to the longitudinal position 
along the cochlear partition where the auditory nerve fibers terminate. 
In Figure 4.6, the reciprocal of the CF, that is, the characteristic 
period, is plotted on a linear scale against AP. These two quantities 
are linearly related; the straight line has a slope of 1 showing that 
AP is indeed l/CF. By extrapolation it is thus possible to predict the 
CF for units from the PST histogram for standard clicks, if A P  is 
measurable. Data for tuning curves are tedious to obtain and subject 
to error in determining thresholds, whereas PST histograms for 
standard clicks require only one short run. Measurements of A P  
from PST histograms are thus more accurate than the determination 
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of CF by visual or auditory inspection. In taking tuning curves, the 
error in making readings of frequency is greatest for low frequencies 
so that the scatter of points in Figure 4.6 is greatest for units with 
low CF. It is interesting to note that both CF and AP are inde- 
pendent of the conduction time of the nerve impulses or electrode 
location along the axon from which the recordings were taken. 
The multiple responses of single primary units to single clicks 
almost certainly reflect mechanical events in the cochlea. To use an 
example, when a click is delivered to the ear, a given point along the 
basilar membrane responds by vibrating in a damped oscillatory 
manner with a frequency that is determined by the local mechanical 
characteristics of the membrane and of the fluids. Since the elasticity 
of the membrane changes with position along its length, one would 
expect the frequency of vibration also to change (BCkksy, 1960). In 
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Figure 4.7 PST histograms of responses to clicks from 18 units obtained in a 
single cat. 
The preparation was left undisturbed except when electrode position was 
changed. The histograms are arranged according to CF. Stimuli: IO/sec c l i c k  
-50 db. The VDL for N1 cat wa\  80 db. Compare this figure with Figure 4.2. 
ROUND-WI.VDOW NEURAL POTENTIALS 29 
fact, the frequency of vibration exhibited in response to a click should 
correspond to the frequency of tone to which each point on the 
membrane is maximally sensitive. Models for the response of the 
basilar membrane to an impulsive stimulus (that is, a click) have 
been calculated by several workers (Flanagan, 1962; Siebert, 1962) 
using BCkCsy's data (1960). These models all show that each point 
on the basilar membrane will vibrate at a frequency that is deter- 
mined by its longitudinal location along the membrane. Furthermore, 
in the basal turn the membrane will be set into vibration with a short 
latency, while in the apical turn the vibration will have a long 
latency. Thus the timing of peaks in PST histograms of auditory 
nerve fiber activity is in good agreement with both calculated and 
observed mechanical events in the cochlea. 
The preceding arguments need not assume that the movements of 
the basilar membrane are the events that directly stimulate sensori- 
neural activity; the movements of the hair cells and other structures 
in the cochlear partition are extremely complex and are not known in 
sufficient detail to warrant speculation with regard to their precise 
role in the initiation of activity at sensory-receptor and neural levels. 
Having established the general relation of CF to the timing of peaks, 
one must face the question of whether minor differences in PST histo- 
grams for standard clicks are attributable to minor differences in effec- 
tive stimulation, variability among cats, and so forth. To answer this 
question, data from units covering a wide range of CF were obtained 
from single cats. Figure 4.7 shows a set of results obtained from a 
single animal. These histograms can be compared with those of Figure 
4.2, which represent data from many animals. Not only are the 
histograms of Figures 4.2 and 4.7 similar in general appearance, but 
certain details recur: for example, a second peak is seen in the histo- 
grams for units with CF near 8 kc. Its origin is unknown but may 
result from repetitive discharges that occur once the unit has recovered 
sufficiently from the previous discharge. 
4.4 Responses of Units with High CF and Round-Window Neural 
Potentials 
The PST histograms of units with high CF's show only a single 
peak. This peak is not easily resolvable into separate narrower peaks 
by computing the histograms at greater time resolutions (Figure 4.8). 
The coalescence of multiple peaks probably reflects an approach- 
ing limitation of the ability of either the sensory receptors or of the 
neural structures to follow cochlear mechanical events at high fre- 
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Figure 4.8 PST histograms of respows to 
standard clicks for a unit with high CF. 
The upper histogram is run at the standard 
time resolution; the lower histogram is run at 
twice the standard resolution. The CF of the 
unit is 5.16 kc, so that the characteristic period 
for this unit should be 0.19 msec. There are no 
obvious peaks separated by 0.19 msec in the his- 
togram. The upper-frequency limit of the re- 
cording system was extended to 10 kc in this 
experiment. 
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quencies. The latency of the peak in histograms from units with high 
CF is the same as that of the N 1  peak recorded by an electrode at 
the same location in the internal auditory meatus. The N1 potential 
recorded in the meatus has a latency that is 0.2 msec later than the 
N1 recorded at the round window. This difference in latency pre- 
sumably reflects the neural conduction time from peripheral parts of 
the auditory nerve to more central locations. 
The relation of N 1  and N 2  potentials to unit spikes can be seen in 
Figure 4.9 which shows the PST histograms of click responses from 
four representative units obtained in one cat. Superposed over the 
histograms are averages of the neural potentials ( N ,  and N 2 )  that 
were recorded at the same time near the round window. Even con- 
sidering that the latencies for units with high CF are approximately 
0.2 msec longer than that of N ,  recorded from the round window, 
it would appear that only units with high CF contribute significantly 
to N 1 .  The responses of units with low CF not only have too long a 
latency, they are also too asynchronous to contribute effectively. Thus 
N 1  in response to clicks may give information about the activity of 
units that innervate the basal turn, but it can give little information 
about the activity of units that innervate more apical parts of the 
cochlea (Teas, Eldredge, and Davis, 1962). 
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Figure 4.9 The relation of unit discharges to neural potentiak recorded at tbe 
ronnd window. 
PST histograms for 4 units with different CFs  are shown with the correspond- 
ing averaged round-window recordings. One-minute samples were used in all 
cases except in the histogram for Unit 2, where a 30-second sample was used. 
Stimuli: lO/sec clicks, -50 db. 
5. Response Patterns in Relation 
to Changes in Click Level, 
Polarity, Duration, and Rate 
In Chapter 4 we described the responses of single auditory nerve 
fibers to a click stimulus rigidly controlled so that differences be- 
tween units could be studied. We now proceed to the study of changes 
in response patterns as certain parameters of the click stimulus are 
changed. (Since the response patterns of units depend so strongly on 
CF, units with low and high CF will be considered separately.) 
5.1 Click Level 
Figure 5.1 shows a sample intensity series for a unit with low CF 
(650 cps). At a level of -70 db, multiple peaks are already clearly 
discernible in the PST histogram, and, as expected, hP is approxi- 
mately the reciprocal of CF (the characteristic frequency). At -60 db, 
the peaks become more clearly defined, with the height of the peak at 
3.5 msec increased relative to later peaks; an earlier peak at approxi- 
mately 2.5 msec is barely detectable. From -50 db to -20 db, the 
peak at 2.5 msec grows relative to later peaks until, at -30 db and 
-20 db, it becomes thc largest peak. Throughout this range of stim- 
ulus levels each peak stays rather constant in latency. Figure 5.2 plots 
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Figure 5.2 
in Figure 5.1 plotted as a function of click level. 
The latencies of the first 5 peaks in each of the histograms shown 
Close examination of Figure 5.1 reveals that fewer discharges occur 
between the peaks of the histogram than occur for baseline activity in 
a corresponding time interval. At first thought this phenomenon might 
be attributable to refractoriness of the responding units. If a unit is 
refractory for some time following each discharge, there should be, 
on the average, fewer discharges immediately following a peak. This 
explanation, although plausible and consistent with known electro- 
physiological principles, does not seem to account satisfactorily for 
all aspects of the findings. The histograms of Figure 5.1 suggest that 
at click levels of -70 db and -60 db the first deviation from baseline 
activity may be an average decrease in activity, that is, a dip preceding 
the first peak; such histograms are seen rather frequently. In order to 
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investigate this point, intensity series were obtained in l d b  rather 
than Io-db steps. 
To obtain decisive results, we had to meet several conditions: (1 ) 
The unit had to have a low CF so that multiple peaks would be 
present in the PST histogram. (2) The unit also had to have a fairly 
high rate of spontaneous activity so that decreases in baseline activity 
could be more easily substantiated. (3) Records had to be obtained 
at many closely spaced click levels; preferably these levels should be 
low in order to minimize the effects of refractoriness (Peake, Kiang, 
Figure 5.3 shows one fortunate example. The high rate of spon- 
taneous activity of this unit made it ditlicult to determine a click 
threshold accurately; the best visual determination of the threshold 
was -85 db. As shown by the computed PST histograms, a clear 
response (that is, significant time-locked deviation from baseline ac- 
tivity) is present at -95 db. Note that even at the lowest stimulus 
levels there seem to be multiple peaks* with reduction of baseline 
activity between peaks. Note also that for histograms obtained at 
click levels of -88, -86, -85, -82, -81, -77, and -76 db, the 
initial deviation from the average level of baseline activity is clearly 
a decrease in activity. It is difficult to see how refractoriness can ac- 
count for this initial decrease. On the basis of current knowledge of 
cochlear mechanics, it seems more reasonable to interpret alternate 
dips and peaks in the histograms as follows: Deflection of the coch- 
lear partition in one direction results in enhanced neural activity, and 
deflection in the opposite direction results in a diminution of neural 
activity in comparison with the unit’s level of baseline activity. 
Figure 5.4 shows that there are no significant shifts in the latencies of 
the peaks. 
From the PST histograms it is possible to derive another set of 
numbers that may be of functional significance. Consider, for example, 
the two units whose histograms are shown in Figures 5.1 and 5.7. 
Figure 5.5 plots both the rate of time-locked activity and total (time- 
locked plus baseline) activity as functions of click level. 
Unit 264-19 has so little spontaneous activity that the rate of 
time-locked spike activity is almost equivalent to the rate of total spike 
activity. For Unit 278-7, there is little change in total activity although 
the rate of time-locked spike activity increases with click level, as in 
the case of Unit 264-19. 
* The existence of multiple peaks in the PST histogram does not necessarily 
imply the presence of repetitive discharges to each click. 
l and Goldstein, 1962). 
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Figure 5.4 
plotted against click level. 
Latencies of the peaks in the PST histograms shown in Figure 5.3 
0 
* .  
Figure 5.5 The rate of spike activity plotted against click level for 2 units, 
one (264-19) with low spontaneous activity and the other (278-7) with high 
spontaneous activity. 
The time-locked spike activity was obtained by summing the number of re- 
sponses represented in the peaks of the PST histograms and dividing by 60 
(the number of seconds represented by each histogram). The total spike activ- 
ity was obtained by counting the number of spikes over the same I-minute 
sample and dividing by 60. CF Unit 264-19: 2.0 kc; CF Unit 278-7: 0.65 kc. 
The sound source was dynamic earphone I. Reference level for Unit 264-19 was 
2.5 V, but it  was 4 V for Unit 278-7. 
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Similar functions are plotted for the other units in Figure 5.6. The 
rate of time-locked spike activity appears to be a monotonically in- 
creasing function of click level although there is some variation in the 
exact shape of the function for different units. Since the responses to 
clicks are packaged differently for units with high and low CF, there 
may be some objection to comparing click intensity functions in de- 
tail without considering CF. However, the smooth monotonic intensity 
functions suggest that some aspects of intensity information may be 
represented in the probability of time-locked spike activity. Presum- 
ably the time-locked spikes will summate when a number of primary 
units converge on a cell in the cochlear nucleus. At best, the functions 
TIME-LOCKED SPIKE ACTIVITY 
o TOTAL SPIKE ACTIVITY 
-80 -70 -60 -50 -40 -30 -26 -10 
CLICK LEVEL IN DB 
F w  5.6 The rate of spike plotted agaiost click level for 3 unik  
CF Unit 300-21: 0.47 kc; C F  Unit 309-30: 2.74 kc; and CF Unit 309-19: 
6.1 kc. Although the curve showing time-locked spike activity plotted against 
click level for Unit 300-21 is very similar to the curves for time-locked spike 
activity in Figure 5.4, the curves for Unit 309-19 and Unit 309-30 are not. 
However, all the curves for time-locked spike activity show an increase with 
click level to a plateau at high click levels. Reference level was 100 V into 
condenser earphones. 
shown in Figures 5.5 and 5.6 represent only one possible set of cues 
for intensity changes at the level of single primary units. 
5.2 Click Polarity 
If increases and decreases in neural activity do result from motion 
of cochlear structures in opposite directions, reversal of click polarity 
should provide supporting evidence. Figures 5.7 to 5.11 show in- 
tensity series for both condensation and rarefaction clicks. The peaks 
40 CLICK LEVEL, POLARITY, DURATION, AND RATE 
* (0 0 8 w  o a  B 0 
t u) o w  2l B H ! !  0 
I 
0 
(P 
I 
~~ ~~~ ~ 
CLICK POLARITY 41 
f ! 
Q a  0 SI (u B 0 
. Q  
I 
1 
I 
: *  
1 
1 
1 
0 Y 
42 CLICK LEVEL, POLARITY, DURATION, AND RATE 
ui+ii z B i - ; 3  
RAREFACTION CLICKS 0 
CONDENSATION CLICKS 0 st 
0 
0 
0 
-TO -80 -50 - 4 0  -50 -20 
CLICK LEVEL I N  DB RE 2.5V 
INTO EARPHONE 
Figure 5.8 
plotted against click level. 
Latencies of the peaks in the PST histograms shown in Figure 5.5 
for condensation clicks fall, in general, between the peaks for rarefac- 
tion clicks; that is, the peaks indicating increased activity with one 
polarity of click are found at approximately the times of the dips in 
the PST histogram that reflect decreased activity for the opposite 
polarity of clicks. The interleaving of peaks for condensation and 
rarefaction clicks, as shown in Figures 5.8 and 5.11, lends strong 
support to the idea that increased and decreased neural activity can 
result from opposite directions of movements of cochlear structures. 
Since at high click levels the earliest peak always occurs for rarefaction 
clicks, it is likely to be the rarefaction phase (in which the stapes 
is pulled out of the oval window) of the cochlear motion that cor- 
responds to increased neural activity. This conclusion is in agree- 
ment with suggestions from earlier experiments with gross potentials 
(Rosenblith and Rosenzweig, 1952; Peake and Kiang, 1962). 
A somewhat different attempt was made to determine the direction 
of motion that corresponds to peaks in the PST histograms by using 
low-level clicks. Our thought was that the polarity of clicks that are 
capable of eliciting responses at the lowest stimulus level would corre- 
spond to the phase of motion that triggers spike activity. Figure 5.12 
yields particularly appropriate data because the click levels were in 
the correct range, the rate of spontaneous activity was low, and the 
unit’s CF was low. Surprisingly, the thresholds for detecting responses 
in the PST histograms are virtually identical for both rarefaction and 
condensation clicks. Note, however, the differences in the time pat- 
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terns-of responses. The rarefaction clicks produce a single large peak 
flanked by two smaller peaks; the condensation clicks, on the other 
hand, produce two peaks of approximately equal size. Such Merences 
in PST patterns may well be amunted for by the mechanical re- 
sponses to the two polarities of clicks (Flanagan, 1962; Siebert, 1962). 
Units with high CF are of special interest since N1 has already been 
studied as a function of click polarity and intensity (Peake and Kiang, 
1962). Figures 5.13 and 5.14 compare response patterns for two 
units with the parallel averaged round-window recordings. With in- 
creasing click level, N1 shows a decrease in latency (up to 1 msec). 
The latency shifts of N1 are accompanied by latency shifts in the 
peaks of the histograms for unit responses. Furthermore, as in Figure 
5.14, changes in the waveforms of the gross potentials are frequently 
strikingly similar to changes in the pattern of histograms. These 
findings indicate that N1 may indeed be the summed discharges of 
high-CF units although the responses from various units may be 
weighted differently in their contributions to Nl. At high click levels 
the units tend to show repetitive responses that do not correlate 
with CF. 
5.3 ClickDuration 
Since many aspects of unit responses to clicks depend strongly upon 
CF and since click duration has a well-known effect on the distribu- 
tion of stimulus energy throughout the frequency range, it seemed 
desirable to obtain some appreciation of the effects of changing click 
duration. 
The energy-density spectrum of an ideal 100-psec pulse has its first 
zero at 10 kc. If we assume that the earphone has no significant 
harmonic distortion, the energy density of the acoustic clicks is also 
zero at 10 kc. Hence, it is not surprising that units with CF near 10 
kc almost always have high thresholds for 100-psec clicks since there 
is so little stimulus energy near 10 kc. Figure 5.15 demonstrates that 
the threshold of a unit with CF near 10 kc rises sigdicantly when 
the click duration approaches 100 psec while the threshold of a unit 
with lower CF seems unafEected. 
Occasionally one finds statements in the literature that certain 
auditory units do not respond to clicks but will respond to some other 
acoustic stimuli. It seems prudent to withhold speculation on the 
functional significance of units having such presumed characteristics 
until the acoustic signals have been carefully analyzed and stimulus 
parameters varied over a wide range of values. 
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Figure 5.11 Latencies of the peaks in the PST histograms shown in Figures 
5.7 and 5.8 plotted against click level. 
The latency shifts at the higher click levels are the greatest that were encoun- 
tered in this study. 
5.4 Click Rates 
The representation of stimulus rate has long been a key issue in 
the study of auditory neural mechanisms. Indeed, the interest in volley 
theories was a direct result of the discovery that the compound action 
potential of the auditory nerve seemed to follow frequencies of stimu- 
lation up to several thousand per second (Wever, 1949). These gross 
potentials have recently been studied as a function of click rate (Peake, 
Goldstein, and Kiang, 1962). Neural events time-locked to the de- 
livery of clicks were found even at rates of a few thousand clicks per 
second. With the information provided by the preceding chapters, it 
is now possible to examine changes in response patterns of primary 
units as a function of click rate. 
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Figure 5.16 shows PST histograms of responses from a low-CF 
unit to clicks presented at different rates. The basic configuration of 
the histogram does not change substantially until the responses to 
successive clicks begin to overlap; this occurs at a rate of 200 clicks/ 
sec. At higher rates the responses to consecutive clicks interact in 
complicated, but reproducible, ways. Figure 5.17 shows that the 
latency of the peaks in the histograms appears to be constant as click 
rate changes; however, the relative heights of the individual peaks do 
change as a function of click rate. The first peak in the histogram is 
the one most affected, presumably because of its temporal proximity to 
responses evoked by the preceding clicks. 
The duration of the entire response configuration in the PST 
histogram is shorter for units with high CF than that for units with 
low CF; hence the problem of overlapping responses begins only at 
higher click rates. Figure 5.18 shows that individual time-locked 
peaks are seen even at 1000 clicks/sec and the latencies of these 
peaks do not change significantly for rates up to 200 clicks/sec. How- 
ever, at higher rates the latency decreases by 0.1 to 0.2 msec. Com- 
parable decreases in latency are found in N1 responses to clicks. 
The absence of latency shifts as click rate increases up to several 
hundred clicks per second is consistent with the view that the re- 
sponses of primary units are closely tied to mechanical events in the 
cochlea. We would not expect the latencies of mechanical events to 
change with stimulus rate, but the neural responses might well have 
been drastically affected. However, in the rate series shown in Figure 
5.18 taken at moderate click intensities, the maximum rate of dis- 
charge of the units is approximately 100/sec. If the absolute refractory 
period of these neurons is taken to be 1 msec, then the units are 
discharging at a rate that is still low relative to their theoretical limit 
of 1000/sec. Perhaps larger shifts in latency would appear if some 
means could be found to stimulate the units and study responses at 
rates higher than 100/sec. 
Although PST histograms are useful in examining some aspects of 
the responses time-locked to the stimulus, they do not give an adequate 
picture of a unit’s over-all activity. Figure 5.19 shows interspike- 
interval histograms for Unit 309-27, computed from the data of Figure 
2.3. The interval histogram for the spontaneous activity rises quickly 
to a modal value at around 4 msec and then gradually decays, In the 
presence of click stimulation the peak near 2 msec in each interval 
histogram represents intervals between successive spikes where there 
are multiple discharges in response to individual clicks. At higher 
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click rates the intervai hisiugiiiiii S ~ G F S  peaks that cxrespond to. the 
interclick interval and its multiples. Thus, at 20 clickshec, a small 
peak is seen at 50 msec corresponding to the interval between clicks. 
Units with high CF do not show the peak in the interval histogram 
that corresponds to multiple discharges to a single click but otherwise 
behave rather similarly to low-CF units (Figure 5.20). 
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Figure 5.15. The effect of changing click duration on the visually determined 
threshold of 2 units, one with a CF near 10 kc and one with a much lower CF. 
AS click duration increases, the first zero in the power spectrum appears at 
lower frequencies. For a lOO-psec/click the first zero is at 10 kc. Stimuli: 
IO/sec clicks. 
If one ignores the time patterns of the discharges and considers only 
the rate of spike activity as click rate changes, the curves of Figures 
5.21 and 5.22 are relevant. The curves are all essentially monotonic 
until responses to successive clicks overlap in the PST histogram. 
Since there are dips as well as peaks in the PST histograms for low 
CF units, the effects of overlap must be complicated. As overlap 
occurs, the over-all discharge rate might well depend upon the exact 
timing of the clicks and the CF of the unit. 
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Figure 5.16 Response patterns of 
a unit with a CF of 1.88 kc as a 
faDcbion of click rate. 
At click rates above 200/sec, the 
effects of successive clicks overlap. 
Length of run: 1 minute for click 
rates of 10, 20, and 50/sec, and 30 
seconds for other click rates. Stim- 
uli: clicks. -50 db. 
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Figure 5.17 
plotted against click rate. 
Latencies of the peaks in the histograms shown in Figure 5.16 
It is possible to examine the relation of total activity to time-locked 
activity (Figure 5.23). For Unit 306-20, a unit with little spontaneous 
activity, the total spike activity consists almost entirely of time- 
locked activity. For Unit 299-22, however, the proportion of the 
total activity that is time-locked to the stimulus increases as click 
rate increases. At 200 clicks/sec, virtually all activity is time-locked 
to the stimulus for both units. These two units both have high CF, 
but virtually identical curves are obtainable for units with low CF. 
Although the number of time-locked spikes/sec may increase .with 
higher click rates, the number of spikes/click decreases with higher 
click rates (Figure 5.24). The number of time-locked spikes/click at 
low click rates differs for different units largely because the number 
of peaks in a PST histogram is a function of CF. For units with high 
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CF (that is, 299-22 and 306-201, the curves relating number of time- 
locked spikes/click to rate resemble the curves of N1 amplitude versus 
click rate (Peake, Goldstein, and Kiang 1962). 
It would seem that stimulus rate can have more than a single 
correlate at the neural level. The many Merent response char- 
acteristics that change with stimulus rate may each be functionally 
significant for any number of specific behavioral discriminations. 
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Figure 5.21 Spikes/sec versus clicks/sec for a number of units with low CF. 
Unit 
29 1-2 
293-7 
298-20 
309- 18 
The points plotted as 
charge in the absence 
CF Unit CF 
0.860 kc 309-25 1.92 kc 
2.35 kc 309-27 1.88 kc 
3.67 kc 309-3 1 0.39 kc 
1.42 kc 
spontaneous (SPONT) represent the rate of spike dis- 
of clicks. Stimuli: clicks, -50 db. 
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Figure 5.22 Rate of spike plotted against click rate for a number of units 
with high CF. 
Unit CF 
299-22 8.90 kc 
306-20 7.26 kc 
309-32 6.49 kc 
The points plotted as spontaneous (SPONT) represent the rate of spike dis- 
charges in the absence of clicks. The click level for Units 299-22 and 309-32 
was -50 db. The click level for Unit 306-20 was -20 db since Unit 306-20 
did not respond to clicks at - 50 db. 
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activity, lhe atber witb a 
relatively h€gh rate of 
spontaneoosPetivity. 
Both total spike activity 
and time-locked activity 
are shown for each unit. 
For CF and stimulus con- 
ditions see Figure 5.24. 
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Figore 5.24 The number of time-locked spikes/cEck plotted against elirlrs/~ee. 
The number of time-locked spikes were obtained by summing the spikes in the 
peaks of the PST histogram. 
Unit CF Unit CF 
291-2 0.86 kc 309-25 1.92 kc 
299-22 8.90 kc 309-27 1.88 kc 
306-20 7.26 kc 309-3 1 0.39 kc 
6. Response Patterns to Noise and 
Tonal Stimuli 
6.1 Response Patterns to Tone Bursts 
In the preceding chapters we have shown how tonal stimuli were 
used to determine the characteristic frequencies (CF) of units, but 
the time patterns of responses to tones were not described. 
Figure 6.1 shows the typical time patterns of responses to short 
tone bursts for eight units. For units below approximately 5 kc, the 
discharges are time-locked to the individual cycles within the tone 
burst, but this synchrony cannot be seen with the time scale used in 
Figure 6.1. The histograms in Figure 6.1 were obtained by using the 
tone bursts at moderate intensities and slow rates. The envelopes of 
these histograms have certain common features: there is usually a 
sharp peak at the onset with a gradual “adaptation” to a relatively 
stable rate of discharge. This pattern is found for neural responses 
in many other parts of the nervous system and may, at least in part, 
be attributable to the response characteristics of the sensory receptors. 
After the tone burst is turned off, there is a sharp decrease of activity 
followed by a gradual return to the level of spontaneous discharges. 
We have seen this characteristic pattern of response to tone bursts 
even in unit recordings from the peripheral stump after the eighth 
nerve is severed in the internal auditory meatus. (See Appendix B.) 
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Figure 6.1 Response pattern of units to buds  of tom. 
Each histogram represents 2 minutes of data. Zero time of each histogram is 
5 msec before the onset of the electric input to the earphone. Stimuli: tone 
time, approximately 10 bursts/sec. Each burst was turned on at the same 
phase. 
Burst level Unit Burst level Unit 
36 -6Odb 38 -50db 
34 -7Odb 26 -6Odb 
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Figure 6.2 Response patterns of a unit to tone bursts as a function of stimulus 
level. 
Zero time of each histogram is 2.5 msec before the onset of the electric input 
to the earphone. Stimuli: tone bursts, 5.8 kc (the CF of the unit), 250-msec 
duration, 2.5-msec rise-fall time. 
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Thus it is unlikely that the efferent system mentioned in Chapter 3 
would play an important role in producing this pattern. 
The peak at the onset of a burst is less prominent for low stimulus 
levels (Figure 6.2). At higher stimulus levels the transient peak be- 
comes more prominent, as does the transient decrease in baseliie 
activity following the termination of the burst. For primary units the 
time course of increased activity lasts as long as the duration of the 
stimulus. We never saw responses restricted to either the onset or 
termination of the tone bursts that could not be accounted for by the 
spectrum characteristics of the bursts (Sandel and Kiang, 1961 ) ; nor 
did we ever find after-discharges following the bursts. 
6.2 Response Patterns to Noise Bursts 
, The time patterns of responses to bursts of noise are similar to the 
patterns for tone bursts. Figure 6.3 shows the familiar peak at the 
onset becoming more prominent at higher intensities, as does the de- 
crease in baseline activity after the burst is turned off. The pattern 
of responses is typical for all units studied with stimulation by bursts 
of noise. The absence of specific “off responses supports an earlier 
suggestion that the auditory nerve fibers do not discharge syn- 
chronously at the termination of noise bursts (Kiang and Sandel, 
1961). 
63 Effects of Changing Bmst Parameters 
The patterns of responses to tone and noise bursts change sys- 
tematically as burst rate and burst duration are varied. Figure 6.4 
shows that the peak at the onset becomes less prominent as bursts of 
constant duration are presented at higher rates. The interval histograms 
show two peaks-one peak correspcnding to the short intervals 
between responses in each burst and the second peak at longer inter- 
vals corresponding to the interburst time. As the burst rate increases, 
the latter peak moves toward the former until they overlap. Similar 
changes are seen as burst duration is increased while burst rate is 
held constant (Figure 6.5).  As burst duration increases, the two 
peaks in the interval histogram overlap and the peak at the onset 
becomes less prominent in the PST histograms. 
The changes in time patterns of responses to tone and noise bursts 
as functions of intensity, burst rate, and burst duration might be at 
least qualitatively explainable in terms of the adaptive properties of 
the peripheral auditory system. The onsets of the burst become less 
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Figure 6.3 Response pattern of a unit to bursts of noise as a function of 
stimulus level. 
CF: 4.49 kc. Stimuli: noise bursts, 50-msec duration, 2.5-msec rise-fall time, 
10 burstshec. Reference level for noise bursts: 70.7 V rms into condenser 
earphone. Each histogram represents 1 minute of data except at -30 db when 
only 30 seconds of data were obtained. Zero time of each histogram is 2.5 
msec before the onset of the electric input to the earphone. 
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effective in eliciting responses as the stimulus conditions approach low- 
level continuous stimulation; that is, when the burst level is low, the 
burst rate is high and the burst duration is long. Similar conclusions 
were reached in a study of the gross neural responses that were re- 
corded near the round window (Peake, Kiang, and Goldstein, 1962). 
6.4 Adaptation 
In order to assess the effects of adaptation, we made measurements 
on discharge rates before, during, and after the presentation of single, 
long, tone bursts. From Figure 6.1, it appears that the level of activity 
reaches a plateau 30 msec after the burst onsets for lO/sec bursts of 
50-msec duration at moderate stimulus levels. For single, long, tone 
bursts, however, changes in discharge rate may occur even after many 
minutes of stimulation. Figures 6.6 and 6.7 show the effects of 
stimulating with a very long tone burst on two units, one with low CF 
and the other with high CF. The scatter of points is considerable: 
there may even be slow regular fluctuations in rate. After 13 minutes 
of stimulation the activity has reached a steady level which is still 
significantly higher than the rate of spontaneous activity. We have 
not found adaptation to responses to levels at or below spontaneous 
rates. After the tone burst is turned off, there is a period of depressed 
activity with a slow return to the spontaneous level. The time course of 
the adaptation of unit discharges is comparable with the time course 
of loudness adaptation in normal human subjects (Hood, 1950; Egan, 
1955). 
It is sobering to recognize that long-term effects of stimulation may 
have had important effects on the quantitative measurements attempted 
in these studies. The order in which stimuli were presented and the 
insertion of silent periods may significantly alter rates of discharge. 
In general, the present data are derived from experiments in which 
the orders of stimulus presentations were from low to high stimulus 
levels, low to high rates, and from short to long duration. There 
were no significant intervening periods of silence between runs except 
where specifically noted. We hoped that by using such standard pro- 
cedures the biasing effects would at least be systematic. We usually 
measured spontaneous activity at the start of each series of recordings 
and occasionally remeasured at later intervals. After contact with each 
unit was lost, many minutes usually elapsed; the standard click stim- 
ulation was maintained in searching for the next unit. Whenever 
possible, we avoided high-intensity stimulation except toward the end 
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Figure 6.6 Changes in the rate of discbarge of a onit with low CF (1.8 kc) 
when a tone burst of 13 minutes' durafion is presented. 
The data were divided into successive 1-second samples. Counts were made of 
every other 1-second sample. Stimulus: tone burst, 2.5-msec rise-fall time, 
-50 db. The shaded horizontal bar represents the duration of the tone burst. 
- I m- 
Figure 6.7 Changes in the rate of discharge of a unit with nigh CF (8.9 kc) 
when a tone burst of 13 minutes' duration is presented. 
The data were divided into successive 1-second samples. Counts were made of 
every other 1-second sample. Stimulus: toneburst, 2.5-msec rise-fall time, - 70 
db. The shaded horizontal bar represents the duration of the tone burst. 
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of an experiment. In spite of our experimental precautions, we rec- 
ommend a judicious attitude toward the quantitative results in this 
monograph wherever effects of adaptation may enter. 
We can examine with greater time resolution the pattern of unit 
activity when continuous tones are presented. The unit in Figure 6.8 
has a CF of 9.8 kc. Such a CF is too high for spikes to be time-locked 
to individual cycles of the stimulus; hence, the PST histograms are 
all flat and are not shown. The interval histograms for different stim- 
ulus levels are remarkably similar in shape, having a sharp rise fol- 
lowed by an exponential decay. As we shall see later in Figure 6.10, 
the discharge rate of this unit, taken for one-minute runs, rises to a 
maximum for tones at -80 db and falls with further increases in 
stimulus level. To check whether the decrease in discharge rate with 
increasing stimulus levels might be attributable to adaptation through- 
out the series of runs, each one-minute sample was divided into one- 
second samples. It was found that the rate of discharge was fairly 
constant throughout each one-minute sample. Thus adaptation may 
not be a sufficient explanation for the fall in intensity function at 
high stimulus levels. 
6.5 Responses Time-Locked to Individual Cycles of Low-Frequency 
Tones 
For units with low CF  (below 4 to 5 kc), the discharges are time- 
locked to the individual cycles of a low-frequency tone (Figure 6.9). 
Note that there is only one peak in the PST histogram for each cycle. 
This is not always true for all units, particularly when the stimulus 
is presented at the higher levels. The interval histograms again show a 
fairly constant shape throughout the intensity series. 
For units with high CF, there are discharges time-locked to indi- 
vidual cycles of a low-frequency tone only at high stimulus levels. 
6.6 Intensity Fondions for Tones at the CF 
Figure 6.10 plots intensity functions for a number of units. Almost 
all of these units have a maximum rate of steady discharge that is 
reached within 20 to 50 db of threshold. For some units this maxi- 
mum occurs at rather low stimulus levels. The range of stimulus level 
over which discharge rate changes is much smaller than either the 
range over which loudness judgments can be made psychophysically 
or the range over which microphonic potentials measured at the round 
window increase in amplitude (Stevens and Davis, 1938; Wever and 
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Figure 6.8 
continuous tone at 9.8 kc (CF) is changed in 10-db increments. 
Interval histograms of discharges from a unit as the level of a 
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Figure 6.9 PST a d  interval histograms of discharges horn a unit as the level 
of a continuous tone is changed. 
The PST histograms were computed by triggering from stimulus markers at 
the positive zero crossing of the electric input to the earphone. Since the fre- 
quency of tone was 1 . 1  kc (CF), the PST histograms stop at 0.91 rnsec. 
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Figure 6.10 Rate of discharge plotted against level of continuous tone at the 
CF for 12 units. 
The CF of the units are given in parentheses after the unit numbers. The 
dotted lines serve only to indicate the spontaneous rate of discharge (black 
triangles) that goes with each curve. 
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Figure 6.11 The rate of spontaneous clisceargt plotted against the maximum 
rate of discharge elicited by tones at the CF. 
The maximum rate of discharge was determined from the peak of the in- 
tensity function for each unit. 
Lawrence, 1954). Clearly, the rate of discharge in a single unit is not 
sufficient to specify the level of a stimulus. The comparison of these 
curves with the intensity functions for clicks (Figures 5.5 and 5.6) 
shows that the departure from monotonicity may also be a function 
of the duration of the stimulus. 
Examination of Figure 6.10 seems to indicate a rough correlation 
between the spontawous rate of activity and the maximum rate of 
discharge in response to continuous tones. This relationship is s u p  
ported somewhat by Figure 6.1 1. Most units with high rates of spon- 
taneous activity also have a high maximum rate of steady discharge 
under continuous stimulation. 
Significantly, the maximum rate of steady discharge for any unit 
under continuous stimulation remains well below 200/sec although it 
is, of course, possible to reach higher rates for very short times, such 
as during the onset of an intense tone burst. We find that there is good 
agreement between these results and earlier results in studies on 
single units of other parts of the nervous system as summarized by 
Wever (1949). 
7. Tuning Curves 
7.1 The Determination of Tuning C w e s  
Although we have thus far emphasized time patterns of responses, 
most auditory physiologists have been especially concerned with 
response areas and tuning curves as obtained by the use of tonal 
stimuli. In this study response areas and tuning curves were deter- 
mined for several hundred primary units. These determinations of 
response areas were always incomplete because measurements were 
not usually attempted for high stimulus levels that might have re- 
sulted in sustained injury to the cochlea. No “holes” were ever found 
in response areas because all tones with parameters within the tuning 
curves elicited spike responses. 
In determining tuning curves, we found it necessary to define a 
“pragmatic threshold,” that is, a stimulus condition for which the 
unit’s behavior changes in a manner that is either visually or auditorily 
clearly detectable. When a trained investigator repeatedly determines 
tuning curves for the same unit, there is great consistency in the sense 
that for any given frequency the pragmatic threshold falls within 5 to 
10 db. Using PST histograms, the levels at which a response is de- 
tectable are consistently lower. The difference ranges from 5 to 20 db 
depending upon the unit’s CF and rate of spontaneous discharges. In 
most of the “threshold” determinations in this monograph, we also 
used a counter to monitor the rate of spike discharges. Our visual 
criteria corresponded, roughly, to a 10 to 20 per cent increase in dis- 
charge rate over the rate of spontaneous discharge for tone-burst 
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Figure 7.1 Tuning e w e s  for 3 units taken Bsing both tone bmsts aml con- 
tirmons toms. 
The frequency scale is logarithmic. Stimuli: tone bursts, 50-msec duration, 
2.5-msec rise-fall time, 10 bursts/sec. Units 31 and 35 were run with tone 
bursts first, then continuous tone. For Unit 7, the reverse procedure was 
followed. 
stimulation, as defined in the caption for Figure 7.1. Since threshold 
determinations are affected by adaptation phenomena, we tried to 
avoid high stimulus levels in order to minimize whatever adaptation 
phenomena were present. 
Figure 7.1 shows that tuning curves obtained using tone bursts are 
the same as those obtained using continuous tones. If the onset times 
of the bursts become very short, there is, of course, spread of energy 
to other frequencies (Sandel and Kiang, 1961). This spectral 
broadening would result in broader tuning curves.* 
It has been suggested that the manner of obtaining threshold points 
can inhence the shape of tuning curves (Tasaki, 1960), but Figure 
7.2 shows that this is not a significant factor in our study. Figures 
7.3, 7.4, and 7.5 show sample tuning curves from a number of ani- 
mals. The use of a logarithmic scale for frequency tends to make the 
curves look sharper at the high frequencies. There has been much 
* It is also important to keep the electronic switching artifacts of the bursts 
at levels that are low relative to the threshold of the unit. 
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Figure 7.2 Tuning curves of 6 units taken by 2 different methods. 
Method I was the standard method used throughout the rest of the study 
in which a level is set and frequency of the tone bursts is changed until the 
unit responds or fails to respond. The limits of the range of frequencies to 
which the unit is responsive are indicated by open dots at each level. In 
Method 11, the frequency is set and the level is increased until a response is 
obtained. 
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Figure 7.3 
The points near the tip of the tuning curves were taken with special care. Only 
the last few units could be run at high stimulus levels since intense stimuli 
tended to have long-lasting effects on the thresholds of subsequently obtained 
units. 
Sample tuning curves taken by Method I from a single cat. 
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Figure 7.4 Sample tuning curves taken by Metbod I from a single cat. 
See Figure 7.3 
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Figure 7.5 
CF than was shown in Figures 73 and 7.4. 
Tuning curves from 2 cats combined to show a wider range of 
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discussion concerning the “sharpness” of tuning curves plotted, on 
various scales. On a linear scale of frequency, units with low CF 
would appear to be sharply tuned and units with high CF would 
appear to be rather broadly tuned. It seems difficult to make a clear 
distinction between symmetric and asymmetric tuning curves on plots 
using either scale (Katsuki, 1961 ) . 
The shapes of tuning curves have great significance for concepts 
of cochlear mechanisms. It is sometimes said that while high tones 
stimulate only limited regions of the basal turn of the cochlea, low 
tones stimulate the entire cochlea. This formulation appears to hold 
for primary neurons only at high stimulus levels. At the end of an 
experiment when it is possible to use high stimulus levels without 
concern for later results, we find that tuning curves are very broad 
on the low-frequency side (Figures 7.3 and 7.4). We do not have 
adequate information to determine the significance of this broadening 
of tuning curves. At these stimulus levels nonlinear factors, such as 
mechanical distortion and aural harmonics, (Stevens and Newman, 
1936) may become important. 
7.2 Sharpness of Tuning Curves 
An objective measure of sharpness of tuning used by engineers 
is the quantity “Q” defined as center frequency/bandwidth at 3 
db above threshold. A somewhat similar measure may 
here. A “Q” for tuning curves may, for convenience, be 
be useful 
defined as 
CF 
bandwidth at 10 db re threshold 
“Q” = 
If such “Q” are plotted versus CF for a number of units, an inter- 
esting relationship is found (Figure 7.6): the scatter of points is 
great, but it appears that the “Q” values differ little for units with CF 
below approximately 2 kc. Units with CF higher than 2 kc have “Q” 
whose values may increase as CF is higher. BCkCsy’s observations, on 
the other hand, show that the mechanical tuning at various locations 
along the basilar membrane is approximately constant ( 1960) ; how- 
ever, BCktsy’s measurements were limited to the portion of the 
basilar membrane that is most sensitive to frequencies below 2 kc, 
and no information is available on the mechanical tuning of the basilar 
membrane in the basal turn. 
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F m  7.6 Sharpness of tu&g, “Q”, of primary lleihp ps a fmction of CF. 
Each point represents one unit, and the total graph represents data from 4 
m e r e n t  cats in which the experimental conditions were kept as comparable 
as possible. Tuning curves were obtained as in Figure 7.3. Here “ Q  is defined 
as CF/bandwidth of the tuning curve at a level of 10 db above the threshold 
at CF. Usually Q is d e h e d  as center frequencyhandwidth at 3 db re 
threshold, but this delinition is not practical for the present measurements. 
The lowest point on a tuning m e  shows the unit’s threshold at 
the CF. Thresholds for difierent units vary greatly (Appendix A), 
and the variation seems to bear no obvious relationship to the sharp- 
ness of the tuning curves (Figure 7.7). However, it may not be proper 
to compare threshold values for units at d ~ e r e n t  CFs since the 
maximum sensitivity of units varies considerably with CF. 
Figure 7.8 shows threshold values at CF for many units. The gen- 
eral shape of the curve formed by points representing the most 
sensitive units resembles markedly the audiograms obtained by be- 
havioral techniques (Neff and Hind, 1955; Elliot, Stein, and Harrison, 
1960; Miller, Watson, and Covell, 1963). Undoubtedly, the increase 
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Figure 7.7 “Q” as a function of threshold at CF. 
in thresholds at high frequencies is at least partially attributable to the 
response characteristics of the middle ear and the output character- 
istics of the earphone. The increase of thresholds at low frequencies 
and the lack of units with low thresholds having CF between 2 and 
5 kc are more difficult to explain. The behavioral audiogram also 
shows an increase in threshold at low frequencies and a rise around 
4 kc. Since the points in Figure 7.8 represent single units, the explana- 
tions of these particular features in the audiogram need not be based 
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Fignre 7.8 A composite graph showing the thrcsbokls at CF for a number 
of units from 12 cats. 
It is possible to convert the levels to sound-pressure levels at the eardrum by 
using Figure 2.3. 
on density of innervation (Schuknecht, 1960; Finck and Berlin, 1965). 
Both the earphone and the middle ear are essentially “flat” (below 
2 kc). The “notch” between 2 and 5 kc may be, in part, due to the 
acoustic characteristics of the middleear and bulla cavities (Mflller) . 
In a number of experiments in this laboratory a similar, although 
sharper, notch (which is seen in plots of amplitude versus frequency 
for cochlear microphonics) disappears if the small hole connecting 
the middle-ear and bulla cavities is sealed with bone wax. A com- 
plete explanation of the shape of the behavioral audiogram in terms 
of physiological mechanisms is still lacking (Wever, 1949). 
We have pooled data from many animals to obtain Figure 7.8 
(Appendix A). These animals were selected so that their thresholds 
for click responses recorded at the round window were within 5 db 
of one another. The wide variation in thresholds for units with the 
same CF is not explained by the pooling of data from different cats 
since results from individual animals show almost as great a spread 
of points. Variations in the resonant frequencies of the acoustic sys- 
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tem from cat to cat may contribute to the spread of points at fre- 
quencies above 10 kc but are negligible at lower frequencies. 
Thresholds are stable for individual units unless high stimulus levels 
are used, in which case the threshold may be increased by as much as 
20 db for many minutes. Apparently, units that have the same CF 
may have grossly different thresholds. 
When thresholds for response to clicks are plotted against CF 
(Figure 7.9), the distribution of points (at least for points below 
10 kc) is very similar to that in Figure 7.8. The differences between 
Figures 7.8 and 7.9 are explainable in terms of the click spectrum; 
there is less energy at the higher frequencies. The similarities of the 
two plots suggest that primary units behave as if they are preceded by 
narrow band filters so that each unit is influenced by a particular range 
of frequency components. 
Although the tuning curves have been defined in terms of an in- 
crease in discharge rate above the spontaneous level, decreases in 
discharge rate must also be considered responses. However, in no 
instance has a tone burst alone resulted in a decrease in discharge rate 
either at the onset of a burst or throughout duration of a burst. In this 
sense tone bursts have not been shown to decrease baseline activity. 
, 
8. Spontaneous Activity 
8.1 Definition of !$poutaneons Activity 
As indicated in the foregoing chapters, auditory nerve fibers ex- 
hibit spontaneous discharges as well as responses to sound. We 
cannot define spontaneous activity as activity in the absence of 
sound since it is virtually impossible to eliminate completely all ex- 
traneous acoustic stimuli. The normal threshold of hearing is so low 
that even Brownian motion of the air may be detectable. For this 
reason we define spontaneous activity as activity in the absence of 
sound controlled by the experimenter. 
In addition to the Brownian motion of the air molecules, there is the 
‘‘noi~e’’ produced by molecular motion in the biological structures of 
the middle and inner ear (Sivian and White, 1933; de Vries, 1952). 
In d e  present study ambient airborne noise was minimized by con- 
ducting all experiments in a soundproof chamber with a closed acoustic 
system from tympanic earphone to membrane. Unfortunately, it is not 
feasible to eliminate sounds that are generated by the animal, such as 
those produced by breathing or heartbeats.* 
* After the cochlea is destroyed in acute experiments by a blunt probe, spon- 
taneous discharges are not found although brief bursts of spikes may appear 
as the micropipette is moved within the nerve. 
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8.2 Rates of Spontaneous Activity 
All units examined displayed some spontaneous activity. lhe  rate 
of spontaneous discharge for a particular unit was stable unless high 
stimulus levels had been used previously. The rates for different 
units varied from less than 6 spikes/min to approximately 100 
spikes/sec. Figure 8.1 shows spontaneous discharges from three 
units in the same cat; the CF for the three units differ little, suggest- 
ing that something more than ambient acoustic noise is necessary to 
account for the differences in rates of spontaneous discharges for 
different units. 
-. 
SPONTANEOUS ACTIVITY 
UNIT 
1 .  
I 
299 -27 
I I 
299-19 ' I  ' 
299-25 I """"Ild 
c 
100 MSEC 
Figure 8.1 
The 3 units were selected because their tuning curves were nearly identical. 
The CF for the units were 10.06 kc, 11.6 kc, and 10.95 kc respectively; the rates 
of spontaneous discharges for the 3 units were 4.3, 38.3, and 72.0 spikeshec, 
respectively. Less than an hour elapsed between the recording from Unit 299-25 
and that from Unit 299-27. 
Spike trains of activity in 3 units from the same animal. 
Figure 8.2 demonstrates that the rate of spontaneous discharges is 
indeed independent of CF, while Figure 8.3 suggests that it is possible 
to obtain adjacent units with very different rates of spontaneous dis- 
charges in a single electrode track. Furthermore, our data show no 
systematic trends in rates with time and indicate that no long-term 
physiological variables, such as surgical shock or depth of anesthesia, 
can account for the different rates of spontaneous discharges. 
8.3 Time Patterns of Spontaneous Activity 
Examination of the spike trains in Figure 8.1 shows that the dis- 
charges appear to be irregular in time pattern. Quantitative methods 
for studying the time patterns have been described previously in studies 
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Fgnre 8.2 Rate of spontnneoos discbarges from 185 units in 29 cats plotted 
against their CF. 
of single units in the cochlear nucleus (Rodieck, Kiang, and Gerstein, 
1962). These methods dealt primarily with interspike-interval histo- 
grams and made it possible to show that at least four a e r e n t  time 
patterns of spontaneous activity can be found in the cochlear nucleus. 
The interspike-interval histograms of the spontaneous activity of the 
three units in Figure 8.1 are shown in Figure 8.4. For comparison, 
the histograms have been plotted on the same scale even though the 
responses for Unit 299-27 are too few in number to reveal the details 
of the shape of its histogram for this scale. The shapes of such 
histograms for primary units all have certain common features: the 
histograms rise quickly to a peak, usually before 10 msec, followed by 
a decay that appears to be exponential. Longer samples of data for 
three different units, with high, medium, and low rate of spontaneous 
discharge, have been plotted on semilogarithmic scales in Figures 
8.5, 8.6, and 8.7, respectively. Except when the scatter of points is 
too great because of insufficient numbers of responses, the decays from 
the modal values are reasonably well fitted by straight lines and may, 
to a first approximation, be considered exponential. The joint-interval 
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Figure 8.4 Interval histograms of the spontaneoos activity for the 3 units 
shown in Figure 8.1. 
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Figure 8.5 Interval histogram of a unit with a high rate of spontaneous 
discharges plotted on a semilogarithmic scale. 
The rate of spontaneous discharges was 76 spikes/sec. Approximately 11 
minutes of data are represented. CF: 7.3 kc. 
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Figure 8.6 Interval btogram 
of a unit with a medium rate of 
spontpwotls discbargcs plotted 
on a semihgarithmic A. 
The rate of spontaneous dis- 
charges was 45.5 spikes/sec. 
Three minutes of data are rep- 
resented. CF: 0.58 kc. 
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Figure 8.7 Interval his- 
togram of a unit with low 
rate of spontaneous dis- 
charges plotted on a semi- 
logarithmic scale. 
The rate of spontaneous 
discharges was 1.9 spikes/ 
sec. 7.9 minutes of data 
are represented. CF: 26 
kc. 
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Figure 8.8 Upper plot: a joint-interval histogram for the spontaneous ac- 
tivity of an auditory nerve fiber. 
The interval histogram for the spontaneous activity of this unit is shown in 
Figure 8 .5 .  The abscissa represents the duration of TI, the first of each pair 
of successive intervals, the ordinate represents duration of T?, the second of 
each pair of intervals. The number of interval pairs which occur with (TI, 
72)  values is represented by the intensity of the spot at coordinates (TI, TZ). 
Lower plot: the means of each row and column of the joint-interval histogram 
immediately above. 
Row means (crosses) are plotted against columns; column means (dots) are 
plotted against rows. The vertical and horizontal straight lines are present only 
for purposes of comparison. 
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SPO)lmWEOUSRATEMISRKES/SEC 
Figure 8.10 Histogram of rates of spontaoeous discSnrges. 
206 units from 29 cats are represented. The bin width is 2.5 spikeshec. 
0 
SPOKTANEWS RATE IN SPIKES/S€C 
Figure 8.11 
(See Figure 7.6.) 
“Q” for 84 units plotted against rate of spontaneous discharges. 
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histogram for Unit 275-35 shown in Figure 8.8 is typical for pri- 
mary units.* The joint-interval histogram and the means of columns 
a d  :GW in thc joint-inie~vvai histogram can give some indication of 
the degree to which successive intervals are independent. 
In comparing the statistical properties of spontaneous activity with 
those of a Poisson process, we find some similarities and one im- 
portant difference. In a Poisson process successive intervals are inde- 
pendent. Figure 8.8 suggests that it may be reasonable to regard the 
intervals between spikes as being independent. The interval distribu- 
tion of a Poisson process is a decaying exponential function where the 
time constant of the decay is determined by the rate of the process. 
The interval histogram of spontaneous activity has a roughly ex- 
ponential decay from its mode. However, if the spontaneous activity 
were generated by a Poisson process, one would expect a greater 
number of short intervals than are found in the histograms. This 
difference represents a brief reduction in the probability of firing 
following each discharge. This reduction is not present in a Poisson 
process and is presumably a consequence of the refractory properties 
of the units. 
Figure 8.9 shows that the modes for the interval histograms nearly 
all fall within 4 and 7 msec regardless of the rate of discharges. This 
fact suggests that beyond a certain time after each discharge we may 
consider the unit to be “recovered.” 
SPONTANEOUS RATE IN SPIKES / SEC 
Figure 8.9 The mode of the interval histograms of spontaneous activity 
plotted against rate of spontaneous discharges for 227 auditory nerve fibers. 
Each histogram is based on at least I minute of data. For units with low rates 
of spontaneous discharges only long runs of data are meaningful. 
8.4 Distribution of Rates of Spontaneous Activity among Units 
Do the rates of spontaneous discharge form a normal distribution? 
Figure 8.10 shows that they do not; rather, they seem to be grouped 
around certain preferred rates. Despite the ever-present possibility of 
biased sampling of units, there is clearly a large group of units with 
* The details of the computation have been discussed by Rodieck, Kiang, and 
Gerstein. 1962. 
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less than 5 spikes/sec. A similar group of units with low rates of 
spontaneous discharges has been found in the monkey (Nomoto, 
Suga, and Katsuki, 1964). The dips at 50 and 65 spikes/sec suggest 
that there may be other groupings. The appearance of discrete peaks 
cannot be explained by the pooling of data from many animals where 
all units from one animal show low rates of spontaneous discharges 
and all units from another show high rates. The discrete groupings 
are discernible even in individual animals (Figure 8.3 ) . What can be 
the significance of the groupings in Figure 8.10? They cannot be re- 
lated to the longitudinal location along the cochlear partition that is 
innervated by the fibers (Figure 8.2). They do not appear to be re- 
lated to the longitudinal extent of the innervated region (Figure 8.1 1 ). 
One of the recurring speculations concerning cochlear functions 
has been that the inner hair cells may be less sensitive than the outer 
hair cells (Stevens and Davis, 1938). Almost any characteristic of 
units which cannot be related to locus of innervation longitudinally 
along the cochlear partition is a candidate for differentiating units in- 
nervating inner and outer hair cells. Apparently there are large differ- 
ences in threshold among primary units; units having the same CF 
may have thresholds that differ by as much as 60 db. Figure 8.12 
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Figure 8.12 The threshold of 205 units from a large number of cats plotted 
The units that have low rates of spontaneous discharges are shown with solid 
triangles; units with higher rates of spontaneous discharges are shown with 
open circles. The data for this plot are found in Table 10.1. 
ngainst a. 
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shows that there is some tendency for units with low rates of spon- 
taneous activity to have higher t!xe&d& other units with 
comparable CF. (The data for this figure may be found in Appendix 
A.) Perhaps better measurements and more explicit criteria of 
thresholds will demonstrate a clearer connection between spontaneous 
activity and thresholds. It may even be that the groupings of Figure 
8.10 relate to the one row of inner hair cells and the three rows of 
outer hair cells in the cochlea; but the present data are too tenuous to 
support so specific a hypothesis. 
9. Responses to Combinations of 
“Simple” Acoustic Stimuli 
The preceding chapters demonstrate that responses of primary units 
to “simple” stimuli are to some extent predictable if certain measures 
of response characteristics, such as CF, threshold at CF, and rate of 
spontaneous activity, are known. It is important to determine whether 
responses to combinations of simple stimuli are predictable by com- 
bining the response patterns to the individual stimuli. 
9.1 Responses to Click d Tone Bnrsts m tlw Presence of Back- 
ground Noise 
One of the most familiar psychophysical phenomena that involve 
combinations of stimuli is masking. Masking has been defined as “ . . . 
the number of decibels by which a listener’s threshold of audibility 
for a given tone is raised by the presence of another sound” (Stevens 
and Davis, 1938). It has long been known that the addition of broad- 
band noise will reduce or abolish the amplitude of the neural potentials 
recorded at the round window (Stevens and Davis, 1938; Rosenblith, 
1950; Davis, 1957). This reduction of neural potentials is presumably 
a physiological correlate of the masking phenomenon and has been 
attributed to a “line-busy’’ effect (Davis and Derbyshire, 1935; 
Stevens and Davis, 1938; Goldstein and Kiang, 1958). According to 
this conception the noise activates some of the nerve fibers so that 
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the click encounters many fibers that are in a refractory state and 
unable to respond. 
The effect of a continuous broadband noise on the click response 
of an auditory nerve fiber is shown in Figure 9.1. The interval histo- 
gram of the activity under the “no-noise” condition shows a peak at 
1.5 msec. This peak corresponds to the characteristic period of the 
unit ( l /CF of the unit = 1.4 msec). As the level of the noise is 
increased, the interval histogram approaches that of spontaneous 
activity of a unit with a high rate of spontaneous discharge. At -40 
db of noise the peak at 1.5 msec is not distinguishable as a separate 
peak. The rate of discharges increases from 47.6 spikeshec under 
the no-noise condition to 82.0 spikeshec under the -40-db noise 
condition. 
The PST histograms in Figure 9.1 show more clearly the effect of 
the noise on the multiple peaks of the click response pattern. The 
latencies of the peaks do not change as the level of the noise is in- 
creased, and there is an absence of activity between the peaks even 
though the baseline activity is raised considerably. As noise level is 
increased, the baseline activity does not rise to overshadow the click 
response in the PST histogram; instead, the peaks representing the 
responses are clearly reduced as the baseline activity increases. The 
effect of increasing the level of noise may be compared to the effect 
of decreasing click level (Chapter 5 ) . 
Figure 9.2 shows that, as the noise level is increased, the height 
of the first peak in the PST histogram falls more rapidly than that of 
the second peak. At -50 db, the first two peaks are nearly equal in 
height. At the -40-db level of noise the two peaks become more 
difficult to distinguish from baseline activity. 
The effect of continuous broadband noise on responses to tone 
bursts is shown in Figure 9.3 for a unit with low CF and in Figure 
9.4 for a unit with a higher CF. The onset peak of the tone response 
in the PST histogram seems to be most sensitive to the masking noise; 
thus, at the higher levels of noise, the response patterns to tone bursts 
appear almost as a plateau in the PST histogram. In Chapter 7, it 
was shown that under certain stimulus conditions the onset peak-in 
~ 
Figure 9.1 
Responses to clicks are shown as a function of noise level. PST and interval 
histograms of the same samples of data are shown. The threshold of the unit 
to clicks was -68 db by visual determination. CF: 0.7 kc. The initial peak 
in the interval histograms corresponds to the intervals between multiple re- 
sponses. Note especially the changes in vertical scale. Stimuli: lO/sec clicks, 
-50  db re 100 V into condenser earphone; noise reference level: 70.7 V rms 
into condenser earphone. 
Masking responses to clicks by broadband noise. 
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of Figure 9.2 plotted against the level of background noise. 
The modal value of the first 2 peaks in the PST histogram 
the PST histogram could be selectively depressed. The presence of 
masking noise appears to be yet another of these conditions. 
In Figure 9.3, the rate of discharge was 63.2 spikes/sec under the 
no-noise condition and 58.6 spikes/sec when the highest level of noise 
was present. In Figure 9.4, the rate of discharge was 11 1.7 spikedsec 
under the no-noise condition and 79.3 spikes/sec when the highest 
level of noise was present. Thus the rate of discharges when tone 
bursts and noise are presented together seems to be lower than that 
when tone bursts are presented alone. This phenomenon is seen for 
units with both high and low CF, for units with both high and low 
rates of spontaneous activity, and for units with both high and low 
thresholds. 
With a simple line-busy explanation one might have expected the 
over-all rate of discharge to increase after adding noise to the tone 
bursts. Since rather opposite results are obtained, other explanations 
should be considered. In Chapter 5, it was suggested that movement 
of the cochlear partition in one direction resulted in increased activity 
but movement in the opposite direction resulted in decreased activity 
in auditory nerve fibers. It may be that a similar mechanism is at 
work to reduce the response to tone bursts when noise is presented. 
The effects of adaptation should also be considered. 
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Figme 9.3 Masking of responses to tone bursts by broadbad noise. Each 
The total number of spikes processed for each histogram was 3791 for no 
noise, 3651 for -90 db, 3657 for -70 db, 3727 for -50 db, and 3515 for 
-30 db. Zero time of each histogram is 5 msec before the onset of the elec- 
tric input to the earphone. Stimuli: tone bursts, 2.0 kc (CF), 50-msec dura- 
tion, 5-msec rise-fall time; 10 bursts/sec, -60 db re 5 V P-P into dynamic 
earphone. 
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Figure 9.4 Masking of responses to tone bursts by broadband noise. 
Each histogram represents 1 minute of data. The total number of spikes 
processed for each histogram was 6691 for no noise, 6001 for -85 db, 5WT 
for - 7 5  db, 5732 for -65 db, and 4760 for - 5 5  db. Zero time of each 
histogram is 5 msec before the onset of the electric input to  the earphone. 
Stimuli: tone bursts, 6.3 kc ( C F ) ,  50-msec duration, 5-msec rise-fall time, 
10 burstshec, -70 db re 5 V P-P into dynamic earphone. 
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The presence of background noise also affects the tuning curves 
obfained by using tone bursts (Figure 9.5). The introduction of 
masking noise raises the detectable threshold at every frequency but 
does not appear to shift the CF. At the stimulus levels used in Figure 
9.5, an increase in the level of noise by 20 db increased the threshold 
at CF by approximately 12 db; the increase in threshold at other fre- 
quencies is less. The question of whether these particular numbers 
are significant will probably have to await more reliable measures of 
threshold. 
- 
- 
9.2 Responses to Two Tones That Beat 
Another psychophysical phenomenon involving mixtures of simple 
acoustic stimuli is the perception of beats. When two tones close in 
frequency are presented together, they beat at a rate that is equal to 
the difference in the frequencies. The beating is a result of regular 
UNIT 309 - 9 
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Fignre 9 5  The effect of broadband continuous wise on the tuning m e .  
Tuning curves were taken under normal conditions and also in the presence 
of broadband noise at 2 different levels. The frequency scale is linear. Similar 
results are obtained for units with high CF. 
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addition and cancellation of the two tones. The unit in Figure 9.6 
responds to both 1.532-kc and 1.527-kc tones presented singly’ by 
exhibiting irregular discharges. When both tones are presented to- 
gether, Figure 9.6 shows that the unit responds by discharging in 
bursts that are synchronous with the beat frequency. 
I 
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Figure 9.6 Spike trains of a unit in response to a mixture of 2 tones that 
beat at 5 cycles/sec. 
The unit responds to each tone by discharging irregularly but in bursts occur- 
ring at S/sec (the beat frequency). The rate of spontaneous discharges was 
14.6 spikeshec. CF: 1.4 kc; level of tones: -50 db. 
9.3 Responses with Complex Two-Stimulus Effects 
The foregoing results of experiments, using masking noise and 
combinations of tones that beat, support the view that response pat- 
terns to combinations of stimuli are not obtained by simply summing 
responses to the component stimuli. Even more striking support is 
found in the following experiments involving the use of two stimuli. 
Figure 9.7 shows a unit with high CF, clearly identifiable as an 
auditory nerve fiber by the short latency of its responses to clicks. 
This unit displays considerable spontaneous activity ( 100 spikes/sec) , 
and a continuous tone at the CF increases the unit’s rate of discharge. 
The unit responds to a tone burst that is 2.5 kc higher than its CF; 
this response has a time pattern that resembles those described in 
Chapter 7 for tone bursts at the CF. Thus the frequency and intensity 
of the tone bursts fall clearly within the tuning curve of this unit. The 
addition of the tone bursts to a background of a continuous tone at 
the CF results in a reduction of the unit’s discharge rate to a level 
that is even below its rate of spontaneous discharge, and the latency 
of the reduction is precisely that of the response to tone bursts alone. 
There is an initial transient dip in the histogram, followed by a 
gradual increase to a plateau that is still lower than the level of 
spontaneous discharges. The envelope of the reduction is very nearly 
the inverse of the response pattern to the tone burst alone. When the 
8 
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Fignre 9.7 Response patterns of a unit with high CF to a combination of 
The top histogram shows the level of spontaneous activity (100 spikeshec). 
The second histogram shows that activity is increased in the presence of a 
continuous tone at the CF of the unit. The third histogram shows the response 
pattern of the unit to 21-kc tone bursts. The fourth histogram shows the results 
of combining the continuous tone and tone-burst stimuli. The bottom histogram 
is a control run of spontaneous activity. The zero time of these histograms 
is 2.5 msec before the onset of the electric input to the earphone. Stimuli: 
tone bursts, SO-msec duration, 2.5-msec rise-fall time, 10 burstshec, - 15 db. 
Continuous tone level: - 5 5  db. Since the tone-burst rate was lO/sec, the histo- 
grams on the left end at 100 msec. The single histogram on the right shows 
the latency of the click response. Stimuli: clicks, lO/sec, -50 db. 
tone bmst and background contimoms twe. 
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Figure 9.8 Response patterns of a unit with high CF to tone bursts at a fre- 
quency just within the tuning curve and to these same tone bursts in combina- 
tion with a continuous tone at the CF. 
Rate of spontaneous discharges: 85.4 spikes/sec. Zero time of the histograms 
i s  2.5 nisec before the onset of the electric input to the earphone. Stimuli: tone 
bursts, 50-msec duration, 2.5-msec rise-fall time, 10 bursts/sec, - 15 db; con- 
tinuous-tone level: -45 db. 
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tone burst is turned off, there is a large transient increase in discharge 
rate' and a relatively quick return to the baseline level. 
The reduction of activity occurs for tone bursts of frequencies both 
above and below the CF  (Figures 9.8 and 9.9). It occurs not only 
for units with high CF but also for units with low C F  (Figure 9-10). 
The reduction also occurs if the continuous tone is replaced by con- 
tinuous broadband noise. In performing these experiments and in 
obtaining tuning curves, no instance was observed in which the level 
of spontaneous discharges could be reduced by presenting tone 
bursts alone. 
The detailed elucidation of the mechanism by which addition of a 
tone burst reduces the level of discharges in the presence of a con- 
tinuous tone must await a systematic examination of variables that 
affect this phenomenon. It seems unlikely that the efferent system is 
involved in this phenomenon, and there are a number of reasons for 
this conclusion. The short latency of the reduction argues against any 
central influence. The presence of a transient increase in activity after 
the reduction suggests that the crossed olivo-cochlear bundle does not 
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The response patterns of these units are shown in Figures 9.8, 9.9, and 9.10. 
The solid triangles indicate the frequency and level of the tone bursts in Fig- 
ures 9.8, 9.9, and 9.10. The dashed line indicates the presumed extent of the 
tuning curve for Unit 2. 
The tuning cnrves for Units 326-1, 2, 3. 
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Figure 9.10 Response patterns of a unit with low CF to combined tone-burst 
and continuous-tone stimulation. 
Rate of spontaneous discharges: 5.8 spikes/sec. The continuous tone at the 
CF and both tone bursts elicit positive responses when presented alone. The 
presentation of the tone burst in the presence of continuous tone results in 
partial reduction of the responses to continuous tone alone. The zero time of 
the histograms is 2.5 msec before the onset of the electric burst to the ear- 
phone. Stimuli: tone burst, SO-msec duration, 2.5-msec rise-fall time, 10 
bursts/sec, - 5 5  db; continuous-tone level: - 85  db. The bottom histogram 
shows the response of the unit to clicks. Stimuli: clicks, lO/sec, -50 db. 
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play the main role (Fex, 1962). Finally, in a preliminary part of 
another study, we inserted a microelectrode into the peripheral stump 
of a severed eighth nerve and easily demonstrated the reduction of 
responses to a continuous tone at the CF by a tone burst not at the 
CF. (See Appendix B.) 
The results described in this chapter indicate that the subject of 
complex stimuli requires a more thorough and more carefully con- 
trolled analysis than is possible within the framework of the present 
work. It may even be more efficient to continue the experimental 
studies within the framework of specific hypotheses concerning possi- 
ble physiological mechanisms. Such an approach will at least serve 
to concentrate attention on fewer, and perhaps more tractable, ex- 
perimental variables. 
10. Discussion 
10.1 Summary of Results 
Many of the consequences of these experimental findings have 
already been discussed briefly during the presentation of results, but 
a number of general points deserve additional consideration. Before 
proceeding to a discussion of the results, it may be helpful to sum- 
marize those of the principal findings that will be discussed. The 
numbers at the end of each point refer to the pages on which that 
point is treated in more detail. 
A. All units show some discharges in the absence of controlled 
stimuli. The rate of this spontaneous activity may range from only a 
few spikes/minute to over 100 spikes/sec. (P. 94.) 
B. The responses of an individual primary unit to tones are re- 
stricted to certain ranges of stimulus frequencies. Within this range 
there is a frequency of maximum sensitivity that we have called a 
characteristic frequency (CF) because it is in some sense a funda- 
mental characteristic of the unit. (Pp. 17, 84.) 
C .  The range of stimulus frequencies over which a unit will re- 
spond is narrow near the frequency of maximum sensitivity but 
becomes broader as stimulus level is increased. At very high stimulus 
levels the unit may respond to almost all audible frequencies below the 
CF. (Pp. 79, 85, 88.)  
D. For units with CF below 5 kc, the PST histograms of responses 
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to clicks show peaks separated by intervals that are equal to 1/CF. 
(Pp. 26, 27.) 
E. For units with CF above 5 kc, there is usually one short-latency 
peak in the PST histograms of responses to clicks. There may however 
be small later peaks present at time intervals that do not correspond to 
1 tCF. (P. 29.) 
F. The latencies of responses to clicks are short for all units with 
CF above 2 kc. For units with CF below 2 kc, the latencies are 
systematically related to CF; the units with lower CF show longer 
latencies. (Pp. 25, 26, 30.) 
G. The shape of the PST histograms remains fairly constant over 
changes in both click level and click rate for any one unit. (Pp. 32, 
49.) 
H. For units with CF below 5 kc, the peaks in the PST histograms 
correspond to the rarefaction phase of the clicks. (Pp. 39, 42.) 
When units respond to tonal stimuli of frequencies below 5 kc, the 
discharges are time-locked to a particular phase of the tone. The 
exact phase is dependent upon stimulus level. (P. 79.) 
I. When units respond to noise or tonal stimuli of frequencies 
above 5 kc, the discharges are irregular and have interval distributions 
resembling those of spontaneous activity. (Pp. 79, 95, 96, 107.) 
J.  A pragmatic “threshold” can be defined for each unit. These 
thresholds for different units may differ by as much as 40 to 60 db even 
for units with similar CF. (Pp. 84, 89, 91, 92.)  
K. In response to tones the discharge rate of units increases with 
stimulus level until a maximum rate is reached. Further increases in 
stimulus level result in either no change in rate or a decrease in rate. 
Both the maximum rate and the level of tone for which the rate is 
maximum differ greatly for different units. (Pp. 79, 83.) 
L. At the onset of a tone or noise there is a sharp rise in discharge 
rate followed by a gradual adaptation to a steady rate of discharge 
that is higher than the unit’s rate of spontaneous discharge. (Pp. 68, 
71, 73.) 
M. The time pattern of the spontaneous discharges is irregular. 
The rate of spontaneous discharge bears no discernible relation to CF, 
a unit’s sharpness of tuning, or state of the animal. For a given unit the 
rate of spontaneous discharges may be related to the threshold and the 
maximum discharge rate under continuous stimulation. (Pp. 17, 83, 
94, 103.) 
N. The baseline activity in PST histograms may be reduced at 
times corresponding to the condensation phase of stimuli. (Pp. 34, 
35, 42.) 
0. Responses to a continuous tone at the CF can be reduced in 
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rate by presenting a tone burst of appropriate frequency and level. 
The tone burst can be so chosen that it increases a unit’s discharge 
rate when presented in the absence of the continuous tone. (Pp. 112, 
115.) These two-stimulus effects are demonstrable even after the 
auditory nerve is sectioned in the internal auditory meatus. (P. 117.) 
10.2 The Relation of Response Patterns to the Neuroanatomy of the 
Cochlea 
Individual fibers differ in their response characteristics, but many 
of the differences can be systematically related to CF [B,D,E,F,H,I] .* 
If we know the CF of a unit, we can predict in a qualitative way 
certain characteristics of the time patterns of responses to simple 
stimuli, such as clicks [D.E,F,G], bursts of tones or of noise [L], 
and continuous tones or noise [ HJ]. A unit’s CF may be considered 
to be a reflection of its innervation longitudinally along the cochlear 
partition. Thus the locus of innervation is one important determinant 
of the time patterns of responses. 
Because units with the same CF may have very different absolute 
thresholds [A],  differences in threshold may relate to the innervation 
in the cochlea along a radial dimension [ J ]  . This correlation of re- 
sponses with the radial dimension of innervation has been attempted 
before in different ways. Tasaki (1954) suggested that fibers con- 
nected to inner hair cells may have higher thresholds than fibers 
connected to outer hair cells. Katsuki in 1961 believed that fibers 
with symmetric tuning curves innervate outer hair cells whereas fibers 
with asymmetrical tuning curves innervate inner hair cells. Later 
(1962), Katsuki, Suga, and Kanno came to the conclusion that for 
neurons with CF up to 6 kc, it was “. . . highly conceivable that the 
two subgroups of neurons with high and low thresholds correspond 
to those innervating inner and outer hair cells, respectively.” Having 
reported “on” and “on-off ’ responses, suppression of spontaneous 
discharges, and inhibition of the response of primary neurons to tone 
bursts by a background sound, they suggested that these phenomena 
might be accounted for by the mode of innervation of spiral fibers on 
hair cells. Presumably, since the spiral fibers are said to terminate 
mainly on the outer hair cells, these authors would support the idea 
that the radial dimension would play an important role in the response 
characteristics of fibers. 
In 1964, Nomoto, Suga, and Katsuki, strongly influenced by van 
Bergeijk’s electronic models (1961) of the cochlea, attempted still 
* Letters in brackets refer to the relevant principal findings at the beginning 
of this chapter. 
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another correlation. Differences in the slopes of functions relating 
discharge rate to stimulus level and frequency were postulated to be 
based on three anatomically distinct types of fibers: the external 
spiral, external radial, and internal radial fibers. 
Our own data do not clearly support any of these previous sug- 
gestions. We are not convinced that a criterion has been found which 
allows us to divide primary units into two distinct types that can be 
correlated either with inner and outer hair cells or with radial and 
spiral fibers [J,K,L,M]. It might be prudent to defer speculation on 
this topic until some unsettled anatomical questions have been an- 
swered. What are the relative numbers of radial and spiral fibers? Is 
the distinction sharp or are there transitional types? Do the spiral 
fibers innervate hair cells all along their course after crossing the 
tunnel of Corti or do they travel long distances to innervate only a 
few outer hair cells? What are the distances that individual fibers 
travel withii the cochlear partition? Can radial and spiral fibers 
originate from the same primary neuron? Are there some primary 
neurons that innervate only inner or only outer hair cells? Are there 
places where activity in one primary neuron can effect the activity in 
other primary neurons? What are the relations between efferent and 
afferent fibers within the cochlea? The answers to questions such as 
these should provide a firmer foundation for attempts to correlate the 
neuroanatomy and the electrophysiology of the auditory nerve. 
In our present state of knowledge one should allow for the possi- 
bility that response characteristics of single fibers in the internal 
auditory meatus reflect the activity of intracochlear fibers that inner- 
vate several types of hair cells. Thus a single spiral ganglion cell 
might be connected to both inner and outer hair cells via some com- 
bination of spiral and radial fibers. It is possible that a very large 
number of fibers will have to be systematically studied before lawful 
relationships between anatomy and physiology are unequivocally 
verified. 
10.3 Excitatory Mechanisms in the Cochlea 
The study of how nerve impulses are generated within the cochlea 
is made particularly difficult by the extreme delicacy of the sensori- 
neural apparatus. The very act of gaining direct access to the organ 
of Corti usually disrupts its normal functional state. However, it is 
possible that some insights into the cochlear excitatory mechanisms 
can be gained indirectly by studying the responses of the auditory 
nerve fibers. Fortunately our surgical exposure of the nerve does not 
injure the cochlear structures. 
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Consider N hat assumptions about the excitatory process might be 
required in order to generate models for the discharge patterns found 
in our study. On the basis of Flanagan’s calculations for the impulse 
response of the basilar membrane ( 1 962), Weiss ( 1964) developed 
a theoretical model for what is essentially a threshold device triggered 
by intracochlear mechanical movements. With the use of a large 
general-purpose computer, he attempted to simulate the PST histo- 
grams of click responses for units with low CF. By making certain 
assumptions about the transducer mechacism, he was able to obtain 
histograms that resembled those obtained from auditory nerve dis- 
charges but was unable to fit the detailed data describing changes in 
the histograms as a function of click level. 
From such attempts it appears that one difficulty in generating 
specific models for events at the level of the auditory nerve is the wide 
choice of possible assumptions concerning the many physiological 
processes underlying excitation. It is difficult to characterize the con- 
tributions of any one stage in the chain of peripheral mechanisms. 
Matters would be considerably simplified if we could assume that the 
neural factors are similar to those of other receptor-nerve prepara- 
tions, but even this step cannot be taken with full confidence (Gray, 
1959; Hagiwara and Morita, 1963). 
Whatever the nature of the excitatory mechanism, the intimate 
contact of peripheral nerve endings with hair cells clearly suggests the 
probable general location of the excitatory events. The hair cells in 
the cochlea are morphologically similar to those of the lateral-line 
organs of fish and amphibians and to the hair cells of the vestibular 
apparatus in most vertebrates. The hair cells of all these sensory 
systems are homologous in an evolutionary sense and have all been 
shown to be structurally asymmetric (“morphologically polarized” ) 
in the same way (Flock, Kimura, Lundquist, and Wersiill, 1962; 
Flock and Wersall, 1962). Microphonic responses can be recorded 
from all the hair-cell systems, but the relation of these potentials to 
the excitatory mechanisms is still unclear. 
Single-unit recordings from the lateral-line system have not been 
extensively studied. In the vestibular system fluid flow within the 
semicircular canals in one direction results in an increase in discharge 
rate of the nerve, while movement in the opposite direction dimin- 
ishes the rate of activity (Lowenstein and Sand, 1940; Zotterman, 
1943). Our data on auditory units show that movements of the 
cochlear partition that correspond to the rarefaction phase of the 
acoustic stimulus tend to increase discharge rate while movements 
tnat correspond to the condensation phase tend to reduce discharge 
I -  . 
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rate [HI. Thus there would seem to be certain similarities in the 
excitatory mechanisms of hair-cell systems based on the direction- 
ality of the physical stimulus relative to the orientation of the hair 
cell. How the mechanism operates in detail is, however, still un- 
known. 
Our findings on units with high CF introduce a further complica- 
tion. Here the discharges do not appear to be phase-locked to the 
stimulus although the over-all rate of discharge is raised above the 
level of spontaneous activity. We may speculate that the decay time 
of the excitatory process is such that when the frequency of the 
acoustic stimulus rises above approximately 5 kc the effects of indi- 
vidual cycles merge: units no longer discharge synchronously with a 
particular phase of the stimulus but instead discharge whenever their 
recovery processes permit [EJ] . 
It is likely that as details of the anatomy and chemistry of the 
hair-cell-nerve-ending regions become better known, the role of 
chemical mediators will become increasingly important in our con- 
ceptions of both excitatory and recovery processes (Vinnikov and 
Titova, 1963). It is tempting to suggest that each stimulating phase 
results in a release of an excitatory chemical substance at the junction 
of the hair cell and nerve endings and that the effects of this sub- 
stance last for some short period of time. Possibly the recovery 
process is associated with the destruction of this excitatory substance. 
As the rate of stimulation increases above 5 kc, the effects of each 
stimulating phase overlap that of the last and a pool of excitatory 
substance becomes continuously available. The response of the nerye 
cell would then be determined by the recovery properties of the unit, 
thus accounting for the similarity in the shapes of interval histograms 
of both spontaneous and continuously stimulated activity. 
Electrophysiological attempts to study directly the excitatory mech- 
anisms in the cochlea are usually based on measurements of coch- 
lear potentials taken at locations remote from the presumed sources. 
Still unresolved is the question of whether the cochlear microphonics 
are directly involved in the excitation of nerve fibers (Davis, Fernan- 
dez, and McAuliffe, 1950; Davis, 1957). Similarly, the significance 
of summating or slow potentials remains conjectural (Davis, 1957; 
Davis, Deatherage, Rosenblut, Fernandez, Kimura, and Smith, 1958; 
Kiang and Peake, 1960). It is even conceivable that the excitatory 
processes do not have direct electrical correlates. At the present time 
we do not feel that we have sufficient evidence to assign to any 
one of the cochlear potentials a definite function in the excitatory 
mechanism. 
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10.4 Inhibitory Mechanisms in the Cochlea 
1 he problem of what excites auditory nerve fibers raises the ques- 
tion of whether “inhibition” can also be demonstrated for these fibers. 
If by inhibition one simply means the reduction of spontaneous, base- 
line, or evoked activity by the introduction of appropriate stimuli, 
there are a number of inhibitory phenomena demonstrated in this 
study alone. The reduction of baseline activity by the condensation 
phase of clicks is one such phenomenon [N] ; the effects of masking 
noise upon responses to the sound that is being masked may be an- 
other. A third kind of inhibitory phenomenon refers to the addition 
of a tone burst which can reduce or abolish the responses to a con- 
tinuous tone at the CF for the duration of the tone burst [ O ] .  All 
three inhibitory phenomena occur quite rapidly after the appropriate 
condition of stimulation has been established. 
Fex (1962) has demonstrated that electrical stimulation of the 
olivo-cochlear efferent bundle will reduce or abolish sound-evoked 
activity in auditory primary units if the shocks are delivered at least 
15 msec before the onset of the sound. He has also demonstrated that 
these efferent fibers respond to acoustic stimuli with latencies of 5 to 
40 msec. Thus sound-induced inhibitory effects whose latency is much 
shorter than 20 msec may be considered to be different in mechanism 
from those studied by Fex.* 
Table 10.1 summarizes the findings of various experimenters on 
the subject of inhibition in mammalian auditory nerve fibers. Papers 
by Galambos and Davis ( 1  943, 1944), Katsuki, Sumi, Uchiyama, 
and Watanabe ( 1958), and Finck and Berlin (1965) have not been 
included because in these instances there is considerable doubt as 
to whether the units were actually auditory nerve fibers. 
Short-latency inhibition of the responses to one tone by a second 
tone, such as we described in Chapter 9, have also been found by 
Nomoto, Suga, and Katsuki (1964) in the monkey and by Frishkopf 
(1964) in the little brown bat. From their descriptions there is little 
doubt that these phenomena resemble those in the cat. Since two- 
stimulus inhibition is present even after the auditory nerve is severed 
[ O ] ,  this effect cannot be a result of efferent activity or middle-ear 
muscle activity. The failure of Kiang, Watanabe, Thomas, and Clark 
(1962) to find this type of inhibition in an earlier series of experi- 
ments may have been due to the fact that they kept the continuous 
* I t  is also possible that the efferent system is inoperative if the animal is 
under barbiturate anesthesia. The anesthesia may also effectively eliminate the 
activity of middle-ear muscles in the cat (Simmons and Beatty, 1964). 
-- 
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tone and the tone bursts at comparable stimulus levels. Under these 
conditions two-stimulus ichibitio11 is diificult to demonstrate because 
the effect is so small? 
In the present study we made extensive attempts to demonstrate 
inhibition of spontaneous activity by a single tone but did not SUC- 
ceed. Discharges elicited by a faint background noise can be inhibited 
by a tone burst, but this is undoubtedly a special case of the “two- 
stimulus” inhibition. t 
The long-latency inhibition of spontaneous discharges reported by 
Rupert, Moushegian, and Galambos ( 1963) for unanesthetized cats 
is probably an effect of the efferent system, as they suggested. Un- 
fortunately, they report no precise latency measurement for what 
they call “immediate inhibition.” It may be that the unanesthetized 
animal generated its own noisy environment and immediate inhibition 
is a form of two-stimulus inhibition. Katsuki, Suga, and Kanno (1962) 
have reported inhibition of responses during presentation of single tone 
bursts. This single-stimulus inhibitory phenomenon seems to be asso- 
ciated with “on” and “on-off’ responses to the tone bursts. We believe 
that their results may be explained by the fact that there is spread of 
energy to other frequencies at the turning on and off of a tone burst 
(Sandel and Kiang, 1961). Thus units that would not ordinarily 
respond to a tone burst of a particular frequency and level may well 
be excited by the turning on or off of the bursts. For a short tone 
burst any temporary depression of activity after the on responses may 
appear to be inhibition by the tone burst. 
10.5 Conceptual Stages in the Production of Spike Discharges 
The spontaneous activity of primary units is particularly inter- 
esting since the shape of the interval histogram may be considered 
similar for all units. We may think of spontaneous activity as being 
generated by a random process which is in some respects Poisson-like 
but which shows certain refractory properties (Rodieck, Kiang, and 
Gerstein, 1962). But what accounts for the large range in the rates 
of spontaneous activity that in our samples range from only a few per 
minute to over 100/sec? 
We do not know where spontaneous discharges originate. We 
have presented evidence that tends to rule out ambient acoustic noise 
* An interesting model to account for two-stimulus inhibition has been 
I The dangers associated with performing auditory experiments in a “noisy” 
offered by Furman and Frishkopf (1964). 
room have rarely been so dramatically demonstrated. 
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as the causative factor for spontaneous activity. The reduction of base- 
line’activity by the condensation phase of clicks and of tones suggests 
that spontaneous activity probably originates within the cochlea, some- 
where within the cochlear partition. The absence of maintained re- 
duction of baseline activity by tonal stimdi suggests a basic difference 
between the spontaneous and evoked discharges in the auditory nerve, 
with the spontaneous activity probably generated at a level central to 
where two-stimulus inhibition takes place. 
If we postulate that spontaneous discharges result from “chemical 
noise” at the junction of hair cell and nerve ending, the two-stimulus 
inhibition must either take effect at the haircell level or be a reflection 
of some mechanical interaction. If, on the other hand, the spontane- 
ous activity is generated at the level of fibers in the cochlea, the two- 
stimulus inhibition might represent events at the hair-cell-neural junc- 
tion or any preceding stage. Whether the spontaneous activity is 
actually generated at the hair cells, nerve endings, peripheral axons, 
or some combinations of these levels, is not yet established (Pecher, 
1939; Buller, Nicolls, and Strom, 1953; Verveen, 1960). 
If the levels at which either spontaneous or evoked activity is 
generated were known, we could more nearly specify strategic targets 
for future investigations into the excitatory and inhibitory mecha- 
nisms in the cochlea. At the present we may define certain conceptual 
stages that represent key events in the chain leading ultimately to the 
production of spike discharges in auditory nerve fibers: 
1. Mechanical vibration of the cochlear partition produces 
2. mechanical movements at the hair-cell level, which activates 
3. either mechanochemical or electrochemical processes at the hair 
4. the release of excitatory substances that stimulate 
5. membrane changes in the nerve endings, which build up to 
6. spike discharges that propagate along 
7. the peripheral axonal extension, 
8. the cell body of the spiral ganglion, 
9. and the axom of the central extension where our microelec- 
cell, thus bringing about 
generate 
trodes are placed. 
The usefulness of defining such stages is most obvious when we 
attempt to relate observed phenomena to possible physiological mech- 
anisms. Our best guess based on the present, admittedly sparse, data 
is that spontaneous discharges are generated during Stage 4, S or 6;  
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two-stimulus inhibition occurs at Stage 2 or 3; reduction of baseline 
activity by the condensation phase of stimuli takes place at Stage 3 or 
4; and the adaptation of responses probabiy occurs primariiy during 
Stages 3, 4, 5 ,  or 6 [L,O]. 
It is clear that the various conceptual stages will become more 
sharply defined as further data become available; for instance, Stage 4 
will undoubtedly be broken up into many substages at a molecular 
level before long. The present guesses serve merely to indicate pos- 
sible lines for future experimentation. Even though one might guess 
that two-stimulus inhibition occurs at Stages 2 or 3, mechanical fac- 
tors and lateral inhibition between adjacrnt neurons have certainly 
not been conclusively eliminated. There is no need to assume that only 
one stage is critical for a given phenomenon; on the contrary, each 
phenomenon is the result of a chain of events for which certain links 
are critical in the sense that they have overriding significance for that 
particular phenomenon. 
10.6 A Few Comments on the Role of Auditory Nerve Fibers in 
Mammalian Hearing 
Although electrophysiological studies of single primary units are 
available for a teleost and the bullfrog, the role of airborne sounds in 
the life of these animals is not clearly understood (Enger, 1963; 
Frishkopf and Goldstein, 1963). It is doubtful if the peripheral ap- 
paratus in these animals can be directly compared to the mammalian 
cochlea. The similarity in structure of the cochlea in all mammals 
leads one to suspect that variations in auditory behavior in different 
species may be largely based on the differences in the development 
of the central nervous system to utilize the information transmitted 
by the auditory nerve. Consequently, one feels some reassurance in 
generalizing the results of studies on the peripheral auditory mecha- 
nisms of one mammalian species to another. It is of course necessary 
to take account of differences in the acoustic characteristics of the 
peripheral apparatus of different species (Greenwood, 1961 ) . The 
cat appears to be more sensitive in the high-frequency region of the 
audiogram than man (Neff and Hind, 1955; Elliot, Stein and Harrison, 
1960; Miller, Watson and Covell, 1963). 
It is important to ask under what circumstances one might expect 
features of auditory behavior to correlate with activity in primary units. 
Clearly the envelope of the tuning curves of the most sensitive primary 
units [J] might be expected to resemble the behavioral audiogram, 
and it does for the cat (Miller, Watson, and Covell, 1963). However, 
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there are also frequent attempts to account for the ability to make h e  
pitch discriminations with the sharpness of tuning of neural units 
despite the fact that tuning curves are sharpest near threshold [C ]  
where pitch discrimination is poor (Rosenblith) . 
b o t h e r  example where one might run into diflicdties in relating 
psychophysical performance to peripheral auditory physiology is in 
the concept of critical bands. There have been numerous attempts to 
measure critical bands by psychophysical experiments and relate them 
to cochlear maps. (These attempts are summarized by Zwicker, 
Flottorp, and Stevens, 1957, and by Greenwood, 1961.) Apparently 
each critical band corresponds to equal distances along the cochlear 
partition.* If one should attempt to go further and relate critical bands 
to tuning curves of primary units, one encounters the difficulty that 
tuning curves become broader with increased stimulus level [C] 
whereas critical bands do not, within the stimulus range used in this 
study. Thus the critical bands may reflect processes that are located 
more in the central nervous system than processes at a strictly cochlear 
level. 
Similarly, attempts to correlate loudness judgments with rates of 
discharge either in one fiber or in the whole auditory nerve meet with 
difficulties if one examines the details of both psychophysical and 
neurophysiological findings. It seems reasonable to adopt the position 
that psychophysical judgments do not necessarily bear simple rela- 
tionships to events at the level of the auditory nerve. Certain tasks, 
such as signal detection, may be directly related to the presence or 
absence of responses in single auditory nerve fibers, but other tasks, 
such as pitch or loudness judgments, may depend on an elaboration 
of many dserent aspects of auditory nerve activity. 
To illustrate, consider again the facts concerning pitch discrimina- 
tion. According to a strict “place” theory the discrimination of different 
frequencies becomes a problem of sharpening the tuning of primary 
units. While cochlear mechanics provides a certain degree of tuning 
based on the spectral properties of the stimulus, inhibitory mecha- 
nisms may further sharpen the tuning of individual fibers. However a 
strict place theory appears to be untenable, and Wever (1949) has 
reviewed the evidence for a second principle in pitch determination 
based on time patterns of the responding units. It would appear that 
the psychophysical dimension of pitch, which has been frequently 
thought to be unitary, has at least two correlates at the auditory nerve 
* Since critical bands vary by factors of 2 or 3, depending on how they are 
measured, the corresponding distance can be given as an order of magnitude 
only about 1 mm. 
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level (Licklider, 195 1 ) . It is the imposition of a single word “pitch” 
on the characterimtinn ef f requcnq disc1 hination that obscures the 
fact thrr? s e ~ r a !  Sasica::y different mechanisms operate within the 
organism. 
10.7 Some Remarks on the Pathology of Human Hearing in Relation 
to the Behavior of Single Auditory Nerve Fibers 
We have examined briefly some possible relations between our 
findings and psychophysical performance in normal human subjects. It 
is obviously not possible to relate our findings at this time to all that is 
known about the pathology of human hearing. Such a task awaits 
authoritative treatment by competent clinicians. All we can do here 
is to touch upon a few points in the hope that others will go much 
further. On the basis of our own limited experience, we feel the need 
for caution in the interpretation of even the best-established clinical 
findings, since the locus and types of abnormalities are seldom simple 
to define. 
Loss of sensitivity over virtually the entire audible range of fre- 
quencies is commonly attributed to middle-ear or inner-ear malfunc- 
tion. Under these conditions the auditory nerve fibers fail to be 
stimulated either because sound conduction has been interrupted or 
other presumed abnormalities exist in the inner ear itself (Schuknecht 
and Igarashi, 1964). 
Losses confined mainly to the high frequencies are commonly seen, 
for example, in some types of presbycusis and noise-induced hearing 
losses. Such losses seem different in kind from conductive losses. 
While our data do not directly illuminate this point, it may be worth 
noting that throughout this monograph we have been frequently led to 
making distinctions between the behavior of units with low CF and 
that of units with high CF. 
Not only may sensitivity be abnormal, but in some pathological 
conditions, such as MCni2re’s disease, loss of sensitivity is frequently 
accompanied by loudness recruitment (Dix, Hallpike, and Hood, 
1948). Under these circumstances there is an abnormally rapid growth 
of loudness with increased stimulus level so that at high stimulus levels 
the loudness judged by the defective ear may equal or exceed the loud- 
ness judged by a normal ear. In Mtnike’s disease there is distension 
of the scala media, with possible changes in the hair cells although 
the neural elements appear normal (Hallpike, and Cairns, 1938; 
Schuknecht, 1963). If there are systematic differences in the sensitivity 
of hair cells and if these differences are preserved in the auditory nerve, 
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it is conceivable that damage selectively restricted to the most sensitive 
haii cells would functionally e l i i a t e  the most sensitive nerve fibers. 
The presence of recruitment suggests that, in making judgments of 
very loud sounds, the contribution of the most sensitive fibers should 
be less important than that of less sensitive fibers. According to this 
view, the neurophysiological basis of loudness estimation cannot be 
based only upon rates of discharge either in single fibers or groups 
of fibers but must also depend upon which fibers are being stimu- 
lated. Audiometric studies of cases in which there is evidence of 
direct damage to the auditory nerve without accompanying inner-ear 
pathology are rare. In cases of partial auditory nerve degeneration 
due to tumor pressure, there may be no loudness recruitment even 
when there is loss of sensitivity (Dix, Hallpike, and Hood, 1948). 
In some such cases the hair cells in the organ of Corti seem to be 
well preserved on histological examination. It is even possible to 
have normal threshold sensitivity with extensive nerve degeneration 
from tumor pressure or multiple sclerosis (Citron, Dix, Hallpike, 
and Hood, 1963 ) . Apparently relatively few functioning nerve fibers 
are sufficiently well scattered throughout the cochlea. At the same 
time performances in speech discrimination tests may be poor (Walsh 
and Goodman, 1955; Jerger, 1960) so that there is definitely loss of 
some auditory capacity. 
One particularly striking demonstration is found in cases of tumor 
pressure where a steady tone is frequently not heard at all after only 
a minute of exposure (Carhart, 1957; Jerger, 1960). Since normal 
auditory nerve fibers in the cat do not adapt to their spontaneous levels 
of discharges even after fifteen or more minutes, it may be worth ex- 
ploring either more peripheral or more central factors in cases showing 
abnormal adaptation (Schubert, 1944; Dix and Hallpike, 1950; 
Dishoeck, 1953; Pestalova and Cioce, 1962). 
It should be evident from the preceding comments that the study of 
primary units alone will not provide a general theory of hearing. 
Human beings have the ability to perform a wide range of auditory 
functions with accuracy and subtlety. This ability is a property of the 
entire organism and not just the peripheral auditory mechanism. It is 
the task of later stages of the nervous system to reorganize the infor- 
mation delivered by auditory nerve fibers into more meaningful pat- 
terns and to channel the activity to appropriate effector organs. 
Knowledge of how this task is accomplished requires more detailed 
examination of activity in the central system (Kiang, 1965; Kiang, 
Pfeiffer, Warr, and Backus, 1965; Pfeiffer and Kiang, 1965). 
Appendix A 
The following table includes the raw data for a number of units that 
are used as the basis for many of the figures, relating CF, rates of 
spontaneous activity, and thresholds as determined by visual and 
auditory criteria. The data are obtained from cats with comparable N1 
thresholds ( t 5  db) using condenser earphones as the stimulus source. 
An asterisk indicates that a tuning curve is available for that unit. 
Unit 
293-1 
293-2 
293-3 
293-4 
293-5 
293-6 
293-7 
293-8 
293-1 1 
293-12 
293-1 3 
293-14 
293-1 8 
293-19 
293-20 
CF 
in 
kc 
4.00 
2.50* 
2.50* 
8.00* 
6.00 
2.55 
2.52* 
0.42* 
1.80* 
2.40 
3.90 
2.40 
3.80 
1 .oo 
1.15 
Spontaneous 
Rate in 
sDikes/sec 
Threshold in db Threshold 
at CF for in db 
Tone Bursts for Clicks 
- 94 - 68 
- 109 -76 
- 95 - 68 
- 92 - 60 
-75 -53 
- 95 -72 
- 107 - 70 
- 74 -36 
- 85 -73 
- 70 -43 
- 86 - 60 
-75 - 
- 83 -55 
- 75 - 47 
- 64 -46 
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CF Spontaneous Threshold in db Threshold 
kc spikes/sec Tone &irsts for Clicks 
Unit in Rate in at CF for in db 
293-21 
293-22 
293-24 
294-1 
294-2 
294-5 
294-6 
294- 1 1 
294- I2 
294-13 
294- 14 
294- 15 
294- 16 
294-17 
294- 18 
294- 19 
294-20 
294-2 1 
294-22 
294-23 
294-24 
294-25 
296-1 
296-2 
296-4 
296-5 
296-7 
296- 10 
296-1 1 
296-12 
296-15 
296- 1 6 
296-17 
296- 19 
296-20 
296-2 1 
296-22 
296-23 
296-24 
296-25 
296-26 
296-27 
296-28 
296-29 
296-30 
296-3 1 
1.50* 
1.20 
1.00 
0.40* 
6.80 
17.00 
17.20" 
6.70' 
6.10 
4.20 
7.40" 
9.50* 
9.20 
28.00* 
15.10* 
13.60* 
15.70 
15.00 
13.70* 
9.00" 
0.48* 
0.65 
1.59* 
1.60* 
0.57* 
4.08* 
6.86* 
0.40 
12.47* 
8.56* 
5.16* 
6.99'x 
8.15" 
0.54* 
1.48* 
0.42* 
1.17* 
1.79* 
2.76:' 
3.22* 
3.07* 
2.61* 
10.36* 
19.76* 
11.60* 
- 
8.5 
10.5 
1.9 
58.5 
84.3 
3.8 
62.0 
74.0 
44.6 
10.3 
93.1 
8.4 
63.4 
12.1 
69.5 
45.7 
76.6 
69.5 
73.4 
61.6 
79.3 
2.8 
1.4 
1.7 
84.0 
63.7 
45.4 
38.8 
32.5 
61.5 
60.5 
69.1 
57.1 
61.9 
- 
- 
- 
- 
- 
41.3 
- 
- 
- 
34.1 
41.8 
24.1 
- 67 
- 63 
- 95 
- 77 
- 56 
- 70 
-91 
-81 
-79 
- 89 
- 84 
- 82 
- 45 
- 67 
- 67 
-61 
-61 
-79 
- 84 
-93 
-76 
- 90 
- 94 
- 97 
- 87 
- 96 
-93 
- 99 
- 65 
- 88 
- 101 
- 87 
-91 
- 
- 
- 
- 86 
- 95 
- 94 
- 101 
-91 
- 97 
- 89 
- 94 
-71 
- 85 
-45 
- 
- 
-76 
- 68 
- 15 
- 47 
- 64 
- 64 
- 63 
-57 
- 25 
-31 
-12 
- 15 
-42 
- 40 
-41 
-58 
- 54 
- 67 
-58 
- 
- 
- 
- 
- 
- 65 
-58 
- 64 
- 
- 
- 68 
- 65 
- 70 
-70 
- 62 
- 65 
- 67 
-72 
- 66 
- 68 
- 67 
- 54 
- 13 
-51 
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CF Spontaneous Threshold in db Threshold 
kc spikes/= Tone Bursts for Clicks 
Unit in Rate in at CF for in db 
296-32 
297-3 
297-4 
297-5 
297-6 
297-8 
297- 10 
297-1 1 
297- 12 
297-15 
297-16 
297-18 
297-19 
297-20 
297-2 1 
297-22 
297-23 
297-25 
297-26 
297-27 
297-28 
297-29 
297-30 
297-32 
297-33 
297-34 
297-35 
297-36 
297-37 
297-38 
297-39 
297-40 
297-41 
297-42 
297-43 
298-2 
298-3 
298-4 
298-5 
298-7 
298-8 
298-9 
298-10 
298-13 
298-14 
298-15 
14.66* 
2.30* 
7.38* 
19.09* 
14.74* 
5.82* 
5.94 
0.59* 
1.01* 
1.31* 
- 
13.73 
8.06* 
9.22 
9.40* 
8.12 
7.14 
1.39 
7.48* 
10.19* 
11.36* 
8.00* 
7.75* 
8.46 
1.23 * 
0.95* 
0.33* 
0.47* 
4.80 
4.98* 
0.36 
0.86 
10.35 
11.22* 
1.83* 
0.54* 
0.67 
0.60* 
0.38 
1.90* 
5.30* 
1.86* 
4.00* 
1.36* 
0.66 
0.62* 
44.7 
- 
- 
- 
- 
- 
45.1 
32.9 
26.7 
41.3 
33.4 
37.6 
39.6 
6.3 
0.1 
18.7 
23.0 
61.1 
39.2 
76.9 
1.2 
19.6 
99.6 
0.9 
27.8 
0.2 
51.7 
60.6 
3.6 
- 
- 
- 
- 
- 
- 
- 
- 
- 
96.3 
- 
- 
- 
8.2 
56.7 
0.2 
- 
-64 
-104 
- 97 
- 86 
- 86 
-102 
- 95 
-110 
-104 
- 86 
- 103 
- 106 
-91 
- 104 
- 89 
- 89 
- 94 
-98 
- 92 
- 105 
- 105 
- 102 
- 106 
- 103 
- 97 
- 87 
- 100 
- 89 
- 94 
- 97 
- 109 
- 95 
-116 
- 97 
- 89 
-97 
- 107 
- 94 
- 106 
- 101 
-111 
- 100 
- 77 
- 
- 
- 
- 37 
- 
- 
-13 
-52 
- 68 
- 67 
-65 
- 75 
-73 
-71 
-50 
-58 
-59 
- 69 
-61 
- 40 
-61 
- 23 
- 50 
- 62 
- 65 
-61 
- 83 
- 67 
- 67 
- 70 
- 67 
-58 
-57 
-56 
- 54 
- 85 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-78 
- 72 
-21 
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Unit 
298-17 
298-18 
298- 19 
298-20 
298-21 
298-22 
298-23 
298-24 
298-27 
298-28 
298-29 
298-30 
298-34 
298-39 
298-41 
298-42 
299- 1 
299-2 
299-3 
299-4 
299-5 
299-6 
299-7 
299-8 
299-9 
299- 10 
299- 13 
299-14 
299- 15 
299- 16 
299-17 
299-1 8 
299- 19 
299-20 
299-2 1 
299-22 
299-23 
299-24 
299-25 
299-26 
299-27 
299-28 
299-29 
299-30 
299-3 1 
299-32 
CF 
in 
1.15 
1.60* 
3.55* 
3.67* 
2.36 
5.00* 
0.42* 
1.26 
1.12* 
1.88* 
0.45* 
2.75* 
8.70* 
1.72* 
4.60* 
4.20" 
10.08* 
27.50* 
9.40 
6.15* 
6.40 
3.60* 
0.13* 
2.50* 
2.70* 
5.70* 
4.40* 
7.50 
5.35* 
10.05 * 
9.40* 
11.60* 
6.00* 
9.40* 
8.90* 
1 1.90* 
11.00 
10.05 * 
9.00* 
10.06' 
24.00* 
5.20* 
5.00* 
8.60* 
8.60* 
KC 
- 
- 
Spontaneous Threshold in db Threshold 
Rate in at CF for in db 
spikes/sec Tone Bursts for CIicks 
- 
- 
58.0 
70.0 
- 
- 
39.7 
0.2 
68.9 
0.6 
54.8 
- 
- 
76.0 
55.7 
51.8 
37.1 
81.0 
71.5 
- 
- 
- 
38.2 
59.0 
61.7 
37.5 
58.7 
38.1 
68.2 
38.3 
54.5 
67.6 
76.6 
52.5 
54.7 
72.0 
65.5 
4.3 
57.3 
81.4 
4.6 
56.0 
65.0 
- 
- 
- 
- 100 
- 94 
- 100 
- 99 
-91 
- 104 
- 80 
- 96 
-110 
- 94 
- 95 
- 92 
- 98 
-111 
-102 
- 100 
-110 
-79 
-110 
-117 
-103 
-73 
- 108 
- 108 
- 97 
- 105 
- 109 
-119 
- 99 
-111 
- 100 
-115 
-116 
- 108 
-104 
- 107 
-113 
-114 
- 100 
- 95 
-113 
-106 
-115 
-114 
- 
- 
-78 
- 5 5  
- 67 
-58 
-61 
- 66 
- 64 
-42 
- 80 
-30 
-52 
- 63 
- 55 
- 86 
- 69 
- 64 
- 
- 69 
- 69 
- 84 
- 66 
- 67 
- 79 
- 72 
- 68 
- 72 
- 75 
-79 
- 63 
-59 
-83 
- 63 
-74 
-61 
- 65 
- 63 
- 69 
-57 
- 62 
-75 
- 80 
-73 
- 69 
- 
- 
- 
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CF Spontaneous Threshold in db Threshold 
kc spikes/sec Tone Bursts for Clicks 
Unit in Rate in at CF for in db 
300-1 
300-2 
300-4 
300-5 
300-6 
300-8 
300-9 
300-10 
300-1 1 
300-12 
300-13 
300-14 
300-15 
300-16 
300- 17 
300-19 
300-20 
300-2 1 
300-22 
300-23 
300-24 
300-25 
300-27 
301-2 
301-3 
301-5 
301-9 
301-1 1 
301-18 
301-21 
301-25 
301-28 
301-29 
303-1 
303-2 
303-3 
301-4 
303-4 
303-5 
303-6 
303-7 
303-9 
303-10 
303-1 1 
303-13 
303-14 
2.26 
2.32 
5.26 
7.44 
7.63 
1.86 
2.00 
1.69 
1.43 
1.72 
1.95 
2.61 
4.64 
7.80 
0.1 1 
2.09 
0.56 
0.47* 
2.30 
5.40 
6.59 
0.42 
5.96 
0.52* 
0.46* 
11.16* 
16.61* 
1.32* 
1 .oo 
6.55 
0.71* 
1.08 
1.03* 
1.50* 
0.43* 
1.10* 
1.32* 
3.69* 
3.96 
0.43* 
3.53 
0.66* 
2.26* 
5.81* 
1.85* 
1.99* 
-100 
- 100 
- 87 
-86 
- 92 
- 82 
- 
- 80 
- 79 
-83 
-91 
- 77 
- 74 
-88 
-57 
- 76 
- 100 
-100 
- 74 
- 90 
- 89 
- 89 
-96 
- 94 
- 64 
- 50 
- 90 
- 48 
-81 
- 83 
- 
- 
- 86 
-79 
-93 
-81 
- 83 
- 82 
- 45 
- 94 
-72 
-79 
- 68 
- 86 
- 66 
- 66 
- 79 
-71 
- 64 
- 56 
- 59 
-61 
- 59 
-58 
-57 
- 60 
- 54 
-41 
- 54 
-33 
- 57 
- 75 
- 68 
- 45 
- 46 
- 59 
- 60 
-56 
- 69 
- 66 
- 30 
- 38 
-56 
- 37 
-48 
- 55 
- 59 
-61 
- 50 
- 57 
- 55 
- 57 
- 49 
- 42 
-61 
- 60 
- 52 
- 54 
- 62 
- 44 
- 40 
- 
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CF Spontaneous 
kc spikes/sec 
Unit in Rate in 
Threshold in db Threshold 
Tone Bursts for Clicks 
in db at CF for 
303-15 
303-16 
303-17 
303-18 
303-19 
303-20 
303-2 1 
303-22 
303-23 
303-25 
303-26 
303-27 
303-28 
303-30 
303-33 
304- 1 
304-2 
304-3 
304-4 
304-5 
304-6 
304-7 
304-8 
304-9 
304- 10 
304-1 1 
304-13 
304-16 
304- 17 
304-19 
304-20 
304-2 1 
304-22 
304-23 
304-24 
304-25 
304-26 
304-27 
304-28 
304-30 
304-3 1 
304-32 
304-33 
304-35 
304-36 
304-38 
7.37" 
8.26" 
2.50 
18.74 
7.93" 
5.88" 
3.55" 
0.32* 
31.48" 
1.43 
1.02 
28.55 
27.38 
10.35 
1.06" 
1.73:x 
5.36 
2.09" 
1.67 
0.64 
1.65 
8.55" 
8.10 
9.08 
8.3 1 
26.05 
10.36 
6.25 
2.32 
6.64 
5.44 
7.02 
10.91 
7.62 
13.46 
0.67 
0.61 
0.39 
0.43 
0.65 
1.30" 
2.50 
1.95 
20.43" 
4.80 
7.59 
- 83 
-74 
-58 
- 77 
- 80 
- 84 
- 80 
- 45 
-81 
-50 
-79 
- 89 
- 60 
- 60 
- 84 
- 68 
- 109 
- 98 
- 95 
- 100 
- 83 
-115 
-114 
-115 
-112 
- 65 
- 109 
- 
-70 
-112 
-93 
- 105 
- 97 
-110 
-81 
- 84 
- 88 
-79 
-79 
- 94 
- 108 
- 
-76 
-78 
-68 
- 86 
-46 
- 32 
-59 
-32 
-54 
- 5 5  
-28 
-25 
- 47 
- 14 
-61 
- 65 
- 14 
- 25 
- 63 
- 40 
-81 
- 68 
-72 
- 74 
- 62 
-81 
- 80 
-72 
-77 
- 30 
-56 
-72 
- 45 
- 84 
- 70 
-78 
- 57 
- 79 
-57 
- 57 
-58 
-52 
-55 
-72 
- 8 0  
- 67 
- 50 
- 25 
- 60 
- 45 
APPENDIX A 139 
CF Spontaneous Threshold in db Threshold 
kc spikes/sec Tone Bursts for Clicks 
* Unit in Rate in at CF for in db 
T 
304-39 
304-40 
304-42 
304-44 
304-46 
304-47 
304-50 
304-54 
304-57 
304-58 
304-61 
305-1 
305-2 
305-6 
305-7 
305-1 1 
305- 12 
305- 14 
305-15 
305-1 6 
305-17 
305-18 
305-19 
305-20 
305-2 1 
305-22 
305-23 
305-24 
305-25 
305-26 
306-1 
306-2 
306-3 
306-5 
306-6 
306-8 
306-9A 
306-9 
306-10 
306-12 
306-4 
306-7 
306- 14 
306- 16 
306-17 
306-18 
29.90 
7.00 
8.43 
10.20 
14.60 
4.04 
7.65 
1.02 
3.07 
2.66 
7.49 
2.17 
2.06 
0.40 
1.95 
16.27 
5.91 
10.16* 
11.16 
11.77 
5.36 
7.22 
4.49 
4.19 
0.75 
0.77 
6.79 
1 .00 
3.09* 
3.45 
1.64 
1.65 
1.75 
1.45 
1.40 
7.00 
5.80 
1.02* 
0.94 
12.77 
17.78 
14.67 
7.64 
21.29* 
1.79 
1.91 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
81.1 
2.3 
14.6 
65.8 
97.4 
20.0 
0.2 
64.6 
74.6 
0.3 
65.9 
85.5 
3.4 
88.9 
79.8 
- 
- 
94.4 
2.9 
53.3 
1.4 
62.3 
117.9 
0.2 
0.2 
41.2 
7.6 
6.8 
24.3 
42.0 
4.8 
21.5 
0.8 
4.8 
63.2 
-64 
- 80 
-112 
- 105 
-68 
- 84 
- 121 
- 101 
- 90 
-88 
- 106 
- 121 
- 107 
- 90 
-113 
-85 
-98 
- 74 
-115 
-96 
-71 
-82 
- 90 
- 67 
- 94 
- 100 
- 106 
- 90 
-77 
- 65 
-79 
- 67 
- 85 
-88 
-75 
- 89 
- 92 
- 90 
- 95 
- 92 
- 85 
-98 
- 84 
- 68 
- 70 
- 
- 37 
-50 
-71 
- 56 
- 20 
- 65 
- 80 
- 77 
- 68 
- 75 
- 84 
- 67 
-64 
-77 
-56 
-71 
- 35 
-51 
- 59 
- 50 
- 65 
-61 
-52 
-64 
- 66 
- 69 
- 65 
- 55 
- 50 
-56 
-46 
-81 
- 46 
- 
- 
- 
- 68 
-59 
- 69 
- 62 
- 60 
- 42 
-73 
-13 
- 48 
- 50 
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Unit 
306-20 
307-1 
307-2 
307-3 
307-4 
307-5 
307-7 
307-9 
307- 10 
307-1 1 
307-12 
307-13 
308- 1 
308-2 
308-3 
308-4 
308-5 
308-6 
308-7 
308-8 
308-1 1 
308-1 2 
308- I4 
308. I5 
308-1 6 
308-17 
308- 18 
308- 19 
308-20 
308-22 
308-23 
308-24 
308-25 
308-26 
308-27 
308-28 
308-30 
308-32 
308-33 
308-34 
308-35 
308-36 
308-37 
308-38 
308-39 
308-40 
CF 
in 
k C  
7.26 
0.38 
1.02 
0.82 
5.40 
5.00 
1.49 
0.97 
2.20 
2.00 
1.73 
11.45 
1.56 
11.16 
2.92 
4.03 * 
0.34 
7.91 
6.80 
4.90 
5.76 
8.43 
1.65 
1.96 
5.37 
4.57 
14.37 
6.04* 
0.35* 
0.90 
1.25 
21.75 
5.19 
5.8 1 
5.36 
5.7 1 
- 
- 
- 
- 
- 
5.69 
0.25* 
0.29 
1.04 
1.07 
Spontaneous 
Rate in 
spikesisec 
0.1 
29.6 
92.9 
65.6 
13.3 
21.7 
75.2 
104.1 
72.9 
12.0 
49.5 
0.4 
95.1 
26.7 
6.2 
5.9 
4.2 
28.1 
23.1 
28.4 
0.8 
60.3 
52.2 
22.7 
3.9 
17.3 
77.7 
2.4 
29.9 
15.4 
82.0 
60.9 
87.9 
44.8 
1.7 
69.2 
63.7 
0.2 
-____ 
- 
- 
- 
- 
- 
- 
- 
- 
Threshold in db Threshold 
at CF for indb ’ 
1 one Bursts lor Ciicks - - 
- 80 
- 67 
- 84 
- 80 
- 80 
-75 
- 88 
- 
- 
- 
- 88 
- 74 
- 80 
- 99 
-93 
- 70 
-78 
- 79 
-97 
- 92 
-77 
- 94 
- 84 
- 97 
- 98 
-83 
- 70 
- 67 
- 86 
- 79 
-88 
-91 
- 68 
- 
- 
-86 
- 85 
-81 
-91 
- 
- 
-78 
- 83 
- 70 
- 99 
-77 
-48 
- 48 
- 72 
-71 
- 60 
-50 
-57 
-7 1 
-72 
- 68 
- 67 
- 66 
- 67 
- 50 
-72 
-53 
-51 
- 57 
- 68 
- 65 
- 66 
- 68 
-51 
-77 
-55 
-7 1 
-73 
- 62 
- 47 
- 37 
- 60 
-57 
- 64 
- 64 
- 26 
- 64 
- 63 
- 67 
- 63 
-61 
- 65 
-52 
-53 
- 44 
- 80 
- 50 
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CF Spontaneous Threshold in db  
kc spikes/sec Tone Bursts 
* Unit in Rate in at CF for 
308-4 1 
308-43 
308-45 
308-48 
308-46 
308-52 
308-53 
308-54 
308-55 
308-56 
308-57 
309-6 
309-8 
309- 1 1 
309-13 
309-14 
309- 15 
309-17 
309-1 8 
309-19 
309-2 1 
309-22 
309-23 
309-24 
309-25 
309-26 
309-27 
309-28 
309-29 
309-30 
309-3 1 
309-32 
3 17-2 
317-3 
326-1 
326-2 
326-3 
1.08 
1.25 
8.59 
4.46 
11.32 
1.74 
9.80* 
9.56 
7.27 
11.06 
7.66* 
2.53 
1.45 
1.21 
0.83 
0.57 
2.42 
0.70 
1.42 
6.61 
0.63 
1.45 
1.43 
1.61 
1.92 
2.05 
1.88 
2.06 
2.24 
2.74 
0.39 
6.49 
0.82 
1.66 
28.00* 
18.50* 
1.10* 
9.2 
3.9 
1.9 
52.8 
28.1 
53.8 
33.5 
46.9 
30.6 
29.0 
6.2 
- 
- 
- 
- 
- 
- 
- 
39.4 
- 
- 
5.2 
16.0 
2.6 
11.6 
64.3 
65.7 
3.0 
9.5 
17.5 
58.4 
51.2 
28.2 
85.4 
100.1 
5.8 
- 
-95 
- 93 
-88 
-73 
- 86 
- 86 
- 104 
- 95 
- 87 
- 80 
-91 
- 94 
- 93 
- 95 
- 94 
- 87 
-78 
- 87 
- 95 
- 93 
- 85 
- 90 
- 94 
- 87 
- 95 
- 93 
- 94 
- 93 
- 82 
- 80 
- 88 
-100 
- 87 
- 85 
-55 
- 85 
- 105 
Threshold 
in db  
for Clicks 
- 69 
-71 
- 60 
-61 
- 52 
-75 
- 59 
- 60 
- 64 
- 30 
- 66 
- 
- 68 - 74 
- 69 
- 60 
-55 
- 68 
- 69 
- 70 - 63 
- 67 
- 68 
- 66 
-71 
- 74 
- 76 
- 67 
- 60 
-61 
- 69 
-71 
- 
- 
- 
- 
- 
Appendix B 
Figare B.1 These data were obtained in a later wries of experiments by Kiang 
and Sacha (1%5). 
The eighth nerve was sectioned in the internal auditory meatus and the micro- 
pipette inserted into the peripheral stump of the auditory nerve. There was no 
di6culty in recording from single units. As t4e figure shows, the interval histo- 
gram of spontaneous activity appears to be similar to those in Chapter 8: the 
response to a tone burst a t  the CF shows the characteristic transient peak in 
the PST histogram with adaptation to a steady level, and two-stimulus inhibi- 
tion is present. The completeness of the surgical section was checked by 
histological examination. This experiment would seem to rule out the effect of 
efferent fibers in these phenomena. 
(In the displays for this figure there are 200 bins in a histogram; each large 
division therefore contains 50 bins. The final bin is an “overflow” bin.) 
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UNIT 361- 37 
SEVERED EIGHTH NERVE 
INTERVAL HISTOGRAM 
PST H I STOGRAM 
. . . . . . . 
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Beats, 111, 112 
Brownian motion, 93 
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rarefaction, 39,42,43, 119 
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Data-processing, 8, 9 
AP, defined, 25 
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interspike-interval, defined, 8 ,9  
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Injury discharges, 15, 16 
Interstitial nucleus, 12, 13, 16 
see also Two-stimulus effects 
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L, defined, 25 
Lateral-line organs, 122 
Masking, 105, 107, 1@n, !!I, !I2 
Mtnitre’s disease, 130 
Microelectrode, or micropipette, 4, 7, 
Micromanipulator, 7 
Middle ear, cavity of, 1 1, 9 1 
muscles of, i24 
response of, 90, 93 
Multiple sclerosis, 129 
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Pitch discrimination, 129, 130 
Poisson process, 10 1, 126 
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Recording equipment, 4, 7 
Refractory properties, 34, 35, 101, 126 
Reissner’s membrane, 10, 11 
Response area, 17 
Responses, defined, 17 
off, 71, 125, 126 
on, 71, 125, 126 
see also Cochlear microphonics, N1 
14, 15, 16, 17, 19, 23, 117 
Round window, potentials of, 3, 6, 42 
and N:! 
Sound stimuli, generation of, 5 ,  6 ,7  
calibration of, 6 ,7  
iefeieiice ieveis for, 6 
Spiral fibers, 13, 120, 121 
Spiral ganglion, 11, 12 
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Tumor pressure, 129 
Tuning curves, 17, 85-92, 111, 112, 
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Two-stimulus effects (complex), 112, 
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TX-0 computer. 8 
Tympanic membrane, 1, 6, 20, 93 
Vestibular nerve, 12, 13, 19 
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