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Wei Wang
This thesis includes three parts. The overarching theme is how to analyze mul-
tilevel structured datasets, particularly in the areas of survey and causal inference.
The first part discusses model selection of hierarchical models, in the context of a
national political survey. I found that the commonly used model selection criteria
based on predictive accuracy, such as cross validation, don’t perform very well in
the case of political survey and explore the possible causes. The second part cen-
ters around a unique data set on the presidential election collected through an online
platform. I show that with adequate modeling, meaningful and highly accurate infor-
mation could be extracted from this highly-biased data set. The third part builds on
a formal causal inference framework for group-structured data, such as meta-analysis
and multi-site trials. In particular, I develop a Gaussian Process model under this
framework and demonstrate additional insights that can be gained compared with
traditional parametric models.
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Chapter 1
Introduction
Multilevel datasets are ubiquitous in social and behavioral sciences. For example, a
national survey intrinsically has respondents belonging to different states, age groups,
income brackets, age cohorts etc. In meta-analysis and multi-site randomized exper-
iments, study subjects are grouped with respect to studies/sites, possibly sharing
common traits or characteristics. Hierarchical models, by partial pooling group spe-
cific coefficients (parametric cases) or functional forms (nonparametric cases), often
yield inferential results that are more realistic and less prone to over-fitting.
In this thesis, I discuss three projects related to multilevel datasets in social and
behavioral sciences, each constituting one chapter. In chapter 2, which is based on
[68], I discuss model-selection issues of hierarchical models. It is widely accepted in
machine learning and statistics literature to use out-of-sample prediction as the gold
standard of measuring model utilities. However, I demonstrate with an example of
a large national survey, that actual predictive accuracy based criteria are often not
the most reliable or sensitive tools to compare models. I discuss why out-of-sample
prediction fails to select the better models under an extensive set of simulations.
This serves as a cautionary tale against the popular one number summary of model
comparison, especially when dealing with multilevel data and hierarchical models. In
chapter 3, which is based on [69], the motivating example is a political survey data
CHAPTER 1. INTRODUCTION 3
set collected on an online platform. Being a non-traditional survey, the multilevel
structure of the data is highly skewed, i.e., certain groups are heavily over/under-
representative compared with the general voter population. How to salvage this
dataset and extract meaningful information is the theme of this chapter. In chapter
4, which is an extension of [62], I discuss how to conduct proper causal inference on
multilevel data, motivated by examples of meta-analysis and multi-site randomized
experiments. A suite of machine learning and non-parametric methods have been
entering the toolbox of causal inference, but it is rare to see these modern methods
being applied to multilevel data. Based on the extended potential outcome framework
developed in a previous paper, I discuss a Gaussian Processes based model for a multi-
site randomized experiment in education.
Multilevel datasets provide both opportunities and challenges for statistical anal-
ysis of social and behavioral research. I hope the three essays contribute to our
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Chapter 2
Insensitivity of Predictive
Accuracy for Selecting among
Multilevel Models
Models selection is an integral part of any data analysis. In an ideal world, itera-
tively improving and comparing model fits of different specifications should be the
routine of all statistical procedures, especially when developments in methodology and
computation facilitate evermore sophisticated and complex models. Often, the most
important question is not that whether a more complicated model is computational
tractable, but why this model is an improvement over the older and simpler ones.
Multilevel models (also known as Hierarchical Models) are an example of modern
statistical models, which specifically handles data with group structure, for example,
a national survey data with geographic and demographic information or an educa-
tional intervention applied to different schools and neighborhoods.
The gold standard of model comparison is out-of-sample prediction accuracy, i.e.,
in the hypothetical case of more observations coming in, which model gives the best
prediction of new case of outcomes based on new cases of predictors. Cross-validation
is a perhaps the most widely-used method for estimating out-of-sample prediction
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error and comparison of statistical models. By fitting the model on the training
dataset and then evaluating it on the hold-out testing set, the over-optimism of using
data twice is avoided. Furthermore, attempts have been made to use cross-validated
objective functions for statistical inference [16, 58], thus integrating out-of-sample
prediction error estimation and model selection into one step.
In this chapter, I will discuss several challenges I encounter in using cross-validation
predictive accuracy in evaluating and selecting among multilevel models, specifically
in binary classification models. The first challenge is the lack of clear protocol for the
cross-validation procedure: to truly test the model, the holdout set cannot be a simple
random sample of the data but instead needs to have some multilevel structure itself,
so that entire groups as well as individual observations are held out. Hierarchical
cross-validation can be performed in the context of particular applications [50], but
it is not clear how best to subsample structured data for cross-validation in a general
way. The second challenge is that, in multilevel models, the observed loss function for
data-level cross-validation can be so close to flat that the cross-validation estimates
of prediction errors under candidate models can be swamped by random fluctuations.
I focus on the second of these concerns, demonstrating the limitations of prediction
error in the context of a set of multilevel models fit to a large cross-tabulated national
survey. An innovative aspect of this analysis is that I evaluate separately on 71
different survey responses, taking each in turn as the outcome in a comparison of
regression models. This allows us to construct a relatively large corpus of data out of
a single survey. This chapter is based on a published paper [68], and a collaboration
with Andrew Gelman.
2.1 Multilevel Models and Survey Research
There are two types of survey researchers, as identified by the classic book “Survey
Errors and Survey Costs” [27], the describers, who “use surveys to describe char-
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acteristics of a fixed population”, and the modelers, who “seek to identify causes
of phenomena constantly occuring in a society”. The latter group developed mod-
els to generate less biased estimates, as a result of using more data and handling
more inherent structure within the data. Multilevel models, an example of the mod-
eler approach, are effective in survey research, as partial pooling can yield accurate
state-level estimates from national polls [22]. Multilevel models have been success-
fully applied both to representative and nonrepresentative surveys to obtain accurate
small-area estimation and prediction [20, 24, 40, 69], and the practical application of
such methods is currently being actively discussed in social science research [9, 40].
In this chapter, I conduct model selection procedures based on k-fold cross-validation
and find that under this framework, the improvement of multilevel models over clas-
sical models is surprisingly small when measured on the scale of prediction error.
Furthermore, I demonstrate that this lack of notable improvement is related to the
sample size and data structure by repeating the analysis on simulated datasets that
vary in terms of these two factors.
The results illustrate that under multilevel structure, it could be tricky to use
cross-validation in model selection, as the size of the data and how balanced the
structure is heavily affect the relative performance of the models.
In the next section, I will present a fully Bayesian model comparison framework,
a preparation for the real data analysis.
2.2 Model Assessment and Selection via Cross-
Validation
2.2.1 Predictive Loss
I start with a loss function l(ỹ, a) corresponding to the inferential action aM based on
a model M , in face of future observations ỹ. The available data, typically consisting
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of predictors x and outcomes y, are labeled as D. The corresponding predictive loss
is then,




where pt(·) is the true distribution from which the future observations ỹ are generated.
The predictive loss is affected by the form of the action aM , the loss function
l, and the data D. For example, aM could be the mean of the posterior predictive
distribution and l the mean square error loss. However, it is often convenient and
theoretically desirable to use the whole posterior predictive distribution as the infer-
ential action and a logarithmic loss function. In addition, using the whole posterior
predictive distribution has a Bayesian justification, as it reflects the full inferential
uncertainty conditional on the model [67]. Substituting the choice of aM and l into
(2.1) yields,





This quantity is central to predictive model selection. The fundamental difficulty in
estimating it is that the true distribution pt(·) is unknown.
Another important quantity arises when I approximate the true distribution with










The training loss uses the same data for both estimation and evaluation and so in
general underestimates prediction error.
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2.2.2 Prediction Error
With (2.2), the model selection task is straightforward. Among the candidate models,




pt(ỹ) log p(ỹ|D,M)dỹ, (2.4)
which has a lower bound, −
∫
pt(ỹ) log pt(ỹ)dỹ, which is the entropy of the true
distribution. It is often more informative to look at the excess of the predictive loss
over this lower bound, as shown in (2.5). I label this quantity as the prediction
error. Conceptually, the prediction error indicates how far the posterior predictive
distribution is from the oracle, and it is the Kullback-Leibler divergence between
the posterior predictive distribution of the candidate model and the true generative
model. As its form suggests, the prediction error is the difference between log posterior
predictive density and log true predictive density, averaged over the true predictive
distribution,
PE(pt,M,D) = PL(pt,M,D)− LB(pt)
= −
∫




So to estimate the prediction error, I need to estimate the two terms in (2.5).
2.2.3 k-fold Cross-Validation for Estimating Predictive Loss
In the predictive framework, the central obstacle of estimating the predictive loss (2.2)
is that the future observations are not available. One thread of research attempts to
estimate and correct the bias introduced by reusing the sample and thus gives rise to
various information criteria, whose validity hinges on a number of assumptions and
simplifications. Another thread of research is to use hold-out data for testing, thus
making training and testing data independent. This leads to a variety of resampling
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procedures, including leave-one-out cross-validation, k-fold cross-validation, Monte
Carlo cross-validation, and bootstrapping. In practice, k-fold cross-validation is pop-
ular due to its computational convenience and stability [35]. Formally, the k-fold
cross-validation of the predictive loss is given by
P̂L
CV













where Dk represents the kth training set, testk represents the k
th testing set under the
random partition and D(\i) denotes the training set that excludes the ith observation.
Because k-fold cross-validation does not use all the data, the prediction error estimates
are biased, but in the cases where there are relatively few predictors, this bias is small
[7].
The practical impediment of using cross-validation is the computational burden:
with k-fold cross-validation, I need to fit the model k times. However, in many cases
it is possible to perform the k steps in parallel.
The problem remains of estimating the second term in (2.5), namely the lower
bound of predictive loss. In this chapter, I use the in-sample training loss TL(Ms, D)
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2.3 Cross-Validation of Structured Data
Standard cross-validation assumes that data are independent and with no distribu-
tional differences between the training and testing sets. For structured data, it is not
always clear how best to perform this partition. [8] discusses a modification of ordi-
nary cross-validation procedure for stationary time series. In this chapter, I focus on
the cross-tabulated structure, which is the characteristic of survey data with discrete
responses. In an unbalanced cross-tabulated dataset, simple random sampling might
result in undersampling of small cells. Thus, I adopt a stratified sampling approach
to guarantee that each cell is partitioned into a training part and a testing part. An-
other possibility is to perform a cluster sampling and train the model on some cells
and test the fitted model on others. This approach is related to transfer learning [47].
In the analysis of survey data, the focus is mostly on the existing cells rather than on
hypothetical new cells, and so I only discuss cross-validation using stratified sampling
on structured data.
2.4 Comparing Multilevel Models for Binary Sur-
vey Outcomes
The 2006 Cooperative Congressional Election Survey, the example dataset in this
chapter, is a national stratified sample of size 30,000 that includes a wide variety of
response outcomes, thus providing an ideal setting to evaluate cross-validation. Al-
though various demographic predictors are available in this dataset, I keep this model
simple by using only two predictors, state and income. Under this setting, the mul-
tilevel model is the preferred model over no pooling (saturated model) or complete
pooling (additive model). On one hand, the saturated model will trigger overfit-
ting. On the other hand, income and state are known to have strong interactions
when predicting electoral choice [23], so the additive model must be substantively
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inadequate.
2.4.1 Complete Pooling, No Pooling, and Partial Pooling
Models
Bayesian multilevel modeling is a natural choice for analyzing cross-tabulated data.
When the data provide many explanatory variables, and thus a potentially complex
cross-tabulated structure, it is difficult to model the interactions among explanatory
variables in classical models, since each single cell is getting sparser and the esti-
mates become unstable. By borrowing strength across cells, a multilevel model (or,
alternatively, some other structured model such as a Gaussian process) can produce
stable estimates even for cells that have few observations and thus can be viewed as
a multivariate regression or interpolation procedure..
I develop this model on a simple two-way cross-tabulation of survey data, with
state and income as the two explanatory variables, having J1 and J2 levels respec-
tively.1 I assume no continuous predictors in this model. Let N be the total sample
size of the survey, then the array of cell counts follows a multinomial distribution,
N ∼ Multinomial(N,p)
, where
N = (Nj1j2)J1×J2 ,
p = (pj1j2)J1×J2 .
The population is thus divided into J1× J2 cells. I constrain the discussion to binary
1For the 2006 Cooperative Congressional Election Survey dataset, there are 50 states (J1 = 50),
and 5 income levels (J2 = 5), including less than $20,000, $20,000-$40,000, $40,000-$75,000, $75,000-
$150,000, and $150,000+.
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outcomes. Then for a respondent in cell (j1, j2), the probability that he or she gives
a positive response is πj1j2 , which is modeled using logistic regression:
logit(πj1j2) = Zβ,
in which Z is the covariate vector and β includes the main and interaction effects.
Since the goal of inference is on cell proportions πj1j2 rather than cell assignment
probabilities pj1j2 , I treat pj1j2 as fixed throughout.
Under this setup, I consider three models:
• Complete pooling of interactions:
πj1j2 = logit
−1 (βstatej1 + βincj2 )
• No pooling:
πj1j2 = logit
−1 (βstatej1 + βincj2 + βstate*incj1j2 )
• Partial pooling:
πj1j2 = logit
−1 (βstatej1 + βincj2 + βstate*incj1j2 )
with βstate incj1j2
i.i.d.∼ N(0, σ2) where the scale parameter σ is estimated from the
data (with a separate value for each survey outcome).
Although nonparametric multilevel modeling, both in the Bayesian [32] and the
frequentist [57] perspectives, have been under rapid development, I adopt a linear
parametric specification for the multilevel model, because linear parametric models
are still the standard specification, and software that fit the routine linear parametric
models are widely available and easily accessible to practitioners. In the remaining
sections of this chapter, I compare the prediction error of these three models under
various real data and simulation settings.
Multilevel models in big-data applications can be much more complicated [24]; I
use a relatively simple example here to explore the basic ideas.
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2.4.2 Computation
Ideally I want to do full Bayesian inference on the model, but for computational rea-
sons I am currently using an approximate marginal posterior mode estimate provided
by blme [18] in R, which is an extension of the widely-used lme4 [5] package. The lme4
package approximately integrates out the random effects to obtain an approximate
marginal MLE of the scale parameter and the fixed effects. However, modal estimates
can end up on the boundary due to sampling variability [14], which in the case makes
the partial pooling model reduce to complete pooling. In blme, the scale parameter
σ is also given a gamma prior with shape parameter 2.5 and rate parameter 0. The
gamma prior is used to regularize the prior of the scale and pull the estimates of the
interactions away from zero, a situation that often happens in modal estimation.
2.4.3 Estimation Procedure
For each outcome, I fit a multilevel logistic regression model, with additive, fully-
interacted, and multilevel models. I use 5-fold cross-validation to estimate predictive
loss (using more folds gives essentially identical results). I estimate the lower bound
using the training loss of the saturated model.
Under the aforementioned setting, the cross-validation loss estimate is,
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πijlog π̂ij + (1− πij)log(1− π̂ij)
]
,
in which ntestkij is the number of respondents in cell (i, j) of the k-th testing set,
ytestkij is the number of respondents who answered yes in cell (i, j) of the k-th testing
set, correspondingly, nij and yij are the numbers of total respondents and respon-
dents who answered yes in cell (i, j), π̂D
k
ij is the estimated πij using the k-th training







yij, and log(1− π̂ij) has the similar form. The cross-validation
loss estimate is approximately a measure of loss under cell proportion distribution
(exp(log π̂ij), exp(log(1− π̂ij))) (“approximately” because these two probabilities do
not in general add up to 1). The quick calculation in section 1.2 suggests that I should
expect to see only small improvements in cross-validation loss even from substantively
important model improvements.
2.5 Results
2.5.1 Prediction Errors for a Corpus of Outcomes
I begin by estimating the prediction errors of all outcomes in the survey. The results
are shown in Figure 2.1. The x-axis is ordered by the in-sample training loss of
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Figure 2.1: Measure of fit (estimated prediction error) for all response outcomes in
the 2006 Cooperative Congressional Election Survey. Outcomes are ordered by the
lower bound (in-sample loss of the saturated model). The no pooling model gives a
bad fit. Partial pooling does best but in most cases is almost indistinguishable from
complete pooling under the cross-validation criterion.
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the saturated model TL(Ms, D), which I use as a surrogate for a lower bound of
predictive loss. For complete pooling and partial pooling, the prediction error stays
stable across different outcomes, while the no pooling model has huge prediction error
for outcomes with small lower bounds. This finding makes sense since these are the
settings where overfitting is most severe (saturated models achieve the lowest in-
sample training error). However, the difference in prediction error between complete
pooling and partial pooling seems negligible. Partial pooling is giving essentially the
same result as complete pooling, at least according to cross-validation on individual
survey responses.
This seems to suggest that partial pooling does not have enough information to
estimate cell-to-cell variation, thus giving an overly conservative estimate. Indeed,
when I plot the estimates of πj1j2 for one particular outcome, vote preference for in
the congressional election (see the left panel of Figure 2.2), the estimates from partial
pooling are almost identical to those from complete pooling. Even for populous states
where, because of their large sample size, the amount of partial pooling should be
small, there are no major differences between estimates from partial pooling model
and estimates from complete pooling model (see the right panel of Figure 2.2). This
pattern is consistent across different outcomes.
Although partial pooling is intrinsically better than complete pooling, it seems
that the given data are not sufficient for the partial pooling model to pick up the
interaction and unpool the estimates appropriately. It is a result of the particular
characteristics of this dataset? There are three factors determining the structure of
the data that might affect the extent of pooling of the model. First is the sample
size. If I increase the sample size to a sufficiently large level, the partial pooling
model will be able to partially pool the estimates to an appropriate amount. As
sample size grows, the no pooling model will eventually have the same performance
as partial pooling, and it might be interesting to see at what point the saturated
model becomes acceptable. The second factor affecting the relative performance of
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Figure 2.2: Left panel: Cell proportion estimates for three models of vote intention.
Each line is a state. The partial pooling model pools so much that it is indistinguishable
from complete pooling. Right panel: The same estimates for the 10 most populous
states. Still, partial pooling estimates are similar to complete pooling estimates.
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the different models is the size of the interactions that are being estimated, and
the third factor is the level of imbalance in the hierarchical structure. Survey data
classified by demographic and geographic predictors are typically highly unbalanced
due to the long tails of sizes typical in taxonomic structures [43]. For example, the
2006 CCES includes 3,637 respondents from California but only 131 from Arkansas.
This unbalanced structure will affect the amount of pooling performed by a multilevel
model.
In the following subsections, I conduct simulations that vary sample size and the
structure of the cells to investigate how these factors affect the relative performance
of the three models as captured by cross-validation.
2.5.2 How Sample Size Changes the Dynamics
I artificially augment the dataset by combining the dataset with itself. New datasets
with sample size that are 2, 3 and 4 times as large are generated. This augmentation
still maintains the same level of interactions and cell structure as those of the original
data. Then I estimate the prediction errors for all outcomes for the three models.
Results are plotted in Figure 2.3. As I expected, as sample size grows, the prediction
error of complete pooling model, which is essentially a wrong model, dominates the
other two; while the prediction error of no pooling model keeps decreasing. When the
sample size is 4 times as large as the original dataset, no pooling model has almost the
same prediction error as partial pooling model. This makes sense, since the problem
of overfitting eventual goes away if there are sufficiently large sample size and fixed
model structure.
These results suggest that for a fixed data structure, partial pooling decisively out-
performs no pooling and complete pooling only for a certain window of sample sizes.
To have a closer look at the range of the window, I look at one particular outcome,
the vote preference in the upcoming election for the U.S. House of Representatives.
I augment the sample size and plot the relative performance of the three models in
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Figure 2.3: Estimated prediction error of all response outcomes for augmented
datasets. From top to bottom, the datasets have 2, 3, and 4 times as many data
points as the original dataset. The outcomes are ordered by the in-sample predictive
loss. As sample size grows, complete pooling gradually gets worse and no pooling gets
better.
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Figure 2.4: Prediction error of the three models as sample size grows. The outcome
under consideration is partisan vote preference in the upcoming congressional election.
By this criterion, partial pooling and complete pooling perform similarly until sample
size exceeds 50,000.
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Figure 2.4. Partial pooling model is noticeably better than complete pooling in this
setup when the total sample size exceeds larger than 50,000. Other outcomes have
similar patterns.
2.5.3 Balancedness of the Hierarchical Structure
One possible explanation for the steep learning curve of the partial pooling model
is the highly unbalanced structure of the data. Although there are 50 states, the
estimate of the covariance of the state random effects might not be reliable since
some of the states have small sample sizes. To see how the balancedness of the
structure affects the model, I simulate a dataset based on partial pooling estimates
from the original dataset, but make each demographic-geographic cells of roughly the
same size. The overall sample size is the same as that of the real data. Relative
performance of the three models for all outcomes is plotted in Figure 2.5. The graph
shows that with balanced hierarchical structure, at the same sample size and amount
of interaction, partial pooling kicks in much more quickly. Thus partial pooling is
consistently better than complete pooling in this scenario. As in the previous analysis,
I also look at the relative performance of the three models as sample size grows. The
results are plotted in Figure 2.6.
2.6 Discussion
Cross-validation is an important tool used to evaluate a wide variety of statistical
methods and has been widely used in model comparison when predictive power is
of concern. Some theoretical treatments have pointed out situations where cross-
validation might have problems. For example, [59] shows that, under the frequentist
setting, using leave-one-out cross-validation for linear model variable selection is not
consistent. However, the simplicity and transparency of cross-validation gives it a
near-universal appeal. In this chapter, I investigate the sensitivity of cross-validation
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Figure 2.5: Measure of fit (prediction error) for all outcomes, ordered by in-sample
training loss. The dataset is simulated from real dataset, and has the same sample
size in total as the real dataset, but keeping all demographic-geographic cells balanced.
In this case, complete pooling model has much higher prediction errors than no pooling
and partial pooling. Partial pooling is slightly but consistently better than no pooling.
In particular, no pooling model has huge prediction error for outcomes that have
smaller in-sample training loss.
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Figure 2.6: Prediction error of the three models as sample size grows under the simu-
lated balanced dataset. The outcome under consideration is the vote for the Republican
candidate in the U.S House of Representatives. Partial pooling has the lowest predic-
tion error when sample size is under 70,000.
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as a model comparison instrument in a cross-tabulated multilevel survey dataset.
I set up the model selection problem, considering three models for these struc-
tured data: the classical models of complete pooling and no pooling, and a Bayesian
multilevel model. The multilevel model captures important interactions that are not
included in the complete pooling model, while at the same time avoiding the in-
evitable overfitting from the no pooling model. However, the improvement of the
multilevel model as given by cross-validation is surprisingly tiny, almost negligible to
unsuspecting eyes. The problem is that improved fits with binary data yield minus-
cule improvements in log loss, in moderate sample sizes nearly indistinguishable from
noise even if the improved estimates are substantively important when aggregated
(for example, state-level public opinion). Simulations based on real data show that
sample size and structure of the cross-tabulated cells play important roles in the rel-
ative margins of different models in cross-validation based model selection. Caution











In this chapter, I will discuss an application of hierarchical modeling to non-representative
survey sampling. As it is mentioned in the last chapter, there is a dichotomy in mod-
ern survey research, the camp of describers and the camp of modelers. However, at
the heart of modern opinion polling, for both describers and modelers, is represen-
tative sampling, built around the goal that every individual in a particular target
population (e.g., registered or likely U.S. voters) has the same probability of being
sampled. Non-representative sampling has fallen out of favor among pollsters as a
result of its inherent bias. I will show that, using an example of a highly-biased poll
on US presidential election conducted on Xbox gaming platform, that hierarchical
sampling can be used to remedy the bias and help extract useful information from
non-representative polls. This chapter is based on a published paper [69], and a
collaboration with David Rothschild, Sharad Goel and Andrew Gelman.
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3.1 Representative vs Non-representative Sampling
The wide-scale adoption of representative polling can largely be traced to a piv-
otal polling mishap in the 1936 U.S. presidential election campaign. During that
campaign, the popular magazine Literary Digest conducted a mail-in survey that at-
tracted over two million responses, a huge sample even by modern standards. The
magazine, however, incorrectly predicted a landslide victory for Republican candidate
Alf Landon over the incumbent Franklin Roosevelt. Roosevelt, in fact, decisively won
the election, carrying every state except for Maine and Vermont. As pollsters and
academics have since pointed out, the magazine’s pool of respondents was highly
biased: it consisted mostly of auto and telephone owners as well as the magazine’s
own subscribers, which underrepresented Roosevelt’s core constituencies [63]. Dur-
ing that same campaign, pioneering pollsters, including George Gallup, Archibald
Crossley, and Elmo Roper, used considerably smaller but representative samples to
predict the election outcome with reasonable [26]. Accordingly, non-representative or
“convenience sampling” rapidly fell out of favor with polling experts. Methods used
for sampling have evolved over time, from address-based, in-home interview sampling
in the 1930s to random digit dialing after the growth of landlines and cellphones; nev-
ertheless, leading polling organizations continue to put immense effort into obtaining
representative samples.
Two recent trends spur the interest for non-representative polls. First, representa-
tive sampling is not nearly as representative as its name suggests, and it is becoming
less so. Random digit dialing (RDD), the standard method in modern representative
polling, has suffered increasingly high non-response rates, both due to the general
public’s growing reluctance to answer phone surveys, and expanding technical means
to screen unsolicited calls [36]. By one measure, RDD response rates have decreased
from 36% in 1997 to 9% in 2012 [37]. With such low response rates, even if the initial
pool of targets is representative, those who ultimately answer the phone and elect to
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respond are almost certainly not, calling into question the statistical benefits of such
an approach. Related to dropping response rates is a corresponding increase in cost,
in both time and money, as one needs to contact more and more potential respondents
to find one willing to participate. The second trend driving this research is that with
recent technological innovations, it is increasingly convenient and cost-effective to
collect large numbers of highly non-representative samples via online surveys. What
took several months for the Literary Digest editors to collect in 1936 can now take
only a few days and can cost just pennies per response. The challenge, of course, is
to extract meaningful signal from these unconventional samples.
It is worth noting that the so-called “Big Data” is more often than not a convenient
sample, with potentially huge selection bias. Without adequately addressing this issue
first, any conclusion drawn from big data analysis might be misleading.
3.2 Xbox Data
The analysis is based on an opt-in poll continuously available on the Xbox gaming
platform during the 45 days preceding the 2012 U.S. presidential election. Each day,
three to five questions were posted, one of which gauged voter intention with the
standard query, “If the election were held today, who would you vote for?”. Respon-
dents were allowed to answer at most once per day. The first time they participated
in an Xbox poll, respondents were additionally asked to provide basic demographic
information about themselves, including their sex, race, age, education, state, party
ID, political ideology, and for whom they voted in the 2008 presidential election.
In total, 750,148 interviews were conducted with 345,858 unique respondents—over
30,000 of whom completed five or more polls—making this one of the largest ever
election panel studies.
Despite the large sample size, the pool of Xbox respondents is far from represen-
tative of the voting population. Figure 3.1 compares the demographic composition
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XBox     2012 Exit Poll
Figure 3.1: A comparison of the demographic, partisan, and 2008 vote distribution in
the Xbox dataset and the 2012 electorate (as measured by adjusted exit polls). The
sex and age distributions, as one might expect, exhibit considerable differences.










































































Xbox Raw      Pollster.com
Figure 3.2: Daily (unadjusted) Xbox estimates of two-party Obama support during
the 45 days leading up to the 2012 presidential election, which suggest a landslide
victory for Mitt Romney. The dotted blue line indicates a consensus average of tra-
ditional polls (the daily aggregated polling results from Pollster.com), the horizontal
dashed line at 52% indicates the actual two-party vote share obtained by Barack
Obama, and the vertical dotted lines give the dates of the three presidential debates.
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of the Xbox participants to that of the general electorate, as estimated via the 2012
national exit poll. For grouping states into different categories based on contestedness
of the race, please refer to the Appendix. The most striking differences are for age and
sex. As one might expect, young men dominate the Xbox population: 18-to-29-year-
olds comprise 65% of the Xbox dataset, compared to 19% in the exit poll; and men
make up 93% of the Xbox sample but only 47% of the electorate. Political scientists
have long observed that both age and sex are strongly correlated with voting pref-
erences (Kaufmann and Petrocik 1999), and indeed these discrepancies are apparent
in the unadjusted time-series of Xbox voter intent shown in Figure 3.2. In contrast
to estimates based on traditional, representative polls (indicated by the dotted blue
line in Figure 3.2), the uncorrected Xbox sample suggests a landslide victory for Mitt
Romney, reminiscent of the infamous Literary Digest error.
3.3 Estimating voter intent with multilevel regres-
sion and poststratification
3.3.1 Multilevel regression and poststratification
To transform the raw Xbox data into accurate estimates of voter intent in the general
electorate, I make use of the rich demographic information that respondents provide.
In particular I poststratify the raw Xbox responses to mimic a representative sample
of likely voters. Poststratification is a popular method for correcting for known dif-
ferences between sample and target populations [41]. The core idea is to partition the
population into cells (e.g., based on combinations of various demographic attributes),
use the sample to estimate the response variable within each cell, and finally to ag-
gregate the cell-level estimates up to a population-level estimate by weighting each
cell by its relative proportion in the population. Using y to indicate the outcome of
interest, the poststratification estimate is defined by,






where ŷj is the estimate of y in cell j, and Nj is the size of the j-th cell in the
population. An estimate of y can be analogously derived at any subpopulation level





where Js is the set of all cells that comprise s. As is readily apparent from the form
of the poststratification estimator, the key is to obtain accurate cell-level estimates,
as well as estimates for the cell sizes.
One of the most common ways to generate cell-level estimates is to simply average
sample responses within each cell. If within a cell the sample is drawn at random from
the larger population, this yields an unbiased estimate. However, this assumption of
cell-level simple random sampling is only reasonable when the partition is sufficiently
fine; on the other hand, as the partition becomes finer, the cells become sparse, and
the empirical sample averages become unstable. I address these issues by instead
generating cell-level estimates via a regularized regression model, namely multilevel
regression.
This combined model-based poststratification strategy, known as multilevel re-
gression and poststratification (MRP), has been used to obtain accurate small-area
subgroup estimates, such as for public opinion and voter turnout in individual states
and demographic subgroups [23, 40, 24].
More formally, applying MRP in this setting comprises two steps. First a Bayesian
hierarchical model is fit to obtain estimates for sparse poststratification cells; second,
one averages over the cells, weighting by a measure of forecasted voter turnout, to
get state and national-level estimates. Specifically, I generate the cells by considering
all possible combinations of sex (2 categories), race (4 categories), age (4 categories),
education (4 categories), state (51 categories), party ID (3 categories), ideology (3
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categories) and 2008 vote (3 categories), which partition the data into 176,256 cells.
{All demographic variables are collected prior to respondents’ first poll, alleviating
concerns that respondents may adjust their demographic responses to be inline with
their voter intention (e.g., a new Obama supporter switching his or her party ID
from Republican to Democrat). I fit two, nested multilevel logistic regressions to
estimate candidate support in each cell. The first of the two models predicts whether
a respondent supports a major-party candidate (i.e., Obama or Romney), and the
second predicts support for Obama given that the respondent supports a major-party
candidate. Following the notation of [22], the first model is given by
Pr(Yi ∈{Obama, Romney}) =
logit−1
(
α0 + α1(state last vote share) (3.1)
















where α0 is the fixed baseline intercept, and α1 is the fixed slope for Obama’s
fraction of two-party vote share in the respondent’s state in the last presidential




j[i] and so on—which in general is denote by a
var
j[i]—
correspond to varying coefficients associated with each categorical variable. Here the
subscript j[i] indicates the cell to which the i-th respondent belongs. For example,








65+} depending on the cell membership
of the i-th respondent. The varying coefficients avarj[i] are given independent prior
distributions
avarj[i] ∼ N(0, σ2var).
To complete the full Bayesian specification, the variance parameters are assigned a
hyperprior distribution
σ2var ∼ inv-χ2(ν, σ20),
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with a weak prior specification for the remaining parameters, ν and σ0. The benefit of
using a multilevel model is that estimates for relatively sparse cells can be improved
through “borrowing strength” from demographically similar cells that have richer
data. Similarly, the second model is defined by
Pr(Yi = Obama |Yi ∈ {Obama, Romney}) =
logit−1
(
β0 + β1(state last vote share) (3.2)

















bvarj[i] ∼ N(0, η2var),
η2var ∼ inv-χ2(µ, η20).
Jointly, Eqs. (3.1) and (3.2) define a Bayesian model that describes the data. Ide-
ally, a fully Bayesian analysis would be performed to obtain the posterior distribution
of the parameters. However, for computational convenience, I use the approximate
marginal maximum likelihood estimates obtained from the glmer() function in the
R package lme4 [5].
Having detailed the multilevel regression step, I now turn to poststratification,
where cell-level estimates are weighted by the proportion of the electorate in each
cell and aggregated to the appropriate level (e.g., state or national). To compute
cell weights, cross-tabulated population data is needed. One commonly used source
for such data is the Current Population Survey (CPS); however, the CPS does not
includes some key poststratification variables, such as party identification. I thus in-
stead use exit poll data from the 2008 presidential election. Exit polls are conducted
on election day outside voting stations to record the choices of exiting voters, and
they are generally used by researchers and news media to analyze the demographic
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breakdown of the vote (after a post-election adjustment that aligns the weighted re-
sponses to the reported state-by-state election results). In total, 101,638 respondents
were surveyed in the state and national exit polls. I use the exit poll from 2008, not
2012, because this means that in theory the method as described here could have
been used to generate real-time predictions during the 2012 election campaign. Ad-
mittedly, this approach puts my prediction at a disadvantage since the demographic
shifts of the intervening four years cannot be captured. While combining exit poll
and CPS data would arguably yield improved results, for simplicity and transparency
I exclusively use the 2008 exit poll summaries for poststratification.
3.3.2 National and State Voter Intent
Figure 3.3 shows the adjusted two-party Obama support for the last 45 days of the
election. %The daily voter intents for two-party Obama support at the national level
are %illustrated in Figure 3.3. Compared with the uncorrected estimates in Figure
3.2, the MRP-adjusted estimates yield a much more reasonable timeline of Obama’s
standing over the course of the final weeks of the campaign. With a clear advantage at
the beginning, Obama’s support slipped rapidly after the first presidential debate—
though never falling below 50%—and gradually recovered, building up a decisive lead
in the final days.
On the day before the election, the estimate of voter intent is off by a mere
0.6 percentage points from the actual outcome (indicated by the dotted horizontal
line). Voter intent in the weeks prior to the election does not directly equate to
an estimate of vote share on election day—a point I return to later. As such, it is
difficult to evaluate the accuracy of the full time-series of estimates. Nonetheless, note
that the estimates are not only intuitively reasonable, but that they are also inline
with prevailing estimates based on traditional, representative polls. In particular, the
estimates roughly track—and are even arguably better than—those from Pollster.com,
one of the leading poll aggregators during the 2012 campaign.












































































MRP Adjusted Xbox Estimates     Pollster.com
Figure 3.3: National MRP-adjusted voter intent of two-party Obama support over
the 45-day period and the associated 95% confidence bands. The horizontal dashed
line indicates the actual two-party Obama vote share. The three vertical dotted lines
indicate the presidential debates. Compared with the raw responses in Figure 3.2,
the MRP-adjusted voter intent is much more reasonable, and voter intent in the last
few days is very close to the actual outcome. For comparison, the daily aggregated
polling results from Pollster.com, shown as the blue dotted line, are further away
from the actual vote share than the estimates generated from the Xbox data in the
last few days.
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National vote share receives considerable media attention, but state-level esti-
mates are particularly relevant for many stakeholders given the role of the Electoral
College in selecting the winner [54]. forecast the joint probability of victory for each
candidate in Forecasting state-by-state races is a challenging problem due to the in-
terdependencies in state outcomes, %and the joint electoral votes has not yet become
the standard forecast the logistical difficulties of measuring state-level vote prefer-
ence, and the effort required to combine information from various sources [42]. The
MRP framework, however, provides a straightforward methodology for generating
state-level results. Namely, I use the same cell-level estimates employed in the na-
tional estimate, as generated via the multilevel model in Eqs. (3.1) and (3.2), and I
then poststratify to each state’s demographic composition. In this manner, the Xbox
responses can be used to construct estimates of voter intent over the last 45 days of
the campaign for all 51 Electoral College races.
Figure 3.4 shows two-party Obama support for the 12 states with the most elec-
toral votes. The state timelines share similar trends (e.g., support for Obama drop-
ping after the first debate), but also have their own idiosyncratic movements, an
indication of a reasonable blend of national and state-level signals. To demonstrate
the accuracy of the MRP-adjusted estimates, I plot, in dotted blue lines in Figure
3.4, the estimates generated by Pollster.com, which are broadly consistent with the
state-level MRP estimates. Moreover, across the 51 Electoral College races, the mean
and median absolute errors of the estimates on the day before the election are just
2.5 and 1.8 percentage points, respectively.
3.3.3 Voter intent for demographic subgroups
Apart from Electoral College races, election forecasting often focuses on candidate
preference among demographic subpopulations. Such forecasts are of significant
importance in modern political campaigns, which often employ targeted campaign
strategies [31]. In the highly non-representative Xbox survey, certain subpopulations
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Figure 3.4: MRP-adjusted daily voter intent for the 12 states with the most electoral
votes, and the associated 95% confidence bands. The horizontal dashed lines in
each panel give the actual two-party Obama vote shares in that state. The mean and
median absolute errors of the last day voter intent across the 51 Electoral College races
are 2.5 and 1.8 percentage points, respectively. The state-by-state daily aggregated
polling results from Pollster.com, given in the dotted blue lines, are broadly consistent
with the estimates from the Xbox data.
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Xbox Estimates 2012 Exit Poll
Figure 3.5: Comparison of two-party Obama vote share for various demographic
subgroups, as estimated from the 2012 national exit poll and from the Xbox data on
the day before the election.
are heavily underrepresented and plausibly suffer from strong self-selection problems.
This begs the question, how accurate the estimates for older women based on a plat-
form that caters to mostly young men?
It is straightforward in MRP to estimate voter intent among any collection of
demographic cells: I again use the same cell-level estimates as in the national and
state settings, but poststratify to the desired target population. For example, to
estimate voter intent among women, the poststratification weights are based on the
relative number of women in each demographic cell. To illustrate this approach, I
compute Xbox estimates of Obama support for each level of the categorical variables
(e.g., males, females, white, black, etc.) on the day before the election, and compare
those with the actual voting behavior of those same groups as estimated by the 2012
national exit poll. As seen in Figure 3.5, the Xbox estimates are remarkably accurate,
with a median absolute difference of 1.5 percentage points between the Xbox and the
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Figure 3.6: Two-party Obama support as estimated from the 2012 national exit
poll and from the Xbox data on the day before the election, for various two-way
interaction demographic subgroups (e.g., 65+ year-old women). The sizes of the dots
are proportional to the population sizes of the corresponding subgroups. Subgroups
within the same two-way interaction category (e.g., age by sex) have the same color.
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exit poll numbers. Note that Respondents’ 2008 vote was not asked on the 2012 exit
poll, so I exclude that comparison from Figure 3.5.
Not only do the Xbox data facilitate accurate estimation of voter intent across
these single-dimensional demographic categories, but they also do surprisingly well at
estimating two-way interactions (e.g., candidate support among 18–29 year-old His-
panics, and liberal college graduates). Figure 3.6 shows this result, plotting the Xbox
estimates against those derived from the exit polling data for each of the 149 two-
dimensional demographic subgroups. Note that state contestedness is excluded from
the two-way interaction groups since the 2012 state exit polls are not yet available,
and the 2012 national exit poll does not have enough data to reliably estimate state
interactions; 2008 vote is also excluded, as it was not asked in the 2012 exit poll. The
“other” race category was also dropped as it was not consistently defined across the
Xbox and exit poll datasets. Most points lie close to the diagonal, indicating that the
Xbox and exit poll estimates are in agreement. Specifically, for women who are 65
and older—a group whose preferences one might a priori believe are hard to estimate
from the Xbox data—the difference between Xbox and the exit poll is a mere one
percentage point (49.5% and 48.5%, respectively). Across all the two-way interaction
groups, the median absolute difference is just 2.4 percentage points. As indicated by
the size of the points in Figure 3.6, the largest differences occur for relatively small
demographic subgroups (e.g., liberal Republicans), for which both the Xbox and exit
poll estimates are less reliable. For the 30 largest demographic subgroups, Figure
3.7 lists the differences between Xbox and exit poll estimates. Among these largest
subgroups, the median absolute difference drops to just 1.9 percentage points.
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Figure 3.7: Differences between the Xbox MRP-adjusted estimates and the exit poll
estimates for the 30 largest two-dimensional demographic subgroups, ordered by the
difference. Positive values indicate the Xbox estimate is larger than the correspond-
ing exit poll estimate. Among these 30 subgroups, the median and mean absolute
differences are 1.9 and 2.2 percentage points, respectively.
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3.4 Forecasting Election Day Outcome
3.4.1 Converting Voter Intent to Forecasts
As mentioned above, daily estimates of voter intent do not directly correspond to
estimates of vote share on election day. There are two key factors for this deviation.
First, opinion polls (both representative and non-representative ones) only gauge
voter preference on the particular day when the poll is conducted, with the question
typically phrased as, “if the election were held today.” Political scientists and pollsters
have long observed that such stated preferences are prone to several biases, including
the anti-incumbency bias, in which the incumbent’s polling numbers tend to be lower
than the ultimate outcome [10], and the fading early lead bias, in which a big lead
early in the campaign tends to diminish as the election gets closer [19]. Moreover,
voters’ attitudes are affected by information revealed over the course of the campaign,
so preferences weeks or months before election day are at best a noisy indicator of
one’s eventual vote. Second, estimates of vote share require a model of likely voters.
That is, opinion polls measure preferences among a hypothetical voter pool, and are
thus accurate only to the extent that this pool captures those who actually turn out
to vote on election day. Both of these factors introduce significant complications in
forecasting election day outcomes.
To convert daily estimates of voter intent to election day predictions—which I
hereafter refer to as the voter intent—I compare daily voter intent in previous elections
to the ultimate outcomes in those elections. Specifically, I collected historical data
from three previous U.S. presidential elections, in 2000, 2004, and 2008. For each
year, I obtained top-line (i.e., not individual-level) national and state estimates of
voter intent from all available polls conducted in those elections. The polling data
are obtained from Pollster.com and RealClearPolitics.com. From this collection of
polling data, I then constructed daily estimates of voter intent by taking a moving
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average of the poll numbers, in a similar manner to the major poll aggregators. Note
that I rely on traditional, representative polls to reconstruct historical voter intent;
in principle, however, I could have started with non-representative polls if such data
were available in previous election cycles.
I next infer a mapping from voter intent to election outcomes by regressing election
day vote share on the historical time-series of voter intent. The key difference between
the approach in this chapter and previous related work [19, 53] is that I explicitly
model state-level correlations, via nested national and state models and correlated
error terms. Specifically, I first fit a national model given by
yUSe = a0 + a1x
US
t,e + a2|xUSt,e |xUSt,e + a3txUSt,e + η(t, e)
where yUSe is the national election day vote share of the incumbent party candidate
in election year e, xUSt,e is the national voter intent of the incumbent party candidate
at t days before the election in year e, and η ∼ N(0, σ2) is the error term. Both yUSe
and xUSt,e are offset by 0.5, so the values run from $-$0.5 to 0.5 rather than 0 to 1.
The term involving the absolute value of voter intent pulls the vote share prediction
toward 50%, capturing the diminishing early lead effect. I do not include a main
effect for time since it seems unlikely that the number of days until the election itself
contributes to the final vote share directly, but rather time contributes through its
interaction with the voter intent (which it is include in the model).
Similarly, the state model is given by
ySTs,e = b0 + b1x
ST
s,t,e + b2|xSTs,t,e|xSTs,t,e + b3txSTs,t,e + ε(s, t, e)
where ySTs,e is the election day state vote share of the state’s incumbent party
candidate at day t, xSTs,t,e is the state voter intent at day t, and ε is the error term.
The outcome ySTs,e is offset by the national projected vote share on that day as fit
with the national calibration model, and xSTs,t,e is offset by that day’s national voter
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intent. Furthermore, I impose two restrictions on the magnitude and correlation
structure of the error term ε(s, t, e). First, since the uncertainty naturally decreases
as the election gets closer (as t becomes smaller), I apply the heteroscedastic structure
Var(ε(s, t, e)) = (t+a)2, where a is a constant to be estimated from the data. Second,
the state-specific movements within each election year are allowed to be correlated.
For simplicity, and as in [11], I assume these correlations are uniform (i.e., all pairwise
correlations are the same), which creates one more parameter to be estimated from
the data. I fit the full calibration model with the gls() function in the R package
nlme [49].
In summary, the procedure for generating election day forecasts proceeds in three
steps:
1. Estimate the joint distribution of state and national voter intent by applying
MRP to the Xbox data.
2. Fit the nested calibration model described above on historical data to obtain
point estimates for the parameters, including estimates for the error terms.
3. Convert the distribution of voter intent to election day forecasts via the fitted
calibration model.
3.4.2 National and state election day forecasts
Figure 3.8 plots the projected vote shares and pointwise 95% confidence bands over
time for the 12 states with the most electoral votes. Though these time-series look
quite reasonable, it is difficult to assess their accuracy as there are no ground truth
estimates to compare with in the weeks prior to the election. As a starting point,
I compare the state-level estimates to those generated by prediction markets, which
are widely considered to be among the most accurate sources for political predictions
[54, 73]. For each state, prediction markets produce daily probabilities of victory.
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Though Figure 3.8 plots the forecasts in terms of expected vote share, this estima-
tion procedure in fact yields the full distribution of outcomes, and so I can likewise
convert my estimates to probabilistic forecasts. Figure 3.9 shows this comparison,
where the prediction market estimate is derived by averaging the two largest election
markets, Betfair and Intrade. My probabilistic estimates are largely consistent with
the prediction market probabilities. In fact, for races with little uncertainty (e.g.,
Texas and Massachusetts), the Xbox estimates do not seem to suffer from the long-
shot bias common to prediction markets [53], and instead yield probabilities closer to
0 or 1. For tighter races, the Xbox estimates—although still highly correlated with
the prediction market probabilities—look more volatile, especially in the early part
of the 45-day period. Since the ground truth is not clearly defined, it is difficult to
evaluate which method—Xbox or prediction markets—yields better results. From a
Bayesian perspective, if one believes the stability shown by prediction markets, this
could be incorporated into the structure of the Xbox calibration model.
With the full state-level outcome distribution, I can also estimate the distribution
of Electoral College votes. Figure 3.10 plots the median projected electoral votes
for Obama over the last 45-days of the election, together with the 95% confidence
band. In particular, on the day before the election, my model estimates Obama had
an 88% chance of victory, in line with estimates based on traditional polling data.
For example, Simon Jackman predicted Obama had a 91% chance of victory, using a
method built from [34]. Zooming in on the day before the election, Figure 3.11 shows
the full predicted distribution of electoral votes for Obama. Compared to the actual
332 votes that Obama captured, I estimate a median of 312 votes, with the most
likely outcome being 303. Though this distribution of Electoral College outcomes
seems reasonable, it does appear to have higher variance than one might expect.
In particular, the extreme outcomes seem to have unrealistically high likelihood of
occurring, which is likely a byproduct of the calibration model not fully capturing
the state-level correlation structure. Nonetheless, given that my forecasts are based
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Figure 3.8: Projected Obama share of the two-party vote on election day for each
of the 12 states with the most electoral votes, and associated 95% confidence bands.
Compared to the MRP-adjusted voter intent in Figure 3.4, the projected two-party
Obama support is more stable, and the North Carolina race switches direction after
applying the calibration model. Additionally, the confidence bands become much
wider and give more reasonable state-by-state probabilities of Obama victories.
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Figure 3.9: Comparison between the probability of Obama winning the 12 largest
Electoral College races based on Xbox data and on prediction market data. The
prediction market data are the average of the raw Betfair and Intrade prices from
winner-take-all markets. The three vertical lines represent the dates of three presi-
dential debates. The shaded halves indicate the direction that race went.





























Figure 3.10: Daily projections of Obama electoral votes in the 45-day period leading
up to the 2012 election and associated 95% confidence bands. The solid line represents
the median of the daily distribution. The horizontal dashed line represents the actual
electoral votes, 332, that Obama captured in 2012 election. Three vertical dotted
lines indicate the dates of three presidential debates.
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Figure 3.11: Projected distribution of electoral votes for Obama one day before the
election. The green vertical dotted line represents 269, the minimum number of
electoral votes that Obama needs for a tie. The blue vertical dashed line gives 332,
the actual number of electoral votes captured by Obama. The estimated likelihood
of Obama winning the electoral vote is 88%.
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on a highly biased convenience sample of respondents, the model predictions are
remarkably good.
3.5 Conclusion
Forecasts not only need to be accurate, but also relevant, timely, and cost-effective.
In this chapter, I construct election forecasts satisfying all of these requirements using
extremely non-representative data. Though the data were collected on a proprietary
polling platform, in principle one can aggregate such non-representative samples at
a fraction of the cost of conventional survey designs. Moreover, the data produce
forecasts that are both relevant and timely, as they can be updated faster and more
regularly than standard election polls. Thus, the key question—and one of the main
contributions of this chapter—is to assess the extent to which one can generate ac-
curate predictions from non-representative samples. Since there is limited ground
truth for election forecasts, definitely establishing the accuracy of my predictions is
difficult. Nevertheless, I show that the MRP-adjusted and calibrated Xbox estimates
are both intuitively reasonably, and are also quite similar to those generated by more
traditional means.
The greatest impact of non-representative polling will likely not be for presiden-
tial elections, but rather for smaller, local elections and specialized survey settings,
where it is impractical to deploy traditional methods due to cost and time constraints.
For example, non-representative polls could be used in Congressional elections, where
there are currently only sparse polling data. Non-representative polls could also sup-
plement traditional surveys (e.g., the General Social Survey) by offering preliminary
results at shorter intervals. General Social Survey, which is . Finally, when there is a
need to identify and track pivotal events that affect public opinion, non-representative
polling offers the possibility of cost-effective continuous data collection. Standard rep-
resentative polling will certainly continue to be an invaluable tool for the foreseeable
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future. However, 75 years after the Literary Digest failure, non-representative polling
(followed by appropriate post-data adjustment) is due for further exploration, for
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Chapter 4
Causal Inference for Multilevel
Data with Interference via
Gaussian Processes
In this chapter, I discuss causal inference for multilevel data. Multilevel data, as
illustrated in the previous chapters, are a mainstay in social, behavioral and medical
science. While some of the multilevel data analysis are descriptive, such as the survey
examples used in the previous 2 chapters, a large number of multilevel datasets call for
causal analysis in nature. Two of the most interesting examples, as will be discussed
in this chapter, are meta-analysis and multi-site randomized experiment. Based on
the nature of the available data, multilevel causal inference can be dichotomized into
two types. In the first type, researchers only have the information of the studies
or the sites, rather than the information about individual participants. This corre-
sponds to, for example, the traditional meta-analysis where effect sizes and study
characteristics are extracted from published papers. Here, the information available
to account for systematic sources of heterogeneity in treatment effects across studies is
generally inadequate, and researchers will often estimate a common treatment effect,
and possibly the variation in this effects across studies [17, 51]. In the second type,
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researchers have access to the individual-participant data. This case is more similar
to the multilevel survey data discussed in the previous chapters. Compared with
study/site-level multilevel data, Individual participant data (IPD), offer numerous
advantages [60, 15], and are becoming increasingly available and common.
The most näıve strategy to handle multilevel dataset is to pool all data together,
ignoring the group structure. But average treatment effects frequently vary across
studies/sites. Subjects in different studies/sites are often drawn from different pop-
ulations. For the sake of brevity, I will use study in place of study/site for the
remainder of this chapter, but it should be noted that the discussion herein apply to
general multilevel data of which meta-analysis is a special case. A viable approach to
account for between study heterogeneity in treatment effects is to use covariates, of
both individual and study level, together with random effects models [1, 29, 28, 65].
Unfortunately, researchers often overlook sources of between study heterogeneity and
use random effect models simply as a tool to fuse a one-number summary of other-
wise disparate effects. More careful consideration of sources of heterogeneity is needed
to inform analyses and resulting policy recommendations. For example, in a multi-
school educational intervention, understanding which demographic groups benefit the
most from the intervention, as well as whether certain schools are more receptive to
the intervention, might be of primary interest, rather than an overall summary of
intervention effects.
To that end, [62] developed an extended potential outcome framework to put
multilevel data on a solid causal foundation. Motivated by meta-analyses, the frame-
work explicitly codifies the sources and nature of between study heterogeneity. When
extensive information about the subjects is collected, as in IPD meta-analyses, the
framework can be used to test, under specified conditions, whether or not particular
sources contribute to between study heterogeneity. In meta-analyses based on pub-
lished data, subjects cannot be linked to covariates that vary within studies. If these
characteristics differentiate outcomes and their distribution varies across studies, it
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will not be possible to reliably test hypotheses about these sources of variation in
general [48]. Nevertheless, the framework may still be used to think more carefully
about the sources of heterogeneity and how one might want to conduct and interpret
empirical analyses. [62] illustrated the framework with an IPD meta-analysis of the
Vioxx clinical trials.
In this chapter I discuss two innovations. One is the extension of the causal frame-
work outlined in [62], specifically in handling interference/peer/neighborhood effect.
The other is the use of non-parametric models that explicitly handles heterogeneity
across studies based on Gaussian Processes (GP). GP allows for flexible modeling
of response functions and admits full probabilistic inference [71]. The second is the
relaxation of the so-called Stable Unit Treatment Value Assumption (SUTVA) for
multilevel data, incorporating peer influences common in educational settings into
the potential outcomes [33] . To illustrate, I reanalyze the dataset from Tennessee
Student-Teacher Achievement Ratio study (hereafter Project STAR). Project STAR
was a large-scale randomized experiment on the effect of class size on educational out-
comes funded by Tennessee legislature. Project STAR was carried out in 79 schools
across Tennessee, spanning from 1985 to 1989 and involving about 10,000 students.
Upon entry into participating schools in kindergarten through grade 3, each student
was randomly assigned to one of three class types, and end-of-year test scores were
recorded as outcomes. To date, Project STAR is still the most widely studied edu-
cational experiment, and researchers are still perusing its rich data set for insights.
[38] pointed on the heterogeneous effects of attending a small class that vary with
demographics, however, the existing literature mostly ignore the multi-site structure
of the data. Applying GP models with group structure on the Project STAR dataset
yields some insights that are not obvious from traditional studies.
This chapter proceeds as follows. I first review the extended potential outcome
framework outlined in [62]. Next, I review the basic model setup and inference of
Gaussian Processes (GP) model, and discuss how to incorporate multilevel structure
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into GP models. Then I discuss Project STAR data, review the previous educational
and economic literature on it , and discuss how to adjust the potential outcome
framework to handle partial-interference inherent in cluster-randomized multi-site
data. Lastly, I present the results from reanalyzing Project STAR data, and discuss
insights gained through the potential outcome framework as well as the GP model.
4.1 A Potential Outcome Framework for Multi-
level Data
[62] used the potential outcomes framework [44, 55] in which causal effects are defined
as within-subject comparisons of outcomes under different treatments, only one of
which is observed. The exposition in this section closely follows [62].
4.1.1 Potential Outcomes for a Single Study
The potential outcomes of an individual i under a treatment assignment z is defined
as Yi(z). Note that z is a vector whose length is the sample size of the study, since
different combination of treatment assignments might affect the potential outcome
of individual i. To reduce the complexity, it is common to assume that the stable
unit treatment value assumption (SUTVA) hold. SUTVA states that assignments of
other unit don’t affect the potential outcomes of the unit under considerations, i.e.
Yi(z) ≡ Yi(zi). (For cases where SUTVA doesn’t hold see [61] and [33]) For a binary
treatment z ∈ {0, 1}, there are only two potential outcomes for individual i, thus
the unit causal effect of treatment z on individual i can be defined as Yi(1) − Yi(0).
Typically, researchers are interested in estimating quantities such as the population
average treatment effect (PATE)
E(Y (1)− Y (0)),
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or the conditional average treatment effect (CATE) corresponding to some covariates
X
E(Y (1)− Y (0) | X = x)
An assumption in causal inference that many empirical analyses are based on is the
unconfoundedness assumption [52], which states that given a set of observed covari-
ates, treatment assignment Z is independent of the potential outcomes (Y (0), Y (1)):
Y (0), Y (1) ⊥ Z | X
In the case of randomized experiment, the stronger assumption Y (0), Y (1), X ⊥ Z
holds. Under the unconfoundedness assumption,
E(Y |X, z = 1)− E(Y |X, z = 0)
=E(Y (1)|X, z = 1)− E(Y (0)|X, z = 0)
=E(Y (1)|X)− E(Y (0)|X)
=E(Y (1)− Y (0)|X)
and thus the causal effect can be identified from the observables.
4.1.2 Extended Potential Outcomes
Let z = (z1, ..., zn) and s = (s1, ..., sn) and let Yi(s, z) denote the response subject i
would have under the study allocation s and treatment assignment z. In the most
general case, potential outcomes are defined for all treatment by study combinations,
the notation and results are easily modified to handle the case where potential out-
comes are not defined for all treatment by study combinations, such as when study
protocol makes it impossible for certain study-treatment combination.
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As it stands, the potential outcomes of subject i may depend on what studies and
treatments other subjects are assigned to. This often creates too much complexity
and might be reasonably simplified. Following the concept of SUTVA in the single
study case, an extended SUTVA for multilevel data can be defined:
Extended stable unit treatment value assumption (ESUTVA): For all possible as-
signments z and allocations s, Yi(s, z) = Yi(si, zi) ≡ Yi(s, z).
Extended SUTVA shares the same caveats as plain SUTVA, which is, when study
participants interact, as in social networks, schools and neighborhoods, this assump-
tion may require modification. I will discuss this later.
[62] formalized two sources of between study heterogeneity: the differences in
responses of a given unit to the same treatment in different studies, and the assignment
mechanism(s) by which treatments and studies are paired with subjects.
First, the notion that a subject’s response to a given treatment is the same in all
studies, which cannot be properly expressed without the extended potential outcome
framework, is implicit in multilevel data analysis where a common treatment effect
(or conditional effect) is assumed to hold across studies.
Response consistency assumption for treatment z: For all s, s′ and subjects i,
Yi(s, z) = Yi(s
′, z).
[62] also discussed several relaxations of the response consistency assumption that
are sufficient for identifying and estimating the effects.
Next is the formalization of the concept of treatment selection within studies and
study selection mechanisms. If each study is randomized or has a good amount of
covariates, treatment assignment is assumed to be independent of potential outcomes,
given covariates X:
Unconfounded treatment assignment within studies given observed covariates: for
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every s, and treatment z, Y (s, z) ⊥ Z | S,X.
Unconfounded treatment assignment within studies assumption allows identification
of the potential outcome distributions from the observed outcome distributions:
F (y | Z = z, S = s,X = x) = F (y(s, z) | Z = z, S = s,X = x). (4.1)
This assumption is analogous to the ignorability assumption in [52] that is often crit-
ical for causal inference in the single study case. But often, different studies sampled
from different population in the beginning. For example, schools often represent dras-
tically different student populations, depending on the location and neighborhood.
This extra layer of complexity induced by the multilevel structure is the focus here.
Assuming that the observed covariates X may account for differential selection into
studies, that is studies and potential outcomes are independent, given X:
Unconfounded study selection, given observed covariates: For all studies s, s′ and
treatments z, F (y(s, z) | S = s,X = x) = F (y(s, z) | S = s′,X = x).
Like the consistency assumptions, the notion of unconfounded study selection can-
not be properly formalized without considering the outcomes subjects would have in
studies other than those in which they actually participated.
The main assumptions of the extended potential outcome framework have been
laid out. However, it is only informative when one consider them as a whole. Although
neither the response consistency assumptions nor the study selection assumption are
testable, if both these hold, for every study s in which treatment z is administered,
the distributions of the response, conditional on X, are identical:
F (y | Z = z, S = s,X = x) = F (y(s, z) | S = s,X = x) = F (y(s, z) | S = s′,X = x)(4.2)
= F (y(s′, z) | S = s′,X = x) = F (y | Z = z, S = s′,X = x),(4.3)
where the first equality follows from unconfounded treatment assignment within
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study, the second from unconfounded study selection, the third from response consis-
tency and the fourth from unconfounded treatment assignment within study again.
Thus, if the observations indicate (4.3) fails to hold, at least one of the two as-
sumptions, unconfounded treatment assignments within studies and unconfounded
study selection, fails to hold. The practical implication for a analyst, therefore, is
first to assess whether one of the two assumptions could be supported in this partic-
ular situation, and if so, (4.3) serves as a test of whether the other assumption hold
and thus leads to a better understanding of the source of the effect heterogeneity
4.2 Multilevel Causal Inference via GP
4.2.1 Non-parametric Modeling for Causal Inference
Traditionally, causal inference using potential outcomes focuses on two questions.
Modeling of the treatment assignment process p(z | x), also known as the propensity
score, and modeling of the scientific process of how responses relate to treatment and
covariates E(y | z, x), also known as the response surface [56]. A myriad of methods
based on the either treatment assignment mechanism (e.g., propensity score match-
ing), or response surface modeling (e.g., regression), or combination of these two (e.g.,
the doubly-robust method), has been proposed for causal inference of observational
data.
Recently, following the advances in Bayesian non-parametric models, [30] pro-
posed a model that focuses on accurately estimating the response surface using flex-
ible Bayesian Additive Regression Trees (BART) [13]. Besides the well-known ben-
efits of being robust to model misspecifications and being able to capture highly
non-linear and interaction patterns, Bayesian non-parametric models provide well-
calibrated probabilistic intervals to convey inferential uncertainty.
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4.2.2 Gaussian Processes
Gaussian Processes (GP) have become a popular tool for nonparametric regression.
A random function f follows a GP process with kernel κ if any finite-dimensional
marginal of f follows a Gaussian distribution, i.e.
f(x) ∼ N (µ,Kx,x),∀ x ∈ Rd and d
where Kx,x is the covariance matrix of kernel κ, i.e.,
Kx,x =

k(x1, x1) k(x1, x2) . . . k(x1, xd)
. . . . . . . . . . . .
k(xd, x1) k(xd, x2) . . . k(xd, xd)
 .
A large part of the popularity of GP stems from the fact a GP model can be inter-
preted as a generalization of linear regression with Gaussian errors, the predominant
model for parametric regression. In fact, according to Mercer’s Theorem [71], the








where λi and φi are the respective eigenvalues and eigenfunctions of kernel κ with
respect to a measure µ, i.e.,
∫
k(x, x′)φi(x) dµ(x) = λφi(x
′),
Then GP can be interpreted as a basis expansion method that maps input x to an
infinite dimensional space via the infinite series of functions {φi(x)}∞i=1. For example,
the square exponential kernel, defined as
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is equivalent to doing a Bayesian linear regression on an infinite amount of basis







| c ∈ R}
, with the prior on the coefficients being N(0, σ2) [71]. Since the eigenfunctions of the
kernel encodes the structure of the basis expansion, judiciously choosing the kernel κ
is the most important part of a GP model.
4.2.3 Inference for Standard GP
The standard GP model for N observation pairs (yi,xi)
N
i=1 is
yi | f ∼ N (f(xi), σ2)
f ∼ GP (0, k)
For a given kernel κ, the marginal distribution of y is
y ∼ N (0, Kx,x + σ2IN)
where Kx,x is the Gram matrix of kernel κ whose entries are k(xi, xj). With some
algebra, the predictive distribution at new points X? can be derived as
y? |X?,y,X ∼ N (KX?,X(KX,X + σ2IN)−1y, (4.4)
KX?,X? −KX?,X(KX,X + σ2IN)−1KᵀX?,X)
For inference on hyperparameters, e.g., parameters governing the kernels, a standard
practice is to maximize the log marginal likelihood
log p(y |X, θ) = log
∫





−1y + log det(KX,X(θ) + σ
2IN)
]
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and plug in the MAP (maximum a posteriori) θ̂ into the predictive distribution of
new points X?.
Despite the simplicity of the procedure for GP inference, the main difficulty lies
in the matrix inversions required for both estimating hyperparameters and predicting
the responses at new points, which involves O(N3) time complexity with N being the
number of observations. datasets that have more than several thousand observations
are already prohibitively expensive for computation. In those cases, a number of
approximation methods such as low-rank approximations of the Gram kernel matrix
(Nyström method) [70], and judicious selections of subset of observations [4] are often
recommended.
4.2.4 Machine Learning, Predictions and Potential Outcomes
GP belongs a large but miscellaneous collection of supervised machine learning algo-
rithms, whose shared goal is to approximate the functional form of the relationship
between outcomes and predictors through a data-driven approach. Different machine
learning algorithms have different inspirations and fit different situations. For ex-
ample, LASSO works best for high-dimensional feature space and thus is ideal for
causal inference in those setting (genomics and online experiment) [64], and Regres-
sion Trees have intuitive interpretations and handle heterogeneous effects well [3]. The
advantages of using GP in causal inference, comparatively, is the coherent theoreti-
cal framework that yields fully probabilistic inference and the ease of optimizing the
kernels. The main disadvantage of GP, however, is scalability: GP with sample size
on the scale of tens of thousands can often prove to be computationally intractable.
Predictions at unobserved X’s are the central goals in GP models, as illustrated in
Eq. (4.4). This works well with the potential outcome framework, since the definitions
of causal effects are based on “predictive” values at counter-factual X’s. So instead
of estimating the coefficients of the treatment indicators, which is the norm of causal
inference in traditional parametric regressions, the predictive distributions of the a
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large swarm of potential outcomes could be obtained. It is then trivial to a variety
of effects of interests with corresponding uncertainty, which might have been elusive
under parametric regressions.
4.2.5 GP with Multilevel Structure
Expositionally, GP is most often described as taking inputs that are unstructured
and continuous, since kernel functions naturally admit these type of inputs. In the
case of inputs with multilevel structures, some careful design of the kernel functions
is needed. One approach is to frame this question as a multi-task learning problem,
in the sense that outcomes in different studies are deemed as different tasks [6, 75].
In multi-task learning, each task has its own kernel function; moreover, there are
correlations between tasks. In this setting, it is common to model these two parts
separately and then combine them with matrix operations. For example, assuming a
shared within task kernel Kx,x and a between-task part Ut,t, the finite dimensional
marginals of the vector-valued random function f is matrix normal distributed
vecf(x) ∼ N (µ,Kx,x ⊗Ut,t)
where ⊗ denotes the Kronecker product.
This structure is often called kernel separability [2]. Assuming separability can sig-
nificantly reduce the dimensionality of the problem, and properties of the Kronecker
product can be used to make the inference efficient [72]. However, this approach
works best for the case of “complete design”, which means that the observations take
on every combination of (pre-defined) predictors’ values. This assumption is reason-
able in areas such as computer experiments and robotics, where experiments can be
artificially planned and thus data can be collected at pre-specified values of X’s across
different experiment replications. But it is virtually impossible in fields such as edu-
cation and public health, in which different schools or experiment cites are unlikely
to have study participants or subjects with identical demographics.
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The way to incorporate multilevel structure into GP in this work is to add the
study indicator as an additional covariate. Take the square exponential kernel for












it is simple to add the discrete group indicator term as the (d + 1)th covariate, by
defining xi,d+1 − xj,d+1 = 1 if i and j are in the same study, and xi,d+1 − xj,d+1 =
0 otherwise (I will call this the delta metric hereafter). So for observations from
the same group, e.g., the same school or the same clinical site, this extra term for
group indicator would be zero, and thus has no impact on the correlation structure.
On the other hand, if the two observations are from different groups, no matter
which groups they are from, the impact to the correlation structure would be the
same according to the model. Furthermore, it is often important to add group-level
predictors in hierarchical models [22], as it can account for variations that cannot
be explained by categorical group membership. Admittedly, a more sophisticated
approach that better takes into account the group structure would be welcome, and
will be the focus of future research. However, the approach of adding group indicators
is straightforward, yet effective, as will be seen in the Project STAR example below.
In square exponential kernels, the lengthscale lk governs the correlation scale in
input dimension κ and the magnitude σ2 controls the overall variability of the process.
Thus the magnitudes of the lengthscale lk can be used for feature selection; the larger
the lengthscale, the more important the corresponding feature.
4.2.6 Between-Study Heterogeneity with GP
In parametric models, such as the example of analyzing Vioxx data in [62], a sequence
of models of increasing complexity (e.g., adding treatment-study interactions) can
be tested to determine whether between-study heterogeneity exists in the data. In
non-parametric modeling, however, high-order interaction terms are automatically
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included. One might ask whether the model can be used to assess the existence of
heterogeneity. There are two solutions. The first is to use the so-called automatic
relevance determination (ARD) feature of the Square Exponential kernel in GP, in
particular, the lengthscale hyperparameter ld+1 corresponding to the study indicators.
If the estimate of ld+1 is very large, then the study indicator is irrelevant, which
suggests a homogeneous effects across studies. The second is to do a formal model
comparison between a GP with the study indicators and a GP without. For example,
one can use hold-out predictions to compare two GP’s. So in the event of no between-
study heterogeneity (after accounting for other predictors), following either of these
two model comparison approaches can lead to a simplified GP model without the
multilevel structure.
4.3 Revisiting Project STAR
In this section I revisit Project STAR, which studied the effect of early grade class
sizes on student achievement. Project STAR, conducted in Tennessee, was a state-
wide randomized experiment applied to over 10,000 students from 79 schools that
last for 4 years. Each student was randomly assigned to one of three class sizes
(13 to 15 students, 22 to 25 students, and 22 to 25 students with a paid teaching
aid). End-of-year test scores were used to assess the performance of those students in
the areas of math, reading and study skills. Classroom teachers were also randomly
assigned to the classes they would teach. The interventions were initiated as the
students entered school in kindergarten and continued through third grade, based on
the common belief that early intervention has persistent effects well into later lives
of the students. Due to its richness and well-crafted design, Project STAR is the
most widely studied education experiment in history. Several studies [38, 74] found
that attending a small class led to higher end-of-year test scores. However, [39] found
the effects on test scores faded out by the eighth grade. Interestingly, later research
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showed that even though the effects on test scores didn’t persist, attending a small
class at an early age increased high school completion rates [21], the likelihood of
taking college entrance exams [39] and even adult earnings [12].
4.3.1 Project STAR Design
I briefly recap the design of Project STAR.([74, 38, 21] provide a comprehensive sum-
mary.) In 1985-1986 school year, over 6,000 kindergarten students in 79 participating
schools were randomly assigned to three class types. Students remained in the same
class type through grade 3. Over the course, there were substantial attrition due
to students moving away from participating schools or retained in grade. In addi-
tion, there were additions as new students entered participating schools in grades 1-3.
These new students were randomized into three class types upon entry. Not surpris-
ingly, there were violations from the experimental protocols, as students moved from
large to small classes and vice versa. The standard approach in literature, which is
also adopted for the analysis herein, is intent-to-treat analysis, i.e., based on initial
assignment rather than actual attendance.
Characteristics such as gender, ethnicity, receiving free lunch or not are included
in the dataset; furthermore, the general school-level economic conditions is measured
by the proportion of students receiving free lunch. As for types of treatment, as
I mentioned, there are three types of treatment, small-size classroom, regular-size
classroom and regular with a paid teaching aid. I combine regular and regular with an
aid as an single control arm, following the standard practice of the literature. At the
end of each academic year,students were administered the grade-appropriate standard
tests in math and reading. There were used as the educational outcomes for analysis.
There are multiple outcomes of interests in the dataset, since very years standardized
test were taken for multiple subjects. For the sake of simplicity, I only study one
outcome, the end-of-year standardized math test score for students participated in
Project STAR in grade 1. Thus all predictors are taken from the students’ first grade,
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such as grade 1 treatment assignment, grade 1 teacher’s experience, etc.
4.3.2 Partial Interference
The first problem, if the potential outcome framework is used for Project STAR,
is that the extended SUTVA is highly susceptible: since the intervention was im-
plemented in a classroom environment, peer interactions are highly likely to affect
student performance. The potential outcome for a student is not just affected by
which class size type was her assigned to, but also what kinds of classmates were she
surrounded in. The extended SUTVA needs to be relaxed here.
There is a sizeable literature on relaxing SUTVA in the single study case. [61]
studied the effects of moving vouchers on household mobility and defined the concept
of “partial interference”, i.e., the potential outcomes of a subject are affected by
the treatment assignments of other subjects, but only in a small “neighborhood”.
Similarly, [33] studied the effects of kindergarten retention policy with a dataset
including multiple schools. Starting with the full potential outcomes under all possible
treatment assignments z and school selections s Yi(z, s), they assume no interference
between schools, thus if student i is assigned to school si and zsi denotes the treatment
assignments of all the students in school si, the potential outcome could be written
as
Yi(z, s) ≡ Yi(zi, z−i, s) = Yi(zi, zsi).
[33] further simplified the potential outcome by assuming that the effect of treatment
assignments of other students in the same school zsi is only through a function ν(zsi)
Yi(z, s) = Yi(zi, ν(zsi)). (4.5)
In particular, they chose ν to be a binary function denoting high/low retention rate
of school si.
However, since the goal of [33] was on the heterogeneity of effects across schools,
their notations didn’t admit questions such as how a student would fare were she to
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go to another school. Thus their analysis focused on causal questions conditioned on
school selection. Assuming no interference between schools I can relax the extended
SUTVA assumption
Yi(z, s) ≡ Yi(zi, si, z−i, s−i) = Yi(zi, si, ν(zsi))
where zsi denotes the treatments assigned to the group of students who go to school
si under the school selection s. Many types of ν can be formulated, reflecting the the-
oretical conceptions of the influence of peer effects in classroom. One possible choice
in the example of Project STAR is the proportion of students in the assigned school
receiving free lunch. Furthermore, formulation 4.5 assumes no impact of school/class
characteristics, which is quite strong in the education setting. In addition to peer
effect, students’ exam scores are also likely to be affected by factor such as the level
of teacher experience in each school. I later use this formulation in the analysis.
4.3.3 Response Consistency and School Selections
Aside from interference, other key assumptions outlined in the previous sections are
unlikely to hold either. First, the consistency assumption, i.e., a student would have
the same potential outcomes were she to go to another school, also seems unlikely
based on evidence from educational research [45, 25]. Moreover, it is unlikely that
all schools are sampled from the same population of students, since the school vary
considerably in terms of proportions of students receiving free lunch, running from as
low as 31% to as high as 96%. So although within each school, class size treatments are
randomized, the full set of potential outcomes, for all combinations of treatments by
studies, are not independent of the treatment. More acutely, based on the covariates
information available, including student-level (gender, race and receiving free lunch)
as well as school-level (free lunch proportion), the assumption that there is no school-
selection after conditioning on those covariates seems strenuous at best. To make
the no school-selection assumption plausible, I select a subset of the data, specifically
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inner city school with a free-lunch rate above 80%. It is then more reasonable to
assume that given the covariates, all schools under considerations are sampling from
the same population of students. This also reduces the data size to a manageable
range for computational considerations (15 schools with 1,300 students). However,
the downside of this treatment is that the results obtained in this analysis is not
directly comparable with the literature, most of which analyzed the data from all
participating schools in Project Star.
4.3.4 Model and Results
I use a GP model that has the score potential outcomes as the outputs. The pre-
dictors include school ID (15 inner-city schools), proportion of free lunch students in
that school, treatment assignment (2 treatments), student gender (male and female),
student ethnicity (minority and non-minority), student receiving lunch or not and
teacher’s experience (years of teaching). The potential outcome formula is given by
score = f(gender, ethnicity, free lunch, treatment, teacher experience, (4.6)
school ID, school free lunch proportion) (4.7)
It should be pointed out that gender, ethnicity and free lunch are fixed demographic
covariates for a given individual, whereas treatment, teacher experience, school ID and
school free lunch proportion can be altered and these lead to the potential outcomes.
I call the second types of variables intervention variables, since they potentially can
serve as interventions. Altering one or more of the intervention variables lead to
counter-factuals, such as for a given student what her test score would be if she
went to school A with 75% free lunch proportion, were assigned to a small class
had a teacher with 10 year of experience. While in Project STAR, class size is the
actual intervention, the school ID is the potential source of heterogeneity, and teacher
experience and school free lunch proportion are covariates.
To fit a GP model, it is implicitly assumed that the Unconfounded Treatment
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Assignment within Studies and Unconfounded Study Selection hold (given the co-
varaites). Empirically it is not unreasonable because 1) within each school it is a
randomized experiment and 2) the data is further restricted to a homogeneous group
of schools (inner city schools with a free-lunch rate above 80%). Furthermore, if the
Response Consistency Assumption holds, then
f(school A, :) = f(school B, :),∀ School A, B
where : represent keeping all other predictors the same. Since f is modeled as a GP
with square exponential kernel, this means that School ID drops out of the GP kernel,
or equivalently the lengthscale corresponding to School ID lschool ID is estimated to be
a very large number.
All of the above predictors are put into a square exponential kernel. I also intro-
duce acronyms SPoFL (School Proportion of Free Lunch) and YoE (Teacher Years
of Experience). Computations are conducted using the MATLAB toolbox GPStuff
[66].
4.3.4.1 Individual Treatment Effects Heterogeneity across Schools
The first class of causal effects I discuss concerns the individuals. For an idealized
student with a fixed demographic profile, e.g., a minority female with low social-
economic status (receiving free lunch), how much the small class effect varies across
schools. Mathematically, it can be defined as
f(Student P, Small Class, School A,YoE, SPoFL)−
f(Student P,Regular Class, School A,YoE, SPoFL)
In terms of education policy, this can help education administrators and researchers
better understand the effect heterogeneities. [46] found little evidence that the small
class size effect varies by social-economic status and ethnicity, through adding them
as interaction terms in regression models. Here I present a non-parametric approach.
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In terms of the potential outcome formula, I calculate the individual causal effects
of small class size of a pupil with fixed demographic profiles (gender, ethnicity and
social-economic status through receiving free lunch or not). It is also important to fix
the other intervention variables in the potential outcome formula—teacher experience
and school level proportion of the free lunch—to have a well-defined intervention.
These variables are kept at the median level at respective schools, which represents
the typical conditions the student would be exposed to if she were to attend this
school.
Corresponding to the pupil (female, minority, and from a low social-economic
status family), there are 2 × 15 different potential outcomes, for all treatment by
school combinations. For each school, there is a two-dimensional vector correspond-
ing to small-size and regular-size outcomes. Using Gaussian Process, the posterior













Then the treatment effect has the distribution N(µ1 − µ2, a2 + b2 − 2ρab).
Fig. 4.1 gives the results for the idealized pupil. Clearly, the treatment effect for
this pupil is not homogeneous across different schools. In fact, the effects could have
reversed signs for some schools, which seem to contradict with common accepted
conclusion,. It is worth noting that, however, those schools with negative small class
effects have either a small sample size (40-60 students) or a less experienced teacher
body (1-5 years of teaching experience). It also needs to be pointed out that the
sample investigated here is a subpopulation of the Project STAR data. This hetero-
geneity might be due to a number of reasons, such as the demographic compositions,
the teachers’ general level of experience and particular level of experience with specific
demographic groups, etc. Identifying the mechanism behind the varying receptive-
ness of the intervention would be important for the next step in the study. And the
education policy makers would need to take this into account had they faced the
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problem of assigning the pupils to schools.
Figure 4.1: The causal effect of attending a small-size class for an pupil (female,
minority, and from a low social-economic status family), if she were to attend each
of the 15 schools included in the dataset. The error bars represent one standard
deviation of the posterior distribution while the center is the posterior mean. Almost
all of them overlap with 0. There are also large amount of heterogeneities across
schools.
4.3.4.2 Average Treatment Effects within Schools
The second class of causal effect I discuss here is the average treatment effects within
schools. In this case, the potential outcomes of students were they assigned to different
schools are of no interest to the researchers. Instead, the quantity of interest is, for
fixed demographic profile of each school, how much the school district can benefit on
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average from small class size. Mathematically, it can be defined as
EP∈A[f(Student P, Small Class, School A,YoE, SPoFL)−
f(Student P,Regular Class, School A,YoE, SPoFL)]
This is sometimes the relevant policy question to ask when the whole school as a
unit is the focus. This analysis can identify those schools not receptive to the small
class effects and thus save potential waste of resources in implementing class size
adjustments. [38] examine the school-by-school heterogeneity by fitting a separate
regression model for each school, and use it to verify the robustness of the overall
treatment effect rather than to estimate conditional effects.
To calculate average treatment effect within a school, for each pupil in the school,
we find the posterior means of the potential outcome function setting small class size
treatment at 1 and 0 respectively, and then calculate the difference. The average of
this difference across all pupils in the school gives us the average treatment effects
within the school. Similarly, I calculate the average treatment effects for all schools,
and present the results in Fig. 4.2. Note that this graph conveys a different causal
interpretation compared with Fig. 4.1. Here we are looking at the conditional average
effect of attending a small size class for the representative population of each school.
Clearly, for some schools, the positivity of small class size effect is highly susceptible,
and it raises concerns about the effectiveness of this treatment in those school dis-
tricts. The implications for education policy makers is to take more considerations in
deciding whether to carry on full-scale reform in those school districts.
4.4 Discussion
In this chapter, I discuss an extended potential outcome framework originally built
for meta-analysis and extend it to more general multilevel data. Compared with the
classic potential outcome framework, a plethora of counterfactuals with group struc-
tures need to be created to handle multi-level data. I then introduce a GP-based
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Figure 4.2: The average causal effect of attending a small-size class for students
attending each of the 15 schools included in the data. The error bars represent one
standard deviation of the posterior distribution while the center is the posterior mean.
Although the consensus of literature is that small class effect size is unequivocal,
analysis here shows the variations are rather large, with some schools actually having
negative treatment effects.
approach. The main advantages of GP, and in general non-parametric methods, is
the fidelity of inferential uncertainty. The central question to the extended potential
outcome framework is how to incorporate the group structure. The design of Project
STAR dictate that a relaxation of the extended SUTVA is needed to accommodate
peer influence common in educational study. A partial interference structure is pro-
posed and the functional form of the peer influence is discussed. The full potential
outcomes can be easily derived from the posterior distributions of Gaussian Processes,
and it allows a great amount of richness for estimating the causal quantify of interest.
I illustrate this point with the example of Project STAR data.
CHAPTER 4. CAUSAL INFERENCE FOR MULTILEVEL DATA WITH
INTERFERENCE VIA GAUSSIAN PROCESSES 78
There are still a lot of caveats for the use of GP in multilevel causal analysis.
First of all, I only use a small fraction of the data available from Project STAR.
There are a lot of research on speeding up GP models, and I hope advances on this
front will enable a full analysis of the Project STAR data to uncover more interesting
patterns. Second, I didn’t fully explore the full modeling capability of GP. It is
possible that there are more appropriate types of kernels or combinations of kernels
than the ubiquitous square exponential kernels used in this chapter. However, this
chapter is just a first step. I am working on a full-scale paper on exploring GP models
in tackling structured causal inference.
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Appendix A
Grouping of States by
Contestedness
For ease of interpretation, in Figure 3.1 states are grouped into 4 categories: (1) bat-
tleground states (Colorado, Florida, Iowa, New Hampshire, Ohio, and Virginia), the
five states with the highest amounts of TV spending plus New Hampshire, which had
the highest per-capita spending; (2) quasi-battleground states (Michigan, Minnesota,
North Carolina, Nevada, New Mexico, Pennsylvania, and Wisconsin), which round
out the states where the campaigns and their affiliates made major TV buys; (3) solid
Obama states (California, Connecticut, District of Columbia, Delaware, Hawaii, Illi-
nois, Maine, Maryland, Massachusetts, New Jersey, New York, Oregon, Rhode Island,
Vermont, and Washington); and (4) solid Romney states (Alabama, Alaska, Arizona,
Arkansas, Georgia, Idaho, Indiana, Kansas, Kentucky, Louisiana, Mississippi, Mis-
souri, Montana, Nebraska, North Dakota, Oklahoma, South Carolina, South Dakota,
Tennessee, Texas, Utah, West Virginia, and Wyoming).
