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1 Introduction
Recently, a representation theory of the quantum affine algebra Uq(ŝl2) has
been studied extensively and applied successfully to the XXZ model in
the anti-ferromagnetic regime[2]. There the R−matrix
(
R
ε′
1
ε′
2
ε1ε2(ζ)
)
, εj , ε
′
j =
± j = 1, 2 associated with the XXZ model is identified with the intertwiner
of the tensor product space of the two-dimensional evaluation modules Vζ ,
and the two level one infinite-dimensional highest weight modules H(i), i =
0, 1 yield the exact construction of the doubly degenerated physical space
of states in the thermodynamic limit. Moreover, there exist two types of
intertwining operators, called type I and type II vertex operator, of the
form
Type I Φ(1−i,i)(ζ) : H(i) −→ H(1−i) ⊗ Vζ ,
Φ(1−i,i)(ζ) =
∑
Φ(1−i,i)ε (ζ)⊗ vε,
Type II Ψ∗(1−i,i)(ζ) : Vζ ⊗H(i) −→ H(1−i),
Ψ∗(1−i,i)ε (ζ) = Ψ
∗(1−i,i)(ζ) (vε ⊗ ·) .
Each type of vertex operator plays very different role. The type I vertex
operators in their certain combination give the embedding of spin operators
sitting on the lattice into the physical space of states, whereas the type II
vertex operator creates one physical excited particle. Hence the use of the
two types of vertex operators enables us to calculate the spin-spin correlation
functions as well as the form factors of the spin operators. Remarkably, the
whole properties of these vertices are summarized in the following simple
relations.
1. Commutation relations
Φε2(ζ2)Φε1(ζ1) =
∑
ε′
1
,ε′
2
=±
R
ε′
1
ε′
2
ε1ε2(ζ1/ζ2)Φε′
1
(ζ1)Φε′
2
(ζ2), (1.1)
Φε1(ζ1)Ψ
∗
ε2(ζ2) = T (ζ1/ζ2)Ψ∗ε2(ζ2)Φε1(ζ1), (1.2)
Ψ∗ε1(ζ1)Ψ
∗
ε2(ζ2) =
∑
ε′
1
,ε′
2
=±
S
ε′
1
ε′
2
ε1ε2 (ζ1/ζ2)Ψ
∗
ε′
2
(ζ2)Ψ
∗
ε′
1
(ζ1), (1.3)
where
(
S
ε′
1
ε′
2
ε1ε2 (ζ)
)
is the two-body S−matrix of the physical excited particles
and T (ζ) is a certain scalar function.
2. Normalization conditions
Φ(i,1−i)ε1 (ζ1)Φ
(1−i,i)
ε2 (ζ2) = (−1)1−iε2g−1δε1+ε2,0 +O(ζ1 − qζ2) (ζ1 → qζ2),
2
(1.4)
Ψ∗(i,1−i)ε1 (ζ1)Ψ
∗(1−i,i)
ε2 (ζ2) =
(−1)1−iε1
1− q−2ζ22/ζ21
(
ζ2
qζ1
)i+(1+ε1)/2
gδε1+ε2,0 +O(1)
(ζ1 → q−1ζ2), (1.5)
with some constant g.
On the contrary to the solvable lattice models, algebraic study of the
massive integrable theories has not yet been so much developed. For the on-
shell S−matrix, we know that the Zamolodchikov’s bootstrap approach[3],
a scheme of calculation of the S−matrix, was reformulated as an algebraic
problem in the representation theory of quantum groups[4, 5]. This was
done in the analogous way to the R−matrix in the lattice models. On the
other hand, for the off-shell quantities such as form factors of some local
operators, we know Smirnov’s bootstrap approach as a well-founded scheme
of calculation[6]. Let f(β1, .., βn)ǫ1,..ǫn be a form factor of some local operator
with rapidities βj and spins εj , j = 1, 2, .., n. His approach is based on the
following three axioms.
Axiom 1 The S-matrix symmetry
f(β1, .., βiβi+1, .., βn)ǫ1,..,ǫiǫi+1,..,ǫnS
ǫ′iǫ
′
i+1
ǫiǫi+1 (βi − βi+1)
= f(β1, .., βi+1βi, .., βn)ǫ1,..,ǫ′i+1ǫ
′
i,..,ǫn
. (1.6)
Axiom 2
f(β1, .., βn + 2pii)ǫ1,.,ǫn = f(βn, β1, .., βn−1)ǫn,ǫ1,..,ǫn−1. (1.7)
Axiom 3 As a function of βn, form factor f(β1, .., βn)ǫ1,..ǫn is an analytic
function in the strip 0 ≤ Imβn ≤ 2pi and has only simple poles at βn =
βj + pii, n > j. The corresponding residues are given by
2pii res f(β1, .., βn)ǫ1,..,ǫn
= f(β1, .., βˆj , .., βn−1)ǫ′
1
,..,ǫˆ′
j
,..,ǫ′n−1
Cǫn,ǫ′j
×
(
δ
ǫ′
1
ǫ1 · · · δ
ǫ′j−1
ǫj−1S
ǫ′n−1ǫ
′
j
ǫn−1τ1(βn−1 − βj)S
ǫ′n−2τ1
ǫn−2τ2 (βn−2 − βj) · · · S
ǫ′j+1τn−j−2
ǫj+1ǫj (βj+1 − βj)
−Sǫ
′
jǫ
′
1
τ1ǫ1(βj − β1) · · · S
τj−3ǫ′j−2
τj−2ǫj−2 (βj − βj−2)S
τj−2ǫ′j−1
ǫjǫj−1 (βj − βj−1)δ
ǫ′j+1
ǫj+1 · · · δ
ǫ′n−1
ǫn−1
)
,
(1.8)
where C is the charge conjugation matrix.
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These axioms define a matrix Riemann-Hilbert problem for the functions
f(β1, .., βn)ǫ1,..ǫn. Remarkably, quite similar properties to (1.6)-(1.8) are
satisfied by the correlation functions and form factors in the lattice models
(See for example [15]). Hence one may expect that there must be some
algebraic formulation of the Smirnov’s form factor bootstrap approach.
In fact, in [7], Smirnov considered the SU(2) invariant Thirring model,
which is a certain limit of the sine-Gordon theory, and proposed that the
Yangian double DY (sl2) is a relevant algebra. He conjectured also that the
level-0 representation is a relevant representation[7]. However due to lack of
infinite dimensional representation, he failed to reproduce his whole axioms.
The second progress was brought by Lukyanov[8]. He considered the
sine-Gordon theory and investigated an algebra of vertex operators (3.15)-
(3.17) which are very similar to (1.1)-(1.5). He showed that such algebra
formally reproduces Smirnov’s whole axioms. However, his argument is
rather a phenomenological one. No one had succeeded in giving it any
representation theoretical foundation untill Ref.[1].
In this paper, according to the prior work [1], we clarify an underlying
quantum group structure of Smirnov’s form factor bootstrap and Lukyanov’s
algebra. We introduce a certain degeneration of the elliptic algebraAq,p(ŝl2)[9]
and present a boson representation of it. We investigate also its rational limit
and identify it with the central extension of the Yangian double DY (sl2) at
level one. We show that in the both cases certain gauge transformations
of the type I and the type II vertex operators satisfy the Lukyanov’s al-
gebra. As a result, we give formulae for form factors, in the case of the
sine-Gordon theory and the SU(2) invariant Thirring model, which satisfy
the whole Smirnov’s axioms, based on the representations of our algebras.
This is natural because the sine-Gordon theory is known as an continume
limit of the XY Z model[10], and the elliptic algebra Aq,p(ŝl2) is the algebra
which is conjectured to give an algebraic foundation of the XY Z model (
See for example [11]).
We hence obtain a unified way, whose key formulae are given by (1.1)-
(1.5), to formulate correlation functions and form factors both in the exactly
solvable lattice models and the massive integrable quantum field theories.
We finally give a conjectural integral formula for form factor in the sine-
Gordon theory.
4
2 Elliptic algebra Aq,p
(
ŝl2
)
Let us begin with the Baxter’s elliptic R matrix[12].
R(ζ) = R(ζ; p1/2, q1/2) =
1
µ(ζ)

a(u) d(u)
b(u) c(u)
c(u) b(u)
d(u) a(u)
 , (2.1)
a(u) =
snh(λ− u)
snh(λ)
, b(u) =
snh(u)
snh(λ)
, c(u) = 1, d(u) = k snh(λ−u)snh(u),
(2.2)
where snh(u) = −isn(iu), and sn(u) is Jacobi’s elliptic function with mod-
ulus k. Let K,K ′ be the corresponding complete elliptic integrals. We use
also the variables
p = e−
piK′
K , q = −e− piλ2K , ζ = e piu2K , (2.3)
and regard (2.2) as functions of ζ, p, q. We choose the overall scalar factor
µ(ζ) as follows.
1
µ(ζ)
=
1
κ(ζ2)
(p2; p2)∞
(p; p)2∞
Θp2(q
2)Θp2(pζ
2)
Θp2(q
2ζ2)
, (2.4)
1
κ(z)
=
(q4z−1; p, q4)∞(q
2z; p, q4)∞(pz
−1; p, q4)∞(pq
2z; p, q4)∞
(q4z; p, q4)∞(q2z−1; p, q4)∞(pz; p, q4)∞(pq2z−1; p, q4)∞
,
where
(z; p1, · · · , pm)∞ =
∏
n1,···,nm≥0
(1− zpn11 · · · pnmm ),
Θq(z) = (z; q)∞(qz
−1; q)∞(q; q)∞.
Let us consider the formal generating series
L±(ζ) =
∞∑
n=−∞
L±n ζ
−n, L±n =
(
L±εε′,n
)
ε,ε′=±
, (2.5)
L±εε′,n = 0 if εε
′ 6= (−1)n.
5
Definition : the elliptic algebra Aq,p
(
ŝl2
)
[9, 13]
The elliptic algebra Aq,p(ŝl2) is the algebra generated by the symbols L±εε′,n
(n ∈ Z, ε, ε′ = ±, εε′ = (−1)n) and a central element c, through the following
relations.
R±12(ζ1/ζ2)
1
L± (ζ1)
2
L± (ζ2) =
2
L± (ζ2)
1
L± (ζ1)R
∗±
12 (ζ1/ζ2), (2.6)
R+12(q
c/2ζ1/ζ2)
1
L+ (ζ1)
2
L− (ζ2) =
2
L− (ζ2)
1
L+ (ζ1)R
∗+
12 (q
−c/2ζ1/ζ2),
(2.7)
q-detL+(ζ) ≡ L+++(q−1ζ)L+−−(ζ)− L+−+(q−1ζ)L++−(ζ) = qc/2, (2.8)
L−εε′(ζ) = εε
′L+−ε,−ε′(p
1/2q−c/2ζ), (2.9)
where
R+(ζ) = τ(q1/2ζ−1)R(ζ), R−(ζ) = τ(q1/2ζ)−1R(ζ)
with
τ(ζ) = ζ−1
(qζ2; q4)∞(q
3ζ−2; q4)∞
(q3ζ2; q4)∞(qζ−2; q4)∞
(2.10)
and
R∗±(ζ) = R±(ζ; p∗1/2, q1/2), p∗ = pq−2c. (2.11)
In [9], it was conjectured that the elliptic algebra Aq,p(ŝl2) has natural
analogs of the level one modules H(i) i=0,11 and vertex operators Φ(1−i,i)ε (ζ)
and Ψ
∗(1−i,i)
ε (ζ). It was also conjectured that these vertex operators sat-
isfy the commutation relation (1.1)-(1.5) with the elliptic R−matrix (2.1),
S
ε′
1
,ε′
2
ε1,ε2 (ζ) = −R∗ε
′
1
,ε′
2
ε1,ε2 (ζ), T (ζ) = τ(ζ) and a different constant g.
In terms of the vertex operators, the L± operators acting on H(i) can be
expressed as follows.
L+εε′(ζ) = κΨ
∗
ε′(ζ)Φε(q
1/2ζ), (2.12)
L−εε′(ζ) = κΦε(ζ)Ψ
∗
ε′(q
1/2ζ). (2.13)
Here κ is a normalization constant. Then the defining relations (2.6),(2.7)
are immediate consequences of the elliptic analogue of the commutation
relations (1.1) -(1.3). The condition (2.8) for the quantum determinant also
1 We say that a representation of Aq,p(ŝl2) has level k if the central element c acts as
k times the identity.
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follows from (1.4),(1.5) with an appropriate choice of κ. The symmetry (2.9)
of the L operators entails the following relation for the vertex operators.
Φε(ζ)Ψ
∗
ε′(q
1/2ζ) = εε′Ψ∗−ε′(p
1/2q−1/2ζ)Φ−ε(p
1/2ζ). (2.14)
3 Degeneration of Aq,p(ŝl2)
3.1 Trigonometric limit
There are two interesting degeneration limit.
1) K → π2 ,K ′ →∞ i.e. p→ 0, q → −e−λ.
Let us set
L+εε′,n =
(
−p1/2
)max(n,0)
L
+
εε′,n
and let formally p → 0, then L+(ζ) and L−(ζ) become power series in ζ
and ζ−1 respectively. In this limit, the relations (2.6)-(2.9) reduce to the
defining relations of the quantum affine algebra Uq(ŝl2) due to Reshetikhin
and Semenov-Tian-Shanskii [14].
2) K →∞,K ′ → π2 . More precisely, we let[1]
p = q2(ξ+1), ζ = qiβ/π, q → 1 (3.1)
with ξ and β being kept fixed.
In this limit, the elliptic R matrices (2.1) and R∗(ζ) = R(ζ; p∗1/2; q1/2)
degenerate to trigonometric ones.
R˜∗(β) = limR(ζ; p∗1/2; q1/2)
= −S0(β)

cosh ipi
2ξ
cosh β
2ξ
cosh ipi−β
2ξ
− sinh
ipi
2ξ
sinh β
2ξ
cosh ipi−β
2ξ
− cosh
ipi
2ξ
sinh β
2ξ
sinh ipi−β
2ξ
sinh ipi
2ξ
cosh β
2ξ
sinh ipi−β
2ξ
sinh ipi
2ξ
cosh β
2ξ
sinh ipi−β
2ξ
− cosh
ipi
2ξ
sinh β
2ξ
sinh ipi−β
2ξ
− sinh
ipi
2ξ
sinh β
2ξ
cosh ipi−β
2ξ
cosh ipi
2ξ
cosh β
2ξ
cosh ipi−β
2ξ

(3.2)
R˜(β) = limR(ζ; p1/2; q1/2)
= −R˜∗(−β)|ξ→ξ+1. (3.3)
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Here S0(β) is given by
S0(β) =
S2(−iβ)S2(pi + iβ)
S2(iβ)S2(pi − iβ) (3.4)
with S2(x) being Barnes’ double sine function with periods 2pi and piξ[15].
These are not the standard trigonometric R matrix coming from the univer-
sal R matrix of Uq(ŝl2). In order to bring them to the usual form, we need
to introduce a ‘gauge’ transformation[11]. Define
U =
(
1 −i
1 i
)
, U0 = U σ
z, U1 = σ
z U σz.
Then we find
(U1 ⊗ U0) R˜(β) (U0 ⊗ U1)−1 = R(−β), (3.5)
(U1 ⊗ U0)
(
−R˜∗(β)
)
(U0 ⊗ U1)−1 = S(β) (3.6)
with
S(β) =
S0(β)
sinh iπ−βξ

sinh iπ−βξ
sinh βξ sinh
iπ
ξ
sinh iπξ sinh
β
ξ
sinh iπ−βξ
 ,(3.7)
R(β) = −S(−β)|ξ→ξ+1. (3.8)
We have also
(U0 ⊗ U1) R˜(β) (U1 ⊗ U0)−1 = R(−β), (3.9)
(U0 ⊗ U1)
(
−R˜∗(β)
)
(U1 ⊗ U0)−1 = S(β). (3.10)
The matrices
(
Scdab(β)
)
,
(
Rcdab(β)
)
coincide with the two-body S−matrix of
the sine-Gordon theory[3] and the R−matrix of the XXZ model in the
gapless regime[15].
Now we are interested in the degeneration limit of the elliptic analogue
of the relations (1.1)-(1.3) . Write Φa(β),Ψ
∗
a(β) for the limit of Φa(ζ),Ψ
∗
a(ζ).
We set
Z(1,0)a (β) = 2
∑
b
(U−10 )baΨ
∗(1,0)
b (β) = Ψ
∗(1,0)
+ (β)− iaΨ∗(1,0)− (β),(3.11)
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Z(0,1)a (β) = 2
∑
b
(U−11 )baΨ
∗(0,1)
b (β) = aΨ
∗(0,1)
+ (β)− iΨ∗(0,1)− (β),(3.12)
Z
′(1,0)
a (β) =
∑
b
(U0)abΦ
(1,0)
b (β) = Φ
(1,0)
+ (β) + iaΦ
(1,0)
− (β), (3.13)
Z
′(0,1)
a (β) =
∑
b
(U1)abΦ
(0,1)
b (β) = aΦ
(0,1)
+ (β) + iΦ
(0,1)
− (β). (3.14)
Their commutation relations can be determined using (3.5) and (3.6). Drop-
ping the upper indices, we find
Za(β1)Zb(β2) =
∑
c,d
Scdab(β1 − β2)Zd(β2)Zc(β1), (3.15)
Z ′a(β1)Z
′
b(β2) =
∑
c,d
Rcdab(β1 − β2)Z ′d(β2)Z ′c(β1), (3.16)
Za(β1)Z
′
b(β2) = ab tan
(
pi
4
+ i
β1 − β2
2
)
Z ′b(β2)Za(β1). (3.17)
Here we have used
lim τ(qiβ/π) = tan
(
pi
4
+
iβ
2
)
. (3.18)
The conditions corresponding to (1.4) and (1.5) become
Za(β1)Zb(β2) =
C
β1 − β2 − piiδa+b,0 +O(1) (β1 → β2 + pii),
(3.19)
Z ′a(β)Z
′
b(β + pii) = C
′δa+b,0. (3.20)
Here C,C ′ are constants depending on the normalization of Za(β), Z
′
a(β).
In addition, the symmetry relation (2.14) reduces to the following.
Z ′a(β)Zb(β −
pii
2
) = Zb(β
∗)Z ′a(β
∗ − pii
2
), β∗ = β − pii(ξ + 1
2
). (3.21)
One should note that the relations (3.15)-(3.17) are much simpler than
those for Φε(β) and Ψ
∗
ε(β). In the next section we will give a boson repre-
sentation of Za(β) and Z
′
a(β).
Remark. Let us denote the limit of the L−operators L±ε,ε′(ζ) by L±ε,ε′(β).
Then the defining relation of the elliptic algebra (2.6)-(2.9) degenerate to
R˜±12(β1 − β2)
1
L± (β1)
2
L± (β2) =
2
L± (β2)
1
L± (β1)R˜
∗±
12 (β1 − β2), (3.22)
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R˜+12(β1 − β2 −
ipi
2
)
1
L+ (β1)
2
L− (β2) =
2
L− (β2)
1
L+ (β1)R˜
∗+
12 (β1 − β2 +
ipi
2
),
(3.23)
q-detL+(β) ≡ L+++(β + ipi)L+−−(β)− L+−+(β + ipi)L++−(β) = 1, (3.24)
L−εε′(β) = εε
′L+−ε,−ε′(β − ipi(ξ +
1
2
)). (3.25)
These are similar to the defining relations of the quantum affine algebra
Uq(ŝl2)[14]. However the extra relation (3.25) indicates that our L−operators
L±(β) have no Gauss decomposition. Our resultant algebra is hence quite
different from Uq(ŝl2) with |q| = 1.
3.2 Rational limit
We next consider the rational limit ξ → ∞ of the results in §3.1. In this
limit, we have
lim
ξ→∞
R˜∗(β) = SR(β), lim
ξ→∞
R˜(β) = RR(β) (3.26)
with
SR(β) = SR,0(β)

1
β
iπ−β
iπ
iπ−β
iπ
iπ−β
β
iπ−β
1
 , (3.27)
SR,0(β) =
Γ( iβ2π )Γ(
1
2 − iβ2π )
Γ(− iβ2π )Γ(12 + iβ2π )
(3.28)
and
RR(β) = −SR(−β). (3.29)
Note that SR(β) and RR(β) are invariant under the transformations (3.5)-
(3.6) and (3.9)-(3.10) . They coincide with the S−matrix of the SU(2)
invariant Thirring model and the R−matrix of the XXX model, respec-
tively.
Let L±Rε,ε′(β) be the rational limit of L
±
ε,ε′(β). In this limit, the rela-
tions (3.22)-(3.24) are still hold with replacement R˜∗(β)→ SR(β), R˜(β)→
RR(β). However the last relation (3.25) is broken down since the RHS
loses its meaning. Hence the resultant algebra is the central extension of
the Yangian double DY (sl2) at level one due to Reshetikhin and Semenov-
Tian-Shanskii[14].
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4 Bosonization of the vertex operators
We here consider the boson representation of the algebra (3.15)-(3.20).
4.1 Trigonometric case
Let us consider free bosons a(t) (t ∈ R) which satisfy[1]
[a(t), a(t′)] =
sinh πt2 sinhpit sinh
πt(ξ+1)
2
t sinh πtξ2
δ(t+ t′). (4.1)
We also use a′(t) defined by
a′(t) sinh
pit(ξ + 1)
2
= a(t) sinh
pitξ
2
.
We consider the Fock space H generated by |vac〉 which satisfies
a(t)|vac〉 = 0 if t > 0.
We set
V (α) =: eiφ(α) :, iφ(α) =
∫ ∞
−∞
a(t)
sinhpit
eiαtdt,
V (α) =: e−iφ¯(α) :, iφ¯(α) =
∫ ∞
−∞
a(t)
sinh πt2
eiαtdt,
V ′(α) =: eiφ
′(α) :, iφ′(α) = −
∫ ∞
−∞
a′(t)
sinhpit
eiαtdt,
V
′
(α) =: e−iφ¯
′(α) :, iφ¯′(α) = −
∫ ∞
−∞
a′(t)
sinh πt2
eiαtdt.
In Appendix 1 in Ref.[1], one can find the list of the operator products of
these operators.
Let us define
Z+(β) = V (β), (4.2)
Z−(β) =
∫
C1
dα
2pi
: eiφ(β)−iφ¯(α) : f(α− β), (4.3)
Z ′+(β) = V
′(β), (4.4)
Z ′−(β) =
∫
C2
dα
2pi
: eiφ
′(β)−iφ¯′(α) : f ′(α− β), (4.5)
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where2
f(α) = c1 sinh
pi
ξ
Γ
(
iα
piξ
− 1
2ξ
)
Γ
(
− iα
piξ
− 1
2ξ
)
, c1 =
e
−(γ+log πξ) ξ
ξ+1
ipi
,
f ′(α) = c2 sinh
pi
ξ + 1
Γ
(
iα
pi(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
− iα
pi(ξ + 1)
+
1
2(ξ + 1)
)
,
c2 =
e−(γ+log π(ξ+1))
ξ+1
ξ
ipi
.
Here the integration contours are chosen as follows. The contour C1 is
(−∞,∞) except that the poles β− πi2 +npiξi (n ∈ Z≥0) of Γ( i(α−β)πξ − 12ξ ) are
above C1 and the poles β+
πi
2 −npiξi (n ∈ Z≥0) of Γ(− i(α−β)πξ − 12ξ ) are below
C1. The contour C2 is (−∞,∞). The poles β+ πi2 +npi(ξ+1)i (n ∈ Z≥0) of
Γ( i(α−β)π(ξ+1)+
1
2(ξ+1)) are above C2 and the poles β− πi2 −npi(ξ+1)i (n ∈ Z≥0)
of Γ(− i(α−β)π(ξ+1) + 12(ξ+1)) are below C2.
In [1], we proved the following statement.
Proposition 4.1 The operators Z±(β) and Z
′
±(β) satisfy the commutation
relations (3.15)-(3.17), the normalization conditions (3.19) and (3.20) as
well as thesymmetry relation (3.21). The constants C,C ′ are given by
C =
(
piξc1 sin
pi
ξ
Γ(−1
ξ
)
)2
g(−pii),
C ′ =
(
pi(ξ + 1)c′1 sin
pi
ξ + 1
Γ(
1
ξ + 1
)
)2
lim
β→0
g′(β + pii)
β
.
4.2 Rational case
Let us next consider the rational limit. We denote the limit ξ →∞ of a(t)
and a′(t) by aR(t) and a
′
R(t), respectively. They satisfy
[aR(t), aR(t
′)] =
sinh πt2 sinh pit e
pi|t|
2
t
δ(t+ t′). (4.6)
a′R(t)e
pi|t|
2 = aR(t). (4.7)
2 In order to make the expressions admit their rational limit, we have changed the
definition of f(α) and f ′(α) by adding extra constant factors omitted in Ref.[1].
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We denote the corresponding limit of the boson fields, vertex operators and
the Fock space by adding the suffixR. For example, iφR(β) = limξ→∞ iφ(β) =∫∞
−∞
aR(t)
sinhπte
iαtdt. Under these notations, the rational limit of the vertex op-
erators Z±(β) and Z
′
±(β) are given by
ZR+(β) = VR(β), (4.8)
ZR−(β) =
∫
CR1
dα
2pi
: eiφR(β)−iφ¯R(α) : fR(α− β), (4.9)
Z ′R+(β) = V
′
R(β), (4.10)
Z ′R−(β) =
∫
CR2
dα
2pi
: eiφ
′
R
(β)−iφ¯′
R
(α) : f ′R(α− β), (4.11)
where
fR(α) = f
′
R(α) = −ipie−γ
1
α2 + π
2
4
.
The integration contours CR1, CR2 should be chosen as follows. The contour
CR1 is (−∞,∞) except that the pole β− πi2 is above CR1 and the pole β+ πi2
is below CR1. The contour CR2 is (−∞,∞). The pole β + πi2 is above CR2
and the pole β − πi2 is below CR2.
In Appendix, we list all the operator products of the vertex operators
VR(α), V¯R(α), V
′
R(α) and V¯
′
R(α).
After changing the definition of f(α) and f ′(α) to (4.6) and (4.6) in the
proof of Prop.3.1 and 3.3 in [1], whole arguments given there admit their
rational limits. Hence we obtain
Proposition 4.2 The operators ZR±(β) and Z
′
R±(β) satisfy the rational
limit of the commutation relations (3.15)-(3.17) and the normalization con-
ditions (3.19)(3.20). The corresponding constants CR, C
′
R are given by
CR = −
√
2e−
3γ
2 ,
C ′R = −i
√
2e−
3γ
2
Hence the operators L±R(β)
L+Rεε′(β) = κRΨ
∗
Rε′(β)ΦRε(β −
pii
2
), (4.12)
L−Rεε′(β) = κRΦε(β)Ψ
∗
Rε′(β −
pii
2
) (4.13)
with (4.8)-(4.11) and the gauge transformation (3.5)-(3.10) gives a boson
representation of the central extension of the Yangian double at level one.
One should compare this with those in [16, 17] .
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5 Form factor in the sine-Gordon theory
Let us define the boost operator H by
H =
∫ ∞
0
dt
t2sinhπt(ξ+1)2
sinhπt2 sinhpitsinh
πtξ
2
a′(−t)a′(t), (5.1)
which enjoys the property
eλHa′(t)e−λH = e−λta′(t). (5.2)
Hence we have
eλHX(β)e−λH = X(β + iλ), (5.3)
for X = V, V¯ , V ′, V¯ ′.
Let us consider the operators
O(α1, · · · , αm)ε1,···,εm = Z ′−ε1(α1+pii) · · ·Z ′−εm(αm+pii)Z ′εm(αm) · · ·Z ′ε1(α1)
Using (3.17), we have
Proposition 5.1
[O(α1, · · · , αm), Z±(β)] = 0 ∀β, αj (j = 1, ...,m). (5.4)
Now let us consider the following function.
FO(β1, · · · , βN )µ1,···,µN
=
trH(e
−λHO(α1, · · · , αm)ZµN (βN )ZµN−1(βN−1) · · ·Zµ1(β1))
trH(e−λH)
.(5.5)
By using the relations (3.15), (5.3) and the cyclic property of trace, one can
show that the function FO(β1, · · · , β2n)µ1,···,µ2n satisfies the Smirnov’s first
axiom with the S−matrix of the sine-Gordon theory and the following level
zero deformed Knizhnik-Zamolodchikov equation.
FO(β1, · · · , βN + iλ)µ1,···,µN
= S
µ′
1
τ1
µ1µN (β1 − βN )Sµ
′
2
τ2
µ2τ1 (β2 − βN ) · · ·S
µ′
N−1µ
′
N
µN−1τN−2(βN−1 − βN )
×FO(β1, · · · , βN )µ′
1
,···,µ′
N
. (5.6)
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If one sets λ = 2pi, the S−matrix symmetry and the deformed KZ equation
are equivalent to the Smirnov’s first and second axioms.
In order to show that the function FO(β1, · · · , βN )µ1,···,µN satisfies the
third axiom, let us consider the relation (3.19). Applying this to the product
ZµN (βN )ZµN−1(βN−1) in (5.5), one finds a simple pole at βN = βN−1 + pii.
In addition, noting the cyclic property of the trace and using (3.15) and
(5.3), one can change the order of ZµN (βN ) and ZµN−1(βN−1) as follows.
S
τ1τ ′N−2
µN−1µN−2(βN−1 − βN−2)S
τ2µ′N−3
τ1µN−3 (βN−1 − βN−3) · · ·S
µ′N−1µ
′
1
τN−2µ1 (βN−1 − β1)
×trH(e
−λHO(α1, · · · , αm)ZµN−1(βN−1 + iλ)ZµN (βN )ZµN−2(βN−2) · · ·Zµ1(β1))
trH(e−λH)
.
The product ZµN−1(βN−1 + iλ)ZµN (βN ) has a simple pole at βN = βN−1 +
iλ − pii. Hence if one takes the limit λ → 2pi, the residue at the pole
βN = βN−1 + pii is given by
2pii res FO(β1, · · · , βN )µ1,···,µN
= CFO(β1, · · · , βN−2)µ′
1
,···,µ′
N−2
δµN+µN−1,0
×
(
δ
µ′
1
µ1 · · · δ
µ′
N−1
µN−1
−Sτ1µ
′
N−2
µN−1µN−2(βN−1 − βN−2)S
τ2µ′N−3
τ1µN−3 (βN−1 − βN−3) · · · S
µ′
N−1µ
′
1
τN−2µ1 (βN−1 − β1)
)
.
(5.7)
The other cases βN = βj+pii, j ≤ N−2 follows (5.7) and the S−matrix sym-
metry. Note that the charge conjugation matrix Cµ,µ′ has been set δµ+µ′,0.
We hence conjecture that the function (5.5) provides a form factor of
some local operator in the sine-Gordon theory. In addition, it admit the
rational limit ξ → ∞. In this limit, the function is expected to provide a
form factor in the SU(2) invariant Thirring model.
The boson realization discussed in §4 allows the evaluation of the trace.
We here present only its final result. Setting N = 2n, λ = 2pi, µj = − for
j = 1, 2, ..., n and µj = + for j = n+ 1, ..., 2n, we get
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FO(β1, · · · , β2n)−,···,−,+,···,+
=
∏
1≤r<s≤2n
ζ(βr − βs)
m∏
j=1
2n∏
k=1
1
sinh
(
πi
4 −
βk−αj
2
)
×
n∏
l=1
(∫
Cδl
dδl
2pi
)
FI−II(α1, · · · , αm; δ1, · · · , δn)
×
∏
1≤l<j≤2n
ϕ(δl − βj + pii)
∏
1≤j<l≤n
ϕ(βj − δl + pii)
n∏
l=1
ϕ(βl − δl + pii)
sinh 1ξ
(
βl − δl − πi2
)
×
∏
1≤k<l≤n
sinh
1
ξ
(δl − δk − pii) sinh(δl − δk). (5.8)
Here
ζ(β) = sinh
β
2
exp
(∫ ∞
0
dt
t
sin2
(
(β + pii) t2
)
sinh(1− ξ)πt2
sinh πtξ2 sinhpit cosh
πt
2
)
, (5.9)
ϕ(β) = exp
(
−2
∫ ∞
0
dt
t
sin2 βt2 sinh(1 + ξ)
πt
2
sinh πtξ2 sinh pit
)
, (5.10)
FI−II(α1, · · · , αm; δ1, · · · , δn)
=
∏
a∈A
∫
Cγa
dγa
2pi
m∏
j=1
1
cosh(γa − αj)
 ∏
a′∈A′
∫
Cγ′
a′
dγ′a′
2pi
m∏
j=1
1
cosh(γ′a′ − αj)

×
∏
a<b
sinh(γa − γb)
sinh ν(γa − γb − pii)
∏
a,a′
sinh(γ′a′ − γa)
sinh ν(γ′a′ − γa − pii)
∏
a′<b′
sinh(γ′a′ − γ′b′)
sinh ν(γ′a′ − γ′b′ − pii)
×
∏
a∈A
∏
a<j
sinh ν(γa − αj + pii
2
)
∏
j<a
sinh ν(αj − γa + pii
2
)

×
∏
a′∈A′
∏
j<a′
sinh ν(γ′a′ − αj −
pii
2
)
∏
a′<j
sinh ν(αj − γ′a′ +
3pii
2
)

×
∏2n
k=1
(∏
a∈A sinh
1
2 (βk − γa)
∏
a′∈A′ sinh
1
2 (βk − γ′a′)
)∏m
j=1
∏n
l=1 sinh(δl − αj)∏n
l=1
(∏
a∈A cosh(δl − γa)
∏
a′∈A′ cosh(δl − γ′a′)
) .
(5.11)
In (5.11), ν = 1/(ξ + 1), A = {j|1 ≤ j ≤ m, εj = −} and A′ = {j|1 ≤ j ≤
m, εj = +}. The integration contours are determined from C1 and C2 in
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(4.3) and (4.5) and the convergence region of the operator products of the
vertex operators V, V¯ , V ′, V¯ ′ listed in Appendix of Ref.[1]. We chose them
as follows.
The contour Cδl is (−∞,∞) except that the poles at
βj − pii
2
+ 2piin1 + ipiξn2 (l < j), βj +
3pii
2
+ 2piin1 + ipiξn2 (j ≤ l),
βl − pii
2
+ piiξn2, γa − pii
2
+ ipin1, γ
′
a′ −
pii
2
+ ipin1
(n1, n2 ∈ Z≥0) are above Cδl and the poles at
βj − 3pii
2
− 2piin1 − ipiξn2 (l < j), βj + pii
2
− 2piin1 − ipiξn2 (j ≤ l),
γa − 3pii
2
− ipin1, γ′a′ −
3pii
2
− ipin1
(n1, n2 ∈ Z≥0) are below Cδl .
The contour Cγa is (−∞,∞) except that the poles at
αj +
pii
2
+ ipin (a ≤ j), αj + 3pii
2
+ ipin (j < a),
γb + pii+ (n+ 1)
pii
ν
(a < b), γb − pii+ (n+ 1)pii
ν
(b < a),
γa′ − pii+ (n + 1)pii
ν
, δl +
3pii
2
+ ipin
(n ∈ Z≥0) are above Cγa and the poles at
αj − 3pii
2
− ipin (a < j), αj − pii
2
− ipin (j ≤ a),
γb + pii− (n+ 1)pii
ν
(a < b), γb − pii− (n+ 1)pii
ν
(b < a),
γa′ − pii− (n + 1)pii
ν
, δl +
pii
2
− ipin
(n ∈ Z≥0) are below Cγa .
The contour Cγ′
a′
is (−∞,∞) except that the poles at
αj +
5pii
2
+ ipin (a′ < j), αj +
3pii
2
+ ipin (j ≤ a′),
γa + pii+ (n+ 1)
pii
ν
, γb′ + pii+ (n+ 1)
pii
ν
(a′ < b′),
γb′ − pii+ (n+ 1)pii
ν
(b′ < a′), δl +
3pii
2
+ npii
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(n ∈ Z≥0) are above Cγ′
a′
and the poles at
αj +
pii
2
− ipin (a′ ≤ j), αj − pii
2
− ipin (j < a′),
γa + pii− (n+ 1)pii
ν
, γb′ + pii− (n+ 1)pii
ν
(a′ < b′),
γb′ − pii− (n+ 1)pii
ν
(b′ < a′), δl +
pii
2
− npii
(n ∈ Z≥0) are below Cγa′ .
In (5.8), we have omitted a constant factor, which depends on ξ. When
one considers the rational limit, this factor should be properly considered.
The rational limit yields the formula in §10.4 in Ref.[2] obtained as the
rational limit of the form factor in the XXZ model in the antiferromagnetic
regime and (7.14) in Ref.[18] with h¯ = −ipi as a special case m = 1.
The detail of the calculation and the relation with the Smirnov’s integral
formula will be discussed in elsewhere.
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6 Appendix
Here we list the formulas of the form
X(β1)Y (β2) = CX,Y (β2 − β1) : X(β1)Y (β2) :
where X,Y = VR, V¯R, V
′
R, V¯
′
R and CX,Y (β) is a meromorphic function on
C. The equality CX,Y = CY,X is valid in all cases. The whole expressions
are obtained by taking the limit ξ →∞ in those listed in Ref.[1].
VR(β1)VR(β2) = gR(β2 − β1) : eiφR(β1)+iφR(β2) : (Im(β2 − β1) < 0) (6.1)
gR(β) =
√
2pieγ/2
Γ(12 +
iβ
2π )
Γ( iβ2π )
VR(β1)V¯R(β2) = wR(β2 − β1) : eiφR(β1)−iφ¯R(β2) : (Im(β2 − β1) < −pi
2
) (6.2)
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wR(β) =
e−γ
i(β + πi2 )
=
1
gR(β +
πi
2 )gR(β − πi2 )
V¯R(β1)V¯R(β2) = g¯R(β2 − β1) : e−iφ¯R(β1)−iφ¯R(β2) : (Im(β2 − β1) < −pi) (6.3)
g¯R(β) = −e2γβ(β + pii) = 1
wR(β +
πi
2 )wR(β − πi2 )
V ′R(β1)V
′
R(β2) = g
′
R(β2 − β1) : eiφ
′
R(β1)+iφ
′
R(β2) : (Im(β2 − β1) < pi) (6.4)
g′R(β) =
√
2pieγ/2
Γ(1 + iβ2π )
Γ(12 +
iβ
2π )
V ′R(β1)V¯
′
R(β2) = w
′
R(β2 − β1) : eiφ
′
R
(β1)−iφ¯′R(β2) : (Im(β2 − β1) < pi
2
) (6.5)
w′R(β) =
e−γ
i(β − πi2 )
=
1
g′R(β +
πi
2 )g
′
R(β − πi2 )
V¯ ′R(β1)V¯
′
R(β2) = g¯
′
R(β2 − β1) : e−iφ¯
′
R
(β1)−iφ¯′R(β2) : (Im(β2 − β1) < 0) (6.6)
g¯′R(β) = −e2γβ(β − pii) =
1
w′R(β +
πi
2 )w
′
R(β − πi2 )
VR(β1)V
′
R(β2) = h(β2 − β1) : eiφR(β1)+iφ
′
R
(β2) : (Im(β2 − β1) < pi
2
) (6.7)
h(β) =
Γ( iβ2π +
1
4)
Γ( iβ2π +
3
4)
e−
1
2
(γ+log(2π))
VR(β1)V¯
′
R(β2) = i(β2 − β1)eγ : eiφR(β1)−iφ¯
′
R
(β2) : (Im(β2 − β1) < 0) (6.8)
V¯R(β1)V
′
R(β2) = i(β2 − β1)eγ : e−iφ¯R(β1)+iφ
′
R(β2) : (Im(β2 − β1) < 0) (6.9)
V¯R(β1)V¯
′
R(β2) = −
e−2γ
(β2 − β1)2 + π24
: e−iφ¯R(β1)−iφ¯
′
R
(β2) : (Im(β2 − β1) < −pi
2
)
(6.10)
We set
SR0(β) =
gR(−β)
gR(β)
, RR0(β) =
g′R(−β)
g′R(β)
. (6.11)
The following relations are valid.
wR(β)
wR(−β) = −
β − πi2
β + πi2
, (6.12)
g¯R(β)
g¯R(−β) =
β + pii
β − pii , (6.13)
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w′R(β)
w′R(−β)
= −β +
πi
2
β − πi2
, (6.14)
g¯′R(β)
g¯′R(−β)
=
β − pii
β + pii
, (6.15)
h(β)
h(−β) = −
sinh(β2 − πi4 )
sinh(β2 +
πi
4 )
. (6.16)
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