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Chapter 1
Introduction
From the first experiments done by Ernest Rutherford until today, studying nuclear
physics often implied and still implies colliding a beam of particles (nucleons, electrons,
atomic nuclei...) into a target made of a precisely known composition of nuclei. Both
experimental and theoretical understanding of the complex and many phenomena that occur
during such collisions have greatly improved. Nuclear reactions involving an incident nucleon
with kinetic energy between 100 keV and a few hundred MeV, and a target nucleus that is
larger than a few nucleons are, conceptually, divided into three parts:
 A direct component characterized by its brevity (< 10−21s), during which projectile
and target interact just once or a few times. Consequently, the momentum exchanged
between the projectile and the target is more likely to be small; this is observed
experimentally when checking the angular distribution of nucleons scattered off nuclei:
the cross sections associated are much stronger for forward angles, as can be seen on
figure 1.1.
 A compound component in which the projectile, after having been absorbed by the
target, shares most of its energy with it and looses track of its original direction. The
compound nucleus that is formed by this absorption decays then (which takes much
more time, over 10−16s). In this case, enough energy is shared with the target nucleus
to reach excited states in the continuum, and the decaying process of the compound
nucleus is characterized by particles emitted with low kinetic energy.
 A hybrid component, during which the projectile interacts quickly with a few nucleons
of the target and shares a bit more of its momentum with the target than in the direct
part. The number of interactions remains limited, therefore emitted particles from the
target keep track of the momentum of the projectile and their angular distribution is
still bigger at forward angles. However, enough energy is shared so that excited states
lying in the continuum can be reached and this involves the possibility to emit particles
with a continuous energy spectrum. This hybrid component of nuclear reactions is often
called preequilibrium.
Various tools and models have been developed to provide efficient frameworks for studying
more and more complex phenomena occurring during nuclear reactions, such as direct elastic
scattering and direct inelastic scattering. The description of these reactions remains a field
of intensive research even after 70 years of theoretical and experimental investigation, and it
has led to the creation of many mathematical tools that are intricated together. To describe
nucleon-nucleus elastic and direct inelastic scattering, one has to solve a many-body problem.
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Figure 1.1: Experimental angular distribution [1] for the elastic scattering of neutrons with
20 MeV of kinetic energy off 208Pb. The cross section for forward angles (θ < 20)
is up to 1000 times bigger than for backward angles
So first, we will describe how we can treat the many-body aspect of the physical problem and
explain our choice of modeling. We will give some general features associated with the chosen
model, and discuss the resolution of its equations. In particular, we will compare the exact
treatment of nucleon-nucleus scattering with the Coupled-Channel (CC) formalism, and with
the Distorted Wave Born Approximation (DWBA). We shall then discuss the fundamental
physical quantity associated with our choice of model: the 1-body potential. This potential
can be obtained by different means, and we will give a brief overview of the most classical
approaches. Finally, the nonlocality, a particular feature of the potential, will be discussed
and we shall proceed on to our calculations.
1.1 Many-body aspects of the nucleon-nucleus
scattering problem
Generally speaking, direct reactions involving a nucleon colliding with a nucleus constitute
a many-body problem, and there are different ways to solve it, the most fundamental
being ab initio calculation [4, 5]. This approach uses ingredients derived from Quantum
Chromodynamics (QCD) and tries to solve the many-body problem with no approximation.
Thus, it is restrained to small systems with a very limited number of nucleons. Great progress
has been achieved recently with the increasing of computing power [6–8], but an ab initio
description of elastic and direct inelastic scattering of a nucleon off an actinide is still out
of reach. Another ab initio method is based on the explicit inclusion of all couplings in a
chosen reaction process within the shell model embedded in the continuum [9–11] or the
Coupled-Cluster model [12]
Our purpose in the present work is to study, in a microscopic framework, elastic and direct
inelastic scattering of nucleons off any target, including deformed nuclei such as actinides,
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thus ab initio calculations are excluded.
Instead, one can imagine that all the complicated interactions between the constituents
of the target nucleus can be averaged to one large field of interaction, and rather than
treating all mutual interactions between the projectile and the target’s nucleons, we can
simply study the interaction of the projectile with the averaged field: a 2-body problem.
This is the approach we have chosen to follow. Combined with an appropriate averaging
over the energy, this approach is named the optical model [13].
The optical model is the most common way to treat elastic scattering (whether you use
parameter-free ingredients or not). It was first suggested in 1935 by Bethe [14], and comes
from a modelization developed in optics: light can be refracted or absorbed by a medium (as
for example a crystal) with a complex refractive index. The absorption is taken into account
by the imaginary part of the refractive index. In nuclear physics, the “optical” potential
that is introduced in the Schrödinger equation is complex, and part of the flux is “absorbed”
because of the presence of the imaginary component. First used in a semi-classical analysis
as an attempt to make an analogy with optics [15], the optical model showed remarkably
good results. Several other phenomenological analysis were done [16] and a solid theoretical
basis was given to this model a few years later [17–19] while, in parallel, the theoretical
description of inelastic scattering was also developed [17].
In order to give an approximate picture of the optical model and its generalization, let us
consider from a semi-classical point of view an elastic scattering reaction between one incident
nucleon and a target made of a bulk of nucleons. Each individual nucleon generates a field of
interaction - with a finite range - around itself which can overlap with that of its neighbours.
Basically, if we want to describe the reaction with no approximation we need to determine
the interaction of the projectile with each nucleon of the target and the interaction of each
of them with its neighbours, and we are faced with a complicated many-body problem. This
situation is depicted on figure 1.2 a).
Figure 1.2: schematic representation of a nucleon induced reaction on a target nucleus. In
a), each individual nucleon is considered separately. In b), all nucleons are folded
into a single entity that contains the averaged interactions and form a 1-body
potential.
However, instead of considering each individual nucleon of the target, one may try to find
what is the average field of interaction generated by all the nucleons of the target. Finally, the
reaction between the projectile and the target is transformed from a many-body calculation
to a simple 2-body problem as shown on figure 1.2 b). The average field of interaction, or
potential, takes into account in an effective way of all processes besides elastic scattering,
and some of these processes imply an absorption of a part of the incident flux.
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In our example we have considered only the case of elastic scattering, but of course
other reactions may occur during the collision of a nucleon on a nucleus: the projectile can
share some of its energy or some of its angular momentum with the target and then leave;
the nucleus is in an excited state after the reaction and we call this mechanism inelastic
scattering. Or the projectile can be captured by the target and possibly decay by emitting
gammas, and so on. In the following developments we will call “channel” a given reaction
outcome (inelastic channel, radiative capture channel...). As we have previously said, when
using the optical model you focus on the exact description of elastic scattering and take
into account in an effective way all other channels. But it is possible to generalize the
approach by treating explicitly the elastic channel plus a selection of other channels. Let us
return to the simple representation used in figure 1.2. Beside the elastic channel, we assume
that the projectile can cause the target to vibrate and that we want to describe explicitly
this reaction outcome. It would appear quite natural, then, to treat explicitly the elastic
channel and the “vibrational” inelastic channel, and to treat implicitly others channels.
The generalized optical model (GOM) [20] is based on this approach, but of course it is not
limited to one channel besides the elastic channel. The more channels you add, the more you
refine your model and you probe more internal degrees of freedom of the system. However,
the more channels you include, the more complicated and long your calculation becomes
and the more computing power you need. Depictions such as that of figure 1.2 are useful
- though not perfect - to understand how we describe nucleon induced reactions between
100keV and a few hundred MeV: the optical model that we use can be interpreted as an
attempt to simplify the complicated many-body problem that arises from a nucleon-nucleus
collision into a simple problem of two particles interacting through a potential. As mentioned
previously, the optical model treats explicitly only direct elastic scattering, and considers
in an effective way the role played by all other reaction mechanisms. To describe a nuclear
reaction beyond the elastic channel one must then find other models designed for reaction
processes that are not dealt with by the optical model. Our purpose here is not to describe
all possible reaction mechanisms but rather to focus on direct elastic and direct inelastic
scattering of nucleons off nuclei. A simplified picture of some reaction mechanisms that are
involved in them is presented on figure 1.3.
Figure 1.3: Shell model-based representation of processes that may occur during a collision
between a nucleon and a nucleus. Filled shells are represented by hatched areas,
solid dots represent valence nucleons and the incident nucleon is drawn as a
small circle. On a), the incident nucleon is shape elastically scattered. On b),
the projectile interacts with one nucleon of the target, then undergoes a mirror
interaction with the same nucleon and leaves the target. On c), the projectile
excites one nucleon of the target and leaves it in an excited state.
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Using a shell-model representation of the target nucleus, direct (also called shape) elastic
scattering can be described as an incident nucleon scattered by the target without disturbing
any of its constituents (figure 1.3 a). An example of a 2-step process for direct elastic
scattering would be that of figure 1.3 b where the incident nucleon shares some energy with
one nucleon of the target, and as a second process the energy exchange is reversed. Another
possibility is that after sharing some of its energy with the target, the incident nucleon
is scattered as shown on figure 1.3 c. In the final state, the target nucleus has received
some energy from the projectile and is in an excited state; this is a simple case of inelastic
scattering to a single particle discrete excited level. Basically, elastic and inelastic scattering
reactions include interactions leading to energy and angular momentum exchanges, and spin
flip. Describing these phenomena can be done with the GOM (the optical model itself is
restricted to elastic scattering).
1.2 Coupled channels and DWBA
In the GOM framework, we need to compute potentials that connect each channel
included in our model with the others. They represent the coupling of one channel with
another, which means if we try do describe a reaction with N channels, there are in principle
N2 potentials to compute. Once they are calculated, they are to be inserted in a set of
N coupled equations - one equation for one channel. The complexity of this mathematical
problem has led physicists to search for approximations, and one is of particular importance
in the description of direct inelastic scattering. Let us introduce it by giving a physical
example: we want to study the scattering of a neutron on a spherical target nucleus. In
particular, we focus on the first excited state of the target nucleus, which consists of a
surface vibrational state. We assume that all other reaction mechanisms are taken into
account in an effective manner. With these assumptions, we can derive all of the 4 coupling
potentials and solve the CC problem, or we can make another hypothesis: surface vibration is
a collective state that gives rise to a quite strong inelastic cross section but still much smaller
than the cross section for elastic scattering. Speaking in terms of energy, the projectile needs
to transfer more than a few keVs to the target in order to excite a state of surface vibration.
Thus, the elastic scattering process is not really perturbed by this inelastic process and, in
practice, this means that the potential that couples the excited state to the ground state
is much smaller than the optical potential. Thanks to this feature, we can first solve the
equations for the elastic channel and obtain a distorted wave function, that we then use
as input for the inelastic channel instead of solving coupled equations. This computation
procedure is strictly equivalent to the DWBA.
The DWBA has been successfully applied to elastic and inelastic scattering of light
projectiles off many nuclei [21–23]. But as we have mentioned, the DWBA relies on the
assumption that coupling potentials are small compared to the optical potential. The validity
of the DWBA for elastic and inelastic scattering has been investigated by studying coupling
strength expressed in terms of collective models in the 1960s [24], and although the DWBA
was proved to be a good description of reactions involving spherical nuclei, cases where the
target nucleus is strongly deformed (with a deformation parameter β > 0.2) showed that the
DWBA is not longer valid [25] and it is necessary to use the CC approach. A comparison
between 208Pb, a spherical nucleus and 238U, a strongly deformed nucleus is a good way to
illustrate the relevancy of the DWBA. In the case of 208Pb, a doubly closed shell spherical
nucleus, the first excited state is one of surface vibrations that requires 2.6 MeV of excitation
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energy. The coupling between this excited state and the ground state is weak compared to
the optical potential, so the DWBA should be a good approximation. In the case of 238U,
the first excited state correspond to a rotational state that requires 46 keV of excitation
energy (57 times less than for the 3− of 208Pb) - you don’t need to give a lot of energy
to a deformed nucleus to make it rotate. The coupling between this state and the ground
state is strong enough that it cannot be neglected compared to the optical potential, so
the DWBA shouldn’t be a good approximation. More generally, strongly deformed nuclei
display a rotational spectrum a low excitation energy. For even-even nuclei with a strong
prolate deformation, such as 238U, the low energy states 2+, 4+, 6+, 8+ (located at 46, 149,
307 and 508 keV, respectively, for 238U) are members of the ground state rotational band
which are strongly coupled together. On figure 1.4, we summarize the different terms that
are computed by the DWBA and by CC for both nuclei, if we only consider the coupling of
the ground state with the first excited state.
Figure 1.4: Schematic description of the difference between DWBA and CC calculations.
Straight arrows depict the existence of a potential connecting one level to another,
and circular arrows depict the coupling of partial waves of one level with its other
partial waves.
We have computed cross sections for both nuclei to make the comparison and have
plotted them on figure 1.5. In the case of 208Pb, a semi-microscopic approach based on
the JLM folding model ([26] and references therein) using nuclear structure information
calculated within the Random Phase Approximation (RPA [27]) has been applied to elastic
and inelastic scattering of neutrons to the 3− excited state of the target nucleus. The
comparison between the ratios of the inelastic and elastic cross sections obtained within
DWBA and CC frameworks shows - as expected - a remarkable agreement. We also notice
that the cross sections ratio is small ( ∼ 10−2 ) which confirms the hypothesis used for
the DWBA. A similar approach using nuclear structure information calculated within the
Hartree-Fock-Bogoliubov method has been done with 238U as target nucleus (see [26] and
references therein), considering its first excited state 2+. This time, the ratio between
inelastic and elastic scattering cross section for CC and DWBA calculations noticeably
differs. Furthermore, this time the cross sections average ratio is no longer small (about
10−1), which shows that this inelastic process is not negligible compared to the elastic
process. This quantitative observation is consistent with our qualitative prediction: the
coupling between the ground state and the 2+ excited state is too strong to be neglected
compared to the optical potential. This calculation shows that the DWBA is not a good
approximation to be used in studying nucleon-nucleus scattering for this nucleus.
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Figure 1.5: Ratios of direct inelastic scattering cross section to direct elastic scattering cross
section for incident neutrons on 208Pb (bottom curve) and 238U (top curve). Black
dashed curves were calculated within the DWBA and red full curves within CC
formalism.
The inadequacy of the DWBA for deformed nuclei is even clearer if we consider several
excited states in the coupling scheme of 238U. On figure 1.6, we depict schematically the
couplings between the ground state and the three first excited states of 238U.
Figure 1.6: Schematic description of the difference between DWBA and CC calculations.
Straight arrows depict the existence of a potential connecting one level to another,
and circular arrows depict the coupling of partial waves of one level with its other
partial waves.
The coupling scheme appears quite more complicated this time, with couplings between
excited states that are neglected in the DWBA, and one can expect to see large discrepancies
between DWBA and CC calculations (assuming that coupling potentials are not negligible
compared to the optical potential). This is indeed the case as can be seen on figure 1.7.
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Figure 1.7: Ratios of direct inelastic scattering cross section to direct elastic scattering cross
section for incident neutrons on 238U. Blue curves were calculated within the
DWBA and black curves within CC formalism.
In this calculation, we observe the same kind of discrepancies as depicted on figure 1.5
for each excited state. Another interesting phenomenon appears here: if we focus only on
the CC calculation, we see that for low incident energies (<20 MeV) there is one order
of magnitude between the curves of the 2+ and the 6+ states. On the other hand, if we
look at the DWBA results, there is more than two orders of magnitude between the two
states, and the cross section for the 6+ computed with the DWBA is much smaller than
when computed with CC. This shows another interesting feature: the DWBA considers only
couplings between the ground state and one excited state, but it is a known fact that excited
states are populated in a somewhat sequential way. In the present case, it means that first,
the flux that is lost from the elastic channel is used to populate the 2+ state, then part of
this flux is taken to populate the 4+ state, and the flux that goes to the 4+ is partly used to
populate the 6+. Only in the CC framework can such a sequential process be reproduced.
Finally, we display on figure 1.8 the total cross section and the direct elastic scattering
cross section for 208Pb (left panel) and 238U (right panel), comparing calculations with and
without considering coupled channel effects. For 208Pb, the coupling between the ground
state and the first excited state (a 3−) is considered, and in the case of 238U the couplings
between the states 0+, 2+, 4+, 6+ and 8+ are included. The experimental total cross section
is displayed for both nuclei. Again, we see that observables for 238U can be well described
only if coupled channel effects are correctly accounted for.
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Figure 1.8: Total cross section and elastic scattering cross section as a function of the incident
energy for incident neutrons on 208Pb (left panel) and 238U (right panel). Blue
points are experimental data, red curves are calculations with coupled channel
effects, and black dashed curves are calculations without coupled channel effects.
Because of all these considerations, if we want to describe elastic and inelastic scattering
of a nucleon on a deformed nucleus then we must use CC formalism. In the GOM, the key
element of the calculation - whether it is done with CC or DWBA - is the potential.
1.3 Computation of the (generalized) optical potential
All the complexity of the many-body nature of the problem, and of all the reaction
mechanisms that are not treated explicitly is included in this potential. Therefore all the
quality of the model relies on our capacity to build good potentials. Historically, the first
potentials that were used were phenomenological [14, 15]: by first assuming a functional form
with a set of parameters, and then adjusting these parameters to fit experimental data, it is
possible to build a potential. By nature, this method is very versatile since it allows more or
less complicated functional forms and sets of parameters to reproduce any set of data, and
its successes are numerous. The Morillon-Romain [28], Koning-Delaroche [29], Varner [30]
and Barbieri-Dickhoff [31] are some famous examples of global phenomenological potentials
that assume a functional form with a simple, local dependence on radial coordinates: they
can be written, in the radial coordinates basis {|−→r 〉}, as a linear combination of functions
f(r). There also exists phenomenological potentials with more complex functional forms; it is
possible to assume a potential which is nonlocal: it is a linear combination of functions g(r,r′)
that are not diagonal in the radial coordinates basis. One of the earliest phenomenological
nonlocal study of elastic scattering of a nucleon on various nuclei is that of Perey and Buck
[32], but there exists more recent studies like that of Dickhoff et al., who published a nonlocal
extension [33] of the Barbieri-Dickhoff potential.
Phenomenological potentials are robust and reliable tools in the domains where their
parameters have been adjusted, but extrapolating them to other domains is risky. This is why
other approaches that (in principle) do not need to be adjusted to experimental data have
been developed. They are based on two fundamental elements: the effective nucleon-nucleon
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(NN) interaction and a detailed description of the nuclear structure. Various methods exist
to compute a potential from the effective NN interaction; potentials obtained with these
methods are called microscopic. We present here a brief overview of some up-to-date technics
to compute microscopic potentials:
 The nuclear matter method
The idea here is to compute the potential starting from the free NN interaction. Since
the free NN interaction has a strong repulsive core that makes it unpractical, an
effective NN interaction - called G matrix - is derived from the free NN interaction in
a medium made of infinite nuclear matter at various densities. This G matrix is then
convoluted with a nuclear density obtained separately. Good results were achieved
with this method as early as in the 1970s [34] and, in the 1990s, parameter-free nuclear
matter calculations were able to reproduce experimental data for the first time [35, 36].
In 2000, the Melbourne group derived a G matrix that was able to reproduce scattering
observables between 60 MeV and 350 MeV [37]. This microscopic method is, to this
day [38], the one that was applied with success to the largest number of nuclei but fails
to reproduce experimental data at low incident energies.
 The nuclear structure method (NSM)
Instead of computing separately the NN effective interaction and the nuclear density,
one can think of using the same ingredients to build both elements. The NSM was built
on this idea by N. Vinh Mau [39] and has been successfully applied to the study of the
elastic scattering of nucleons with low kinetic energy (<30MeV) off doubly closed shell
nuclei such as 40Ca [40] [41–43], 48Ca [44] and 208Pb [45], but it is yet to be extended
to other types of nuclei, such as spherical nuclei experiencing pairing correlations.
Other methods that are more or less related to the nuclear matter method or the NSM
[46] also exist, but have been used in less studies. As aforementioned, we aim at describing
in a parameter-free framework the elastic and direct inelastic scattering of nucleons off any
nucleus, including deformed nuclei. Considering the progress of each method, we have chosen
to follow the nuclear matter approach to derive potentials required in the GOM. Regardless
of how you compute them, potentials should have special features that stem directly from
their theoretical construction and one is of particular importance here: the nonlocality.
1.4 The nonlocality of the potential
In the generalized optical model framework of Feshbach [20], a total wave function and
interacting potentials for the system {projectile ; target} are introduced, and these are
quantum objects that have a spacial expansion; in classical mechanics, this system would
be represented by two small spherical objects (one for the neutron and one for the nucleus)
that have precise, finite sizes. We know this modelization to be wrong: neutrons and nuclei
are quantum particles described by wave functions, mathematical objects describing the
quantum state of the system and that are related to the probability to find the system in a
given configuration. And the potential that embodies the interaction of the projectile with
the target doesn’t have a simple radial dependence. When we derive equations to describe
elastic scattering, such complicated dependence appears in the radial Schrödinger equation
as:
T̂ϕ(r) +
∫
U(r, r′)ϕ(r′)dr′ = Eϕ(r) (1.4.1)
10
CHAPTER 1. INTRODUCTION
with T̂ the kinetic energy operator, U the potential of interaction between projectile and
target, E the energy of the system and ϕ the radial wave function of the relative motion.
From (1.4.1) we can formally write an equation for ϕ:
ϕ(r) =
∫
U(r, r′)ϕ(r′)dr′
E − T̂
(1.4.2)
This formal expression clearly shows that, in order to know the value of the radial wave
function at a given position r, you need information on it everywhere in space. The key
element here is the potential U(r, r′): it connects the value taken by the radial wave function
at point r to its value everywhere in space. Because of it the value taken by the radial wave
function doesn’t depend only on the local state of the system at position r, but on the state
of the system everywhere in space by connection to the potential. The potential, which is
responsible for this behavior, is thus nonlocal. Nonlocality is not a trivial physical property,
easily viewable. But sources of nonlocality in the scattering of a nucleon on a target nucleus
can be identified. One source is directly related to the fact that nucleons are fermions.
According to the Pauli exclusion principle their wave function must be antisymmetrized
and this leads, even at a mean field approximation level such as Hartree-Fock (HF), to an
exchange term in the potential [47, 48]. A schematic way of visualizing the exchange term
is by returning to the modeling used in figure 1.3 as shown on figure 1.9:
Figure 1.9: Example of a knock-on exchange process that contributes to elastic scattering.
The projectile knocks out a similar nucleon of the target nucleus and it is impossible,
after the reaction, to know which nucleon is measured by the detector. If the effective NN
interaction used to build the potential is nonlocal itself, or local with a finite range, then
the exchange term won’t be diagonal in the radial basis which makes it nonlocal. Another
source of nonlocality can be understood from multiple scattering theory [49, 50]: the target
nucleus contains A nucleons and each can be considered as a scattering centre, and the
nucleon-nucleus potential must take into account the possibility to be scattered by several
nucleons of the target. This can also be understood as channel coupling effects: let us
suppose that as a first step of the collision, the projectile is scattered at position −→r and
excites the target into a channel that is treated explicitly (or not) in our model. Let us
suppose that, as a second step, the reaction is inverted: at position −→r ′, the excited target
transfers back all its excitation energy and angular momentum to the projectile, leading to
elastic scattering as represented on figure 1.3 b. Nonlocality appears because the particle in
the elastic channel moves under the influence of coupling to the other channels. This source
of nonlocality in the nucleon-nucleus potential [48] is usually called dynamical polarization;
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its contribution to the nucleon-nucleus potential has been investigated in the 1970s [51], the
1980s [52], the 1990s [53], and more recently by Keeley et al [54] in (p,d) reactions using the
DWBA framework. They have shown that dynamical polarization contributes significantly
enough that it should not be neglected, and proposed ways to calculate its contribution.
However, in most reaction analyzes, potentials that are used are local. Perey et al
developed a localization procedure [32] that makes it possible to build a local potential
that gives the same scattering matrix as its nonlocal equivalent potential in the case of
nucleon-nucleus elastic scattering. Their prescription, called the Perey correction factor,
allows to partly include nonlocal effects by adding energy dependence on the potential. This
way, nonlocality can be taken into account in an efficient way for elastic scattering and avoids
us the complicated treatment of an integrodifferential problem. But this procedure includes
only partially nonlocal effects and by an ad-hoc phenomenological method. Any direct link to
a microscopic source of nonlocality is thus difficult. In order to lift this problem, there exists
methods to localize a potential computed microscopically [55]. However, in both microscopic
and phenomenological approaches, only the asymptotic part of the wave function is correctly
constrained. The consequence is that the wave function obtained with a nonlocal potential is
equivalent to a wave function obtained with the local equivalent potential only far from the
interacting area [56, 57]. Therefore, computing observables that depend on the value of the
wave function inside the interacting area will give different result depending on which kind
of potential is used. Furthermore, while localization procedures yield good results for elastic
scattering, the situation is much less satisfactory for inelastic scattering [55]. It appears
thus necessary to treat explicitly the nonlocality and solve the integrodifferential form of the
Schrödinger equation in studies on inelastic scattering.
One major issue is that, to this day and to our knowledge, there exists only one open
source calculation - published in 2016 - code that solves the CC integrodifferential equations
with nonlocal potentials stemming from the theoretical description of a collision involving a
nucleon and a nucleus [58], and it has only been used for ab initio calculations. Widely used
computation codes like FRESCO [59] or ECIS [60] solve CC differential equations with local
potentials while other codes like DWBA98 [61] use nonlocal potentials but within the DWBA
formalism which prevents us from using them for deformed nuclei. A lot of work and efforts
has been put in the last ten years by various laboratories to develop computation codes for
elastic and inelastic scattering using nonlocal potentials as input. Especially, our collaborator
H. Arellano has written a CC code for charge-exchange reactions and has successfully used
it for quasi elastic (p,n) reactions [62]. Moreover, Titus et al [63] have developed NLAT, a
code using nonlocal potentials to study transfer reactions with the DWBA and the adiabatic
distorted wave approximation. The results obtained in these studies only increases the
desirability of CC codes for nucleon-nucleus elastic and inelastic scattering with nonlocal
potentials.
Because of all these considerations on the importance of nonlocality, the wider range
of use of CC calculations over DWBA, and the available codes on the market, we have
decided to start the development of our computation code that is able to solve CC equations
with nonlocal potentials for direct elastic and inelastic scattering of incident nucleons. Our
collaborator has kindly provided us with his code, HYDRA, that he used to study charge
exchange reactions with nonlocal potentials [62], and with some derivations associated with
the method he uses in his code to solve coupled equations for charge exchange reactions.
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HYDRA was designed to study reactions with no spin transfer and with target nuclei in
a 0+ ground state. We have extended his method to the case of elastic and inelastic
scattering of a nucleon off any target nucleus, and have written the computation code
ECANOL - Equations Couplées Avec NOn Localité - to solve CC equations with nonlocal
potentials for nucleon-nucleus elastic and inelastic scattering. In parallel to this, we have
worked on the derivation of microscopic nonlocal potentials and a code to compute them,
MINOLOP (MIcroscopic NOnLOcal Potentials) that produces inputs for ECANOL. Using
the nuclear matter approach, Dupuis et al. have folded the Melbourne G matrix with
nuclear densities computed microscopically to calculate potentials and study elastic and
direct inelastic scattering of nucleons off 208Pb [23, 64]. The good results they obtained
fostered us to extend their method to CC calculations. As a validation step, we can compare
our calculations to theirs before expanding our modeling to study nuclei like 238U that have,
to our knowledge, never been studied in an entirely microscopic framework.
We have organized our dissertation as follows: in chapter 2, after an introduction on
the formalism of the generalized optical model, we detail properties of the effective operator
introduced in this procedure and explain their origins. We also present the particular case of
nucleon-nucleus collisions modelized with the Feshbach method, and remind basic concepts
of the scattering theory by a central potential. We then expand this simple formalism to the
case of nucleon-nucleus scattering by taking into account angular momentum coupling.
Chapter 3 is dedicated to the derivation of coupled-channel equations, their projection
on an appropriate basis and the presentation of our extension of the method proposed by
Arellano to solve these equations for nonlocal potentials.
Then, we present in chapter IV the nuclear matter approach: from the 1-body potentials
we introduced in our derivations in chapter 3, we describe how we can link them to a potential
computed from a 2-body interaction and a 1-body density. We then briefly present how a G
matrix can be constructed from a free NN interaction and some features of the Melbourne
G matrix, which was computed from such an approach. Next, we remind some derivations
of the RPA implemented with the Gogny D1S force, and we calculate coupling densities
between 1 and 2-phonon states. Combining what we presented of the Melbourne G matrix
and the target’s structure description with the RPA, we derive as a first, simple example the
optical potential for a nucleus that has a 0+ ground state. We then give the full derivation
of the most general coupling potential in which one initial state |ψi〉 is coupled to a final
state |ψf〉.
The formulae given in chapter 4 are the fundamental objects used to write ECANOL and
MINOLOP codes. In chapter 5, we present these two programs by detailing the inputs they
require and by showing the validation process we followed for them. In particular, we derive
local, macroscopic potentials within the vibrational model that we used to validate ECANOL
against ECIS-06. We also show some results regarding the convergence of calculations done
with ECIS-06 as a function of the cutoff radius and the stepsize.
The first physical application done with the two new codes concerns the contribution of
2-phonon states to preequilibrium emission, which we describe in chapter 6. After giving
a short review of microscopic approaches to preequilibrium calculations, we explain how
2-phonon contributions can be taken into account and the motivations for each approximation
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we did in our modeling. We justify them by comparing observables computed with them and
without them. We then show our results and give some analysis regarding the enrichment of
the microscopic modeling of preequilibrium emissions. The improvement we could achieve
using our new tools MINOLOP and ECANOL encourage us in completing these tools with
remaining parts of the NN interaction and using them to describe direct elastic and inelastic
scattering of nucleons off deformed nuclei.
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The GOM: the Feshbach formalism
We have introduced the generalized optical model by using simplified depictions to ease
the understanding of the relevant physics of the model, but we also mentioned that it has
a solid theoretical basis [20] that is useful for understanding - from a theoretical point of
view - the underlying physics of the system, and also for practical calculations. Our purpose
in the present section is to briefly give both mathematical and physical explanations of
the ingredients of the generalized optical model, and give a starting point of oncoming
calculations. We consider the case in which a non-relativistic nucleon with energy EC.M. in
the center of mass frame hits a nucleus in its ground state. The evolution of the projectile’s
wave packet, represented by the wave function Ψ is given by the time-dependent Schrödinger
equation (for a detailed discussion on wave packets in nuclear physics, see [65]):
i~
∂Ψ
∂t
= ĤΨ (2.0.1)
where Ĥ is the total Hamiltonian of the system. If we know the decomposition of the wave
function on its stationary scattering states, we can easily obtain its time evolution. These
quantum stationary states are solutions of the time-independent Schrödinger equation:
Ĥ|Ψ〉 = E|Ψ〉 (2.0.2)
where |Ψ〉 is the total vector state describing both the relative motion of the target and
the incident nucleon and their internal structure. In the case of pure elastic scattering of a
incoming wave packet of average momentum
−→
k , the energy eigenvalue of the wave packet
is E = EC.M. =
~2k2
2µ
, with µ the reduced mass of the system {projectile; target}. If we
choose a complete set of single particle state vectors and neglect the indistinguishability of
the incident nucleon with those of the target, then we may write the total wave function of
the A+1 nucleons as:
|Ψ〉 =
∑
i
|ψi〉 ⊗ |wi〉 (2.0.3)
{|ψi〉} is an orthonormal basis of the state vectors describing the internal state of the target
and {|wi〉} a complete basis of state vectors describing the relative motion of the projectile
and the target, and the intrinsic state of the projectile. For simplicity, we haven’t considered
excited states of the continuum in the expansion of the state vector of the target but in
principle, we should consider them by adding an integral term. From these simple definitions,
we will use projection operator formalism to derive expressions that give some insight on the
physics involved in this model.
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2.1 Projection operators
Let us assume that EC.M. is high enough to ensure channels noted {1, 2, ..., N} are open.
Let P be an operator that projects the target nucleus to a selected subspace of n states that
couple strongly to the ground state, n ≤ N and Q the operator projecting it to all the other
states:
P =
n∑
i=0
|ψi〉〈ψi| Q =
∑
j>n
|ψj〉〈ψj| (2.1.1)
It is important to note here that the Q operator projects the system to open channels j
that verify n < j ≤ N and to all other channels, which means that some open channels that
couple weakly to the ground state can be contained in the space spanned by the Q operator,
and also all closed channels that can cause virtual excitations and that are usually associated
with compound processes are contained in this space. By construction of the operators, P
and Q satisfy the relations:
P 2 = P Q2 = Q P +Q = l1 PQ = QP = 0 (2.1.2)
with l1 the identity operator. We will use these operators so as to recast the time-independent
many-body Schrödinger equation (2.0.2) and define an effective Hamiltonian. From equation
(2.1.2), it is obvious that:
Ĥ|Ψ〉 = E|Ψ〉 ⇔ Ĥ(P +Q)|Ψ〉 = E(P +Q)|Ψ〉
Now, by applying the P operator on the left of this formula and using again (2.1.2), we can
find:
(ĤPP − E)P |Ψ〉 = −ĤPQQ|Ψ〉 (2.1.3)
with the obvious notation ĤXY = XĤY . This equation gives some basic information on
the physics of the scattering process: the ĤPP term couples the n open channels that we
treat explicitly in our model, including elastic scattering. ĤPQ has matrix elements that
connect the aforementioned channels to all the others. As we seek only for P |Ψ〉, we need to
eliminate Q|Ψ〉 in equation (2.1.3). In order to do so, we may follow the procedure applied
with the P operator, but now with the Q operator so as to obtain:
(ĤQQ − E)Q|Ψ〉 = −ĤQPP |Ψ〉 (2.1.4)
Q|Ψ〉 includes only channels with outgoing waves, and capture channels (bound states).
Therefore, a formal solution of equation (2.1.4) can be expressed simply as:
Q|Ψ〉 = 1
E − ĤQQ + iε
ĤQPP |Ψ〉 (2.1.5)
in which the infinitesimal iε is here to ensure we obtain only outgoing waves in channels of
the Q space. We may note here that for channels in which the projectile is captured by the
target, the addition of iε is not required. Now we may eliminate Q|Ψ〉 in the equation for
P |Ψ〉:
(ĤPP − E)P |Ψ〉 = −ĤPQQ|Ψ〉
(ĤPP − E)P |Ψ〉 = −ĤPQ
1
E − ĤQQ + iε
ĤQP |Ψ〉
(ĤPP + ĤPQ
1
E − ĤQQ + iε
ĤQP )P |Ψ〉 = EP |Ψ〉
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which we can rewrite as:
(ĤPP + Ôeff)P |Ψ〉 = EP |Ψ〉 (2.1.6)
with the effective operator:
Ôeff = ĤPQ
1
E − ĤQQ + iε
ĤQP (2.1.7)
Thus, we have been able to recast equation (2.0.2) into an apparently simpler form in which,
instead of having to compute the total wave function |Ψ〉, we only need to compute its
projection in the P space P |Ψ〉. However, the efficiency of this procedure depends on our
capacity to construct good models for the effective Hamiltonian Ĥeff = ĤPP +Ôeff . Equation
(2.1.7) is a suitable form, though, to discuss properties that the effective operator must have.
2.2 Properties of the effective Hamiltonian
The effective Hamiltonian built within this framework has some features and properties
that have been discussed in details by Feshbach [17]. We remind here some of the most
important properties, and discuss in particular the nonlocality.
The most obvious property of the effective operator is its energy dependence, as it
appears explicitly in equation (2.1.7). It can readily by understood because channels can be
considered open only if the energy of the system is high enough.
Another property of the effective operator is its complex nature: ĤPP connects directly,
as we mentioned earlier, the various states spanned by the P operator. Only a limited
number of states are included in the P |Ψ〉 space, which means we do not treat explicitly all
the possible states. The second term, Ôeff is here to compensate for the states that we do
not consider explicitly, which form the Q|Ψ〉 space. The inclusion of Ôeff is necessary when
we calculate transitions between states contained in P |Ψ〉 because it accounts for virtual
intermediate states. Besides, if Q|Ψ〉 contains one or more open channels, then part of
the incoming flux must be lost from the channels in P |Ψ〉 to these open channels in Q|Ψ〉.
Therefore, Ĥeff must be absorptive which means it has to be complex, thus non-hermitian.
Such a property emerges in an obvious way when considering the formal relation:
lim
ε→∞
1
E − ĤQQ + iε
= P
(
1
E − ĤQQ
)
− iπδ(E − ĤQQ) (2.2.1)
where P is the Cauchy principal value. What must be understood from this relation is
that the absorption is here to account for the flux that is lost from the entrance channel to
channels in the Q space.
The last property we want to focus on is the nonlocal nature of the effective operator.
In order to show explicitly the nonlocality, let us introduce eigenstates of ĤQQ:
ĤQQ|Φq〉 = Eq|Φq〉 (2.2.2)
|Φq〉 represents the incident nucleon bound to an excited state of the target nucleus. In
principle, These |Φq〉 should include bound states in the continuum, but in equation (2.0.3),
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we haven’t considered them in the expansion of the total wave function. We do the same
here in the expansion of the effective Hamiltonian on eigenstates of ĤQQ:
Ôeff =
∑
q
ĤPQ|Φq〉〈Φq|ĤQP
E − Eq + iε
(2.2.3)
Let f be a function in the space of the relative motion. If we let Ĥeff operate on f , its
nonlocality appears explicitly:
〈−→r |Ôeff |f〉 =
∑
q
〈−→r |ĤPQ|Φq〉〈Φq|ĤQP |f〉
E − Eq + iε
=
∑
q
ĤPQ(
−→r )Φq(−→r )
∫
Φ∗q(
−→r ′)ĤQP (−→r ′)f(−→r ′)d−→r ′
E − Eq + iε
(2.2.4)
To obtain the right part of this equation, we inserted a closure relation on radial coordinates.
This equation shows that even if the underlying Hamiltonian is itself local, the optical
potential should be nonlocal. It can be readily understood by looking at equation (2.2.4)
and linking it to figure 1.3 b: a system that is excited into one of the states included in
Q|Ψ〉 because of an interaction at point −→r can reappear in a state of P |Ψ〉 due to another
interaction at point −→r ′.
In the GOM, it is assumed that the projectile cannot be scattered before it reaches
the target: this is the requirement of causality [66]. Because of this property, the effective
operator must satisfy a dipersion relation of the form:
Re(Ôeff) =
∑
q
ĤPQ|Φq〉〈Φq|ĤQP
E − Eq
− 1
π
P
∫
Im(Ôeff)
E − Eq
dEq (2.2.5)
Modern phenomenological approaches based on such dispersion relation can reproduce very
accurately scattering observables for specific cases like the work of Dickhoff et al. on 40Ca
and 48Ca [67], but also for a large number of nuclei and energies like the global dispersive
optical potential of Morillon [68] and the dispersive potential for actinides of Capote et al.
[69]. Microscopic studies also achieve some nice successes using dispersive optical potentials
in ab initio calculations [12, 70] and also with nuclear matter approaches [38].
The question of dispersive interactions was studied by Hodgson [66]. In his paper, he
makes the following considerations: physically, the dispersion relation gives the effect of
the coupling of non-elastic channels on the real part of the potential. Such effects are very
important when the projectile’s incident energy is close to the energies of the non-elastic
channels, and more specifically the most significant contributions come from the coupling to
low lying collective states. We expect then the effects of their contribution on the real part
of the potential to be strong for incident energies below a few MeV, but weaker for higher
energies. In particular, calculations made with effective operators that don’t satisfy such
dispersion relation can’t predict single particle energies and occupation numbers as precisely
as when using dispersive operators [67, 71]. In our work, we study reactions involving a
projectile that has a high kinetic energy (> 50 MeV). At such energies, the effect of the
coupling to low lying collective states on the real part of the potential is weak, and if we are
able to reproduce correctly the experimental data for elastic scattering observables, then we
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can assume that non-elastic processes are correctly taken into account in the imaginary part
of the potential. Therefore, we do not address problems linked to the dispersive character
of the effective operator, but keeping in mind that they should be dealt with in order to
improve our modeling.
One last property of importance is the resonant nature of the effective operator. Indeed,
let us consider a closed channel in Q|Ψ〉, which we label “c”. Then, the effective operator
for this particular channel reads:
Ôceff =
ĤPQ|Φc〉〈Φc|ĤQP
E − Ec
(2.2.6)
If E → Ec then Ôeff diverges and has a resonant behavior. This can be immediately
attributed to quasi bound states stemming from couplings to the bound states of ĤQQ,
and these resonances represent compound nucleus formation. By a proper treatment of
these resonances (including an energy averaging), it is possible to account for them which
leads - as a consequence - to more absorption in the effective operator [17] [72]. We do not
refer to this property in our study, but it is an important feature of the effective operator
worth mentioning. Now, if we resume ourselves, the effective operator introduced by the
optical model must be:
 Energy dependent
 Nonlocal
 Resonant (it is possible to transform this property into more absorption)
 Complex
 Dependent on our choice of projection operators P and Q
More details on the properties of the effective Hamiltonian are given in references [11, 20, 73]
and an extensive discussion on the nonlocality and its consequences on the total wave function
can be found in [65]. We have given general features of the generalized optical model, so
let us now give a more precise formalism for nucleon-nucleus elastic and inelastic scattering,
our cases of interest.
2.3 Effective interaction and optical potential
It is possible to expand the total Hamiltonian of equation (2.0.2) into:
Ĥ = T̂ + ĤA + V̂ (2.3.1)
where T̂ is the kinetic energy operator for the projectile-target relative motion, V̂ is a NN
potential of interaction that connects the projectile with one nucleon of the target in the
interaction area, and ĤA is the intrinsic Hamiltonian of the target nucleus which obeys the
equation:
ĤA|ψi〉 = Ei|ψi〉 , 〈ψi|ψj〉 = δij (2.3.2)
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with Ei the energy of the |ψi〉 state. Using these definitions and those of equation (2.1.2),
we can write:
ĤPP = PĤP = P (T̂ + ĤA + V̂ )P =
n∑
i=0
n∑
j=0
|ψi〉〈ψi|(T̂ + ĤA + V̂ )|ψj〉〈ψj|
⇔ ĤPP =
n∑
i=0
n∑
j=0
|ψi〉
(
〈ψi|T̂ |ψj〉+ 〈ψi|ĤA|ψj〉+ 〈ψi|V̂ |ψj〉
)
〈ψj|
⇔ ĤPP =
n∑
i=0
n∑
j=0
|ψi〉
(
T̂ δij + Ejδij + 〈ψi|V̂ |ψj〉
)
〈ψj|
⇔ ĤPP =
n∑
i=0
(T̂ + Ei)|ψi〉〈ψi|+
n∑
i=0
n∑
j=0
|ψi〉〈ψi|V̂ |ψj〉〈ψj|
So the operator ĤPP is expanded into a more suitable form for calculations:
ĤPP =
(
T̂ + ĤA
)
P + PV̂ P (2.3.3)
Similarly, we can show that formulae for the other operators in Ĥeff read:
ĤQQ =
(
T̂ + ĤA
)
Q+QV̂ Q
ĤPQ = PV̂ Q
ĤQP = QV̂ P
and finally, we can rewrite the equation for P |Ψ〉 and proceed with some algebra:(
ĤPP + ĤPQ
1
E − ĤQQ + iε
ĤQP
)
|Ψ〉 = EP |Ψ〉
⇔
((
T̂ + ĤA
)
P + PV̂ P + PV̂ Q
1
E − ĤA − T̂ −QV̂ Q+ iε
QV̂ P
)
P |Ψ〉 = EP |Ψ〉
⇔
(
T̂ + ĤA + PV̂ P + PV̂ Q
1
E − ĤA − T̂ −QV̂ Q+ iε
QV̂ P
)
P |Ψ〉 = EP |Ψ〉 (2.3.4)
With this form, we can define a NN effective interaction operator:
V̂eff = PV̂ P + PV̂ Q
1
E − ĤA − T̂ −QV̂ Q+ iε
QV̂ P (2.3.5)
The complications of the many-body problem are contained in this effective operator, so the
usefulness of the whole approach - meaning of the generalized optical model - depends on
our capability to build simple and accurate models for it. Here, V̂eff is the interaction that
connects the incident nucleon with nucleons of the target in the nuclear medium. This
ingredient conditions greatly the accuracy of the predictions done within a microscopic
framework; that is why many efforts have been put in deriving simple yet accurate effective
NN interactions for nucleon-nucleus scattering. We give some details of such interactions
in section 4.3. For the moment, let us derive formulae for elastic scattering of a spinless
projectile on a central potential.
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2.4 Simple case of scattering by a central potential
The formal theory of elastic scattering of a spinless particle on a central potential is
critical to understand the physical phenomena that govern such reactions. However, it has
been presented thoroughly in many textbooks [72] [74], so our purpose here is to give at
first a simple form of some equations that we generalize in later sections. Let us start our
description from the definition (2.3.1) and assume that the potential Veff doesn’t act on spin
variables:
Ĥ = T̂ + ĤA + V̂eff (2.4.1)
We define the projection operators for the present derivation as:
P = |ψ0〉〈ψ0| Q =
∑
i>0
|ψi〉〈ψi|
If V̂eff vanishes, equation (2.0.2) reads:
(E − T̂ − ĤA)|Ψ0〉 = 0 (2.4.2)
|Ψ0〉 is the solution of the homogeneous form of equation (2.0.2). We can also define the
free-particle Green’s function G as (written in radial coordinates):
(E +
~2
2µ
−→
∇2 − EA)G(−→r −−→r ′) = δ(−→r −−→r ′) (2.4.3)
where EA is the intrinsic energy of the target and µ the reduced mass of the system
{projectile+target}. When V̂eff 6= 0, a formal solution of equation (2.0.2) reads:
|Ψ〉 = |Ψ0〉+
1
E − T̂ − ĤA ± iε
V̂eff |Ψ〉 (2.4.4)
In order to compute the solution wave function for elastic scattering, we need to project this
equation on the ground state of the target nucleus |ψ0〉:
〈ψ0|Ψ〉 = 〈ψ0|Ψ0〉+ 〈ψ0|
1
E − T̂ − ĤA ± iε
V̂eff |Ψ〉 (2.4.5)
we then insert a closure relation (on internal states of the target) on each side of V̂eff and
use orthonormality of states defined in (2.3.2) to reduce this equation to:
〈ψ0|Ψ〉=〈ψ0|Ψ0〉+
1
E− T̂− EA ± iε
〈ψ0|V̂eff |ψ0〉〈ψ0|Ψ〉=Ψelastic0 +
1
E− T̂− EA ± iε
ÛeffΨ
elastic
(2.4.6)
in which we labeled the optical potential operator 〈ψ0|V̂eff |ψ0〉 as Ûeff . We can project this
equation on space coordinates to solve it. In this basis, the Green’s function can be shown
to be equal to:
〈−→r | 1
E +
~2
2µ
−→
∇2 − EA ± iε
|−→r ′〉 = −2µ
~2
1
4π
e±iki|
−→r −−→r ′|
|−→r −−→r ′|
(2.4.7)
with µ the reduced mass of the system and ki the wave number of the system in the entrance
channel. Boundary conditions impose scattered outgoing waves only, so the ± sign reduces
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to +. Given this result, we can project equation (2.4.6) on the radial coordinates basis. We
insert closure relation of this basis on both sides of Ûeff and obtain the Dyson equation:
Ψelastic(−→r ) = Ψelastic0 (−→r )−
2µ
~2
1
4π
∫
eiki|
−→r −−→r ′|
|−→r −−→r ′|
d−→r ′
∫
Ûeff(
−→r ′,−→r ′′)Ψelastic(−→r ′′)d−→r ′′ (2.4.8)
For −→r sufficiently large we have:
|−→r |  |−→r ′|
|−→r −−→r ′| ≈ r −−→u · −→r ′ , −→u =
−→r
r
1
|−→r −−→r ′|
≈ 1
r
which leads, once inserted in the previous equation, to the asymptotic form:
Ψelastic(−→r ) =∞ Ψelastic0 (−→r )−
eikir
r
µ
2π~2
∫
ei
−→
ki
′·−→r ′d−→r ′
∫
Ûeff(
−→r ′,−→r ′′)Ψelastic(−→r ′′)d−→r ′′
=
∞ Ψ
elastic
0 (
−→r ) + f(
−→
ki ,
−→
ki
′)
eikir
r
(2.4.9)
where
−→
ki
′ = ki
−→u . We have defined the scattering amplitude f(
−→
k ,
−→
k ′), and we can show
[74] that it is related to the differential cross section by:
dσ
dΩ
= |f(
−→
ki ,
−→
ki
′)|2 (2.4.10)
We can similarly derive formulae for the more complicated case of nucleon-nucleus scattering,
taking into account the spin of the projectile and some excited states of the projectile.
2.5 Formulae for the scattering of a nucleon off a target
nucleus
The simple definitions that we gave for the scattering amplitude and the differential
cross section in the previous section still hold in the case of nucleon-nucleus scattering with
inclusion of spins, provided we take into account the coupling of angular momenta. Such
work is done is several textbooks [72, 75], but sign and coupling conventions (among other
things) vary from one book to another. We have chosen to give details about our convention
choices and associated derivations to obtain a global, consistent description. In order to do
this, we will start by expressing our choice of angular momentum coupling scheme, then we
will give the generalized formula of the total wave function of the total system {projectile +
target}. From this definition, we will deduce the scattering amplitude’s formula and, after
explaining how the radial part of the scattering amplitude is computed, we will link it to the
differential cross section.
2.5.1 Coupling of angular momenta and definition of a basis for
projections
So first, we must give our coupling scheme. We have chosen to couple the spin of the
projectile −→s and its orbital angular momentum
−→
l to
−→
j , and couple this total spin of the
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projectile with the total spin of the target
−→
J to obtain the total angular momentum of the
system
−→
I , which is a good quantum number for the case of nucleon-nucleus scattering. Our
choice of coupling scheme can be summarized as:
−→
l +−→s = −→j −→j +
−→
J =
−→
I (2.5.1)
Moreover, we shall denote mi the projection of the angular momentum i on the quantization
axis. Furthermore, the total parity π of the system is also conserved during nucleon-nucleus
scattering. So we shall label the parity of the target nucleus by Π (the parity of the relative
motion function is simply (−1)l ). With these definitions, we will rewrite the total wave
function of the system and include explicitly all couplings of angular momenta. If we consider
the projectile with spin and spin projection |1
2
mp〉 colliding with a target nucleus in its ground
state defined by total spin, total spin projection and parity |ψi ∈ JiMiΠi〉, the asymptotic
form of the total wave function of the system can be written, in analogy with (2.4.9):
Ψmp,Mi
∼
∞ e
i
−→
ki ·−→r |1
2
mp〉 |ψi ∈ JiMiΠi〉 +∑
m′p,M
′
i
eikir
r
fψi→ψimpm′p (
−→
ki ,
−→
ki
′) |1
2
m′p〉 |ψi ∈ JiM ′iΠ〉 +∑
m′pMf
kf 6=ki
ψf 6=ψi
eikf r
r
f
ψi→ψf
mpm′p
(
−→
ki ,
−→
kf ) |
1
2
m′p〉 |ψf ∈ JfMfΠf〉
(2.5.2)
with
−→
ki the incident wave vector,
−→
ki
′ the wave vector of the outgoing wave in the elastic
channel,
−→
kf the wave vector of the outgoing wave in inelastic channels, f the scattering
amplitude. The solution for the homogeneous equation is taken - just like for the scattering
of a spinless particle on a central potential - to be simply a plane wave, and the presence
of the interacting potential V generates scattered spherical waves. In order to account for
the coupling of angular momenta, we need to rewrite the total wave function in a way that
clearly shows the couplings. Given our choice of coupling scheme, we can expand the wave
function on the spin-angular function basis, which are related to spherical harmonics and
spinors by the relation:
Y
l 1
2
j
m (Ω, σ) =
∑
mlms
〈
lml
1
2
ms|jm
〉
ilY lml(Ω)χ
1
2
mp(σ) =
[
Yl(Ω)⊗ χ 1
2
(σ)
]j
m
(2.5.3)
where
〈
lml
1
2
ms|jm
〉
is a Clebsch-Gordan coefficient (see Appendix A), X an irreducible
tensor operator, χ
1
2
mp a spinor defined formally by χ
1
2
mp(σ) = 〈σ|12mp〉 and finally Y
l
m a
spherical harmonic. Spin-angular functions obey the orthogonality relation:∫
Y
l′ 1
2
j′∗
m′ (Ω, σ)Y
l 1
2
j
m (Ω, σ)dΩdσ = δjj′δll′δmm′ (2.5.4)
It is also useful to define, for oncoming derivations, a generalized function that results from
the tensor product of a spin-angular function with the target’s internal state |ψ ∈ JMΠ〉:
Y I,µ
(l 1
2
)j,J
(Ω, σ, x) = 〈Ωσx|[(l1
2
)j, J ], Iµ〉 =
[
Y l
1
2
j(Ω, σ)⊗ ψJ(x)
]I
µ
=
∑
m,M
〈jmJM |Iµ〉Y l
1
2
j
m (Ω, σ)ψJMΠ(x)
(2.5.5)
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where ψJMΠ(x) = 〈x|ψ ∈ JMΠ〉, with x labeling the internal variables of the target.
Similarly, these functions obey the orthogonality relation:∫
Y I
′,µ′∗
(l′ 1
2
)j′,J ′
(Ω, σ, x)Y I,µ
(l 1
2
)j,J
(Ω, σ, x)dΩdσdx = δII′δµµ′δJJ ′δjj′δll′ (2.5.6)
and the inverse relation of equation (2.5.5) reads:
Y
l 1
2
j
m (Ω, σ)ψJMΠ(x) =
∑
Iµ
〈jmJM |Iµ〉Y I,µ
(l 1
2
)j,J
(Ω, σ, x) (2.5.7)
Expanding the total wave function on such basis enables us to use the Racah algebra,
thus allowing us to write formulae for the total wave function in which angular and radial
variables are explicitly separated.
2.5.2 Total wave function, scattering amplitude and cross section
First, let us consider the case when there is no interaction between the projectile and the
target. In this case, the quantum states describing the relative motion and the target are
unchanged and quantum numbers are conserved. We can write the expansion (2.0.3) as:
|Ψ〉 =
∑
i
|
−→
kimp〉 ⊗ |ψi ∈ JiMiΠi〉 (2.5.8)
where
−→
k is the wave vector of the relative motion, mp = ±12 the projection of the projectile’s
spin on the quantization axis, Ji the spin of target, Mi its projection on the quantization
axis and Πi its parity. Since there is no interaction, the wave function for the relative motion
is simply a plane wave. The multipole expansion of a plane wave reads:
ei
−→
k ·−→r = 4π
∑
lml
jl(k, r)i
lY l∗ml(Ωk)Y
l
ml
(Ωr) (2.5.9)
with jl the spherical Bessel function of the first kind. If we write the total wave function in
the initial state as |Ψi〉 = |
−→
kimp〉 ⊗ |ψi ∈ JiMiΠi〉, then using the multipole expansion of a
plane wave we can write this total wave function in the {|−→r , σ, x〉} basis as:
〈−→r , σ, x|Ψi〉 = ΨVeff=0mp,i (
−→r , σ, x) = 〈−→r , σ|
−→
kimp〉〈x|ψi ∈ JiMiΠi〉
= 4π
∑
lml
jl(k, r)i
lY l∗ml(Ωk)Y
l
ml
(Ωr)χ
1
2
mp(σ)ψJMΠ(x)
We use the inverse relation of equation (2.5.3) to insert the spin-angular functions:
ΨVeff=0mp,i (
−→r , σ, x) = 4π
∑
lml
jm
jl(k, r)i
lY l∗ml(Ωk)
〈
lml
1
2
mp|jm
〉
Y
l 1
2
j
m (Ωr, σ)ψJMΠ(x)
We notice here that mp is fixed, and m = ml+mp because of the Clebsch-Gordan coefficients
which means the sum over m is redundant with that of ml. Now we use the relation of
equation (2.5.7) to obtain finally:
ΨVeff=0mp,i (
−→r , σ, x) = 4π
∑
ljI
mlµ
jl(k, r)Y
l∗
ml
(Ωk)
〈
lml
1
2
mp|jm
〉
〈jmJiMi|Iµ〉Y I,µ(l 1
2
)j,Ji
(Ωr, σ, x)
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with I the total angular momentum of the system as defined in (2.5.1). We derived this
formula by assuming there was no interaction between the projectile and the target. When
such is not the case, the radial function jl is modified and outgoing spherical waves are
generated in partitions |Ψi′ 6=i〉. Furthermore, the quantum numbers of the initial state are
not necessarily conserved during the reaction (except for I and µ) which leads to:
Ψmp,i(
−→r , σ, x) = 4π
kir
∑
i′,m′p
∑
ljI
mlµ
〈
lml
1
2
mp|jm
〉
〈jmJiMi|Iµ〉Y l∗ml(Ωk)
∑
l′j′
Y I,µ
(l′ 1
2
)j′,J ′i
(Ωr, σ, x)φ
I
[(l′ 1
2
)j′,J ′i ],[(l
1
2
)j,Ji]
(k, r)
(2.5.10)
where φI
[(l 1
2
)j,Ji],[(l′
1
2
)j′,J ′i ]
contains the radial dependence of |Ψi〉 ans i′ labels a sum over the
states |ψi′〉 of the target. If the projectile undergoes elastic scattering, then its spin can be
reoriented and the target is unchanged except for its spin orientation, which corresponds
to the second line of equation (2.5.2) (meaning the sum over i′ is simply a sum over M ′i).
Finally, the inelastic scattering case that corresponds to the third line of equation (2.5.2)
is when the sum over i′ consists of a sum over all quantum numbers describing the target’s
states in the expansion (2.5.8).
We can expand the general function Y in (2.5.10) and use selection rules of the Clebsch-
Gordan coefficients to show explicitly the projections of angular momenta, which is useful
in order to make the link with the asymptotic form and the scattering amplitude. In order
to make the difference between the initial state labeled i and the other states i′, we will
henceforth label these other states f . Equation (2.5.10) reads now:
Ψmp,i(
−→r ,σ, x)= 4π
kir
∑
ll′jj′
Iml
m′pMf
〈
lml
1
2
mp|jml +mp
〉
〈jJiml +mpMi|Iml +mp +Mi〉Y l∗m (Ωki)〈
l′ml +mp +Mi −m′p −Mf
1
2
m′p|j′ml +mp +Mi −Mf
〉
〈j′Jfml +mp +Mi −MfMf |Iml +mp +Mi〉
il
′
Y l
′
ml+mp+Mi−m′p−Mf (Ωr)φ
I
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(kf , r)χ
1
2
m′p
(σ)ψJfMfΨf (x)
(2.5.11)
The Clebsch-Gordan coefficients resume well the couplings involved in the reaction: the
entrance channel, characterized by the partial wave |(l 1
2
)j〉 and the target in the state
|JiMiΠi〉 couples to partial waves |(l′ 12)j
′〉 in the exit channel and the target in a state
|JfMfΠf〉. The selection of partial waves that couple to each other follows selection rules
of the Clebsch-Gordan coefficients, and the quantum numbers that are conserved during
the whole process are the total angular momentum I and total parity π of the system.
There is one function containing the radial dependence of the total wave function for each
combination of partial waves, target nucleus state and total angular momentum and parity.
The computation of geometric terms is made rather easy thanks to the Racah algebra, but
the radial dependence remains.
The radial part is obtained by solving a system of coupled equations as presented in
chapter 3. The asymptotic part of this solution wave function can be directly linked to the
scattering amplitude, and consequently the cross section. Using the phase shifts method,
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one can show that in the case of nucleon-nucleus collision, the asymptotic form of the radial
wave function is expressed by [76]:
φI
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(kf ,r)=
1
2
ieiσl
(
H∗l (kir)δjj′δll′δψiψf−SI[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
Hl′(kfr)
)
(2.5.12)
where σl′ is the Coulomb phase shift [77], H is the Hankel function (G.0.3), S is the scattering
matrix. This form shows that the only incoming spherical waves are in the elastic channel,
while there are outgoing spherical waves in all other open channels. Once the system of
coupled equations is solved and we have calculated the radial wave function, we can use
equation (2.5.12) to compute the scattering matrix, which is directly linked to the scattering
amplitude. In the most general case, the potential used to compute the solution wave function
is made of a short range component - the hadronic part - and a long range component, the
Coulomb component. This structure is conserved when expressing the scattering amplitude
in terms of the scattering matrix:
f
ψi→ψf
mp,m′p
(
−→
ki ,
−→
kf ) =fCoulomb(
−→
ki ,
−→
kf )δmpm′pδMiMf+
2π
ki
∑
l,j
l′,j′
I,ml
〈
lml
1
2
mp|jml +mp
〉
〈jJiml +mpMi|Iml +mp +Mi〉〈
l′ml +mp +Mi −m′p −Mf
1
2
m′p|j′ml +mp +Mi −Mf
〉
〈j′Jfml +mp +Mi −MfMf |Iml +mp +Mi〉
iei(σl+σl′ )
(
δmpm′pδjj′δll′δψiψf − S
I
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
)
Y l∗ml(Ωki)Y
l′
ml+mp+Mi−m′p−Mf (Ωkf )
(2.5.13)
where the Coulomb scattering amplitude is (for any angle θ):
fCoulomb(θ) = −
η
2k sin2( θ
2
)
e−iη ln(sin
2( θ
2
))+2iσ0 , σ0 = arg Γ(1 + iη) , η =
ZprojectileZtargete
2µ
~2k
with η the usual Sommerfeld parameter. This formula can be somewhat simplified by taking
the axis of quantization - the (0−→z ) axis in the lab frame - parallel to the direction of the
incident particle momentum
−→
ki . Indeed, in this case the projection of the orbital angular
momentum for the incident partial wave is zero ( ml = 0 ) which yields:
f
ψi→ψf
mp,m′p
(
−→
ki ,
−→
kf ) =fCoulomb(Ωkf )δmpm′pδMiMf+
2π
ki
∑
l,j
l′,j′
I,ml
〈
l0
1
2
mp|jmp
〉
〈jJimpMi|Imp +Mi〉〈
l′mp +Mi −m′p −Mf
1
2
m′p|j′mp +Mi −Mf
〉
〈j′Jfmp +Mi −MfMf |Imp +Mi〉
iei(σl+σl′ )
(
δmpm′pδjj′δll′δψiψf − S
I
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
)
√
2l + 1
4π
Y l
′
ml+mp+Mi−m′p−Mf (Ωkf )
(2.5.14)
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The final step is to write the differential cross section. The inclusion of spin variables modifies
slightly formula (2.4.10) to:
dσ
dΩ
(θ) =
1
(2sp + 1)(2Ji + 1)
∑
mp,Mi,
m′p,Mf
∣∣∣fCoulomb(θ)δmpm′pδMiMf + fψi→ψfmp,m′p (θ)∣∣∣2 (2.5.15)
Using this procedure we are able to separate angular and radial coordinates, and the Racah
algebra eases the integration over angular variables. The scattering matrix can be evaluated
once we know the radial wave functions, taking a large value for the matching radius r∞ and
inverting formula (2.5.12) to:
SI
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
=
ki(Fl′(kir∞) + 2iφ
I
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(kfr∞))
kfHl(kfr∞)
(2.5.16)
with Fl the regular Coulomb function defined in appendix G. The radial wave functions are
thus necessary to compute the differential cross section, and in the next section we derive a
set of coupled radial equations for which these radial wave functions are solution. We also
describe a simple way to solve these coupled equations.
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Chapter 3
Treating the radial part of CC
equations
In the previous section, we have introduced the generalized optical model and we have
derived the generalized optical potential. After giving some insight of physics contained in
this potential and presenting its features, we introduced its use in the theory of scattering
in the simple case of a spinless projectile on a central potential. Then, we gave formulae for
the total wave function, the scattering amplitude and the differential cross section. These
quantities can be computed using Racah algebra, once we know the radial wave functions. In
the present section, we derive CC equations using the coupling scheme described in section
II.E, and introduce a simple way to solve these coupled equations to obtain the radial wave
functions. We will give quite many details needed for our computational work so as to ease
any process of reproduction.
3.1 Coupled equations in the radial coordinate basis
In order to avoid unnecessary complications, we will derive coupled equations involving
the ground state of the target nucleus, denoted as |ψ0〉, and a selection of discrete states
denoted |ψi〉 but we will write the associated equation of only the last of these states,
labeled |ψN〉. By doing this, we assume that the coupling to all other states |ψj>N〉 is taken
into account effectively by using the complex effective nucleon-nucleus interaction. In a
mathematical formulation, the P space contains the ground state plus N -1 excited states,
and the Q space contains in principle all other states. Thus, using the expansion (2.0.3) of
the total wave function, the P and Q operators read:
P =
N∑
i=0
|ψi〉〈ψi| Q =
∑
j>N
|ψj〉〈ψj| (3.1.1)
so the part of the total wave function that we will treat explicitly reads:
P |Ψ〉 =
N∑
i=0
|ψi〉 ⊗ |wi〉 (3.1.2)
qnd we remind the equation for which P |Ψ〉 is solution in the center of mass (CM) frame of
reference: (
T̂ + ĤA + V̂
)
P |Ψ〉 = EC.M.P |Ψ〉 (3.1.3)
with V̂ the effective operator defined in equation (2.3.5) (we shall omit the label “eff” for
this interaction in the following derivations). We project (3.1.3) on |ψ0〉 the ground state of
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the target and on its excited state |ψN〉 (it is also valid for the other states ψi<N):
S :
{
T̂ 〈ψ0|Ψ〉+ 〈ψ0|ĤA|Ψ〉+ 〈ψ0|V̂ |Ψ〉 = ECM〈ψ0|Ψ〉
T̂ 〈ψN |Ψ〉+ 〈ψN |ĤA|Ψ〉+ 〈ψN |V̂ |Ψ〉 = ECM〈ψN |Ψ〉
We separate diagonal components from off-diagonal ones, using (3.1.2):
S :

T̂
∑
i
〈ψ0|ψi〉|wi〉+〈ψ0|ĤA|ψ0〉|w0〉+〈ψ0|V̂ |ψ0〉|w0〉+
∑
i 6=0
〈ψ0|ĤA|ψi〉|wi〉+∑
i 6=0
〈ψ0|V̂ |ψi〉|wi〉=ECM
∑
i
〈ψ0|ψi〉|wi〉
T̂
∑
i
〈ψN |ψi〉|wi〉+〈ψN |ĤA|ψN〉|wN〉+〈ψN |V̂ |ψN〉|wN〉+
∑
i 6=N
〈ψN |ĤA|ψi〉|wi〉+∑
i 6=N
〈ψN |V̂ |ψi〉|wi〉=ECM
∑
i
〈ψN |ψi〉|wi〉
then we use orthonormality properties of the state vectors |ψi〉 and relation (2.3.2) to reduce
the system to:
S :

(
E − T̂ − 〈ψ0|V̂ |ψ0〉
)
|w0〉 =
∑
i 6=0
〈ψ0|V̂ |ψi〉|wi〉(
E ′ − T̂ − 〈ψN |V̂ |ψN〉
)
|wN〉 =
∑
i 6=N
〈ψN |V̂ |ψi〉|wi〉
in which we defined E = ECM − E0, E ′ = ECM − EN . From this general system, we can
derive coupled equations in any complete basis. We choose radial coordinates, so we project
the system S on the complete basis {|−→r , σ〉}. Also, we write the kinetic operator in the
space coordinates:
S :

〈−→r , σ|
(
E +
~2
2µ
−→
∇2 − 〈ψ0|V̂ |ψ0〉
)
|w0〉 = 〈−→r , σ|
∑
i 6=0
〈ψ0|V̂ |ψi〉|wi〉
〈−→r , σ|
(
E ′ +
~2
2µ
−→
∇2 − 〈ψN |V̂ |ψN〉
)
|wN〉 = 〈−→r , σ|
∑
i 6=N
〈ψN |V̂ |ψi〉|wi〉
Using orthonormality properties of the basis {|−→r , σ〉}, we can write the system as:
S :

Ew0(−→r ,σ) + ~
2
2µ
−→
∇2(w0(−→r ,σ))−
∫
U00(−→r ,σ,−→r ′,σ′)w0(−→r ′,σ′)d−→r ′dσ′ =∑
i 6=0
∫
U0i(−→r ,σ,−→r ′,σ′)wi(−→r ′,σ′)d−→r ′dσ′
E ′wN(−→r ,σ) + ~
2
2µ
−→
∇2(wN(−→r ,σ))−
∫
UNN(−→r ,σ,−→r ′,σ′)wN(−→r ′,σ′)d−→r ′dσ′ =∑
i 6=N
∫
UNi(−→r ,σ,−→r ′,σ′)wi(−→r ′,σ′)d−→r ′dσ′
where we introduced for simplicity Uab(−→r ,σ,−→r ′,σ′) = 〈−→r ,σ|〈ψa|V̂ |ψb〉|−→r ′, σ′〉. The structure
of the system exhibits some features that we discussed in the previous section but that appear
more clearly here: U00 is the potential that couples the ground state to itself so it contains
the physics of shape elastic scattering; it is what is usually called the optical potential. UNN
couples the excited state |ψN〉 to itself and treats the virtual shape elastic reaction in which
the kinetic energy of the projectile is E ′ and the target is in its excited state. Reactions that
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feed elastic scattering such as transitions from one excited state |ψi〉 to the ground state
are represented by U0i,i 6=0, and the opposite process during which the transition goes from
the ground state |ψ0〉 or one excited state |ψi<N〉 to |ψN〉 is contained in UNi,i6=N . Now,
we need to calculate each integral term to solve this system and since we have chosen the
space coordinate basis, let us separate spin and angular variables from radial ones by doing
a multipole expansion on the spin-angular functions basis.
3.2 Multipole expansion
Choosing the initial direction of the projectile as a quantization axis for the angular
momentum, we develop the wave functions wi(−→r , σ) and the potential Uab(−→r , σ,−→r ′, σ′) on
the function basis that we have defined in equation (2.5.5). The angular momenta that
appear are those defined in equation (2.5.1). The expansion of P |Ψ〉 reads:
〈Ωσx|P |Ψ〉= 4π
kbr
∑
ljI
µ
〈
l0
1
2
mp|jm
〉
〈jmJbMb|Iµ〉
√
2l+1
4π
∑
l′j′a
Y I,µ
(l′1
2
)j′,Ja
(Ω,σ,x)φI
[(l′1
2
)j′,Ja],[(l
1
2
)j,Jb]
(k,r)
(3.2.1)
and the coupling potential, taken between an initial state |[(l 1
2
)j, Jb], Iµ〉 and a final state
|[(l′ 1
2
)j′, Ja], Iµ〉 and integrated over all but radial variables reads:
U I,ab
[(l′ 1
2
)j′,Ja],[(l
1
2
)j,Jb]
(r, r′) = 〈[(l′1
2
)j′, Ja], Iµ|V̂eff |[(l
1
2
)j, Jb], Iµ〉 (3.2.2)
Here, the bra-ket embody the integration over internal coordinates of the target’s nucleons
and the projectile’s, and over angular variables of the relative motion. By applying the
Wigner-Eckart theorem (F.0.2) to this formula, we can show that U does not depend on the
projection µ of the total angular momentum which is why we do not write this quantum
number in the left hand side of equation (3.2.2).
We use the expansion of P |Ψ〉 in the system S , then we project the system on one
element |[(l′ 1
2
)j′, J ]I, µ〉. We use orthogonality relation (2.5.6) to simplify the integrals over
angular, spin and internal variables to obtain:
S :

(
E+
~2
2µ
(
d2(r.)
rdr2
− l
′(l′ + 1)
r2
))
ϕI,0
[(l′ 1
2
)j′,J0],[(l′
1
2
)j′,J0]
(r)−
∑
jl
∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r, r′)
ϕI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′)r′2dr′
=
∑
i 6=0
∑
jl
∫
U I,0i
[(l′ 1
2
)j′,J0],[(l
1
2
)j,Ji]
(r, r′)ϕI,i
[(l′ 1
2
)j′,J0],[(l
1
2
)j,Ji]
(r′)r′2dr′
(
E ′+
~2
2µ
(
d2(r.)
rdr2
− l
′(l′ + 1)
r2
))
ϕI,N
[(l′ 1
2
)j′,JN ],[(l′
1
2
)j′,JN ]
(r)−
∑
jl
∫
U I,NN
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r, r′)
ϕI,N
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r′)r′2dr′
=
∑
i 6=N
∑
jl
∫
U I,Ni
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,Ji]
(r, r′)ϕI,i
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,Ji]
(r′)r′2dr′
Finally, we multiply the system by r, and use the substitution φ(r) = rϕ(r) to get a very
general form of coupled channel equations (3.2.3). From this mathematical formulation of
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the scattering of a nucleon off a target nucleus, we need to extract relevant physical quantities
including the scattering matrix. We present next our way of doing so.
S :

(
E+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,0
[(l′ 1
2
)j′,J0],[(l′
1
2
)j′,J0]
(r)−
∑
jl
∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r, r′)
φI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′)rr′dr′
=
∑
i 6=0
∑
jl
∫
U I,0i
[(l′ 1
2
)j′,J0],[(l
1
2
)j,Ji]
(r, r′)φI,i
[(l′ 1
2
)j′,J0],[(l
1
2
)j,Ji]
(r′)rr′dr′(
E ′+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,N
[(l′ 1
2
)j′,JN ],[(l′
1
2
)j′,JN ]
(r)−
∑
jl
∫
U I,NN
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r, r′)
φI,N
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r′)rr′dr′
=
∑
i 6=N
∑
jl
∫
U I,Ni
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,Ji]
(r, r′)φI,i
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,Ji]
(r′)rr′dr′
(3.2.3)
3.3 Solving the system of coupled equations
So far in our derivation, we have written the coupled equations for the ground state
|ψ0〉 and the excited state |ψN〉. We did not include the equations for the other |ψi,0<i<N〉
states to avoid unnecessary complications. We can further simplify the situation here: we
can choose to treat only the ground state with quantum numbers |J0M0Π0〉 and one excited
state |ψN〉 with quantum numbers |JNMNΠN〉, and consider that the effect of the coupling
to the other states is accounted for in the effective interaction. The effect of this hypothesis
can be seen now: the sum over i states is reduced to one term: |ψN〉 in the upper equation
and |ψ0〉 in the bottom equation. The system reads now:
S :

(
E+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,0
[(l′ 1
2
)j′,J0],[(l′
1
2
)j′,J0]
(r)−
∑
jl
∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r, r′)
φI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′)rr′dr′
=
∑
jl
∫
U I,0N
[(l′ 1
2
)j′,J0],[(l
1
2
)j,JN ]
(r, r′)φI,N
[(l′ 1
2
)j′,J0],[(l
1
2
)j,JN ]
(r′)rr′dr′(
E ′+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,N
[(l′ 1
2
)j′,JN ],[(l′
1
2
)j′,JN ]
(r)−
∑
jl
∫
U I,NN
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r, r′)
φI,N
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r′)rr′dr′
=
∑
jl
∫
U I,N0
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,J0]
(r, r′)φI,0
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,J0]
(r′)rr′dr′
We can rewrite this system as:
Dl′(E)φ
I,0
[(l′ 1
2
)j′,J0],[(l′
1
2
)j′,J0]
(r)−
∑
jl
∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r, r′)φI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′)rr′dr′
=
∑
jl
∫
U I,0N
[(l′ 1
2
)j′,J0],[(l
1
2
)j,JN ]
(r, r′)φI,N
[(l′ 1
2
)j′,J0],[(l
1
2
)j,JN ]
(r′)rr′dr′
Dl′(E
′)φI,N
[(l′ 1
2
)j′,JN ],[(l′
1
2
)j′,JN ]
(r)−
∑
jl
∫
U I,NN
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r, r′)φI,N
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r′)rr′dr′
=
∑
jl
∫
U I,N0
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,J0]
(r, r′)φI,0
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,J0]
(r′)rr′dr′
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with the differential operator Dl(E) = E +
~2
2µ
(
d2
dr2
− l(l+1)
r2
)
. As we said in the previous
section, in general the nuclear interaction used to obtain U ij potentials contains a Coulomb
term due to the charge distribution of the target nucleus, which can be written (in a local
form):
U ij(−→r ,−→r ′) = U ijhadronic(
−→r ,−→r ′) + U ijCoulomb(r)δ(
−→r ,−→r ′) (3.3.1)
It is difficult to treat at the same time the hadronic part of the potential, which is a short
range contribution, and the Coulomb part which is not a short range contribution. Following
a method developed and proposed by Arellano [78], we can rewrite this equation as:
U ij(−→r ,−→r ′) = U ijhadronic(
−→r ,−→r ′) +
(
U ijCoulomb(r)−
ZZ ′e2
r
)
δ(−→r ,−→r ′) + ZZ
′e2
r
δ(−→r ,−→r ′)
= U ijshortrange +
ZZ ′e2
r
δ(−→r ,−→r ′)
(3.3.2)
where Z is the target proton number, Z ′ is the projectile proton number, e is the elementary
electric charge. Rewriting things this way, we create a short range equivalent of the charge
density dependent Coulomb potential and incorporate it in the hadronic potential. Finally, a
simple point (or uniformly charged sphere) Coulomb potential remains to be treated. Given
this algebraic transformation, we write the new form of the differential operator:
Dl(E) = E +
~2
2µ
(
d2
dr2
− l(l + 1)
r2
− ZZ
′e22µ
r~2
)
(3.3.3)
The transformation done on the Coulomb potential doesn’t change the system S , which
reads in a matrix form:D(E) 0
0 D(E ′)
φ0
φN
 =
U00 U0N
UN0 UNN
φ0
φN
 (3.3.4)
where we used a condensed notation for potentials and wave functions. The solutions of
the homogeneous equation are the regular and irregular Coulomb functions F and G (see
appendix G) related to the Hankel function H as defined in equation (G.0.3):
D
(
Fl(kr)
Gl(kr)
)
= 0 (3.3.5)
These Coulomb functions already contain the treatment of the point Coulomb potential.
Since the boundary conditions for the wave functions impose their regularity at the origin,
the irregular Coulomb function G is eliminated. We can now give a formal solution of the
matrix equation in terms of the Coulomb Green’s operator G :
φ0
φN
 =

F
ki
0
+
 G (ki)U00 G (ki)U0N
G (kf )UN0 G (kf )UNN
φ0
φN
 (3.3.6)
This is a Lippman-Schwinger equation with the ground state and one excited state, written
in a matrix form. In order to give the explicit form of the Coulomb Green’s operator, let us
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write the solution radial wave function φ0 for one partial wave:
φI,0
[(l 1
2
)j,J0],[(l
1
2
)j,J0]
(r)=
Fl(kir)
ki
+
∫
gl(r, r
′, ki)
2µ
~2
∑
jl
(∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′, r′′)
φI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′′)r′r′′dr′′
)
dr′
+
∫
gl(r, r
′, ki)
2µ
~2
∑
jl
(∫
U I,0i
[(l′ 1
2
)j′,J0],[(l
1
2
)j,Ji]
(r′, r′′)
φI,i
[(l′ 1
2
)j′,J0],[(l
1
2
)j,Ji]
(r′′)r′r′′dr′′
)
dr′
(3.3.7)
with the Coulomb propagator:
g(r, r′, k) = −F (krinf)
k
(
G(krsup) + iF (krsup)
)
, rinf = min(r, r
′) rsup = max(r, r
′)
The solution wave functions can be obtained formally with a matrix inversion:φ0
φN
 =
l1−
 G (ki)U00 G (ki)U0N
G (kf )UN0 G (kf )UNN
−1

F
ki
0
 (3.3.8)
As we have previously mentioned, the total angular momentum and parity Iπ are conserved
during the reaction, and we can define one matrix equation for each Iπ. Let us do it here in
the most general case. First, we must specify the selection rules for partial waves that will
couple:
|Iπ − JΠ00 | ≤ j ≤ Iπ + JΠ00
(−)l ∗ (Π0) = π
|Iπ − JΠNN | ≤ j
′ ≤ Iπ + JΠNN
(−)l′ ∗ (ΠN) = π
⇒

{j, l} ⊂
{
{j1, l1}, {j2, l2}, ..., {jf , lf}
}
{j′, l′} ⊂
{
{j′1, l′1}, {j′2, l′2}, ..., {j′f , l′f}
} (3.3.9)
then we write the system for one given Iπ (see next page for the matrix equation) and solve
it, which provides the radial wave functions. Finally we can calculate the scattering matrix
thanks to the formula (2.5.16) and therefore obtain the scattering amplitude of equation
(2.5.14). In order to obtain a converged value of the scattering amplitude, we will have to
solve the matrix equation for enough values of Iπ, so that we can use the scattering amplitude
to evaluate the angular dependent differential cross section of equation (2.5.15).
Now, let us summarize some features associated with this method: it requires two
integrations due to the Coulomb Green propagator and the resolution of a large matrix
equation per value of Iπ, but allows us to solve coupled channel equations describing elastic
and inelastic scattering of a nucleon off a target nucleus using nonlocal potentials. With
the help of our collaborator Arellano, we have written a calculation code - ECANOL - that
follows the aforementioned computing procedure and that evaluates scattering observables
with nonlocal potentials as input. We describe this code in details in section 5. In parallel,
we have also developed a code that calculates the various potentials needed as input for
ECANOL, with a microscopic approach using the Melbourne G matrix effective interaction.
In the following section, we derive formulae of the microscopic potentials that we need to
compute and give as input to ECANOL.
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
φI,0j1,l1
...
φI,0jf ,lf
φI,Nj′1,l′1
...
φI,Nj′f ,l′f

=

l1−

Gl1(ki)U
I,00
[(l1
1
2
)j1,J0],[(l1
1
2
)j1,J0]
... Gl1(ki)U
I,00
[(l1
1
2
)j1,J0],[(lf
1
2
)jf ,J0]
Gl1(ki)U
I,0N
[(l1
1
2
)j1,J0],[(l′1
1
2
)j′1,JN ]
... Gl1(ki)U
I,0N
[(l1
1
2
)j1,J0],[(l′f
1
2
)j′f ,JN ]
... ... ... ... ... ...
Glf(ki)U
I,00
[(lf
1
2
)jf ,J0],[(l1
1
2
)j1,J0]
... Glf(ki)U
I,00
[(lf
1
2
)jf ,J0],[(lf
1
2
)jf ,J0]
Glf(ki)U
I,0N
[(lf
1
2
)jf ,J0],[(l
′
1
1
2
)j′1,JN ]
... Glf(ki)U
I,0N
[(lf
1
2
)jf ,J0],[(l
′
f
1
2
)j′f ,JN ]
Gl′1(kf )U
I,N0
[(l′1
1
2
)j′1,JN ],[(l1
1
2
)j1,J0]
... Gl′1(ki)U
I,N0
[(l′1
1
2
)j′1,JN ],[(lf
1
2
)jf ,J0]
Gl′1(ki)U
I,NN
[(l′1
1
2
)j′1,JN ],[(l
′
1
1
2
)j′1,JN ]
... Gl′1(ki)U
I,NN
[(l′1
1
2
)j′1,JN ],[(l
′
f
1
2
)j′f ,JN ]
... ... ... ... ... ...
Gl′f(kf )U
I,N0
[(l′f
1
2
)j′f ,JN ],[(l1
1
2
)j1,J0]
... Gl′f(kf )U
I,N0
[(l′f
1
2
)j′f ,JN ],[(lf
1
2
)jf ,J0]
Gl′f(kf )U
I,NN
[(l′f
1
2
)j′f ,JN ],[(l
′
1
1
2
)j′1,JN ]
... Gl′f(kf )U
I,NN
[(l′f
1
2
)j′f ,JN ],[(l
′
f
1
2
)j′f ,JN ]


−1
F 0l1
ki
...
F 0lf
ki
0
...
0

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Chapter 4
Derivation of microscopic potentials
One main objective of this work is to develop tools that allow for a study of different
aspects of nucleon-nucleus direct reactions, implying microscopic potentials and the CC
framework. In the introduction of this work, we mentioned and briefly discussed some
methods that exist to compute potentials: phenomenology, ab initio, nuclear structure
method, nuclear matter approach. We have chosen to use a description of the 2-body
effective interaction between the projectile and a nucleon of the target obtained with the
nuclear matter approach. Since we want to be able to study nucleon-nucleus scattering for
a large variety of targets up to actinides, a mean field and beyond description of the target’s
structure seems reasonable. The G-matrix folding approach with the Melbourne G matrix
as NN effective interaction and a HF + RPA description of the target was used successfully
in the study of nucleon scattering off medium and heavy mass nuclei [23, 64, 79], which
demonstrates the pertinence of the approach for such kind of targets.
In the present section, we describe how a potential can be computed using a 2-body
interaction. We then give some features of the Melbourne G matrix, and we remind briefly
some important results of the RPA. Finally, we derive general formulae for microscopic
potentials obtained from the folding of any 2-body effective interaction and any structure
description. We also show a comparison between our calculation of the optical potential
obtained by folding the Melbourne G matrix with the RPA ground state of 208Pb, and
the optical potential computed (using the same ingredients) by the DWBA98 code, which
makes an excellent basis for validations. Before we start, we would like to draw the reader’s
attention on the fact that these derivations are quite technical, despite our best efforts to
simplify them. The most important formulae are framed, while the derivation process and
important steps are described and discussed so that reproducibility is easily achievable, as
well as extending the computation to other approaches like the nuclear structure method.
We give first some notations we will use throughout the rest of this paper.
4.1 Notations
We denote one given state of the target nucleus with the simplified notation:
|ψN ∈ nNJNMNΠN〉 = |JNMN〉 (4.1.1)
A single particle state that is above the Fermi level (a particle state) is labeled p, and it is
labeled h if it lies under the Fermi level (a hole state). The single particle wave functions
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that are solution of a spherical mean field are written (following the coupling scheme of
equation (2.5.1) as:
ϕα≡nαjαlαmα(
−→r , σ) = ilαφnαjαlα(r)
[
Y lαml(Ω)⊗ χ
1
2
ms(σ)
]jα
mα
(4.1.2)
in which we did not write the isospin dependence, and where φnαjαlα(r) is real. The matrix
elements of a 1-body density operator will be written:
ρ
Ni→Nf
αβ = 〈JfMf |a
†
αaβ|JiMi〉 (4.1.3)
An operator that creates a pair 1α-1β coupled to a total spin J and projection M will be
written:
A†JM(α, β) =
[
a†α ⊗ aβ
]J
M
=
∑
mαmβ
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉 a†αaβ (4.1.4)
The matrix elements of a 1-body density matrix coupled to J and M read:
ρ
Ni→Nf ,JM
αβ = 〈JfMf |A
†
JM(α, β)|JiMi〉 (4.1.5)
Following the definition of Talmi [80] reminded in appendix F, the reduced matrix elements
of a coupled 1-body density matrix will be written:
ρ
Ni→Nf ,J
αβ =
〈JfMf |A†JM(α, β)|JiMi〉
〈JiMiJM |JfMf〉 Ĵf
−1 (4.1.6)
4.2 1-body potential from a 2-body interaction
In our derivations of the system S , we have introduced potentials with various subscripts
representing the couplings involved in the calculation of each potential. These labels are
quite general and don’t depend on the method chosen to compute potentials. Here, we write
explicitly the various couplings in a way that the resulting potentials to calculate can be
obtained from various approaches, whether they are microscopic or not. In the most general
case, potentials we need to calculate contain the physics that connect an initial state |JiMi〉
to a final state |JfMf〉 and their associated partial waves (in our choice of spherical basis).
So first, we need to specify the couplings involving the total angular momentum and parity
Iπ of the system {projectile;target} and the initial and final states. By doing so, we will
relieve the potential of its dependence on Iπ:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r, r′) =
〈
[(l′
1
2
)j′, Jf ]I
π, µ
∣∣∣∣ V̂eff ∣∣∣∣[(l12)j, Ji]Iπ, µ
〉
=
∑
mMfm′Mi
〈j′m′JfMf |Iµ〉 〈jmJiMi|Iµ〉 〈j′m′, JfMf |V̂eff |jm, JiMi〉
=
∑
mMN
m′Mi
〈j′m′JfMf |Iµ〉 〈jmJiMi|Iµ〉 〈j′m′
∣∣〈JfMf |V̂eff |JiMi〉∣∣j m〉
(4.2.1)
Here, we have uncoupled the potential from the total angular momentum I, and thus we
don’t have to consider these quantum numbers in further derivations. We have written the
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last line of the equation in a way that helps the reader distinguish the various elements
and steps of the calculation: the first step consists of defining V̂eff , the effective operator.
Then, to compute matrix elements as 〈JfMf |V̂eff |JiMi〉, we need a model to describe internal
states of the target. In chapter 3, we projected the potential on our basis of choice, in this
work we have chosen the radial coordinates and we separated radial and angular variables.
So first, let us describe V̂eff . We derived in chapter 2 its general expression (2.3.5) in the
Feshbach formalism but this form not suitable for practical calculations. In our case, we
use an effective interaction which is a 2-body force acting between the projectile and one
nucleon of the target in the nuclear medium. In second quantization, this reads:
V̂eff =
∑
kk′αβ
〈k′α|Veff |k̃β〉a†k′aka
†
αaβ =
∑
kk′αβ
(
〈k′α|Veff |kβ〉a†k′aka
†
αaβ−〈k′α|Veff |βk〉a
†
k′aka
†
αaβ
)
= V̂eff,direct + V̂eff,exchange
(4.2.2)
In this form, k represents the incident particle, β a nucleon of the target before interacting
with the projectile, Veff is the in-medium 2-body effective interaction between the projectile
and one nucleon of the target, k′ labels the ejectile, and α the target’s nucleon after the
interaction. |k̃β〉 means |kβ〉−|βk〉, a† is a creation operator and a its associated annihilator.
We have separated the potential into a direct and an exchange term, that comes from
antisymetrization. In section 3.1, we identified the potentials that enter in the definition of
the CC equations as the matrix elements of the effective interaction V̂eff between two states
of the target nucleus as Uab = 〈ψa|V̂eff |ψb〉. Note that V̂eff as defined in (4.2.2) is a one body
operator in the space of the target wave functions. Using the separation between the direct
and the exchange terms, we can display the nonlocality of the potential that is due to the
Pauli exclusion principle mentioned in the introduction 1.4. We do this with the ansatz of a
local, finite range, spin independent 2-body interaction. In this case, the direct term reads:
V̂eff,direct =
∑
kk′αβ
〈k′α|Veff |kβ〉a†k′aka
†
αaβ (4.2.3)
We use the condensed notation −→x = {−→r , σ} to describe the space and spin coordinates of
a single particle state (the isospin dependence is treated in chapter 5. We insert closure
relations on 2-particle wave functions in the matrix element of (4.2.3):
V̂eff,direct =
∑
kk′αβ
a†αaβ
∫∫
〈k′|−→x1〉〈α|−→x2〉〈−→x1,−→x2|Veff |−→x1,−→x2〉〈−→x1|k〉〈−→x2|β〉a†k′akd
−→x1d−→x2
⇔ V̂eff,direct =
∑
αβ
a†αaβ
∫
ϕ∗α(
−→x2)
(∫ ∑
kk′
a†k′ϕ
∗
k′(
−→x1)Veff(−→x1,−→x2)akϕk(−→x1)d−→x1
)
ϕβ(
−→x2)d−→x2
Here, we have used 〈−→x1−→x2|Veff |−→x3−→x4〉 = 〈−→x1−→x2|Veff |−→x3−→x4〉δ(−→x1−−→x3)δ(−→x2−−→x4) in agreement with
our initial ansatz of a finite range, local, spin independent interaction. Using the expansions
Ψ(−→x )=
∑
k
akϕk(
−→x ) and Ψ †(−→x )=
∑
k′
a†k′ϕ
∗
k′(
−→x ) we insert creation and annihilation operators
that depend on −→x coordinates and we simplify the equation:
V̂eff,direct =
∑
αβ
a†αaβ
∫∫
ϕ∗α(
−→x2)Ψ †k′(
−→x1)Veff(−→x1,−→x2)Ψk(−→x1)ϕβ(−→x2)d−→x1d−→x2 (4.2.4)
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The same exact procedure can be followed for V̂eff,exchange:
V̂eff,exchange =
∑
kk′αβ
a†αaβ
∫∫
〈k′|−→x1〉〈α|−→x2〉〈−→x1,−→x2|Veff |−→x1,−→x2〉〈−→x1|β〉〈−→x2|k〉a†k′akd
−→x1d−→x2
⇔ V̂eff,exchange =
∑
αβ
a†αaβ
∫∫ ∑
kk′
ϕ∗α(
−→x2)a†k′ϕ
∗
k′(
−→x1)Veff(−→x1,−→x2)akϕk(−→x2)ϕβ(−→x1)d−→x1d−→x2
⇔ V̂eff,exchange =
∑
αβ
a†αaβ
∫∫
ϕ∗α(
−→x2)Ψ †k′(
−→x1)Veff(−→x1,−→x2)Ψk(−→x2)ϕβ(−→x1)d−→x1d−→x2 (4.2.5)
Now, we project equations (4.2.4) and (4.2.5) on states 〈−→r , σ| and |−→r ′, σ′〉 to obtain:
〈−→r , σ|V̂eff,direct|−→r ′, σ′〉 =
∑
αβ
a†αaβδ(
−→r −−→r ′)δσσ′
∫
ϕ∗α(
−→r2 , σ2)Veff(−→r , σ,−→r2 , σ2)ϕβ(−→r2 , σ2)d−→r2dσ2
(4.2.6)
〈−→r , σ|V̂eff,exchange|−→r ′, σ′〉 =
∑
αβ
a†αaβϕ
∗
α(
−→r ′, σ′)Veff(−→r , σ,−→r ′, σ′)ϕβ(−→r , σ) (4.2.7)
We saw in equation (4.2.1) that the potentials needed in the coupled equations correspond
to matrix elements of (4.2.6) and (4.2.7) between two target states. If we choose an initial
state |JiMi〉 and a final state |JfMf〉, then the contraction reads:
〈JfMf |〈−→r ,σ|V̂eff |−→r ′,σ′〉|JiMi〉=
∑
αβ
ρ
Ni→Nf
αβ
[
δ(−→r−−→r ′)δσσ′
∫
ϕ∗α(
−→r2 , σ2)Veff(−→r ,σ,−→r2 , σ2)
ϕβ(
−→r2 , σ2)d−→r2dσ2
− ϕ∗α(−→r ′, σ′)Veff(−→r , σ,−→r ′, σ′)ϕβ(−→r , σ)
]
(4.2.8)
in which ρ
Ni→Nf
αβ defined in (4.1.3) is the nuclear structure input we need for our calculations.
So we see with this derivation that the potential ends as a sum of a local term (usually called
the direct - or Hartree - term) and a nonlocal term (usually called exchange - or Fock - term).
We can add that if we had considered a contact (0-range) interaction, the Fock term would
be local as well. On the contrary, if we had chosen a nonlocal 2-body interaction, the
simplification in equation (4.2.4) wouldn’t have been valid any longer, and the Hartree term
would have been nonlocal as well. To finish, the second source of nonlocality mentioned in
section 1.4 is here contained in the energy dependence of Veff , which is explicit in equation
(2.3.5).
With these definitions, it is now time to describe the effective NN interaction and the
microscopic description of the target’s structure that we have chosen.
4.3 The Melbourne G matrix
The choice of NN effective interaction Veff is a very important element in microscopic
approaches. There are different categories of NN effective interactions, that were designed to
study (in principle) particular phenomena: interactions obtained from Energy and Density
Functional Theories (EDFT) like the various Skyrme forces and the Gogny forces were
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designed mostly to reproduce nuclear structure properties such as nuclear radii and saturation
properties. However, we would like to mention that it has been demonstrated that such
kind of interaction can also be applied successfully to the study of nucleon-nucleus elastic
scattering [43–46].
Other approaches are based on the derivation of a NN effective interaction from the free
NN interaction. These interactions are fitted so as to reproduce the results of nucleon-nucleon
scattering experiments and are well suited for studying nucleon-nucleus scattering. We have
chosen to use a NN effective interaction, the Melbourne G matrix, obtained with such a
method. The entire derivation of this interaction is a long and tedious work that is already
well documented in [37]. Therefore, here we will only give a quick overview of the process
that helps us link the interaction to fundamental aspects of the Feshbach formalism depicted
in chapter 3.
First, let us take a look at equation (2.3.5): in this equation, the free NN interaction V
is not known exactly. Many of its features are known though, like its strong repulsive core.
Groups of scientists have formulated functional forms (with parameters) of approximate free
NN interactions that reproduce these features. They fitted the parameters of these forces so
as to reproduce deuteron properties and the results of nucleon-nucleon scattering experiments
at various energy ranges and obtained, in the end, good parameterizations of the real free
NN interaction in a wide range of energies. Some famous examples of parameterized free
NN forces are Argonne V18 [81], the Nijmegen potential [82], the CD-Bonn force [83] and
so on. But the problem with equation (2.3.5) is that, as long as the free NN interaction you
use has a strong repulsive core, the development in series of equation (2.3.5) diverges. This
issue can be tackled by reordering the terms of the sum, as was done by Watson [50]. Using
Watson’s multiple scattering theory, Brueckner [84], Bethe [85] and Goldstone [86] studied
the many-body problem starting from the free NN interaction and it led to the definition of
the so-called G matrix, solution of the Bethe-Goldstone equation:
Gij = Vij +
Q
E −H0
Gij , H0 =
A∑
j=1
Tj + Uj (4.3.1)
i labels the incident nucleon and j a nucleon of the target. Q is an operator that projects
the system out of its ground state, the Hamiltonian H0 is the sum of the kinetic energy of
the jth nucleon and Uj the mean field acting on it. Generalizing this equation to the case
of nucleon scattering is done by considering an unbound nucleon. Boundary conditions are
then inserted in the propagator as +iε. If we expand the propagator on eigenstates of H0,
then the G matrix reads:
G(E) = V (E) + V (E)
∑
a,b>KF
V |a, b〉〈a, b|G(E)
E − e(a)− e(b) + iε
(4.3.2)
where |a〉 and |b〉 are single particle states with their associated energies e(a) and e(b). KF is
the Fermi momentum, E the energy of the incident nucleon. The solutions of this equation
satisfy the dispersion relation given in [87]. The action of the Q operator, which projects the
system out of its ground state, is embodied by the condition a, b > KF . Indeed, all single
particle states with momentum lower than the Fermi momentum are considered occupied in
the ground state, therefore only states with a momentum bigger than KF are accessible to the
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projectile (Q acts as a Pauli blocking operator). This dependence on the Fermi momentum
can be directly translated into a nuclear density dependence due to the equation:
ρKF =
2
3π2
K3F (4.3.3)
Thus, the G matrix should be both energy and density dependent. In infinite nuclear matter,
its computation is much more tractable than in finite nuclei, since eigenvectors |a〉 and |b〉
are simply plane waves. But if one wants to use the G matrix obtained in infinite nuclear
matter for calculations in finite nuclei, there is an ambiguity on how to define the nuclear
density at which the G matrix should be evaluated. One way to deal with this problem is to
assume that regions where nucleons interact can be considered locally as behaving like infinite
nuclear matter. This hypothesis is known as the Local Density Approximation (LDA). It
is within this framework that the Melbourne G matrix was derived, with some particular
features that should be mentioned. This interaction was computed from the Bonn-B free
NN interaction [88], which was computed for incident nucleons with kinetic energy below
the pion threshold (< 250 MeV). The Bonn-B force is a sum of a central, 2-body spin orbit,
tensor and higher order terms, and the Melbourne G matrix conserves the central, spin orbit
and tensor terms in its structure. It is a local, finite range interaction, parameterized in
radial coordinates as a linear combination of Yukawa form factors. Furthermore, since the
G matrix is density dependent, the practical version of it we have available to use is given
on a density mesh [89]. Last, because of the localization procedure, the Melbourne G matrix
does not rigorously satisfy the dispersion relation [87].
At this point, it is important to give a few details regarding the LDA. The Melbourne G
matrix is a local finite range interaction; it has a simple dependence on the nuclear density.
But since it is a 2-body force, it involves two particles that are not necessarily at the same
density. This can be seen formally in equation (4.2.8): the density at position −→r and at
position −→r ′ is not necessarily the same. So, there is an ambiguity regarding the choice of
density at which the interaction should be computed. We can tackle this issue by considering
that the approximate density should be that at the halfway between particles ρ(
−→r +−→r ′
2
), or
by taking an average of the densities. In the derivation of the Melbourne G matrix reported
in [37], the geometric average
√
ρ(−→r )ρ(−→r ′) was used. We have included in our code the
possibility to use also the arithmetic average ρ(
−→r )+ρ(−→r ′)
2
. In summary, the Melbourne G
matrix is a local finite range interaction parameterized as a sum of Yukawa form factors:
G(−→r ,−→r ′, ρ, E) =
∑
j
Gj(ρ, E)
e
− |
−→r −−→r ′|
µj
|−→r −−→r ′|
(4.3.4)
with µj denoting the range of the interaction, and where the energy and density dependent
amplitudes Gj(ρ, E) are complex. This G matrix can be written as:
G(−→r ,−→r ′, ρ, E)=
∑
S,T=0,1
GSTcent(
−→r ,−→r ′, ρ, E)P SP T
+
∑
T=0,1
GTso(
−→r ,−→r ′, ρ, E)
−→
L12 ·
−→
SP T
+
∑
T=0,1
GTtens(
−→r ,−→r ′, ρ, E)S12P T
(4.3.5)
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with projection operators defined by:
P S=0 =
1− Pσ
2
P S=1 =
1 + Pσ
2
P T=0 =
1− Pτ
2
P T=1 =
1 + Pτ
2
Pσ =
1 +−→σ1 · −→σ2
2
Pτ =
1 +−→τ1 · −→τ2
2
and 2-body spin-orbit and tensor operators expressed as:
−→
L12 ·
−→
S = (−→r1 −−→r2 )× (
−→
∇1 −
−→
∇2) · (−→s1 −−→s2)
S12 = 3
(−→σ1 · (−→r1 −−→r2 ))(−→σ2 · (−→r1 −−→r2 ))− (−→r1 −−→r2 )2 · (−→σ1 · −→σ2) (4.3.6)
where particles 1 and 2 are labeled by their number. Details on the calculation of matrix
elements for each operator of the Melbourne G matrix are given in appendix D. Now that
we have defined the NN effective interaction of our choice, we must specify the ingredients
used to obtain nuclear densities for the folding.
4.4 Microscopic description of the target nucleus
The second ingredient of the nuclear matter approach to compute microscopic potentials
is the description of the target’s structure. We can see explicitly where it intervenes in
equation (4.2.8): single particle wave functions ϕi and the one body density ρ. Various
microscopic technics exist to calculate structure elements, depending on properties of the
target nucleus of interest. The first applications of the tools we develop will be for 208Pb,
a doubly closed shell spherical nucleus. A good description of this kind of nuclei can be
achieved by using the RPA. We will not give here a derivation of RPA equations, it has
been done thoroughly elsewhere [27, 90]. Instead, we will remind some basic concepts of the
Hartree-Fock and RPA theories that we use in our calculations, and write down the most
important formulae for our needs.
4.4.1 Hartree-Fock description of the structure of a nucleus
The HF description of a nucleus relies on a series of simple assumptions that constrain
the form of a solution wave function [91, 92]. The first hypothesis is the assumption of
particles moving independently in a mean field. The 1-body potential felt by one nucleon
is that generated by the other A− 1 nucleons. Nucleons being fermions, the HF total wave
function is a Slater determinant. In second quantization, it reads:
|ψ〉 =
A∏
i=1
a†i |−〉 (4.4.1)
|−〉 is the void of particles, a†i is the operator creating a fermion in state i and ai annihilates
it. These two operators follow anti-commutation rules:
{a†i , aj} = δij , {a
†
i , a
†
j} = 0 , {ai, aj} = 0 (4.4.2)
The HF method aims at computing the optimized set of single particle wave functions so that
the independent particle representation of equation (4.4.1) reproduces best the properties
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of the system in its ground state. The system follows the Schrödinger equation with an
effective Hamiltonian of the form (in second quantization):
H =
∑
αβ
Tαβa
†
αaβ +
1
4
N∑
αβγδ
(
〈αβ|V (ρ)|γδ〉 − 〈αβ|V (ρ)|δγ〉
)
a†αa
†
βaδaγ (4.4.3)
with T the kinetic operator and V the in-medium effective interaction between two nucleons.
The accuracy of the HF method relies very much on the effective interaction, and in our case
this interaction is the Gogny D1S force [93].
The HF ground state is obtained by minimizing the energy of the system given by:
δ
〈ψHF |H|ψHF 〉
〈ψHF |ψHF 〉
= 0 (4.4.4)
where |ψHF 〉 is the HF ground state. Details on the resolution of this equation can be found
in [94]. For our needs, we write down the matrix elements of the 1-body density operator
obtained with the Hartree-Fock method:
ρGS→GSαβ = 〈ψHF |a†αaβ|ψHF 〉 = δαβδβh (4.4.5)
where h labels a hole state. Thus, the HF wave function for the ground state reads:
|ψHF 〉 =
hFermi∏
h=1
a†h|−〉 (4.4.6)
with hFermi the last hole state before the Fermi energy.
4.4.2 Generalities on the Random Phase Approximation for
nuclear structure
With an adequate NN effective interaction, the HF theory is able to describe rather well
some properties of doubly closed shell nuclei in their ground state, but fails to describe
excited states. In particular, we would like to be able to describe low energy, collective
states and giant resonances. Such excitations can be described by the RPA, which we can
obtain with the following reasoning: the density computed with the HF method contains
correlations between holes 1h1h′ and describes only the system in its ground state. From
this starting point, one can apply a small perturbation to this density. The simplest
excitation one can build is the promotion of a nucleon “h” below the Fermi energy (a hole
state) to an orbit above it “p” (a particle state). A mixing of these 1p1h configurations
is what constitutes the Tamm-Dandoff approximation for collective states. But one can
also consider a correlated ground state |ψ0̃〉 which differs from |ψHF 〉 and which contains
multiple particle-hole components. In such case, the simplest possible excitation corresponds
to a particle-hole creation or annihilation on this correlated ground state. The notion of
correlation is here understood as those beyond the mean-field HF approximation. Some of
these correlations (often labeled as “long range” correlations) can be incorporated within the
RPA framework. Formal derivations associated to this reasoning can be found in textbooks
and references [27, 90]. Let us give here important definitions and formulae of the RPA that
will be useful for our calculations.
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Let |ψ0̃〉 denote the void of phonon, describing the ground state of the nucleus. We define
Θ†N the operator that creates a phonon labeled |ψN〉. We associate to the creation operator
its adjoint operator ΘN that annihilates the vibrational mode N . Formally, these definitions
read:
|ψN〉 = Θ†N |ψ0̃〉 , 〈ψN |ΘN = 〈ψ0̃| , 〈ψ0̃|Θ
†
N = 0 , ΘN |ψ0̃〉 = 0 (4.4.7)
and in terms of amplitudesXNph = 〈ψN |a†pah|ψ0̃〉 and Y Nph = 〈ψN |a
†
hap|ψ0̃〉, which are probability
amplitudes to find, within the state |ψN〉, a particle-hole pair excitation on the ground state
|ψ0̃〉, we can write Θ
†
N (and its adjoint operator) as a linear combination of particle-hole
pairs creation and annihilation operators:
Θ†N =
∑
ph
XNpha
†
pah − Y Npha
†
hap
ΘN =
∑
ph
XN∗ph a
†
hap − Y
N∗
ph a
†
pah
(4.4.8)
4.4.3 RPA states in spherical symmetry
In spherical symmetry, we associate to the 1-phonon states quantum numbers: total spin
JN , spin projection MN , parity ΠN and energy EN = ~ωN , with ωN the frequency of the
phonon. The phonon state can be written as |ψN ∈ ENJNMNΠN〉. The single particle wave
functions that are solution of a spherical mean field are given in equation (4.1.2). In our
convention, the time-reversal operator applied to |ϕα〉 yields:
T |ϕα〉 = T |nα(lα
1
2
)jαmα〉 = (−)jα−mα|nα(lα
1
2
)jα −mα〉 (4.4.9)
It is possible to define an operator that creates a pair 1p-1h with a given total angular
momentum J and projection M that we write as:
A†J,M(p, h) =
∑
mpmh
(−)jh−mh 〈jpmpjh −mh|JM〉 a†pah (4.4.10)
where p and h label respectively |ϕp〉 and |ϕh〉. The adjoint operator that annihilates such
a pair reads:
AJ,M(p, h) =
∑
mpmh
(−)jh−mh 〈jpmpjh −mh|JM〉 a†hap (4.4.11)
Using the time-reversal operator, we can write:
T †AJ,M(p, h)T = (−)J−MAJ,−M(p, h) = AJ,M(p, h) (4.4.12)
and we can inverse the two previous equations to obtain:
a†pah =
∑
JM
(−)jh−mh 〈jpmpjh −mh|JM〉A†J,M(p, h) (4.4.13)
a†hap =
∑
JM
(−)J+jh−jp(−)jp−mp 〈jpmpjh −mh|J −M〉AJ,M(p, h) (4.4.14)
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Then, using some simple Racah Algebra, we can write this operator as:
AJ,M(p, h) = (−)J−M
∑
mpmh
(−)jh−mh 〈jpmpjh −mh|J −M〉 a†hap
= (−)J+jh−jpA†J,M(h, p)
(4.4.15)
and consequently, a 1α-1β creation-annihilation operator can be written as:
a†αaβ =
∑
JM
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉A†J,M(α, β) , {α, β} = {p, h} or {h, p} (4.4.16)
We can use these definitions to write the phonon creation and annihilation operators in a
coupled form:
Θ†N =
∑
ph∈(JN ,MN ,ΠN )
XNphA
†
J,M(p, h)− Y
N
hpAJ,M(p, h)
ΘN =
∑
ph∈(JN ,MN ,ΠN )
XNphAJ,M(p, h)− Y NhpA
†
J,M
(p, h)
(4.4.17)
where N stands now for EN , JN ,MN , and ΠN . We notice here that it is possible to define
a probability amplitude ZNαβ associated to finding a pair 1α-1β, without assuming if α is a
particle or a hole:
ZNph = X
N
ph
ZNhp = (−)J+jp−jhY Nph
(4.4.18)
and we can use the new labels to rewrite the formula of the phonon creation/annihilation
operators:
Θ†N =
∑
ph∈(JN ,MN ,ΠN )
ZNphA
†
J,M(p, h)− Z
N
hpA
†
J,M(h, p)
ΘN =
∑
ph∈(JN ,MN ,ΠN )
ZNphAJ,M(p, h)− ZNhpAJ,M(h, p)
(4.4.19)
These very important formulae can be inverted so that we can express an operator like
A†J,M(p, h) as a linear combination of 1-phonon creation and annihilation operators. And
equation (4.4.10) can also be inverted so that we can write a formula for a†αaβ:
a†αaβ =
∑
JM
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉
∑
N
ZNαβΘ
†
N + Z
N
βαΘN , {α, β} = {p, h} or {h, p}
(4.4.20)
4.4.4 Matrix elements of 1-body density matrices
The formulae we presented can be used to evaluate the matrix elements of 1-body density
matrices. The derivations done within the Quasi-Boson Approximation (QBA) for the
ground state density matrix as well as the transition density coupling the ground state
to a 1-phonon excited state can be found in [95] and [23], while a discussion on the impact
of the QBA is given in chapter 6. We give here the results, first for the ground state:
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
ρ0̃→0̃pp′ = 〈ψ0̃|a
†
pap′|ψ0̃〉 =
∑
N,h,jh
Y NphY
N
ph′ + ∆ρpp′
ρ0̃→0̃hh′ = 〈ψ0̃|a
†
hah′|ψ0̃〉 = (2jh + 1)δhh′ −
∑
N,p,jp
Y NphY
N
ph′ + ∆ρhh′
ρ0̃→0̃ph = 〈ψ0̃|a
†
pah|ψ0̃〉 = 0
ρ0̃→0̃hp = 〈ψ0̃|a
†
hap|ψ0̃〉 = 0
(4.4.21)
in which ∆ραα′ is a correction due to double counting when using the QBA, and that is
derived in [96]. It is worth to note that for ρ0̃→0̃pp′ we also have the conditions jp = jp′ and
mp = mp′ (and similarly for ρ
0̃→0̃
hh′ ). The transition density from the ground state to an
excited state N reads:
ρ0̃→Npp′ =〈ψN |a†pap′ |ψ0̃〉 = 0
ρ0̃→Nhh′ =〈ψN |a
†
hah′ |ψ0̃〉 = 0
ρ0̃→N,J=JN ,M=MNαβ =〈ψN |a
†
αaβ|ψ0̃〉=〈jαmαjβ −mβ|JM〉(−)
jβ−mβZNαβ , αβ = ph or hp
(4.4.22)
and finally, we give here the matrix elements of the coupled 1-body density matrix defined
in (4.1.5) for a 0+ ground state:
ρ0→0,00αβ =
1
ĵβ
ρ0→0αβ (4.4.23)
with the notation x̂ =
√
2x+ 1 that we will use henceforth. It is interesting to note here
that when the ground state has a spin and parity 0+, the reduced matrix elements of the
1-body density matrix of equation (4.1.6) is equal to the matrix elements themselves:
ρ0→0,00αβ = ρ
0→0,0
αβ (4.4.24)
These formulae can be inserted in equation (4.2.8) to derive a microscopic optical potential
(using the ground state density matrix elements) and microscopic transition potentials from
the ground state to an excited state made of 1 phonon. But we can go even further, and
consider an excited state made of 2 phonons coupled together. Let us denote by |ψN3〉 an
excited state made of the combination of one phonon |ψN1〉 and another |ψN2 . This reads:
|ψN3〉 = n
[
Θ†N2 ⊗Θ
†
N1
]J3
M3
|ψ0̃〉 (4.4.25)
with n a normalization factor, J3 the total angular momentum of the 2-phonon state, M3 its
projection on the quantization axis. The normalization factor was calculated elsewhere [95],
and by definition of the tensor product we can write the 2-phonon states as:
|ψN3〉 =
1√
1 + δN1N2
∑
M1M2
〈J2M2J1M1|J3M3〉Θ†N2Θ
†
N1|ψ0̃〉 (4.4.26)
with the condition that J3 must be even if N1 = N2. In order to derive formulae for
transitions from the ground state (or from a 1-phonon excited state) to a 2-phonon excited
state, we remind here that the quasi-boson approximation leads to:
[Θ†N1 ,ΘN2 ] = δN1N2 , [Θ
†
N1
,Θ†N2 ] = [ΘN1 ,ΘN2 ] = 0 (4.4.27)
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Formulae for matrix elements coupling the ground state to the 2-phonon excitation have
been derived in reference [95], let us remind them here:
ρ0̃→N3,J3M3pp′ = −
1√
1 + δN1N2
Ĵ1Ĵ2(−)jp−jh
∑
h
(
(−)J1XN1ph Y
N2
p′h
{
J1 J2 J3
jp′ jp jh
}
+
(−)J2XN2ph Y
N1
p′h
{
J2 J1 J3
jp′ jp jh
})
ρ0̃→N3,J3M3hh′ =
1√
1 + δN1N2
Ĵ1Ĵ2(−)jp−jh′
∑
p
(
(−)J2XN1ph′Y
N2
ph
{
J1 J2 J3
jh′ jh jp
}
+
(−)J1XN2ph′Y
N1
ph
{
J2 J1 J3
jh′ jh jp
})
ρ0̃→N3,J3M3ph = ρ
0̃→N3,J3M3
hp = 0
(4.4.28)
Next, we present the procedure to derive matrix elements for transitions from a 1-phonon
state to a 2-phonon one, using the QBA. The 1-body transition density matrix between the
initial one phonon state |ψN1〉 and the final 2-phonon state |ψN3〉 is:
ρN1→N3,J,Mαβ = 〈ψN3|A
†
JM(α, β)|ψN1〉 (4.4.29)
and the reduced 1-body transition density matrix elements by:
ρN1→N3,Jαβ =
〈ψN3|A
†
JM(α, β)|ψN1〉
〈J1M1JM |J3M3〉 Ĵ3
−1 (4.4.30)
Given the definition of equation (4.4.26), we can develop the reduced transition density to:
ρN1→N3,Jαβ =
1√
1 + δN1N2
∑〈J1M ′1J2M2|J3M3〉〈ψ0̃|ΘN ′1ΘN2A†JM(α, β)Θ†N1 |ψ0̃〉
〈J1M1JM |J3M3〉 Ĵ3
−1 (4.4.31)
in which ΘN ′1 is the phonon annihilation operator of the state |ψN ′1 ∈ EN1JN1M
′
N1
ΠN1〉, which
is the |ψN1〉 state but with another orientation of its total spin, and where the sum runs over
M ′1 and M2. Cases in which α, β = p, p
′ and h, h′ vanish when using the QBA. Using the
reverse form of equation (4.4.15) and combining it with equations (4.4.20) and (4.4.27), we
can show that if ψN1 6= ψN2 :
〈ψ0̃|ΘN ′1ΘN2A
†
JM(α, β)Θ
†
N1
|ψ0̃〉 = δJ2JδM2MδM ′1M1Z
N1
αβ (4.4.32)
And of course, we can derive similarly an equation for the case when ψN1 = ψN2 . Finally,
we sum up our derivations and give the formula for the reduced transition density matrix
elements between a 1-phonon excited state |ψN1〉 and a 2-phonon excited state
|ψN3〉 = |[ψN1 ⊗ ψN2 ]J3M3〉:
ρN1→N3,Jαβ =
〈ψ0̃| [ΘN2 ⊗ΘN1 ]
J3
M3
A†JM(α, β)Θ
†
N1
|ψ0̃〉
〈J1M1JM |J3M3〉 Ĵ3
−1 = δJJ2 Ĵ3Z
N2
αβ , N2 6=N1, αβ = ph or hp
ρN1→N3,Jαβ =
〈ψ0̃|[ΘN1⊗ΘN1 ]
J3
M3
A†JM(α,β)Θ
†
N1
|ψ0̃〉
〈J1M1JM |J3M3〉 Ĵ3
−1 =
√
2δJJ1 Ĵ3Z
N1
αβ , (−)
J3 =1, αβ = ph or hp
ρN1→N3,Jpp′ = ρ
N1→N3,J
hh′ = 0
(4.4.33)
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It is worth to remind, as we used equation (4.4.27) to obtain this result, that this comes
from the fact that we use the QBA. Using this approximation can lead to a strong violation
of the Pauli exclusion principle when using these 2-phonon states.
Now, let us summarize the situation a bit: we have derived formula (4.2.8) which is
the general form of a microscopic potential computed from an effective, 2-body, finite range
interaction. We have given the most important features of the effective NN interaction we
have chosen to use for our study. And we have briefly presented microscopic theories we have
chosen to use to derive nuclear structure information. Furthermore, we have given the form
of the effective NN interaction and of the nuclear structure input to use in equation (4.2.8).
Now, we can combine all these ingredients and derive formulae for microscopic potentials.
As a first, simple step, we will derive the optical potential for a nucleus with a 0+ ground
state.
4.5 Formula for the optical potential with a 0+ ground
state
We do not specify the target nucleus, but we impose that its ground state is a 0+. We
start our derivation from equation (4.2.1). In this equation, the potential is coupled to total
angular momentum and parity Iπ. The first step we need to do to compute it is to uncouple
relevant quantum numbers. In the case of the optical potential with a |ψ0 ∈ J0M0Π0〉 =
|00+〉 ground state, the uncoupling (done by the use of Clebsch-Gordan coefficients) reads:
U I,00
[(l′ 1
2
)j′,0],[(l 1
2
)j,0]
(r, r′) =
〈
[(l′
1
2
)j′, 0]Iπ, µ
∣∣∣∣ V̂eff ∣∣∣∣[(l12)j, 0]Iπ, µ
〉
=
∑
mm′
〈j′m′00|Iµ〉 〈jm00|Iµ〉 〈j′m′
∣∣〈ψ0|V̂eff |ψ0〉∣∣j m〉
= 〈j m
∣∣〈ψ0|V̂eff |ψ0〉∣∣j m〉δIjδIj′δmµ
in which we use simplifications given in appendix (A.0.4). The condition l = l′ comes from
the fact that V̂eff conserves the parity, and that in the entrance channel the parity of the
partial wave is (−)l, and also that we have δIjδIj′ . In the following, we will write the radial
part of the optical potential as U j,00
[(l 1
2
)j,0],[(l 1
2
)j,0]
(r, r′), and we will denote the ground state as
|ψ0〉 without writing down all its quantum numbers. The second step is to introduce nuclear
structure ingredients: the matrix elements of the 1-body density.
〈ψ0|〈−→r ,σ|V̂eff |−→r ′,σ′〉|ψ0〉=
∑
αα′
ρ0→0αα′
[
δ(−→r−−→r ′)δσσ′
∫
ϕ∗α(
−→r2 , σ2)Veff(−→r ,σ,−→r2 , σ2)
ϕα′(
−→r2 , σ2)d−→r2dσ2
− ϕ∗α(−→r ′, σ′)Veff(−→r , σ,−→r ′, σ′)ϕα′(−→r , σ)
]
(4.5.1)
where ϕα(
−→r , σ) is defined by equation (4.1.2) and the sum over αα′ runs over all quantum
numbers of these states. Now, in order to shorten a bit equations to be derived, we will treat
separately the direct term and the exchange term.
The third step is to project the previous equation on the spin-angular functions basis
(2.5.3). The finite range NN effective interaction needs also to be expanded in multipoles (as
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presented in appendix C) to ease the computation of its matrix elements when it is projected
on the spin-angular functions basis. We begin with the direct term:
〈jm|〈ψ0|V̂eff |ψ0〉|jm〉direct =
∑
kαα′
il+l
′
α−lα−lρ0→0αα′ (jjα|V keff |jj′α)
δ(r−r′)
rr′∫
φα(r2)V
k
eff(r, r2)φα′(r2)r
2
2dr2
in which φα = φnαjαlα is the real function as defined in (4.1.2), and where (jjα|Veff |jjα) is
a shortened notation for ((l 1
2
)jm, (lα
1
2
)jαmα|Veff |(l 12)jm, (l
′
α
1
2
)j′αm
′
α) the angular integrated
matrix element that we can calculate with the Racah algebra. Now for the exchange term:
〈jm|〈ψ0|V̂eff |ψ0〉|jm〉exchange =
∑
kαα′
ilα′+l−lα−lρ0→0αα′ (jjα|V keff |jα′j)φα(r′)V keff(r, r′)φα′(r)
For a 0+ ground state as mentioned in the previous subsection, we have the condition jα=jα′
and mα=mα′ and we can use henceforth the reduced matrix elements:
〈jm|〈ψ0|V̂eff |ψ0〉|jm〉direct =
∑
knαnα′
jαlαmα
il+lα−lα−l
ρ0→0,0αα′
ĵα
(jjα|V keff |jjα)
δ(r−r′)
rr′∫
φnαjαlα(r2)V
k
eff(r, r2)φnα′jαlα(r2)r
2
2dr2
(4.5.2)
〈jm|〈ψ0|V̂eff |ψ0〉|jm〉exchange =
∑
knαnα′
jαlαmα
ilα′+l−lα−l
ρ0→0,0αα′
ĵα
(jjα|V keff |jαj)φnαjαlα(r′)V keff(r, r′)φnα′jαlα(r)
(4.5.3)
In principle, it is possible to evaluate numerically the optical potential by using the two
previous equations. But it will be much easier to evaluate geometric matrix elements of the
interaction if we couple partial wave quantum number j with jα to a total J
′:
|jjα〉 =
∑
J ′M ′
〈jmjαmα|J ′M ′〉 |jjαJ ′M ′〉
Using the Wigner-Eckart theorem (F.0.2), it is possible to show that matrix elements such
as (jjαJ
′M ′|V keff |j′j′αJ ′M ′) do not depend on the total spin projection M ′, and we use this
property to simplify our labeling of these matrix elements to (jjαJ
′|V keff |j′j′αJ ′) in the rest of
this paper. Formulae for these matrix elements are available in Appendix D for an interaction
containing the operators of equation (4.3.5). Let us show the recoupling procedure here for
the direct term:∑
mα
(jjα|V keff |jjα)=
∑
J ′M ′mα
〈jmjαmα|J ′M ′〉 〈jmjαmα|J ′M ′〉
(
jjαJ
′|V keff |jjαJ ′
)
=
∑
J ′M ′mα
Ĵ ′
2
(
j jα J
′
m mα −M ′
)2 (
jjαJ
′|V keff |jjα′J ′
)
=
∑
J ′
Ĵ ′
2
ĵ2
(
jjαJ
′|V keff |jjαJ ′
)
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Following the same procedure for the exchange term yields:∑
mα
(jjα|V keff |jα′j) =
∑
J ′M ′mα
〈jmjαmα|J ′M ′〉 〈jαmαjm|J ′M ′〉
(
jjαJ
′|V keff |jα′jJ ′
)
=
∑
J ′M ′mα
(−)jα′+j+J ′ 〈jmjαmα|J ′M ′〉 〈jmjαmα|J ′M ′〉
(
jjαJ
′|V keff |jα′jJ ′
)
=
∑
J ′
(−)jα+j+J ′ Ĵ
′2
ĵ2
(
jjαJ
′|V keff |jαjJ ′
)
The recoupling to J ′ has considerably simplified the formula for the optical potential, which
we can now summarize:
U I,00
[(l 1
2
)j,0],[(l 1
2
)j,0]
(r,r′)direct=
∑
knαnα′
jαlαJ ′
Ĵ ′
2
ĵ2ĵα
ρ0→0,0αα′ (jjαJ
′|V keff |jjαJ ′)
δ(r−r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r, r2)
φnα′jαlα(r2)r
2
2dr2
U I,00
[(l 1
2
)j,0],[(l 1
2
)j,0]
(r,r′)exchange=
∑
knαnα′
jαlαJ ′
Ĵ ′
2
ĵ2ĵα
ρ0→0,0αα′ (−)
jα+j+J ′(jjαJ
′|V keff |jαjJ ′)φnαjαlα(r′)V keff(r,r′)
φnα′jαlα(r)
(4.5.4)
The computation of the optical potential using this formula and results given in Appendix
D is now possible and straightforward.
The derivation of formulae for the optical potential, in the case of a nucleus with a 0+
ground state like 208Pb is rather simple in a spherical basis thanks to the simplifications of
the Clebsch-Gordan coefficients, but the situation is more complicated if we consider the
more general case of equation (4.2.1): instead of coupling a 0+ ground state with itself, we
need to couple an initial state |Ni ∈ JiΠiMi〉 to a final state |Nf ∈ JfΠfMf〉, and more work
on the geometric coefficients is involved.
4.6 Coupling potential in a spherical basis: formulae
for the most general case
We begin the derivation by focusing on equation (4.2.1). This equation is the most
general formulation of a coupling potential between an initial and a final state within the
framework of CC equations we derived in the previous section. But this general formula
needs to be recast in order to find simplifications. In terms of 3j coefficients, this equation
reads:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r, r′) =
〈
[(l′
1
2
)j′, Jf ]I
π, µ
∣∣∣∣ V̂eff ∣∣∣∣[(l12)j, Ji]Iπ, µ
〉
=
∑
mMf
m′Mi
〈j′m′JfMf |Iµ〉〈jmJiMi|Iµ〉〈j′m′
∣∣〈JfMf |V̂eff |JiMi〉∣∣j m〉
=
∑
mMf
m′Mi
(−)j′+j−Ji−Jf+2µÎ2
(
j′ Jf I
m′ Mf −µ
)(
j Ji I
m Mi −µ
)
〈j′m′
∣∣〈JfMf |V̂eff |JiMi〉∣∣j m〉
(4.6.1)
We need to compute 〈j′m′
∣∣〈JfMf |V̂eff |JiMi〉∣∣j m〉. We will do so by starting from equation
(4.2.8) and by defining the reduced 1-body transition density matrix elements.
51
CHAPTER 4. DERIVATION OF MICROSCOPIC POTENTIALS
4.6.1 Direct term
We denote the nuclear states with the labeling defined in (4.1.1). The direct part of
equation (4.2.8) reads:
〈JfMf |〈−→r , σ|V̂eff |−→r ′, σ′〉direct|JiMi〉=
∑
αβ
〈JfMf |a†αaβ|JiMi〉δ(−→r−−→r ′)δσσ′∫
ϕ∗α(
−→r2 , σ2)Veff(−→r , σ,−→r2 , σ2)ϕβ(−→r2 , σ2)d−→r2dσ2
by projecting this equation on a the generalized spherical harmonics basis of equation (2.5.3),
we obtain:
〈j′m′|〈JfMf |V̂eff |JiMi〉|jm〉direct =
∑
αβk
〈JfMf |a†αaβ|JiMi〉ilβ−lα+l−l
′
(j′jα|V keff |jjβ)
δ(r − r′)
rr′∫
φα(r2)V
k
eff(r, r2)φβ(r2)r
2
2dr2
Now, we transform the tensor operator a†αaβ into a product of irreducible spherical tensors
using equations (4.1.5) and (4.4.10), which yields:
〈j′m′|〈JfMf |V̂eff |JiMi〉|jm〉direct =
∑
αβk
JM
〈JfMf |A†JM(α, β)|JiMi〉i
lβ−lα+l−l′(−)jβ−mβ
〈jαmαjβ−mβ|JM〉 (j′jα|V keff |jjβ)
δ(r − r′)
rr′
∫
φα(r2)V
k
eff(r, r2)φβ(r2)r
2
2dr2
(4.6.2)
By doing this preliminary work, we extracted a geometric coefficient from the transition
density. Now, like we did in the previous subsection, we will couple j′ and jα to a total J
′,
and the coefficient we just extracted will help us in simplifying the resulting formula. The
recoupling reads (we write only geometric terms):∑
mαmβ
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉 (j′jα|V keff |jjβ)
=
∑
mαmβ
J ′M ′
〈jαmαjβ −mβ|JM〉 (−)jβ−mβ 〈j′m′jαmα|J ′M ′〉 〈jmjβmβ|J ′M ′〉 (j′jαJ ′|V keff |jjβJ ′)
=
∑
mαmβ
J ′M ′
(−)j′+j−jβ+M+2M ′−mβ Ĵ Ĵ ′
2
(
jα jβ J
mα −mβ −M
)(
J ′ jα j
′
M ′ −mα −m′
)(
jβ J
′ j
mβ −M ′ m
)
(j′jαJ
′|V keff |jjβJ ′)
=
∑
mαmβ
J ′M ′
(−)jα+jβ+J ′+mα+mβ+M ′
(
jα jβ J
mα −mβ −M
)(
J ′ jα j
′
M ′ −mα −m′
)(
jβ J
′ j
mβ −M ′ m
)
Ĵ Ĵ ′
2
(−)j′+j−jα−2jβ−J ′+M+M ′−mα−2mβ(j′jαJ ′|V keff |jjβJ ′)
We have a sum in which a phase is multiplied by a product of three Wigner 3J coefficients,
followed by remaining terms among which the second phase reduces to (−)j′+j−jα−J ′+M+m′ .
Thus, the remaining terms do not depend on mα, mβ or M
′. Therefore, we can proceed with
the summing over these three variables, and use (A.0.13) to simplify the formula to:∑
mαmβ
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉 (j′jα|V keff |jjβ)=
∑
J ′
(−)j′+j−jα−J ′+mĴ Ĵ ′
2
(
j j′ J
m −m′ −M
)
{
j j′ J
jα jβ J
′
}
(jjαJ
′|V keff |j′jβJ ′)
(4.6.3)
Now, we need to inverse the signs of the projections in the new Wigner 3J symbols for later
factorization, and we can insert (4.6.3) in (4.6.2) and therefore give a complete formula of
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the direct term of the coupling potential between the initial state |JiMi〉 and the final state
|JfMf〉:
〈j′m′|〈JfMf |V̂eff |JiMi〉|jm〉direct =
∑
αβk
J ′JM
〈JfMf |A†JM(α, β)|JiMi〉(−)
J−jα−J ′+m
(
j j′ J
−m m′ M
)
{
j j′ J
jα jβ J
′
}
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jjβJ ′)Ĵ Ĵ ′
2
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
(4.6.4)
where α = nα, jα, lα and β = nβ, jβ, lβ. The last step is to introduce (4.6.4) in equation
(4.6.1) to have the entire formula of the direct term of the coupling potential that appear in
S and reduce the formula as much as possible:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r, r′)=
∑
mm′
MiMf
J ′JM
αβk
(−)j′+j−jα+J−Ji−Jf−J ′+m+2µÎ2Ĵ Ĵ ′
2
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jjβJ ′)(
j j′ J
−m m′ M
)(
j′ Jf I
m′ Mf −µ
)(
j Ji I
m Mi −µ
){
j j′ J
jα jβ J
′
}
〈JfMf |A†JM(α, β)|JiMi〉
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r, r2)
φnβjβ lβ(r2)r
2
2dr2
We sum over µ, and divide by Î2 to compensate:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)=
∑
mm′µ
MiMf
MJ ′J
αβk
(−)j′+j+I−m−m′−µ
(
j j′ J
−m m′ M
)(
j′ I Jf
−m′ µ −Mf
)(
I −µ j
Ji m Mi
)
Î2Ĵ Ĵ ′
2
Î2
ilβ−lα+l−l
′
(−)−jα+J−Ji−Jf−J ′−I+m′+2m+3µ
{
j j′ J
jα jβ J
′
}
(j′jαJ
′|V keff |jjβJ ′)〈JfMf |A
†
JM(α, β)|JiMi〉
δ(r − r′)
rr′∫
φnαjαlα(r2)V
k
eff(r,r2)φnβjβ lβ(r2)r
2
2dr2
The second phase can be simplified as (−)−jα+J−Ji−Jf−J ′−I−Mf−1 and the three 3J can be
simplified (A.0.13) so that we find for the direct term of a potential coupling two states
|JiMi〉 and |JfMf〉:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)direct =
∑
MiMf
MJ ′J
αβk
(−)−jα+J−Ji−Jf−J ′−I−Mf−1
(
Jf Ji J
−Mf Mi M
){
Jf Ji J
j j′ I
}
{
j j′ J
jα jβ J
′
}
〈JfMf |A†JM(α, β)|JiMi〉Ĵ Ĵ ′
2
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jjβJ ′)
δ(r−r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r, r2)φnβjβ lβ(r2)
r22dr2
(4.6.5)
This version is almost suitable for numerical calculations, but we can go further and simplify
it even more by using the preliminary work in which we defined a tensor operator for the
matrix elements of the 1-body transition density. In particular, a formula that doesn’t
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depend on spin projections is highly desirable for time cost considerations. Therefore, let us
focus on the operator 〈JfMf |A†JM(α, β)|JiMi〉, with J an integer number. Using equation
(4.1.6), we expand it in terms of the reduced transition density matrix elements:
〈JfMf |A†JM(α, β)|JiMi〉 =
〈JiMiJM |JfMf〉
Ĵf
ρ
Ni→Nf ,J
αβ
= (−)Ji−J+Mf
(
Ji J Jf
Mi M −Mf
)
ρ
Ni→Nf ,J
αβ
(4.6.6)
We rotate the Wigner 3J symbol and insert this relation in the previous formula:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)direct =
∑
MiMf
MJ ′J
αβk
(−)−jα−Jf−J ′−I−1
(
Jf Ji J
−Mf Mi M
)2{
Jf Ji J
j j′ I
}{
j j′ J
jα jβ J
′
}
ρ
Ni→Nf ,J
αβ Ĵ Ĵ
′2ilβ−lα+l−l
′
(j′jαJ
′|V keff |jjβJ ′)
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
We sum over Mi, Mf and M to simplify the Wigner 3J symbol:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)direct =
∑
J ′J
αβk
(−)−jα−Jf−J ′−I−1
{
Jf Ji J
j j′ I
}{
j j′ J
jα jβ J
′
}
ρ
Ni→Nf ,J
αβ Ĵ Ĵ
′2ilβ−lα+l−l
′
(j′jαJ
′|V keff |jjβJ ′)
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r,r2)φnβjβ lβ(r2)r
2
2dr2
(4.6.7)
This formula for the direct part of a potential coupling an initial state |Ni ∈ JiΠiMi〉 to
a final state |Nf ∈ JfΠfMf〉 is - in the case of a local, finite range 2-body interaction -
completely general and it is straightforward to code it. It does not depend on projections of
angular momenta, and geometric terms can be computed with the Racah algebra. Now, we
do the same derivation procedure for the exchange term.
4.6.2 Exchange term
Equation (4.6.1) is the same for direct and exchange term, so we begin with showing that
we can define the same tensor operator for the transition density that we did for the direct
term. The first steps are quite identical, so we will give less details. The exchange term of
equation (4.2.8) reads:
〈JfMf |〈−→r , σ|V̂eff |−→r ′, σ′〉exchange|JiMi〉 =
∑
αβ
〈JfMf |a†αaβ|JiMi〉ϕ∗α(−→r ′, σ′)Veff(−→r , σ,−→r ′, σ′)
ϕβ(
−→r , σ)
We project on the spin-angular functions basis, then we transform the creation-annihilation
operator into a coupled irreducible spherical tensor which leads to the same tensor operator
for the transition density that we defined for the direct term:
〈j′m′|〈JfMf |V̂eff |JiMi〉|jm〉exchange =
∑
αβk
JM
〈JfMf |A†JM(α, β)|JiMi〉 i
lβ−lα+l−l′(−)jβ−mβ
〈jαmαjβ −mβ|JM〉
(j′jα|V keff |jβj)φα(r′)V keff(r, r′)φβ(r)
(4.6.8)
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We proceed with the recoupling of j′ and jα to J
′, writing only geometric terms:∑
mαmβ
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉 (j′jα|V keff |jβj)
=
∑
mαmβ
J ′M ′
〈jαmαjβ −mβ|JM〉 (−)jβ−mβ 〈j′m′jαmα|J ′M ′〉 〈jβmβjm|J ′M ′〉 (j′jαJ ′|V keff |jβjJ ′)
=
∑
mαmβ
J ′M ′
〈jαmαjβ −mβ|JM〉 (−)jβ−mβ 〈j′m′jαmα|J ′M ′〉 (−)j+jβ+J
′ 〈jmjβmβ|J ′M ′〉
(jjαJ
′|V keff |jβj′J ′)
=
∑
mαmβ
J ′M ′
(−)jα+jβ+J ′+mα+mβ+M ′
(
jα jβ J
mα −mβ −M
)(
J ′ jα j
′
M ′ −mα −m′
)(
jβ J
′ j
mβ −M ′ m
)
Ĵ Ĵ ′
2
(−)j′+2j−jα−jβ+M+M ′−mα−2mβ(j′jαJ ′|V keff |jβjJ ′)
The second phase can be simplified as (−)j′−jα−jβ+m, and the first phase with the three
Wigner 3J can be simplified using formula (A.0.13), so that we finally find:∑
mαmβ
(−)jβ−mβ 〈jαmαjβ −mβ|JM〉 (j′jα|V keff |jβj)=
∑
J ′
(−)j′−jα−jβ+mĴ Ĵ ′
2
(
j j′ J
m −m′ −M
)
{
j j′ J
jα jβ J
′
}
(j′jαJ
′|V keff |jβjJ ′)
(4.6.9)
We inverse the signs of the projections in the Wigner 3J symbols for later factorization, and
now we can insert equation (4.6.9) in equation (4.6.8) and therefore give a formula for the
exchange term of the coupling potential:
〈j′m′|〈JfMf |V̂eff |JiMi〉|jm〉exchange =
∑
αβk
J ′JM
(−)2j′+j+J−jα−jβ+m
(
j j′ J
−m m′ M
){
j j′ J
jα jβ J
′
}
〈JfMf |A†JM(α, β)|JiMi〉i
lβ−lα+l−l′
(j′jαJ
′|V keff |jβjJ ′)Ĵ Ĵ ′
2
φnαjαlα(r
′)V keff(r,r
′)φnβjβ lβ(r)
(4.6.10)
Finally, as for the direct term, we combine equation (4.6.10) with equation (4.6.1):
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)exchange =
∑
mm′
MiMf
MJ ′J
αβk
(−)3j′+2j−jα−jβ+J−Ji−Jf+m+2µÎ2Ĵ Ĵ ′
2
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jβjJ ′)〈JfMf |A
†
JM(α, β)|JiMi〉(
j j′ J
−m m′ M
)(
j′ Jf I
m′ Mf −µ
)(
j Ji I
m Mi −µ
)
{
j j′ J
jα jβ J
′
}
φnαjαlα(r
′)V keff(r, r
′)φnβjβ lβ(r)
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We sum over µ, and divide by Î2 to compensate:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)exchange =
∑
mm′µ
MiMf
MJ ′J
αβk
(−)j′+j+I−m′−m−µ
(
j j′ J
−m m′ M
)(
j′ I Jf
−m′ µ −Mf
)
(
I j Ji
−µ m Mi
)
ilβ−lα+l−l
′〈JfMf |A†JM(α, β)|JiMi〉
Î2Ĵ Ĵ ′
2
Î2
(−)2j′+j+J−jα−jβ−Ji−Jf−I+m′+2m+3µ(j′jαJ ′|V keff |jβjJ ′){
j j′ J
jα jβ J
′
}
φnαjαlα(r
′)V keff(r, r
′)φnβjβ lβ(r)
The second phase can be simplified as (−)2j′+j+J−jα−jβ−Ji−Jf−I−Mf−1 and the three Wigner
3J symbols can be reduced using (A.0.13) so that we find the general formula for the exchange
term of a potential coupling two states |JiMi〉 and |JfMf〉:
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)exchange =
∑
MiMf
MJ ′J
αβk
(−)2j′+j−jα−jβ+J−Ji−Jf−I−Mf−1
(
Jf Ji J
−Mf Mi M
)
{
Jf Ji J
j j′ I
}{
j j′ J
jα jβ J
′
}
〈JfMf |A†JM(α,β)|JiMi〉Ĵ Ĵ ′
2
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jβjJ ′)φnαjαlα(r′)V keff(r, r′)φnβjβ lβ(r)
(4.6.11)
We finish, like for the direct term, by applying the Wigner-Eckart theorem to the tensor
operator 〈JfMf |A†JM(α,β)|JiMi〉, and inserting the resulting expression in the previous
formula so as to find, after simplification and summation over Mi, Mf and M :
U I,fi
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,Ji]
(r,r′)exchange =
∑
J ′J
αβk
(−)2j′+j−jα−jβ−Jf−I−1
{
Jf Ji J
j j′ I
}{
j j′ J
jα jβ J
′
}
ρ
Ni→Nf ,J
αβ
Ĵ Ĵ ′
2
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jβjJ ′)φnαjαlα(r′)V keff(r,r′)
φnβjβ lβ(r)
(4.6.12)
Formulae (4.6.7) and (4.6.12) are very important results: they can be used to compute any
potential appearing in the system of coupled equations S that we derived in the previous
section. Moreover, coding these equations is rather straightforward and allows for a clear
separation between the geometric part of the potential and the radial part. However, we
cannot validate this derivation by direct comparison because we do not have access to any
code performing such calculation. Instead, we chose to use again the DWBA code written by
Raynal. This code computes the transition amplitude from |0̃〉 the ground state of a nucleus
to |N〉 one of its excited states, and we can use this feature to validate our derivation as
presented in the next chapter.
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Chapter 5
Presentation of codes ECANOL and
MINOLOP
As we previously mentioned, studies on the scattering involving nonlocal potentials have
been done since the 1960s and allowed to put in evidence important effects related to
the nonlocality of the potential such as the Perey effect [24, 32]. Since then, numerous
other studies related to the same phenomenon have been carried out in different conditions:
studying deuteron scattering and transfer reactions within the DWBA [57], nucleon direct
elastic scattering [43, 44, 67, 97] with the optical model, charge exchange reactions [62],
nucleon direct elastic and inelastic scattering [23, 79].
One purpose of this thesis is to develop tools that allow for the study of nucleon-nucleus
direct elastic and inelastic scattering within the CC framework for any target nucleus, using
nonlocal potentials derived with a microscopic approach. In practice, this means developing
one code to compute potentials and one code to solve the system of coupled integrodifferential
equation. In order to validate our developments, we could rely on existing tools like the
DWBA98 [61] and the ECIS-06 [60] codes of Raynal.
From the DWBA98 code, it is possible to extract the optical potential obtained by folding
the Melbourne G matrix with reduced matrix elements of the 1-body density for a nucleus
with a 0+ ground state. It is also possible to extract the direct part of transition potentials
from the ground state to an excited state, but not the exchange part. We can then compare
what we can extract with the result of a calculation done by MINOLOP. We can also use
DWBA98 to calculate the cross section for elastic scattering using the microscopic optical
potential, and the cross section for inelastic scattering using whether only the direct part of
the transition potential, or both its direct and exchange parts.
As for the ECIS-06 code, we can calculate scattering observables within the DWBA or the
CC framework, but it is limited to local potentials.
We have chosen to develop our codes using a uniform radial mesh, which allows for
direct validation against qualified codes like ECIS-06 and DWBA98. Following this idea, we
have written two softwares: MINOLOP computes potentials that appear in CC equations
using the Melbourne G matrix as the NN effective interaction and nuclear structure input
given under the form of 1-body reduced density matrices as presented in chapter 4.5, and
ECANOL solves CC equations for nonlocal potentials given on a radial mesh. In this chapter
we explain first how MINOLOP works, starting by a description of inputs it requires, then
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we explain how we partly validated the code by comparing, when possible, optical and
transition potentials for various specific cases to those extracted from the DWBA98 code.
Afterwards, we present ECANOL first by detailing its inputs, then by explaining the series
of calculations it does through an example. Finally, we introduce the vibrational model that
we used for validations against ECIS-06 in the CC case, and final validations of MINOLOP
and ECANOL for inelastic scattering using nonlocal potentials.
5.1 The microscopic nonlocal potentials code
MINOLOP
5.1.1 Input files required by MINOLOP
MINOLOP can calculate nonlocal potentials for a complex, energy and density dependent
NN effective interaction made of a central term with the 4 ST channels. The structure of
the code was thought to easily include 2-body spin orbit and tensor terms. In particular, the
geometric matrix elements for the 2-body spin orbit have been partly implemented but not
yet validated. The effective interaction needs to be a local, finite-range one parameterized as
a sum of Yukawa form factors. It is of course the case for the Melbourne G matrix with which
we designed the code. MINOLOP could easily be extended to other form factors though
(Gaussian,...). The code requires the next few input files: one input file should contain HF
single particle wave functions expanded on a harmonic oscillator basis. We give here part of
this file for 208Pb as an example on figure 5.1:
Figure 5.1: Part of an input file containing single particle wave functions developed on a
harmonic oscillator basis for 208Pb
The file is organized as follows: each HF single particle wave function is described by 2
lines. The first one contains, in order from left to right, a computation logical, the orbital
angular momentum of the HF single particle wave function, a “+1” if the total angular
momentum is j = l+ 1
2
or “−1” if the total angular momentum is j = l− 1
2
, and the number
of harmonic oscillator wave functions on which the HF single particle is built. The files we
used for our studies on spherical nuclei were obtained with a code that uses the Gogny D1S
force, and the maximum orbital angular momentum lmax allowed for a single particle is given
in the input file.
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Another input file that is directly associated to HF single particle wave functions is the
file containing reduced transition/coupling density matrix elements. Indeed, these matrix
elements are given in the basis of HF single particle wave functions we just described. They
are gathered in files and organized as follows: each HF single particle wave function in the
first file can be labeled by its order of appearance in the file. Using this way of labeling,
the first line of the density matrix elements contains two integer numbers labeling two HF
single particle wave functions that form a pair αβ (pp′ or hh′ or ph or hp). The second line
contains the reduced density matrix elements Zαβ and Zβα. part of the file containing the
reduced transition density matrix elements coupling the 0+ ground state to the first 3− state
of 208Pb is given on figure 5.2.
Figure 5.2: Input file containing RPA amplitudes of 208Pb of the reduced matrix elements of
the transition density ρ0̃→3
−,J=3
αβ with an excitation energy of 2.614 MeV
The last two input files that are required contain the effective interaction. In a first,
short file, the ranges for each term of the interaction are gathered. In the second file, the
Melbourne G matrix is given on a density mesh. This interaction consists of a sum of a
central, a 2-body spin-orbit and a tensor terms and for each case, the interaction is given
in a given channel of total spin S and isospin T (S = 0, 1 T = 0, 1 for the central term,
S = 1 T = 0, 1 for the spin orbit and the tensor terms). Thus, the input file containing the
G matrix is a list of arrays with labels to indicate which part of the interaction is considered
and labels for the channel ST .
5.1.2 Specificities of MINOLOP
MINOLOP is written in FORTRAN 90, except for one file written in C++ which can
be used to compute various Wigner symbols. All real variables are double precision. We
wrote most of MINOLOP’s routines ourselves, but not all of them. The program uses two
routines that compute modified Bessel functions K and I for which details can be found in
[98] [99]. We also extracted some routines from the DWBA98 code that compute Wigner
6J coefficients, because for an equal accuracy we found out they cost much less computation
time than other routines we tested. We wrote all the other routines of MINOLOP.
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In order to save computation time, particle-hole pairs that have the same quantum
numbers j and l are factorized, so that the number of calculations of geometric terms is
reduced. Moreover, the Wigner 3J and 9J symbols are tabulated by the code and then
arrays are transmitted to routines for geometric matrix elements.
5.1.3 Treatment of the isospin and LDA
In section 4.3, we mentioned the necessity to do a LDA in order to fix the density for
practical calculations. This is of particular importance for the exchange term of the central
part of our potentials. When we compute a potential using the interaction between two
protons or two neutrons, then the total isospin for the channel must be T = 1 and the
interaction we need to consider reduces to (for both the direct and the exchange term):
〈pp|Veff |pp〉 = 〈T = 1MT = −1|Veff |T = 1MT = −1〉 = V T=1,Seff
〈nn|Veff |nn〉 = 〈T = 1MT = 1|Veff |T = 1MT = 1〉 = V T=1,Seff
(5.1.1)
but when we consider the interaction between a proton and a neutron, then two values
T = 0, 1 of the total isospin are possible and the interaction we need to consider for the
exchange term is different from that of the direct term:
〈pn|Veff |pn〉direct =
1
2
〈T =1MT =0|Veff |T =1MT =0〉+
1
2
〈T =0MT =0|Veff |T =0MT =0〉
=
1
2
V T=1,Seff +
1
2
V T=0,Seff
〈pn|Veff |np〉exchange =
1
2
〈T =1MT =0|Veff |T =1MT =0〉−
1
2
〈T =0MT =0|Veff |T =0MT =0〉
=
1
2
V T=1,Seff −
1
2
V T=0,Seff
(5.1.2)
At least two prescriptions can be taken given this situation: the first prescription is to do the
LDA on each channel ST to generate V ST (ρ(r), ρ(r′)), then proceed with the computation
of matrix elements in each channel using (4.6.7) and (4.6.12), and finally take into account
equation (5.1.2). The other prescription is to take into account this equation as soon as when
doing the LDA: instead of doing the LDA in each channel ST , we define an interaction for
two identical particles and an interaction for two different particles using equation (5.1.2)
and we do the LDA on this newly defined interaction which leads (for the exchange term)
to
1
2
(
V T=1,Seff − V
T=0,S
eff
)
(ρ(r), ρ(r′)).
In practice, the LDA done in DWBA98 is based on the geometric average using the
second prescription but with a particularity: instead of computing the effective interaction
at the geometric average of the densities as follows:(
V T=1,Seff − V
T=0,S
eff
)(√
ρ(r)ρ(r′)
)
(5.1.3)
The code calculates the geometric average of the interaction taken at ρ(r) and ρ(r′):√(
V T=1,Seff (ρ(r))− V
T=0,S
eff (ρ(r))
)(
V T=1,Seff (ρ(r
′))− V T=0,Seff (ρ(r′))
)
(5.1.4)
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and we follow the same prescription to ease the validation process when comparing our
potentials to those calculated by the DWBA98 code. The main advantage of this second
technique is that it can save computation time, but it would be interesting to see how this
choice affects the value of cross sections we compute from it. In this work, we chose to stick
to the prescription used by Raynal in his DWBA98 code and we wrote our code so that
implementing other methods for the LDA can be done easily.
5.2 ECANOL
One very important objective of this Ph.D. project was the development of a code that
could solve coupled channel equations with nonlocal potentials for the study of nucleon-
nucleus direct elastic and inelastic scattering. Particular features were required: the code
was to be written in a modern language, it was required to be adaptable to super-computers,
and it needed to be written in a clear way so that adding new features to it would be
straightforward. The last and most important point was that the code should be well
documented so that all conventions and numerical choices done in it could be found easily and
well explained. Fortunately, we did not have to start from scratch: indeed, our collaborator
Arellano kindly provided us with his code HYDRA, which can be used to compute observables
from nonlocal potentials for nucleon-nucleus elastic scattering and charge exchange. It
was noticeably used in reference [62]. Basically, HYDRA was designed to treat only 0+
excitations, and the ordering in partial waves {[(l, 1
2
)j, J ]I} of the matrix equation p 35
was not explicitly done. From this excellent basis, we wrote our own code dedicated to
nucleon-nucleus direct elastic and inelastic scattering in FORTRAN 90, with the same C++
routine for Wigner 3J coefficient as that inside MINOLOP code. In particular, we extended
the resolution method to any spin-parity JΠ for excited states, we reordered the calculation
using the coupling scheme {[(l, 1
2
)j, J ]I} to optimize the computation time, and we included
some important numerical corrections in the resolution of the Lippman-Schwinger equation
(3.3.7). Let us describe how ECANOL is built and what it exactly does.
5.2.1 Input and options
Usual information such as the projectile, the target, the discrete excited states to consider
with their excitation energy, spin and parity must be specified by the user. There is the
possibility to specify as input the masses that should be used when computing kinematic
factors, or let the code do it by itself using experimental values of observables stored in a text
file. Furthermore, the user can choose between kinematic factors computed with classical
mechanics or relativistic mechanics. This can have a large impact on the angular distribution
(up to tens of percents) for incident energies above 50 MeV. Moreover, kinematic constants
like the fine structure constant are set as fixed parameters in a module. We have chosen the
same values as those used in DWBA98 and ECIS-06 for validation of our code, but the user
can change them to newer values, measured with a better accuracy.
ECANOL solves equations for direct elastic and inelastic scattering projected on radial
coordinates, and we have chosen to divide the space with a constant mesh which means the
user must specify a maximum radius and a step size. We give some recommendations on
the choice of step size and maximum radius to choose, basing ourselves on comparisons with
the code ECIS-06 [60]. Another important option for the user is the possibility to choose
between a full coupled channel calculation or the DWBA. Basically, the DWBA calculation
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could be made much faster than the CC case. Indeed, in the DWBA the transition amplitude
for inelastic scattering reads:
T = 〈χ−kf |Utransition|χ
+
ki
〉 (5.2.1)
where T is the transition amplitude, χ−kf the distorted wave in the inelastic channel, χ
+
ki
the
distorted wave in the elastic channel and U the transition potential. In practice, we could
compute first the two distorted waves by solving two simple matrix equations, then we could
calculate the transition amplitude using (5.2.1). This possibility could well be included in
future enhancements of ECANOL, but for now we have chosen to treat the DWBA case like
the CC case, by solving the matrix equation as displayed on p 35. This choice was made in
order to ease the validation of our code, as will be explain later.
Finally, we have included the possibility for the user to use whether her/his own potentials
(given on the radial mesh she/he specified in the input) or to use a macroscopic model based
on Woods-Saxon densities and the collective vibrational model for excited states. The user
can specify real and imaginary parameters for a volume and a surface term of a central
potential, as well as deformation parameters. This feature was of particular importance
when validating ECANOL by comparison to ECIS-06 in the case of coupled channels. Now,
let us explain what steps are followed by the program when a calculation is launched.
5.2.2 Organization of the code through an example
Let us consider the case in which we want to compute the cross section of elastic and
inelastic scattering of a neutron on 208Pb to its first 1− and 2+ excited states. We will label
them as N1 ≡ J
ΠN1
N1
= 1− and N2 ≡ J
ΠN2
N2
= 2+. Of course, we already mentioned that the
ground state of this nucleus is 0+. From the information given by the user in the input file,
ECANOL computes first kinematic factors associated to each channel to consider. Then, it
computes partial waves that couple to each other up to a maximum value of total orbital
angular momentum specified by the user. The most general case associated to this coupling
is given in equation (3.3.9) ; if we keep only N1 and if we consider just one value of the total
angular momentum of the system Iπ = 1
2
+
, then equation (3.3.9) reduces to:

|Iπ − JΠ00 | ≤ j′ ≤ Iπ + JΠ00
(−)l′ ∗ (+1) = +1
|Iπ − JΠNN | ≤ j ≤ I
π + JΠNN
(−)l ∗ (−1) = +1
⇔

3
2
≤ j′ ≤ 5
2
l′ = 2
1
2
≤ j ≤ 3
2
l = 1
⇔

{j′, l′} =
{
{3
2
, 2}, {5
2
, 2}
}
{j, l} =
{
{1
2
, 1}, {3
2
, 1}
} (5.2.2)
Let us give another example: we will now consider the case in which we compute the couplings
with both N1 and N2. The total angular momentum of the system for which we want to
compute the couplings is set to Iπ = 3
2
+
. Then, with this setup, (3.3.9) reduces to:
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
{j′, l′} = {3
2
, 2}
|Iπ − JΠN1N1 | ≤ j ≤ I
π + J
ΠN1
N1
(−)l ∗ (−1) = +1
|Iπ − JΠN2N2 | ≤ j ≤ I
π + J
ΠN2
N2
(−)l ∗ (−1) = +1
⇔

{j′, l′} = {3
2
, 2}
1
2
≤ j ≤ 5
2
l = 1 or l = 3
1
2
≤ j ≤ 7
2
l = 0 or l = 2 or l′ = 4
⇔

{j′, l′} = {3
2
, 2}
{j, l}1 =
{
{1
2
, 1}, {3
2
, 1}, {5
2
, 3}
}
{j, l}2 =
{
{1
2
, 0}, {3
2
, 2}, {5
2
, 2}, {7
2
, 4}
}
(5.2.3)
ECANOL uses this exact basis to compute the couplings between partial waves. The next
step consists of reading or computing potentials. The first case is when the user chooses
to use potentials he computed himself with another code. In this case, the user includes
files in which potentials coupling each channel are given on the same radial mesh and in the
same order as in the input file for ECANOL. If the step size is small and many channels
are included, this can lead to a large number of sizable files (>100 Mb per file) which is not
always easy to handle. Therefore, the user can use a simple property of tensor operators to
divide by almost 2 the number of potentials she/he needs to give: If you want to calculate
the transition from f to i using what has been done for i to f , then you can use simple
properties:〈
[(l′
1
2
)j′, Ji]I
π, µ
∣∣∣∣ V̂eff ∣∣∣∣[(l12)j, Jf ]Iπ, µ
〉∗
=
〈
[(l′
1
2
)j′, Jf ]I
π, µ
∣∣∣∣ V̂ †eff ∣∣∣∣[(l12)j, Ji]Iπ, µ
〉
(5.2.4)
↔
〈
[(l′
1
2
)j′, Ji]I
π, µ
∣∣∣∣ V̂eff ∣∣∣∣[(l12)j, Jf ]Iπ, µ
〉
=
〈
[(l′
1
2
)j′, Jf ]I
π, µ
∣∣∣∣ V̂ †eff ∣∣∣∣[(l12)j, Ji]Iπ, µ
〉∗
(5.2.5)
So by inverting partial wave quantum numbers, taking the adjoint of the effective interaction
and finally the conjugate of the potential we can obtain the transition from f to i directly
from the inverse transition. ECANOL uses this property in the particular case of a scalar,
complex effective interaction which corresponds to the Melbourne G matrix with which we
derived our own potentials. The second case is when the user chooses to use the macroscopic
model included in ECANOL. It follows the same logic as for user-defined potentials so that
the only real difference lies in the ingredients used to compute them, which we describe in a
later subsection.
Now that potentials are stored in an array, ECANOL builds the matrix form of the
Lippman-Schwinger equation (3.3.7). During this process, the integral over r′ is done.
This integral is computed with a trapezoidal method and much attention is given to the
treatment of the discontinuities of the integrand (discontinuities due to the Green’s operator).
Returning to the small example on 208Pb, if we construct the matrix equation associated to
the couplings written in equation (5.2.2), we obtain:
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
φ
1
2
+
,0
1
2
,0
φ
1
2
+
,N1
1
2
,1
φ
1
2
+
,N1
3
2
,1

=

l1−

G0(ki)U
1
2
+
,00
[(0, 1
2
) 1
2
,0],[(0, 1
2
) 1
2
,0]
G0(ki)U
1
2
+
,0N1
[(0, 1
2
) 1
2
,0],[(1, 1
2
) 1
2
,1]
G0(ki)U
1
2
+
,0N1
[(0, 1
2
) 1
2
,0],[(1, 1
2
) 3
2
,1]
G1(kf )U
1
2
+
,N10
[(1, 1
2
) 1
2
,1],[(0, 1
2
) 1
2
,0]
G1(kf )U
1
2
+
,N1N1
[(1, 1
2
) 1
2
,1],[(1, 1
2
) 1
2
,1]
G1(kf )U
1
2
+
,N1N1
[(1, 1
2
) 1
2
,1],[(0, 1
2
) 1
2
,0]
G1(kf )U
1
2
+
,00
[(1, 1
2
) 3
2
,1],[(0, 1
2
) 1
2
,0]
G1(kf )U
1
2
+
,N1N1
[(1, 1
2
) 3
2
,1],[(1, 1
2
) 1
2
,1]
G1(kf )U
1
2
+
,N1N1
[(1, 1
2
) 3
2
,1],[(1, 1
2
) 3
2
,1]

−1
F 00
ki
0
0

(5.2.6)
The apparent simplicity and small size of this matrix equation can be misleading: equation
(5.2.6) is only one member of a series of equations (one for each value of the total angular
momentum and parity Iπ of the system) that need to be solved. Moreover, the case we just
presented contains only one excited state. If we add N2 to it and use the couplings given
in equation (5.2.3) and write the matrix equation for this situation, the result is shown on
equation (5.2.7) (next page) and still, this is a simple case of CC equations in which only
two excited states are treated together with the ground state.
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
φ
3
2
+
,0
3
2
,2
φ
3
2
+
,N1
1
2
,1
φ
3
2
+
,N1
3
2
,1
φ
3
2
+
,N1
5
2
,3
φ
3
2
+
,N2
1
2
,0
...
φ
3
2
+
,N2
7
2
,4

=

l1−

G2(ki)U
3
2
+
,00
[(2, 1
2
) 3
2
,0],[(2, 1
2
) 3
2
,0]
G2(ki)U
3
2
+
,0N1
[(2, 1
2
) 3
2
,0],[(1, 1
2
) 1
2
,1]
G2(ki)U
3
2
+
,0N1
[(2, 1
2
) 3
2
,0],[(1, 1
2
) 3
2
,1]
... G2(ki)U
3
2
+
,0N2
[(2, 1
2
) 3
2
,0],[(4, 1
2
) 7
2
,2]
G1(k1)U
3
2
+
,N10
[(1, 1
2
) 1
2
,1],[(2, 1
2
) 3
2
,0]
G1(k1)U
3
2
+
,N1N1
[(1, 1
2
) 1
2
,1],[(1, 1
2
) 1
2
,1]
G1(k1)U
3
2
+
,N1N1
[(1, 1
2
) 1
2
,1],[(1, 1
2
) 3
2
,1]
... G1(k1)U
3
2
+
,N1N2
[(1, 1
2
) 1
2
,1],[(4, 1
2
) 7
2
,2]
... ... ... ... ...
... ... ... ... ...
G0(k2)U
3
2
+
,N20
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(5.2.7)
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The consequence of having such large matrix equations to solve is that time cost can
become prohibitive. In order to tackle this issue, ECANOL can use routines of the LAPACK
library and we wrote the code so that including the use of SCALAPACK is possible. The
code can, in principle, be adapted to supercomputers. For the moment, ECANOL contains
one matrix inversion routine written by our collaborator that can be used directly (without
any library), one matrix inversion routine that uses the LAPACK library and one routine
that, instead of compute the matrix inverse, solves the linear system of equations which
consumes much less computation time. This later choice is thus the default option.
Once the linear system is solved, the solution wave functions are then used to compute
the S matrix following equation (2.5.16). The T matrix and phase shifts are also calculated
following:
T =
S − 1
2i
δ =
ln(S)
2i
(5.2.8)
which can be compared to values given by the codes ECIS-06 and DWBA98. Finally, the
total, elastic and reaction cross sections are computed using relations:
σtotal =
π
k20
∑
Ij′l′jl
(2I + 1)(1−Re(SI
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2
)j′,J0][(l
1
2
)j,J0]
))
σelastic =
π
k20
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2
|1− SI
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2
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2
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|2
σreaction =
π
k20
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Ij′l′jl
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2
(1− |SI
[(l′ 1
2
)j′,J0][(l
1
2
)j,J0]
|2)
(5.2.9)
with I the total angular momentum, S the scattering matrix, k0 the wave number of
the elastic channel. These are Blatt-Biedenharn [100] factors that can be found in every
textbook about nuclear reactions. And after these observables are computed, the angular
distributions are computed using formulae (2.5.14) and (2.5.15). Moreover, we have written
our own routines for the computation of Legendre polynomials and spherical harmonics.
Clebsch-Gordan coefficients appearing in equation (2.5.14) are computed with the C++
routine we mentioned earlier. The treatment of the Coulomb part of the nucleon-nucleus
potential is a critical point and is not straightforward when the nucleus is deformed. We
mentioned in section 3.3 that it is possible to separate a long-range, deformed Coulomb
potential into a short range deformed part and a long-range spherical part as shown through
equations (3.3.1), (3.3.2), (3.3.3) and (3.3.5). ECANOL inherited this feature from HYDRA,
the code written by Arellano, which makes it suitable also for the study of proton-induced
reactions on deformed nuclei with (for the moment) a spherical Coulomb field.
As required in the specifications for the code, ECANOL follows a simple series of equations
and can be read directly in parallel with its user’s manual. But despite the apparent
simplicity, the physics involved in the program are not trivial and the validation of such
a code required a lot of careful verifications and comparisons with the codes ECIS-06 and
DWBA98. We present next the validation process we followed for ECANOL in the case of
DWBA and CC calculations.
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5.3 Validation of ECANOL
It was not possible to do a direct validation of ECANOL in the CC framework using
nonlocal potentials because we did not have the tools required for this: nonlocal coupling
potentials for inelastic channels and a CC code for nonlocal potentials. So instead we
validated our code step-by-step. First, we validated elastic scattering: in the case of a
local potential parameterized as a complex Woods-Saxon form, we calculated and validated
the S matrix, angular distribution and total cross section by comparison to the results yielded
by the ECIS-06 code.
For a microscopic nonlocal potential, we first compared the potential obtained from our
code MINOLOP to the one extracted from the DWBA98 code. Then, we compared the T
matrix elements and the cross sections calculated by ECANOL to those computed with the
DWBA98 code.
The case of inelastic scattering was not as straightforward as the elastic scattering case,
partly because we couldn’t extract the nonlocal part of transition potentials computed by
the code DWBA98. First, we validated our calculations in the case of a macroscopic,
local potential by comparing our results to the code ECIS-06, for both CC and DWBA
calculations.
For microscopic transition potentials, we were able to compare the direct part of these
potentials calculated by MINOLOP to that extracted from the DWBA98 code, in the case
of a transition from the ground state to an excited state. We then compared the scattering
observables calculated by ECANOL to those computed with DWBA98. We then fitted the
parameters for a macroscopic model so that it reproduces approximately the direct part of our
microscopic transition potentials, and compared the cross sections calculated by ECANOL
in the CC framework (using the microscopic potentials) to those calculated by ECIS-06 using
the fitted macroscopic potentials.
Finally, we compared angular distributions for inelastic scattering calculated by ECANOL
(using microscopic nonlocal potentials) to the results yielded by the DWBA98 code.
Because of the structure of the matrix equation displayed on p 35, which is solved by
the code ECANOL, it is possible to do a full CC calculation by considering all the coupling
potentials, or to neglect the terms that are above the diagonal part (the top-right part
of the matrix) which leads to an approximate calculation that differs little from the usual
DWBA. We validated ECANOL and the microscopic potentials for inelastic scattering in the
limit of the DWBA, but we estimated that this validation also stands for a CC calculation.
Furthermore, we have checked in ECANOL that when the coupling potentials are small, the
DWBA calculation gives results that converge to those done in the CC framework.
In the following, we give details regarding several aspects of the validations we just
described.
5.3.1 The vibrational model
We derive here formulae for potentials that we used for our comparisons to ECIS-06
in the case of elastic and inelastic scattering with local potentials. Details concerning the
derivation of the vibrational model can be found in references [101] and [102]. Conceptually,
the vibrational model is a macroscopic description of some nuclear collective excitations
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that make the nucleus “vibrate” (in a classical mechanics point of view). The nucleus in
the ground state is described by a liquid drop in its equilibrium shape, and can thus be
described in terms of macroscopic quantities such as incompressibility, surface tension and
so on. Its excited states can be compression modes or surface vibration modes. In the case
of surface vibrations, the model assumes that the surface of the nucleus oscillates around a
mean, spherical (or deformed) shape in a small-amplitude harmonic vibration. From this
hypothesis, the surface of the nucleus can be expanded in terms of spherical harmonics
and a nuclear density (and therefore a nuclear potential) can be derived from these simple
assumptions.
The real part of the optical potential is assumed to follow the shape of the nuclear
density of the target in its ground state, which is approximated to a simple Woods-Saxon
form. In radial coordinates this means that the real part of the optical potential takes the
form (assuming a local potential):
Uoptical(r) =
V
1 + e
r−R0A
1
3
a
(5.3.1)
with V the depth of the potential, R0 is the mean radius parameter and A the number
of nucleons of the target, and finally a the surface thickness. The surface vibrations of
the nucleus is characterized by a deformation parameter βJ associated to the amplitude of
the vibrations. J is the total spin of the excited state and can be directly associated to
the multipolarity of the phonon. With these labels the radial form factor of a transition
potential reads:
UJtransition(r) =
i−JβJR0A
1
3
Ĵ
dUoptical(r)
dr
= −i
−JβJR0A
1
3
Ĵ
V e
r−R0A
1
3
a
a(1 + e
r−R0A
1
3
a )2
(5.3.2)
Following the coupling scheme of equation (2.5.1), we use the macroscopic parameterizations
to build potentials for CC calculations as defined in (3.2.3), taking the ground state of the
nucleus |ψ0 ∈ 00+〉 and one excited state |ψN ∈ JNMNΠN〉. Following the uncoupling we
have shown in section 4.5 for the optical potential of a nucleus with a 0+ ground state, we
can show that with the macroscopic parameterization the optical potential in its coupled
form reads:
U I,00
[(l 1
2
)j,0+],[(l 1
2
)j,0+]
(r) = Uoptical(r) =
V
1 + e
r−R0A
1
3
a
(5.3.3)
For simplicity, we assume that potentials coupling an excited state with itself would be
approximated by the optical potential taken at the energy of the outgoing nucleon, with a
different set of parameters for the Woods-Saxon density distribution. Furthermore, we take
only diagonal terms and neglect off-diagonal terms. In résumé:
U I,NN
[(l 1
2
)j,J
ΠN
N ],[(l
1
2
)j,J
ΠN
N ]
(r) = U
′I,00
[(l 1
2
)j,0+],[(l 1
2
)j,0+]
(r) = U ′optical(r) =
V ′
1 + e
r−R′0A
1
3
a′
U I,NN
[(l′ 1
2
)j′,J
ΠN
N ],[(l
1
2
)j,J
ΠN
N ]
(r) = 0
(5.3.4)
Of course, we use the same potentials and approximations in ECIS-06. The hypotheses of
the vibrational model intervene within our modeling in the derivation of transition potentials.
The deformation parameter for this excitation is βJ . Let us derive matrix elements for the
transition from this |N〉 state to the ground state 0+ of our target nucleus. After simplifying
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the first Clebsch-Gordan coefficient of the uncoupling, we obtain
U I,0N
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2
)j′,0+],[(l 1
2
)j,J
ΠN
N ]
(r) =
∑
mMN
(−)2j′+j−JN+3m′ ĵ′
(
j JN j
′
m MN −m′
)
〈j′m′|〈00|UJNtransition(r)|JNMN〉|jm〉
(5.3.5)
We need to calculate now 〈j′m′|〈00|UJNtransition(r)|JNMN〉|jm〉:
〈j′m′|〈00|UJNtransition(r)|JNMN〉|jm〉 =U
JN
transition(r)i
l−l′〈1
2
l′j′|Y JNMN (θ, ϕ)|
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in which we used the Wigner-Eckart theorem (F.0.2). Using the formula for spherical
harmonic tensor reduced matrix elements (D.1.4), we obtain:
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We insert this result in equation (5.3.5) and reduce the formula:
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4π
(
j′ JN j
−1
2
0 1
2
)
1 + (−)l′+l+JN
2
=
∑
mM
(−)2j′+j+l′+l+
1
2 il−l
′−JN ĵ′
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Finally, we apply the closure relation of Wigner 3J coefficients to simplify the formula of the
transition potential derived with the vibrational model:
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2
(5.3.6)
Using the same techniques, we obtain the potential for the inverse transition:
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(5.3.7)
We have included in ECANOL routines that compute these simple formulae so that the
central part of potentials derived with the vibrational model can be used without giving any
file to the program. Parameters (volume and surface depths V , thickness a, mean radius R0,
deformation parameter βJ are to be given in the input file of ECANOL.
5.3.2 Validation of ECANOL for local potentials by comparison
to ECIS-06
Within CC and DWBA frameworks, we computed cross sections and angular distributions
for neutron induced elastic and inelastic scattering to one excited state on 208Pb with both
ECANOL and ECIS-06 and compared the results of the two codes. We imposed for both
codes the same set of parameters for the model and studied, first, the convergence of ECIS-06,
our purpose being to define a good reference. In order to do so, we had to define a maximum
radius and a step size (thus, a meshing of the space). We began by using a very small step
size h = 0.01 fm and varying the maximum radius of the calculation. 208Pb has a mean
radius of about 8 fm, so we expected to have a good convergence of the computation for
maximum radii above 15 fm. Our results are gathered on figure 5.3. The results displayed
correspond to a CC calculation. The same calculations done in DWBA converge similarly
so we do not show them.
For a maximum radius of 10 fm, we see that the computation is not enough converged,
because the matching of the computed wave function to the asymptotic solution is too close
to the area of interaction. Therefore the hypothesis that led to equation (2.4.9) is no longer
valid and this explains the insufficient convergence of the calculation. When we set the
maximum radius to 15 fm, we obtain a much better convergence, with an average relative
difference of about 10−6. This kind of precision is enough to have a good confidence in the
convergence of the calculation and can make a good comparison basis to validate ECANOL,
but we see that for a maximum radius of 20 fm, the relative difference to the reference
computation is close to the order of magnitude of the computer’s precision. The calculation
with a maximum radius of 20 fm does not - within the limits of our test - cost much more
time that in the 15 fm case. Therefore, we have chosen to do our validation of ECANOL by
fixing the maximum radius at 20 fm.
Secondly, we needed to see how the convergence of the calculation evolves when the
step size is modified. In the notice of ECIS-06, it is indicated that the code computes
angular distribution with an error of about h4, h being the step size. So we made a series of
calculations with the same input as before, and varying the step size. Our results are drawn
on figure 5.4.
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Figure 5.3: Relative difference between the angular distribution of a (n,n) reaction on 208Pb
computed by ECIS-06 with a given maximum radius rmax, and the reference
with rmax=25 fm. The incident energy is 40 MeV.
In the case where h = 0.5 fm, the average relative difference to the reference calculation
is around 10−2 which is close to the average value of h4 = 0.0625 one would expect.
Experimental cross sections and angular distributions are rarely given with a precision of 5%
so, in principle, a step size of 0.5 fm could be used for practical calculations. But we see that
with h = 0.2 fm, which does not imply a much bigger time cost when only 1 excited state
is considered, the average precision is improved by a factor 10 and the relative difference
to the reference calculation never reaches 1% which means this value is clearly satisfactory
for practical computations. The case where h = 0.05 fm is interesting to see because the
average relative difference to the reference calculation is very close to its theoretical value,
h4 = 6.25×10−6. But this precision requires too much computation time to make large scale
studies like an application we will detail later. Thus, a good value for the step size with
ECIS-06 is 0.2 fm. We would like to mention here that there are no such recommendations in
the notice of ECIS-06 or other versions of this code. This work done on an already existing
and widely used code as ECIS-06 was necessary to us, for it helped us define a good reference
to validate our new code ECANOL, and the recommendations we follow in this Ph.D. work
are also valid for any other study involving the use of Raynal’s code.
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Figure 5.4: Relative difference between the angular distribution of a (n,n) reaction on 208Pb
computed by ECIS-06 with rmax=20 fm, for various values of the step size. The
reference calculation is with h=0.01 fm, and the incident energy is 40 MeV.
The third and last step in the validation of ECANOL for local, macroscopic potentials is
to compute cross sections and angular distributions with it and compare the results to those
obtained with ECIS-06. ECANOL uses the same integration method for equation (3.3.7) as
that of ECIS-06 but the method to solve the linear system of equations is different. However,
the results of the calculations with ECANOL are very similar to those done with ECIS-06
as shown on figure 5.5. When the step size is equal to 0.5 fm, the average precision is
consistent with the theoretical value. The large first peak is located at a minimum of the
angular distribution, and the cross section at this angle is very low so the large relative
difference between the two code here should not be a big concern.
But if we want to have a computation with a precision always better than 1%, without
being too costly in terms of computation time, then again a step size of 0.2 fm seems to be
reasonable. It is interesting to notice again here that what we observed in ECIS regarding
the precision of the calculation with h = 0.5 fm is also true for a calculation done with
ECANOL. The two codes use quite different methods to solve the CC equations (in ECIS we
used the iterative calculation based on the modified Numerov method, while in ECANOL
we solve a linear system) ; their main common point is the integration method for equation
(3.3.7) which shows this particular point in the numerical calculation is critical.
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Figure 5.5: Relative difference between the reference angular distribution of a (n,n) reaction
on 208Pb computed by ECIS-06 with rmax=20fm and h=0.01fm, and ECANOL
calculations for various step sizes. The incident energy is 40 MeV.
After establishing properly a reference calculation done with ECIS-06, we have used it
to validate ECANOL for elastic and inelastic scattering with local potentials in both the
DWBA and the CC frameworks. The next step was to validate ECANOL in the case of
elastic scattering with nonlocal potentials, then in the case of inelastic scattering also with
nonlocal potentials.
5.3.3 Validation of both ECANOL and MINOLOP for nonlocal
potentials by comparison to the DWBA98 code
In order to validate our derivations and the MINOLOP code, we have extracted from the
DWBA98 code both the direct and the exchange terms of the optical potential it computes,
which makes a very good qualification basis. On figure 5.6, an example is given of an optical
potential computed with MINOLOP and compared to what we’ve extracted from DWBA98.
The target nucleus is 208Pb, and only the central part of the NN effective interaction was
used for this calculation. On the up left panel, a comparison of the real part of the direct
component of the optical potential computed by both codes is shown. On the up right panel,
the same comparison is done for the imaginary part of the direct component of the optical
potential. On the bottom left panel, we plotted the real part of the nonlocal term of the
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optical potential and on the right panel we plotted its imaginary part. In both cases, we
fixed the value of the radius r = 5 fm and we plotted the curves as functions of r′.
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Figure 5.6: Plot of the optical potential for the reaction (n,n) on 208Pb at an incident energy of
40 MeV in the lab frame, as computed by MINOLOP code. On the upper panels
for the direct term, the same calculation done with DWBA code is displayed in
red for comparison. The exchange term in the bottom panels is for r = 5 fm and
for partial waves {j,l} = {32 , 1}
The relative difference between the potentials computed by the two codes is of the order
of the numerical precision of the computer (10−13) for both the direct and the exchange part.
Thanks to this comparison, it was possible to validate quantitatively our code MINOLOP in
the case of the optical potential for a target nucleus with a 0+ ground state. Therefore, we
were able to use this optical potential in ECANOL to validate it for elastic scattering with
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nonlocal potentials. We made calculations for elastic scattering of a neutron on 208Pb and on
90Zr at different incident energies and compared our results with DWBA98. An example is
shown on figure 5.7: we computed the elastic scattering of a neutron with 40 MeV of incident
energy on a 90Zr target in its ground state, using the microscopic nonlocal optical potential
calculated by MINOLOP. The agreement between the two codes is excellent: less than 0.1%
relative difference. The average relative difference is less than 0.02%. This comparison
validates ECANOL for nucleon-nucleus elastic scattering with nonlocal potentials.
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Figure 5.7: Angular distribution and relative difference between the computation done by
DWBA98 and our codes for neutron elastic scattering on 90Zr. The maximum
radius and the step size used in both codes are rmax=15 fm and h=0.2 fm.
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In the case of inelastic scattering we were unable to extract the nonlocal transition
potentials from DWBA98, therefore we could not validate nonlocal potentials obtained with
MINOLOP by direct comparison. But we managed to extract from the code DWBA98 the
direct part of potentials for a transition from the ground state to an excited state. Formally,
by using formulae (4.6.7) and (4.6.12), we can replace |Ni ∈ JiΠiMi〉 by the ground state
|0̃+〉 and use the results given in (4.4.22) to derive the formulae of the transition potentials.
We have done this work, and we summarize the result as:
U I,f0
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,0]
(r,r′)direct =
∑
αβJ ′k
(−)j′−jα−J ′−1
{
j j′ Jf
jα jβ J
′
}
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jjβJ ′)
Z
Nf
αβ
Ĵf Ĵ ′
2
ĵ
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
k
eff(r, r2)φβ(r2)r
2
2dr2
U I,f0
[(l′ 1
2
)j′,Jf ],[(l
1
2
)j,0]
(r,r′)exchange =
∑
αβJ ′k
(−)j′+j−jα−jβ
{
j j′ Jf
jα jβ J
′
}
ilβ−lα+l−l
′
(j′jαJ
′|V keff |jβjJ ′)
Z
Nf
αβ
Ĵf Ĵ ′
2
ĵ
φnαjαlα(r
′)V keff(r, r
′)φnβjβ lβ(r)
(5.3.8)
So it was possible to validate (as a first step) the direct term of microscopic nonlocal
potentials for inelastic scatteing computed by MINOLOP by comparison to the DWBA98
code. Then, we were able to validate inelastic scattering with these potentials. We put
the direct term of these potentials calculated with MINOLOP and used it in ECANOL. We
then compared our result to the same calculation made with DWBA98. This comparison
yields similar results (for the angular distribution) to the elastic scattering case displayed
on figure 5.7. But it was possible to push further the validation by using the work done on
ECIS-06: we could fit macroscopic parameters of the vibrational model so as to reproduce a
part of the direct term of potentials computed by MINOLOP, and then compare predictions
of ECANOL and ECIS-06. We show next how the formulae for microscopic and macroscopic
potentials can be compared and describe the result of our comparison.
Starting from equation (5.3.8), we insert the geometric matrix elements for a central,
spin independent interaction that we derived in Appendix D.1, use the Racah algebra to
simplify the formula and write it in a such a way that we will be able to compare it with
macroscopic transition potentials and identify transition densities. First, we insert (D.1.6)
in the direct part given in equation (5.3.8):
U I,N0
[(l′ 1
2
)j′,JΠ],[(l 1
2
)j,0+]
(r, r′)direct =
∑
αβJ ′k
(−)j′−jα−J ′−1
{
j j′ J
jα jβ J
′
}
ilβ−lα+l−l
′
ZNαβ ĵ
′ĵĵαĵβ
Ĵ Ĵ ′
2
ĵ
(−)jα+2j+jβ+J ′−l′−l−lα−lβ−1
{
j′ jα J
′
jβ j k
}(
j′ k j
−1
2
0 1
2
)
(
jα k jβ
−1
2
0 1
2
)
1 + (−)l′+l+k
2
1 + (−)lα+lβ+k
2
δ(r − r′)
rr′∫
φnαjαlα(r2)V
k
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
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U I,N0
[(l′ 1
2
)j′,JΠ],[(l 1
2
)j,0+]
(r, r′)direct =
∑
αβJ ′k
(−)j′+2j+jβ−l′−l−lα−lβ ilβ−lα+l−l′ZNαβĴ ′
2
ĵ′ĵαĵβĴ{
j j′ J
jα jβ J
′
}{
j j′ k
jα jβ J
′
}(
j′ k j
−1
2
0 1
2
)(
jα k jβ
−1
2
0 1
2
)
1 + (−)l′+l+k
2
1 + (−)lα+lβ+k
2
δ(r − r′)
rr′∫
φnαjαlα(r2)V
k
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
in which we used the symmetries of Wigner 6J coefficients. We use the closure relation on
these coefficients (A.0.14) to simplify the formula:
U I,N0
[(l′ 1
2
)j′,JΠ],[(l 1
2
)j,0+]
(r, r′)direct =
∑
αβ
(−)j′+2j+jβ−l′−l−lα−lβ ilβ−lα+l−l′
ZNαβ ĵ
′ĵαĵβ
Ĵ
(
j′ J j
−1
2
0 1
2
)
(
jα J jβ
−1
2
0 1
2
)
1 + (−)l′+l+J
2
1 + (−)lα+lβ+J
2
δ(r − r′)
rr′∫
φnαjαlα(r2)V
J
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
and we reorder this expression so as to separate terms that depend exclusively on the target’s
structure from other geometric terms:
U I,N0
[(l′ 1
2
)j′,JΠ],[(l 1
2
)j,0+]
(r, r′)direct =(−)j
′+ 1
2
−l′−l+ l−l
′
2 ĵ′
(
j′ J j
−1
2
0 1
2
)
1 + (−)l′+l+J
2
×
∑
αβ
(−)jβ+
1
2
−lα−lβ+
lβ−lα
2
ZNαβ ĵαĵβ
Ĵ
(
jα J jβ
−1
2
0 1
2
)
1 + (−)lα+lβ+J
2
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
J
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
which can also be written as:
U I,N0
[(l′ 1
2
)j′,JΠ],[(l 1
2
)j,0+]
(r, r′)direct =(−)j
′+ 1
2
−l′−l+ l−l
′−J
2 ĵ′
(
j′ J j
−1
2
0 1
2
)
1 + (−)l′+l+J
2
×
∑
αβ
(−)jβ+
1
2
−lα−lβ+
lβ−lα+J
2
ZNαβ ĵαĵβ
Ĵ
(
jα J jβ
−1
2
0 1
2
)
1+(−)lα+lβ+J
2
δ(r − r′)
rr′
∫
φnαjαlα(r2)V
J
eff(r, r2)φnβjβ lβ(r2)r
2
2dr2
(5.3.9)
and if we do the same manipulation for equation (5.3.7), that is, for the potential derived
with the vibrational model we obtain:
U I,N0
[(l′ 1
2
)j′,JΠ],[(l 1
2
)j,0+]
(r) = (−)j′−
1
2
+l′+l+ l−l
′−J
2 ĵ′
(
j′ J j
−1
2
0 1
2
)
1 + (−)l′+l+J
2
×
βJR0A
1
3
√
4π
V e
r−R0A
1
3
a
a(1 + e
r−R0A
1
3
a )2
(5.3.10)
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The comparison of these two formulae shows that there is a direct link that can be made
between the macroscopic, vibrational model and a microscopic model. We fitted parameters
of the vibrational model so as to reproduce approximately the microscopic potential obtained
with the RPA and use this fitted potential in ECIS-06 so as to compute cross sections.
We compared the angular distributions computed by each code. Despite a crude fitting
procedure, the results yielded by both codes were remarkably close: the relative error is
around a few percents which completes the validation of MINOLOP for local, microscopic
transition potentials.
The last step is the validation of MINOLOP for the exchange term of coupling potentials
and ECANOL for inelastic scattering with nonlocal potentials. Since we did not have a basis
to validate the nonlocal part of potentials computed with MINOLOP, we had to validate
simultaneously potentials and ECANOL. We made a calculation for the first 5− state in 90Zr
at 40 MeV of incident energy with the full central part of the nonlocal coupling potential.
The comparison to DWBA98 is presented on figure 5.8. Both calculations are close, the
shapes are identical as well as amplitudes. At very forward angles, there is a big discrepancy
that is not understood yet. In average, the relative error between the two calculations is
3.7% which is acceptable, so finally both MINOLOP and ECANOL are validated for elastic
and inelastic scattering with nonlocal potentials in the DWBA limit. In practice, the only
difference between a CC and a DWBA calculation for our codes lies in ECANOL: instead
of filling all terms of the matrix in equations like (5.2.7), only the diagonal and the bottom
left are filled while the top right terms are put to zero. Therefore, the treatment done in
ECANOL is exactly the same in CC and in DWBA so now that the code is validated for
DWBA it is also validated for CC calculations.
MINOLOP is a new tool to calculate microscopic nonlocal potentials for nucleon-nucleus
scattering, and ECANOL is a new code to study direct reactions with nonlocal potentials
within the CC as well as the DWBA frameworks. These codes are ready for practical
calculations, but their time consumption can still be improved. We give now some indicative
values of the time cost for typical calculations made on 90Zr that can be done with them. A
single processor Intel® Xeon® E3-1220 with a frequency of 3.10GHz was used for our tests.
In our calculations, the maximum total orbital angular momentum considered is Lmax = 30
(which means we consider 61 partial waves), the multipole expansion of the Melbourne G
matrix is stopped for a maximum pole kmax = 40, the maximum radius is rmax = 15 fm, the
step size is h = 0.2 fm.
As for ECANOL, with the same parameters for the calculation, it takes 0.9s to compute
elastic scattering, 30s to compute inelastic scattering with only the 5− excited state, and
120s when considering both the 5− and the 7− states. While these time costs are small
enough to allow practical applications, it is still possible to speed up the codes to make them
even more efficient.
78
CHAPTER 5. PRESENTATION OF CODES ECANOL AND MINOLOP
 0.001
 0.01
 0.1
 1
dσ
/d
Ω
 (
m
b/
sr
)
angular distributionfor 40 MeV (n,n’) on 90Zr
DWBA98
ECANOL
 0
 5
 10
 15
 20
 25
 30
 35
 0  20  40  60  80  100  120  140  160  180
|σ
D
W
B
A
98
-σ
E
C
A
N
O
L|
 / 
σ D
W
B
A
98
*1
00
 (
%
)
θc.m. (deg)
Figure 5.8: Angular distribution for (n,n’) to the first 5− state of 90Zr at incident energy of
40 MeV.
element model number of elements time cost
〈ψGS|V̂eff |ψGS〉 HF 21 1.7 s
RPA 1022 6.7 s
〈ψ5−|V̂eff |ψGS〉 RPA 452 26 s
〈ψ7−|V̂eff |ψ5−〉 RPA 456 110 s
Table 5.1: Table describing the time cost of MINOLOP to compute the central part of
microscopic nonlocal potentials.
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Chapter 6
Applications
One interesting application that can demonstrate the robustness of the tools we have
developed is the study of preequilibrium emission due to 2-step processes. In the present
chapter, we give an overview of our microscopic modeling of preequilibrium mechanisms.
We briefly describe the multistep direct process, and we describe one particular study -
led within the mulstistep direct process framework - in which a single, coherent, microscopic
description of both direct inelastic scattering and preequilibrium emission is achieved.
We explain then how to include 2-step processes in the preequilibrium calculation, and
give in detail the approximation scheme that can be used for it. We demonstrate with
practical calculations (in the case when we use the RPA to describe the target’s structure)
the validity of one particular approximation that is related to interference effects. Next,
we present our calculations for preequilibrium emission using collective states predicted by
the RPA. We describe how the number of states associated to 2-step processes compares to
the number of states for 1-step processes. We compare their contributions to the angular
distribution for direct inelastic scattering in a specific case, and finally we show the effect
of the explicit treatment of 2-step processes within our approximation scheme by displaying
our results of preequilibrium calculations.
We derive coupling densities in the case of uncorrelated particle-hole excitations. We
discriminate cases where particle states and hole states are all different from other cases,
and show through practical calculations that the approximation on interference effects holds
also in this case. We count the number of 1p1h and 2p2h states and compare it to the
number of 1 and 2-phonon states in the case of an RPA description of the target. Finally, we
compare the results yielded by the preequilibrium calculation with RPA 2-phonon states and
with uncorrelated 2p2h states. We describe how the collectivity increases the cross section
in the case of 2-phonon states, then we discuss the quasi-boson approximation that may
artificially increase the cross section.
81
CHAPTER 6. APPLICATIONS
6.1 Preequilibrium stage of a nuclear reaction
6.1.1 Multistep Direct and Multistep Compound processes
In the introduction of this work, we mentioned a stage of a nucleon-nucleus reaction
during which the projectile shares enough of its energy and angular momentum with a few
nucleons of the target so that excitations lying in the continuum can be reached, leading to
the possibility to emit particles with a continuous energy spectrum. This stage of a nuclear
reaction is usually called the preequilibrium. While the direct and the compound parts of
a nuclear reaction have been theorized for a long time (Niels Bohr formulated his idea of
a compound nucleus in 1936 [103] and the Feshbach formalism for the generalized optical
model was proposed in 1958 [17]), the description of preequilibrium mechanisms started only
in the 1960s with the phenomenological model of the excitons of Griffin [104, 105]. The basic
idea of this model is that the projectile creates step-by-step new particle-hole excitations (≡
excitons) in the total system, and looses energy and angular momentum during each creation.
A statistical treatment is applied to the equation that rules the creation and annihilation
of excitons. This intuitive modeling of preequilibrium has been used successfully in many
analyzes and has been extended and refined until quite recently [106]. An important quantity
involved in this model is the residual effective interaction M2 for intranuclear scattering
leading to creation or annihilation of excitons. Parameterizations of this quantity have
been proposed [107] but lack a microscopic equivalent formulation and rely on fitting to
experimental data.
First microscopic descriptions of the preequilibrium were proposed in the late 1970s and
in the 1980s [108–110] ; a review, comparison and analysis of the some of the most renown
microscopic models is given in references [95] and [111]. All these models, based on a fully
quantum-mechanical approach, involve approximations of the Born series for the transition
amplitude from an initial state |i〉 to a final state |f〉 [72]:
T i→f = 〈f |V̂eff
∞∑
n=0
(
1
H − E + iε
V̂eff
)n
|i〉 (6.1.1)
in which T i→f is the transition amplitude, V̂eff is the 2-body effective interaction, H is the
unperturbed Hamiltonian of the system {projectile+ target} and E the total energy of this
system. The nth term of this expansion corresponds to a preequilibrium process made of n
steps, called “Multistep”. The initial state is made of the target in its ground state and one
particle lying in the continuum (the projectile). During each step, the projectile exchanges
energy and angular momentum with the target. If, during the n steps of the reaction, the
projectile remains in the continuum, we call the the process “Multistep Direct” (MSD). MSD
processes can also be initiated by charge exchange reactions, which we do not consider here.
If instead of staying in the continuum, the projectile is captured by the target, then we call
the process “Multistep Compound” (MSC). For incident energies above 30 MeV, the MSD
process is predominant because, schematically, the projectile needs to loose a lot of energy
in order to be captured and is more likely to be ejected by the target rather than absorbed.
All our applications concern MSD processes, and in particular 1-step and 2-step cases.
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6.1.2 Microscopic formulation of MSD processes
In the case of a MSD reaction, the projectile can be inelastically scattered from an initial
state to a final state. We denote as |χ+ki〉 the distorted wave in the entrance channel and
|χ−kf 〉 the distorted wave in the exit channel. During the reaction the target undergoes a
transition from its ground state |ψi〉 to a final state |ψf〉. The transition amplitude that
corresponds to this situation can be written (using the Born expansion):
T i→f = 〈χ−kf , ψf |
∞∑
n=1
V (GV )n−1|χ+ki , ψi〉 =
∞∑
n=1
T i→fn (6.1.2)
where the operator G =
1
H − E + iε
is the propagator for the system {projectile + target}
at each step, T i→fn is the n
th term of the Born expansion for the transition amplitude:
T i→fn = 〈χ−kf , ψf |V (GV )
n−1|χ+ki , ψi〉 (6.1.3)
and the double differential cross section for this reaction reads:
d2σ(
−→
ki ,
−→
kf )
dΩfdEkf
=
µ2
(2π~2)2
kf
ki
∑
ψN
|T i→f |2δ(Eki − Ekf − EN) (6.1.4)
with µ the reduced mass of the system, Eki the projectile’s kinetic energy in the center of
mass frame, Ekf its outgoing energy, |ψN〉 an excited state of the target associated to an
excitation energy EN . Now, if we introduce the Born expansion for the transition amplitude
in equation (6.1.4) and truncate it to the first order (which means we take into account only
1-step processes), then the double differential cross section reads:
d2σ(
−→
ki ,
−→
kf )
dΩfdEkf
=
µ2
(2π~2)2
kf
ki
∑
ψN
|T i→f1 |2δ(Eki−Ekf−EN)
=
µ2
(2π~2)2
kf
ki
∑
ψN
|〈χ−kf , ψN |V |χ
+
ki
, ψi〉|2δ(Eki−Ekf−EN)
(6.1.5)
in which we kept T i→f1 the term with n = 1 of equation (6.1.3). This second form exhibits a
particular feature: when we consider only 1-step processes, then the double differential cross
section is simply related to the DWBA transition amplitude for direct inelastic scattering as
defined in equation (5.2.1).
Similarly, we can truncate the Born expansion for the transition amplitude to the second
order (and thus include also 2-step processes). The double differential cross section reads in
this case:
d2σ(
−→
ki ,
−→
kf )
dΩfdEkf
=
µ2
(2π~2)2
kf
ki
∑
ψN
(
|T i→f1 |2+ |T
i→f
2 |2+2Re(T
i→f∗
1 T
i→f
2 )
)
δ(Eki−Ekf−EN) (6.1.6)
In this formula, T i→f2 is the second term in the Born expansion of the transition amplitude.
It takes into account all 2-step processes. The last term 2Re(T i→f∗1 T
i→f
2 ) is a cross terms
that embodies the interference between 1-step and 2-step processes. The explicit form for
T i→f2 reads:
T i→f2 = 〈χ−kf , ψf |V GV |χ
+
ki
, ψi〉 (6.1.7)
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Let us introduce some notions and approximations that can be found in MSD models. In
the expression of T i→f , the propagator G reads formally:
G =
1
E −H + iε
=
1
E −HA − T − U + iε
(6.1.8)
in which HA is the Hamiltonian of the target nucleus, T is the kinetic operator for the
projectile-target relative motion and U is the potential of interaction between the projectile
and the target. The Hamiltonian of the target can be decomposed as:
HA = H0 +H1 (6.1.9)
where H0 is the main part of the target’s Hamiltonian and H1 is the residual part. In most
MSD models, H0 is taken to be some shell model Hamiltonian, in which case its eigenstates
are particle-hole states. The residual Hamiltonian H1 causes configuration mixing and the
eigenstate |ψN〉 of HA can be written as:
|ψN〉 =
∑
ph
λN1p1h|1p1h〉+ λN2p2h|2p2h〉+ ... (6.1.10)
|ψN〉 =
∑
λN1phonon|1phonon〉+ λN2phonon|2phonon〉+ ... (6.1.11)
with λNph the coefficients for each particle-hole state. In order to obtain expressions for the
double differential cross section that can easily be computed, some statistical assumptions are
made. The first assumption, called the “leading particle statistics” scheme, is based on the
idea that in a given interval of energy, the effective interaction can connect the initial system
to many states and the corresponding matrix elements vary widely in both amplitude and
sign. The other scheme, called “residual system statistics”, assumes a random configuration
mixing and leads to different consequences on the formula of the transition amplitude. Both
schemes involve some energy averaging, and a review with details on the approximations
within these two schemes is given in reference [112].
In our case, we will adopt the residual system statistics and H0 will be taken whether as
the HF Hamiltonian or the RPA Hamiltonian. In the RPA case, the Hamiltonian reads:
HRPA = E0̃ +
∑
N
E∗NΘ
†
NΘN (6.1.12)
Eigenstates of this Hamiltonian satisfy the relation (in the case of 1 and 2-phonon states):
HRPAΘ
†
N1
|0̃〉 = (E0̃ + E
∗
N1
)Θ†N1|0̃〉 (1 phonon case)
HRPAΘ
†
N1
Θ†N2|0̃〉 = (E0̃ + E
∗
N1
+ E∗N2)Θ
†
N1
Θ†N1|0̃〉 (2 phonon case)
(6.1.13)
This can be found within the QBA by using the relations (4.4.27). In the case of a 1-step
process, if we use the residual system statistics on the final state, then we can use (6.1.10)
(and its equivalent formulation for RPA states). For uncorrelated 1p1h states, the double
differential cross section reads:
d2σ(
−→
ki ,
−→
kf )
dΩfdEkf
=
µ2
(2π~2)2
kf
ki
∑
ψN
|T i→f1 |2δ(Eki − Ekf − EN)
=
µ2
(2π~2)2
kf
ki
∑
ψN
δ(Eki − Ekf − EN)∑
ph,p′h′
λNphλ
N
p′h′〈χ−kf , ph|V |HF, χ
+
ki
〉∗〈χ−kf , p
′h′|V |HF,χ+ki〉
(6.1.14)
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The sum over ψN with the δ function inside is equivalent to an energy averaged sum: an
integral over an interval ∆E centered at EN and divided by ∆E. Furthermore, since in the
residual system statistics the coefficients λNph for the final state are random, we have:∑
ψN
λNphλ
N
p′h′δ(Eki − Ekf − EN) = δpp′hh′ρph(Eki − Ekf ) (6.1.15)
in which we have introduced the energy dependent density of 1p1h states ρph. Finally, we
can rewrite the double differential cross section for a 1-step process as:
d2σ(
−→
ki ,
−→
kf )
dΩfdEkf
=
µ2
(2π~2)2
kf
ki
∑
ψN
|T i→f1 |2δ(Eki − Ekf − EN)
=
µ2
(2π~2)2
kf
ki
∑
ph
ρph(Eki − Ekf )|〈χ−kf , ph|V |HF, χ
+
ki
〉|2
=
∑
ph
ρph(Eki − EkN )
dσ(
−→
ki ,
−→
kN)
dΩf
(6.1.16)
Therefore, the double differential cross section can be linked to the angular distribution.
This discussion can easily be extended to the case of 2-step processes.
In this case, the transition amplitude is that of equation (6.1.7). If we introduce a closure
relation (using a basis made of the state vectors of the target) on each side of the propagator,
the following term appears in the transition amplitude:
〈ψN ′ |
1
E −H0 −H1 − U − T + iε
|ψN〉 (6.1.17)
in which ψN ′ and ψN ′ are intermediate states. Since in the first step, we use a 2-body
interaction and the QBA (for RPA states), only the 1-phonon (resp. 1p1h) components
of the intermediate state remain. At each step of a preequilibrium reaction, it is possible
to assume that the configuration mixing caused by H1 is slower or faster than the process
of excitation of the target, and this is called in the first case the sudden approximation
and in the later case the adiabatic approximation. If we use the sudden approximation on
intermediate states, then there is no configuration mixing of 1-phonon (resp. 1p1h) states
and the intermediate state consists of one single 1-phonon state (resp. 1p1h state), and it is
the same on each side of the propagator which yields:
1
E − U − T − EN + iε
δψNψN′ (6.1.18)
One interesting consequence on the propagator is that now, it can be written as:
G =
∑
ψN
∫ |χ+−→
k
, ψN〉〈χ̂+−→
k
, ψN |
E − Ek − EN + iε
d
−→
k
(2π)3
(6.1.19)
where
−→
k is the wave vector in the space of the projectile, |χ+−→
k
〉 is the eigenvector of the
projectile’s Hamiltonian Hp = U +T associated to the eigenvalue
−→
k , |χ̂+−→
k
〉 is the eigenvector
of the hermitian conjugate H†p of the projectile’s Hamiltonian, associated to the eigenvalue
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−→
k with the property 〈χ±−→
k
|χ̃−→
k ′
±〉 = δ(
−→
k −
−→
k ′). Next, we use the residual system statistics
on the final state and, following the same reasoning as in the case of the 1-step process,
we deduce from our use of the QBA and of a 2-body interaction that only matrix elements
connecting the intermediate state to the 2-phonon (resp. 2p2h) component of the final states
remain, and the double differential cross section can be linked to their angular distribution
and an energy dependent density of 2-phonon (resp 2p2h) states. The energy dependent
density of final states is parameterized, in our case, as a Lorentzian distribution:
ρN(E) =
1
π
ΓN
(E − EN)2 +
(
ΓN
2
)2 (6.1.20)
in which N labels the final state, EN its energy and ΓN the width associated to this state. It
is worth noticing that a similar formula can be obtained: in equation (6.1.5), the δ function is
obtained assuming we know exactly eigenvalues and eigenstates of the target’s Hamiltonian.
Also in this case, the final states are a combination of RPA (or HF) states. However, these
nuclear structure descriptions are only approximate calculations. But it is possible to show
(when using RPA states) that we can do a calculation that takes into account implicitly the
correlations we neglect (2p2h, 3p3h ...), provided we modify the eigenenergies EN of RPA
states by EN ′ = EN + i
ΓN
2
, in which ΓN is a damping width that implies the target’s state
|ψN〉 has a finite lifetime because it is not an exact eigenstate of the total Hamiltonian of
the target.
In our calculations of 2-step processes, we also make use of the on-shell approximation -
which amounts to a conservation of energy - to simplify the propagator:
1
E − Ek − EN + iε
≈ −iπδ(E − Ek − EN) (6.1.21)
In the following sections, we further describe the approximation scheme we adopted
for our practical calculations. The main purpose of this study is to evaluate the effect of
considering collective excitations within the 2-step direct process. Our approach is very close
to the one adopted by Kawano et al. [113] to calculate the contribution of the 2-step processes
within the Nishioka-Weidenmuller-Yoshida model [110]. We adopt the never-come-back
approximation (which will be described later), we use a 2-body effective interaction, the
main part H0 of the target’s Hamiltonian is taken to be the RPA (and afterwards the
HF) Hamiltonian and we use the QBA in the calculation of RPA states. For two step direct
processes, we use the sudden approximation in the intermediate step and the residual system
statistics for the last step. Finally, we adopt the on-shell approximation in our calculations
(A-0). The double differential cross section for 2-step processes with these approximations
reads:
d2σ(
−→
ki ,
−→
kf )
dΩfdEkf
=
µ2
(2π~2)2
kf
ki
∑
α
ρ2α(Eki − Ekf )∣∣∣∣∣∑
β
〈χ̂−−→
kf
, ψα|V |ψβ〉〈ψβ|V |χ+−→
ki
, ψi〉δ(E − Ek − Eβ)
∣∣∣∣∣
2
π2
(6.1.22)
where ρ2α is the density of 2-phonon (resp. 2p2h) states parameterized as in equation
(6.1.20), α is a label for couting 2-phonon (resp. 2p2h) states, β is a label for couting
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1-phonon (resp. 1p1h) states, ψα and ψβ denote these 1 and 2 phonon (resp. 1p1h and
2p2h) states. Moreover, we consider the contribution to 2-step processes that comes, on one
hand from collective states (phonons) energetically accessible, and on the other hand from
uncorrelated 2p2h states energetically accessible.
6.1.3 Practical calculation for MSD processes
Each MSD model is based on some approximation to compute the transition amplitude,
and the difference in the choice of approximations leads to a different modeling of the physics.
Moreover, in these microscopic modelings the description of direct inelastic scattering to
discrete states and giant resonances is done with a model that is distinct from the preequilibrium
model (the only exception being the Tamura Udagawa Lenske model [109]). Usually, the
direct inelastic scattering to discrete states with low excitation energy and strong collectivity
is computed within the optical model framework, using a macroscopic, phenomenological
description of excitations such as the vibrational model and experimental deformation parameters.
The quantitative description of systems for which experimental data are available is excellent
with this modeling, but is very difficult to extend to systems for which little to no experimental
data exist. One possible way of tackling this difficulty is to use inputs (such as ground state
and transition densities) obtained with an accurate nuclear structure model. For example,
target excitations described with the RPA were used to calculate for 6 to 20 MeV incident
neutrons, the (n,xn) direct emission component on 90Zr and 208Pb [114], and in another
study inputs from the Quasi-particle Random Phase Approximation (QRPA) were used
to describe (n,xn) reactions on 238U with a semi-microscopic modeling of the optical and
transition potentials [26].
Recently efforts have been put in describing on an equal footing direct inelastic scattering
to discrete states and preequilibrium emission in a fully quantum mechanical, microscopic
framework [23, 64, 79]. In these works, the Melbourne G matrix and RPA wave functions
are used to compute direct elastic and inelastic scattering observables for doubly closed shell
nuclei like 90Zr and 208Pb. Discrete excited states as well as states lying in the continuum are
included, considering all 1-step process (all 1-boson excitations) that are accessible. Both
natural and unnatural parities as predicted by the RPA (implemented with the Gogny D1S
interaction) are treated. Raynal’s code DWBA98 is used to compute cross sections, thus
allowing for an explicit treatment of knock-out exchange without a localization procedure.
An example of the results obtained in this study is shown on figure 6.1. The left panel
of this plot displays the cross section as a function of the outgoing proton energy at the
emission angle θc.m. = 69°, and the right panel shows angular distributions at various outgoing
energies. Since only 1-step processes are considered in this study, it is to be expected that
only the higher outgoing energy part of the emitted nucleon spectrum and the forward
angular distribution can be accurately reproduced by the calculation. This is indeed the
case: the energy spectrum is well reproduced for excitation energies up to about 15 MeV
but the angular distribution is underestimated at backward angles.
While discrepancies between experimental data and calculations exist, the overall agree-
ment remains satisfactory considering the fact that the entire calculation is parameter-free.
Such encouraging results can be improved by several means (see reference [79]), including
the treatment of more complex excitations of the target that would allow for the inclusion
of 2-step processes.
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Figure 6.1: Double differential cross sections for (p,xp) off 90Zr at 120 MeV of incident energy.
RPA calculations are displayed as full red curves, uncorrelated particle-hole
calculations as black dashed curves. Experimental data from references [2] and
[3] are depicted as symbols.
Our goal was initially to extend this calculation - using the tools ECANOL and MINOLOP
that we have developed - to the 2-step cross section (in the limit of A-0). A key ingredient
of the previously calculated 1-step cross section is the use of a realistic interaction, the
Melbourne G matrix. Associated to a description of the target’s excited states done with
the RPA, it leads to a very good determination of the continuum emission at angles and
energies where higher step process contributions are believed to be negligible. A particular
achievement of the study on 1-step contributions is that no adjustment of the interaction
was required to reproduce the magnitudes and shapes of the cross sections as displayed on
figure 6.1. Another point of importance is that no localization procedure was done on the
potentials, therefore this calculation is free of any problem that could be related to the Perey
effect.
We couldn’t achieve a full determination of the second order contributions to the cross
section with the same ingredients, because the number of 2-phonon (or similarly of 2p2h)
becomes very large as the excitation energy grows. Even if such a calculation is accessible
considering the available computing power, we have chosen to first analyze some features
of the calculation for 2-step processes, such as interference effects in the intermediate state
when the final states are made of 2p2h excitations on a HF ground state, or 2-phonon
excitations on the RPA ground state. This first calculation allows for an evaluation of the
impact of collectivity in a 2-step process. We also discuss the issue of the QBA in this study.
In order to establish a reliable set of approximations that can be used to perform a complete
calculation for 2-step processes with a microscopic description of the target’s states and a
realistic 2-body interaction, the study we present here constitutes a necessary step.
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6.2 Extending preequilibrium calculations by
including 2-step processes
6.2.1 Scheme of approximations
If we consider that final states are made of 1p1h and 2p2h excitations over the HF
ground state, then the 1-step process can only lead to 1p1h states since we use a 2-body
interaction. As for 2-step processes, if we start from a 1p1h state after the first step,
then the return to the ground state should not be included because it is already accounted
for in the calculation of elastic scattering. Namely, elastic scattering observables are well
accounted for in studies based on the nonlocal optical potentials 〈ψ0̃|V̂eff |ψ0̃〉, where V̂eff is
the Melbourne G matrix and ψ0̃ the RPA correlated ground state (see [23, 79, 95]). We also
use another approximation, which is usually applied in MSD theories, the never-come-back
approximation (labeled A-2): at each step of the reaction, the process leading to the creation
of a new pair particle-hole strongly dominates - because of the relative sizes of accessible
phase spaces - over the processes of particle-hole scattering and annihilation. Consequently,
the 2-step process can only lead to 2p2h excitations. Thus, within this approximation scheme,
the 1-step and the 2-step processes lead to distinct final states, and there is no cross term
2Re(T i→f∗1 T
i→f
2 ) in equation (6.1.6).
This discussion can easily be extended to the case of 1 and 2-phonon states within the
QBA: the first step can only connect the correlated ground state to 1-phonon state, which
means we neglect terms coming from equation (4.4.28) that populate a 2-phonon state in a
1-step process (we label this approximation A-1). Also, the second step leading back to the
ground state should be excluded as its contribution to elastic scattering is already accounted
for in the effective interaction. Approximation A-2 can also be used in the present case.
Thus, in this approximation scheme, a 2-step process only connects the ground state to a
2-phonon state.
Now, if we consider the on shell approximation A-0, which implies energy conservation
at each step, The second term of the Born expansion for the transition amplitude reduces
to:
T i→f2 =
∑
N
〈χ−−→
kf
, ψf |V |χ+−→
k
, ψN〉〈χ̂+−→
k
, ψN |V |χ+−→
ki
, ψi〉δ(E − Ek − EN) (6.2.1)
This approximation was used in the Feshbach-Kerman-Koonin model [108] for preequilibrium.
We will not discuss its validity in the present work.
The combination of A-0, A-1, and A-2 can be summarized by using the following labeling:
let us denote the ground state of the target nucleus by |0̃〉. Let Θ†N,J be an operator that
creates - by a 1-step process - an excited state |N〉 with total spin J . We consider a first
excited state |N1〉 = Θ†N1,J1|0̃〉, and another one |N2〉 = Θ
†
N2,J2
|0̃〉. Finally, we label by |N3〉
the excited state that comes from the combination of |N1〉 and |N2〉. Figure 6.2 summarizes
(partly) our scheme of approximation.
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Figure 6.2: Schematic depiction of the couplings leading to an excitation for a 2-step process
from excitations of 1-step processes. The full arrows are potentials that are
calculated explicitly and included in our calculations, and the dashed arrows
represent potentials that are neglected.
6.2.2 Illustration through an example
We can further illustrate the situation through a practical example. We take an even-even
target with a 0+ ground state, |N1〉 = |5−〉 and |N2〉 = |3−〉. In this case, possible values for
the total spin of |N3〉 range from 2 to 8, and its parity must be positive. Let us consider here
only one value: |N3〉 = |2+〉. The matrix equation when no approximation is done reads (for
our example):
D

φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 =

U0
+0+ U0
+5− U0
+3− U0
+2+
U5
−0+ U5
−5− U5
−3− U5
−2+
U3
−0+ U3
−5− U3
−3− U3
−2+
U2
+0+ U2
+5− U2
+3− U2
+2+


φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 (6.2.2)
in which we labeled as D the matrix containing the differential operators Dl introduced in
chapter 3.3, and the coupling potentials between channels I and J as U IJ . We will now
rewrite this matrix equation after each approximation to make their effect appear clearly.
First, the coupling of the 2-phonon state with the ground state vanishes because of A-1. The
matrix equation reads:
D

φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 =

U0
+0+ U0
+5− U0
+3− 0
U5
−0+ U5
−5− U5
−3− U5
−2+
U3
−0+ U3
−5− U3
−3− U3
−2+
0 U2
+5− U2
+3− U2
+2+


φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 (6.2.3)
Then we apply approximation A-2, which leads to the matrix equation associated to the
situation depicted on figure 6.2:
D

φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 =

U0
+0+ 0 0 0
U5
−0+ U5
−5− 0 0
U3
−0+ 0 U3
−3− 0
0 U2
+5− U2
+3− U2
+2+


φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 (6.2.4)
Finally we can assume that, in order to reach the 2p2h state, we can whether step by the
3− state or the 5− but not both at the same time, meaning we neglect interference effects
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between the two paths (approximation A-3). If we step only by the 5− state, the matrix
equation with this approximation reads:
D

φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 =

U0
+0+ 0 0 0
U5
−0+ U5
−5− 0 0
U3
−0+ 0 U3
−3− 0
0 U2
+5− 0 U2
+2+


φ0
+
GS
φ5
−
φ3
−
φ2
+
[5−⊗3−]
 (6.2.5)
6.3 Contribution of 2-phonon states to preequilibrium
emission
6.3.1 Interference terms
To check the validity of approximation A-3, we made a calculation of the direct inelastic
scattering associated to the first 5− and 3− 1-phonon states in 90Zr, and the 2-phonon states
of natural parity that can be built from them (this corresponds to the example given in the
previous subsection). We plotted our results for the 2+ and 4+ 2-phonon states on figure 6.3
(the results for the 6+ and the 8+ are similar so we do not show them).
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Figure 6.3: Angular distribution to 2-phonon states built by coupling the first, 1-phonon 3−
and 5− states in 90Zr for an incident neutron. Dotted lines are for the sum of
the separate contributions from both 1-phonon states (when A-3 is used), and
full curves are for calculations that include interference terms (when A-3 is not
used).
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In both cases, the shape of the angular distribution is locally changed but the global
shape and magnitude remain quite comparable. The relative difference of the integrated
cross section for the 2+ is about 2.5% and is under 10 % for the other cases, except in the
case of the 4+ for which it reaches 14%. Since a sum over a large number of states is involved
in our calculation for the preequilibrium emission cross section, these differences may well
cancel because of averaging effects. These elements give us a satisfying confidence in using
approximation A-3.
6.3.2 Counting of 2-phonon states
We present here our counting of 2-phonon states in 90Zr, a comparison between the
number of 1-phonon and 2-phonon states with increasing excitation energy, and a comparison
of their contribution to the preequilibrium cross section.
Starting from all 1-phonon states predicted by RPA calculations implemented with the
Gogny D1S force (4.4.22) in 90Zr, we extracted the states of natural parity and we built
from them all 2-phonon states (4.4.33) with natural parity. We enumerated the number of
states, considering an excitation energy beam of 0.5 MeV, for both 1 and 2-phonon states
and plotted the result on figure 6.4.
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Figure 6.4: Comparison between the number of 1 and 2-phonon states in 90Zr for excitation
energies below 30 MeV. The red bars are for 1-phonon states and the black bars
are for 2-phonon states. Each bar corresponds to the counting of all states in an
energy bin of 0.5 MeV
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Above 5 MeV of excitation energy, the number of 2-phonon states is quite larger than
the number of 1-phonon states. But for excitation energies above 20 MeV the number of
2-phonon states is about 10 times greater than that of the 1-phonon. As the excitation energy
increases, the difference between the number of 1 and 2-phonon states becomes bigger and
bigger. This means that the contribution of 2-phonon states to the preequilibrium emission
can be significant if the cross section for these states is large enough.
We investigated this point by doing a calculation of the direct inelastic scattering associ-
ated to the first 5− and 3− 1-phonon states in 90Zr, and the 2-phonon states of natural
parity that can be built from them: 2+, 4+, 6+ and 8+. We did the calculations in the limit
of approximation A-3 by considering first that 2-phonon states are populated from the 3−
(figure 6.5), then from the 5− (figure 6.6). At small angles, the magnitude of the angular
distribution to 2-phonon states appears to be about 1 or 2 orders of magnitude smaller
than for 1-phonon states but becomes comparable at larger angles. This means that the
contribution of 2-phonon states should significantly impact the calculation of preequilibrium
emission, especially at backward angles, as expected.
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Figure 6.5: Angular distribution to 2-phonon states built by coupling the first, 1-phonon 3−
state and 5− state in 90Zr for an incident neutron. Here, 2-phonon states are
populated exclusively from the 1-phonon 3− state.
93
CHAPTER 6. APPLICATIONS
 1e-06
 0.0001
 0.01
 1
 100
 10000
 0  20  40  60  80  100 120 140 160 180
dσ
/d
Ω
 (
m
b/
sr
)
θc.m. (deg)
80 MeV (n,n’) on 90Zr
elastic channel
1-phonon 5-
2-phonon 2+
2-phonon 4+
2-phonon 6+
2-phonon 8+
Figure 6.6: Angular distribution to 2-phonon states built by coupling the first, 1-phonon 3−
state and 5− state in 90Zr for an incident neutron. Here, 2-phonon states are
populated exclusively from the 1-phonon 5− state.
The central part of our nonlocal potentials allows unnatural parity transitions, but its
contribution is negligible compared to that of the 2-body spin orbit and tensor terms. In
our calculation, we only considered states with natural parity because MINOLOP had been
validated - at the time of the calculation - only for the central term. For excitation energies
up to 30 MeV, this still corresponds to more than 16,000 2-phonon states in 90Zr. This huge
number has a dramatic impact on the computation time: the results presented on figure
6.6 took approximately 8 minutes of computation time (including the calculation of 1-body
transition densities for the 2-phonon state, the calculation by MINOLOP of all the potentials
in equation (6.2.4) and the calculation of observables by ECANOL). The higher the spin of
the 2-phonon state, the longer the calculation takes because it involves more couplings. We
made calculations similar to that presented on figure 6.6 for all 1 and 2-phonon states up to
14 MeV of excitation energy and computed the integrated cross section for each 2-phonon
state. We then discriminated the results in terms of the spin of the 2-phonon states to see
how much they contribute to the total cross section coming from 2-phonon excitations. This
work is summarized on figure 6.7:
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Figure 6.7: Contribution of 2-phonon states (discriminated in terms of their spin) to the total
inelastic cross section to 2-phonons up to E∗=14 MeV. The red bars correspond
to the total cross section of 2-phonon states with a given spin, and the blue curve
is the cumulative sum of their contributions.
We can see that excitations with a spin higher than 8~ contribute for less than 0.5% and,
on the other hand, they require much more computation time than states with a smaller
spin. Therefore, we chose not to consider 2-phonon excitations with a spin higher than 8~
in our calculation which reduced the number of states to consider by approximately 12 %.
6.3.3 Results for 2-phonon states
The calculation we have done can be summarized with the following features:
 We consider a neutron induced reaction on 90Zr. The projectile’s kinetic energy is 80
MeV.
 All 1-phonon and 2-phonon states of natural parity with excitation energy under 20
MeV are included. 2-phonon states with a spin higher than 8 ~ are neglected. This
represents 205 1-phonon states and about 3,000 2-phonon states.
 Only the central term of the Melbourne G matrix is used to compute potentials.
 The structure of 90Zr is described with the RPA implemented with the Gogny force in
its D1S parameterization.
 Approximations A-0 to A-3 are used in this calculation.
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The angular distributions for low excitation energies (6, 9 and 12 MeV) and particle emission
spectra are gathered on figures 6.8 and 6.9. On figure 6.8, we see that for emission angles
lower than 60° the contribution of 2-phonon excitations is negligible compared to that of
1-phonon states. Between 60° and about 120°, the 1-phonon contribution is still larger than
the 2-phonon contribution, but it is becoming important to consider 2-phonon excitations.
Above 120° the 2-phonon contribution is the most important one. It is interesting to see
with this plot that even for low excitation energies the contribution of 2-phonon states is
important and even necessary at backward angles.
 1e-10
 1e-08
 1e-06
 0.0001
 0.01
 1
 0  20  40  60  80  100  120  140  160  180
dσ
/d
Ω
/d
E
 (
m
b/
sr
/M
eV
)
θc.m. (deg)
Angular distributions for (n,n’) on 90Zr
E*=6 MeV
E*=9 MeV
E*=12 MeV
x10-3
x10-6
1-phonon
2-phonon
Figure 6.8: Double differential cross section as a function of the angle of emission for a (n,n’)
reaction with an incident energy of 80 MeV on 90Zr. The black curves are the
contribution from 2-phonon states up to 20 MeV of excitation energy, the red
curves are the contributions from 1-phonon states up to 20 MeV of excitation
energy. Results are displayed for the three outgoing energies Eout = 74, 71, 68
MeV, which correspond to excitation energies of 6, 9 and 12 MeV.
Similarly, the energy spectrum plotted on figure 6.9 shows that at low emission angle
(<90°) the 2-phonon contribution is negligible, while at medium and high emission angles
their contribution is important and even dominant for angles above 120°. As the excitation
energy increases, the difference between the number of 1-phonon states and 2-phonon states
becomes larger and larger (see figure 6.4), so the trends we observe for excitations energies
below 15 MeV are likely to be even more pronounced at higher excitations energies. The
lacking contributions at emission energies below 105 MeV that we observe on figure 6.1 may
well come from 2-phonon excitations, according to this.
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Figure 6.9: Double differential cross section as a function of the emission energy for a (n,n’)
reaction with an incident energy of 80 MeV on 90Zr. The black curves are the
contribution from 2-phonon states up to 20 MeV of excitation energy, the red
curves are the contributions from 1-phonon states up to 20 MeV of excitation
energy. We display results for emission angles θ = 15, 90, 130° in the center of
mass frame.
In order to establish the impact of using the RPA theory in MSD calculations, we
compare in the next section these results to a calculation implying uncorrelated 1p1h and
2p2h excitations. Then, one drawback of the present RPA approach that could artificially
increase the 2-step cross section, the QBA, is discussed.
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6.4 Contribution of uncorrelated 2p2h states to the
preequilibrium emission
In this section, we derive formulae for reduced matrix elements of 1-body coupling
densities between the HF ground state and a 1p1h excited state, and between the 1p1h
state and an uncorrelated 2p2h state. Then, we compare (like in the case of calculations
with RPA states) the number of 1p1h and 2p2h states up to 30 MeV of excitation energy,
and then we describe some approximations we use for preequilibrium calculations and show
their validity through an example. Finally, we present our results for preequilibrium emission
cross section and compare them to those displayed on figures 6.8 and 6.9.
6.4.1 Derivation of reduced matrix elements for 1-body densities
Let |N ∈ JNMNΠN〉 be an uncorrelated 1p1h excitation built on the HF ground state.
By analogy to formulae (4.4.7) and (4.4.10), we can write this state as:
|N〉 =
[
a†p ⊗ ah̃
]JN
MN
|HF〉 (6.4.1)
The transition density’s reduced matrix elements coupling the HF ground state to this excited
state is:
ρHF→N,Jαβ =
〈N |
[
a†α ⊗ aβ̃
]J
M
|HF〉
〈00JM |JNMN〉 ĴN
−1 = ĴN〈N |
[
a†α ⊗ aβ̃
]JN
MN
|HF〉 (6.4.2)
Expanding the two tensor products of this density generates a pair of Clebsch-Gordan
coefficients and a contraction of creation and annihilation operators between two HF states.
The evaluation of these terms is straightforward and leads to the result:
ρHF→N,Jαβ = ĴNδαpδβhδJNJ (6.4.3)
Our purpose here is to derive a formula for the transition density’s reduced matrix elements
of equation (4.1.6) in the particular case when |N1〉 is an uncorrelated 1p1h excited state
and |N3〉 is an uncorrelated 2p2h excited state. We define uncorrelated 1p1h excited states
by:
|N1〉 =
[
a†p1 ⊗ ah̃1
]J1
M1
|HF〉 =
∑
mp1
mh1
(−)jh1−mh1 〈jp1mp1jh1 −mh1|J1M1〉 a†p1ah1|HF〉 (6.4.4)
In order to construct an uncorrelated 2p2h state, we consider another 1p1h state:
|N2〉 =
[
a†p2 ⊗ ah̃2
]J2
M2
|HF〉 (6.4.5)
and from this, the uncorrelated 2p2h state reads:
|N3〉=|N2⊗N1〉=N
[[
a†p2 ⊗ ah̃2
]J2
⊗
[
a†p1 ⊗ ah̃1
]J1]J3
M3
|HF〉
=N
∑
mp1mh1
mp2mh2
M1M2
(−)jh1+jh2−mh1−mh2 〈jp1mp1jh1−mh1 |J1M1〉 〈jp2mp2jh2−mh2|J2M2〉
〈J2M2J1M1|J3M3〉 a†p2ah2a
†
p1
ah1 |HF〉
(6.4.6)
where N is a normalization factor. A difference can be made between the case when p1 6= p2
and h1 6= h2, and other cases.
98
CHAPTER 6. APPLICATIONS
6.4.1.1 Case when p1 6= p2 and h1 6= h2
When the particle states are different as well as the hole states, the calculation of the
normalization factor reads:
〈N3|N3〉=|N |2
∑
allmi
(−)2jh1+2jh2−mh1−mh2−m
′
h1
−m′h2
〈
jp1m
′
p1
jh1−m′h1|J1M
′
1
〉〈
jp2m
′
p2
jh2−m′h2|J2M
′
2
〉
〈J2M ′2J1M ′1|J3M3〉 〈jp1mp1jh1−mh1|J1M1〉 〈jp2mp2jh2−mh2|J2M2〉
〈J2M2J1M1|J3M3〉 〈HF|a†h′1ap′1a
†
h′2
ap′2a
†
p2
ah2a
†
p1
ah1|HF〉
By using the Wick theorem, we can expand the contraction of creation and annihilation
operators as:
〈HF|a†h′1ap′1a
†
h′2
ap′2a
†
p2
ah2a
†
p1
ah1|HF〉=〈HF|a
†
h′1
ah2|HF〉〈HF|ap′1a
†
p2
|HF〉〈HF|a†h′2ah1|HF〉
〈HF|ap′2a
†
p1
|HF〉
− 〈HF|a†h′1ah2|HF〉〈HF|ap′1a
†
p1
|HF〉〈HF|a†h′2ah1|HF〉
〈HF|ap′2a
†
p2
|HF〉
− 〈HF|a†h′1ah1|HF〉〈HF|ap′1a
†
p2
|HF〉〈HF|a†h′2ah2|HF〉
〈HF|ap′2a
†
p1
|HF〉
+ 〈HF|a†h′1ah1|HF〉〈HF|ap′1a
†
p1
|HF〉〈HF|a†h′2ah2|HF〉
〈HF|ap′2a
†
p2
|HF〉
and by using the properties of HF single particle states we can reduce this formula to:
〈HF|a†h′1ap′1a
†
h′2
ap′2a
†
p2
ah2a
†
p1
ah1|HF〉 = δh′1h1δp′1p1δh′2h2δp′2p2 (6.4.7)
We insert this result in the normalization factor’s formula:
1=〈N3|N3〉=|N |2
∑
allmi
(−)2jh1+2jh2−2mh1−2mh2 〈jp1mp1jh1−mh1|J1M ′1〉 〈jp2mp2jh2−mh2|J2M ′2〉
〈J2M ′2J1M ′1|J3M3〉 〈jp1mp1jh1−mh1 |J1M1〉 〈jp2mp2jh2−mh2|J2M2〉
〈J2M2J1M1|J3M3〉 δh′1h1δp′1p1δh′2h2δp′2p2
=|N |2
∑
allmi
〈jp1mp1jh1−mh1|J1M1〉
2 〈jp2mp2jh2−mh2|J2M2〉
2
〈J2M2J1M1|J3M3〉2 δM ′1M1δM ′2M2
=|N |2
where we used (A.0.10) the closure relation of Wigner 3J coefficients associated to Clebsch-
Gordan coefficients. So the normalization factor is eiθ, θ ∈ R, and we choose the N = 1
value. Now, we can calculate the reduced matrix elements of transition density from an
uncorrelated 1p1h state to a similar 2p2h state in the particular case where p1 6= p2 and
h1 6= h2. In the following derivation, the initial 1p1h state on which we construct the 2p2h
state will be labeled with an i to make it easily distinguished. Using equations (6.4.4) to
(6.4.7), we write the reduced matrix elements of the 1-body coupling density as:
ρNi→N3,Jαβ =
∑
allmi
(−)jh1+jhi+jh2+jβ−mh1−mhi−mh2−mβ 〈jp1mp1jh1 −mh1|J1M1〉
〈jp2mp2jh2 −mh2|J2M2〉 〈J2M2J1M1|J3M3〉 〈jpimpijhi −mhi |JiMi〉
〈jαmαjβ −mβ|JM〉
〈JiMiJM |J3M3〉 Ĵ3
−1 〈HF|a
†
h1
ap1a
†
h2
ap2a
†
αaβa
†
pi
ahi |HF〉
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ρNi→N3,Jαβ =
∑
allmi
(−)jh1+jhi+jh2+jβ−mh1−mhi−mh2−mβ
〈HF|a†h1ap1a
†
h2
ap2a
†
αaβa
†
pi
ahi |HF〉
〈JiMiJM |J3M3〉 Ĵ3
−1
(−)jp1−jh1+M1+jp2−jh2+M2+J2−J1+M3+jpi−jhi+Mi+jα−jβ+M
Ĵ1ĴiĴ2Ĵ3Ĵ
(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp2 jh2 J2
mp2 −mh2 −M2
)
(
J2 J1 J3
M2 M1 −M3
)(
jpi jhi Ji
mpi −mhi −Mi
)(
jα jβ J
mα −mβ −M
)
So we have, after gathering the phases:
ρNi→N3,Jαβ =
∑
allmi
(−)jp1+jpi+jp2+jα+J2−J1+M1+Mi+M2+M3+M−mh1−mhi−mh2−mβ Ĵ1ĴiĴ2Ĵ3Ĵ(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp2 jh2 J2
mp2 −mh2 −M2
)(
J2 J1 J3
M2 M1 −M3
)
(
jpi jhi Ji
mpi −mhi −Mi
)(
jα jβ J
mα −mβ −M
)
〈HF|a†h1ap1a
†
h2
ap2a
†
αaβa
†
pi
ahi |HF〉
〈JiMiJM |J3M3〉 Ĵ3
−1
(6.4.8)
Now, we need to calculate the contraction of creation and annihilation operators on the HF
ground state. Using the anti-commutation relations of equation (4.4.2), we can show that:
〈HF|a†h1ap1a
†
h2
ap2a
†
αaβa
†
pi
ahi |HF〉 = δp2αδh2βδp1piδh1hi − δp2αδh2hiδh1βδp1pi−
δp2piδp1αδh1hiδh2β + δp2piδh2hiδp1αδh1β
= ρ1 − ρ2 − ρ3 + ρ4
(6.4.9)
Four terms appear in this sum, and each of them corresponds to a given starting state: ρ1
represents the situation in which the initial state is |N1〉 and the particle-hole pair embodied
by |N2〉 is built upon |N1〉. ρ4 is the inverse situation: the initial state is |N2〉 and the pair
|N1〉 is built upon it. ρ2 and ρ3 are cases in which the initial state is a combination of the
hole state of |N2〉 (resp. |N1〉) and the particle state of |N1〉 (resp. |N2〉). We give the
derivation of ρNi→N3,Jαβ in appendix E for each term, and write the results here:
ρ1 →ρN1→N3,Jp2h2 = (−)
J1−J2+J3 Ĵ3δJJ2
ρ2 →ρNi→N3,Jp1h2 = (−)
J2−Ji+jp1+2jh1+jp2 Ĵ1ĴiĴ2Ĵ3Ĵ

Ji J J3
jh2 jp2 J2
jp1 jh1 J1

ρ3 →ρNi→N3,Jp2h1 = (−)
J−J3(−)J2+jp1+2jh1+jp2 Ĵ1ĴiĴ2Ĵ3Ĵ

J Ji J3
jh2 jp2 J2
jp1 jh1 J1

ρ4 →ρN2→N3,Jp1h1 = Ĵ3δJJ1
(6.4.10)
6.4.1.2 Other cases
When the two particles (or the two holes, or the two particles and the two holes) have
the same quantum numbers (except the projection of their total angular momentum mp), we
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can use another coupling scheme for the final state that will help us simplify the formulae
we want to derive. This choice of a new coupling scheme is motivated by the derivations
done by Kawano et al. [113] and by Boeker [115]. Instead of coupling pairs of particle-hole,
we recouple the particles (resp. the holes) together:
|N3〉 = N
[[
ap1 ⊗ ap2
]Jp
Mp
⊗
[
a†h1 ⊗ a
†
h2
]Jh
Mh
]J3
M3
|HF〉 (6.4.11)
The states built with this coupling scheme are orthogonal to those used in the previous
subsection for p1 6= p2 and h1 6= h2. The evaluation of the normalization factor N can be
done exactly like in the previous case, by first uncoupling the states:
1=〈N3|N3〉=|N |2
∑
(−)2jh1+2jh2−mh1−mh2−m
′
h1
−m′h2
〈
jp2m
′
p2
jp1−m′p1|JpM
′
p
〉〈
jh2m
′
h2
jh1−m′h1|JhM
′
h
〉〈
JhM
′
hJpM
′
p|J3M3
〉
〈jp1mp1jp2−mp2|JpMp〉 〈jh1mh1jh2−mh2|JhMh〉
〈JhMhJpMp|J3M3〉 〈HF|a†h′2a
†
h′1
ap′2ap′1a
†
p1
a†p2ah1ah2|HF〉
(6.4.12)
and then using the Wick theorem:
〈HF|a†h′2a
†
h′1
ap′2ap′1a
†
p1
a†p2ah1ah2|HF〉 = δh′2h2δh′1h1δp′2p2δp′1p1 − δh′2h1δh′1h2δp′2p2δp′1p1
− δh′2h2δh′1h1δp′2p1δp′1p2 + δh′2h1δh′1h2δp′2p1δp′1p2
= ρ1 − ρ2 − ρ3 + ρ4
(6.4.13)
We consider here three cases:
 p1 = p2 and h1 = h2
 p1 = p2 and h1 6= h2
 p1 6= p2 and h1 = h2
In the case of p1 6= p2 and h1 = h2, only two terms ρ1 and ρ2 subsist in (6.4.13). When we
calculate the norm in this case, the following factor appears:
〈jh1mh1jh1 −mh2|JhMh〉 − 〈jh1mh2jh1 −mh1|JhMh〉
and with the property (A.0.2) of Clebsch-Gordan coefficients, we can rewrite this factor as:
〈jh1mh1jh1 −mh2|JhMh〉 (1− (−)2jh1+Jh)
Then, the sums over projections of angular momenta reduces thanks to (A.0.10) and (A.0.11)
and we finally get:
|N |2 = 1 + (−)Jh
The demonstration is similar for the two other cases, and finally the normalized state reads:
|N3〉 =
√
(1 + (−)Jpδp1p2)(1 + (−)Jhδh1h2)
(1 + δp1p2)(1 + δh1h2)
[[
a†p1 ⊗ a
†
p2
]Jp ⊗ [ah̃1 ⊗ ah̃2]Jh]J3
M3
|HF〉 (6.4.14)
The derivation of the reduced matrix elements for the transition density from the initial
state |N1〉 defined in equation (6.4.4) to |N3〉 in the new coupling scheme can be done by
using the same derivation method that we used previously. But there is another method,
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which we describe here in the case when the initial state is |N1〉. We need to calculate (we
omit the normalization factor for now):
ρN1→N3,Jp2h2 =
Ĵ3
〈J1M1JM|J3M3〉
〈
HF
∣∣[[a†p1⊗a†p2]Jp⊗[ah̃1⊗ah̃2]Jh]J3
M3
[
a†p2⊗ah̃2
]J
M
[
a†p1⊗ah̃1
]J1
M1
∣∣HF〉
(6.4.15)
Instead of uncoupling all the terms, we can recouple J1 and J to J3 which yields:
ρN1→N3,Jp2h2 =Ĵ3(−)
J1+J−J3〈
HF
∣∣ [[a†p1⊗ a†p2]Jp⊗[ah̃1⊗ ah̃2]Jh]J3
M3
[[
a†p2⊗ ah̃2
]J⊗[a†p1⊗ ah̃1]J1]J3
M3
|HF
〉
(6.4.16)
and then we can use the definition of the Wigner 9J symbols:[[
a†p2⊗ ah̃2
]J⊗[a†p1⊗ ah̃1]J1]J3
M3
∣∣HF〉 = ∑
JpJh
Ĵ1Ĵ ĴpĴh

jp2 jh2 J
jp1 jh1 J1
Jp Jh J3
[[
a†p2⊗ a
†
p1
]Jp⊗[ah̃2⊗ ah̃1]Jh]J3
M3
∣∣HF〉
(6.4.17)
in order to correspond to the bra of equation (6.4.16), we must exchange the position of p1
with that of p2 and the position of h1 with that of h2. This introduces two phases. Finally,
when we insert this result in equation (6.4.16), we can simplify the global phase by inverting
the positions of the two first rows in the Wigner 9J coefficient:
ρN1→N3,Jp2h2 = Ĵ3Ĵ1Ĵ ĴpĴh

jp1 jh1 J1
jp2 jh2 J
Jp Jh J3
 (6.4.18)
The derivation is similar when for another initial state is |Ni〉 and the result differs simply
by a phase (−)Ji+J−J3 . The last step is to take into account the normalization factor, so we
write the result in each case:
p1 =p2, h1 =h2 → ρN1→N3,Jp1h1 =(1+ (−)
Jp)(1+ (−)Jh)Ĵ1Ĵ Ĵ3ĴpĴh

jp1 jh1 J1
jp1 jh1 J
Jp Jh J3
 (6.4.19)
p1 =p2, h1 6=h2 → ρN1→N3,Jp1h1 =(1 +(−)
Jp)Ĵ1Ĵ Ĵ3ĴpĴh

jp1 jh1 J1
jp1 jh2 J
Jp Jh J3

ρNi→N3,Jp1h2 =(1 +(−)
Jp)(−)Ji+J−J3 ĴiĴ Ĵ3ĴpĴh

jp1 jh1 Ji
jp1 jh2 J
Jp Jh J3

(6.4.20)
p1 6=p2, h1 = h2 → ρN1→N3,Jp1h1 =(1+ (−)
Jh)Ĵ1Ĵ Ĵ3ĴpĴh

jp1 jh1 J1
jp2 jh1 J
Jp Jh J3

ρNi→N3,Jp2h1 =(1+ (−)
Jp)(−)Ji+J−J3 ĴiĴ Ĵ3ĴpĴh

jp1 jh1 Ji
jp2 jh2 J
Jp Jh J3

(6.4.21)
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6.4.2 Counting of 2p2h states
We enumerated in 90Zr all 1p1h and 2p2h states with natural parity up to 30 MeV of
excitation energy, and we plotted the result on figure 6.10. This plot is to be compared
to figure 6.4, which displays the same counting but for 1 and 2-phonon states. The same
kind of differences between the number of 1p1h and 2p2h states, and between the number of
1-phonon and 2-phonon states is observed. We notice here that for excitation energies below
10 MeV, the number of collective states (phonons) is larger than the number of particle-hole
states.
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Figure 6.10: Comparison between the number of 1p1h and 2p2h states in 90Zr for excitation
energies below 30 MeV. The red bars correspond to the counting of all 1p1h
states and the black bars are for the counting of all 2p2h states, in both cases
for an energy bin of 0.5 MeV.
We investigated the effect of approximation A-3 in the case of particle-hole excitations.
The calculation is done in the same spirit as that of Kawano et al. [113]. 1p1h states are
defined by the set of quantum numbers {np, jp, lp, nh, jh, lh, J}, while 2p2h states are defined
by {np1 , jp1 , lp1 , nh1 , jh1 , lh1 , J1, np2 , jp2 , lp2 , nh2 , jh2 , lh2 , J2, J3} . It is to be noticed that states
with various {J1, J2, J3} numbers can have the same excitation energy but still need to be
considered as different states, because the residual interaction beyond the mean-field level
shall lift the degeneracy. So, we took a pair 1p1h coupled to 3−, another pair coupled to 5−
and we formed the 2p2h states with spin and parity 2+, 4+, 6+ and 8+. Given the result
of equation (6.4.9), we need to consider (using equations (6.4.19) to (6.4.21)) all initial and
intermediate states that can be formed by the four possible orderings of the particles and
holes. In the present calculation, the initial states we have to consider are (keeping only
states with natural parity):
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
[
a†p1 ⊗ ah̃1
]3−
,
[
a†p2 ⊗ ah̃2
]5−

[
a†p1 ⊗ ah̃2
]1−
,
[
a†p1 ⊗ ah̃2
]3−
,
[
a†p2 ⊗ ah̃1
]3−
We made a coherent calculation (without A-3) and compared it to the sum of incoherent
calculations (with A-3). The result is displayed on figure 6.11 for the 2+ (other cases show the
same tendencies so we do not show them). We see that the angular distribution obtained
with the incoherent sum is close to the prediction done with a coherent calculation, the
situation is similar to the case displayed on figure 6.3 for collective states. This means that
we can use approximation A-3 with confidence in the present case too.
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Figure 6.11: Comparison between the angular distribution obtained in a coherent calculation,
and the sum of contributions coming from incoherent calculations. The red curve
is for the incoherent sum, and the black curve for the coherent calculation.
Therefore, we made a calculation of the preequilibrium emission cross section in 90Zr
for an incident neutron with 80 MeV of kinetic energy. In this calculation, we considered
the contribution of all 2p2h states with an excitation energy below 16 MeV, with natural
parity and with a total spin J ≤ 8~ (to be consistent with the calculation done in the case
of 2-phonon states). We used approximations A-0 to A-3, and only the central part of the
Melbourne G matrix.
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6.5 Comparison between the contributions of
2-phonon and 2p2h states
On figure 6.12, we display the angular distribution computed when considering collective
states and when considering uncorrelated 2p2h states, for several bins in excitation energy.
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Figure 6.12: Comparison between the angular distribution obtained in a coherent calculation
for 1 (red curves) and 2-phonon states (blue curves), and the sum of
contributions coming from incoherent calculations of uncorrelated 2p2h (black
curves) states. Each panel displays the angular distribution for preequilibrium
emission due to states in a given energy bin. The upper left panel is for states
with excitation energy between 0 and 4 MeV, the upper right for excitation
energies between 4 and 8 MeV, the bottom left for excitation energies between
8 and 12 MeV, and the bottom right for excitation energies between 12 and 16
MeV.
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Between 0 and 4 MeV of excitation energy, our calculation in 90Zr (with the Gogny
force D1S) yields no 2p2h state, but several 1 and 2-phonon states. Therefore, there is
no contribution to the preequilibrium cross section coming from 2p2h states in this energy
interval, but such is not the case for collective states. We observe that at backward angles,
the contribution coming from 2-phonon states is larger than the contribution of 1-phonon
states, which is consistent with the results diplayed on figure 6.9.
Between 4 and 8 MeV of excitation energy, some 2p2h states are predicted but the number
of 2-phonon states is still much larger, and consequently the angular distribution predicted
when considering collective states is much larger. However, we notice an interesting feature:
the difference between the cross section obtained with 2-phonon states and 2p2h states is
larger at forward emission angles, and is almost constant for emission angles above 90°.
At backward angles, both 2p2h and 2-phonon calculations yield a larger cross section than
1-phonon states.
Between 8 and 12 MeV of excitation energy, the number of 2p2h states is about 4 times
larger than the number of 2-phonon states, but we still see that the 2-phonon contribution
is larger than that of the 2p2h at forward angles. On the other hand, at backward angles,
the two contributions are very close, and are quite larger than 1-phonon contributions.
Between 12 and 16 MeV of excitation energy, the numbers of 2p2h states and 2-phonon
states are approximately comparable. The angular distribution predicted by each calculation
presents similar discrepancies as those observed at lower excitation energies : at forward
angles the 2-phonon calculation yields a larger cross section, and at backward angles this
difference becomes smaller.
On figure 6.13, we display the angular distribution due to 1-phonon states, 2-phonon
states and 2p2h states for all excitation energies between 0 and 16 MeV. The same trends are
observed: at forward angles, the 1-phonon is clearly dominent, the 2-phonon contribution is
larger than that of the 2p2h. As the emission angle increases, the contributions of 2-phonon
states and 2p2h states gets closer and closer, and both become larger than the 1-phonon
contribution for emission angles above 120°.
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Figure 6.13: Comparison between the angular distribution obtained in a coherent calculation
for 1 (red curves) and 2-phonon states (blue curves), and the sum of
contributions coming from incoherent calculations of uncorrelated 2p2h (black
curves) states. The excitation energies considered in this calculation range from
0 to 16 MeV.
At forward angles, the contributions to the cross section that come from states with low
excitation energy and spin are dominant. We noticed in the counting of 2-phonon and 2p2h
states that for low excitation energy there were more 2-phonon states, which is one source
for the difference observed at forward angles. Another source is the impact of collectivity in
a 2-step process. The last source we mention comes from using the QBA that we discuss in
the next paragraph.
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6.5.1 Violation of the Pauli exclusion principle due to the QBA
In section 4.5 we gave a microscopic description of a nucleus both at the mean field level
(HF) and beyond (RPA). In our description of the RPA theory, we introduced the amplitudes
XNph and Y
N
ph . We can write for these amplitudes (using their definition and (4.4.7)):
XNph = 〈ψN |a†pah|ψ0̃〉 = 〈ψ0̃|ΘNa
†
pah|ψ0̃〉 = 〈ψ0̃|
[
ΘN , a
†
pah
]
|ψ0̃〉
Y Nph = 〈ψN |a
†
hap|ψ0̃〉 = 〈ψ0̃|ΘNa
†
hap|ψ0̃〉 = 〈ψ0̃|
[
ΘN , a
†
pah
]
|ψ0̃〉
(6.5.1)
The calculation of these elements leads, using (4.4.8), to the evaluation of commutators of
the form: [
a†hap, a
†
p′ah′
]
= δhh′δpp′ − δpp′ah′a†h − δhh′apa
†
p′ (6.5.2)
The quasi-boson approximation assumes that the correlated ground state of the nucleus |ψ0̃〉
is very close to the HF ground state |ψHF 〉, which leads for these commutators to:
〈ψ0̃|
[
a†hap, a
†
p′ah′
]
|ψ0̃〉 ≈ 〈ψHF |
[
a†hap, a
†
p′ah′
]
|ψHF 〉 = δhh′δpp′ (6.5.3)
Equation (6.5.3) violates the Pauli exclusion principle because terms coming from the com-
mutator are neglected. Realistic calculations made with the RPA implemented with the
Gogny D1S force [23, 43, 44, 64, 79] proved that this approximation holds in the case of
1-phonon states. However, we don’t know the quality of this approximation in the case of
2-phonon states. The calculation we have done doesn’t allow us to distinguish between the
effects coming from the collectivity and from those that are due to the QBA. Therefore, it
would be interesting to lift the QBA in the future.
One possible way would be to calculate the reduced matrix elements of the 1-body density
provided in equation (4.4.33), but without relying on the QBA which means using the
exact commutators given in equation (6.5.2). Another method would be to use nuclear
structure information obtained with the second RPA, that mixes coherently ph, hp, phhp,
phph and hphp components without using the QBA [116, 117]. However, a very large number
of states for 1-step and 2-step processes will have to be considered which may render a
practical calculation very heavy, so an initial study of randomness effects of components
and cancellation through energy averaging should be considered first. We have shown with
our approach that a first calculation for a large number of states was possible, so an exact
calculation (with all the terms of the Melbourne G matrix) with and without considering
randomness is feasible and can yield good insight on its effects. This would help in devising
a relevant set of approximations for a complete MSD calculation at second (and then higher)
order.
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Conclusion
Through this Ph.D. work, we have derived within a unique, consistent framework the
coupled equations for the study of nucleon-nucleus elastic and inelastic scattering, and
associated formulae for the computation of microscopic, nonlocal potentials using the nuclear
matter approach. Basing ourselves on these equations and the HYDRA code provided to
us by Arellano, we wrote two codes: the ECANOL program that solves CC equations using
nonlocal potentials as input, and the MINOLOP code that computes microscopic nonlocal
potentials within the nuclear matter framework. We made a first application using these
new tools to improve the microscopic modeling of preequilibrium emissions by considering
2-step processes.
Within the nuclear matter approach, we use the Melbourne G matrix as effective NN
interaction. We fold it to nuclear structure inputs under the form of 1-body densities obtained
with the RPA implemented with the Gogny D1S force and single particle wave functions on
a large basis computed with the D1S force as well. We thus obtain microscopic, parameter
free, nonlocal potentials to study both elastic and inelastic scattering of an nucleon on a
target nucleus.
We have derived all our equations in a unique angular momentum coupling scheme,
starting from the time independent Schrödinger equation, to formulae for coupling potentials.
Each obtained formula can be included in a computation code straightforwardly. Especially,
we remained very general in our derivations for the nucleon-nucleus scattering problem, and
also for coupling potentials. Consequently, the formulae we give hold for any local, finite
range 2-body NN interaction with central, spin-orbit and tensor terms ; the one part that is
specific in our study and that may require to be changed (depending on the NN interaction
of choice) would be the radial form factors which are Yukawas in our case, and which are
not difficult to change in our code. Again, we tried to derive and give the geometric matrix
elements for each component of the Melbourne G matrix in a way that is as easy to code as
possible.
Using this feature, we have written the MINOLOP code. We have presented how the
inputs required by the code should be given and how we have validated central potentials
computed with MINOLOP by comparing its calculation of the optical potential, the direct
part of transition potentials and scattering observables to the same quantities computed by
the ECIS-06 and the DWBA98 codes.
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Similarly, we wrote the ECANOL code for the resolution of CC equations using nonlocal
potentials as input and treating the nonlocality explicitly, without any localization procedure.
This code can compute total, elastic and reaction cross sections, the angular distribution and
the transferred momentum for nucleon-nucleus scattering reactions. Extending the code so
as to calculate spin observables can be done easily by using the S matrix of equation (2.5.16).
Using an example, we presented how ECANOL solves the scattering problem using a method
- based on linear algebra - developed by Arellano, and extended by our means. We show our
validation process first for elastic scattering by comparison to the DWBA98 code. Then, we
briefly derived formulae for macroscopic potentials that we used to validate ECANOL by
comparison to ECIS-06 ; we used the vibrational model to obtain transition potentials. We
show that the agreement between ECANOL and ECIS-06 is satisfactory. We also studied
the convergence of both codes as a function of the cutoff radius and of the mesh step size.
We found that using a cutoff radius that is much bigger (at least by a factor 2) than the
radius of the target nucleus is necessary to obtain a good convergence. We found that for
ECIS-06 as well as for ECANOL, a reasonable step size that ensures a good convergence
and that is not too costly in computational time is h = 0.2fm. Finally, we presented our
validation of both ECANOL and MINOLOP for nonlocal potentials in the case of inelastic
scattering.
We used our new tools ECANOL and MINOLOP to study the microscopic modeling
of preequilibrium emissions. In the multistep direct process, we studied the inclusion of
2-step processes by considering 2-phonon states with natural parity obtained with the RPA
from 1-phonon states (also obtained with the RPA and of natural parity), and we made
another calculation of the 2-step processes by considering uncorrelated 2p2h excitations.
Our results show the combined effects of the collectivity and of the QBA on the prediction
of preequilibrium emission observables. Their impact is strong at forward angles, but almost
negligible at backward angles. We propose ways to refine our calculation by removing the
QBA, and explain the strength of our approach based on tools we developed during this
thesis. One possible extension of these tools for preequilibrium calculations would be, rather
than solving the whole linear system, to uncouple the system by first calculating the wave
function in the elastic channel, use it as a source term for states associated to 1-step processes
(1-phonon or 1p1h states), then by calculating the wave function for these same states and
use the solutions as source terms for states associated to 2-step processes. This simplification
is equivalent to an explicit calculation of the second order term in the Born expansion of
the transition amplitude, and is closely related to the approach adopted by Kawano et al.
[113]. The calculation we made for this work can be used to validate such an extension of
our codes.
Through this application, we have demonstrated that ECANOL and MINOLOP are
powerful tools to lead microscopic investigations on nucleon-nucleus direct reactions. But
for now, MINOLOP is limited to the central part of a microscopic potential. Therefore,
the implementation and the validation of the spin orbit and tensor terms of the interaction
will have to be done in order to obtain potentials that can be used in studies involving
comparisons to experimental data. Besides, we made our tests only with neutrons as
projectiles, so in order to be able to study proton-nucleus reactions it will be necessary
to add the 2-body Coulomb interaction in the determination of the potentials in MINOLOP.
In principle, the treatment of a Coulomb potential in ECANOL is already validated because
it was directly inherited from HYDRA, the code written and used by Arellano [62]. But it
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was done with local, point-like Coulomb potentials so it will be necessary to validate this
part too in ECANOL.
For the cases we have studied here, the time consumption of our codes presented at the
end of chapter 5 was not too strongly limiting. But they can still be optimized and especially,
they can be parallelized. We have designed MINOLOP and ECANOL in such a way that
it should be straightforward to parallelize them and put them on modern supercomputers,
which would open the way to very large scale studies. Moreover, the use of Lagrange mesh
- which can considerably reduce the number of points required in the radial mesh - could be
another very interesting improvement for the computation cost and, now that there exists a
CC code for nonlocal potentials that uses the Lagrange mesh [58], we would have a reference
for validations.
One particular application of interest would be the study in a fully microscopic framework
of the rotational band of 238U. In 2015, Dupuis et al. studied in a semi-microscopic framework
the scattering of nucleons off 238U [26]. Using the Jeukenne Lejeune Mahaux (JLM) folding
model, and nuclear densities obtained with the Hartree-Fock-Bogoliubov and the Quasi
particle Random Phase Approximation (QRPA) implemented with the Gogny D1S force,
they studied and successfully described (n,n) and (n,n’) reactions on 238U for incident energies
below 30 MeV. But some effects, including the nonlocality, were only partly taken into
account because the potential they used were local. With the tools we have developed (once
completed), it would be possible to study the same kind of reactions for incident energies
above 40 MeV. One state of an axially deformed target nucleus can be taken as (in the
intrinsic frame of the nucleus):
|αKΠ〉 (7.0.1)
with α internal variables of the state, K the projection of the state’s spin on the symmetry
axis and Π its parity. In the particular case of 238U, because it is an even-even nucleus, its
ground state in the intrinsic frame can be shown to be |α0+〉. We can build states in the lab
frame by using the relation:
|αJMKΠ = 0+〉 =
√
2J + 1
8π2
∫
DJ∗M0(Ω)R(Ω)|α0+〉dΩ (7.0.2)
with DJ∗M0 the Wigner rotation matrix elements and R(Ω) the rotation operator. From the
|α0+〉 ground state in the intrinsic frame, the rotational band made of JΠ = 0+, 2+, 4+... is
constructed. To study this band, we need to solve the system of coupled equations that links
these states together. In particular, we need to compute the coupling potentials that appear
in these equations. To do this in practice with our new tools, we will need to calculate terms
that read:
〈JfMf0+|V̂eff |JiMi0+〉 (7.0.3)
Using (7.0.2), we can expand (7.0.3) and reach a form suitable for practical calculations
with MINOLOP, if we choose to use the Melbourne G matrix as effective interaction and the
results of QRPA calculations for 1-body densities done for example in Bruyères-le-Châtel
[118, 119]. We could even consider cases in which we would study the coupling between the
states of the rotational band formed by the ground state |α0+〉 of 238U, and the states in
the band formed by an excited state in the intrinsic frame |αKΠ〉. For such states, equation
(7.0.2) is modified to (for K > 0):
|αJMKΠ〉 =
√
2J + 1
16π2
∫
DJ∗MK(Ω)R(Ω)|αKΠ〉dΩ + (−)J+KDJ∗M−K(Ω)R(Ω)|αKΠ〉 (7.0.4)
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with |αKΠ〉 the rotated state with negative spin projection on the quantization axis. For
excited states with K = 0, the definition (7.0.2) still holds. Making such a study would
constitue another step forward towards a fully microscopic study of nucleon direct elastic
and direct inelastic scattering on 238U and could help in a better modeling of these reactions
which are, up to this day, not well enough described for applications like light water reactors
[120, 121]. Some extension to our code MINOLOP would have to be done in order to generate
potentials for such calculations, but ECANOL is ready for this kind of studies (provided the
projectile is a neutron).
Another interesting application that can be done with our new codes is the investigation
of nonlocal effects in CC equations. Most studies that use nonlocal potentials are done
within the DWBA framework [23, 57, 63] and nucleon-nucleus direct inelastic scattering has
yet to be studied with nonlocal potentials in the CC framework. In particular, we know the
Perey effect in the case of inelastic scattering within the DWBA framework [24] but little
is known about the effect of using local equivalent potentials in CC calculations. With our
tools, it is possible to describe direct elastic and direct inelastic scattering of a nucleon off
a target nucleus with microscopic nonlocal potentials, and then use macroscopic models to
derive phenomenological potentials, fit their parameters so as to reproduce the scattering
matrix obtained with our local potentials in the CC framework, and finally compare the
solution wave functions computed by each method. The Perey effect was discovered using
such a procedure but in the limit of elastic and inelastic scattering within the DWBA, we
propose to extend the study to CC calculations with MINOLOP and ECANOL.
The nonlocality of potentials that are used in the GOM is difficult to interpret, and studies
comparing the nonlocality of potentials derived with various methods are under way [122].
They show that even in the elastic scattering limit, the nonlocality of potentials obtained
with Chiral interactions, realistic NN free interactions, the nuclear structure method and
the nonlocality of the Perey-Buck are very different but lead to predictions of scattering
observables that are remarkably similar qualitatively and quantitatively. With ECANOL
and MINOLOP, it will be possible to add another computation method for the potentials in
the comparison, and investigate how the difference in the nonlocality impacts the prediction
of inelastic scattering observables.
ECANOL was designed to study nucleon-nucleus scattering within the CC and DWBA
frameworks without any restriction on the target nucleus, but it has been validated and
used mainly with medium to heavy mass nuclei. On the contrary, the code written by
Descouvemont [58] was used with light targets. It would be interesting to compare the
predictions of the two codes, especially since they rely on very different approaches to solve
the CC system.
Recently, lots of efforts have been put in the theoretical description of surrogate reactions
[123, 124]. ECANOL could be extended so as to treat such reactions using the CC framework,
and it could also be used to compare predictions from surrogate models with more classical
ones.
Finally, once ECANOL is optimized enough, it will be possible to add it to nuclear
reaction codes like TALYS [125] and use it for nuclear data evaluation, thus allowing for the
use of nonlocal potentials in the creation and improvement of data libraries.
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Wigner 3J, 6J and 9J symbols,
Clebsch-Gordan coefficients
The Clebsch-Gordan coefficients are a formulation of the addition of two angular momenta
j1 and j2 in terms of a third one J :
|j1j2JM〉 =
∑
m1m2
〈j1m1j2m2|JM〉 |j1m1〉|j2m2〉 (A.0.1)
In which m1 (resp. m2 and M) is the projection of j1 (resp. j2 and J) on the quantization
axis. The Clebsch-Gordan coefficient 〈j1m1j2m2|JM〉 is a real number that vanishes unless
m1 +m2 = M and |j1 − j2| ≤ J ≤ j1 + j2, and it follows the symmetry:
〈j1m1j2m2|JM〉 = (−)j1+j2−J 〈j2m2j1m1|JM〉 (A.0.2)
Special cases for these coefficients are:
〈j1m1j2m2|00〉 =
(−)j1−m1
ĵ1
δj1,j2δm1,−m2 (A.0.3)
〈j1m100|JM〉 = δj1,Jδm1,M (A.0.4)
Wigner 3J symbols are related to Clebsch-Gordan coefficients by:
〈j1m1j2m2|JM〉 = (−)j1−j2+M Ĵ
(
j1 j2 J
m1 m2 −M
)
(A.0.5)
Symmetries of the Wigner 3J coefficients read:(
j1 j2 j3
m1 m2 m3
)
=
(
j2 j3 j1
m2 m3 m1
)
=
(
j3 j1 j2
m3 m1 m2
)
(A.0.6)
The 3J coefficients are multiplied by the phase (−)j1+j2+j3 upon interchange of two adjacent
columns: (
j1 j2 j3
m1 m2 m3
)
= (−)j1+j2+j3
(
j2 j1 j3
m2 m1 m3
)
(A.0.7)
They vanish unless m1 +m2 +m3 = 0 and they also obey the relation:(
j1 j2 j3
m1 m2 m3
)
= (−)j1+j2+j3
(
j1 j2 j3
−m1 −m2 −m3
)
(A.0.8)
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Special value of 3J coefficients associated to equation (A.0.3) is:(
j1 j2 0
m1 m2 0
)
=
(−)j1−m1
ĵ1
δj1,j2δm1,−m2 (A.0.9)
Finally, Wigner 3J coefficients follow the closure relations:∑
m1m2
Ĵ2
(
j1 j2 J
m1 m2 M
)(
j1 j2 J
′
m1 m2 M
′
)
= δJJ ′δMM ′ (A.0.10)
∑
JM
Ĵ2
(
j1 j2 J
m1 m2 M
)(
j1 j2 J
m′1 m
′
2 M
)
= δm1m′1δm2m′2 (A.0.11)
The Wigner 6J symbols are related to the Racah W function, which is a formulation of the
addition of three angular momenta. They can be written in terms of 3J coefficients as:{
j1 j2 j3
j4 j5 j6
}
=
∑
allmi
(−)j4+j5+j6+m1+m2+m3
(
j1 j2 j3
m1 m2 m3
)(
j1 j5 j6
m1 m5 −m6
)
(
j4 j2 j6
−m4 m2 m6
)(
j4 j5 j3
m4 −m5 m3
) (A.0.12)
These symbols are symmetric under the exchange of two columns, and also under the
interchange of upper and downer arguments of two columns. Another important relation
between 6J and 3J coefficients is:∑
m4
m5
m6
(−)j4+j5+j6+m4+m5+m6
(
j4 j5 j3
m4 −m5 m3
)(
j5 j6 j1
m5 −m6 m1
)(
j6 j4 j2
m6 −m4 m2
)
=
(
j1 j2 j3
m1 m2 m3
){
j1 j2 j3
j4 j5 j6
}
(A.0.13)
and finally, we give a closure relation for 6J symbols:∑
j3
ĵ3
2
ĵ6
2
{
j1 j2 j3
j4 j5 j6
}{
j1 j2 j3
j4 j5 j7
}
= δj6j7 (A.0.14)
We also mention the Wigner 9J coefficients, used for the recoupling of 4 angular momenta,
which can be expressed as:
j1 j2 j3
j4 j5 j6
j7 j8 j9
=ĵ12∑
(
j1 j2 j3
m1 m2 m3
)(
j2 j5 j8
m2 m5 m8
)(
j3 j6 j9
m3 m6 m9
)
(
j1 j4 j7
m1 m4 m7
)(
j4 j5 j6
m4 m5 m6
)(
j7 j8 j9
m7 m8 m9
) (A.0.15)
Where the sum runs over all projections except m1.
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The Gogny D1S force
The Gogny energy density functional with the parameterization D1S reads:
V (−→r ,−→r ′) =
2∑
j=1
e
− |
−→r −−→r ′|2
µ2
j (Wj +BjPσ −HjPτ −MjPσPτ ) (Central term)
+ t3(1 + x0Pσ) δ(
−→r −−→r ′) ρα
(−→r +−→r ′
2
)
(Density term)
+ iWls∇rr′δ(−→r −−→r ′) ∧∇rr′ · (σ + σ′) (Spin−Orbit term)
+ (1 + 2τ1z)(1 + 2τ2z)
e2
|−→r −−→r ′|
(Coulomb term)
(B.0.1)
The value for all the parameters of the D1S parameterization of the Gogny force are given
in reference [93].
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Slater expansion of a Yukawa form
factor
Any interaction that is expressed as a function of |−→r1 − −→r2 | can be expanded on the
Legendre polynomial basis:
V (|−→r1 −−→r2 |) = V (
√
r21 + r
2
2 − 2r1r2 cosω12) =
∞∑
k=0
Vk(r1, r2)Pk(cosω12) (C.0.1)
and the inverse relation reads:
Vk(r1, r2) =
2k + 1
2
∫ +1
−1
V (|−→r1 −−→r2 |)Pk(cosω12)d cosω12 (C.0.2)
By inserting (C.0.2) in (C.0.1) we obtain:
V (|−→r1 −−→r2 |) =
∑
k
2k + 1
2
∫ (
V (|−→r1 −−→r2 |)Pk(cosω12)d cosω12
)
Pk(cosω12) (C.0.3)
The Slater - or multipole - expansion of an interaction is obtained in practice by evaluating
the integral term. The interaction we use in our study is the Melbourne G matrix, which is
paramterized as a sum of Yukawas. Therefore, we will now proceed with the calculation of
the integral, assuming a Yukawa form for V . We write V as:
V (|−→r1 −−→r2 |) =
e−
|−→r1−
−→r2|
µ
|−→r1 −−→r2 |
(C.0.4)
with µ the range. We insert this expression in:
V (|−→r1 −−→r2 |) =
∑
k
2k + 1
2
∫ ( e− |−→r1−−→r2|µ
|−→r1 −−→r2 |
Pk(cosω12)d cosω12
)
Pk(cosω12) (C.0.5)
In order to calculate this integral, we do a changing in the variables:
w =
|−→r1 −−→r2 |
µ
u =
r1 + r2
µ
v =
r1 − r2
µ
m =
√
u2 + v2
2
κ =
u2 − v2
u2 + v2
(C.0.6)
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and we use these new variables to rewrite the integral of equation (C.0.5) as:
V (|−→r1 −−→r2 |) =
∑
k
2k + 1
2
4
u2 − v2
∫ u
|v|
[
Pk
(
1− w2/m2
κ
)
e−wdw
]
Pk(cosω12) (C.0.7)
We can use the results derived by Watson [126] to express this integral in terms of modified
Bessel functions of the first and second kinds:
V (|−→r1 −−→r2 |) =
∑
k
(2k + 1)
Kk+ 1
2
( r1
µ
)Ik+ 1
2
( r2
µ
)
√
r1r2
Pk(cosω12), r1 > r2
=
∑
k
Vk(r1, r2)Pk(cosω12)
=
∑
k
Vk(r1, r2)Ck(1) · Ck(2)
=
∑
k
4π
2k + 1
Vk(r1, r2)Yk(1) · Yk(2)
(C.0.8)
where we have used the addition theorem for normalized spherical harmonic tensors, and
in which we use the notation T to denote an irreducible spherical tensor operator (we use
this notation henceforth). The great advantage given by this multipole expansion is that
the interaction is now divided into a sum of a term that depends only on radial variables
and one term that contains the geometric dependence of the interaction. Furthermore, this
geometric dependence is expressed in terms of tensor operators for which powerful matrix
elements evaluation technics exist. We use these technics in the next appendix to derive
geometric terms for the operators that appear in the parameterization of the Melbourne G
matrix.
118
Appendix D
Matrix elements
Eventhough the free NN interaction is not known exactly, many of its features have been
established as early as in the 1950s. In particular, it contains a central, a spin-orbit and a
tensor terms. The derivations of these terms are out of the scope of the present work, but
it is interesting to note that formulae (4.3.5) and (4.3.6) can be obtained whether by using
fundamental symmetries, or by starting from the meson-exchange picture of nuclear forces.
Similarly, many existing NN effective interactions are made of a central, a spin-orbit and a
tensor operators. Therefore, geometric matrix elements for each of these operators can be
used for any interaction provided it has such operators. Blanchon et al. derived formulae for
both the geometric matrix elements and the radial form factors of the potential computed
from the Gogny D1S force [127]. We provide here all the details of these derivations with
the same conventions and notations that we used in the rest of this manuscript, for the
operators that intervene in the parameterization of the Melbourne G matrix. The work
done here is also valid for any 2-body, finite range interaction with the same operators as
presented hereafter.
D.1 Central terms
The central term of the Melbourne G matrix, which depends on the total spin and isospin,
reads:
Vcentral =
∑
S,T=0,1
V STcentralP
SP T (D.1.1)
which can be shown to be equivalent to:
Vcentral = (V
00
central + V
01
central)(1−
S2
2
) + (V 10central + V
11
central)
S2
2
(D.1.2)
so the central part of the effective interaction will have terms that depend on the total spin
S and terms that don’t depend on it. We shall derive formulae for both cases.
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D.1.1 Central terms, spin independent
We use a scheme in which the two particles connected by the interaction are coupled to
a total angular momentum J :
(jjαJ |Vcentral(−→r ,−→r ′)|j′jβJ)=(jjαJ |
∑
k
Vk(r1, r2)Ck(1) · Ck(2)|j′jβJ)
=
∑
k
(−)jα+j′+J
{
j jα J
jβ j
′ k
}
〈l 1
2
j|Ck(1)|l′
1
2
j′〉
〈lα
1
2
jα|Ck(2)|lβ
1
2
jβ〉
(D.1.3)
Reduced matrix elements for tensor spherical harmonic operators have been derived by Talmi
[80]:
〈1
2
l j|Ck|
1
2
l′ j′〉 = (−)j−
1
2 ĵĵ′
(
j k j′
−1
2
0 1
2
)
1 + (−)l+l′+k
2
(D.1.4)
This result is given assuming a coupling scheme [s⊗ l]jm which is different from the coupling
scheme we have used through all our derivations. Thus, we change the coupling order:
|j1j2J〉 =
∑
m1m2
〈j1j2m1m2|Jm〉 |j1m1〉|j2m2〉
=
∑
m1m2
(−)j1−j2+mĴ
(
j1 j2 J
m1 m2 −m
)
|j1m1〉|j2m2〉
=
∑
m1m2
(−)j1−j2+mĴ(−)j1+j2+J
(
j2 j1 J
m2 m1 −m
)
|j1m1〉|j2m2〉
=
∑
m1m2
(−)3j1−j2+J Ĵ(−)j2−j1+m
(
j2 j1 J
m2 m1 −m
)
|j1m1〉|j2m2〉
= (−)3j1−j2+J |j2j1J〉 = (−)J−j1−j2|j2j1J〉
which yields once inserted in (D.1.4):
〈l 1
2
j|Ck|l′
1
2
j′〉=(−)j−l−
1
2
+j′−l′− 1
2 〈1
2
l j|Ck|
1
2
l′ j′〉=(−)j′−
1
2
−l−l′ ĵĵ′
(
j k j′
−1
2
0 1
2
)
1+(−)l+l′+k
2
(D.1.5)
and finally we use this result in equation (D.1.2) which yields the general formula for
geometric matrix elements of the central, spin-independent term of a finite-range 2-body
interaction:
(jjαJ |Vcentral(−→r ,−→r ′)|j′jβJ) =
∑
k
(−)jα+2j′+jβ+J−l−l′−lα−lβ−1 ĵĵ′ĵαĵβ
{
j jα J
jβ j
′ k
}
(
j k j′
−1
2
0 1
2
)(
jα k jβ
−1
2
0 1
2
)
1 + (−)l+l′+k
2
1 + (−)lα+lβ+k
2
(D.1.6)
D.1.2 Central terms, spin dependent
As shown on equation (D.1.2), the Melbourne G matrix contains terms which consist
of a product of a spin-independent interaction times S2. Consequently, we will change the
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coupling scheme from a JJ form to a Russel-Saunders (LS) form in which S2 is diagonal.
The transformation from a JJ to a LS coupling scheme reads:
|llαjjαJ〉 =
∑
LS
ĵĵαL̂Ŝ

l lα L
1
2
1
2
S
j jα J
 |llαLSJ〉 (D.1.7)
which allows us to rewrite matrix elements as:
(jjαJ |Vcentral(−→r ,−→r ′)S2|j′jβJ)=
∑
LS
L′S′
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J

(llαLSJ |Vcentral(−→r ,−→r ′)S2|l′lβL′S ′J)
Moreover, the coupled state vector |llαLSJ〉 can be written in an uncoupled form:
|llαLSJ〉 =
∑
mLmS
〈LSmLmS|JM〉 |SmS〉|llαLmL〉 (D.1.8)
that can be used to write:
(jjαJ |Vcentral(−→r ,−→r ′)S2|j′jβJ) =
∑
LSL′S′
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J
∑
mLmS
mL′mS′
〈LSmLmS|JM〉 〈L′S ′mL′mS′|JM〉
(SmS|〈llαLmL|Vcentral(−→r ,−→r ′)S2|l′lβL′mL′〉|S ′mS′)
We now expand the interaction on a spherical harmonic basis and separate spin dependent
part of the matrix elements from spin independent parts:
(jjαJ |Vcentral(−→r ,−→r ′)S2|j′jβJ) =
∑
LSL′S′k
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J
∑
mLmS
mL′mS′
〈LSmLmS|JM〉 〈L′S ′mL′mS′|JM〉 〈SmS|S2|S ′mS′〉
(llαLmL|Vk(r, r′)Ck(1) · Ck(2)|l′lβL′mL′)
Using results from tensor algebra and reduced matrix elements calculations [80], we may
write:
〈SmS|S2|S ′mS′〉 = δSS′δmSmS′S(S + 1)
〈llαLmL|Ck(1) · Ck(2)|l′lβL′mL′〉 = δLL′δmLmL′ (−)
2lα+l+l′+Ll̂l̂′l̂αl̂β
{
l lα L
lβ l
′ k
}(
l k l′
0 0 0
)
(
lα k lβ
0 0 0
)
We insert these relations in the previous equation to obtain:
(jjαJ |Vcentral(−→r ,−→r ′)S2|j′jβJ) =
∑
LSk
(−)2lα+l+l′+LĵĵαL̂2Ŝ2ĵ′ĵβ

l lα L
1
2
1
2
S
j jα J


l′ lβ L
1
2
1
2
S
j′ jβ J
∑
mL
mS
〈LSmLmS|JM〉 〈LSmLmS|JM〉S(S + 1)δLL′δmLmL′
l̂l̂′l̂αl̂β
{
l lα L
lβ l
′ k
}(
l k l′
0 0 0
)(
lα k lβ
0 0 0
)
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Using sum rules of the Clebsch-Gordan coefficients associated to equation (A.0.10), we can
further simplify this relation and, finally, give the fully expanded geometric matrix elements
of the spin-dependent central term of the interaction:
(jjαJ |Vcentral(−→r ,−→r ′)S2|j′jβJ) =
∑
LSk
(−)2lα+l+l′+Lĵĵαĵ′ĵβL̂2Ŝ2S(S + 1)l̂l̂′l̂αl̂β

l lα L
1
2
1
2
S
j jα J

l′ lβ L
1
2
1
2
S
j′ jβ J

{
l lα L
lβ l
′ k
}(
l k l′
0 0 0
)(
lα k lβ
0 0 0
)
(D.1.9)
D.2 Spin-orbit terms
While matrix elements for the central part of the Melbourne G matrix have been fully
included and validated in MINOLOP, only the geometric matrix elements for the 2-body spin
orbit term have been implemented and partly validated. We provide here the derivation of
these terms. The orbital angular momentum part of the 2-body spin-orbit operator from
equation (4.3.6) can be written as:
−→
L12 =
−→
L1 +
−→
L2 + i
−→n1 ∧ −→n2
(
r1
∂
∂r2
− r2
∂
∂r1
)
+−→n1 ∧ (−→n2 ∧
−→
L2)
r1
r2
+−→n2 ∧ (−→n1 ∧
−→
L1)
r2
r1
(D.2.1)
with −→ni =
−→ri
||−→ri || . This forms a spin-orbit operator that is basically a sum of three independent
terms:
 The usual 1-body operator
−→
L ·
−→
S
 A derivative term
 Two double vector products, which we choose to label X12 and X21 terms
We will now derive fully expanded expressions of their geometric matrix elements.
D.2.1 1-body L.S term
The obvious coupling scheme to be used in the calculation of 1-body spin-orbit operator
matrix elements is again the Russel-Saunders (LS) coupling scheme. Therefore, we start
from:
(jjαJ |Vcentral(−→r ,−→r ′)
−→
L ·
−→
S |j′jβJ) =
∑
LS
L′S′
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J

× (llαLSJ |Vcentral(−→r ,−→r ′)
−→
L ·
−→
S |l′lβL′S ′J)
(D.2.2)
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The total angular momentum of the system is defined by
−→
J =
−→
L +
−→
S . Therefore, we
can write the scalar product of the total angular orbital momentum and the total spin as−→
L ·
−→
S = J
2−L2−S2
2
. We will use this form to further expand the matrix elements’ expression:
(jjαJ |Vcentral(−→r ,−→r ′)
−→
L ·
−→
S |j′jβJ) =
∑
LS
L′S′
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J

× (llαLSJ |Vcentral(−→r ,−→r ′)
J2 − L2 − S2
2
|l′lβL′S ′J)
(D.2.3)
By properties of the angular momentum (similar expressions can be derived for L2 and S2):
(llαLSJ |Vcentral(−→r ,−→r ′)J2|l′lβL′S ′J)=J(J+1)
∑
mLmS
mL′mS′
k
〈LSmLmS|JM〉〈L′S ′mL′mS′ |JM〉
〈SmS|S ′mS′〉
(llαLmL|Vk(r, r′)Ck(1) · Ck(2)|l′lβL′mL′)
and matrix elements (llαLmL|VK(r, r′)Ck(1) ·Ck(2)|l′lβL′mL′) have already been given in the
derivation of central spin-dependent terms. Therefore we can give the fully expanded matrix
elements of the 1-body spin-orbit operator:
(jjαJ |Vcentral(−→r ,−→r ′)
−→
L ·
−→
S |j′jβJ)=
∑
LSk
(−)l+l′+Lĵĵαĵ′ĵβL̂2Ŝ2l̂l̂′l̂αl̂β

l lα L
1
2
1
2
S
j jα J


l′ lβ L
1
2
1
2
S
j′ jβ J

J(J + 1)− L(L+ 1)− S(S + 1)
2
{
l lα L
lβ l
′ k
}
(
l k l′
0 0 0
)(
lα k lβ
0 0 0
)
(D.2.4)
D.2.2 Derivative term
The operator we labeled as derivative will be shown to consist of a tensor operator of
rank 1. We will first give an appropriate expression of the operator before proceeding with
the matrix elements expansion. The so-called derivative operator’s expression is:
Vderivative = i
−→n1 ∧ −→n2
(
r1
∂
∂r2
− r2
∂
∂r1
)
·
−→
S (D.2.5)
A vector product of unitary vectors can be expressed as a tensor product of rank 1 of spherical
harmonics:
i−→n1 ∧ −→n2 =
√
2
[
C1(1)⊗ C1(2)
]1
(D.2.6)
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and the 2-body interaction itself can be extended on a spherical harmonics basis which,
combined with the previous equation yields:
Vderivative =
∑
k
√
2
(
Ck(1) · Ck(2)
) [
C1(1)⊗ C1(2)
]1
·
−→
S
=
√
2
∑
kk1k2
(−)k1 k̂1k̂2
{
k1 k 1
1 1 k2
}[[
Ck(1)⊗ C1(1)
]k1
⊗
[
Ck(2)⊗ C1(2)
]k2]1
·
−→
S
=
√
2
∑
kk1k2
(−)k1 k̂1k̂2
{
k1 k 1
1 1 k2
}
(−)k−1k̂1
(
k 1 k1
0 0 0
)
(−)k−1k̂2
(
k 1 k2
0 0 0
)
[
Ck1(1)⊗ Ck2(2)
]1
·
−→
S
which, after simplification of the phases, yields the general tensor expression of the spin-orbit
derivative operator:
Vderivative =
√
2
∑
kk1k2
(−)k1 k̂1
2
k̂2
2
{
k1 k 1
1 1 k2
}(
k 1 k1
0 0 0
)(
k 1 k2
0 0 0
)[
Ck1(1)⊗ Ck2(2)
]1
·
−→
S
(D.2.7)
This form is suitable for calculating matrix elements in the Russel-Saunders coupling scheme:
(jjαJ |Vderivative|j′jβJ)=
∑
kk1k2
LL′SS′
(−)k1 k̂1
2
k̂2
2
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′
{
k1 k 1
1 1 k2
}(
k 1 k1
0 0 0
)(
k 1 k2
0 0 0
)

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J
(llαLSJ |[Ck1(1)⊗Ck2(2)]1·−→S |l′lβL′S ′J)
We separate the total spin operator from the spherical harmonic tensors:
(llαLSJ |
[
Ck1(1)⊗Ck2(2)
]1
·
−→
S |l′lβL′S ′J) = (−)L+S
′+J
{
S L J
L′ S ′ 1
}
〈S|
−→
S |S ′〉(llαL|[
Ck1(1)⊗ Ck2(2)
]1
|l′lβL′)
We use the general result stating that 〈S|
−→
S |S ′〉 =
√
S(S + 1)(2S + 1)δSS′ , and we can
uncouple L and L′ to calculate the harmonic tensors matrix elements:
(llαL|
[
Ck1(1)⊗ Ck2(2)
]1
|l′lβL′) = L̂L̂′1̂

l lα L
l′ lβ L
′
k1 k2 1
 〈l|Ck1(1)|l′〉〈lαCk2(2)|lβ〉
= L̂L̂′1̂

l lα L
l′ lβ L
′
k1 k2 1
(−)l+lα l̂l̂′l̂αl̂β
(
l k1 l
′
0 0 0
)(
lα k2 lβ
0 0 0
)
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Reuniting these expressions, we can write the full expansion of the direct derivative operator
matrix elements:
(jjαJ |Vderivative|j′jβJ)=
∑
kk1k2
LL′SS′
(−)L+S+J+k1+l+lβ k̂1
2
k̂2
2
ĵĵαĵ′ĵβL̂
2L̂′
2
Ŝ2
√
S(S + 1)(2S + 1)
1̂ l̂l̂′l̂αl̂β

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S
j′ jβ J


l lα L
l′ lβ L
′
k1 k2 1

{
k1 k 1
1 1 k2
}
{
S L J
L′ S 1
}(
k 1 k1
0 0 0
)(
k 1 k2
0 0 0
)(
l k1 l
′
0 0 0
)(
lα k2 lβ
0 0 0
)
(D.2.8)
D.2.3 X12 and X21 terms
These operators can be shown to reduce to a scalar product between a rank 1 tensor
operator and
−→
S . Following the same procedure as for the derivative term, we will first write
the operator into a suitable tensor form, and afterwards express matrix elements. We remind
the reader that we do not treat radial components here. The X12 term reads:
X12 =
−→n1 ∧
(−→n2 ∧ −→l2 ) · −→S r1
r2
(D.2.9)
Writing this operator in terms of tensor products leads to (we omit the purely radial factor):
X12 = −i
√
2−→n1 ∧
[
C1(2)⊗ l2
]1
·
−→
S
= −i
√
2×
(
−i
√
2
)[
C1(1)⊗
[
C1(2)⊗ l2
]1]1
·
−→
S
= −2
[
C1(1)⊗
[
C1(2)⊗ l2
]1]1
·
−→
S
We develop the 2-body interaction on a spherical harmonic basis and unite it with X12:
V12 =−2
∑
k
(
Ck(1) · Ck(2)
)[
C1(1)⊗
[
C1(2)⊗ l2
]1]1
·
−→
S
=−2
∑
kk1k2
(−)k1 k̂1k̂2
{
k1 k 1
1 1 k2
}[[
Ck(1)⊗ C1(1)
]k1
⊗
[
Ck(2)⊗
[
C1(2)⊗ l2
]1]k2]1
·
−→
S
=−2
∑
kk1k2
(−)k1 k̂1k̂2
{
k1 k 1
1 1 k2
}
(−)k−1k̂1
(
k 1 k1
0 0 0
)[
Ck1(1)⊗
[
Ck(2)⊗
[
C1(2)⊗l2
]1]k2]1
·
−→
S
=−2
∑
kk1k2
(−)k1+k−1k̂1
2
k̂2
{
k1 k 1
1 1 k2
}(
k 1 k1
0 0 0
)∑
k0
1̂k̂0
2
(−)k2−1
(
k 1 k0
0 0 0
){
k 1 k0
1 k2 1
}
[
Ck1(1)⊗
[
Ck0(2)⊗ l2
]k2]1
·
−→
S
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which, after simplification, yields an appropriate expression of the V12 operator to be used
to calculate its matrix elements:
V12 = −2
∑
kk0
k1k2
(−)k1+k+k2 1̂ k̂0
2
k̂1
2
k̂2
{
k1 k 1
1 1 k2
}{
k 1 k0
1 k2 1
}(
k 1 k1
0 0 0
)(
k 1 k0
0 0 0
)
[
Ck1(1)⊗
[
Ck0(2)⊗ l2
]k2]1
·
−→
S
We now insert this operator in the Russel-Saunders coupling scheme:
(jjαJ |V12|j′jβJ) =
∑
kk0k1k2
LL′SS′
(−)k1+k+k2 1̂k̂0
2
k̂1
2
k̂2ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′
{
k1 k 1
1 1 k2
}{
k 1 k0
1 k2 1
}
(
k 1 k1
0 0 0
)(
k 1 k0
0 0 0
)
l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J

(llαLSJ |
[
Ck1(1)⊗
[
Ck0(2)⊗ l2
]k2]1
·
−→
S |l′lβL′S ′J)
The remaining matrix element can be simplified in three steps:
 First, we separate the spin operator from the orbital operator
 Then we uncouple the orbital angular momenta
 And finally we use tensor algebra to express the matrix elements of the remaining
operators.
Let us apply this procedure to our case:
(llαLSJ |
[
Ck1(1)⊗
[
Ck0(2)⊗ l2
]k2]1
·
−→
S |l′lβL′S ′J)
= (−)L+S′+J
{
S L J
L′ S ′ 1
}
〈S|
−→
S |S ′〉(llαL|
[
Ck1(1)⊗
[
Ck0(2)⊗ l2
]k2]1
|l′lβL′)
=(−)L+S′+J
{
S L J
L′ S ′ 1
}√
S(S+1)(2S+1)δSS′ 1̂L̂L̂′

l lα L
l′ lβ L
′
k1 k2 1
〈l|Ck1(1)|l′〉
(lα|
[
Ck0(2)⊗ L2
]k2
|lβ)
= (−)L+S′+J
{
S L J
L′ S ′ 1
}√
S(S+1)(2S+1)δSS′ 1̂L̂L̂′

l lα L
l′ lβ L
′
k1 k2 1
 (−)l l̂l̂′
(
l k1 l
′
0 0 0
)
(lα|
[
Ck0(2)⊗ L2
]k2
|lβ)
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The remaining matrix element reads:
(lα|
[
Ck0(2)⊗L2
]k2
|lβ)=(−)lα+lβ+k2 k̂2
∑
λ
〈lα|Ck0(2)|λ〉〈λ|L2|lβ〉
{
k0 1 k2
lβ lα λ
}
=(−)lα+lβ+k2 k̂2
∑
λ
(−)lα l̂αλ̂
(
lα k0 λ
0 0 0
)√
lβ(lβ + 1)(2lβ + 1)δlβλ{
k0 1 k2
lβ lα λ
}
=(−)2lα+lβ+k2 k̂2l̂αl̂β
(
lα k0 lβ
0 0 0
)√
lβ(lβ + 1)(2lβ + 1)
{
k0 1 k2
lβ lα lβ
}
Finally, we may simplify some phasis and write the complete expression of V12 matrix
element:
(jjαJ |V12|j′jβJ)=−2
∑
kk0
k1k2
LL′
(−)L+S+J+k+k1+l+lβ 1̂2k̂0
2
k̂1
2
k̂2
2
ĵĵαĵ′ĵβL̂
2L̂′
2
Ŝ2
√
S(S+1)(2S+1)
l̂l̂′l̂αl̂β
√
lβ(lβ+1)(2lβ+1)

l lα L
1
2
1
2
S
j jα J


l′ lβ L
′
1
2
1
2
S ′
j′ jβ J


l lα L
l′ lβ L
′
k1 k2 1
{
S L J
L′ S ′ 1
}{
k1 k 1
1 1 k2
}{
k 1 k0
1 k2 1
}{
k0 1 k2
lβ lα lβ
}
(
k 1 k1
0 0 0
)(
k 1 k0
0 0 0
)(
l k1 l
′
0 0 0
)(
lα k0 lβ
0 0 0
)
(D.2.10)
The derivation of the V21 term, though very similar to V12, introduces some order changes.
Therefore, we have chosen to give the full derivation here:
X21 =
−→n2 ∧
(−→n1 ∧ −→l1 ) · −→S r2
r1
(D.2.11)
Writing this operator as tensor products leads to (omitting the purely radial factor):
X21 = −i
√
2−→n2 ∧
[
C1(1)⊗ l1
]1
·
−→
S
= −i
√
2×
(
−i
√
2
)[
C1(2)⊗
[
C1(1)⊗ l1
]1]1
·
−→
S
= −2
[
C1(2)⊗
[
C1(1)⊗ l1
]1]1
·
−→
S
Under this form, we can see that the X21 operator interchanges particle 1 and particle 2.
Therefore, when we write down the matrix elements, instead of having the quantum numbers
of particle 1 on the left, it will be those of particle 2. As for the V12 term, we develop the
2-body interaction on a spherical harmonic basis and unite it with X21 without any radial
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term:
V21 =−2
∑
k
(
Ck(1) · Ck(2)
)[
C1(2)⊗
[
C1(1)⊗ l1
]1]1
·
−→
S
=−2
∑
kk1k2
(−)k2 k̂1k̂2
{
k2 k 1
1 1 k1
}[[
Ck(2)⊗ C1(2)
]k2
⊗
[
Ck(1)⊗
[
C1(1)⊗ l1
]1]k1]1
·
−→
S
=−2
∑
kk1k2
(−)k2 k̂1k̂2
{
k2 k 1
1 1 k1
}
(−)k−1k̂1
(
k 1 k2
0 0 0
)[
Ck2(2)⊗
[
Ck(1)⊗
[
C1(1)⊗l1
]1]k1]1
·
−→
S
=−2
∑
kk1k2
(−)k2+k−1k̂2
2
k̂1
{
k2 k 1
1 1 k1
}(
k 1 k2
0 0 0
)∑
k0
1̂k̂0
2
(−)k1−1
(
k 1 k0
0 0 0
){
k 1 k0
1 k1 1
}
[
Ck2(2)⊗
[
Ck0(1)⊗ l1
]k1]1
·
−→
S
which, after simplification, yields an appropriate expression of the V21 operator which also
exhibits the interchange of particle 1 with particle 2:
V21 = −2
∑
kk0
k1k2
(−)k1+k+k2 1̂ k̂0
2
k̂1k̂2
2
{
k2 k 1
1 1 k1
}{
k 1 k0
1 k1 1
}(
k 1 k2
0 0 0
)(
k 1 k0
0 0 0
)
[
Ck2(2)⊗
[
Ck0(1)⊗ l1
]k1]1
·
−→
S
Given this interchange, we no longer calculate 〈jjαJ |V21|j′jβJ〉 but 〈jαjJ |V21|jβj′J〉 instead.
In the Russel-Saunders coupling scheme:
(jαjJ |V21|jβj′J) =
∑
kk0k1k2
LL′SS′
(−)k1+k+k2 1̂k̂0
2
k̂1k̂2
2
ĵĵαL̂Ŝĵ′ĵβL̂′Ŝ ′
{
k2 k 1
1 1 k1
}{
k 1 k0
1 k1 1
}
(
k 1 k2
0 0 0
)(
k 1 k0
0 0 0
)
lα l L
1
2
1
2
S
jα j J


lβ l
′ L′
1
2
1
2
S ′
jβ j
′ J

(lαlLSJ |
[
Ck2(2)⊗
[
Ck0(1)⊗ l1
]k1]1
·
−→
S |lβl′L′S ′J)
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We now simplify the remaining matrix element:
(lαlLSJ |
[
Ck2(2)⊗
[
Ck0(1)⊗ l1
]k1]1
·
−→
S |lβl′L′S ′J)
= (−)L+S′+J
{
S L J
L′ S ′ 1
}
〈S|
−→
S |S ′〉(lαlL|
[
Ck2(2)⊗
[
Ck0(1)⊗ l1
]k1]1
|lβl′L′)
=(−)L+S′+J
{
S L J
L′ S ′ 1
}√
S(S+1)(2S+1)δSS′ 1̂L̂L̂′

lα l L
lβ l
′ L′
k2 k1 1
〈lα|Ck1(1)|lβ〉
(l|
[
Ck0(1)⊗ L1
]k1
|l′)
= (−)L+S′+J
{
S L J
L′ S ′ 1
}√
S(S+1)(2S+1)δSS′ 1̂L̂L̂′

lα l L
lβ l
′ L′
k2 k1 1
 (−)lα l̂l̂′
(
lα k2 lβ
0 0 0
)
(l|
[
Ck0(1)⊗ L1
]k1
|l′)
The last unexpanded element reads:
(l|
[
Ck0(1)⊗L
]k1
|l′)=(−)l+l′+k1 k̂1
∑
λ
〈l|Ck0(1)|λ〉〈λ|L1|l′〉
{
k0 1 k1
l′ l λ
}
=(−)l+l′+k1 k̂1
∑
λ
(−)l l̂λ̂
(
l k0 λ
0 0 0
)√
l′(l′ + 1)(2l′ + 1)δl′λ
{
k0 1 k1
l′ l λ
}
=(−)2l+l′+k1 k̂1l̂l̂′
(
l k0 l
′
0 0 0
)√
l′(l′ + 1)(2l′ + 1)
{
k0 1 k1
l′ l l′
}
We finally obtain the entire formula by combining all pieces together. The result is given here
with the standard form (jjαJ |V21|j′jβJ) but it is to be remembered that the V21 operator
inverses the order of particle 1 and particle 2:
(jjαJ |V21|j′jβJ)=−2
∑
kk0
k1k2
LL′
(−)L+S+J+k+k2+l′+lα 1̂2k̂0
2
k̂1
2
k̂2
2
ĵĵαĵ′ĵβL̂
2L̂′
2
Ŝ2
√
S(S+1)(2S+1)
l̂l̂′l̂αl̂β
√
l′(l′+1)(2l′+1)

lα l L
1
2
1
2
S
jα j J


lβ l
′ L′
1
2
1
2
S ′
jβ j
′ J


lα l L
lβ l
′ L′
k2 k1 1
{
S L J
L′ S ′ 1
}{
k2 k 1
1 1 k1
}{
k 1 k0
1 k1 1
}{
k0 1 k1
l′ l l′
}
(
k 1 k2
0 0 0
)(
k 1 k0
0 0 0
)(
lα k2 lβ
0 0 0
)(
l k0 l
′
0 0 0
)
(D.2.12)
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Appendix E
Demonstrations for uncorrelated 2p2h
state
We have gathered here the demonstrations for the computation of reduced density matrix
elements between an initial 1p1h state |ψNi ∈ JNiMNiΠNi〉 and a 2p2h state for the four terms
appearing in the expansion given in chapter 6.
The demonstrration for the term ρ1 reads:
ρNi→N3,Jαβ =
∑
allmi
(−)jp1+jpi+jp2+jα+J2−J1+M1+Mi+M2+M3+M−mh1−mhi−mh2−mβ Ĵ1ĴiĴ2Ĵ3Ĵ
δp2αδh2βδp1piδh1hi
〈JiMiJM |J3M3〉 Ĵ3
−1
(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp2 jh2 J2
mp2 −mh2 −M2
)
(
J2 J1 J3
M2 M1 −M3
)(
jpi jhi Ji
mpi −mhi −Mi
)(
jα jβ J
mα −mβ −M
)
=
∑
allmi
(−)2jp1+2jp2+J2−J1+M1+Mi+M2+M3+M−2mh1−2mh2 Ĵ1ĴiĴ2Ĵ3Ĵ
δp2αδh2β
〈JiMiJM |J3M3〉 Ĵ3
−1
(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp2 jh2 J2
mp2 −mh2 −M2
)
(
J2 J1 J3
M2 M1 −M3
)(
jp1 jh1 Ji
mp1 −mh1 −Mi
)(
jp2 jh2 J
mp2 −mh2 −M
)
=
∑
allmi
(−)J2−J1+M1+Mi+M2+M3+M Ĵ1ĴiĴ2Ĵ3Ĵ
δp2αδh2β
〈JiMiJM |J3M3〉 Ĵ3
−1(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp1 jh1 Ji
mp1 −mh1 −Mi
)(
J2 J1 J3
M2 M1 −M3
)
(
jp2 jh2 J2
mp2 −mh2 −M2
)(
jp2 jh2 J
mp2 −mh2 −M
)
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We sum over mp2 and mh2 and use the closure relation of Wigner 3J coefficients (A.0.10):
ρNi→N3,Jαβ =
∑
(−)J2−J1+M1+Mi+M3 Ĵ1ĴiĴ3
δp2αδh2βδJJ2
〈JiMiJ2M2|J3M3〉 Ĵ3
−1(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp1 jh1 Ji
mp1 −mh1 −Mi
)(
J2 J1 J3
M2 M1 −M3
)
=
∑
(−)J2−J1+M1+Mi+M3 Ĵ1ĴiĴ3
δp2αδh2βδJJ2
(−)Ji+J2−J3 〈J2M2JiMi|J3M3〉 Ĵ3
−1(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp1 jh1 Ji
mp1 −mh1 −Mi
)(
J2 J1 J3
M2 M1 −M3
)
=
∑
(−)−J1−Ji+J3+M1+Mi+M3 Ĵ1ĴiĴ3
δp2αδh2βδJJ2
〈J2M2JiMi|J3M3〉 Ĵ3
−1(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp1 jh1 Ji
mp1 −mh1 −Mi
)(
J2 J1 J3
M2 M1 −M3
)
where the sums run over mp1 , mh1 , and M1. We use again the closure relation on Wigner 3J
coefficients to obtain:
ρNi→N3,Jαβ = (−)
−J1−Ji+J3+M1+Mi+M3 Ĵ3
δp2αδh2βδJJ2δJ1JiδM1Mi Ĵ3
−1
〈J2M2JiMi|J3M3〉
(
J2 J1 J3
M2 M1 −M3
)
= (−)J3+M3 Ĵ3
δp2αδh2βδJJ2
〈J2M2J1M1|J3M3〉 Ĵ3
−1
(
J2 J1 J3
M2 M1 −M3
)
Finally, we expand the Clebsch-Gordan coefficient at the denominator in terms of Wigner
3J symbol, and simplify the formula:
ρN1→N3,Jαβ,1 = (−)
J1−J2+J3 Ĵ3δp2αδh2βδJJ2 (E.0.1)
The demonstration for the term ρ4 is similar to that of ρ1 and leads with no particular
difficulty to the result:
ρN2→N3,Jαβ,4 = Ĵ3δp1αδh1βδJJ1 (E.0.2)
The demonstration for ρ2 and ρ3 is similar and leads to the same result for both terms,
except for a difference in the phasis. We write the demonstration for ρ2 here. First, we apply
the conditions embodied by the δ signs to angular momenta of the initial state:
ρNi→N3,Jαβ =
∑
allmi
(−)2jp1+2jp2+J2−J1+M1+Mi+M2+M3+M−2mh1−2mh2 Ĵ1ĴiĴ2Ĵ3Ĵ
δp2αδh2hiδh1βδp1pi
〈JiMiJM |J3M3〉 Ĵ3
−1(
jp1 jh1 J1
mp1 −mh1 −M1
)(
jp2 jh2 J2
mp2 −mh2 −M2
)(
J2 J1 J3
M2 M1 −M3
)
(
jp1 jh2 Ji
mp1 −mh2 −Mi
)(
jp2 jh1 J
mp2 −mh1 −M
)
(E.0.3)
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then we simplify the phasis and reorder some terms in the Wigner 3J coefficients:
ρNi→N3,Jαβ =
∑
allmi
(−)J2−J1+Mi+2M3+M Ĵ1ĴiĴ2Ĵ3Ĵ
1
〈JiMiJM |J3M3〉 Ĵ3
−1
(−)jp1+jh1+J1
(
jp1 jh1 J1
−mp1 mh1 M1
)(
jh2 jp2 J2
mh2 −mp2 M2
)(
J3 J2 J1
−M3 M2 M1
)
(
Ji jh2 jp1
Mi mh2 −mp1
)
(−)J+jp2+jh1
(
J jp2 jh1
M −mp2 mh1
)
(E.0.4)
Using the definition of the Wigner 9J coefficient (A.0.15), we can write:
ρNi→N3,Jαβ =
(−)J2+Mi+2M3+M+jp1+2jh1+J+jp2
〈JiMiJM |J3M3〉 Ĵ3
−1 Ĵ1ĴiĴ2Ĵ3Ĵ
(
Ji J J3
Mi M −M3
)
Ji J J3
jh2 jp2 J2
jp1 jh1 J1

(E.0.5)
and finally we expand the denominator in terms of Wigner 3J coefficients and simplify the
equation to obtain:
ρNi→N3,Jαβ = (−)
J2+2J−Ji+jp1+2jh1+jp2 Ĵ1ĴiĴ2Ĵ3Ĵ

Ji J J3
jh2 jp2 J2
jp1 jh1 J1
 (E.0.6)
−ρNi→N3,Jαβ = (−)
J2−Ji+jp1+jp2 Ĵ1ĴiĴ2Ĵ3Ĵ

Ji J J3
jh2 jp2 J2
jp1 jh1 J1
 (E.0.7)
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Appendix F
The Wigner-Eckart Theorem
Following the definition of Talmi [80], the write Wigner-Eckart theorem that allow us
to separate, for a spherical tensor operator, the part of its matrix elements that is purely
geometric from the reduced matrix elements. Let T JM be a tensor operator rank J and
projection M . Let |Ψi〉 = |αiJiMi〉 be a state with total angular momentum Ji, spin
projection Mi and other internal variables αi, and Let |Ψf〉 = |αfJfMf〉 another state with
similar labeling. The Wigner-Eckart theorem reads:
〈αfJfMf |T JM |αiJiMi〉 = (−)J−M
(
Jf J Ji
−Mf M Mi
)
〈αfJf‖T J‖αiJi〉
=
(−)2Jf+2J−Mf
Ĵf
〈JiMiJM |JfMf〉 〈αfJf‖T J‖αiJi〉
(F.0.1)
If the spins and the rank of the tensor are integers, the phase before the Clebsch-Gordan
coefficient is simply equal to 1:
〈αfJfMf |T JM |αiJiMi〉 =
1
Ĵf
〈JiMiJM |JfMf〉 〈αfJf‖T J‖αiJi〉 (F.0.2)
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Appendix G
Coulomb wave functions and
Riccati-Bessel functions
The regular Coulomb wave function F and the irregular G are solutions of the Schrödinger
equation with a point-charge Coulomb potential:
d2fl(z)
dz2
+
(
1− 2η
z
− l(l + 1)
z2
)
fl(z) = 0 (G.0.1)
When the Sommerfeld parameter η is equal to zero, F and G are simply Riccati-Bessel
functions, related to spherical Bessel functions or the first kind jl and of the second kind yl
by:
Fl(z) ≡ zjl(z)
Gl(z) ≡ zyl(z)
(G.0.2)
The Hankel functions are defined by:
Hl(z) = Gl(z) + iFl(z) (G.0.3)
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Appendix H
Resume in French
Une grande partie des processus de réaction nucléaire met en jeu un nucléon incident mis
en collision avec un noyau cible. L’un des phénomènes physiques pouvant se produire alors
est la diffusion du projectile par la cible, accompagnée ou non d’un échange d’énergie et/ou
de moment angulaire. Pour une énergie incidente suffisament élevée, ces mêmes diffusions
se décomposent en plusieurs processus physiques: un partie directe caractérisée par sa
brièveté (< 10−21 s), une partie dans laquelle le projectile et la cible forment une seule
entité appelée noyau composé, dont le temps de vie est beaucoup plus long, et d’une partie
hybride entre les deux appelée pré-équilibre. Une bonne description de la partie directe est
cruciale pour décrire les observables de diffusion au-delà d’environ 1 MeV, mais aussi car
certaines des données d’entrée requises par les modèles décrivant les autres processus de
réaction proviennent directement des calculs pour la partie directe. Beaucoup d’efforts ont
été mis dans la modélisation précise de ces réactions, mais la complexité du problème à N
corps qu’elles constituent fait qu’à ce jour, après plus de 70 ans d’études, la description de
ces réactions directes demeure un domaine de recherche intensive au niveau mondial.
Parmi les différentes approches développées depuis plus d’un-demi siècle, l’un des modèles
les plus répandus pour décrire les diffusions élastique et inélastique directes de type nucléon-
noyau est le modèle optique. Ce modèle se base sur la réduction du problème à N corps
en en problème à 1 corps. L’effet de toutes les intéractions entre les nucléons de la cible et
le projectile est moyenné au travers d’un potentiel complexe, la partie imaginaire servant
à représenter l’absorption de flux de la voie élastique vers d’autres voies énergétiquement
accessibles. Il est possible de généraliser cette approche en considérant explicitement la
diffusion élastique et un sélection de diffusions inélastiques menant à des états excités
prédéfinis de la cible. La formulation mathématique du problème de diffusion dans le
cadre du modèle optique mène à un système d’équations couplées comme l’équation (3.2.3).
Dans ce système, les potentiels représentés par les symboles U contiennent la physique des
interactions entre le nucléon incident et la cible dans son état fondamental et un certain
nombre de ses états excités. La première équation concerne spécifiquement la voie de diffusion
élastique, la seconde équation est pour une voie inélastique notée |N〉.
Si l’on consière que le potentiel de couplage entre la voie d’entrée et elle-même U00 - qui
n’est autre que le potentiel optique - est largement supérieur aux potentiels de couplage de
la voie d’entrée avec les autres voies de réactions U0i, alors on peut choisir de négliger ces
termes ce qui donne:
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S :

(
E+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,0
[(l′ 1
2
)j′,J0],[(l′
1
2
)j′,J0]
(r)−∑
jl
∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r, r′)φI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′)rr′dr′ ≈ 0(
E ′+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,N
[(l′ 1
2
)j′,JN ],[(l′
1
2
)j′,JN ]
(r)−∑
jl
∫
U I,NN
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r, r′)φI,N
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r′)rr′dr′ =
∑
i 6=N
∑
jl
∫
U I,Ni
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,Ji]
(r, r′)φI,i
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,Ji]
(r′)rr′dr′
(H.0.1)
Dans cette nouvelle écriture du système, l’équation décrivant la diffusion élastique est
découplée de celle décrivant la diffusion inélastique vers l’état |N〉. Nous pouvons aussi
considérer dans ce système que le couplage de la voie inélastique aux autres voies inélastiques
UNi, i 6= 0 est pris en compte dans la partie imaginaire du potentiel et donc on se retrouve
avec
S :

(
E+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,0
[(l′ 1
2
)j′,J0],[(l′
1
2
)j′,J0]
(r)−∑
jl
∫
U I,00
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r, r′)φI,0
[(l′ 1
2
)j′,J0],[(l
1
2
)j,J0]
(r′)rr′dr′ ≈ 0(
E ′+
~2
2µ
(
d2
dr2
− l
′(l′ + 1)
r2
))
φI,N
[(l′ 1
2
)j′,JN ],[(l′
1
2
)j′,JN ]
(r)−∑
jl
∫
U I,NN
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r, r′)φI,N
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,JN ]
(r′)rr′dr′ =
∑
jl
∫
U I,N0
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,J0]
(r, r′)φI,0
[(l′ 1
2
)j′,JN ],[(l
1
2
)j,J0]
(r′)rr′dr′
(H.0.2)
Il est dès lors possible de résoudre tout d’abord l’équation pour la diffusion élastique
et d’obtenir la fonction d’onde solution de ce problème, puis d’introduire cette solution
dans l’équation pour la voie inélastique |N〉 et de la résoudre. Cette approche est appelée
l’Approximation des Ondes Distordues de Born (DWBA). Cette approximation est valide
du moment que les potentiels de couplage négligés sont effectivement très petits devant
le potentiel optique. Cela est effectivement le cas pour des noyaux sphériques comme le
208Pb mais ce n’est pas le cas pour des noyaux déformés comme l’238U. Par conséquent, il
est nécessaire d’utiliser les voies couplées pour pouvoir traiter correctement le plus grand
nombre de noyaux.
La dérivation formelle des équations couplées pour la diffusion nucléon-noyau ayant mené
à l’écriture du système S implique la définition des potentiels de couplage, qui permettent
le traitement explicite de la voie élastique et d’une sélection de voies inélastiques, et qui
tiennent compte du couplage aux autres voies de manière effective. Ces potentiels obtenus
formellement dépendent de l’énergie et ont la particularité d’être non locaux: en coordonnées
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position, ils ne sont pas diagonaux ce qui se manifeste dans le système S par leur dépendance
en (r,r’). Parmi les sources de cette non localité, nous pouvons citer l’antisymétrisation des
fonctions d’onde des nucléons, les effets dynamiques comme le couplage effectif aux voies
inélastiques. De ce fait, le système S est un système d’équations intégro-différentielles
couplées et sa résolution est techniquement complexe et numériquement coûteuse. Par
conséquent, la grande majorité des analyses de diffusion élastiques et/ou inélastiques s’est
faite en utilisant des potentiels locaux équivalents obtenus via une procédure de localisation
comme celle de Perey [24, 32], ou à partir de potentiels phénoménologiques locaux.
Le but de ce travail de thèse est de développer les outils nécessaires à l’étude de diffusions
élastique et inélastique directes entre un nucléon incident et tout type de noyau cible, pour
lesquels des approches de type ab initio sont hors de portée. Il s’agit donc de dériver, dans
un formalisme et un schéma de couplage cohérents, les équations couplées associées à ces
processus de diffusion et les potentiels de couplages. Ensuite, à partir de ces équations, écrire
deux codes: le premier pour calculer les potentiels, et le second pour résoudre les équations
couplées. Enfin, de démontrer la robustesse de ces nouveaux outils en les utilisant pour
une première application physique: l’inclusion d’excitations de type “2-step process” dans
le calcul des sections efficaces d’émission de pré-équilibre.
H.1 Dérivation des potentiels
Il existe plusieurs méthodes pour construire les potentiels apparaissant dans le système
(H.0.2). L’approche la plus simple consiste à poser un forme fonctionnelle pour ces potentiels
avec un certain nombre de paramètres ajustables, puis d’ajuster ces paramètres sur des
données expérimentales pour pouvoir les reproduire. Cette approche est dite phénomé-
nologique, et est bien adaptée aux études de diffusion dans les domaines (en énergie, en
masse, etc.) où les paramètres ont été ajustés [28–30]. En revanche, il est impossible de
connâıtre a priori leur capacité de prédiction en dehors de leur domaine d’ajustement.
À l’opposé, l’approche dite ab initio tente de faire le lien entre les principes premiers de
physique hadronique et de chromodynamique quantique, avec la physique nucléaire [5, 6].
L’interaction entre nucléons est calculée à partir des symétries de ces systèmes subnucléaires,
et la structure du noyau atomique ainsi que le potentiel optique le liant au projectile sont
calculés avec cette interaction. Cette approche fondamentale est extrêmement gourmande
en ressources de calcul, et est essentiellement limitée (pour l’instant) aux noyaux légers, mais
connait des avancées conséquentes et de plus en plus de succès [7, 8].
Un autre type d’approche fondamentale consiste dans un premier temps à calculer, à
partir d’une interaction effective entre deux nucléons et d’un modèle de structure, une
densité nucléaire à un corps. Puis dans un second temps, ces données de structure nucléaire
sont convoluées à la même interaction effective afin de générer le potentiel d’interaction
entre le projectile et la cible. Cette développée dans les années 70 [39, 41, 45] est appelée
méthode de la structure nucléaire et a été appliquée avec succès essentiellement sur des
noyaux doublement magiques [43, 44].
Dans un esprit similaire, la méthode de la matière nucléaire se base sur la convolution
d’une interaction effective entre 2 nucléons - appelée matrice g, calculée dans la matière
nucléaire infinie ou dans un noyau fini, avec des données de structure qui ne sont pas
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nécessairement obtenues à partir de la même interaction. Introduite vers la fin des années
50 [84–86], cette méthode a été appliquée avec succès à un large éventail de noyaux cibles
allant des faibles masses aux actinides [26, 34–37, 62, 64].
Nous avons choisi d’utiliser la méthode de la matière nucléaire pour notre étude, en
convoluant des données de structure obtenues avec une description de la structure du noyau
de type champ moyen et au-delà, et la matrice G de Melbourne comme interaction effective.
Les données de structure ont été calculées notamment via la théorie Hartree-Fock (HF) et
la méthode dite de la “Random Phase Approximation” (RPA) implémentée avec la force
de Gogny D1S, décrite dans l’appendice B. Nous avons tout d’abord dérivé les formules
permettant de calculer, à partir des ingrédients sus-mentionnés, les potentiels couplant un
état initial |ψi ∈ JiMiΠi〉 à un état |ψf ∈ JfMFΠf〉, avec J le spin total de la cible, M sa
projection sur l’axe de quantification et Π sa parité totale. Dans sa forme finale, la formule
pour la partie locale des potentiels de couplage est donnée dans l’équation (4.6.7) et la
formule pour la partie non locale dans l’équation (4.6.12). Nous avons ensuite écrit le code
de calcul MINOLOP - MIcroscopic NOnLOcal Potentials - pour calculer numériquement ces
potentiels.
H.2 Résolution des équations couplées
Un fois les potentiels définis, il reste à résoudre le système d’équations couplées (3.2.3).
Reprenant une méthode développée et appliquée avec succès par notre collaborateur H.
Arellano aux réactions d’échange de charge [62], nous avons étendu le formalisme qu’il a
proposé aux diffusions avec transfert d’énergie et de spin quelconques. Sa méthode se base
sur la transformation du système d’équations couplées en un problème matriciel, et sur sa
résolution avec des outils d’algèbre linéaire habituelle. Nous avons repris cette idée et l’avons
étendue aux cas de diffusion pertinents pour notre étude. Nous avons notamment découpé
le problème matriciel en sous-problèmes, en utilisant le fait que le moment angulaire total
et la parité totale du système sont conservés au cours de la réaction. Nous avons également
ajouté des corrections numériques dans la résolution du système d’équations. Le code que
nous avons ainsi écrit est baptisé ECANOL - Equations Couplées Avec NOn Localité. Nous
avons ensuite procédé à la validation de nos codes.
H.3 Validation des codes de calcul
Une importante difficulté que nous avons rencontré pendant la validation de nos codes
était l’absence de code de référence. En effet, le premier code de résolution des équations du
problème en voies couplées a été publié en 2016 [58] et n’a été utilisé jusqu’à présent - à notre
connaissance - que pour des calculs ab initio. En revanche, d’autres codes qualifiés et utilisés
pour de nombreuses études existent mais sont limités soit au cas des potentiels locaux, soit
aux calculs DWBA. Les codes FRESCO [59] ou ECIS-06 [60] sont des exemples de codes qui
traitent les voies couplées mais avec des potentiels locaux, et DWBA98 [61] et NLAT [63]
sont des exemples de codes qui traitent explicitement la non localité mais uniquement dans
la limite de la DWBA.
Nous avons donc tout d’abord implémenté dans le code ECANOL la possibilité de faire
un calcul en DWBA. Cela consiste en pratique à ne remplir que la diagonale et la partie
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triangulaire inférieure des matrices comme celle donnée à la fin du chapitre 3 de ce document.
Ainsi, il n’y a fondamentalement pas de différence au niveau du traitement numérique effectué
par ECANOL entre un calcul en voies couplées et un calcul DWBA. Par conséquent, la
validation des calculs avec potentiels non locaux à la limite de l’approximation des ondes
distordues de Born permet aussi de valider le même calcul mais en voies couplées.
Ensuite, nous avons commencé la validation du code MINOLOP. Pour se faire nous avons
extrait du code DWBA98, qui utilise les mêmes ingrédients microscopiques que notre code,
le potentiel optique pour un noyau dont l’état fondamental est un 0+. Nous avons ensuite
comparé ce potentiel avec celui obtenu via MINOLOP. Sur la figure 5.6, nous avons tracé
le résultat des deux programmes informatiques. On voit que l’accord est excellent pour la
partie locale, et l’accord est similaire pour la partie non locale.
Nous nous sommes ensuite intéressés aux potentiels de couplage entre deux états quelconques.
Dans le code DWBA98, les seuls potentiels de couplages considérés en dehors du potentiel
optique sont les potentiels de transition entre l’état fondamental et un état excité. Nous
avons pu extraire la partie directe de ces potentiels mais pas la partie d’échange, donc nous
n’avons pu valider par comparaison directe que la partie directe. La comparaison avec les
calculs fait avec MINOLOP donne le même type d’accord que pour le potentiel optique. Mais
le terme d’échange des potentiels de transition n’a donc pas pu être validé par comparaison
directe.
Nous avons procédé à la validation d’ECANOL pour pouvoir ensuite revenir à MINOLOP.
Tout d’abord, nous avons validé ECANOL pour la diffusion élastique avec les potentiels
microscopiques non locaux. L’accord avec DWBA98 est excellent comme montré sur la figure
5.7. Ensuite, nous avons travaillé sur la validation d’ECANOL pour les voies inélastiques.
À la limite DWBA, nous avons pu valider ECANOL pour des potentiels locaux en utilisant
la partie directe des potentiels de transition.
Ensuite, dans le cadre des voies couplées, nous avons utilisé le code ECIS-06 comme référence
pour nos validations. Dans ce code de calcul, il est possible d’utiliser aisément le modèle
macroscopique vibrationnel pour calculer les potentiels locaux de couplage. Nous avons donc
implémenté dans ECANOL le même modèle (uniquement le terme central, pas les termes
spin-orbite et tenseur). Ensuite, nous avons étudié la convergence du code ECIS-06 en
fonction du rayon de coupure du calcul et du pas utilisé pour le maillage radial de l’espace.
Nos résultats sont présentés sur les figures 5.3 et 5.4. Nous avons établi comme paramètres
du calcul de référence un rayon maximal de 20 fermis et un pas de 0,01 fermi, et nous avons
montré que pour obtenir une bonne précision à un coût raisonnable en temps de calcul, nous
pouvons utiliser un rayon maximal de 15 fermis et un pas de 0,2 fermi.
Ensuite nous avons comparé les calculs en voies couplées et en DWBA faits par ECANOL
aux calculs de référence faits avec ECIS-06, comme montré sur la figure 5.5. On voit
que malgré des différences de traitement numérique, les deux codes donnent des résultats
remarquablement proches, et nous validons ainsi ECANOL pour des calculs en voies couplées
avec des potentiels locaux. De plus, pour compléter la validation faite par rapport au code
DWBA98 pour les potentiels de transition microscopiques locaux, nous avons dérivé les
équations pour le modèle vibrationnel ainsi que pour la partie centrale indépendente du
spin de la matrice G de Melbourne, et nous les avons écrites sous une forme directement
comparable. Nous avons ensuite grossièrement ajusté les paramètres du modèle vibrationnel
pour reproduire le potentiel microscopique et avons fait un calcul avec ECIS-06 et ECANOL.
Malgré un ajustement très grossier des paramètres, le résultat des deux codes est en accord
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à quelques pour cents près.
Enfin, nous avons utiliser les potentiels de couplage microscopiques non locaux dans
ECANOL et avons comparé nos résultats à ceux de DWBA98 comme montré dans la figure
5.8. Quelques différences numériques persistent mais l’accord global est satisfaisant, ce qui
nous permet de valider le code ECANOL pour des diffusions inélastiques ainsi que MINOLOP
pour des potentiels de couplage non locaux.
H.4 Applications
Nous avons utilisé nos nouveaux outils pour faire une première application physique
d’intérêt: l’étude des émissions de pré-équilibre due à des processus du second ordre (dits
2-step processes). Nous avons considéré les excitations à 2 phonons construites à partir
d’états à 1 phonon prédits par la RPA sur le 90Zr, et avons comparé la contribution de ces
états issus de processus d’excitation en 2 étapes à ceux en 1 étape (les états à 1 phonon).
Pour mener ces calculs, nous avons utilisé plusieurs approximations: l’approximation dite
de non-retour, qui suppose que le flux dans la voie élastique ne peut être qu’absorbé pour
alimenter les états à 1 phonon, et que les états à 2 phonons ne peuvent qu’être alimentés par
les états à 1 phonon. La situation est résumée par les grosses flèches sur la figure 6.2. Nous
avons également négligé les couplages entre états à 1 phonon, et avons supposé qu’un seul
état à 1 phonon à la fois pouvait alimenter l’état à 2 phonons. Ces approximations ainsi que
leurs effets concrets sur les calculs sont résumées dans les équations (6.2.2) à (6.2.5).
En considérant explicitement tous les états à 2 phonons de parité naturelle (jusqu’à 20
MeV d’énergie d’excitation) construits à partir des états à 1 phonon de parité naturelle
jusque 20 MeV d’énergie d’excitation, on voit sur les figures 6.8 et 6.9 que les états à 2
phonons ont une contribution non négligeable, surtout aux angles arrières, et ce même pour
de faibles énergies d’excitation.
Afin de mesurer l’effet de la collectivité des états prédits avec la théorie RPA et l’impact
des approximations utilisées lors des dérivations des densités à un corps, nous avons effectué
un calcul similaire dans le cas d’excitations de type particule-trou non corrélées sur l’état
fondamental Hartree-Fock. Les résultats de nos calculs montrent qu’aux angles avant d’émission,
la section efficace obtenue avec les états collectifs est plus grande que celle obtenue avec les
excitations particule-trou plus simples. En revanche, cette différence s’amenuise à mesure
que l’angle d’émission augmente, et la tendence observée lors de la comparaison entre 1 et 2
phonons se retrouve avec le calcul non corrélé.
Mais dans le calcul des densités à 1 corps pour les états à 2 phonons, nous avons utilisé
l’approximation dite des quasi bosons. Cette approximation mène à une violation importante
du principe d’exclusion de Pauli, et à une surestimation des contributions venant des états
à 2 phonons. Les calculs que nous avons faits avec les états excités non corrélés ne nous
permettent pas de faire une discrimination entre les effets dus à la collectivité, et ceux
provenant de l’approximation des quasi bosons.
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H.5 Conclusion
Au cours de ce travail de thèse, les équations couplées pour l’étude de diffusions directes
(élastique et inélastique) d’un nucléon sur un noyau quelconque ont étés dérivées. Des
formules pour calculer les potentiels de couplage intervenant dans ces équations ont été
dérivées, en utilisant l’approche de la matière nucléaire avec une interaction effective à 2
corps de portée finie et une description microscopique de la structure du noyau cible de
type champ moyen et au-delà. À partir de ces formules, deux codes de calcul ont été écrits,
MINOLOP pour calculer les potentiels et ECANOL pour résoudre les équations en voies
couplées. Ces deux codes ont été validés en comparant leurs prédictions à celles faites par
les codes DWBA98 et ECIS-06, deux outils connus et qualifiés. Une première application,
démontrant la robustesse des outils ainsi que de l’approche théorique, a été faite sur les
émissions de pré-équilibre dues à des processus du second ordre sur le 90Zr.
Afin de compléter ces outils, et de pouvoir comparer des calculs à des données expéri-
mentales, il reste à implémenter et valider les parties spin-orbite et tenseur de l’interaction
effective dans MINOLOP. Il reste aussi à implémenter la partie Coulombienne et valider son
traitement par ECANOL. Une autre extension possible pour ces codes est l’utilisation du
maillage de Lagrange, qui peut fortement réduire le nombre de points requis pour un calcul
et pour lequel il existe un code disponible en libre accès [58].
Ces nouveaux outils ouvrent les portes à de nombreuses nouvelles études, allant de
l’extension de calculs faits avec la méthode de la structure nucléaire pour des diffusions
inélastiques [44], à l’étude de l’impact du traitement explicite de la non localité dans le
formalisme des voies couplées. Une application envisageable à moyen terme concerne la
description de la bande rotationnelle de l’état fondamental d’un actinide tel que l’238U.
En effet, des approches semi microscopiques ont déjà été utilisée avec succès pour décrire
les premiers états excités de basse énergie de l’238U [26]. Avec MINOLOP, ECANOL,
une description microscopique du noyau de type Hartree-Fock-Bogoliubov ou Quasi-particle
Random Phase Approximation et une interaction effective comme la matrice G de Melbourne,
il serait possible de progresser encore plus vers une description microscopique de la diffusion
sur des cibles déformées telles que les actinides.
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