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Introduction
McKinsey and Tarski [21] showed that Gödel's translation [16] T of the intuitionistic propositional calculus Int into Lewis' modal system S4 is full and faithful by proving that for each formula ϕ in the language of Int we have:
Int ϕ if and only if S4 T (ϕ).
Let S4.Grz denote Grzegorczyk's modal logic, which is the normal extension of S4 by Grzegorczyk's axiom ( (p → p) → p) → p. Grzegorczyk [18] showed that Gödel's translation T of Int into S4.Grz is also full and faithful. In fact, S4.Grz is the greatest normal extension of S4 for which Gödel's translation T of Int is still full and faithful [12] . Moreover, the celebrated Blok-Esakia theorem, established independently by Blok [7] and Esakia [12] , states that the lattice Λ(Int) of superintuitionistic logics (= extensions of Int) is isomorphic to the lattice Λ(S4.Grz) of normal extensions of S4.Grz.
There are several extensions of the Blok-Esakia theorem in the literature. Wolter [30] showed that the Blok-Esakia theorem holds if we augment the language of intuitionistic logic with coimplication and the language of modal logic with tense operators. Wolter and Zakharyaschev [28] established that the Blok-Esakia theorem holds between several lattices of intuitionistic modal logics and classical polymodal logics.
Among intuitionistic modal logics, Prior's MIPC (Modal Intuitionistic Propositional Calculus) is one of the best known. It axiomatizes the one-variable fragment of the intuitionistic predicate logic the same way S5 axiomatizes the one-variable fragment of the classical predicate logic [9, 24] . We recall that MIPC is the extension of Int by the following axioms: ∃(p ∨ q) → (∃p ∨ ∃q) ∀(p → q) → (∃p → ∃q). The rules of inference of MIPC are modus ponens, substitution, and ∀-necessitation.
Let WS5 (weak S5) denote the extension of MIPC by the axiom ¬∀¬p → ∃p. Weak S5 appeared in the literature under different guises [23, 15, 26] . It plays a fundamental role in extending Glivenko's theorem to MIPC. Indeed, as follows from [6, Theorem 10], for each formula ϕ we have:
WS5 ϕ if and only if MIPC ¬¬∀ϕ,
and if every occurrence of a propositional variable in ϕ is within the scope of ∀ or ∃, then we have:
WS5 ϕ if and only if MIPC ¬¬ϕ.
Algebraic models of MIPC are monadic Heyting algebras, which are the triples (H, ∀, ∃), where H is a Heyting algebra and ∀, ∃ are unary operations on H satisfying the identities corresponding to the axioms of MIPC given above [22, 3] . For a monadic Heyting algebra (H, ∀, ∃), let E denote the set of fixpoints of ∀ (which coincides with the set of fixpoints of ∃). Thus, we have that E = {a ∈ H : a = ∀a} = {a ∈ H : a = ∃a},
and that E is a relatively complete Heyting subalgebra of H, which means that for each a ∈ H, the sets {b ∈ E : a ≤ b} and {b ∈ E : b ≤ a} have a least and a greatest element, respectively. Moreover, each monadic Heyting algebra can be thought of as a pair (H, E), where H is a Heyting algebra and E is a relatively complete Heyting subalgebra of H [22, 3] . From this perspective, algebraic models of WS5 are those pairs (H, E) , where E is a Boolean algebra [6] . Among Boolean subalgebras of a Heyting algebra H, there always exists a largest one-the center of H-which we denote by C ; that is, C = {a ∈ H : a ∨ ¬a = 1}.
We note that C is not necessarily relatively complete in H. For example, we will show below that if H is the Heyting algebra of open subsets of the rational line Q, then the center of H consists of clopen subsets of Q, which is not relatively complete in H. We will restrict our attention to such pairs (H, C ), where the center C of H is relatively complete in H, and show that such pairs can be axiomatized by adding to WS5 the axiom C = ∀(p ∨ ¬p) → (p → ∀p).
We denote the resulting system by WS5.C.
The universal modality is a useful tool in modal logic designed to overcome the local nature of truth of modal formulas. It is interpreted as ''everywhere in the model'', thus providing a global perspective on the truth in a model. Because of the ability to express both local and global behavior of relational models, a modal language enriched with the universal modality gains dramatically in expressive power. The first systematic study of the universal modality was undertaken by Goranko and Passy [17] . Bennett [2] introduced the bimodal system S4 u in the language with two modalities and U (the universal modality), and showed how to perform qualitative spatial reasoning in S4 u . For further results in this direction, consult [29] . The system S4 u is defined by the S4-axioms for , S5-axioms for U, and the ''bridge" axiom Up → p.
An important example of the expressive power of the universal modality was given by Shehtman [27] . It is known from the seminal paper by McKinsey and Tarski [20] that if we interpret ♦ as the closure operator of a topological space, then S4 is the modal logic of any dense-in-itself metrizable space. On the positive side, this result implies that S4 is the logic of the real line, the rational line, or the Cantor space. On the negative side, however, it implies that many topological properties, such as connectedness or compactness, are not expressible in the basic modal language. Let S4 u C denote the extension of [27] showed that S4 u C is the logic of all connected spaces, thus implying that C defines connectedness in the modal language enriched with the universal modality.
To summarize, on the one hand we have two extensions of the intuitionistic modal logic MIPC: one is WS5, which is the logic of the pairs (H, B) , where H is a Heyting algebra and B is a relatively complete Boolean subalgebra of H; the other is WS5.C, which is a proper extension of WS5, and is the logic of those pairs (H, C ) where C is the center of H and is relatively complete in H. On the other hand, we have two bimodal logics in the modal language enriched with the universal modality: one is Bennett's S4 u , and the other is Shehtman's S4 u C. We extend Gödel's translation by the following two clauses:
, where E = ¬U¬ is the existential modality, which is dual to the universal modality, and establish that WS5 ϕ if and only if S4 u T (ϕ) and WS5.C ϕ if and only if S4 u C T (ϕ).
Thus, curiously enough, the intuitionistic modal logic of Heyting algebras with relatively complete Boolean subalgebras, by a natural generalization of Gödel's translation, embeds fully and faithfully into S4 enriched with the universal modality, while the intuitionistic modal logic of Heyting algebras with relatively complete centers embeds fully and faithfully into the bimodal logic S4 u C of connected topological spaces.
Let S4.Grz u and S4.Grz u C denote the extensions of S4 u and S4 u C, respectively, by Grzegorczyk's axiom ( (p → p) → p) → p. Our main result establishes that the lattice Λ(WS5) of normal extensions of WS5 is isomorphic to the lattice Λ(S4.Grz u ) of normal extensions of S4.Grz u , and that the lattice Λ(WS5.C) of normal extensions of WS5.C is isomorphic to the lattice Λ(S4.Grz u C) of normal extensions of S4.Grz u C. This provides yet another natural generalization of the Blok-Esakia theorem.
The paper is organized as follows. In Section 2, we recall the algebraic and order-topological semantics for both Int and S4, and give a crash course in the Blok-Esakia theorem. In Section 3, we develop the algebraic and order-topological semantics for WS5 and WS5.C, and in Section 4, we develop the algebraic and order-topological semantics for S4 u , S4.Grz u , S4 u C, and S4.Grz u C. In Section 5, we extend Gödel's translation and show that WS5 embeds fully and faithfully into S4 u and S4.Grz u , and that WS5.C embeds fully and faithfully into S4 u C and S4.Grz u C. Finally, in Section 6, we establish the two main results of the paper, that the lattice Λ(WS5) is isomorphic to the lattice Λ(S4.Grz u ), and that the lattice Λ(WS5.C) is isomorphic to the lattice Λ(S4.Grz u C), which provide a generalization of the Blok-Esakia theorem. We also show that S4.Grz u is the greatest companion of WS5, and that S4.Grz u C is the greatest companion of WS5.C.
The Blok-Esakia theorem
We recall [25, p. 58 ] that a Heyting algebra is a bounded distributive lattice (H, ∧, ∨, 0, 1) with an additional binary operation →:
It is well known that the class of Heyting algebras forms a variety we denote by HA, that Heyting algebras serve as algebraic models of intuitionistic propositional logic Int, and that there is a dual isomorphism between the lattice Λ(Int) of superintuitionistic logics (= extensions of Int) and the lattice Λ(HA) of subvarieties of HA. This dual isomorphism is obtained as follows. With each superintuitionistic logic L ⊇ Int, we associate the variety V L = {H ∈ HA : H |= L} and with each variety V of Heyting algebras, we associate the superintuitionistic logic L V = {ϕ :
We also recall [20, Definition 1.1] that a closure algebra is a pair (B, ♦), where B is a Boolean algebra and ♦ : B → B is a unary function on B satisfying the four Kuratowski axioms:
We call ♦ a closure operator on B. For a closure algebra (B, ♦), define a = −♦ − a.
, and (iv) 1 = 1. We call an interior operator on B. We have ♦a = − − a, and so closure algebras can be alternatively defined as pairs (B, ), where B is a Boolean algebra and satisfies conditions (i)-(iv). Because of this, closure algebras are sometime called interior algebras [7, p. 24 ]. Yet another name for closure algebras is topological Boolean algebras [25, p. 93 ], since they generalize the closure and interior operators of a topological space. In this paper, depending on our need, we will freely switch from ♦ to in the signature of a closure algebra.
Obviously the class of closure algebras forms a variety we denote by CA. It is well known that closure algebras are algebraic models of Lewis' modal system S4, and that the lattice Λ(S4) of normal extensions of S4 is dually isomorphic to the lattice Λ(CA) of subvarieties of CA. The dual isomorphism is obtained the same way as for superintuitionistic logics and varieties of Heyting algebras.
There is a close connection between closure algebras and Heyting algebras. For a closure algebra A = (B, ♦), set
Then (H A , ∧, ∨, →, 0, 1) is a Heyting algebra [25, pp. 125-126] , where 
Alternatively, α can be written as α =
Then A H = (B(H), ♦ H ) is a closure algebra [25, pp. 128-130] .
This correspondence between closure algebras and Heyting algebras allows us to give a rather simple proof that Gödel's translation of Int into S4 is full and faithful. Recall that Gödel's translation T is defined as follows:
First suppose that S4 T (ϕ). Then there exists a closure algebra A = (B, ) such that A |= T (ϕ). [13, Theorem 5.11] . In fact, the Blok-Esakia theorem [7, 12] states that the lattice Λ(Int) of extensions of Int is isomorphic to the lattice Λ(S4.Grz) of normal extensions of S4.Grz. We give a short outline of the proof of the Blok-Esakia theorem. Our account is algebraic, and uses duality theory for closure algebras and Heyting algebras developed by Esakia [11] . We assume the reader's familiarity with the basic concepts of universal algebra such as congruences, subdirectly irreducible and simple algebras, varieties, semisimple varieties, etc. All this can be found in any textbook on universal algebra; see, e.g., [10] .
Let X be a nonempty set and ≤ a binary relation on X . We recall that (X, ≤) is a quasi-ordered set if ≤ is reflexive and transitive, and that (X, ≤) is a partially ordered set if ≤ is in addition anti-symmetric. Let (X, ≤) be a quasi-ordered set. For A ⊆ X , let ↓A = {x ∈ X : ∃a ∈ A with x ≤ a} and ↑A = {x ∈ X : ∃a ∈ A with a ≤ x}.
If A is a singleton {a}, then we write ↓a and ↑a instead of ↓{a} and ↑{a}, respectively. We call U ⊆ X an upset of X if x ∈ U and x ≤ y imply y ∈ U. Thus, U is an upset if and only if U = ↑U. Downsets of X are defined dually. For a quasi-ordered set (X, ≤) we define an equivalence relation ≡ on X by x ≡ y if and only if x ≤ y and y ≤ x. We call the equivalence classes of ≡ clusters. It is well known that the factor (X/ ≡ , ≤ ≡ ) of (X, ≤) is a partially ordered set, called the skeleton of (X, ≤) (see, e.g., [14, pp. 15-16] ).
Let (X, τ ) be a topological space. We call a subset U of X clopen if it is both closed and open. We recall that a topological space (X, τ ) is a Stone space if X is compact, Hausdorff, and zero dimensional; that is, clopen subsets of X form a basis for τ .
Definition 1.
(1) We call a triple (X, τ , ≤) an Esakia space if (X, τ ) is a Stone space, (X, ≤) is a quasi-ordered set, ↑x is closed for each x ∈ X , and ↓U is clopen for each clopen U in X . (2) We call an Esakia space (X, τ , ≤) a Heyting space if ≤ is a partial order on X .
For two quasi-ordered sets (X, ≤) and (Y , ≤), we recall that a map f : X → Y is order-preserving if x ≤ y implies f (x) ≤ f (y), and that f is a bounded morphism (or a p-morphism) if, in addition, the following condition is satisfied: f (x) ≤ z implies there exists y ∈ X such that x ≤ y and f (y) = z. Let ES (resp. HS) denote the category of Esakia spaces (resp. Heyting spaces) and continuous bounded morphisms. We also view CA (resp. HA) as a category whose objects are closure algebras (resp. Heyting algebras) and whose morphisms are closure algebra homomorphisms (resp. Heyting algebra homomorphisms). We then have the following theorem.
Theorem 2 ([11, Theorem 3]).
(1) CA is dually equivalent to ES. (2) HA is dually equivalent to HS.
The dual equivalence of CA and ES is obtained through the functors (−) * : CA → ES and (−) * : ES → CA, which are defined as follows. For a closure algebra A = (B, ♦), we set A * = (X, τ , ≤), where (X, τ ) is the Stone space of B; that is, X is the set uf(B) of ultrafilters of B and τ has {φ(a) : a ∈ B} as a basis where φ(a) = {x ∈ X : a ∈ x}, and x ≤ y if and only if a ∈ y implies ♦a ∈ x (equivalently, x ≤ y if and only if a ∈ x implies a ∈ y); and for h ∈ Hom(A, A ), we set h * = h −1 .
For an Esakia space X = (X, τ , ≤), we set X * = (B, ♦), where B = CO(X) is the Boolean algebra of clopen subsets of X, and ♦(U ) = ↓U; and for f ∈ Hom(X, X ), we set f * = f −1 . Then (−) * and (−) * set a dual equivalence of CA and ES.
Similarly, the dual equivalence of HA and HS is obtained through the functors (−) * : HA → HS and (−) * : HS → HA, which are defined as follows. For a Heyting algebra H, we set H * = (X, τ , ≤), where X is the set pr(H) of prime filters of H, ≤ is set-theoretic inclusion, and τ has {φ(a) − φ(b) : a, b ∈ H} as a basis where φ(a) = {x ∈ X : a ∈ x}; and for h ∈ Hom(H, H ), we set h * = h −1 . For a Heyting space X = (X, τ , ≤), we set X * = H, where H = CU(X) is the Heyting algebra of clopen upsets of X where
and for f ∈ Hom(X, X ), we set f * = f −1 . Then (−) * and (−) * set a dual equivalence of HA and HS.
Definition 3 ([13, Section 9])
. We call a closure algebra A = (B, ♦) a Grzegorczyk algebra if for each a ∈ B we have
Clearly the class of Grzegorczyk algebras forms a variety we denote by Grz. Since the inequality of Definition 3 is an algebraic reformulation of Grzegorczyk's axiom in terms of ♦, Grzegorczyk algebras are algebraic models of S4.Grz. In order to describe the dual spaces of Grzegorczyk algebras, we need some notation. Let (X, ≤) be a quasi-ordered set and let A ⊆ X . We call m ∈ A a maximal point of A if m ≤ a and a ∈ A imply m = a. Let max(A) denote the set of maximal points of A.
Definition 4.
We call an Esakia space X = (X, τ , ≤) a Grzegorczyk space if for each clopen U of X we have U ⊆ ↓max(U).
In other words, an Esakia space X is a Grzegorczyk space if and only if for each clopen U of X and each x ∈ U, there exists m ∈ max(U) such that x ≤ m. We have the following useful lemma.
Lemma 5 ([13, Theorem 2.9]). Let A = (B, ♦) be a closure algebra and let X = (X, τ , ≤) be its Esakia space. Then A is a Grzegorczyk algebra if and only if X is a Grzegorczyk space.
If in an Esakia space X the quasi-order is a partial order, then clearly the condition of Definition 4 is satisfied, and so each Heyting space is a Grzegorczyk space [13, Corollary 4.9]. Consequently, for each Heyting algebra H, we have that A H is a Grzegorczyk algebra. This is exactly the reason that S4.Grz is also a modal companion of Int.
Let H be a Heyting algebra and let X = (X, τ , ≤) be its dual space. It was observed in [13, Section 7] that if we identify H with CU(X), then B(H) becomes CO(X), so A H = (CO(X), ↓), and so H A H = CU(X) = H (or rather H is isomorphic to H A H ). Moreover, the dual space of A H is isomorphic to X. Now let A = (B, ♦) be a closure algebra and let X = (X, τ , ≤) be its dual space. It was observed in [13, Section 7] that if we identify A with (CO(X), ↓), then H becomes CU(X), so B(H A ) is the Boolean subalgebra of CO(X) generated by CU(X), and so A H A is a subalgebra of A (or rather A H A is isomorphic to a subalgebra of A). Moreover, A H A = A (or rather A H A is isomorphic to A) if and only if X is a Heyting space. In fact, the dual space of A H A is the factor-space X/ ≡ = (X/ ≡ , τ ≡ , ≤ ≡ ), where τ ≡ is the factor-space topology.
These observations play an important role in showing that the lattice Λ(HA) of varieties of Heyting algebras is isomorphic to the lattice Λ(Grz) of subvarieties of Grz, which is the algebraic reformulation of the Blok-Esakia theorem.
For a class K of closure algebras, let Φ(K ) = {H A : A ∈ K }, and for a class L of Heyting algebras, let Ψ (L) = {A H : H ∈ L}. It follows from [7, pg. 86-87 ] that Φ commutes with the class operations of taking homomorphic images H, subalgebras S, and direct products P. Consequently, if K is a variety of closure algebras, then Φ(K ) is a variety of Heyting algebras. Thus,
On the other hand, Ψ commutes only with H, S, and finite products [14, pg. 40-41] . Therefore, it may happen that L is a variety of Heyting algebras but Ψ (L) is not a variety of closure algebras. Let Ψ * (L) denote the variety of closure algebras generated by Ψ (L). Then Ψ * (L) ⊆ Grz, and so Ψ * :
Proof. Suppose that V is a variety of Grzegorczyk algebras. Clearly Ψ Φ(V) ⊆ V. Since finitely generated V-algebras generate V, to show that V is generated by Ψ Φ(V), it is sufficient to show that finitely generated V-algebras belong to the variety generated by Ψ Φ(V). Let A = (B, ♦) be a finitely generated V-algebra with generators g 1 , . . . , g n . Then A H A ∈ Ψ Φ(V) is a subalgebra of A. We show that A belongs to the variety generated by
and ♦ 0 is the restriction of ♦ to B 0 . We let B i be the Boolean algebra generated by In particular, Ψ * (HA) = Grz. Therefore, by Lemma 7, for each variety V of closure algebras with Φ(V) = HA, we have
Consequently, Grz is the least among the varieties V of closure algebras with the property Φ(V) = HA. Thus, S4.Grz is the greatest modal companion of Int [13, Theorem 5.11].
WS5 and WS5.C
We recall [6, Section 4] that WS5 is the extension of MIPC by the axiom ¬∀¬p → ∃p, and that algebraic models of WS5 are the monadic Heyting algebras M = (H, ∀, ∃) satisfying the identity ∃a = ¬∀¬a, which correspond to the pairs (H, B), where B is a Boolean subalgebra of H, which is relatively complete in H. Following a suggestion by Joel Lucero-Bryan, we call these mado algebras (created from monadic Heyting algebras with almost dual operators). Clearly mado algebras form a variety we denote by MDA. Similarly to the case of superintuitionistic logics and varieties of Heyting algebras, we have that the lattice Λ(WS5) of normal extensions of WS5 is dually isomorphic to the lattice Λ(MDA) of subvarieties of MDA.
Dual spaces of mado algebras can be obtained as a particular case of dual spaces of monadic Heyting algebras; see [4, Sections 4 and 6] and [5, Lemma 23] . For an equivalence relation ∼ on a set X and for U ⊆ X , let
[U] = {x ∈ X : there is u ∈ U with x ∼ u}. Definition 11. We call a quadruple X = (X, τ , ≤, ∼) a mado space if (X, τ , ≤) is a Heyting space, and ∼ is an equivalence relation on X such that (i) x ≤ y implies x ∼ y and (ii) [U] is clopen for each clopen U in X .
Morphisms of mado spaces are also a particular case of morphisms of duals of monadic Heyting algebras [4, Sections 4 and 6]. For two mado spaces X = (X, τ , ≤, ∼) and X = (X , τ , ≤ , ∼ ), we call a map f : X → X a mado morphism if f is both a morphism of Heyting spaces and a bounded morphism with respect to ∼. Let MDS denote the category of mado spaces and mado morphisms. We also view MDA as a category whose objects are mado algebras and whose morphisms are mado algebra homomorphisms. Then we have the following theorem, which is a particular case of [4, Theorem 17] . 
we let X * = (H, ∀, ∃), where H = CU(X) is the Heyting algebra of clopen upsets of X , and for a clopen upset U of X , we set
and ∃(U) = {x ∈ X : there is y ∈ U with x ∼ y} = [U]; and for f ∈ Hom(X, X ), we let f * = f −1 . In view of [4, Theorem 17], we only need to verify that if M is a mado algebra, then M * is a mado space, and conversely, if X is a mado space, then X * is a mado algebra. To see that M * is a mado space, let x ≤ y. Then x ⊆ y, and so x ∩ B ⊆ y ∩ B. Since x, y are prime filters of H, we have x ∩ B, y ∩ B are prime filters of B. As B is a Boolean algebra,
Thus, x ≤ y implies x ∼ y, and so condition (i) of Definition 11 is satisfied. Let U be clopen in X . Then there exist a i ,
is clopen in X , and so condition (ii) of Definition 11 is satisfied.
Consequently, M * is a mado space. To see that X * is a mado algebra, by [4, Section 6] , it is sufficient to check that for each
. Therefore, X * is a mado algebra.
Thus, (−) * and (−) * set a dual equivalence of MDA and MDS.
As a particular case of [4, Theorem 11 .b], we can think of mado spaces (X, τ , ≤, ∼) as the triples (X, π , X 0 ) such that X is a Heyting space, X 0 is a Stone space, and π : X → X 0 is a continuous open surjection satisfying x ≤ y implies π (x) = π (y). 
Proof. For a mado morphism
Then g is well defined, continuous, and
Since f is a bounded morphism with respect to ∼, there exists z ∈ X such that x ∼ z and f (z) = y. Thus, there exists z ∈ X such that π (x) = π (z) and f (z) = y. Conversely, for a pair (f , g) satisfying the conditions of the theorem, we have that f is a morphism of Heyting spaces. Moreover, if x ∼ y, then π(x) = π (y). Therefore, gπ (x) = gπ (y), so π f (x) = π f (y), and so f (x) ∼ f (y). Furthermore, if f (x) ∼ y, then π f (x) = π (y). Thus, there exists z ∈ X such that π (x) = π (z) and f (z) = y. Consequently, there exists z ∈ X such that x ∼ z and f (z) = y, so f is a bounded morphism with respect to ∼, and so f is a mado morphism. That this is a 1-1 correspondence follows from [4, Theorem 11.b].
By the above, we can think of the objects of MDS as the triples (X, π , X 0 ) satisfying the conditions of Theorem 13, and we can think of the morphisms of MDS as the pairs (f , g) satisfying the conditions of Theorem 14.
Definition 15 ([14, p. 23, Definition 1.2]). For a Heyting algebra H, the center of H is
The following lemma belongs to folklore.
Lemma 16. Let H be a Heyting algebra and let C be the center of H.
(1) If a ∈ C , then a = ¬¬a. 
(3) Clearly 1 ∈ C . Since ¬0 = 1, it follows that 0 ∈ C . Let a ∈ C . By (1), a = ¬¬a. Therefore, ¬a ∨ ¬¬a = ¬a ∨ a = 1, and so ¬a ∈ C . Let a, b
Thus, a → b ∈ C , and so C is a Heyting subalgebra of H.
(4) It follows from (3) that C is a Heyting algebra. Moreover, for each a ∈ C we have a ∨ ¬a = 1. Thus, C is a Boolean algebra.
(5) Suppose that B is a Boolean algebra and a Heyting subalgebra of H. Let a ∈ B. Since B is a Heyting subalgebra of H, we have that the pseudocomplement of a in B is ¬a. As B is a Boolean algebra, a ∨ ¬a = 1. Thus, a ∈ C , and so B ⊆ C . Proof. Let a ∈ C . Then a ∨ ¬a = 1, so φ(a) ∪ −↓φ(a) = X , and so ↓φ(a) ⊆ φ(a). Thus, φ(a) is a downset. Now let φ(a) be a downset. Then φ(a) = ↓φ(a), so φ(1) = X = φ(a) ∪ −φ(a) = φ(a) ∪ −↓φ(a) = φ(a) ∪ φ(¬a) = φ(a ∨ ¬a), and so a ∨ ¬a = 1. Thus, a ∈ C .
Let (X, ≤) be a quasi-ordered set and let x, y ∈ X . We say that there is a ≤-path between x and y if there is a sequence z 1 , . . . , z n of elements of X such that z 1 = x, z n = y, and z i ≤ z i+1 or z i+1 ≤ z i for each i = 1, . . . , n−1. Define an equivalence relation ∼ on X by x ∼ y if there is a ≤-path from x to y.
Lemma 18. Let H be a finite Heyting algebra, C the center of H, X the Heyting space of H, and Y the Stone space of C . Then Y is
in a 1-1 correspondence with X / ∼ .
, then there is a ≤-path z 1 , . . . , z n from x to y. By Lemma 17, for each a ∈ C , we have that φ(a) is a downset. We also have that φ(a) is an upset. Thus, for each z i , we have z i ∈ φ(a) if and only if z i+1 ∈ φ(a). So x ∈ φ(a) if and only if y ∈ φ(a), and so a ∈ x if and only if a ∈ y. Consequently, x ∩ C = y ∩ C , and so f is well defined. Since C is a Heyting subalgebra of H, for each prime filter x of C there is a prime filter y of H such that x = y ∩ C . Thus, f is onto. We show that f is 1-1. Let [x] = [y]. Then there is no ≤-path from x to y. Therefore, the smallest upset U of X which is also a downset and contains x does not contain y. Since U is an upset and H is finite, U = φ(a) for some a ∈ H. As U is also a downset, by Lemma 17, we have that a ∈ C . Moreover, x ∈ φ(a) and y / ∈ φ(a), and so a ∈ x and a / ∈ y. Thus,
, and so f is 1-1.
Unfortunately, Lemma 18 does not extend to the infinite case, as the following example shows.
Example 19.
Let X be the Heyting space shown in Fig. 1 , where ∞ is the one-point compactification of the discrete space X 0 = {x 1 , x 2 , x 3 , . . .}. Consider the Heyting algebra H of clopen upsets of X . Clearly H consists of finite upsets of X 0 and cofinite upsets of X containing {∞}. It is easy to see that the only clopen upsets of X that are also downsets are ∅ and X . Thus, C = {∅, X }, and so the Stone space Y of C is a singleton set. On the other hand, there are two ∼-equivalence classes of X : X 0 and {∞}. Thus, X / ∼ is not in a 1-1 correspondence with Y .
Let H be a Heyting algebra and C be the center of H. Often C is relatively complete in H. For example, if C is finite, then C is relatively complete in H. Thus, if H is subdirectly irreducible, then H − {1} has a greatest element (see, e.g., [1, p. 179, Theorem 5]), and so C = {0, 1} is relatively complete in H. However, there exist Heyting algebras H such that C is not relatively complete in H, as the following example shows.
Example 20.
Let H be the Heyting algebra of open subsets of the rational line Q and let C be the center of H. Since for U ∈ H we have ¬U = Int(Q − U), it follows that U ∈ C if and only if U is a clopen subset of Q. Note that if r is irrational, then (−∞, r) ∩ Q is a clopen subset of Q. Now let q ∈ Q and let U = (−∞, q) ∩ Q. Then U ∈ H, but there is no largest clopen subset of Q contained in U since there is a sequence of irrational numbers converging to q from the left. Thus, C is not relatively complete in H.
From now on, we will be interested in the pairs (H, C ), where H is a Heyting algebra and C is the center of H relatively complete in H. Note that for each finite H, the pair (H, C ) is such. Since C is a Boolean algebra and a relatively complete Heyting subalgebra of H, we have that (H, C ) is a mado algebra, and so an algebraic model of WS5. Let C = ∀(p ∨ ¬p) → (p → ∀p).
Theorem 21. Let (H, B) be a mado algebra. Then (H, B) |= C if and only if B is the center of H.
Proof. First suppose that (H, B) is a mado algebra and that B is the center of H. We show that (H, B) |= C. Let ν(p) = a ∈ H. We need to show that ∀(a ∨ ¬a) ≤ a → ∀a. Let (X, τ , ≤, ∼) be the dual space of (H, B) . It is sufficient to show that ∀(φ(a) ∪ ¬φ(a)) ⊆ φ(a) → ∀φ(a). Suppose not. Then there exists x ∈ ∀(φ(a) ∪ ¬φ(a)) such that x / ∈ φ(a) → ∀φ(a). Therefore, there exists y ∈ X such that x ≤ y, y ∈ φ(a), and [y] ⊆ φ(a). Since x ∈ ∀(φ(a) ∪ ¬φ(a)) and x ≤ y, we have y ∈ ∀(φ(a) ∪ ¬φ(a)). So is not a downset, so there exist u, v ∈ [y] such that u ∈ φ(a), v ≤ u, and v / ∈ φ(a). But then v / ∈ φ(a) ∪ ¬φ(a), a contradiction. Thus, our assumption was wrong, so ∀(φ(a) ∪ ¬φ(a)) ⊆ φ(a) → ∀φ(a), and so ∀(a ∨ ¬a) ≤ a → ∀a. 
S4 u and S4 u C
Let L be a bimodal language with modalities and U. We recall that Benett's S4 u is the least set of formulas of L containing S4-axioms for , S5-axioms for U, and the axiom Up → p. We use ♦ as the abbreviation of ¬ ¬, and E as the abbreviation of ¬U¬. The algebraic models of S4 u are the triples (B, ♦, E), where (i) (B, ♦) is a closure algebra, (ii) (B, E) is a monadic (Boolean) algebra (that is, (B, E) is a closure algebra satisfying E − Ea = −Ea [19] ), and (iii) ♦a ≤ Ea. Thus, the (B, ♦) reduct of (B, ♦, E) is a closure algebra, and the (B, E) reduct of (B, ♦, E) is a monadic algebra. Following a suggestion by Joel Lucero-Bryan, we call the triples (B, ♦, E) clomo algebras. The name comes from the fact that (B, ♦, E) has a closure algebra reduct and a monadic algebra reduct. Equivalently, we can define clomo algebras in the signature of and U, where and U are interior operators on B, U − Ua = −Ua, and Ua ≤ a. In what follows, we will freely switch between ♦, E and , U. It follows from the definition of clomo algebras that the class of clomo algebras forms a variety we denote by CLA. We often view CLA as a category whose objects are clomo algebras and whose morphisms are clomo algebra homomorphisms.
Lemma 22. Let C = (B, ♦, E) be a clomo algebra. For each a ∈ B we have:
(1) From a ≤ ♦a it follows that Ea ≤ E♦a; and from ♦a ≤ Ea it follows that E♦a ≤ EEa = Ea. Therefore, E♦a = Ea. Clearly Ea ≤ ♦Ea and ♦Ea ≤ EEa = Ea. Thus, ♦Ea = Ea, and so E♦a = ♦Ea = Ea. Proof. It is well known (see, e.g., [1, p. 178, Lemma 4] ) that the lattice of congruences of B is isomorphic to the lattice of filters of B, and that the isomorphism is obtained as follows. With each congruence θ of B, we associate the filter ∇ θ = {a ∈ B : aθ 1}, and with each filter ∇ of B we associate the congruence θ ∇ defined by aθ ∇ b if and only if a → b, b → a ∈ ∇. In order to conclude the proof, it is sufficient to show that if θ is a clomo algebra congruence, then ∇ θ is a U-filter, and that if ∇ is a U-filter, then θ ∇ is a clomo algebra congruence. Let θ be a clomo algebra congruence and let a ∈ ∇ θ . Then aθ 1, so Uaθ 1, and so Ua ∈ ∇ θ . Thus, ∇ θ is a U-filter. Conversely, let ∇ be a U-filter and let
we obtain Ua → Ub, Ub → Ua ∈ ∇ and a → b, b → a ∈ ∇. Thus, Uaθ ∇ Ub and aθ ∇ b, and so θ ∇ is a clomo algebra congruence.
For a clomo algebra C = (B, ♦, E), let C E denote the set of fixpoints of E; that is,
Since the fixpoints of E coincide with the fixpoints of U, we have that C E = {a ∈ B : a = Ua} = {Ua : a ∈ B} and that C E is a Boolean subalgebra of C. Moreover, by associating with each U-filter ∇ of C, the filter ∇ ∩ C E of C E , and with each filter Γ of C E , the U-filter of C generated (in B) by Γ , we obtain that there is a lattice isomorphism between the U-filters of C and the filters of C E . C = (B, ♦, E) , the following conditions are equivalent:
Lemma 25. For a clomo algebra
(1) C is simple. 
Proof.
That (1) is equivalent to (2) follows from Lemma 24; that (2) is equivalent to (3) follows from the lattice isomorphism between the lattice of U-filters of C and the lattice of filters of C E ; that (3), (4), and (5) are equivalent is routine to verify.
Lemma 26. CLA is a semisimple variety.
Proof. Let C be a subdirectly irreducible clomo algebra. Since the lattice of U-filters of C is isomorphic to the lattice of filters of C E , it follows that C E is subdirectly irreducible as a Boolean algebra. Therefore, C E = {0, 1}, and so, by Lemma 25, C is a simple clomo algebra. Thus, each subdirectly irreducible clomo algebra is simple, which means that CLA is a semisimple variety.
Duality for clomo algebras easily follows from the duality theory for closure algebras and monadic algebras.
Definition 27.
We call a quadruple X = (X, τ , ≤, ∼) a clomo space if (X, τ , ≤) is an Esakia space and ∼ is an equivalence relation on X such that (i) x ≤ y implies x ∼ y and (ii) [U] is clopen for each clopen U in X .
For two clomo spaces (X, τ , ≤, ∼) and (X , τ , ≤ , ∼ ), we call a map f : X → X a clomo morphism if f is a morphism of Esakia spaces and a bounded morphism with respect to ∼. Let CLS denote the category of clomo spaces and clomo morphisms. Similarly to Theorem 12, we have the following duality between CLA and CLS.
Theorem 28. The category CLA is dually equivalent to the category CLS.
Proof. The functors (−) * : CLA → CLS and (−) * : CLS → CLA are constructed as follows. Let C = (B, ♦, E) be a clomo algebra. We let C * = (X, τ , ≤, ∼), where (X, τ , ≤) is the Esakia space of (B, ♦) and x ∼ y if and only if
Boolean algebra of clopen subsets of X , and for a clopen subset A of X we set For f ∈ Hom(X, X ), we let f * = f −1 . In view of [11, Theorem 3] and [19, Section 11], we only need to verify that if C is a clomo algebra, then C * is a clomo space, and conversely, if X is a clomo space, then X * is a clomo algebra. To see that C * is a clomo space, let x ≤ y. If we let Similarly to mado spaces, we can think of clomo spaces as the triples (X, π , X 0 ), where X is an Esakia space, X 0 is a Stone space, and π is a continuous open surjection such that x ≤ y implies π (x) = π (y); and similarly to mado morphisms, we can think of a clomo morphism as a pair (f , g), where f : X → X is a morphism of Esakia spaces, g : X 0 → X 0 is continuous, g • π = π • f , and π f (x) = π (y) implies there exists z ∈ X such that π (x) = π (z) and f (z) = y.
and let S4 u C denote the extension of S4 u by C. Lemma 29. Let C = (B, ♦, E) be a clomo algebra and let X = (X, τ , ≤, ∼) 
of X , if A is an upset and a downset, then A = [A].
Proof. Let C |= C and let A be a clopen upset and a downset of X . Since A is clopen, there exists a ∈ B such that A = φ(a). As A is an upset, A = φ( a), and as A is a downset, A = φ(♦a). Therefore, φ(U (♦a → a) 
Conversely, suppose that there is a clopen upset and a downset A such that A = [A]. We show that C |= C. Since A is clopen, there is a ∈ B such that φ(a) = A. As A is both an upset and a downset, we have A = φ( a) and A = φ(♦a). Therefore, φ(U (♦a → a) 
On the other hand, since [A] = A, there exist x, y ∈ X such that x ∼ y, x ∈ A, and y / ∈ A. Therefore, x / ∈ U(A)∪U(−A). Thus, x / ∈ φ(Ua∨U −a), so φ(U(♦a → a)) ⊆ φ(Ua∨U −a), and so U(♦a → a) ≤ Ua ∨ U − a. Consequently, by interpreting p as a, we obtain that C |= C.
5. Translation of WS5 to S4 u and WS5.C to S4 u C Let S4.Grz u (resp. S4.Grz u C) denote the extension of S4 u (resp. S4 u C) by the Grzegorczyk axiom. We also let CLA.C denote the subvariety of CLA whose members satisfy U(♦a → a) ≤ Ua ∨ U − a. Finally, let GrzU (resp. GrzU.C) denote the subvariety of CLA (resp. CLA.C) whose members satisfy a ≤ ♦(a − ♦ (♦a − a) ). Thus, we have that the members of CLA are algebraic models of S4 u , that the members of GrzU are algebraic models of S4.Grz u , that the members of CLA.C are algebraic models of S4 u C, and that the members of GrzU.C are algebraic models of S4.Grz u C.
We extend the Gödel translation of Int to S4 by the following two clauses:
It is our goal to show that this extension embeds WS5 fully and faithfully into S4 u and S4.Grz u , and that it embeds WS5.C fully and faithfully into S4 u C and S4.Grz u C. Let C = (B, , U) be a clomo algebra and let
Proof. Let C = (B, , U) be a clomo algebra. By Lemma 22, Ua = Ua and Ea = Ea for each a ∈ B. Therefore, for each a ∈ H C , we have ∀ C a, ∃ C a ∈ H C , and so ∀ C and ∃ C are well defined. Since U satisfies Kuratowski's axioms for an interior operator, so does ∀ C , and since E satisfies Kuratowski's axioms for a closure operator, so does ∃ C . Moreover, as E is a monadic operator on B, it follows from [19, Theorem 3] 
Thus, M C is a mado algebra. Now suppose that C ∈ CLA.C. We show that B C = {a ∈ H C : ∀ C a = a} is the center of H C . Let c belong to the center of H C and let X = (X, τ , ≤, ∼) be the dual space of C. Then φ(c) is a clopen upset of X . Moreover, the same argument as in the proof of Lemma 17 gives us that φ(c) is a downset. Therefore, by Lemma Proof. It follows from [25, pp. 128-130] Let X = (X, τ , ≤, ∼) be the dual space of M and let = (Y , τ , ≤, ∼) be the dual space of C M . It follows from [13, Section 7] that (X, τ , ≤) and (Y , τ , ≤) are isomorphic, and that the isomorphism f : Y → X is given by f (x) = x ∩ H. Moreover, for x, y ∈ Y we have x ∼ y if and only if U H a ∈ x ⇔ U H a ∈ y for each a ∈ B. This holds if and only if ∀ H a ∈ x ⇔ ∀ H a ∈ y. The last condition is equivalent to ∀a ∈ x ∩ H ⇔ ∀a ∈ y ∩ H for each a ∈ H, which means that f (x) ∼ f (y). Thus, X is isomorphic to . Now suppose that M ∈ MDA.C. Let X be the dual space of M, the dual space of C M , and f : Y → X the isomorphism. Consider a clopen subset A of Y which is an upset and a downset. Then f (A) is a clopen upset and a downset of X . By Lemma 17, there exists a in the center of H such that f (A) = φ(a). Since M ∈ MDA.C, we have a = ∃a. Therefore,
. Thus, by Lemma 29, C M ∈ CLA.C. Now we are ready to prove that the extension of Gödel's translation given above embeds WS5 fully and faithfully into S4 u and S4.Grz u , and that it embeds WS5.C fully and faithfully into S4 u C and S4.Grz u C.
Theorem 32.
(1) WS5 ϕ if and only if S4 u T (ϕ). 
An extension of the Blok-Esakia theorem
We define two functors Φ : CLA → MDA and Ψ : MDA → CLA as follows. For a clomo algebra C, let Φ(C) = M C and for h ∈ Hom(C, C ), let Φ(h) be the restriction of h to H C . It follows from Lemma 30 that Φ(C) is a mado algebra. It is well known (see, e.g., [7, p. 26, Theorem 2.11] ) that Φ(h) is a Heyting algebra homomorphism. Moreover,
Thus, Φ is well defined. For a mado algebra M, let Ψ (M) = C M and for h ∈ Hom(M, M ), let Ψ (h) :
It follows from Lemma 31 that Ψ (M) is a clomo algebra. It is well known (see, e.g., [7, p. 27 
Thus, Ψ is well defined as well.
Lemma 33.
(
Proof. (1) Let C = (B, , U) be a clomo algebra. As we pointed out in Section 2, (B(H C ), H C ) is (isomorphic to) a subalgebra of (B, ). Moreover, for each α ∈ B(H C ) we have U H C α = ∀ C α = U α = Uα. Thus, Ψ Φ(C) is (isomorphic to) a subalgebra of C. Proof. (1) We recall that a filter ∇ of M is monadic if a ∈ ∇ implies ∀a ∈ ∇, and that the lattice of congruences of M is isomorphic to the lattice of monadic filters of M [3, Section 4]. Let M = Φ(C). We show that the lattice of monadic filters of M is isomorphic to the lattice of U-filters of C. Let ∇ be a U-filter of C and let Γ = ∇∩H C . Since H C is a sublattice of B, it is clear that Γ is a filter of H C . Let a ∈ Γ . Then ∀ C a = Ua ∈ ∇ ∩ H C = Γ . Thus, Γ is a monadic filter of M. Now let Γ be a monadic filter of M and let ∇ be the filter of B generated by Γ . Hence, ∇ = ↑Γ . Let a ∈ ∇. Then there exists b ∈ Γ such that b ≤ a. Therefore, ∀ C b = Ub ≤ Ua. Since Γ is a monadic filter of M, we have ∀ C b ∈ Γ . Thus, Ua ∈ ∇, and so ∇ is a U-filter. Moreover, it is easy to see that for a U-filter ∇ of C and for a monadic filter Γ of M, we have ↑(∇ ∩ H C ) = ∇ and (↑Γ ) ∩ H C = Γ .
Consequently, this correspondence between U-filters of C and monadic filters of M establishes an isomorphism between the lattice of monadic filters of M and the lattice of U-filters of C. By Lemma 24, the lattice of congruences of C is isomorphic to the lattice of U-filters of C. It follows that the lattice of congruences of M is isomorphic to the lattice of congruences of C. Lemma 36. Let K be a class of clomo algebras.
(2) Suppose that C 1 ∈ K , that C 2 is a subalgebra of C 1 , and that M 2 = Φ(C 2 ). We show that M 2 is a subalgebra of M 1 = Φ(C 1 ). It follows from [7, p. 86 
Thus, M 2 is a subalgebra of M 1 , and so Φ(S(K )) ⊆ S(Φ(K )). Conversely, suppose that C 1 ∈ K , and that M 2 is a subalgebra of M 1 = Φ(C 1 ). Then Ψ (M 2 ) is a subalgebra of Ψ (M 1 ) = Ψ Φ(C 1 ), which, by Lemma 33, is a subalgebra of C 1 . Applying Lemma 33 again, we obtain M 2 = ΦΨ (M 2 ). Thus, M 2 ∈ Φ(S(K )), so S(Φ(K )) ⊆ Φ(S(K )), and so Φ(S(K )) = S(Φ(K )).
(3) Suppose that C 1 ∈ K , that h is a clomo algebra homomorphism from C 1 onto C 2 , and that M 2 = Φ(C 2 ). Then the restriction of h to M 1 = Φ(C 1 ) is a mado algebra homomorphism onto M 2 . Thus, M 2 ∈ H(Φ(K )), and so Φ(
Let Λ(CLA) denote the lattice of varieties of clomo algebras, Λ(GrzU) the lattice of subvarieties of GrzU, and Λ(MDA) the lattice of varieties of mado algebras. For V ∈ Λ(CLA), let Φ(V) = {Φ(C) : C ∈ V}. By Lemma 36, Φ(V) ∈ Λ(MDA), and so Φ : Λ(CLA) → Λ(MDA) is a well-defined map. Moreover, it is clear that Φ is order-preserving. Also, for V ∈ Λ(MDA), let Ψ * (V) denote the variety of clomo algebras generated by {Ψ (M) : M ∈ V}. Since Ψ * (V) ⊆ GrzU, we obtain that Ψ * : Λ(MDA) → Λ(GrzU) is a well-defined map, and clearly Ψ * is order-preserving as well. Proof. We denote by D = (D , , U ) the ω-power D ω of D. Let f : D → D be given by f (a)(n) = a. Clearly f is a clomo algebra embedding. Let also ∇ be a free ultrafilter of the powerset of ω, and let D = D / ∇ . We show that D is simple. Let [α] ∈ D . If [α] = 1, then {n ∈ ω : α(n) = 1} / ∈ ∇. Therefore, {n ∈ ω : α(n) = 1} ∈ ∇. Since D is a subalgebra of a simple algebra C, it is also simple. Therefore, {n ∈ ω : α(n) = 1} = {n ∈ ω : Uα(n) = 0}. So {n ∈ ω : Uα(n) = 0} ∈ ∇, and so (e(a) ). Thus, e is a clomo algebra embedding, and so C is isomorphic to a subalgebra of an ultrapower of D.
Lemma 40. If V ∈ Λ(GrzU), then V is generated by Ψ Φ(V). Consequently, V = Ψ * (Φ(V)).
Proof. Suppose that V ∈ Λ(GrzU). Clearly Ψ Φ(V) ⊆ V. Since finitely generated simple V-algebras generate V, to show that V is generated by Ψ Φ(V), it is sufficient to show that finitely generated simple V-algebras belong to the variety generated by Ψ Φ(V). Let C = (B, , U) be a finitely generated simple V-algebra with generators g 1 , . . . , g n . Then C is countable. By Lemma 33, Ψ Φ(C) ∈ Ψ Φ(V) is a subalgebra of C. We show that C belongs to the variety generated by Ψ Φ(C). Let C 0 = Ψ Φ(C). Suppose that C 0 = (B 0 , 0 , U 0 ), and that B i is the Boolean algebra generated by B i−1 ∪ {g i } for i = 1, . . . , n.
We let C i = (B i , i , U i ), where i , U i are the restrictions of , U to B i . Since H C ⊆ B 0 and C is simple, each C i is a clomo algebra and we have Ψ Φ(C) = C 0 ⊆ C 1 ⊆ · · · ⊆ C n = C. By Lemma 39, C i is a subalgebra of an ultrapower of C i−1 , thus belongs to the variety generated by C i−1 . Consequently, C belongs to the variety generated by Ψ Φ(C). Thus, Ψ Φ(V) generates V, and so V = Ψ * (Φ(V)). Now since the lattice Λ(WS5.C) is dually isomorphic to the lattice Λ(MDA.C) and the lattice Λ(S4.Grz u C) is dually isomorphic to the lattice Λ(GrzU.C), we can clinch another extension of the Blok-Esakia theorem.
Corollary 44. The lattice Λ(WS5.C) is isomorphic to the lattice Λ(S4.Grz u C).
In particular, Ψ * (MDA.C) = GrzU.C. Therefore, by Lemma 38, for each V ∈ Λ(CLA) with Φ(V) = MDA.C, we have GrzU.C = Ψ * (MDA.C) = Ψ * (Φ(V)) ⊆ V. Consequently, GrzU.C is the least among the varieties V of clomo algebras with the property Φ(V) = MDA.C. Thus, S4.Grz u C is the greatest companion of WS5.C.
