In this article, we apply Deift-Zhou nonlinear steepest descent method to discuss the long-time behavior of the solution of the discrete mKdV equatioṅ an = 1 − a 2 n (an+1 − an−1) , which was proposed by Ablowitz and Ladik.
Introduction
Sine nonlinear steepest descent method was developed by Deift and Zhou in 1993 [1] , it has been used to rigorously obtain the long−time asymptotics of a wide variety of continuous integral systems, such as the mKdV equation, the NLS equation, the sine-Gordon equation, the modified Schrodinger equation, the KdV equation, the Cammasa−Holm equation [1] - [7] . However, there still has been little work on discrete integrable systems, except to Toda lattice and discrete NLS equation [8, 9] .
In this article, we would like to discuss the long-time behavior of the solution of the semi-discrete mKdV equatioṅ a n = α − a 2 n (a n+1 − a n−1 ) .
This equation was proposed by Ablowitz and Ladik in [10, 11] . Here we choose α = 1, then (1) becomesȧ
n (a n+1 − a n−1 ) .
It can be shown that if we make transformation a n = δu(x, τ ), x = (n + 2αt) δ, τ = αδ 3 t/3, then equation (2) could be continued to classical mKdV equation [10, 11] u τ (x, τ ) + 6u 2 u x (x, τ ) − u xxx (x, τ ) = 0.
In this article, we would like to investigate the long-time asymptotics for the integrable discrete mKdV equation (2) by means of the inverse scattering transform and the Deift-Zhou nonlinear steepest descent method.
Inverse scattering transform
In this section, we are going to explain the inverse scattering transformation of the semi-discrete mKdV equation (2) .
Before we starting the transformation, we discuss the initial condition. Exactly, we could set the initial condition similar to Proposition 2.1 of [9] . 
Then ( (1 + |n|) s |c n | < ∞, 0 ≤ t < ∞}.
Proof. Set
It's easy to verify that c −∞ is a conserved quantity as well as ρ. Then, we consider the solution of (2) as an ODE equation in the Banach space l 1,x ⊂ l ∞ in condition (3). Set B := {a = {a n } ∈ l ∞ }, and solve the equation (2) in B locally in time. Since the right-hand side of the equation is Lipschitz continuous and bounded, there exits a t 1 such that for t ∈ (0, t 1 ], a could be solved in B. By the standard argument about ODE equations in [12] , we get that ρ depends on t so as a(0) ∞ ≤ ρ. Then we solve (2) again and set the initial time as t = t 1 . For we have known that ρ is conserved, a(t 1 ) ∞ ≤ ρ and equation (2) have solution extended to t ∈ (t 1 , 2t 1 ]. Repeat the process above, then we can extend the solution to t = ∞ in the space l ∞ . And for 0 ≤ t ∞, a(t) ∞ ≤ ρ.
From equation (2), we get ȧ(t) 1,s ≤ Const. a(t) 1,s .
By integrating with respect to t, we have a(t) 1,s ≤ a(0) 1,s + Const. Further, by virtue of the Gronwall inequality, a(t) 1,s grows at most exponentially and does not blow up.
In the following, we are going to give the concrete representation of a n by means of the inverse scattering transformation. The inverse scattering transformation is similar to that for the discrete NLS equation, which could be found in [13] .
The discrete mKdV equation admits a Lax pair
where A n = Å 0 a n a n 0 ã , B n = Å −a n−1 a n a n z + a n−1 z −1 a n z −1 + a n−1 z −a n−1 a n ã .
For any fixed t, making transformation
whereÃ n = z −nσ3 A n . From equation (7), we can find four Jost vector solutions which possess the following asymptotic properties
From (8) and (9), we get the solutions of (5) respectively
where
n . Also, it's easy to verify that both M n and N n belong to C[{|z| ≥ 1}∪{∞}], and they are both analytic outside the unit circle, while both M * n and N * n are analytic inside the unit circle and continuous on the unit disc. On the unit circle, by the linearity of the eigenfunction, there are four functions a(z, t), b(z, t), a * (z, t) and b * (z, t) such that
By the symmetry property, we could find that
Define a matrix
we have
However, the eigenfunctions (10) and (11) are not the solution for equations (5)- (6) on the (n, t) space. Through time evolution, we get an analytic function m n on C \ {|z| = 1} such that
where r(z) = r(z, 0). In summary, we get the following RHP (i) m n is analytic on C \ {|z| = 1};
(iii) m n (z; n, t) → I as |z| → ∞, moreover,
If we set ϕ =
For convenience, we would take m in place of m n in following sections.
Deformation of the RHP
In this section, we transform the RHP (i)-(iii) to a new one, such that the new RHP's jump matrix could be decomposed to the product of a pair of nice up/low triangular matrices. We set a positive real number V 0 such that V 0 < 2. And we will discuss the asymptotic behavior as t → ∞ assuming |n| ≤ V 0 t.
We get 4 stationary point for ϕ
iθ , from the representation of ϕ, we have Reϕ = t 2 cos(2θ)(r 2 + r −2 ) − n log r, which leads to the sign figure of Reϕ as shown in figure 1 .
which has a solution [16] δ(z) = e
It can be shown that δ and δ −1 are bounded. Now, we come to the RHP of mδ −σ3 :
If we set m (1) = mδ −σ3 and
then, we would get m
where Σ is the circle, but the orientation of it is clockwise onS 1 S 2 andS 3 S 4 and counterclockwise onS 2 S 3 andS 4 S 1 (as shown in Figure 1 ). Moreover, if we make
then, there is a concise format for v
4 Decomposition of the RHP First, we discuss the situation inS 1 S 2 on the one side and then we will discuss the situation on the other side and other arcs. We consider ρ as a function of θ, i.e. the argument of z. If we set θ 0 = −arg(A), then, the region of ρ is (−θ 0 , θ 0 ). Thus, we could decompose ρ as the sum of a odd function and a even function
then we take the Taylor expansion of H o and H e at the point θ 2 = θ 2 0
and k and q has the relationship: k = 4q + 1. By abuse of notation, we can also write α as a function α(θ) on the unit circle. Notice that R(z) is a rational function, which can be analytically extended fromS 1 S 2 to the complex plane. So, it's bounded uniformly on the bounded region of C, as well as α. Here, we consider a function ψ = ϕ/(it), and it's easy to check the strict decreasement of ψ on the open range (−θ 0 , θ 0 ). Thus, we could consider θ as a function of ψ and we could consider h/α as a function about ψ: , and its norm is uniformly bounded by (n, t). Now, we apply Fourier transform to (h/α)(θ), decompose h into two parts:
Thus, we have ρ = R + h I + h II , and by the property h/α ∈ H 3q+2 2 ψ , there exists an constant C such that e −2ϕ h I ≤ Ct
The argument above is the "curved" version of (1.33) in [1] . Now, we take two quantities
We introduce a new curve
We could check that h II has analytic extension outwards to L 12 . From the representation of h II in (23), we could deduce that
and for both S 1 and S 2 are first order saddle points, we have
Thus, with the equation (27) and
Now, for sufficiently small positive number ǫ, we define
For the one side ofS 1 S 2 , we have decomposed ρ into three parts as ρ = R + h I + h II , and the each of them has its decaying property as shown in (24), (29) and (30). Similar result can be obtained for the other side ofS 1 S 2 . Here we decomposē ρ, in stead of ρ. Here, we introducep
We consider the contourL 12 =l 12 ∪l 21 , wherē
By using the decompositionρ =R +h I +h II with
we can get the estimate forh I andh II
We also setl
And we have
Figure 2 
Remark 4.1. We have decomposed ρ onS 1 S 2 , and we could decompose it onS 2 S 3 , S 3 S 4 andS 4 S 1 : ρ = R + h I + h II . Here, R is the rational part, h II can be extended to L analytically and R, h I and h II have properties analogue to (24), (29) and (30).
Remark 4.2. We have decomposedρ onS 1 S 2 , and we could decompose it onS 2 S 3 , S 3 S 4 andS 4 S 1 :ρ =R +h I +h II . Here,R is the rational part,h II can be extended toL analytically andR,h I andh II have properties analogue to (31), (32) and (33). Remark 4.3. We have decomposed ρ on the unite circle; then, we could get the new contour as shown in Figure 2 . Here, ρ = R + h I + h II , R and h II could be extended analytically from Σ to L, and h I decay rapidly as t → ∞. Also,ρ =R +h I +h II .R and h II could be extended analytically from Σ toL, and h I decay rapidly as t → ∞.
Here, we would come to the construction of the new RHP. We set:
For h II and R is analytic on Ω 5 and Ω 6 , b e + is analytic on Ω 5 and Ω 6 ; similarly, b e − is analytic on Ω 3 and Ω 4 . Thus, we could define a new meromorphic function on C:
on Ω 1 and Ω 2 ;
on Ω 3 and Ω 4 ;
on Ω 5 and Ω 6 .
From (18) and (34) we conclude that
Here, we set b
+ . Then, we set w
− . By the representation of m (2) on Ω 1 , we learn that m (2) → I as z → ∞, like m (1) .
Reduction of the RHP
In this section, we would like to reduce the previous RHP to a simpler RHP. We firstly introduce an integral operator in [15] and write m (2) in the integral form. By this method, we could only focus the RHP related to the leading order.
Partition of matrices
We recall that m (2) can be writhen in the integral form:
Note that C w (2) = C + (·w
+ ), where C ± are the Cauchy operators. Then, for m (1) = mδ −σ3 , (34) and (14), we get:
which implies that a n is an representation of the integral operator of m (2) . Now, we come to the partition of m (2) . We define w a ± equal to the contribution to w (2) ± from the quantities involving h I , h II ,h I andh II on the whole Σ (2) . For ǫ ∈ (0, d)
. Here, w * ± are matric functions defined on Σ (2) for * = a, b, c, ′ . Then, we set a contour consisting of four crosses:
that the orientation of Σ ′ and all Σ j s are determined according to Σ (2) (see figure  3 ).
Lemma 5.1. There is a constant C > 0, such that
and
Proof. For the boundedness of δ and δ −1 and the estimate: (24), (29), (31), (32) and their analogues, we imply (39) and (40). With (27) and its analogues, we could complete the proof of (41) 
Some resolvent and estimates
Use the notation similar to that we have used in (37):
etc., by the second resolvent identity, we have
For z −2 is uniformly bounded on Σ (2) , we could deduce, with (39) and (40):
Combining (38), (43) and (44), if we set l = 1, we could imply the following equation
If we set C
then we could write (45) as, by (2.58) in [1] , for w ′ vanishes on Σ (2) \ Σ ′ :
Note that C w ′ is an operator on L 2 (Σ (2) ), whose kernel is w ′ .
Remark 5.2. In that sequence of equations (43) makes sense if we suppose that both (I − C w (2) ) −1 and (I − C w ′ ) −1 exist and are bounded. In the later argument, we will prove that as t is sufficient large, both (I − C w (2) ) −1 and (I − C w ′ ) −1 . exist and are bounded uniformly as t → ∞
Four crosses
As we have shown in the previous section, Σ ′ consists of for crosses. In this section, we will also decompose w ′ into four parts according to the cross; moreover, we will make some estimates and introduce a more concise form for a n .
We set matric functions on Σ ′ :
Then, we define integral operators on L 2 (Σ ′ ) with kernels in (47):
For A j , we have the following result:
Proposition 6.1. Given j, k = 1, 2, 3, 4 and j = k, we have
Proof. Exactly, for the definition of w j ± and w
To complete the proof, we could refer to the method in [?] proving equation (3.6) and (3.7), by replacing A ′ and B ′ with A j and A k respectively.
Assume that as t → ∞, (1 − A j ) −1 exists and is uniformly bounded which would be proven in the later sections. For C
To verify this equation, we only have to do the basic operator calculation under the assumption of the existence and boundedness of (1 − A j ) −1 . Then, we have
Here we find that
By the definition of A k , we know that A k I ∈ L 2 (Σ ′ ) and
thus, by the uniform boundedness of the operator (1
Then, with (49) and (52), we get that
Thus, if we could verified that
is bounded uniformly as t → ∞, we could write (51) as, by integral Hölder's inequality
With the boundedness of z −1 on Σ ′ , (41) and (42), for sufficient large t, [1 − Thus, with (51), if we prove that for any pair of different numbers in {1, 2, 3, 4}(j = k) and some constant C
we have the theorem: Theorem 6.2. a n has the representation as t → ∞ a n = − δ(0)
Proof. Combining (46), (53) and (54), we could complete the proof of (55) by consider
To prove (54), we consider firstly
what's more,
Thus, we could get (54). Here, by (42), we have w
. With Theorem 6.2, we see that the RHP could be reduce to four RHPs on four separated crosses.
Rotation and Scaling
In this section, we would introduce scaling operators according each saddle point. By scaling and rotation, we could normalize the contour and phase function ϕ to Re ±(iπ)/4 and the function ±iz 2 /4.
From the representation of the phase function ϕ, we show that for any j = 1, 2, 3, 4,
Set T 1 = T 2 = 1 and T 3 = T 4 = −1; then, we define the following quantities for j = 1, 2, 3, 4:
It's easy to verify that δ(z) = 4 j=1 δ j (z) by making product directly; then, we defineδ
In the previous functions, the integral Sj Tj stand for the integral on arcsT j S j from T j to S j . The function also has the relationship
For the phase function, at each saddle point S j , we have
where ϕ j (z) = O(|z − S j | 3 ). We set
then we set some infinite crosses:
= S j + S j e ±iπ/4 R, oriented outward j = 2, 4;
= e ±iπ/4 R, oriented outward j = 2, 4.
In fact, Σ j ⊂ Σ(S j ), for any j = 1, 2, 3, 4. We setM j : Re iπ/4 ∪Re −iπ/4 → (S j +Rβ j e iπ/4 )∪(S j +Rβ j e −iπ/4 ), z → β j z+S j . Then, we introduce the scaling operator:
which is the pull-back of the mapping:
Here, we apply the scaling operator on some functions in the following. It's easy to estimateÑ
For δ j , by (61), we havẽ
Thus, by (63) and (64), we havẽ 
is on the left side of e ±3iπ/4 R + as well as R − . For j = 1, we could see the cut in Figure 4 as a dash dotted line. Exactly, as j is odd, the cut is as shown in the right of Figure  4 . For j is even, we could see Figure 5 . For we only concentrate the function δ 
Localization
In section 6, we have estimated the value of a n and the principal part consist of four integrals respectively on four crosses: Σ j (j = 1, 2, 3, 4) , argued in Theorem 6.2. Then, in this section, we derive some extimaes that will help to reduce the representation of a n to be more concise such that its principal part is only about the saddle point.
Here, we defineŵ 
Then, by calculating, we have
We get that the support ofÑ jŵ j is inM
By simple calculation, we get that α commutes with the operator left multiplying ∆ 0 j ; so, (1−α j ) −1 also commutes with it. Then, we have the following by the second
Assume j = 1 or 3. We could know thatM
Then, according to the representation ofM j , we derive the following propositions.
Proposition 8.1. As j = 1 or 3, for any arbitrary fixed constant γ(0 2γ 1) , we have onM
0} respectively:
Here, R(S j +) =r(S j ) and R(S j −) = −r
Exactly, this proof of proposition 8.1 is similar to the proof of proposition 10.1 in [9] . So, we omit the proof here. Similar to proposition 8.1, we also have the following proposition: Proposition 8.2. As j = 1 or 3, for any arbitrary fixed constant γ(0 2γ 1) , we have onM
Here,R(S j +) = r(S j ) andR(S j −) = − r(Sj) 1−|r(Sj)| Remark 8.3. As for j is even, we could show that ( And we define operators: α 
Thus, we've reduced the RHP to the new RHP about four phase stationary points.
The boundedness of operators
In this section, we argue the existence and boundedness of the following operators
Exactly, we could predigest this problem to that we only have to prove that as t → ∞, (1 − α ∞ j ) −1 exists for any j and is uniformly bounded. are both bounded; Moreover, because ∆ 0 j is invertible matrix, we get the existence and boundedness of (1 −Â j ) −1 . By (2.58) in [1] , we have the existence and boundedness of (1 − A j ) −1 ; thus,
−1 exists and is uniformly bounded. What's more, by (2.59) in [1] , (I − C w ′ ) −1 exists and is uniformly bounded.
For that |w (2) ) → 0; thus, by second resolvent equality, we have that for sufficiently large t, the existence and boundedness of (I − C w ′ ) −1 implies that of
Thus, the remained work in this section is to prove the existence and boundedness of (1 − α
Exactly ,the method that we would use to bound
−1 has been shown in [1] when doing step 3-5 of section 3. We discuss this problem into two cases: j is odd and even. − ; moreover, we set the operator α
We could write w j,e ± w j,e 
then we find that
On R, we write
Let w e,σ = w e,σ + + w e,σ − , it is easy to verify that the Cauchy operator C + and −C − are complementary orthogonal operators on L 2 (R). Then, the bound of C w e,σ |R :
C w e,σ |R ≤ r L ∞ (R) < 1. Thus we could get that C w e,σ 1 by Lemma 2.56 in [1] , where C w e,σ is an operator on L 2 (Σ e ). Thus, we could derive that (1 − C w e,σ ) −1 exists and is uniformly bounded. Then, similar to the step 5 in section 3 of [1] , we could deduce the existence and boundedness of (1−α e j ) −1 . Thus, we have proved the existence and the boundedness of (1 − α j,∞ ) −1 , i.e. we complete the prove of this section for j = 1 or 3. As for j is even, we could do the process once again as j is odd, but we could make conjugate transformation to w j,e ± . We first get w Define a conjugate operator T f (z) = f (z). We could find that T w j,e ± is almost the same as w j,e ± on Σ e . except that r(S j ) take the place of r(S j−1 ). But r L ∞ = r L ∞ < 1, thus C T w j,e < 1; Moreover, for C w j,e = T C T w j,e T and T is unitary operator on L 2 (Σ e ), we have C w j,e L 2 →L 2 < 1.
Thus, the proof of the case that j is even follows after the proof of the case: j is odd.
Main results
In this section, we come to the remaining work of this article, i.e. the final representation of a n .
By (76), we only have to estimate
We expand the m j in the form m j (z) = I + 1 2πi Σj (0) 
From the asymptotic behavior of m j as z → ∞, we have
Exactly, Φ is analytic on C \ R. We setΦ = Φz 
where m 
Because C w j,e = T C T w j,e T and T 2 = 1, we have C T w j,e = T C w j,e T,
and Σj (0) [ ( [(1 − C w j,e ) −1 I](z)w j,e (z)dz.
But by what we have done for j is odd, we get that 
where ν j = − 
