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Abstract
The system describing a single Dirac electron field coupled with
classically moving point nuclei is presented and studied. The model
is a semi-relativistic extension of corresponding time-dependent one-
body Hartree-Fock equation coupled with classical nuclear dynamics,
already known and studied both in quantum chemistry and in rigorous
mathematical literature. We prove local existence of solutions for
data in Hσ with σ ∈ [0, 32 [. In the course of the analysis a second
new result of independent interest is discussed and proved, namely
the construction of the propagator for the Dirac operator with several
moving Coulomb singularities.
1 Introduction
The analysis of complex atomic matter behavior starting from first princi-
ples is nowadays a well developed subject, with a rich literature both on the
theoretical and computational sides. In low energy regime there is often a
good or excellent agreement between theoretical description and experimen-
tal results. Things are different in presence of heavy atoms, where relativistic
contributions become essential to reliable calculations of spectral and other
relevant properties of the involved systems. Notwithstanding the existence
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of several partly efficient computational strategies, the understanding of the
subject from a theoretical and rigorous point of view is at present rather
poor. This is due to the lack of a consistent many body Dirac theory, in
contrast with the many body Schro¨dinger theory so successful in the non
relativistic regime. It is not even clear, to give a basic example, the behavior
of the system composed by two Dirac particles interacting via a Coulomb
potential (see [15] and the recent preprint [14]); for this elementary two par-
ticle system it is widely believed but not proved that the essential spectrum
is given by the whole real line and there are no eigenvalues.
A possible and perhaps unavoidable way out of the difficulties caused by
the spectral obstruction to a many body Dirac theory consists in resorting
on Quantum Electrodynamics to obtain an effective theory. This suggestive
program, if theoretically satisfying and promising, is however at present far
from being fully developed.
In view of this incomplete and uncertain state of affairs, in this paper we
want to follow a less ambitious but however non trivial goal, that is to give
the local well posedness for the dynamics of a single Dirac electron field in-
teracting with nuclear matter described, as often in Quantum Chemistry, as
N moving point classical particles.
Namely, we will study the Cauchy problem

i
∂u
∂t
(t, x) = (D + β)u(t, x)−
N∑
k=1
Zk
|x− qk(t)|u(t, x) +
(
|u|2 ∗ 1|x|
)
(t, x)u(t, x),
mk
d2qk
dt2
(t) = −∇qkWq(t)
u(0, ·) = u0, qk(0) = ak, dqk
dt
(0) = bk
(1.1)
with N ≥ 1, where
Wq(t) = −
N∑
k=1
Zk〈u, 1|x− qk|u〉+
∑
k 6=l
ZkZl
1
|qk − ql| .
We are considering an electron with unit mass; the units are chosen in order
to have ~ = 1 and c = 1. Here, D + β represents the massive 3D Dirac
operator; we recall that D is defined as D = i−1
3∑
j=1
αj∂j where the 4 × 4
Dirac matrices are given by
αk =
(
0 σk
σk 0
)
, β =
(
I2 0
0 −I2
)
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and the σk (k = 1, 2, 3) are the Pauli matrices, given by
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1.2)
We briefly discuss the model, referring to [28] for a comprehensive ac-
count of the subject of rigorous derivation of atomic and molecular systems,
including relativistic effects and to [17] for details on variational techniques
in stationary problems.
The above system contains a partial differential equation of Dirac type rep-
resenting the (single) electron cloud dynamics, coupled with ordinary differ-
ential equations ruling the motion of the nuclei. The latter are described
as classical point particles. The coupling shows up in two different terms
in the equations: firstly the Coulomb potential evaluated at the positions of
the moving nuclei appears in the Dirac equation, and then in each classical
Newton equation besides the inter-particle Coulomb interaction, a further
force term containing the Dirac field is present. This force term represents
the Coulomb potential (at the nucleus position) due to the charge density
u∗u associated to the electron field. A contribution of this kind is heuristi-
cally expected on the basis of so-called Hellman-Feynman’s Theorem, and it
is the analogue of a similar term in the non relativistic theory of atoms and
molecules. Finally, we add to the Dirac equation a nonlinearity of Hartree
type. In the Schro¨dinger theory the Hartree nonlinearity is an effect of a
reduction from a many body theory, but we do not attempt here any the-
oretical justification of this term and we retain this contribution by pure
analogy; we only mention that in the context of Dirac-Maxwell theory, this
term appears naturally in the absence of magnetic field as a by-product of
the decoupling of the equations (see [13]). For relevant rigorous results re-
garding well posedness of the analogous model in the Schro¨dinger setting we
refer to [11], to the above [28] and to references therein.
We discuss briefly a last issue related to the choice of the model. In a com-
pletely relativistic model the classical nuclei should have a relativistic kine-
matics, and the (classical) electromagnetic potentials, including the magnetic
vector potential, should solve the Maxwell equations, or the wave equation
in a suitable gauge. In the semi-relativistic model presented here the dy-
namics of the heavy nuclei is consistent, at a first approximation, with the
consideration of the instantaneous Coulomb potential only, while magnetic
and retardation effects are neglected. The completely non relativistic analo-
gous of system (1.1) has already been object of study in literature (see [11],
[2], [3] and is known to be globally well posed; for a related paper on nonlin-
ear Schro¨dinger equations with moving Coulomb singularities see also [33]).
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We stress the fact that, in contrast with the Schro¨dinger case, a severe diffi-
culty here is represented by the strong singularity produced by the moving
nuclei: indeed, the Coulomb potential exhibits the same homogeneity of the
(massless) Dirac operator or, in other words, it is critical with respect to the
natural scaling of the operator. This is the source of several problems, espe-
cially from the point of view of dispersive dynamics: indeed, it is not known
whether Strichartz estimates hold for the flow eit(D+meβ+
ν
|x|
), even in the case
me = 0 (we mention the papers [10] in which a family of local smoothing
estimates for such a flow is proved and [9] in which the same result is ob-
tained in the case of Aharonov-Bohm fields), while it is interesting to notice
that for the scaling critical non-relativistic counterpart, i.e. the Schro¨dinger
equation with inverse square potential, the dispersive dynamics is now com-
pletely understood (see [6] for Strichartz, and [19] for time-decay estimates
in even more general settings). Related analysis of dispersive estimates for
perturbed Dirac flows with applications to nonlinear models can be found in
[16], [7], [8] and references therein. Anyway, in the present paper we bypass
the lack of effective dispersive estimates, adopting the strategy already work-
ing in [11], which is essentially an application of Segal Theorem [39]. The key
ingredients will be the construction of a 2-parameters propagator associated
to the time-dependent Hamiltonian, the fact that the non local Hartree term
is Lipschitz continuous and finally a two stage fixed point argument. This
allows to prove at least existence of local solutions for system (1.1).
As a final remark on the model, notice that a complete particle-field system
should include the coupling with the electromagnetic field, and so Maxwell
equations with sources. For a point particle this presumably entails serious
difficulties, which in the case of the completely classical Maxwell-Lorentz
system are well known and unsolved (see for example [41] for a complete
discussion and [31, 32] and references therein for a rigorous treatment of a
related model).
Before stating our main results, let us fix some useful notations.
Notations. With L2 and Hσ we will denote the Lebesgue and Sobolev
spaces L2(R3,C4) and Hσ(R3,C4) respectively.
With L(X, Y ) we will denote the space of bounded linear operators A : X →
Y and we pose L(X) ≡ L(X,X) .
By the symbol 1N≥2 we mean the number 1 if we are in the case of several
nuclei, the number 0 in the case of a single nucleus.
For the sake of brevity, when no ambiguity is possible, we will often omit the
dependence t ∈ [0, T ] and k = 1, . . . N in writing expression such as sup
k,t
.
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Our first result consists in showing existence of a two-parameters propagator
associated to the time dependent Dirac Hamiltonian with moving Coulomb
singularities
H(t) = D + β + V (x, t) (1.3)
where V (x, t) = −
N∑
k=1
Zk
|x− qk(t)| .
We will assume to be, when N ≥ 2, in a no-collision setting; namely, we will
require the initial positions ak to be well-separated, together with a bound
on the velocities q˙k(t) (hypotheses 1.4 and first of 1.5).
Theorem 1.1. Assume that |Zk| <
√
3
2
∀k and that
min{|qk(0)− ql(0)| | k 6= l} = 8ε0 (1.4)
for some ε0 > 0. Then if the nuclei trajectories q1, · · · , qN are W 2,1([0, T ])
and there exists Cq˙ (independent from T ) such that
(1 + T1N≥2) sup
k
‖q˙k‖L∞([0,T ]) ≤ Cq˙, sup
k
‖q¨k(t)‖L1([0,T ]) <∞ (1.5)
for some T > 0, then the flow of the equation
i∂tu = H(t)u
is well defined and given by a family of operators Uq(t, s) with
Uq ∈ C([0, T ]2,L(Hσ))
for any σ ∈ [0, 3
2
) with Hσ → Hσ norms uniformly bounded in t, s, and q;
Uq(t, s) satisfies
Uq(t, s) ◦ Uq(s, r) = Uq(t, r), Uq(t, t) = I ,
i∂tUq(t, s) = H(t)Uq(t, s) , i∂sUq(t, s) = −Uq(t, s)H(s) .
Moreover if q(1) = (q
(1)
1 , . . . , q
(1)
N ) and q
(2) = (q
(2)
1 , . . . , q
(2)
N ) belong to C2([0, T ]),
satisfy the above hypotheses and assuming moreover that q(1)(0) = q(2)(0) =
(a1, . . . , aN), then there exists C (independent from T ) such that for all
t, s ∈ [0, T ]2, we have
‖Uq(1)(t, s)− Uq(2)(t, s)‖Hσ→Hσ−1 ≤ C sup
k
(1 + 1N≥2T )‖(q˙k(1))− (q˙k(2))‖L∞
for any σ ∈ [1, 3
2
).
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Remark 1.1. We recall that
D + β ± Z|x| (1.6)
(and variants thereof) is a self-adjoint operator for |Z| <
√
3
2
on H1 (see
[38]); a distinguished self-adjoint extension can actually be built also in the
wider range |Z| ≤ 1 (see [18] and references therein; see also the recent review
[20]). Similar results hold in the case of multi-centric Coulomb potentials but
for atomic numbers |Zk| <
√
3
2
(Levitan-Otelbaev theorem, [29, 27]), and we
retain this condition along the paper without other comments.
Remark 1.2. By applying a standard continuation argument, the propagator
Uq(t, s) defined in Theorem 1.1 can be extended to global times provided one
assumes, instead of (1.5), global bounds on |q˙k(t)|, |q¨k(t)|. However, in the
subsequent analysis of the coupled dynamics defined by system (1.1), these
two terms can be bounded only locally in time, due to the absence of positive
definite conserved quantities. Therefore we will only be able to obtain a local
evolution in the coupled system.
Remark 1.3. The proof of Theorem 1.1 borrows ideas from [26], in which the
authors prove a similar result in the case of the Dirac equation perturbed by
the retarded Lienard-Wiechert potentials produced by relativistically moving
nuclei. The main technical tool consists there in introducing a local Lorentz
transformation depending on the particle trajectories which simultaneously
freezes the position of the moving singularities, in such a way to change from
moving Coulomb singularities to stationary ones, and then to resort on clas-
sical theory of self-adjointness for perturbations of the Dirac operator. We
stress however that the difference in the model (the Lienard-Wiechert poten-
tials discussed in [26] are significantly more involved and require stronger
assumptions) and our need of detailed estimates for subsequent analysis do
not allow a reduction of the present result to the one in [26].
Remark 1.4. The threshold σ = 3
2
in Theorem 1.1 seems to be structural
in the following sense: in order to apply Kato’s results for the construction
of the propagator associated to a time-dependent Hamiltonian H(t), one of
the (sufficient) conditions is H(t) ∈ C([0, T ];L(Y,X)). Therefore, beyond
the regularity in time, which will be guaranteed by assumptions (1.5), one
needs the Hamiltonian to be bounded from Hσ+1 into Hσ, and this fact will
be true, as a consequence of generalized Hardy-Rellich inequality, only for σ
up to 1
2
. Moreover, we stress the fact that the space H
3
2 appears as a natural
threshold of regularity for the eigenstates of the Dirac-Coulomb operator (see
the Appendix), and this seems to confirm the optimality of our result.
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Then we study local well posedness for the Cauchy problem (1.7). For
the sake of simplicity, we state this result in the simplified framework of a
single nucleus first. In this case, the system writes (we consider, without loss
of generality, the initial condition q(0) = 0)

i
∂u
∂t
(t, x) = (D + β)u(t, x)− Z|x− q(t)|u(t, x) +
(
|u|2 ∗ 1|x|
)
(t, x)u(t, x),
m
d2q
dt2
(t) = 〈u(t)|∇ Z| · −q(t)| |u(t)〉
u(0, ·) = u0, q(0) = 0, dq
dt
(0) = q˙0.
(1.7)
We are here using the Dirac bra-ket notation to denote
〈u(t)|∇ Z|x− q(t)| |u(t)〉 = −Z
∫
R3
〈u(t), u(t)〉C4 x− q(t)|x− q(t)|3 . (1.8)
We get the following result.
Theorem 1.2. Let |Z| <
√
3
2
and σ ∈ [1, 3/2). There exist C1 and C2
depending on Z and m, such that for all R ∈ R+, all u0 ∈ Hσ such that
‖u0‖Hσ ≤ R, and all initial conditions q0 such that |q˙0| ≤ C1, then system
(1.7) admits a solution in C([0, T ], Hσ(R3))×C2([0, T ],R3), for T = 1
C2(1+R2)
;
The analogous result in the multi-nuclear case is then the following
Theorem 1.3. Let N ≥ 2, |Zk| <
√
3
2
for all k = 1, . . . N and σ ∈ [1, 3/2).
There exist C1 and C2 depending on (Zk)k and (mk)k and ε0, such that for
all R ∈ R+, all u0 ∈ Hσ such that ‖u0‖Hσ ≤ R, and all initial conditions
(qk(0))k satisfying (1.4) and all vectors q˙0 such that |q˙0| ≤ C1, then system
(1.7) admits a solution in C([0, T ], Hσ(R3))×C2([0, T ],R3), for T = 1
C2(1+R2)
;
We give some remarks on these results.
Remark 1.5. The threshold σ = 3
2
is a consequence of Theorem 1.1, as
one needs the two parameter propagator constructed before in order to prove
existence of a solution. We moreover notice that this threshold appears again
in the nonlinear model: indeed, in order to prove existence of solutions for
equation (1.1) one needs to prove regularity properties for the nonlinear term
(1.8) which, as a matter of fact, turns to be Ho¨lder continuous for u ∈ Hσ for
σ < 3
2
, and would become Lipschitz continuous for σ > 3
2
. Both these facts are
a consequence, again, of generalized Hardy inequality. This means that if one
was able to construct some propagator on Hσ for σ > 3
2
, this would yield not
only existence of solutions for system 1.1, but also local well-posedness (i.e.
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uniqueness and continuous dependance on the initial data). Unfortunately, as
discussed in Remark 1.4, this threshold seems to be structural. To overcome
these issues one can think to modify the setting of the problem working with
weighted Sobolev spaces or to modify the model regularizing the singularity in
the Coulomb potential. These developments will be the object of future work.
Remark 1.6. If we look only at the nonlinear Dirac equation, our Hσ as-
sumption on the regularity of the initial condition is well above the critical
threshold required by the scaling (see e.g. [30], in which the authors study
global well-posedness and scattering for the Dirac equation with a nonlocal
nonlinear term of the form F (u) = (|x|a ∗ |u|p−1)u relying on Strichartz esti-
mates). Nonetheless, our high regularity requirement seems to be unavoidable
if one wants to deal with the classical Newtonian dynamics for the nuclei.
Moreover, let us point out that the coupled system (1.1) does not exhibit any
scaling law even in the case of massless electrons.
Remark 1.7. It is interesting to compare Theorem 1.2 with its non relativis-
tic counterpart, i.e. Theorem 1 in [11]. In that case the authors prove global
well posedness for the Cauchy problem (i.e. the existence of a solution for
any time t > 0) for initial data in the space H2; to do this, they first prove
local well posedness and then extend the solution using energy conservation
of the system. This strategy does not work for the Dirac equation (and thus
in the present contest), as the associated energy is not positive, and therefore
cannot be used to control any Hσ norm. This is the ultimate reason why we
are only able to obtain local well posedness for system (1.7).
Remark 1.8. All the constants in Theorem 1.3 may depend on ε0. In partic-
ular, the time of existence should behave like εγ0 for some γ > 0. The power
γ that one can compute while performing the proof does not seem physically
relevant, hence we did not keep track of it during the proof. This smallness
on T may be replaced by a smallness assumptions on Zk, in this case, we can
have a time of existence proportional to ε0.
We give a brief outline of the structure of the paper.
Section 2 will be devoted to the proof of Theorem 1.1, i.e. to the construction
of the 2-parameter propagator, first in the case of a single nucleus and then
with several ones. Various properties of the propagator are derived: firstly,
its original definition can be extended from L2 to Hσ for σ < 3
2
as a conse-
quence of Kato’s theory on two-parameter propagators, secondarily a result
of continuous dependence on the trajectory is given. The case of several nu-
clei is more involved but the results are analogous to the single nucleus case
when suitable conditions on the trajectories, preventing particles are close to
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collisions, are imposed.
Section 3 will be dedicated to the proofs of Theorems 1.2 and 1.3, simul-
taneously. We summarize the strategy as follows: the solution map is first
considered as acting on the electron field u for every trajectory q, using a con-
traction argument in Hσ. Then a Schauder fixed point argumentis performed
on the (integrated) Newton equation for the nucleus trajectory, giving the
final result. The properties of the solution map depend in a crucial way on
the previously proved results for the non autonomous propagator.
Acknowledgments. We are grateful to prof. E´ric Se´re´ for having in-
troduced us to the present problem and for several enlightening discussions
on the topic, to Matteo Gallone for discussions and comments and to Jonas
Lampart for pointing out a mistake in our original argument, that led to the
present version of the paper.
2 The Dirac-Coulomb propagator with mov-
ing singularities
We will present in the next subsection the proof of Theorem 1.1 in the case of
a single nucleus, that will be divided in several steps, as the strategy is clearer
in this case; afterwards, in subsection 2.2, we shall present all the necessary
modifications needed in order to deal with the case of several nuclei.
2.1 One nucleus
In this case, the time-dependent Hamiltonian reads
H(t) = D + β − Z|x− q(t)| . (2.1)
Throughout this subsection, we will always assume that
|Z| <
√
3
2
(2.2)
which, as discussed in Remark 1.1, ensures an essentially self-adjoint (static)
Dirac-Coulomb operator. Notice the following relations
‖f‖2
H˙1
=
∫
R3
|∇f |2 ∼=
∫
R3
|Df |2
and, due to the anticommutation of the Dirac matrices,
‖f‖2H1 =
∫
R3
|∇f |2 +
∫
R3
|f |2 ∼=
∫
R3
|(D + β)f |2.
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We split the proof into several Lemmas.
Lemma 2.1. Let T ∈ R+, u ∈ C([0, T ], Hσ) ∩ C1([0, T ], Hσ−1) for σ ≥ 1,
q ∈ C1([0, T ],R3) and set v(t, x) = u(t, x+ q(t)).Then u solves
i∂tu = H(t)u (2.3)
if and only if v solves
i∂tv = H1(t)v (2.4)
where H1(t) = D + β − Z|x| + iq˙(t) · ∇.
Proof. Straightforward computation.
Lemma 2.2. Let T ∈ R+. Assume (2.2) and that
sup
t∈[0,T ]
|q˙(t)| ≤ RZ (2.5)
for some suitably small constant RZ . Then there exists a constant C such
that for all t ∈ [0, T ]
1
C
‖f‖H1 ≤ ‖H1(t)f‖L2 ≤ C‖f‖H1. (2.6)
In particular, for every t ∈ [0, T ], H1(t) is an isomorphism from H1 to L2.
Proof. Inequality (2.6) is a consequence of general theory for Dirac-Coulomb
operator. In particular, Theorem 4.4 in [43] ensures indeed that the domain of
the operator D+β− Z|x| (i.e. the ”static” Dirac-Coulomb operator) coincides
with the domain of the free Dirac operator, which is H1. Moreover, it is
known that 0 is not in the spectrum of D + β − Z|x| therefore D + β − Z|x| is
an isomorphism between its domain with H1 topology and L2. Indeed it is a
bijective linear map from the domain into L2, continuous for the topologies
H1 and L2, so by the open mapping principle its inverse (D + β − Z|x|)−1
is continuous for the L2 and H1 topology. As then H1(t) = D + β − Z|x| +
iq˙(t).∇, under our assumption on |q˙(t)| the additional term can be treated
as a (bounded) perturbation, and then (2.6) holds.
Lemma 2.2 will be enough to construct, through general Kato’s Theory,
the two parameters propagator associated to the Hamiltonian H1(t) on the
space H1; anyway, we are actually able to extend this propagator to some
higher Sobolev spaces, namely for any σ < 3/2; we stress the fact that we
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need to go above the regularity of the domain of the Dirac-Coulomb operator,
which is H1, and thus this step requires some additional work.
We start by providing some fundamental functional inequalities. The first
one, is the following generalized Hardy inequality.
Proposition 2.3. For any σ ∈ [0, d
2
) there exists a constant C such that for
any f ∈ H˙σ(Rd) ∫
Rd
|f(x)|2
|x|2σ dx ≤ C‖f‖H˙σ . (2.7)
Proof. See Theorem 2.57 in [4].
Then, we need the following Rellich inequality ([36, 37]).
Proposition 2.4. Let u ∈ C∞c (R3\{0}). Then∫
R3
|u|2
|x|4dx ≤ C
∫
R3
|∆u|2dx (2.8)
and, as a consequence, ∥∥∥∥ u|x|
∥∥∥∥
H1
≤ C‖u‖H2. (2.9)
Remark 2.1. As a matter of fact the inequality was proved (in the radial
case) by Rellich himself exactly in this form and with the optimal constant
C = (3
4
)2; the extension to the non radial case, here inspired by [12], appears
probably in several other papers but we were not able to find a reference and
so we include a proof for the sake of completeness. We stress the fact that
the inequality is usually stated and proved on functions defined on the wholes
space Rn but in higher dimensions n.
Proof. We are not interested in providing optimal constant in the inequality,
and so along the proof any constant appearing will be all indicated by a
generic C that will be allowed to change from line to line. We use the well
known spherical harmonics decomposition to write
u(x) =
∞∑
k=0
uk(r)φk(θ)
where φk(θ) ∈ L2(S2) for k ≥ 0 are the spherical harmonics of degree k
(which might be assumed to be L2-normalized) which, we recall, satisfy the
property ∆S2φk = ckφk with ck = k(k+1). We then get, as the action of the
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laplacian in spherical coordinate is given by ∆ = ∂rr + +
2
r
∂r +
1
r2
∆S2 , that
we can write∫
R3
|∆u|2dx =
∞∑
k=0
∫ +∞
0
(
|∂rruk|2 + c
2
k
r4
u2k −
2ck
r2
uk∂rruk
)
r2dr
that, after integrating by parts, becomes∫
R3
|∆u|2dx = (2.10)
∞∑
k=0
(∫ +∞
0
|∂rruk|2r2dr + 2(ck + 1)
∫ +∞
0
|∂ruk|2dr + ck(ck − 1)
∫ +∞
0
u2k
r2
dr
)
.
Notice that ck(ck − 1) ≥ 0 for every k ≥ 0. We now use the following
estimates: ∫ +∞
0
|∂rruk|2r2dr ≥ C
∫ +∞
0
|∂ruk|2
r2
r2dr, ∀k ≥ 0
which is a direct application of Hardy inequality for radial functions, and∫ +∞
0
|∂ruk|2dr ≥ C
∫ +∞
0
|uk|
r4
2
r2dr, ∀k ≥ 0,
which is a consequence of integration by parts and Cauchy-Schwarz. Plugging
these estimates into (2.10) we thus obtain
∫
R3
|∆u|2dx ≥ C
∞∑
k=0
∫ +∞
0
|uk|2
r4
r2dr
that is exactly (2.8).
Estimate (2.11) comes as a direct consequence of (2.8) and standard
Hardy’s inequality: indeed, for any u ∈ C∞c (R3\{0}) we have∥∥∥∥ u|x|
∥∥∥∥
H1
.
∥∥∥∥∇u|x|
∥∥∥∥
L2
+
∥∥∥∥ u|x|2
∥∥∥∥
L2
. ‖u‖H2. (2.11)
The following lemma represents the key step in order to extend the prop-
agator to higher order fractional Sobolev spaces.
Lemma 2.5. For any t > 0, the Hamiltonian H1(t) is a bounded operator
from Hσ into Hσ−1 for any σ ∈ [1, 3/2).
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Proof. We need to show that the operator 1|x| is bounded from H
σ into Hσ−1
for σ ∈ [1, 3/2), that is inequality∥∥∥∥ u|x|
∥∥∥∥
Hσ−1
≤ ‖u‖Hσ , σ ∈ [1, 3
2
), (2.12)
as the boundedness of the other terms is trivial. In order to prove this fact,
we introduce the regularizing potential 1√|x|2+ε2 , with ε > 0. First, we have
the following inequality, for any u ∈ C∞c (R3)∥∥∥∥∥ u√|x|2 + ε2
∥∥∥∥∥
L2
. ‖u‖H1, (2.13)
that is a simple consequence of Hardy’s inequality as 1√|x|2+ε2 ≤
1
|x| . Then,
we also have, still for any u ∈ C∞c (R3)∥∥∥∥∥ u√|x|2 + ε2
∥∥∥∥∥
H1
. ‖u‖H2. (2.14)
In order to prove this inequality, we write∥∥∥∥∥ u√|x|2 + ε2
∥∥∥∥∥
H1
.
∥∥∥∥∥ ∇u√|x|2 + ε2
∥∥∥∥∥
L2
+
∥∥∥∥∥u∇
(
1√|x|2 + ε2
)∥∥∥∥∥
L2
= I + II.
For I we easily have from Hardy’s inequality
I ≤
∥∥∥∥∇u|x|
∥∥∥∥
L2
≤ ‖u‖H2.
We now deal with II: first of all, notice that we have∣∣∣∣∣∇
(
1√|x|2 + ε2
)∣∣∣∣∣ ≤ 1|x|2 + ε2 .
Now, let us introduce two functions χ and η such that f = fη + fχ, with
supp(η) ⊂ B(0, ε˜), supp(χ) ⊂ Bc(0, ε˜/2) with ε˜ to be fixed later, and η+χ =
1. We thus write
II2 ≤
∫ |u|2
(|x|2 + ε2)2 ≤
∫ |χu|2
(|x|2 + ε2)2 +
∫ |ηu|2
(|x|2 + ε2)2 = II
2
1 + II
2
2 .
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The term II21 gives no problem, as the support of χ allows to neglect the
singularity in zero, and one simply has from (2.8)
II21 ≤
∫ |u|2
|x|4 ≤ ‖u‖
2
H2.
On the other hand, for II22 we can write
II22 ≤
∫
B(0,ε˜)
|u|2
ε4
. ‖u‖2L∞
ε˜3
ε4
≤ ‖u‖H2
where in the last inequality we have chosen ε˜ = ε4/3. This concludes the proof
of (2.14). We can now interpolate between inequalities (2.13) and (2.14) to
obtain the folllowing family of inequalities for any u ∈ C∞c (R3): for any ε > 0
and any σ ∈ [1, 2] we have∥∥∥∥∥ u√|x|2 + ε2
∥∥∥∥∥
Hσ−1
≤ ‖u‖Hσ . (2.15)
We now want to send ε→ 0 to retrieve our result: first, we note that∥∥∥∥∥
(
1√|x|2 + ε2 −
1
|x|
)
u
∥∥∥∥∥
L2
→ 0 (2.16)
for ε→ 0. More precisely, we have that∣∣∣∣∣ 1√ε2 + |x|2 − 1|x|
∣∣∣∣∣ =
∣∣∣∣∣ |x| −
√
ε2 + |x|2
|x|√ε2 + |x|2
∣∣∣∣∣ =
∣∣∣∣∣ ε
2
|x|√ε2 + |x|2(|x|+√ε2 + |x|2)
∣∣∣∣∣ ≤ ε
2
|x|3
and ∣∣∣∣ 1ε+ |x| − 1|x|
∣∣∣∣ ≤ 1|x|
imply ∣∣∣∣ 1ε+ |x| − 1|x|
∣∣∣∣ ≤ εs|x|3s/2
(
1
|x|
)1−s/2
=
εs
|x|1+s
for s ∈ (0, 1/2); therefore, using (2.7), we get∥∥∥∥∥
(
1√|x|2 + ε2 − 1|x|
)∥∥∥∥∥
2
L2
≤ ε2(σ−1)
∫ |u|2
|x|σ ≤ ε
2(σ−1)‖u‖Hσ (2.17)
which in particular proves (2.16).
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We are now ready to prove (2.12). We use Fourier transform F and then
bound as follows: fix R > 0, then∫ R
0
〈ξ〉σ−1
∣∣∣∣F
(
u
|x|
)∣∣∣∣
2
(ξ)dξ
≤
∫ R
0
〈ξ〉σ−1
∣∣∣∣∣F
(
u
|x|
)
− F
(
u√
ε2 + |x|2
)∣∣∣∣∣
2
(ξ)dξ+
∫ R
0
〈ξ〉σ−1
∣∣∣∣∣F
(
u√
ε2 + |x|2
)∣∣∣∣∣
2
(ξ)dξ
≤ 〈R〉σ−1
∥∥∥∥∥ u|x| − u√ε2 + |x|2
∥∥∥∥∥
2
L2
+
∥∥∥∥∥ u√ε2 + |x|2
∥∥∥∥∥
2
Hσ
≤ ‖u‖2Hσ
(
1 + 〈R〉σ−1εσ−1)2
where in the last inequality we have used (2.17) and (2.15). We now take ε
such that 〈R〉σ−1εσ−1 → 0 to conclude∫ R
0
〈ξ〉σ−1
∣∣∣∣F
(
u
|x|
)∣∣∣∣
2
(ξ)dξ ≤ ‖u‖2Hσ
that is (2.12).
Remark 2.2. Notice that the tempting argument of interpolating inequality
(2.11) with standard Hardy’s inequality to conclude the desired boundedness
of the multiplication operator 1|x| from H
σ into Hσ−1 does not come for free,
as (2.11) is only proved for functions u ∈ C∞c (R3\{0}) which is not dense in
Hσ for σ ≥ 1
2
. This fact forces our two steps interpolation procedure.
We are now in position to state the the main result of this first part,
that is the existence of a two-parameter propagator associated to the time-
dependent Hamiltonian H1(t).
Proposition 2.6. Suppose the hypothesis of Lemma 2.2 hold true and more-
over that
‖q¨(t)‖L1([0,T ]) <∞. (2.18)
Then there exist
1) a family of operators (U1(t, s))t,σ∈[0,T ]2 from L2 to L2 strongly continuous
in (t, s) ∈ [0, T ], uniformly bounded in (t, s) ∈ [0, T ] × [0, T ] and with the
properties
U1(t, r) = U1(t, s) ◦ U1(s, r)U1(t, r), 0 ≤ r ≤ σ ≤ t ≤ T ;
U1(t, t) = I, 0 ≤ t ≤ T ;
i∂tU1(t, s) = H1(t)U2(t, s) 0 ≤ σ ≤ t ≤ T ;
i∂sU1(t, s) = −U1(t, s)H1(s) 0 ≤ σ ≤ t ≤ T ;
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2) the same family of operators, again indicated with (U1(t, s))t,σ∈[0,T ]2 restrict
invariantly from Hσ to Hσ for ant σ ∈ [0, 3
2
) with the same properties as
above.
Remark 2.3. The condition q¨ above is needed in order to ensure that H1(t)
is of bounded variations (in time) as an operator from H1 to L2. What is
more, the operator U1(t, s) is uniformly bounded from H
1 to H1 or from L2
to L2 in q in balls of W 2,1.
Proof. This result is a direct consequence of a very well known and developed
theory. Indeed, Lemma 2.2 ensures that H1(t) is a bounded, continuously
differentiable in time operator from Hσ to Hσ−1 for any σ ∈ [1, 3
2
). This
allows to use the well known results due to Kato (see [25], [23] and, in partic-
ular, Theorem 2 in [22]; see also [40] and [42] for recent surveys) to show that
H1(t) generates a two parameter propagator and a well posed dynamics.
Remark 2.4. The fact that the propagator is in L2 → L2 is due to the fact
that H1(t) satisfies (2.6) and that it is of bounded variations in time. Besides
already quoted literature, a good reference where restriction of the evolution
family to dense subset is treated is the classic treatise of Pazy, chapter V
[35]. For more recent exposition, survey and clarification of some of the
hypotheses in original papers, we mention [40] and [42] where by the way it
is remarked that the C1 property of the generator is the really relevant one.
Also, we mention [34], in which the authors construct a propagator for a
Dirac equation with a moving small potential. The meaning of the two parts
of Proposition 2.6 is that equation (2.4) is well posed in both L2 and Hσ, and
hence the same holds true for the original equation (2.3), thanks to Lemma
2.1.
In order to define the propagator associated to the original equation (2.3),
one only needs to re-change variables.
Proposition 2.7. Let q and Z satisfy (2.2), (2.5) and (2.18). Then the flow
of the equation
i∂tu = H(t)u
with H(t) defined by (2.1) is given by a family of operators U(t, s) = Uq(t, s)
satisfying
Uq(t, s) ◦ Uq(s, r) = Uq(t, r), Uq(t, t) = I.
and
i∂tUq(t, s) = H(t)Uq(t, s) , i∂sUq(t, s) = −Uq(t, s)H(s)
with
Uq ∈ C([0, T ]2,L(Hσ))
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for any σ ∈ [0, 3
2
). In particular the norms
‖Uq(t, s)‖Hσ→Hσ
are uniformly bounded in t, s, and q.
Proof. Let I(t) be the smooth isometry of Hσ for any s
I(t)f(t, x) = f(t, x+ q(t)). (2.19)
The operators U(t, s) = I(t)−1U1(t, s)I(s) satisfy the conclusions, as re-
marked in Lemma 2.1.
We now show the continuity in q of the propagator U .
Proposition 2.8. The operator U(t, s) = Uq(t, s) depends continuously on q
as an operator from Hσ to Hσ−1, in the sense that for all q1, q2 ∈ C1([0, T ])
satisfying the assumptions of Lemma 2.2 and all (t, τ) ∈ [0, T ]2,
‖Uq1(t, τ)− Uq2(t, τ)‖Hσ→Hσ−1 ≤ CT‖q˙1 − q˙2‖L∞([0,T ]) (2.20)
for any σ ∈ [1, 3
2
), with C independent from T and q (with our assumptions
of boundedness on q).
Proof of Proposition 2.8. In order to prove this result, we need to give a
closer look to the construction of the propagator U1(t, s). According to [22],
it appears that U1(t, s) is the limit as an operator from H
1 to L2 of
U1(n, t, s) = e
−i(t−K/n)H1(K/n)
K−1∏
k=J
e−i
H1(k/n)
n e−i(J/n−s)H1((J−1)/n) (2.21)
where K = ⌊nt⌋ and J = ⌊ns⌋ + 1 if t > s and
U1(n, t, s) = U1(n, s, t)
∗
if t < s and U1(n, t, t) = Id. This means that in order to compute U1(t, s)
one can cut the interval [s, t] in sub-intervals of size 1
n
and use the propagator
eiτH1((J−1)/n) on [s, J/n[, then eiτH1(J/n) between J/n and (J + 1)/n and so
on, and then pass to the limit for n going to ∞. Therefore, we preliminarily
prove the following
Lemma 2.9. Let q and Z satisfy (2.2),(2.5) and (2.18). Then the sequence
U1(n, t, s) defined by (2.21) is uniformly bounded in n, t, s as an operator
from L2 to itself and as an operator from H1 to itself. More precisely,
‖U1(n, t, s)‖L2→L2 ≤ 1
‖U1(n, t, s)‖H1→H1 ≤ C1eC1‖q¨‖L1 .
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Remark 2.5. By standard interpolation argument, we can deduce that U1(n, t, s)
is also uniformly bounded as an operator from Hσ to itself for any σ ∈ [0, 1].
Proof of Lemma 2.9. Thanks to Lemma 2.2, for m = 0, 1
‖eitH1(t0)u‖Hm ≤ 2‖H1(t0)meiH1(t0)tu‖L2
and since H1(t0) and e
itH1(t0) commute
‖eitH1(t0)u‖Hm ≤ 2‖eiH1(t0)tH1(t0)mu‖L2
and given that H1(t0) is essentially self adjoint
‖eitH1(t0)u‖Hm ≤ 2‖H1(t0)mu‖L2.
Let us now prove that
H1(
K − 1
n
)m
K−1∏
k=J
e−i
H1(k/n)
n H1(
J
n
)−m (2.22)
is bounded in L(L2) uniformly in n, which would imply the result. We can
rewrite (2.22) as
( K−1∏
k=J+1
H1(k/n)
me−i
H1(k/n)
n H1(
k
n
)−mH1(
k
n
)mH1(
k − 1
n
)−m
)
H1(
J
n
)me−i
H1(J/n)
n H1(
J
n
)−m.
Since H1(k/n) and e
−iH1(k/n)
n commute, this is equal to
( K−1∏
k=J+1
e−i
H1(k/n)
n H1(
k
n
)mH1(
k − 1
n
)−m
)
e−i
H1(J/n)
n ,
and since H1 is essentially self adjoint, we get ‖e−i
H1(k/n)
n ‖L2→L2 = 1. Thus
∥∥H1(K − 1
n
)m
K−1∏
k=J
e−i
H1(k/n)
n H1(
J
n
)−m
∥∥
L2→L2 ≤
K∏
k=J+1
‖H1(k
n
)mH1(
k − 1
n
)−m‖L2→L2 .
For all k,
‖H1(k
n
)mH1(
k − 1
n
)−m‖L2→L2 = ‖1+(H1(k
n
)m−H1(k − 1
n
)m)H1(
k − 1
n
)−m‖L2→L2
≤ 1 + C‖H1(k
n
)−H1(k − 1
n
)‖H1→L2.
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We get
K∏
k=J+1
‖H1(k
n
)mH1(
k − 1
n
)−m‖L2→L2 ≤ eC
∑K
k=J+1 ‖H1( kn )−H1(k−1n )‖H1→L2 ,
which is uniformly bounded in n since H1 is of bounded variations. Indeed,
K∑
k=J+1
‖H1(k
n
)−H1(k − 1
n
)‖H1→L2 ≤
K∑
k=J+1
‖(q˙(k
n
)−q˙(k − 1
n
))·▽‖H1→L2 ≤ ‖q¨‖L1
We deduce from that the result.
We now get back to the proof of Proposition 2.8. Writing H1(q, t) = H1(t)
and U1(n, q, t, s) = U1(n, t, s), we have
‖U1(n, q1, t, s)− U1(n, q2, t, s)‖Hσ→Hσ−1
≤ ‖e−i(t−Kn )H1(q1,Kn ) − e−i(t−Kn )H1(q2,Kn )‖Hσ→Hσ−1‖U1(n, q1, K
n
, s)‖Hσ→Hσ+
‖e−i(t−Kn )H1(q2,t)‖Hσ−1→Hσ−1‖U1(n, q1, K
n
, s)− U1(n, q2, K
n
, s)‖Hσ→Hσ−1.
Because of the boundedness from Hσ−1 to Hσ−1 of eitH1(t0) and from Hσ
to Hσ of U1(n, q1,
K
n
, s) for all t, t0 (see Remark 2.5) and Proposition 2.7, we
get that
‖e−i(t−K/n)H1(q1,s+K/n) − e−i(t−K/n)H1(q2,t)‖Hσ→Hσ−1
≤ 3|t−K/n|‖H1(q1, s+K/n)−H1(q2, s+K/n)‖Hσ→Hσ−1.
This ensures that
‖U1(n, q1, t, s)− U1(n, q2, t, s)‖Hσ→Hσ−1
≤ CeC‖q¨‖L1 |t−K/n|‖q˙1−q˙2‖L∞+‖U1(n, q1, K/n, s)−U1(n, q2, K/n, s)‖Hσ→Hσ−1
which yields by induction
‖U1(n, q1, t, s)− U1(n, q2, t, s)‖Hσ→Hσ−1 ≤ CeC‖q¨‖L1 |t− s|‖q˙1 − q˙2‖L∞ .
By letting n go to ∞, we get
‖U1(q1, t, s)− U1(q2, t, s)‖Hσ→Hσ−1 ≤ CeC‖q¨‖L1 |t− s|‖q˙1 − q˙2‖L∞ . (2.23)
What is more, we have Uq(t, s) = Iq(t)
−1U1(q, t, s)Iq(s) and I(t) is an isome-
try of Hσ, and satisfies
‖Iq1(t)− Iq2(t)‖Hσ→Hσ−1 . |q1(t)− q2(t)| ≤ T‖q˙1 − q˙2‖L∞ .
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Indeed, let u ∈ Hσ, v ∈ H1−σ and define Fq :=
∫
vIq(t)u.
We have ▽qF =
∫
vIq(t)▽ u, from which we get | ▽q F | ≤ ‖v‖H1−σ‖u‖Hσ .
And thus
|〈v, Iq1(t)u− Iq2(t)u〉| ≤ |Fq1 − Fq2| ≤ |q1(t)− q2(t)| ‖v‖H1−σ‖u‖Hσ .
We get
‖Iq1(t)− Iq2(t)‖Hσ→Hσ−1 . |q1(t)− q2(t)| ≤ T‖q˙1 − q˙2‖L∞ .
We finally get
‖Uq1(t, s)− Uq2(t, s)‖Hσ→Hσ−1 ≤ CeC‖q¨‖L1T‖q˙1 − q˙2‖L∞ .
Therefore, putting together Proposition 2.7 and 2.8 we obtain the proof
of Theorem 1.1 in the case of a single nucleus.
2.2 Several nuclei
We now present the necessary modifications to deal with the case of several
moving nuclei, i.e. when the potential V takes the form
V (x, t) = −
N∑
k=1
Zk
|x− qk(t)| , qk(0) = ak,
where the ak satisfy
min{|ak − al| | k 6= l} = 8ε0 > 0.
To ensure that at every time t ∈ [0, T ] we have
min{|qk(t)− ql(t)| | k 6= l} = 4ε0 > 0,
we require for all k that
T sup
t
|q˙k(t)| ≤ 2ε0.
The idea is to adapt the strategy developed for a single nucleus by in-
troducing suitable cutoffs in order to deal with each singularity simultane-
ously and without mutual interference. This means that instead of doing
the change of variable, x ← x + q(t) as in the single nucleus case, we do
the change x ← x + qk(t) − ak but only around the singularity qk(t). Since
qk(t) and ak are close (at least for small times), we can do it only around ak.
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We are inspired by a similar strategy used by Kato and Yajima in [26], who
define a ”local pseudo-Lorentz” transformation mapping retarded Lienard-
Wiechert potentials to Coulomb potentials at fixed positions. To define this
change of variable, we introduce a symmetric, real valued cut-off function
ζ(x) = ζ(|x|) (with a slight abuse of notation we will denote with ζ both the
function and its radial component) having the following properties:
• ζ(|x|) ∈ C∞(R+);
• ζ(|x|) = 1 for |x| ≤ 1;
• ζ(|x|) = 0 for |x| ≥ 2;
• ζ(|x|) ∈ [0, 1];
• ζ ′(|x|)| ≤ 3/2.
In view of constructing our simultaneous ”nuclei-freezing” transforma-
tion, we introduce for each k = 1, . . . N the functions
φk(t, x) = x+ Tqk,ζ(x, t) (2.24)
where we are denoting with
Tqk,ζ(x, t) = ζ
(
x− ak
ε0
)
(qk(t)− ak).
We write
φ(t, x) = x+
∑
k
Tqk,ζ(x, t)
and
Φ(t) : u 7→ u(t, φ(t, x)).
Note that here Φ(t) replaces the I(t) defined by (2.19). We also remark
that from now on, constants may not only depend on (Zk)k but also on ε0
but in any case, they do not depend on T .
Lemma 2.10. There exist constants C and M0 such that for all t ∈ [0, T ],
T supk ‖q˙k‖L∞ ≤M0 and all u ∈ L2,
1
C
‖u‖L2 ≤ ‖Φ(t)u‖L2 ≤ C‖u‖L2.
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Proof. By performing the change of variable x← φ(t, x), we get
‖Φ(t)u‖L2 = ‖jac(φ(t))−1/2u‖L2,
where jac(φ(t)) = |detJac(φ(t))| and Jac(φ(t)) is the Jacobian matrix asso-
ciated to φ.
Given that
∂jφ(t, x) = ej +
∑
k
ζ ′
(∣∣∣x− ak
ε0
∣∣∣) xj − ak,j
ε0|x− ak|(qk(t)− ak)
where ej is the j-th vector of the canonical basis of R
3, and ak,j is the j-th
coordinate of ak, and given that the supports of x 7→ ζ ′
(∣∣∣x−akε0
∣∣∣) are disjoint
and away from ak, we get that
|∂jφ(t, x)− ej | ≤ 3
2
T sup
k
‖q˙k‖L∞ 1
ε0
and thus that
|Jac (φ(t))− I3| . T sup
k
‖q˙k‖L∞ .
Therefore there exists M0 such that for all T supk ‖q˙k‖L∞ ≤M0, x 7→ φ(t, x)
is a bijection and such that for all t ∈ [0, T ],
|jac (φ(t))1/2 − 1| . T sup
k
‖q˙k‖L∞ and |jac (φ(t))−1/2 − 1| . T sup
k
‖q˙k‖L∞
which ensures the lemma.
Lemma 2.11. There exist M0 and C such that for all T supk ‖q˙k‖L∞ ≤ M0
all u ∈ H1 and all t ∈ [0, T ], the following representations and estimates hold
true
∇(Φ(t)u) = (∇u) ◦ φ(t) + Pt(u) where ‖Pt‖H1→L2 . T supk ‖q˙k‖L∞
∇(Φ(t)−1u) = (∇u) ◦ φ(t)−1 +Qt(u) where ‖Qt‖H1→L2 . T supk ‖q˙k‖L∞
and
1
C
‖u‖H1 ≤ ‖Φ(t)u‖H1 ≤ C‖u‖H1 , 1
C
‖u‖H2 ≤ ‖Φ(t)u‖H2 ≤ C‖u‖H2.
Proof. We have
∇(Φ(t)u) = Jac (φ(t))(∇u) ◦ φ(t).
As Jac(φ(t)) is a perturbation of the identity, we get
∇(Φ(t)u) = (∇u) ◦ φ(t) + A(t, x)(∇u) ◦ φ(t),
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where A(t, x) is a matrix whose norm is uniformly bounded by T supk ‖q˙k‖L∞ .
We have
‖A(t, x)(∇u) ◦ φ‖L2 . T sup
k
‖q˙k‖L∞‖(∇u) ◦ φ‖L2
and thanks to Lemma 2.10
‖A(t, x)(∇u) ◦ φ‖L2 . T sup
k
‖q˙k‖L∞‖u‖H1.
Hence,
Pt(u) = A(t, x)(∇u) ◦ φ(t) (2.25)
satisfies the stated properties.
For the same reasons, we get
Qt(u) = B(t, x)(▽u) ◦ φ(t)−1
with B(t, x) = Jac (φ(t)−1)− I3.
Since Jac (φ(t)) is close to the identity, so is its inverse Jac (φ(t)−1) and
thus ‖B(t, x)‖ . T supk ‖q˙k‖L∞ . This yields
‖Qt(u)‖L2 . T sup
k
‖q˙k‖L∞‖∇u ◦ φ(t)−1‖L2
and thanks to Lemma 2.10, we get that
‖Qt(u)‖L2 . T sup
k
‖q˙k‖L∞‖u‖H1.
The equalities involving ∇(Φ(t)u) and ∇(Φ(t)−1u) ensure the validity of
inequalities for ‖Φ(t)u‖H1 .
For H2, we have to compute △(Φ(t)u). We have
△(Φ(t)u) = (Jac(φ(t))∇) · ∇u ◦ φ(t) +∇.Pt(u).
As Jac(φ(t)) is a uniform perturbation of the identity, we have that
(Jac(φ(t))∇) · ∇u ◦ φ(t) is a uniform perturbation of (△u) ◦ φ(t). Moreover,
we have
∇ · Pt(u) = Jac(φ(t))
(
(∇ ·A(t, x)) · ∇u ◦ φ(t) + (A(t, x)∇) · ∇u ◦ φ(t)
)
.
We have
‖(A(t, x)∇) · ∇u‖L2 . T sup
k
‖q˙k‖L∞‖u‖H2.
Besides, ∇ · A(t, x) = △φ(t), which gives
∇ · A(t, x) =
∑
k
[ 2
|x− ak|ε0 ζ
′
( |x− ak|
ε0
)
+
1
ε20
ζ ′′
( |x− ak|
ε0
)]
(qk(t)− ak).
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Assuming ε0 < 1 and using that the supports of ζ
′
(
|x−ak|
ε0
)
) are outside a
ball of center ak and radius ε0, we get
‖(∇ · A(t, x)) · ∇u‖L2 . T sup
k
‖q˙k‖L∞‖u‖H2.
(We recall that the supports of ζ
(
|x−ak|
ε0
)
are disjoint.)
This ensures that
‖Φ(t)u‖H2 ≤ C‖u‖H2
if T supk ‖q˙k‖L∞ is small enough. The reverse inequality can be deduced in
the same way.
The following result is the analogue of Lemma 2.1 in the multinuclear
case.
Lemma 2.12. If u satisfies i∂tu = H(t)u then v = Φ(t)u satisfies i∂tv =
HN(t)v with
HN(t)v = Dv + βv −
∑
k
Zk
|x− ak|v (2.26)
+i∂tφ(t, x) ·
(
∇v − Pt(Φ(t)−1v)
)
+−→α · Pt(Φ(t)−1v) +R(t, x)v
where Pt is defined as in Lemma 2.11 (see also (2.25)),
R(t, x) =
∑
k
Zk
( 1
|x− ak| −
1
|φ(t, x)− qk(t)|
)
.
and −→α is the vector of the αk matrices.
Proof. Straightforward computation.
In view of defining the two-parameter propagator and use Kato’s theory
as in the one nucleus case, we need the following
Proposition 2.13. Assume that for all k, |Zk| <
√
3
2
. There exist C1, and
C such that if the trajectories qk(t) are such that
(1 + T ) sup
k
‖q˙k(t)‖L∞ ≤ C1, sup
k
‖q¨k‖L1([0,T ]) <∞, (2.27)
then there exists δ ∈ R+ such that for all t ∈ [0, T ],
−δ‖u‖2L2 +
1
C
‖u‖2H1 ≤ ‖HN(t)u‖2L2 ≤ C‖u‖2H1
24
and
‖i∂tHN(t)‖L1([0,T ],H1→L2) ≤ C sup
k
(‖q¨k‖L1 + T‖q˙k‖L∞). (2.28)
Moreover, for any σ ∈ [1, 3
2
), the operator HN(t) is bounded from H
σ into
Hσ−1.
Proof. Thanks to the usual theory of essential self-adjointness of Dirac op-
erators with Coulomb potentials, the proposition is already true for
Dv + βv −
∑
k
Zk
|x− ak|v.
We estimate the other terms. We have
i∂tφ(t, x) =
∑
k
ζ
( |x− ak|
ε0
)
q˙k(t),
hence
‖i∂tφ(t, x) · (∇v − Pt(Φ(t)−1v))‖L2 .
∑
k
sup
t
|q˙k(t)|‖v‖H1.
We have
‖−→α · Pt(Φ(t)−1v)‖L2 . T sup
k
‖q˙k‖L∞‖v‖H1.
Finally, since 1|x−ak|− 1|φ(t,x)−qk(t)| is supported outside the ball of center ak and
radius ε0, and given that outside this ball, |φ(t, x)−qk(t)| ≥ |x−ak|−|qk(t)−
ak| we have that for T supk ‖q˙k‖L∞ ≤ 12 , |φ(t, x)− qk(t)| ≥ ε02 . Therefore
‖R(t, x)‖L∞([0,T ]×R3) . ε−10
∑
k
|Zk|.
Therefore, assuming that the quantity (1+T ) supk ‖q˙k‖L∞ is small enough,
we get that HN(t) satisfies
−δ‖u‖2L2 +
1
C
‖u‖2H1 ≤ ‖HN(t)u‖2L2 ≤ C‖u‖2H1;
the L2 norm appears in the term involving R(t, x).
Computing the derivative of HN(t) yields
∂tHN (t) = i∂
2
t φ(t)·
(
∇−Pt◦Φ(t)−1
)
−i∂tφ·∂tPt◦Φ(t)−1+i−→α ·∂tPt◦Φ(t)+∂tR(t, x).
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We have ‖∂2t φ‖L1 . supk ‖q¨k‖L1 and ‖∇ − Pt ◦ Φ(t)−1‖L∞([0,T ],H1→L2) ≤ C
hence
‖i∂2t φ(t) ·
(
∇− Pt ◦ Φ(t)−1
)
‖L1([0,T ],H1→L2) . sup
k
‖q¨k‖L1 .
We have |i∂tφ| . supk,t |q˙k(t)| and Pt ◦Φ(t)−1 = A(t, x)Jac(Φ(t))−1∇. What
is more,
T |∂tA| = T |∂tJac(φ(t))| . T sup
k
‖q˙k‖L∞
and ∂tJac(Φ(t))
−1 = −Jac(Φ(t))−1∂tAJac(Φ(t))−1, hence
‖∂tφ‖L2→L2 . C1 and T‖∂tPt ◦ Φ(t)−1‖H1→L2 . T sup
k
‖q˙k‖L∞ .
This gives
T sup
t
‖i∂tφ · ∂tPt ◦ Φ(t)−1‖H1→L2 . T sup
k
‖q˙k‖L∞C1
and
T sup
t
‖i−→α · ∂tPt ◦ Φ(t)‖H1→L2 . T sup
k
‖q˙k‖L∞ .
Finally, as
∂t
( 1
|x− ak| −
1
|φ(t, x)− qk(t)|
)
=
(∂tφ− q˙k(t))(φ− qk)
|φ− qk|3
and it is supported outside the ball of center ak and radius ε0, we get
T sup
t
‖∂tR(t, x)‖H1→L2 . T sup
k
‖q˙k‖L∞ ,
which yields the result as ‖ · ‖L1([0,T ] ≤ T‖ · ‖L∞([0,T ]). The last statement of
the Theorem is proved when the remainders with respect to the multicen-
ter Coulomb operator appearing in 2.26 are controlled. Multiplications by
smooth decaying function are bounded operators in Sobolev spaces (see [4],
in particular Thm 1.62) and moreover the term R can be bounded as in the
proof of 2.10. This gives the result.
We are now in position of proving the main result of this subsection.
Proposition 2.14. Let Zk be such that |Zk| <
√
3
2
for each k, and let qk(t)
satisfy assumptions (2.27). Then the flow of the equation
i∂tu = H(t)u
26
with H(t) given by (1.3) is given by a family of operators U(t, s) = Uq(t, s)
satisfying
i∂tUq(t, s) = H(t)Uq(t, s) , i∂sUq(t, s) = −Uq(t, s)H(s)
and
Uq(t, s) ◦ Uq(s, r) = Uq(t, r).
with
Uq ∈ C([0, T ]2,L(Hσ))
for any σ ∈ [0, 3
2
). In particular the norms
‖Uq(t, s)‖Hσ→Hσ
are uniformly bounded in t, s, and q.
Proof. As in the single nucleus case, this result is a consequence of Kato’s
theory and Proposition 2.13. We omit the details.
The following result is an ingredient needed for the continuity of the
propagator Uq, that is forthcoming Proposition 2.16.
Proposition 2.15. Let q(1) = (q
(1)
1 , . . . , q
(1)
N ) and q
(2) = (q
(2)
1 , . . . , q
(2)
N ) be
two vectors of C2([0, T ]) satisfying assumptions (2.27). Let HN,j(t) (resp
Φj(t)) be the operator HN(t) (resp. Φ(t)) associated to q
(j). We assume that
q(1)(0) = q(2)(0) = (a1, . . . , aN). Then for all t ∈ [0, T ] and all σ ∈ [1, 32),
‖HN,1(t)−HN,2(t)‖Hσ→Hσ−1 ≤ C sup
k
(1 + T )‖(q˙k(1))− (q˙k(2))‖L∞ .
Proof. We have
∂jφ1(t, x)− ∂jφ2(t, x) =
∑
k
ζ ′
(∣∣∣x− ak
ε0
∣∣∣) xj − ak,j
ε0|x− ak|(q
(1)
k (t)− q(2)k (t)).
Hence
|Jac(φ1)− Jac(φ2)| ≤ sup
k,t
T |(q˙k(1))− (q˙k(2))|.
This gives in particular
‖Pt,1(Φ1(t)−1v))− Pt,2(Φ2(t)−1v‖L2 . sup
k,t
T |(q˙k(1))− (q˙k(2))|‖∇v‖L2
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hence
‖Pt,1(Φ1(t)−1))− Pt,2(Φ2(t)−1‖Hσ→Hσ−1 . sup
k,t
T |(q˙k(1))− (q˙k(2))|.
We also have
|i∂tφ1 − i∂tφ2| ≤ sup
k,t
|(q˙k(1))(t)− (q˙k(2))(t)|.
And finally,
R1(t, x)− R2(t, x) =
∑
k
Zk
( 1
|φ(t, x)− q(2)k (t)|
− 1
|φ(t, x)− q(1)k (t)|
)
which yields
R1(t, x) ≤ CZ sup
k,t
T |(q˙k(1))− (q˙k(2))|.
This concludes the proof.
To conclude with, we prove the continuity of the propagator Uq with
respect to q.
Proposition 2.16. Let q(1) = (q
(1)
1 , . . . , q
(1)
N ) and q
(2) = (q
(2)
1 , . . . , q
(2)
N ) be two
vectors of C2([0, T ]) satisfying assumptions (2.27). We assume that q(1)(0) =
q(2)(0) = (a1, . . . , aN). There exists C (independent from T and q
(1), q(2))
such that for all t, s ∈ [0, T ]2, we have for any σ ∈ [1, 3
2
),
‖Uq(1) − Uq(2)‖Hσ→Hσ−1 ≤ C sup
k
(1 + T )‖(q˙k(1))− (q˙k(2))‖L∞
Proof. What we have to add with regard to the single nucleus case (i.e.
Lemma 2.8), is that we also have
‖Φ1(t)− Φ2(t)‖Hσ→Hσ−1 . sup
k
T‖(q˙k(1))− (q˙k(2))‖L∞ .
such that we can bound the difference between the operators due to the
different changes of variables.
Again, putting together Propositions 2.14 and 2.16 we obtain Theorem
1.1 in the multi-nuclei case, so its proof is concluded.
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3 Local well-posedness of the electron-nuclei
dynamics
This section is devoted to the proof of our main results, Theorem 1.2,1.3. In
all this section, as stated in the hypotheses of the cited Theorems, we assume
that the qk satisfy the separation assumption and that |Zk| <
√
3
2
for all k.
In all the results, the constants may depend on Zk and ε0.
3.1 Nonlinear estimates
In this subsection we collect some preliminary estimates that will be needed
in the sequel; we will include some proofs for the sake of completeness. We
start by recalling this classical version of generalized Hardy inequalities (see
e.g. Theorem 2.57 in [4])
We now provide some standard estimates for the convolution term.
Lemma 3.1. Let u, v, w ∈ H1. Then the following estimates hold
‖(uv ∗ |x|−1)w‖L2 . ‖u‖L2‖v‖H1‖w‖L2,
‖(uv ∗ |x|−1)w‖H1 . ‖u‖H1‖v‖H1‖w‖H1.
Proof. The proof of the first inequality is a combination of Ho¨lder’s and
Hardy’s inequalities. Indeed,
‖(uv ∗ |x|−1)w‖L2 ≤ ‖(uv ∗ |x|−1)‖L∞‖w‖L2
and for all x ∣∣∣ ∫ (uv)(x− y)|y|−1dy∣∣∣ ≤ ‖ux‖L2‖vx|y|−1‖L2
where ux(y) = u(x − y). By a change of variable, ‖ux‖L2 = ‖u‖L2 and by
Hardy’s inequality ‖vx|y|−1‖L2 ≤ 4‖∇vx‖L2 . Given that ∇vx = −(∇v)x, we
get the result.
For the second inequality, we write
∇((uv ∗ |x|−1)w) = ((∇u)v ∗ |x|−1)w + ((u∇v) ∗ |x|−1)w + ((uv) ∗ |x|−1)∇w.
By using the first inequality, we can estimate the L2 norm of the right hand
side as follows
‖((∇u)v ∗ |x|−1)w‖L2 ≤ ‖∇u‖L2‖v‖H˙1‖w‖L2
‖((u∇v) ∗ |x|−1)w‖L2 ≤ ‖u‖H˙1‖∇v‖L2‖w‖L2
‖((uv) ∗ |x|−1)∇w‖L2 ≤ ‖u‖L2‖v‖H˙1‖∇w‖L2
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which give the first estimate.
The estimate in the H2 case can be obtained in the same way as above
by using the Laplacian instead of the gradient.
In what follows we will also need the following fractional versions of the
estimates above.
Lemma 3.2. Let s ∈ (0, 1/2) and u, v, w ∈ Hs+1. Then the following
estimate holds
‖(uv ∗ |x|−1)w‖Hs+1 ≤ ‖u‖Hs+1‖v‖Hs+1‖w‖Hs+1.
Remark 3.1. As it will be clear from the proof, these estimates are not
sharp, but we prefer to present them in this clear way as they will be enough
for the scope of this paper.
Proof. We start by the case s ∈ (0, 1/2); we deal with the homogeneous
Sobolev norm, as this is the problematic term. We write
‖(uv ∗ |x|−1)w‖H˙s+1 = ‖(∇(uv) ∗ |x|−1)w‖H˙s + ‖(uv) ∗ |x|−1 ▽ w‖H˙s.
For ‖(uv) ∗ |x|−1 ▽ w‖H˙s, we use Leibniz’s inequalities to get
‖(uv) ∗ |x|−1 ▽ w‖H˙s . ‖(uv) ∗ |x|−1‖W s,∞‖ ▽ w‖Hs,
Since ‖ ▽ w‖Hs ≤ ‖w‖Hs+1 and ‖(uv) ∗ |x|−1‖W s,∞ ≤ ‖(uv) ∗ |x|−1‖W 1,∞ and
since we have already proved
‖(uv) ∗ |x|−1‖W 1,∞ . ‖u‖H1‖v‖H1
in the previous lemma, we get
‖(uv) ∗ |x|−1 ▽ w‖H˙s . ‖u‖Hs+1‖v‖Hs+1‖w‖Hs+1.
For ‖(∇(uv) ∗ |x|−1)w‖H˙s, we deal with one of the two terms appearing
after using Leibniz rule on the gradient, the other one being analogous: we
have, setting G = (∇u)v ∗ |x|−1
‖Gw‖2
H˙s
=
∫
R3×R3
|G(x)w(x)−G(y)w(y)|2
|x− y|3+2s dxdy ≤∫
R3×R3
|G(x)−G(y)|2|w(x)|2
|x− y|3+2s dxdy+
∫
R3×R3
|G(y)|2|w(x)− w(y)|2
|x− y|3+2s dxdy = I+II.
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The term II can be directly dealt with by estimating as
II . ‖G‖2L∞‖w‖2H˙s+1
and ‖G‖L∞ has been dealt with in the previous Lemma. For the term I we
write instead
I =
∫
R3
dx
∫
|x−y|≥1
|G(x)−G(y)|2|w(x)|2
|x− y|3+2s dy+
∫
R3
dx
∫
|x−y|<1
|G(x)−G(y)|2|w(x)|2
|x− y|3+2s dy = I1+I2.
For the term I1 we get
I1 ≤
∫
R3
dx|w(x)|2
∫
|x−y|≥1
2‖G‖2L∞
|x− y|3+2s . ‖G‖
2
L∞‖w‖2L2.
as, since 3+2s > 3, which is the dimension, the term |x−y|−3−2s is integrable
in the region |x− y| ≥ 1. For the term I2 we write
I2 =
∫
R3
dx|w(x)|2
∫
|x−y|<1
dy
|x− y|3+2s
∣∣∣∣
∫
R3
(∇u(z))v(z)(|x− z|−1 − |y − z|−1)dz
∣∣∣∣
2
Notice that one has the estimate, for any s ∈ (0, 1/2),
(|x− z|−1 − |y − z|−1) . |x− y|
2s
|x− z|1+2s +
|x− y|2s
|y − z|1+2s .
If |x−z| ≤ |y−z|, this can be obtained by interpolating the obvious inequality
|(|x− z|−1 − |y − z|−1)| ≤ |x− z|−1 with the inequality
|(|x− z|−1 − |y − z|−1)| ≤ |y − x||x− z|2 .
This is due to
|(|x− z|−1 − |y − z|−1)| = |z − y| − |x− z||x− z||x− y| ≤
|y − x|
|x− z|2
where we have only used triangle inequality. We deal with the case |z− y| ≤
|x− z| in the same way
Therefore, we have
I2 .
∫
R3
dx|w(x)|2
∫
|x−y|<1
dy
|x− y|3−2s
( ∣∣∣∣
∫
R3
∇u(z)
|x− z|s
v(z)
|x− z|1+sdz
∣∣∣∣
2
+
∣∣∣∣
∫
R3
∇u(z)
|y − z|s
v(z)
|y − z|s+1dz
∣∣∣∣
2 )
. ‖u‖2H1+s‖v‖2H1+s
∫
R3
dx|w(x)|2
∫
|x−y|<1
dy
|x− y|3−2s
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where we have used again (2.3) with s and 1 + s < 3
2
. As s > 0, the integral
in dy is finite and then we eventually get
I2 . ‖u‖2Hs+1‖v‖2Hs+1‖w‖2L2
and this concludes the proof in the first case.
3.2 Contraction for u with fixed q
In this subsection, we assume that C1 is the constant defined in Proposition
2.7 and in Proposition 2.13. We begin by stating a well posedness result for
the nonlinear Dirac equation in H1.
Proposition 3.3. Let σ ∈ [1, 3/2), and R > 0. There exists a constant C
such that for all u0 ∈ Hσ, and all q that satisfies
sup
k,t
|q˙k(t)| ≤ C1
2
, sup
k
‖q¨k‖L1([0,1]) ≤ R
the Cauchy problem

i∂tu = (D + β)u+
N∑
k=1
Zk
|x− qk(t)|u+ (|x|
−1 ∗ |u|2)u
u(0, x) = u0(x)
is well posed in C([0, T ], Hσ) for T ≤ 1
C‖u0‖2Hσ
, 1 with the additional condition,
if N > 1, that T supk ‖q˙k‖L∞ ≤ C12 . Let us denote the corresponding flow by
Ψq(t). Then Ψq(t) is continuous in the initial datum: namely, for each u0,
v0 ∈ H1 we have
‖Ψq(t)u0 −Ψq(t)v0‖C([0,T ],Hσ) ≤ C‖u0 − v0‖Hσ .
Proof. Thanks to the assumptions on q and T in the several nuclei case
(T supk ‖q˙k‖L∞ ≤ C12 ), the Cauchy problem admits the following Duhamel
formulation for t < T :
u = Uq(t, 0)u0 − i
∫ t
0
Uq(t, τ)(|x|−1 ∗ |u|2u)dτ.
Let
Aq(u) = Uq(t, 0)u0 − i
∫ t
0
Uq(t, τ)(|x|−1 ∗ |u|2)udτ.
32
We prove that Aq admits a fixed point by a contraction argument.
Thanks to the continuity of Uq on H
σ (see Proposition 2.14) we have
‖Aq(u)‖C([0,T ],Hσ) ≤ C‖u0‖Hσ + CT‖(|x|−1 ∗ |u|2)u‖C([0,T ],Hσ).
And thanks to the bilinear estimates of Lemma 3.2
‖Aq(u)‖C([0,T ],Hσ) ≤ C‖u0‖Hσ + CT‖u‖3C([0,T ],Hσ).
Therefore, the ball of C([0, T ], Hσ) of center 0 and radius 2C‖u0‖2Hσ is stable
under Aq for T ≤ 1C′‖u0‖2Hσ .
What is more,
‖Aq(u)−Aq(v)‖C([0,T ],Hσ) ≤ CT‖(|x|−1 ∗ |u|2)u− (|x|−1 ∗ |v|2)v‖C([0,T ],Hσ)
and
(|x|−1∗|u|2)u−(|x|−1∗|v|2)v = (|x|−1∗|u|2)(u−v)+v|x|−1∗(Re〈u+v, u−v〉).
Hence, thanks to Lemma 3.1, we get that for u, v in the ball of C([0, T ], Hσ)
of center 0 and radius 2C‖u0‖2Hσ ,
‖Aq(u)−Aq(v)‖C([0,T ],Hσ) ≤ C2T‖u0‖2Hσ‖u− v‖C([0,T ],Hσ)
thus Aq is contracting for T <
1
C2‖u0‖2Hσ
, and this concludes the proof.
3.3 Further properties of Ψq
Proposition 3.4. Let σ ∈ [1, 3/2) and R > 0. There exists a constant
C such that for all u0 ∈ Hσ and q as in the previous proposition, for
T ≤ 1
C(1+‖u0‖2Hσ )
the flow Ψq satisfies the following properties:
(i)
‖Ψq(t)u0‖C([0,T ],Hσ) ≤ C‖u0‖Hσ .
(ii) Ψq is Lipschitz-continuous in q, namely
‖Ψq(1)(t)u0 −Ψq(2)(t)u0‖C([0,T ],Hσ−1) ≤ CT‖u0‖Hσ sup
k,t
|q˙(1)k (t)− q˙(2)k (t)|.
Proof. The property (i) is a consequence of the contraction argument made
in the proof of the previous proposition.
For (ii), write uj = Ψq(j)(t)u0, j = 1, 2. Since uj is the fixed point of Aq(j)
we get
u1 − u2 = Aq(1)(u1)−Aq(2)(u2) = I + II + III
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with
I = Uq(1)(t, 0)(u0)− Uq(2)(t, 0)(u0)
II = −i
∫ t
0
(Uq(1)(t, τ)− Uq(2)(t, τ))(|x|−1 ∗ |u1(τ)|2)u1(τ)dτ
III = −i
∫ t
0
Uq(2)(t, τ)
(
(|x|−1 ∗ |u1(τ)|2)u1(τ)− (|x|−1 ∗ |u2(τ)|2)u2(τ)
)
dτ.
From Corollary 2.16, we have
‖Uq(1)(t, τ)− Uq(2)(t, τ)‖Hσ→Hσ−1 ≤ C sup
k
T‖(q˙k(1))− (q˙k(2))‖L∞ .
Therefore, we get
‖I‖C([0,T ],Hσ) ≤ C sup
k,t
T |(q˙k(1))− (q˙k(2))|‖u0‖Hσ+1
and
‖II‖C([0,T ],Hσ) ≤ C sup
k,t
T |(q˙k(1))− (q˙k(2))|‖(|x|−1 ∗ |u1|2)u1‖C([0,T ],Hσ+1).
Since
T‖(|x|−1 ∗ |u1|2)u1‖C([0,T ],Hσ+1) ≤ C ′‖u0‖Hσ+1,
we get
‖II‖C([0,T ],H1) ≤ C sup
k,t
T |(q˙k(1))− (q˙k(2))|‖u0‖Hσ+1.
We have
III = Aq(2)(u1)− Aq(2)(u2)
and since Aq(2) is contracting, this yields the result.
Remark 3.2. Actually, by exploiting some refined version of estimates in
Lemma 3.2, the time of existence T could be made dependent only on the
H1 norm of the initial datum u0. Anyway, we prefer to keep the strongest
assumption with the dependence on Hσ because this simplificates significantly
the proof of the Lipschitz-continuity, that is point (ii) above.
3.4 A Schauder fixed point for q
Let t0 ≥ 0, (ak)k ∈ (R3)N and (bk)k ∈ (R3)N .
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Assuming for the moment that it is well defined, we set P (q) as the vector
field such that P¨ (q)k = F (q)k for every k and where
F (q)k = −Zk〈Ψq(u0)| qk − x|qk − x|3 |Ψq(u0)〉+
∑
l 6=k
ZkZl
qk − ql
|qk − ql|3
where the following initial values are given: P (q)k(t = t0)k = ak, P˙q(t =
t0)k = bk.
Let R > 0 and
B = {q ∈ C2([t0, t0 + T1], (R3)N)|T1 sup
k
‖q˙k‖L∞ ≤ C1
2
,
‖q˙k‖L∞ ≤ C1
2
, sup
k
‖q¨k‖L1 ≤ R, qk(t0) = ak, ∀k 6= l, ∀t|qk − ql| > 4ε0}
where M0, C1 are the constants fixed by Proposition 2.13.
Proposition 3.5. Assume u0 ∈ H1,
∑
k |bk| ≤ C14 and for all k 6= l, |ak −
al| ≥ 8ε0. There exists C such that if T1 ≤ 1C‖u0‖2
H1
for N = 1 and T1 ≤
1
C(1+‖u0‖2
H1
)
if N ≥ 2, then B is stable under P .
Proof. We have
‖F (q)k‖L∞ ≤ C|Zk|‖Ψq(t)u0‖2H1 + Cε−20
∑
k 6=l
|ZkZl|.
Hence
‖F (q)k‖L1 ≤ T1C
(
‖u0‖2H1 + 1N≥2
)
.
This yields
‖P˙ (q)k‖L∞ ≤ |bk|+ T1C
(
‖u0‖2H1 + 1N≥2
)
hence for T1 ≤ C2C−1
(
‖u0‖2H1 + 1N≥2
)−1
and T1 ≤ N−1C14 C−1
(
‖u0‖2H1 +
1N≥2
)−1
, we have
‖F (q)k‖L1 ≤ C2
and
‖P˙ (q)k‖L∞ ≤ C1
2
.
For N ≥ 2, we have
T1‖P˙ (q)k‖L∞ ≤ T1C1
2
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hence for T1 ≤ 1, we have
T1‖P˙ (q)k‖L∞ ≤ C1
2
.
Finally, for k 6= l, we have
|qk − ql| ≥ |ak − ak| − |qk − ak| − |ql − al|
and since |ql − al| ≤ C1T1, we get that for T1 ≤ 2ε0C1 ,
|qk − ql| ≥ 4ε0.
Hence B is stable under P .
In the next proposition, we give the key properties of the map P , that is
we prove that it is Ho¨lder continuous if u0 ∈ Hσ for σ ∈ (1, 32). The threshold
is a consequence of the threshold for the validity of Hardy inequality (2.3),
that will play a key role in the proof.
Proposition 3.6. Let q(j) ∈ B for j = 1, 2. Then if σ ∈ (1, 3/2) there exists
C and T˜ ≤ T1 with T1 as in Proposition 3.5 such that for all u0 ∈ Hσ we
have
sup
k
‖P (q(1))k−P (q(2))k‖C1([t0,t0+T˜ ]) ≤ CT˜ 2s(1N≥2+‖u0‖2Hσ) sup
k
‖q˙(1)k −q˙(2)k ‖2s−2L∞ .
(3.1)
Proof. First of all we write
F (q(1))k − F (q(2))k = −Zk〈Ψq(1)(u0)|
q
(1)
k − x
|q(1)k − x|3
|Ψq(1)(u0)〉
+ Zk〈Ψq(2)(u0)|
q
(2)
k − x
|q(2)k − x|3
|Ψq(2)(u0)〉
+ 2
∑
k 6=l
ZkZl
( q(1)k − q(1)l
|q(1)k − q(1)l |3
− q
(2)
k − q(2)l
|q(2)k − q(2)l |3
)
.
Notice that, since |q(j)k − q(j)l | ≥ 2ε0, we have
∣∣∣ q(1)k − q(1)l|q(1)k − q(1)l |3 −
q
(2)
k − q(2)l
|q(2)k − q(2)l |3
∣∣∣ . ε−30 (|q(1)k − q(2)k |+ |q(1)l − q(2)l |),
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so that we get
2
∑
k 6=l
ZkZl
( q(1)k − q(1)l
|q(1)k − q(1)l |3
− q
(2)
k − q(2)l
|q(2)k − q(2)l |3
)
≤ C
∑
k 6=l
|ZkZl|Tε−30 sup
k
‖q˙(1)k −q˙(2)k ‖L∞ .
For the other part of the difference, we have
〈Ψq(1)(u0)|
q
(1)
k − x
|q(1)k − x|3
|Ψq(1)(u0)〉−〈Ψq(2)(u0)|
q
(2)
k − x
|q(2)k − x|3
|Ψq(2)(u0)〉 = I+II+III
with
I = 〈Ψq(1)(u0)−Ψq(2)(u0)|
q
(1)
k − x
|q(1)k − x|3
|Ψq(1)(u0)〉
II = 〈Ψq(2)(u0)|
( q(1)k − x
|q(1)k − x|3
− q
(2)
k − x
|q(2)k − x|3
)
|Ψq(1)(u0)〉
III = 〈Ψq(2)(u0)|
q
(2)
k − x
|q(2)k − x|3
|
(
Ψq(1)(u0)−Ψq(2)(u0)
)
〉
We deal with the three terms separately. For the term I (and in fact III)
we can write, with a ∈ (0, 1), and b ∈ R
|I| ≤
∫
R3
|Ψq(1)(u0)−Ψq(2)(u0)||Ψq(1)(u0)|
|q(1)k − x|2
=
∫
R3
|Ψq(1)(u0)|
|q(1)k − x|σ
|Ψq(1)(u0)−Ψq(2)(u0)|a
|q(1)k − x|b
|Ψq(1)(u0)−Ψq(2)(u0)|1−a
|q(1)k − x|2−σ−b
and by Ho¨lder’s inequality,
|I| ≤ C
∥∥∥∥∥ Ψq(1)(u0)|q(1)k − x|σ
∥∥∥∥∥
L2
∥∥∥∥∥(Ψq(1)(u0)−Ψq(2)(u0))
a
|q(1)k − x|b
∥∥∥∥∥
L2/a
∥∥∥∥∥(Ψq(1)(u0)−Ψq(2)(u0))
1−a
|q(1)k − x|2−σ−b
∥∥∥∥∥
L2/(1−a)
,
which identifies as
|I| ≤ C
∥∥∥∥∥ Ψq(1)(u0)|q(1)k − x|σ
∥∥∥∥∥
L2
∥∥∥∥∥(Ψq(1)(u0)−Ψq(2)(u0)|q(1)k − x|b/a
∥∥∥∥∥
a
L2
∥∥∥∥∥(Ψq(1)(u0)−Ψq(2)(u0))|q(1)k − x|(2−σ−b)/(1−a)
∥∥∥∥∥
1−a
L2
.
To conclude we need {
b
a
< σ − 1
2−σ−b
1−a ≤ σ.
37
Taking the equality in the last inequalies, we get a = 2(σ − 1), and this
justifies the condition σ ∈ (1, 3/2)⇔ a ∈ (0, 1), and b = 2(σ − 1)2.
Therefore one gets, again by (2.3) with s and s1 and Proposition 3.4,
|I| . ‖Ψq(1)(u0)‖Hσ(‖Ψq(1)(u0)‖Hσ + ‖Ψq(2)(u0)‖Hσ)1−a‖Ψq(1)(u0)−Ψq(2)(u0)‖aHσ−1
which ensures
|I| . ‖u0‖2Hσ T˜ a sup
k
‖q˙(1)k − q˙(2)k ‖L∞ .
To deal with the term II we have, for α ∈ (0, 1)
|II| ≤
∫
R3
|Ψq(1)(u0)||Ψq(2)(u0)|
(
|q(1)k − q(2)k |α
|q(1)k − x|2+α
+
|q(1)k − q(2)k |α
|q(1)k − x|2+α
)
≤ C|q(1)k − q(2)k |α
∥∥∥∥Ψq(1)(u0)|x|1+α/2
∥∥∥∥
L2
∥∥∥∥Ψq(2)(u0)|x|1+α/2
∥∥∥∥
L2
≤ C|q(1)k − q(2)k |α
∥∥Ψq(1)(u0)∥∥H1+α/2 ∥∥Ψq(2)(u0)∥∥H1+α/2
≤ C|q(1)k − q(2)k |α‖u0‖2H1+α/2 .
Taking then α = 2σ − 2 and using Proposition 3.4 we get in the end
|II| ≤ C‖u0‖2Hσ sup
k
‖q(1)k − q(2)k ‖2s−2L∞ ≤ CT‖u0‖2Hσ sup
k
‖q˙(1)k − q˙(2)k ‖2s−2L∞ ;
note that (2σ−2) ∈ (0, 1) for σ ∈ (1, 3/2), so that we obtain the Ho¨lderianity
of this term, and the proof is concluded
As a consequence, we are able to prove the following result.
Proposition 3.7. Let σ ∈ [1, 3/2). There exists C = C(m) such that for
all (ak) and (bk) such that for all l 6= k, |ak − al| ≥ 8ε0, (bk)k ≤ C14 , for all
u0 ∈ Hσ, the system of equations
mkq¨k = F (q)k
with initial data qk(t = 0) = ak and q˙k(t = 0) = bk admits a solution in
C2([0, T ] for T ≤ 1
C(1N≥2+‖u0‖2Hσ )
.
Proof. This is a Schauder fixed point argument for P in
B(0, T ) = {q ∈ C2([0, T ], (R3)N)|T sup
k
‖q˙k‖L∞ ≤M0,∑
k
‖q˙k‖L∞ ≤ C1, sup
k
‖q¨k‖L1 ≤ R, qk(0) = ak, ∀k 6= l, ∀t|qk − ql| > 4ε0}
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for the topology of C1([0, T ]), as a consequence of Proposition 3.5 and (3.1)
in Proposition 3.6
Note that B(0, T ) is compact in C1([0, T ]) because of the boundedness of
the C2 norm.
4 Appendix: a remark on regularity of the
ground state of Dirac-Coulomb Hamilto-
nian
Let us consider the Sobolev regularity of Dirac-Coulomb eigenstates when
Z <
√
3/2.
In particular, we are interested in the ground state. Its generic component
has the form (see [5, 21])
f(r) = const× e−arrb−1 (4.1)
where
a = Z , b =
√
1− (αZ)2 ≡
√
1− ν2, ν ∈ (0, 1) (4.2)
The Fourier transform of the above radial function satisfies
fˆ(k) =
2√
2π
1
k
∫ ∞
0
rf(r) sin(kr) dr
The above integral is the Fourier sine-transform of rf(r) = const× e−arrb.
According to the Table of Integral Transforms I, Bateman Manuscript
Project, formula 2.4 (7) pag 72 in [1], one has
fˆ(k) =
2√
2π
1
k
Γ(b+ 1)(a2 + k2)−
1
2
(b+1) sin[(b+ 1) tan−1(
k
a
)] (4.3)
=const× 1
k
(a2 + k2)−
1
2
(b+1) sin[(b+ 1) tan−1(
k
a
)] (4.4)
This is regular at the origin while the asymptotic behavior at infinity is given
by
fˆ ∼ k−(b+2) (4.5)
Now f ∈ Hσ ⇐⇒ |fˆ |2(1 + k2)s is integrable in R3, from which we get the
condition f ∈ Hσ ⇐⇒ k(−2b−4)(1 + k2)sk2 is integrable at infinity, i.e.
2b+ 2− 2σ > 1 ⇐⇒
√
1− ν2 > s− 1
2
(4.6)
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This implies that
1. f ∈ H1 ∀ ν ∈ (0,
√
3
2
)
2. f /∈ H 32 whatever ν ∈ (0,
√
3
2
)
3. f ∈ Hσ σ = σ(ν) = 3
2
− ǫ with ν2 < 2ǫ− ǫ2
So the regularity is better and better (but lower than H3/2) with the decreas-
ing of the charge Z.
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