Hourly data for concentrations and fluxes of CO2 at 30 m in Harvard Forest (Petersham, Massachusetts) are analyzed using linear modeling to obtain regionally representative CO2 concentrations at a continental site. The time series is decomposed into contributions due to regional combustion, local canopy exchange, monthly average regional biotic exchange (as modulated by the daily cycle of growth and decay of the planetary boundary layer (PBL)), and the regional monthly background concentration. Attributions are derived using time series analysis, data for a tracer for combustion (CO or acetylene (C2H2)), and measurements of indicators of proximate canopy exchange (CO2 flux and momentum flux). Results are compared to observations at Cold Bay, Alaska. Combustion contributes on average 4-5 ppm to ambient CO2 at Harvard Forest in winter and 2-3 ppm in summer. Regional biotic emissions elevate daily mean CO2 by 4-6 ppm in winter, and the covariance of the biotic cycle of uptake and emission with PBL height enhances daily mean CO2 by 1-2 ppm in summer; minimum values in late afternoon average l0 ppm lower than at Cold Bay in summer. The study shows that regionally representative concentrations of CO2 can be determined at continental sites if suitable correlates (tracers, fluxes of CO2, and momentum) are measured simultaneously with CO2 itself. 1. Introduction Models simulating atmospheric transport and CO2 exchange with the surface are often used to infer the distribution of global sources and sinks for CO2. Inverse methods attempt to use atmospheric concentration data directly to obtain results for a limited number of aggregated source regions [e.g., Enting et al., 1993; Ciais et al., 1995; Fan et al., 1998]. Forward models incorporate more detailed representation of exchange processes and compare observed and computed CO2 concentrations to help constrain unknown parameters in the formulation [e.g., Denning et al., 1995, 1996]. Global models •Lamont-Doherty Earth Observatory, Columbia University, Palisades, New York.
flux tower in a forest in central New England where a large suite of potentially useful tracers is measured continuously. We show that combustion products such as CO and acetylene (C2H2) provide excellent correlates for regional combustion sources and that eddy covariance fluxes of CO2 and momentum provide correlates for the local influence of exchange with the forest near the sensor. Thus we can infer regionally representative concentrations of CO2 at canopy height, including diurnal and seasonal variations, for comparison with observations from remote stations.
Sources of Data
Hourly averaged concentrations of CO, CO2, and C2H2 and CO2 
Model Rationale and Description
We constructed a linear model to represent the following environmental, physical, and biological influences on CO2 concentrations for each month: (1) the monthly average regional background, (2) combustion, (3) proximate forest canopy and soil fluxes, and (4) the daily cycle of regional biotic sources and the growth and decay of the planetary boundary layer (PBL). In the absence of direct observations of PBL structure, we use instead time of day to construct monthly mean diurnal cycles.
A simple fitting procedure was carried out to find the best coefficients to represent hourly CO2 data for a month:
[CO2] -a0 Studies of pollution plumes in northeastern North America show enhancements of CO2 and CO concentrations in reasonably consistent ratios [e.g., Wofsy et al., 1994] . We assume that, during a given month, anthropogenic CO and CO2 are emitted on average in a given ratio (--al) from colocated sources in the region (this assumption is examined further in the results section). Since significant CO is produced in summer from oxidation of anthropogenic and biogenic hydrocarbons, and some of this CO is produced proximate to anthropogenic CO2 emissions, values of al are lower in summer than in winter (see below). Sources of CO that are not correlated to CO2 emissions (e.g., local CO production from biogenic hydrocarbons) do not affect the magni- This approach allows an arbitrary shape for the diurnal cycle, and the number of degrees of freedom remains high, usually above 250 per month. If diurnal variations are modeled with only two terms (sine and cosine), the goodness of fit does not change appreciably.
The diurnal variation described by term 4 is somewhat related to term 3 because the CO2 flux and the diurnal variation of the P BL are both driven by solar radiation. We assume that the processes are distinct, however, with term 4 describing the monthly mean variation due to combined PBL and biotic diurnal cycles and term 3 using the Fp correlate to describe deviations from the mean due to day-to-day variability and to the deviation of the surface layer from the PBL. This assumption has an important effect on the derived diurnal cycles. Even though the r 2 for the regressions does not change much when term 3 is removed, the amplitude of the diurnal curve is increased significantly (by 5 ppm for the 0900-1200 time slice during June-September).
Since the two terms are not linearly independent, term 4 accounts for some variation previously covered by term 3. If our interpretation of the partition between the two terms is correct, then flux measurements are necessary for estimating regional cycles of CO2 in the PBL at sites with significant biological activity.
The value a0 + a• CObackground gives the regional average CO2 concentration at the bottom of the PBL for 0000-0300 local time, except with effects of regional anthropogenic sources and local biology removed. Similar values for other times of day may be obtained by adding the appropriate factor (e.g., a0 + a• CObackground + a35 for 1200-1500). All CO values could have been adjusted to remove the background CO. Then the term a• alone would give the background CO2. Since subtracting a constant does not change the regression (expect for a0), this method is equivalent to our approach. this assumption seems reasonable. Also, the sensitivity of the results was tested by comparing the twentieth percentile of CO with the fifteenth and 25th percentiles. The differences for background CO2 were smaller than 0.3 ppm. Finally, the correlation between time of day and the CO concentrations was considered.
CObackground is taken as the twentieth percentile of CO
If this were important, then the predicted diurnal cycles could be contaminated by contributions from anthropogenic CO2. To test this, we considered the covariance of the a• term between the combined a3j terms. The average was 0.03 with a maximum of 0.13, so the covariance is small and therefore has a small effect on the diurnal cycles. These conclusions are supported by using C2H2 as an alternative tracer for combustion (see below). Since the number of degrees of freedom is above 90 for all of the months, the confidence interval is 68% for the true value lying within 1 standard deviation of the esti- Table 3 gives To test the hypothesis that the regression extracts the background CO2 concentration in the PBL, both the predicted diurnal and seasonal cycles of CO2 would need to be compared to actual data from the PBL. Extensive aircraft sampling could be used to obtain these data, but since this would require both diurnal and seasonal measurements, the cost is prohibitive. In the future, we will compare our representation of diurnal cy- (Figure 2, bottom panel, solid line) . During summer, CO concentrations are seasonally low due to the hemispheric annual cycle, but the background CO at Harvard Forest is significantly higher than at Cold Bay and values for a• are low. This pattern suggests a contribution to regional CO due to oxidation of hydrocarbons that enhances CO levels without significantly increasing CO2. To test this explanation, we tried using data for C2H2 in place of CO in (1), since C2H2, like CO, is produced primarily by automobiles, but unlike CO, it is not produced in the atmosphere. Monthly r 2 values were slightly higher for C2H2 (Figure 1, top panel), and there was no annual variation in the associated coefficient (Figure 2, bottom panel) except for a puzzling dip in July reproduced in each of three years; possibly there is a biogenic or other source for C2H2 influencing Harvard Forest in July. Figure 2 (top panel, solid line) 
Conclusions
Linear modeling applied to the Harvard Forest data allowed us to determine quantitatively the influences on CO2 concentrations at 30 m due to local anthropogenic sources, local and regional biology, and the regional background concentration. All of the processes are significant and have a seasonal dependence: during the summer, the differences between Harvard Forest and Cold Bay are mostly due to regional biological activity, but during the winter, local sources of anthropogenic CO2 dominate. Combustion contributed on average 4-5 ppm to ambient CO2 at Harvard Forest in winter and 2-3 ppm in summer. Regional biotic emissions elevate daily mean CO2 by 4-6 ppm in winter, and the covariance of the biotic cycle of uptake and emission with PBL height enhances daily mean CO2 at 30 m by 1-2 ppm in summer; minimum values in late afternoon average 10 ppm lower than at Cold Bay in summer.
Data from continental tower sites are potentially extremely valuable in refining our understanding of global sources and sinks, provided that high-frequency measurements are available and accurate data are obtained for a representative suite of correlates (tracers of combustion, fluxes of CO2, and momentum or buoyancy). 
Perhaps the most important additional information would be provided by data giving PBL depth. Observations at continental sites like Harvard Forest can provide strong constraints on models and on analyses of

