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Abstract. We present an X-ray observation of the eclipsing bi-
nary Algol, obtained with the BeppoSAX observatory. During
the observation a huge flare was observed, exceptional both in
duration as well as in peak plasma temperature and total en-
ergy release. The wide spectral response of the different Bep-
poSAX instruments, together with the long decay time scale
of the flare, allowed us to perform a detailed time-resolved X-
ray spectroscopic analysis of the flare. We derive the physical
parameters of the emitting region together with the plasma den-
sity applying different methods to the observed flare decay. The
X-ray emission from the flare is totally eclipsed during the sec-
ondary optical eclipse, so that the size of the emitting region
is strongly constrained (as described in a companion paper) on
purely geometrical arguments. The size of the flare thus de-
rived is much smaller than the size derived from the analysis of
the evolution of the spectral parameters using the quasi-static
cooling formalism, showing that the time evolution of the flare
is determined essentially from the temporal profile of the heat-
ing, with the intrinsic decay of the flaring loop having little rel-
evance. The analysis of the decay with the technique recently
developed for solar flares by Reale et al. (1997) on the other
hand is in much better agreement with the eclipse-derived con-
straints.
The very high signal-to-noise of the individual spectra
strongly constrains some of the derived physical parameters.
In particular, very significant evidence for a three-fold increase
in coronal abundance and for a large increase in absorbing col-
umn density during the initial phases of the flare evolution is
present.
Key words: Stars: individual: Algol – late-type – activity –
coronae – X-rays: stars
1. Introduction
Algol-type systems are short-period eclipsing binaries com-
posed of an early-type primary and a (near) main-sequence
late-type secondary. The short orbital period ensures that both
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stars are tidally-locked fast rotators. The secondaries in these
systems show strong magnetic activity with copious X-ray
emission. While tidally-induced activity is a common char-
acteristic in RS CVn-type systems, the early-type primary in
Algol-type systems, lacking a surface convective envelope, is
not expected to be able to sustain a dynamo. Therefore the
coronal structures should be concentrated on the secondary
only, making for a simpler geometry and avoiding the com-
plication of cross-system loop structures which may exist in
the case of RS CVn-type binaries. Because of its proximity
(28.46 pc on the basis of the Hipparcos parallax, ESA 1997)
the eponymous system Algol is one of the apparently strongest
coronal X-ray sources in the sky.
Its brightness (V ≃ 2.7) soon made the periodic fading
obvious (it was first reported, in the western world, by Gem-
iniano Montanari in 1667), and their interpretation in terms of
mutual eclipses in a binary system was already proposed by
John Goodricke in 1782. The system consists of a B8 V pri-
mary and a K2 IV secondary (plus a more distant tertiary com-
ponent, with a period of ≃ 1.8 yr and a spectral type A or
F). Hill et al. (1971) report values for the masses and radii
of the two components RA = 3.0R⊙, MA = 3.7M⊙ and
RB = RK = 3.4R⊙ ≃ 2.4 × 1011 cm, MB = 0.8M⊙, while
Richards (1993) reports RA = 2.90R⊙, MA = 3.7M⊙ and
RB = RK = 3.5R⊙ ≃ 2.5 × 1011 cm, MB = 0.81M⊙;
the orbital inclination is reported to be i = 81.4 deg. We will
adopt the Richards (1993) parameters in the following. The or-
bital period is ≃ 2.8673 d. The ephemeris we have adopted in
the present work is HJD 2 445 739.0030 + 2.8673285E (Kim
1989; Al-Naimiy et al. 1985). The separation is 14.14R⊙, or
≃ 4 times the radius of the K star.
Algol was identified as an X-ray source already in the ’70s
with observations from the SAS 3 satellite (Schnopper et al.
1976) and its soft X-ray emission was confirmed with sound-
ing rocket flights (Harnden et al. 1976). Its intense activity level
has made it a target of choice for most UV, EUV and X-ray ob-
servatories. The high level of X-ray emission was initially inter-
preted in the framework of the mass-transfer paradigm, given
the evidence from optical data of mass transfer taking place be-
tween the two components (see Richards 1993 and references
therein). However, spectroscopic observations soon showed a
hot, thermal X-ray spectrum, requiring the presence of magnet-
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ically confined plasma, i.e. of a corona, expected to be located
on or around the K-type secondary.
The soft X-ray emission of Algol is characterized by the
frequent occurrence of major flares. Almost all sufficiently long
observations to date have yielded a significant flaring event,
with EXOSAT (White et al. 1986; van den Oord & Mewe
1989), GINGA (Stern et al. 1992) and ROSAT (Ottmann &
Schmitt 1996) all observing long-lasting flares (with effective
decay times ranging between 5 and 20 ks), which have been ex-
tensively discussed in the literature. The above flares have all
been analyzed in a similar way, allowing for a reasonably ho-
mogeneous comparison of their characteristics to be made. In
particular, the observed decay has in all cases been used to de-
rive (following the formulation of van den Oord & Mewe 1989)
the length, and consequently, the average density of the flar-
ing plasma, under the assumption that the flaring loop evolves
throuh a series of “quasi-static” loop states. In all cases the
analysis has made use of the observed constancy of the normal-
ized ratio between the radiative and conductive cooling time µ
(see Sect. 5.2) to ascertain that the flaring loop(s) are cooling
through a sequence of quasi-static states, and of the small value
of the heating function present as a parameter in the quasi-static
formalism to establish the lack of additional heating during the
flare decay phase.
The loop lengths1 thus derived range between 1 and 6 ×
1011 cm (i.e. between 0.4 and 2.4 RK – see Table 3). These
large loops (comparable or larger in size than the stellar radius,
unlike the solar case, in which flaring structures are small com-
pared to the solar radius) are however shorter than the coronal
pressure scale height because of their high temperatures and
the low surface gravity of the K-type subgiant Algol secondary.
The corresponding plasma densities, derived within the same
framework, range between 5 and 26× 1010 cm−3. The general
picture for the flaring regions observed on Algol is therefore
one of large and rather tenuous loops, a natural consequence
of the very energetic and long-lasting flares if no heating is
indeed present during the decay phase. In the solar case, in ad-
dition to the “compact” flares, in which the plasma appears to
be confined to a single loop whose geometry does not signifi-
cantly evolve during the event, a second class of flares is usu-
ally recognized, i.e. the “two-ribbon” flares, in which a disrup-
tive event appears to open up an entire arcade of loops, which
subsequently closes back, leading to the formation of a growing
system of loops whose footpoints are anchored in Hα-bright
“ribbons”. Two-ribbon flares are generally characterized by a
slower rise and decay, and a larger energy release. Compact
flares have often been considered to be due to “impulsive” heat-
ing events, while the longer decay times of two-ribbon events
have been considered as a sign of sustained heating. However,
also in the case of compact flares sustained heating has been
shown to be frequently present (Reale et al. 1997), so that the
distinction may indeed be less clear than often thought.
1 All along the present paper, the term “loop length” will be used
to indicate the length from the footpoint to the apex of the loop, i.e.
actually its “semi-length”.
Long-lasting stellar flares have at times considered as
analogs to solar two-ribbon flares (due to their longer time
scales, e.g. Pallavicini et al. 1990). However, the only avail-
able theoretical framework so far available to model this type
of event (Kopp & Poletto 1984) relies on a large number of
free parameters and assumptions (such as the conversion effi-
ciency of the magnetic field into X-rays and the assumption
of instantaneous dissipation of the reconnection energy). As
a consequence the physical parameters of the flaring regions
derived with this approach are, for spatially unresolved events
such as the stellar ones, rather strongly dependent on some spe-
cific assumptions, so in practice most stellar flares have been
modeled as compact events. We will follow the same approach
here, however keeping in mind the possibility that the event
may not be necessarily described as a compact one.
We have performed a long (≃ 240 ks elapsed time, cov-
ering a full orbit of the system) observation of Algol with
the BeppoSAX X-ray observatory, aiming at studying both the
spectral and the temporal characteristics of its X-ray emission.
During the observation a very large and long-lasting flare was
observed. We present in this paper a detailed analysis of the
characteristics of this flare, deriving the temporal evolution of
the spectral parameters of the plasma (temperature T , emis-
sion measure EM , coronal abundance Z , absorbing column
density N(H)), and subsequently applying different methods
to the analysis of the flare decay in order to derive the phys-
ical characteristics of the flaring region. For this purpose we
have applied both the quasi-static decay method of van den
Oord & Mewe (1989) and the method of Reale et al. (1997),
which allows for the possibility of (exponentially decaying)
sustained heating during the flare decay, and simultaneously
deriving both the time scale of heating and the size of the flar-
ing loop. In line with the previous analyses of large flares on
Algol, the analysis of the flare’s decay using the quasi-static
approach results in a long and tenuous flaring loop, although
in this case the derived loop size and density are more extreme
given the exceptionally long duration and peak temperature of
the event.
One unique characteristic of the flare studied here is that
its emission underwent a total eclipse coincident with the sec-
ondary optical eclipse. This allows (as discussed in detail in a
companion paper, Schmitt & Favata 1999) to put a firm upper
limit to the size of the flaring region, and thus to compare, for
the first time in a context other than the solar one, the length
derived through the analysis of the flare decay with the geo-
metrical size of the emitting region.
This comparison shows that the loop sizes derived from the
analysis of the flare decay through the quasi-static method are
significantly larger than the geometrical size of the flaring re-
gion. Therefore the actual flaring region must have had a much
larger plasma density, and sustained heating must have been
present during all the decay phase to explain the long observed
decay time. The method of Reale et al. (1997) produces a large
range of allowed loop lengths, which at the lower end over-
lap with the size derived for the flaring region from the eclipse
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analysis. Also, this type of analysis points to the presence of
significant sustained heating during the decay phase.
The metal abundance of the flaring plasma is seen to vary
significantly during the course of the flare’s evolution. Abun-
dance variations during the evolution of the flare were already
hinted at in the analysis of the GINGA (Stern et al. 1992) and
ROSAT (Ottmann & Schmitt 1996) flares, and evidence for
this type of effect has been reported for flares on other stars.
The combination of high statistics, good spectral resolution and
wide spectral coverage of the present Algol observation make
it however possible for the first time to quantitatively derive the
evolution of the plasma abundance. Finally, large variations of
absorbing column density are also observed during the early
evolution of the flare, hinting at the possibility of a coronal
mass ejection taking place in association with the onset of the
flare.
Although flares of different types from several classes of
coronal sources have been discussed in detail in the literature
in the past, the large flaring event on Algol discussed in the
present paper is exceptional for several reasons:
– Its long duration (almost two days) associated with its high
luminosity allows for high signal-to-noise spectra to be col-
lected with a time resolution small compared with the time
scale of flare evolution, and thus to analyze in detail the
temporal evolution of the plasma parameters with small sta-
tistical errors, and on different time scales.
– The complete, uninterrupted time coverage, from several
thousand seconds before the onset of the flare until the end
of its decay allows for its complete temporal evolution to
be studied.
– The occurrence of a total eclipse of the flaring plasma by
the primary star allows, for the first time, for a geometri-
cal determination of the size of the flaring structure (see
Schmitt & Favata 1999), which can then be compared with
the loop lengths derived through an analysis of the decay of
the spectroscopic parameters. This allows for a critical test
of the assumptions underlying these techniques, which are
the only ones available when confronted with stellar flares
with no spatial resolution.
– The high X-ray flux and spectral temperature associated
with this event, together with the unprecedented energy
coverage offered by the instrumental complement of the
BeppoSAX observatory allow for the spectrum of the flar-
ing plasma to be studied between 0.1 and 100 keV, thus re-
moving the uncertainties on the temperature of the flaring
plasma during the hottest phases of large flares (where even
the ASCA instruments can only provide lower limits to the
temperature) which have characterized previous analyses
of large flares. At the same time, the spectral shape can be
critically determined, in particular looking for the presence
of non-thermal spectral components.
2. The BeppoSAX observation
The BeppoSAX observatory (Boella et al. 1997a) features dif-
ferent instruments, four of which were used in the analysis of
our Algol observation, i.e. the LECS (Parmar et al. 1997, which
covers the energy range 0.1–10 keV), the two MECS detectors
(Boella et al. 1997b, MECS-2 and MECS-3, covering the range
1.6–10 keV) and the PDS detector (Frontera et al. 1997, cov-
ering between 15 and 300 keV – only data in the 15–100 keV
band were used in the present paper).
The BeppoSAX observation of Algol covered a complete
binary orbit (i.e. ≃ 240 ks elapsed time). It started on Aug. 30,
1997 at 03:04 UT (shortly before the primary optical eclipse)
and lasted until Sep. 1, 1997 at 20:32 UT. Approximately 20 ks
after the beginning of the observation, a very strong flare began,
whose evolution dominates the rest of the observation.
A detailed analysis of the total eclipse of the flare as seen in
the MECS detectors is presented by Schmitt & Favata (1999),
who derive the corresponding geometrical constraints on the
size and shape of the flaring region. The present paper will con-
centrate on the spectral analysis of the X-ray emission and on
the analysis of the characteristics of the flaring region from the
flare decay, using the complete spectral range covered by the
BeppoSAX detectors.
2.1. Data reduction
Telemetry files, containing both information on individual de-
tected X-ray photons and house-keeping data were obtained
from the observation tapes for each instrument, and data for
each instrument were individually processed with the SAXDAS
software (available from the BeppoSAX Scientific Data Center
– hereafter SDC, reachable at http://www.sdc.asi.it),
with the default settings, producing FITS-format linearized
photon event files for each instrument.
For the three imaging instruments (LECS, MECS-2,
MECS-3) standard extraction regions were used, i.e. 8.2 and
4.0 arcmin diameter circles centered on the source, for the
LECS and MECS data, respectively. The background was ex-
tracted from regions of the same size and location as the
source extraction region from the standard background files
supplied by the SDC. Spectra and light-curves both for the
source and the background were extracted using the XSE-
LECT software. PDS spectra and light-curves were extracted
using the SAXDAS-supplied packages, which directly produce
background-subtracted spectra and light-curves.
2.2. Light curves
The background-subtracted light-curve in the 15–100 keV
band, extracted from the PDS data, is shown in Fig. 1, binned in
6000 s intervals, while the background-subtracted light-curve
in the 1.6–10.0 keV band, extracted from the MECS-3 detector
is shown, binned in 600 s intervals, in Fig. 2. The light-curve
for a softer band (0.1–0.5 keV) derived from the LECS data is
shown in Fig. 3, binned in 900 s intervals. The LECS is op-
erated during Earth night only, resulting in a lower observing
efficiency and in the larger data gaps seen in Fig. 3 with respect
to Fig. 2.
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Fig. 1. The light-curve of the Algol observation of BeppoSAX in the 15–100 keV band, as measured in the PDS detector, binned
in 6000 s intervals. The location and duration of the primary and secondary optical eclipse, using the ephemeris of Kim (1989),
is also plotted.
Fig. 2. The light-curve of the Algol observation of BeppoSAX in the 1.6–10 keV band, as measured in the MECS-3 detector,
binned in 600 s intervals. The vertical lines indicates the boundaries of the time segments in which the observation has been
broken for the purpose of performing time-resolved spectroscopy. The location and duration of the primary and secondary optical
eclipse, using the ephemeris of Kim (1989), is also plotted.
Inspection of Fig. 2 shows that the flare (as seen in the 1.6–
10 keV band) has a rather slow rise (with ≃ 30 ks between the
flare start and the peak. The decay is for the first ≃ 15 ks rela-
tively rapid, on time scales comparable with the rise, but then
slows down becoming very nearly exponential. The eclipse due
to secondary is well visible, between≃ 130 and≃ 160 ks from
the beginning of the observation. The exponential decay is in-
terrupted, at ≃ 200 ks, by the onset of yet another flare.
The hard (15–100 keV) X-ray light curve shows a slow rise,
similar to the one seen in the 1.6–10 keV band, but a faster
decay. The hard X-ray count rate returns to its pre-flare value
at ≃ 130 ks from the beginning of the observation, so that the
eclipse of the flaring plasma is not visible in this band. Also,
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Fig. 3. The light-curve of the Algol observation of BeppoSAX in the 0.1–0.5 keV band, as measured in the LECS detector, binned
in 900 s intervals. The vertical lines indicates the boundaries of the time segments in which the observation has been broken for
the purpose of performing time-resolved spectroscopy. The location and duration of the primary and secondary optical eclipse,
using the ephemeris of Kim (1989), is also plotted.
there is no evidence for hard pre-flare emission, which could
in principle have been due to non-thermal emission associated
with fast particles.
The soft-band (0.1–0.5 keV) light curve differs signifi-
cantly from the 1.6–10 keV band light curve, as the rise is
slower, and the decay “bounces back”, after ≃ 10 ks, for
≃ 20 ks. These differences are discussed in more detail in
Sect. 4.2.
2.3. Spectra
The high-count rate of the Algol observation in the LECS
and MECS detectors allows for detailed time-resolved spec-
troscopy. The observation has therefore been split in 28 sep-
arate time intervals, with boundaries coinciding with observa-
tional gaps due to the Earth blocking the source, and with each
segment covering one or more spacecraft orbits. The extent of
each time segment is shown, together with a number used in
the following to refer to them, in Figs. 2 and 3, together with
the light-curve of the observation as measured in the MECS-3
and LECS detectors respectively. The time of optical eclipses
is also indicated.
Individual spectra have been extracted, in the LECS, MECS
and PDS detectors, for each of the time intervals indicated
in Fig. 2. Standard response matrices have been used to an-
alyze the MECS spectra (again as available from the SDC),
while the LECS response matrix was computed using the
LEMAT program. The standard PDS pipeline already produces
background-subtracted spectra and thus no further manipula-
tion was necessary. The standard SDC-provided response ma-
trix has been used to fit the PDS spectra.
All the spectral analysis described here has been performed
using the XSPEC version 10.00 software. Each of the individ-
ual LECS and MECS spectra accumulated during the intervals
marked in Fig. 2 has been rebinned, prior to fitting, to have at
least 20 counts per (variable-size) bin, and the statistical weight
of each bin for the purpose of determining the χ2 has been de-
termined using the statistic of Gehrels (1986), more appropriate
than the Gaussian approximation for small number of events.
Due to a know discrepancy between the normalization of
the response matrices for the LECS and MECS detectors, when
LECS and MECS data are fit together it is necessary to add a
relative normalization factor to the fit, with experience show-
ing that the MECS normalization is about 10 to 20% higher
than the LECS one. It is not possible however to determine a
priori the exact value of the normalization, as this is a func-
tion of the source position in the field of view as well as of
the source spectrum. We have therefore first performed a set of
two-temperature fits on the time-resolved spectra, leaving the
relative normalization of the LECS and MECS detectors as an
additional free parameters. The average value of the MECS to
LECS normalization thus determined is 1.15, with a range from
1.03 up to 1.24. The behavior of the fit parameters and of the
quality of the fits was then determined by performing the same
fits with the relative normalization fixed to the average value of
1.15. A comparison of the probability levels of the two sets of
fits shows that leaving the relative normalizations free to vary
does not improve the fits, and all the fits discussed in the follow-
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Table 1. The spectral parameters derived for the quiescent emission of Algol from the joint analysis of the LECS and MECS
spectra, determined on the spectrum accumulated during the time intervals 0, 1 and 18. The fit had a reduced χ2 of 0.93, with
659 degrees of freedom. For each best-fit parameter the confidence interval is given as computed using the criterion∆χ2 = 3.50,
corresponding to the 68% confidence level in the case of three interesting parameters.
T1 T2 EM1 EM2 Z N(H)
keV keV 1052 cm−3 1052 cm−3 Z⊙ 1020 cm−2
0.97 [0.89 – 1.1] 3.2 [2.5 – 3.8] 4.1 [3.2 – 5.0] 25. [19. – 31.] 0.37 [0.24 – 0.50] 0.91 [0.54 – 1.3]
ing were thus performed with the relative normalization fixed
at 1.15.
All of the spectra discussed here have been fitted with a
combination of absorbed thermal emission models. The plasma
emission code used has in all cases been the MEKAL model
as present in XSPEC, which implements the optically-thin, col-
lisional ionization equilibrium emissivity model described in
Mewe et al. (1995). The presence of absorbing material has
been accounted for using a WABS component in XSPEC, which
implements the Morrison & McCammon (1983) model of X-
ray absorption from interstellar material. The metal abundance
of the emitting plasma is considered as a free parameter. Abun-
dance values are in the following determined as relative to
the “solar” abundance, as determined by Anders & Grevesse
(1989). While the global metal abundance was left free to vary,
abundance ratios were kept fixed in the fitting process.
3. The quiescent spectrum
Most of the BeppoSAX observation of Algol is occupied by
the large flare, and the quiescent emission is visible only in a
small time interval, i.e. before the flare itself (during the inter-
vals marked 0 and 1) and during the total phase of the eclipse
of the flaring plasma (interval 18). These three spectra have
been individually fit with a two-temperature absorbed spectral
model with freely varying global metal abundance. Their best-
fit parameters are the same within the 1 σ confidence range, and
they have therefore been summed together in a single spectrum
representative of the average “quiescent” emission, from which
average spectral parameters have been determined, as listed in
Table 1.
Although significantly colder than the flaring emission, the
plasma responsible for the “quiescent” emission of Algol still
has a high temperature; the 3.2 keV (44 MK) observed here are
somewhat higher than the ≃ 2.5 keV (29 MK) reported on the
basis of ASCA observations by Antunes et al. (1994).
The spectral parameters of the quiescent emission from the
ROSAT PSPC observation of Algol (which has a good out-of-
flare phase coverage) show the presence of orbital modulation
(Ottmann & Schmitt 1996), and thus a proper subtraction of
the quiescent emission from the flare spectra would require
this effect to be taken into account. Given the very scant phase
coverage of the quiescent spectra for the BeppoSAX observa-
tion, however, we cannot determine the phase dependence of
the spectral parameters of the quiescent emission (if present).
The quiescent spectrum has therefore assumed to be constant,
with parameters given by the average of the best-fit parameters
of the three quiescent spectra. This average quiescent spectrum
has been added as a constant (“frozen”) model component in
our subsequent analysis of the flare spectra.
3.1. The H column density
Welsh et al. (1990) report an upper limit, to the H column
density toward Algol, of 2.5 × 1018 cm−2 (based on an up-
per limit to the equivalent width of interstellar Na I lines);
Stern et al. (1995) assume (based on these data) a value of
2 × 1018 cm−2 in their analysis of the Algol EUVE spectrum.
However, Ottmann & Schmitt (1996) find, from the analysis of
the ROSAT PSPC spectra, a value of H column density higher
by approximately one dex (1 to 2× 1019 cm−2). Higher values
are found (again from PSPC data) by Singh et al. (1995), who
report 3.9± 1.0× 1019 cm−2, and by Ottmann (1994) who re-
port a range of values (varying with the orbital phase) ranging
between 3 and 8× 1019 cm−2. All X-ray derived values of the
absorbing column density are thus significantly higher than the
values derived from the EUVE data, and the BeppoSAX quies-
cent spectrum is no exception, with a 68% confidence range of
5.4–13× 1019 cm−2, comparable with the PSPC derived range
of values of Ottmann (1994).
Similar discrepancies between the X-ray and EUV-derived
H column densities are also observed for other active stars.
For example, the H column density toward the RS CVn sys-
tem AR Lac has been estimated (using the ratio of the 335
and 361 A˚ Fe XVI lines in the EUVE spectrum) by Griffiths
& Jordan (1998) at ≃ 2 × 1018 cm−2, while Ottmann &
Schmitt (1994) derive, from the PSPC spectrum, a value of
≃ 3×1019 cm−2. The value derived from the BeppoSAX spec-
trum is ≃ 6× 1019 cm−2 (Rodono` et al. 1999).
We have tried to fit the quiescent X-ray spectrum with a
fixed, low H column density. In practice, any value of N(H)
lower than few parts in 1019 cm−2 results in fits with signif-
icantly higher plasma metal abundance than the 1/3 Z⊙ ob-
tained by leaving N(H) as a free parameter: to balance the
higher soft continuum, the fit process increases the metal abun-
dance, so that the emission from the Fe L complex also in-
creases (see Favata et al. 1997a). As a result, however, the
emission from the Fe K complex seen in the MECS detector
becomes significantly over-predicted.
To assess the significance of the above discrepancies we
have simulated the ability of LECS spectra to determined low
values of the H column density and the impact of possible cal-
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Table 2. The set of best-fit parameters to the flaring emission, determined through the fitting process described in the text.
The first column gives the number of the time interval as plotted in Fig. 2, the second column the time from the beginning of the
observation. The last column provides the number of degrees of freedom for each fit. For the best-fit temperature, metal abundance
and absorbing column density the confidence interval is given, computed using the criterion ∆χ2 = 3.50, corresponding to the
68% confidence level in the case of three interesting parameters. The emission measure is given in units of 1054 cm−3.
Int. t T EM54 Z N(H) χ2 DOF
ks keV cm−3 Z⊙ 1020 cm−2
2 31.5 12.37 [10.9 – 14.1] 1.83 0.60 [0.46 – 0.76] 26.8 [22. – 32.] 0.927 615
3 40.5 10.96 [10.4 – 11.6] 7.85 1.0 [0.94 – 1.1] 11.0 [10. – 13.] 0.911 615
4 47.0 10.14 [9.8 – 10.5] 11.4 1.1 [1.0 – 1.2] 4.03 [3.8 – 4.6] 1.060 615
5 52.5 8.56 [8.3 – 8.8] 13.3 0.99 [0.94 – 1.0] 1.60 [1.5 – 1.8] 1.293 615
6 58.0 6.76 [6.6 – 7.0] 10.9 0.78 [0.73 – 0.82] 3.32 [3.2 – 3.8] 1.399 615
7 64.0 6.98 [6.8 – 7.2] 8.13 0.66 [0.61 – 0.71] 3.12 [2.9 – 3.6] 1.038 615
8 70.0 7.19 [6.9 – 7.5] 6.83 0.59 [0.53 – 0.65] 1.72 [1.5 – 2.0] 0.998 615
9 76.0 6.72 [6.4 – 7.1] 6.33 0.46 [0.40 – 0.52] 1.23 [0.98 – 1.6] 0.953 615
10 81.5 5.97 [5.7 – 6.3] 5.95 0.45 [0.38 – 0.51] 1.02 [0.72 – 1.4] 0.887 577
11 87.0 5.73 [5.5 – 6.0] 5.65 0.36 [0.30 – 0.43] 1.03 [0.68 – 1.4] 0.87 615
12 97.5 5.37 [5.2 – 5.5] 4.96 0.39 [0.34 – 0.42] 0.852 [0.76 – 1.0] 1.010 615
13 109.0 4.77 [4.6 – 5.0] 4.20 0.36 [0.29 – 0.43] 0.794 [0.61 – 0.99] 0.884 615
14 116.0 4.36 [4.2 – 4.6] 3.79 0.34 [0.26 – 0.42] 0.763 [0.55 – 0.97] 0.863 615
15 124.5 4.27 [4.1 – 4.4] 2.91 0.40 [0.34 – 0.46] 0.620 [0.55 – 0.97] 1.013 615
21 171.0 3.35 [3.2 – 3.6] 1.43 0.26 [0.15 – 0.37] 0.809 [0.50 – 1.8] 0.771 550
22 185.5 2.83 [2.7 – 3.0] 1.00 0.50 [0.35 – 0.65] 1.27 [0.85 – 1.7] 0.826 567
ibration errors on the best-fit column density. Even assuming
a perfect calibration, with the S/N of the present spectra col-
umn densities of <∼ 1019 cm−2 cannot be distinguished from
zero column densities (although above 1019 cm−2 their effect
becomes visible, see above). The systematics in the LECS cal-
ibration are estimated to be at the level of <∼ 5%, although they
could be higher (up to≃ 10%) in the low-energy (0.1–0.2 keV)
range, where the very small absolute area and its steep slope as
a function of energy make the calibration very difficult (A. Par-
mar, private communication). The best-fit column density is
very sensitive to possible calibration errors at low-energies: our
simulations show that a ≃ 10% calibration error in the spectral
region below 0.2 keV could lead to a systematic bias in the
best-fit column density for stellar spectra of few 1019 cm−2,
comparable with the best-fit column density for the quiescent
spectrum. Thus, the absolute value LECS-derived best-fit col-
umn densities of this order should be regarded with caution as
they critically depend on the calibration being known to bet-
ter than the currently estimated uncertainty. Relative changes
in the absorbing column density (as seen during the flare de-
cay here) would not be affected by such errors, nor would ab-
solute values when the column density becomes considerable
(> 1020 cm−2). The influence of such low-energy calibration
errors on all other spectral parameters is negligible.
4. Spectral evolution of the flaring emission
For the purpose of determining the time evolution of the spec-
tral parameters of the flaring plasma, the individual time-
resolved joint LECS/MECS spectra have been fitted with with
a one-temperature absorbed thermal model with freely varying
coronal abundance, plus a two-temperature model with fixed
spectral parameters, set to the average values determined for
the quiescent spectral emission. The one-temperature model
being fit thus represents the flare emission as visible on top
of the quiescent spectrum. The resulting best-fit parameters for
the flaring component are reported in Table 2.
The temporal evolution of the best-fit temperature, emis-
sion measure, abundance and absorbing column density for the
flaring component is illustrated in Fig. 4. The one-temperature
fits to the flaring plasma emission provide a good description
(i.e. a χ2 value close to 1.0) to most of the spectra, with the
exception of the spectra accumulated during the time-intervals
5 and 6, which yield a reduced χ2 which is formally unaccept-
able, corresponding to a very low probability level. All other
fits yield a reduced χ2 corresponding to a probability that the
adopted model gives a satisfactory description of the data of
≥ 10%. We tried to improve the quality of the fit to the spectra
accumulated during time intervals 5 and 6 by adding an addi-
tional thermal component to the flare spectrum, i.e. assuming
that the flare spectrum is better described by a two-temperature
model. While the additional degrees of freedom lead to an im-
proved χ2 for flare spectra 5 and 6 when a two-temperature
model is used, the implied probability level for the fit is still
very low, and the two-temperature model is still not a good de-
scription of the data. In addition, if a two-temperature model
is fitted to the flaring spectra for time intervals other than 5
and 6, the resulting spectral parameters are much more poorly
determined, with a high degree of degeneracy apparent if the
confidence regions are examined.
One obvious feature in the fit residuals for intervals 5
and 6 (which is not altered by the use of a two-temperature
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Fig. 4. The time evolution of the best-fit emission measure, temperature, metal abundance and absorbing column density for the
best-fit parameters to the one-temperature flare spectra. Time is in seconds since MJD 51 055 03:09:16. The best-fit parameters
have been determined from the beginning of the large flare (time interval 2) until the beginning of the second flare visible in the
observation (time interval 22). The time intervals affected by the eclipse of the flaring plasma (i.e. from 16 to 20) have also been
excluded. The horizontal error bars represent the extent of the time intervals in which individual spectra have been accumulated,
while the vertical error bars have been computed using the criterion ∆χ2 = 3.50, corresponding to the 68% confidence level in
the case of three interesting parameters.
model) is the bump at ≃ 1.2 keV. A similar excess in the
spectrum is visible, for example, in the ASCA SIS spectrum
of Capella discussed by Brickhouse (1998) and Brickhouse
et al. (1999), which they attribute to a complex of lines from
Fe XVII to Fe XIX from atomic levels with high quantum num-
bers (n > 5). These lines are missing in current models, which
will then consistently under-predict the emission in this region,
and are likely contributing to the higher χ2 values found for
these time intervals. While one possible way of decreasing the
residuals would be to allow selected abundance ratios to vary
during the fit, this would not however be granted for the rest
of the flare spectra, and doing it only for intervals 5 and 6
would again yield results which cannot be compared with the
rest. Also, as shown by Brickhouse et al. (1999), the lack of
the high-excitation Fe lines in the model yields spurious abun-
dances for the other elements if they are left free to vary; we
will therefore not explore this possibility further in the present
paper.
From Fig. 4 the good temporal coverage of the evolution
of the flare is evident, from its onset all the way to its disap-
pereance. Note the gap between ≃ 130 and ≃ 160 ks due to
the eclipse. The general behavior of the flare is similar to the
one commonly observed in the several large stellar and solar
flares studied so far, with the temperature peaking at the begin-
ning of the flare and the emission measure rising more slowly
and peaking at a later time. The shape of the temperature decay
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Fig. 5. The LECS and MECS-2 spectra recorded during the time intervals 1, 2, 3, 5, 12 and 18 (as indicated in Fig. 2). The
MECS-2 spectra have been shifted upwards by a factor of 5 for clarity. Each plot shows the observed spectra, the best fit model,
and, in the lower panel, the (signed) contribution to the χ2 of each bin. The χ2 contributions are plotted for the LECS spectrum
for E < 1.6 keV and for the MECS for E > 1.6 keV. The best-fit model plotted is a two-temperature absorbed MEKAL model
with varying abundance for intervals 1 and 18, while for the flare spectra (intervals 2, 3, 5 and 12) a one-temperature component
with varying abundance has been added on top of the quiescent emission, as described in the text. All the spectra shown have
been rebinned at 20 channels per (variable size) bin. Note the change in the vertical scale for the spectra from time segments 3,
5 and 12.
is close to exponential throughout the flare (although it briefly
increases again between ≃ 50 and ≃ 70 ks). The emission
measure increases slowly for a long time (∼ 20 ks) after the
temperature has peaked, and its decay is not well described by
a single exponential, with a more rapid decay observable in the
first ∼ 20 ks of the flare, and a longer decay time-scale ob-
servable afterwards, closely mirroring the behavior of the 1.6–
10 keV light curve.
4.1. Abundance variations during the flare
As discussed in Sect. 1, previous observations of strong flares
on Algol performed with the GINGA and ROSAT observato-
ries hinted at variations of the coronal metal abundance during
the flaring event. However, the limited spectral coverage and
resolution of the GINGA and ROSAT proportional counters
made it difficult to fully disentangle abundance effects from
other effects, such as changes in the absorbing column density
for the PSPC or changes in the temperature structure in the case
of GINGA. The combination of resolution and spectral cov-
erage of the LECS and MECS detectors allows to effectively
disentangle the effects of the plasma metal abundance on the
emitted spectrum from the thermal structure (for a discussion
see Favata et al. 1997a, b). This, coupled with the excellent time
coverage of the BeppoSAX observation and the slow flare de-
cay, allows to study in detail the evolution of the coronal metal
abundance during the flare.
The abundance of the quiescent plasma (i.e. the best-fit
value of the two-temperature model to the spectra accumulated
during the intervals 0, 1 and 18) is ≃ 0.3 times the solar pho-
tospheric one, a value compatible with the abundance derived
for the quiescent Algol corona by Stern et al. (1995) on the
basis of an analysis of the EUVE spectrum. The temporal evo-
lution of the best-fit abundance of the flaring plasma is shown
in Fig. 4. Consistent with the indications of the ROSAT and
GINGA data, the metal abundance of the flaring plasma in-
creases significantly during the early phases of the flare, to a
value of approximately 1.0, and then rapidly decays back to
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a value consistent with the one determined from the pre-flare
spectrum.
The time scale for the increase of the coronal abundance
is similar to the time scale with which the emission measure
increases, while the abundance “decay” time is significantly
faster than either the flare temperature or the emission mea-
sure decay times, so that the coronal abundance goes back to
its pre-flare value while a significant flaring component is still
well visible in the spectrum (with significant excess emission
measure and a temperature of some ∼ 4 keV). The decaying
part of the time evolution of the best-fit abundance is well fit
with a single exponential, with an e-folding time of 36 ks, with
the further evolution compatible with a constant abundance.
The effect of the varying abundance in the flaring compo-
nent is clearly visible in the set of spectra plotted in Fig. 5.
The pre-flare spectrum (from segment 1) is well fit by a two-
temperature plasma with abundance Z ≃ 0.3, and a maximum
temperature T ≃ 4 keV. The spectrum immediately follow-
ing (from segment 2) marks the beginning of the flare, and
shows the presence of the very hot flaring component (with
T ≃ 12 keV), although still with relatively little emission mea-
sure and only a small enhancement (≤ 2 times) in the plasma
abundance. In the subsequent spectrum (from segment 3) the
temperature has started decaying, while the emission measure
is still rising. The plasma abundance has reached its peak at
Z ≃ 1, so that the Fe K complex is well visible. The spectrum
from segment 5 is characteristic of the flare’s emission measure
peak. The temperature has decreased to ≃ 8.6 keV, while the
abundance is still close to the solar value. In the spectrum from
segment 12 the emission measure has decayed to less than half
the peak value, the flare temperature is down to ≃ 5.4 keV and
the abundance is back to almost the quiescent value (≃ 0.35),
as again evident in the near disappearance of Fe K complex.
Could the changes in the best-fit plasma abundance param-
eter be explained through mechanisms other than a physical
change in the abundance? With the exception of two of the time
intervals discussed above, the model used yields fully accept-
able reduced χ2 values, thus making it not necessary to invoke,
from a statistical point of view, any other mechanism. For the
flare spectra the fit process is driven, in the determination of the
abundance, essentially by one diagnostic, i.e. the intensity of
the Fe K line complex. For most coronal sources the intensity
of the lines in the rich Fe L line complex will be a more im-
portant diagnostic of metallicity, given the much higher signal-
to-noise ratio and thus statistical weight of the lines in this re-
gion of the spectrum, where both the intrinsic photon flux and
the instrument’s effective area are higher. However, when the
emission is dominated by a plasma at temperatures higher than
≃ 5 keV (as in the case of the Algol’s flare spectrum), the spec-
trum shows very little line emission (specially from Fe L lines),
and the only prominent line is the one due to the Fe K complex.
Therefore, changing the abundance in the flaring component
during the hot phase of the flare leaves the model spectrum
essentially unchanged except for the intensity of the Fe K com-
plex.
To show this, we have fit the spectrum from interval 5 with
the same type of model (one-temperature on top of the quies-
cent emission), but excluding from the fit the Fe K region (i.e.
channel energies from 5.5 to 8.0 keV) and with the abundance
of the flaring component fixed to Z = 0.4 × Z⊙ (i.e. compati-
ble with both the quiescent abundance value and the late-decay
flaring value). The resulting best-fit model is shown in Fig. 6,
in which the Fe K region has also been plotted. Inspection of
the residuals (and their comparison with the relevant panel of
Fig. 5) shows that Z = 0.4 × Z⊙ model provides a good fit to
all of the spectrum (with the residuals showing the same struc-
ture and size as in the case of the Z ≃ 1.0 Z⊙ model), but will,
as expected, strongly under-predict the Fe K complex. As evi-
dent from the size of the residuals at the position of the Fe K
complex, they are driving the abundance determination in the
flaring emission. Restricting the fit to a higher-energy interval,
e.g. to the spectral region harder than 3 keV, does not change
the best-fit abundance, although the resulting confidence region
are of course broader.
Fig. 6. The spectrum accumulated during interval 5, shown here
with a best-fit model for the flaring emission obtained with
a single thermal component and a plasma abundance fixed at
Z = 0.4 × Z⊙. Channels from 5.5 to 8.0 keV were excluded
from the fit, to remove the influence of the Fe K complex emis-
sion. They are however plotted here to show the difference in
the predicted strength of the Fe K complex.
Fluorescence from the heated photosphere has been pro-
posed as a possible mechanism for the enhancement of the Fe K
emission during a strong flare. In this case, however, the emis-
sion would come from low ionization states of Fe, and the line
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energy would thus be significantly different (E ≃ 6.4 keV). At
the resolution of the MECS detectors, and at the signal-to-noise
ratio of the spectra discussed here, such large shift in energy of
the line centroid would easily be seen. We have determined the
90% upper limit to the intensity of a 6.4 keV Fe K line to be
≤ 10−3 the intensity of the observed 6.8 keV line complex,
so that this explanation can be ruled out. The same lack of shift
in the line energy allows to rule out significant non-equilibrium
ionization effects. Also, the equilibrium time scale for a plasma
of this high temperature is of order of few tens of seconds, neg-
ligible in comparison with the long time scales on which the
abundance is observed to vary.
Given the relative simplicity of the formation mechanism
of the Fe K line complex, as well as the absence of other con-
taminating features in the spectrum, other explanations of the
observed strong increase of Fe K emission than an actual abun-
dance increase in the emitting plasma appear rather difficult to
find.
4.2. Absorbing material
Inspection of Table 2 shows that the best-fit value for the ab-
sorbing column density during the initial phase of the flare is
very high (N(H) >∼ 1021 cm−2). This high best-fit absorbing
column density is clearly driven by the depressed soft contin-
uum of the initial flare spectra. A comparison of the spectra
observed during time intervals 1 (pre-flare) and 2 and 3 (be-
ginning of the flare) as plotted in Fig. 5 shows that while the
emission above ≃ 1 keV increases considerably once the flare
begins, the emission in the region below ≃ 0.5 keV is essen-
tially unchanged from its pre-flare values. Given the high tem-
perature of the flaring component (T ≃ 10 keV) in this phase
(which implies an essentially featureless continuum for the flar-
ing spectrum, with the exception of the Fe K complex emis-
sion), the only way to obtain a spectrum significantly depressed
in the softer region is by introducing an absorbing column den-
sity for the flaring component only. Indeed, inspection of the
best-fit model spectrum shows that during time intervals 2 and
3 the flaring spectrum is completely absorbed below≃ 0.5 keV,
so that the emission visible is only due to the quiescent compo-
nent (for which the absorbing column density is fixed). Later
during the flare evolution the absorbing column density de-
creases, so that the soft emission (as visible for time interval
5 in Fig. 5) increases by a factor of ≃ 10, to an intensity pro-
portional to the harder part of the spectrum.
The change in absorbing-column density during the flare
evolution is also visible in the light curves in the soft (0.1–
0.5 keV) and hard (1.6–10.0 keV) band (i.e. Figs. 2 and 3): in
the soft band the flare only begins in interval 3, while in the
hard band the count rate has already risen by a factor of 10
at the end of interval 2. This apparent “delay” in the flare on-
set in the softer band can be explained by the high best-fit ab-
sorbing column density. The soft-band light-curve also shows
a much slower decay than the hard-band one, with an actual
rate increase between intervals 6 and 8, and an essentially flat
behavior between intervals 8 and 12.
Is the best-fit absorbing column density actually due to real
material in the line of sight? An obvious alternative explanation
would be that the fit process uses the absorbing column density
to compensate for deficiencies in the plasma emission codes.
However, given the simplicity of a thermal spectrum at the high
temperature observed at the beginning of the flare (dominated
by continuum emission) it is hard to imagine that the softer
part of the spectrum could be under-predicted by a factor of
ten. We thus consider the presence of local absorbing material,
depressing the soft emission at the beginning of the flare, to be
the correct explanation.
One possible interpretation for this is in terms of a massive
coronal mass ejection taking place at the beginning of the flare,
which provides the absorbing material.
4.3. The PDS spectra
The PDS detector on-board the BeppoSAX observatory is sen-
sitive to X-rays approximately in the passband from ≃ 15 up
to ≃ 300 keV. Most coronal sources have too little flux in
this band to be detected. However, given its very high tem-
perature, the emission from the Algol flare produces an eas-
ily detectable signal also in the PDS. We extracted individual
PDS spectra from the time intervals 3 to 7 (inclusive), using
the tools provided within the SAXDAS package, and jointly fit-
ted the LECS, MECS and PDS data for these intervals, with
the same model (a one temperature model superimposed with
a two-temperature quiescent emission) which we used for the
analysis of the LECS and MECS only. Unfortunately, while it
would have been desirable to include the PDS data in the anal-
ysis of the time dependence of the flare parameters, the tempo-
ral coverage afforded by the PDS data is more limited, and for
most of the decay phase no PDS spectra with sufficient signal
to noise are available. Thus, to keep the set of parameters for
the flare decay homogeneous, we have only used the LECS and
MECS data in that context.
The sequence of time-resolved PDS spectra is shown, to-
gether with the best-fit model, in Fig. 7. One of the main ques-
tions for which the PDS data are of interest is whether any non-
thermal spectral components are present in the flare spectrum.
The spectra of Fig. 7, together with their residuals, show that
the PDS spectrum of flare peak is well described as the high-
energy tail of the hot flaring plasma and no additional non-
thermal components appear to be present.
All of the PDS spectra present a “bump” in the region close
to ≃ 50–60 keV (particularly visible in the spectrum from in-
terval 4), plus a second minor bump close to 30 keV. Such fea-
tures are, according to PDS calibration team (D. Dal Fiume,
private communication) of instrumental origins, due to a blend
of residual lines from the Am calibration source with instru-
mental fluorescence features due to the Ta collimator (feature
at 50–60 keV), while the feature at 30 keV is the escape peak
of the feature at higher energy.
The temperature of the flaring component derived from the
joint LECS, MECS and PDS fit is, within 1 σ, the same as the
temperature derived from the LECS and MECS data only, thus
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Fig. 7. The LECS, MECS-2 and PDS spectra recorded during the time intervals 3 to 7 (as indicated in Fig. 2). The MECS-2
spectra have been shifted upwards by a factor of 5 for clarity. Each plot shows the observed spectra, the best fit model, and,
in the lower panel, the (signed) contribution to the χ2 of each bin. The χ2 contributions are plotted for the LECS spectrum for
E < 1.6 keV, for the MECS for 1.6 keV < E < 10 keV and for the PDS for 13 keV < E < 100 keV. The best-fit model plotted
is a one-temperature component with varying abundance on top of a two-temperature absorbed MEKAL model describing the
quiescent emission, as described in the text.
confirming that the spectrum seen in the PDS detector is the
tail of the thermal spectrum seen in the LECS and MECS pass-
bands.
4.4. Energetics
From the detailed temporal evolution of the flare’s spectral pa-
rameter it is possible to derive the instantaneous luminosity in
the 0.1–10 keV band and therefore, by integration, the total
energy emitted in soft X-rays during the flare. The temporal
evolution of the X-ray luminosity is shown in Fig. 8.
The total X-ray radiative loss at the end of the flare is 1.4×
1037 erg, making this one of the most energetic X-ray flares
ever observed on stellar sources, on a par with the long flare
observed on CF Tuc by Ku¨rster & Schmitt (1996).
Given the short thermodynamic decay time of the loop im-
plied by the eclipse-derived size (<∼ 10 ks, see Sect. 6), the loop
has, on the total time scale of the flare, negligible thermal iner-
tia, i.e. it will quickly respond to changes in the heating. Thus,
the observed X-ray luminosity temporal evolution closely de-
scribes the temporal evolution of the heating, slowly rising for
some tens of ks and then decaying for more than 100 ks. What-
ever the mechanism ultimately responsible for the heating is, it
thus must be capable of operating on these time scales.
5. Analysis of the flare decay
Different approaches have been proposed to determine, from
the temporal evolution of the flare temperature and emission
measure, the parameters, and in particular the size (and thus
density) of the flaring region. One unique feature of the Algol
flare discussed here is the availability of an actual measurement
of the physical size of the flaring region from the duration and
shape of its eclipse (Schmitt & Favata 1999). Thus, for the first
time we can test whether the different methods used to analyze
the flare decay phase yield answers consistent with the size of
the flaring region implied by the eclipse.
5.1. Assumptions
All the methods discussed in the literature rely on the analy-
sis of the decay phase of the flare, defined as the phase of the
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Fig. 8. The evolution of the flare’s X-ray luminosity in the 0.1–
10 keV band (lower curve) together with the total X-ray emitted
energy in the same band (higher curve).
flare during which both the temperature and the total number of
emitting particles (using the emission measure, or more prop-
erly its square root, as proxy) decrease. This is equivalent to
saying that the total energy content of the flaring loop is de-
creasing.
5.2. The quasi-static cooling formalism
In this Section we follow the quasi-static formalism for the
analysis of the decay phase of a flare, as developed by van den
Oord & Mewe (1989) and as applied, for example, to the anal-
ysis of the large PSPC flare on Algol by Ottmann & Schmitt
(1996). In this framework the information about the linear size
of the flaring loop is derived from the observed relaxation times
of the cooling plasma, under the assumption that the two rel-
evant mechanisms for energy loss from the flaring plasma are
radiation and thermal conduction along the loop. The ratio be-
tween the conductive and radiative time scales (τc/τr) is in gen-
eral unknown, given that τc will depend on the geometry of the
flaring loop(s). The quasi-static formalism requires this ratio to
be constant. Under this condition the geometry of the loop can
then be determined.
Following van den Oord et al. (1988), the effective decay
time for the thermal energy during the loop decay is defined as
1
τeff
=
1
τr
+
1
τc
=
(1 + γ/2)
τT
+
1
2τd
(1)
where τT is the decay time of the loop temperature, τd is the
decay time of the light-curve and γ is the power law exponent
of the temperature dependence of the radiative cooling func-
tion Ψ of an optically thin plasma hot plasma. This function
is usually parameterized as Ψ(T ) = Ψ0T−γ , and for suffi-
ciently hot plasmas (T >∼ 20MK) the values Ψ0 = 10−24.73
and γ ≃ −0.25 provide a very good parameterization of the
radiative cooling losses. Note that at these temperatures the
emission is dominated by the continuum, with very little line
contribution, and hence the emissivity does not depend on the
metal abundance, making this approach applicable even in the
presence of observed abundance variations.
The radiative and conductive decay times are defined as
τr =
3n0kBT0
n20Ψ0T
γ
0
(2)
and
τc =
3n0kBT0
8κ0T
7/2
0 f(Γ)(Γ + 1)L
2
(3)
where n0 and T0 are the electron density and the temperature
at the beginning of the decay phase and L and Γ are the length
and expansion factor of the loop. f(Γ) is a correction factor
accounting for the change in the conductive flux for tapered
loops. The adopted value for the conductivity is κ0 = 8.8 ×
10−7 erg cm−1 K−7/2.
To determine whether the quasi-static formalism is applica-
ble in principle, the constancy of the ratio between the radiative
and conductive cooling time during the flare decay has to be
checked. This ratio can be written as (Eq. (27) of van den Oord
& Mewe 1989):
µ =
τr
τc
= C × T
13/4
EM
, (4)
where C is a constant incorporating all the geometrical factors
and the subscripts to T andEM indicate the power of 10 which
the relevant quantity has been normalized to (in cgs units). In a
quasi-static cooling phase this quantity must be constant. The
time evolution of µ for the Algol flare discussed here is plot-
ted in Fig. 9, using the values of T and EM shown in Fig. 4.
Once the emission measure has reached its peak (i.e. in time
interval 5) µ is constant within the error bars, although with
some evidence for a slight increase between time intervals 6
to 8, which may indicate additional heating, as observed in the
time evolution of the plasma temperature (see Fig. 4).
5.2.1. The shape of the decay
The formalism discussed above implicitly assumes that a decay
time can be uniquely defined, i.e. that the relevant quantities
decay in a smooth and monotonic way. For the flare discussed
here it is evident that the decay phase encompasses different
phases: a first phase (intervals 4–5) in which the light curve
as well as the derived temperature and emission measure are
decaying exponentially on a rather fast e-folding time scale, a
phase in which the decay has slowed down and in which the
temperature is increasing again (intervals 6–8, obviously in-
dicative of the presence of prolonged heating) and a final long
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Fig. 9. The temporal evolution of the µ parameter (the ratio be-
tween the radiative and conductive cooling time for the loop in
quasi-static formalism) during the flare.
decay phase in which the light curve decay is well described by
a slow exponential decay, similar to the temperature and emis-
sion measure decays. Thus, the conditions for the quasi-static
formalism are not satisfied for the whole decay phase; however,
it should be applicable to the phase in which the decay is mono-
tonic and smooth, with an exponential light curve, i.e. between
time intervals 8 and 14 inclusive.
During this interval the e-folding times for the temperature
and count rate of the flare are 97 and 64 ks respectively, which
combine to yield an effective decay time, as defined above,
τeff = 59 ks. The temperature at the beginning of the decay
phase thus defined is 7.2 keV, or 83 MK, and the emission mea-
sure is 6.4× 1053 cm−3. If we apply the formalism of van den
Oord & Mewe (1989), we can calculate the size of the flar-
ing loop as a function of the loop expansion factor Γ, and of
the number N and the ratio α between the loop’s length and
its diameter at the base. The resulting relationship between the
loop length and Nα2 is plotted in Fig. 10. Unless very small
loop diameters are postulated (i.e. smaller than one hundredth
of the loop length), Fig. 10 shows that the flaring loop must be
longer than a few times 1012 cm (i.e. of order 10 stellar radii),
independent from any possible loop expansion.
5.2.2. Scaling law approximation
To further constrain the geometry of the flaring loops, we can
follow the approach of Stern et al. (1992), who show that, once
the applicability of the quasi-static framework has been veri-
fied, the geometric parameters of the flaring loops, as well as
the plasma density, can be derived through simple scaling laws
from the detailed analysis of van den Oord & Mewe (1989) of
Fig. 10. The loop’s length calculated in the framework of the
quasi-static cooling formalism, as a function of the quantity
N(α/0.1)2, where N is the number of flaring loops and α is
the ratio between the loop’s length and its diameter. The dashed
curve is for loops with a rather strong expansion (Γ = 10),
while the continuous curve is for a loops without any expansion
(Γ = 1).
the EXOSAT flare of Algol (their Eqs. (19)). The constancy
of the ratio between the radiative and conductive cooling time
gives a scaling law of the form
nAL ∝ T (2γ+7)/4A (5)
where the subscript A refers to the apex of the loop, where the
bulk of the emitting plasma is located. Combining the above
equation with the definition of the radiative cooling time τr
(Eq. (2)), yields L ∝ τT 7/8 (again for γ = −0.25), and
n ∝ τ−1T 6/8. If we scale from the analysis of van den Oord
& Mewe (1989), the decay time of the flare observed here is
10.5 times longer, while the temperature at the beginning of
the decay phase is 1.44 times higher. Thus, the loop length is
14.5 times longer, or 2.3×1012 cm, and the density is 8.0 times
lower, or 3.3× 1010 cm−3. The remaining geometrical param-
eters for the flaring loops can be derived from the definition of
the emission measure
EM ≃ pi
8
n2eL
3(Γ + 1)Nα2 (6)
where the relationship is approximate because of the (weak)
dependence of the scaling laws on Γ. Substituting all the values
yields (Γ + 1)N(α/0.1)2 = 1.2× 10−2.
The loop length predicted by the quasi-static formalism
for the flare discussed here is clearly substantial: a length of
F. Favata & J. H. M. M. Schmitt: Spectroscopic analysis of the BeppoSAX Algol flare 15
Fig. 11. The best-fit decay curves for the emission measure (left panel) and temperature (right panel) during the flare’s decay,
obtained with a full fit to the quasi-static formalism of van den Oord & Mewe (1989), considering the complete decay of the
flare. The emission measure is plotted in units of 1054 cm−3
2.3 × 1012 cm corresponds to a loop height of 1.4 × 1012 cm,
or 5.7RK, large but still within the pressure scale height for the
K star in Algol (for the hot plasma at the beginning of the de-
cay phase – 83 MK – the pressure scale height for the K star is
≃ 6× 1012 cm, or 24RK).
If the decay time constants are derived from the complete
decay phase, i.e. from the moment in which both T and EM
start to decrease (interval 5) the results do not change signif-
icantly. In this case the precise form of the decay is ignored,
and only the time scales are considered. This approach is also
likely to be more consistent with the majority of the published
results on stellar flares, in which neither the temporal cover-
age nor the statistics are sufficient to show the details of the
time evolution of the flare parameters, and a single determina-
tion of the decay time constants starting from the flare peak
is done. For example, for the Algol flare observed by ROSAT,
only a sporadic coverage of the flare light curve was available,
so that any short-lasting intermediate heating episodes such as
the ones evident in this case would not have been detected.
In the present case the e-folding times (derived from the
peak of the quantity of interest) for the temperature and count
rate are, respectively, 118 and 59 ks, combining to yield an ef-
fective decay time of 63 ks, and the temperature at the begin-
ning of the decay is 98 MK. Application of the same scaling
laws as above results in a loop length of 2.8 × 1012 cm and a
plasma density of 3.5× 1010 cm−3, essentially identical to the
results obtained by considering only the exponential part of the
decay.
5.2.3. Full fits to the scaling-law formalism
We have also performed a full fit of the equations of van den
Oord & Mewe (1989) to the complete decay phases of the
temperature and count rate. The resulting best-fit is shown in
Fig. 11. The resulting loop length is 1.7×1012 cm with a corre-
sponding plasma density of ≃ 1010 cm−3. Again, the resulting
loop length and density are quite similar to the value obtained
with a simple application of the scaling laws to the exponen-
tially decaying part of the light curve, confirming the relative
insensitivity of the quasi-static formalism to the details of the
starting assumptions.
5.3. The slope in the temperature-density diagram
A different approach to the analysis of the decay times of spa-
tially unresolved flares has been developed by Reale et al.
(1997). This method simultaneously yields estimates for the
physical size of the flaring loop as well as for the presence and
time scale of heating during the decay phase of the flare. The
method uses the slope of the locus of points in the temperature
versus density diagram during the flare decay phase (Sylwester
et al. 1993) as a diagnostic of the presence of sustained heat-
ing. Under the assumption that the loop volume remains con-
stant during the flare, the square root of the emission measure is
used as a proxy for the density; we will refer to this approach,
in the following, as the EM vs. T slope method.
Detailed hydrodynamical simulations show that flares de-
cay approximately along a straight line in the log
√
EM –
logT diagram, and that the value of the slope ζ of the decay
path is related to the ratio between the observed decay time
of the light curve τlc and the “natural” thermodynamic cooling
time of the loop without additional heating τth. The validity
of the simulation-derived relationship has then been verified
by Reale et al. (1997) with a sample of solar flares observed
by Yohkoh. This approach allows to explicitly estimate the in-
trinsic spread of the derived physical parameters; in practice
the estimated loop size agrees, for the solar case, to ≃ 20%
with the actual size. The recalibration of the method for tem-
peratures and emission measures derived with the BeppoSAX
MECS detector is discussed by (Pallavicini et al. in prepara-
tion).
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In practice, an observed flare decay with a slope ζ ≃ 1.7
(again for T andEM derived with the MECS detector) implies
that no additional heating is present (τh = 0) while smaller
values of ζ imply progressively longer heating time scales. The
relationship between ζ and τlc/τth becomes effectively degen-
erate at values of ζ smaller than about 0.4, so that ζ <∼ 0.4
implies a heating time scale comparable to the observed decay
time of the flare (see Fig. 2 of Reale et al. 1997). The loop size
is estimated as a function of τlc, Tmax and ζ (where Tmax is
the peak flare temperature, not the temperature at the begin-
ning of the decay phase). For a given τlc and Tmax, the smaller
ζ (and thus the longer the additional heating) the smaller the
implied loop length. In a large fraction of the solar flares exam-
ined by Reale et al. (1997) significant heating is present, so that
the thermodynamic decay time of the loop alone significantly
over-estimates its size (by factors between 2 and 10).
The evolution of the spectral parameters for the Algol flare
is plotted, in the log
√
EM – logT plane, in Fig. 12. The set of√
EM , logT pairs plotted includes the rising phase of the flare
(up to interval 5), when the emission measure is still building
up, and thus the decay has not yet begun. Afterwards the ini-
tial very steep decay only lasts for a relatively brief time, as
the temperature increases again in intervals 6 to 8. The appar-
ently undisturbed decay begins, as discussed in the framework
of the quasi-static method, with interval 8, and, up to interval
14, follows a clean straight line. The last three intervals (which
however do not sample very well the light curve, being inter-
rupted by the eclipse) show evidence for a change in the slope,
which becomes shallower.
Reale et al. (1997) quote four conditions for the method to
yield optimal results, i.e. the slope ζ must be greater than 0.3,
the light curve must decay exponentially, the trajectory of the
decay in the logT – log
√
EM plane must be linear and the
resulting loop length must well below the local pressure scale
height. In the present case the decay is indeed not linear, but
there is clear evidence for an episode of reheating, so that the
slope ζ is not very well constrained, and the resulting uncer-
tainties are likely to be significantly larger. The choice of which
interval of the observed decay to use for the determination of
the flare parameters is, in this case, prescribed by the method;
it begins when the emission measure peaks and ends with the
time interval in which the light curve has decayed to a count
rate of 10% of the peak value.
The average slope of the decay in the logT – log
√
EM
plane is 0.84±0.20 (90% uncertainty, as in all of the following).
By applying the equivalent of Eq. (3) of Reale et al. (1997),
the ratio between the observed light-curve decay time and the
thermodynamic decay time of the flaring loop (i.e. the decay
time which would be observed in the absence of heating) is
given by (recalibrated for the BeppoSAX MECS detector)
τLC/τth = 8.68× e−ζ/0.59 + 0.3 = F (ζ) (7)
Fig. 12. The evolution of the flare temperature (in K) and
square root of the emission measure (in cm−3, a proxy to the
plasma density, in the assumption of a constant volume). The
error bars are 1 σ for three interesting parameters (∆χ = 3.50),
and the dashed line connects each individual point, to guide the
eye. Also indicated is the correspondence with the time inter-
vals defined in Fig. 2. The continuous line is the fit to the points
from 8 to 22.
In our case, τLC/τth = 2.4. The loop length is given by the
equivalent of Eq. (4) of Reale et al. (1997), i.e.
L =
τth
√
0.233× T 1.099p
3.7× 10−4 (8)
where Tp is the measured peak flare temperature. Substituting
the values determined for the Algol flare, i.e. τLC = 49.6 ±
4.5 ks (determined from the peak down to the 10% level), τth =
20.1 ks, Tp = 138 MK, the predicted loop length is L = 8.2×
1011 cm (3.3RK), with a 90% uncertainty on the derived length
is ±3.5 × 1011 cm, yielding a formally allowed range of loop
lengths of 4.7 to 11.7× 1011 cm, i.e. 1.9 to 4.7 RK. The peak
temperature at the loop apex is Tmax = 200 MK. As expected
for a flare with significant heating, the loop length derived is
significantly shorter (a factor of 2 to 4) than the value derived
through the quasi-static formalism under the assumption of no
heating.
No density estimate is produced directly by the
EM vs. T slope analysis. A simple-minded density esti-
mate can be derived by computing the loop’s volume (with
a given assumed value of α, typically ≃ 0.1) and computing
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the peak density from the peak emission measure through the
simple relationship
n ≃
√
EM
V
≃
√
EM
2piα2L3
(9)
The density corresponding to the range of loop lengths de-
rived through the EM vs. T slope method is 2.7 × 109/α to
1.9× 109/α cm−3.
6. Comparison with the flaring region size determined by
eclipse analysis
The lengths derived through the analysis of the flare decay
range between 4.7×1011 cm (the lower end of the range of val-
ues allowed by the EM vs. T slope method) and 28× 1011 cm
(the longer value obtained with the quasi-static formalism); the
corresponding loop heights (under the assumption of a sim-
ple, single-loop geometry) above the stellar surface range from
≃ 1.2 to ≃ 7 radii of the K star. The corresponding plasma
densities are few times ≃ 1010 cm−3.
How realistic are the long tenuous loops implied by the
quasi-static decay-phase analysis? Unlike any previous stellar
flare, we can in this case compare these values with the allowed
volume for the flaring plasma derived from a geometrical anal-
ysis of the eclipse of the X-ray emission. As discussed in de-
tail in Schmitt & Favata (1999), the observed total eclipse of
the flaring plasma implies a maximum height of the flaring
region of less than ≃ 0.6 stellar radii, i.e. h ≤ 0.6 RK ≃
1.5 × 1011 cm, equivalent to a maximum loop length (assum-
ing a vertical loop with a simple geometry) of≤ 2.4×1011 cm,
significantly smaller than the values derived by the analysis of
the quasi-static flare decay. The lower end of the allowed range
for the loop lengths derived with theEM vs. T slope method is
closer to the geometrical size derived through the eclipse anal-
ysis, but still marginally too large.
An immediate consequence of the small volume implied by
the eclipse is that the flaring plasma must have a higher density
than predicted by the quasi-static analysis. The density is esti-
mated by Schmitt & Favata (1999) at f−0.5×1011 cm−3, where
f is the filling factor for the flaring plasma within the region al-
lowed by the eclipse, f < 1. The high density in turn implies
a decay time for radiative cooling for the plasma of 24f0.5 ks,
and a conductive decay time only 2.5f−0.5 ks, with a resulting
effective decay time, for any value of f , negligible when com-
pared with the observed long decay time of the flare. Therefore,
the observed decay must be driven almost entirely by the evo-
lution of the energy dissipation responsible for the heating. In
this framework, the observed irregularity of the observed flare
decay is then not so much related to details of the decay process
or of the flaring structure, but rather to the temporal evolution
of the energy dissipation process.
The large loop sizes derived from the quasi-static analy-
sis of flare decay, although somewhat extreme, are not un-
usual: large loop lengths are a common result from the decay-
phase analysis of large flares observed on all classes of coro-
nal sources. For example, Schmitt (1994) shows that, using the
quasi-static cooling paradigm, for the flare on the dMe star
EV Lac observed during the ROSAT All Sky Survey the im-
plied loop length is 6 × 1011 cm (i.e. ≃ 10 stellar radii); re-
cently, Tsuboi et al. (1998) reported the detection of a large
flare on the pre-main sequence star V773 Tau, showing that the
observed cooling time implies loop sizes of ≃ 4 × 1011 cm,
or ≃ 1.2 stellar radii; the very long ROSAT flare observed on
the active binary CF Tuc (Ku¨rster & Schmitt 1996) implies (de-
pending on the details of the assumptions) loop lengths of order
2 to 5 × 1011 cm, again comparable to or larger than the stel-
lar radius. Such large loop sizes are in contrast with the solar
case, where, even for the strongest flares, the size of the flaring
loops remains well below the solar radius. While the energy re-
leased for the stellar flares discussed here is several orders of
magnitude larger than in the case of the strongest solar flares,
and thus the solar analogy may not necessarily be fully rele-
vant, the very large loops raise several difficulties related to the
high implied magnetic fields at large distances from the stars,
the heating mechanisms, etc. While the presence of long mag-
netic structures anchored on both stars could somewhat alle-
viate these concerns in the case of active binary systems (but
not for Algol-type systems), this would not work in the case of
single stars.
Thus the physical meaning of the long loop sizes derived
for spatially unresolved stellar flares from the quasi-static anal-
ysis of the loop decay appears questionable when compared
with the geometric constraints on the size of the flaring re-
gion derived from the eclipse analysis. The present observa-
tions show that large flares can be produced by quite com-
pact, high density structures, much smaller than implied by the
quasi-static analysis of the loop decay phase or by simple con-
siderations about the radiative decay time of an undisturbed
plasma. Sustained heating, fully dominating the observed de-
cay, must therefore, in such cases, be present. The heating
mechanism must then not be impulsive only, but must be fol-
lowed by a long-lasting tail, with time scales of order of tens of
ks. The EM vs. T slope analysis in this case does not yield a
very stringent limit to the size of the flaring loop (and it still ap-
pears to marginally overestimate the loop’s size), but provides
clear support for the presence of long-lasting heating.
The applications of the EM vs. T slope analysis in a situ-
ation in which the flare decay in the logT – log
√
EM plane
is not linear is likely to result in larger uncertainties on the de-
rived parameters. The flare shows clear evidence for a signif-
icant reheating episode (in time intervals 6 to 8), which alters
the decay path, unlikely the hydrodynamic simulations which
are used to derive the loop’s size, in which the heating is param-
eterized as a monotonically decreasing function of time. Note
that if the same flare had been observed at a significantly lower
S/N , such reheating episode would not have been resolved,
but it would simply have resulted in a linear but shallower flare
decay, biasing the resulting flare parameters. One alternative
possibility is that the flare is the result of a different physi-
cal process that the single, constant-volume loop (a “compact”
flare) which is assumed throughout the analysis. This could be,
e.g. – similarly to the solar “two-ribbon” flares – an evolving
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loop arcade. Once more this would imply that different phys-
ical conditions compared to the hydrodynamic simulations of
Reale et al. (1997), and thus larger uncertainties on the results.
6.1. Comparison with previous flares observed on Algol
A few major flares have already been observed on Algol by a
variety of X-ray telescopes. The physical parameters derived
from the analysis of the decay phase are listed in Table 3.
Table 3. A comparison of the physical parameters derived
for different flares on Algol from the GINGA, EXOSAT and
ROSAT flares. The first column gives the maximum tempera-
ture measured in the flare, the second column the temperature
at the beginning of the decay phase, the third column the max-
imum emission measure measured during the flare. The fourth
column gives the effective decay time for the flare, while the
remaining two columns give the plasma density and the loop
length derived from the quasi-static analysis. Numerical sub-
scripts indicate the power of 10 by which the relevant quantity
has been scaled.
Instr. Tp Td EM54 τeff n9 L10
MK MK cm−3 ks cm−3 cm
GINGA 67 65 1.34 22.5 50 60
EXOSAT 80 58 0.98 5.2 260 16
ROSAT 88 39 10.0 15.4 170 12
Table 4. A comparison of the physical parameters derived for
the BeppoSAX flare of Algol, derived using different meth-
ods and assumptions. “QS-SL-EX” indicates application of the
quasi-static formalism to the exponentially decaying part of the
light curve, and using the scaling laws of Stern et al. (1992) to
obtain the loop parameters; “QS-SL-FD” indicates the same
approach applied to the full decay phase; “QS-FF-FD” indi-
cates application of the quasi-static approach, with a full-fit of
the complete decay phase to the equations of van den Oord &
Mewe (1989); “R+97-FD” indicates application of the Reale
et al. (1997) formalism to the complete decay phase, while the
row marked with “Eclipse” indicates the parameters derived
from the analysis of the eclipse light curve by Schmitt & Fa-
vata (1999). In this last case only the loop length and density
are derived; the density includes the unknown filling factor f .
Numerical subscripts indicate the power of 10 by which the
relevant quantity has been scaled.
Method Tp Td EM54 τeff n9 L10
MK MK cm−3 ks cm−3 cm
QS-SL-EX 140 83 13.3 59.0 33 230
QS-SL-FD 140 98 13.3 63.0 35 280
QS-FF-FD 140 90 13.4 43.5 90 174
R+97-FD 140 140 13.3 22.6 ≃ 2/α 47–120
Eclipse 140 – – 13.3 94/
√
f 24
For comparison we also list, in Table 4, the parameter val-
ues derived, for the BeppoSAX flare, with the different ap-
proaches discussed above.
7. Conclusions
The large Algol flare discussed here has several unique char-
acteristics, already listed in the Introduction, which make it a
unique event given the level of detailed constraints which can
be derived on the flaring process. The most important conclu-
sions are:
– The variations of metallicity of the flaring plasma (which
had already been hinted at in the study of previous X-ray
flares) can be unambigously determined. The long dura-
tion of the flare and the good count statistics make it possi-
ble to determine the temporal evolution of the metal abun-
dance, showing that it rises by a factor of three during the
flare rise and decays again to the pre-flare value on time
scales faster than any of the observed time scales (for the
light curve, emission measure of temperature decay). Al-
ternative explanations (as opposed to real abundance vari-
ation effects) for the observed changes in the spectrum,
such as non-equilibrium effects, are difficult to reconcile
with the plasma density for the flaring loop (a fortiori for
the higher densities implied by the eclipse), which imply
that the plasma would relax to equilibrium ionization con-
ditions in a few tens of seconds at most. Fluorescence from
the X-ray bombarded photosphere is in contrast with the
lack of observed shift of the centroid of the Fe K line to-
ward 6.4 keV and from the fact that the flare occurs in the
permanently-occulted pole of the K-type star, so that the
potentially fluorescing photosphere would in any case be
largely self-eclipsed.
– During the initial (rising) phase of the flare the best-fit ab-
sorbing column density is large (≃ 3 × 1021 cm−2), and
decays on time scales of some tens of ks. We interpret this
as possibly associated with moving, cool absorbing mate-
rial in the line of sight, i.e. a major coronal mass ejection
associated with the flare’s onset.
– The length derived for the flaring loop from the analysis of
the flare decay, with the quasi-static formalism of van den
Oord & Mewe (1989) is consistently too large when com-
pared with the upper limit on the size of the flaring region
imposed by the observed total eclipse (see Schmitt & Fa-
vata 1999). Different assumptions result in a small range
of derived loop half-lengths (from 18 to 28 × 1011 cm),
they are all well above the eclipse-derived upper limit of
2.4×1011 cm. Given the nature of the geometric constraints
imposed by the eclipse observations, the conclusions is thus
that the decay-derived loop lengths are too large, by a fac-
tor of at least a few times, and the derived densities are
correspondingly lower. This may be relevant also for the
interpretation of the very large loop sizes which have been
determined with this method in the past for other large X-
ray flares on other stars.
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– The range of loop lengths derived with the analysis method
of Reale et al. (1997) imply the presence of significant sus-
tained heating, in agreement with the conclusions drawn
on the basis of the eclipse-derived size. The derived lengths
are still marginally too large with respect to the eclipse-
derived size; this is likely due to the application of the
method in the presence of a significant reheating episode,
which (when compared with hydrodynamical simulations
with monotonically decreasing heating) will introduce ad-
ditional uncertainties in the results. Nevertheless, even in
such case, this method appears to yield more reliable infor-
mation on the physical conditions of the flaring region than
the quasi-static method.
– As a consequence of the smaller loop length implied by
the eclipse, sustained heating must be present throughout
the flare, and it must actually be driving the decay. Given
the small intrinsic thermodynamic decay time of the loop
implied by the small size and corresponding high density,
the loop has a small “thermal inertia”, and thus the heating
time profile must essentially be the same as the observed
X-ray luminosity profile (given in Fig. 8).
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