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STABILITY OF LINEAR GMRES CONVERGENCE WITH RESPECT
TO COMPACT PERTURBATIONS∗
JAN BLECHTA†
Abstract. Suppose that a linear bounded operator B on a Hilbert space exhibits at least
linear GMRES convergence, i.e., there exists MB < 1 such that the GMRES residuals fulfill ‖rk‖ ≤
MB‖rk−1‖ for every initial residual r0 and step k ∈ N. We prove that GMRES with a compactly
perturbed operator A = B+C admits the bound ‖rk‖/‖r0‖ ≤
∏k
j=1
(
MB +(1+MB) ‖A
−1‖σj(C)
)
,
i.e., the singular values σj(C) control the departure from the bound for the unperturbed problem.
This result can be seen as an extension of [I. Moret, A note on the superlinear convergence of
GMRES, SIAM J. Numer. Anal., 34 (1997), pp. 513–516, DOI: 10.1137/S0036142993259792], where
only the case B = λI is considered. In this special case MB = 0 and the resulting convergence is
superlinear.
Key words. GMRES, linear convergence, compact perturbation
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1. Introduction. For a bounded linear operator A on a Hilbert space, we
consider the equation Ax = b and its GMRES approximations xk with residuals
rA,r0k := b − Axk, i.e., ‖rA,r0k ‖ = minp∈Pk, p(0)=1 ‖p(A)r0‖. In this paper we are con-
cerned with convergence of the GMRES method for A = B +C where B is such that
it exhibits at least linear GMRES convergence and C is compact. The main result,
the proof of which we postpone to Section 4, is as follows.
Theorem 1.1. Let H be a complex separable Hilbert space. Suppose A = B+C is
invertible with B an invertible bounded linear operator on H and C a compact linear
operator on H with singular values ‖C‖ = σ1(C) ≥ σ2(C) ≥ · · · ≥ 0. Then for any
r0 ∈ H the GMRES residuals rA,r0k fulfill
‖rA,r0k ‖
‖r0‖ ≤
k∏
j=1
(
MB + (1 +MB) ‖A−1‖ σj(C)
)
for all k ∈ N,(1.1)
lim sup
k→∞
‖rA,r0k ‖
‖rA,r0k−1 ‖
≤MB,(1.2)
where B’s linear reduction factor MB ∈ [0, 1] is given by
MB = sup
z∈H
sup
k∈N
‖rB,zk ‖
‖rB,zk−1‖
.(1.3)
Consequently, if there exists p > 0 such that
‖C‖Sp :=
( ∞∑
j=1
σj(C)
p
) 1
p
<∞,
then (
‖rA,r0k ‖
‖r0‖
) 1
k
≤MB + k−
1
p (1 +MB) ‖A−1‖ ‖C‖Sp for all k ∈ N.(1.4)
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A preliminary version of the result in Theorem 1.1 has been published in the thesis
[2, Appendix III.B], where it has been used to study the pressure convection–diffusion
preconditioner [6] for the solution of the Navier–Stokes equations. We expect the
result to be applicable to analysis of a broad range of problems comming from the
numerical solution of partial differential equations, where compact perturbations of
“nice” operators often appear.
The linear reduction factor MB as given by (1.3) is the best constant of the
estimate
‖rB,r0k ‖ ≤MB‖rB,r0k−1 ‖ for all k ∈ N and all r0 ∈ H.(1.5)
Obviously it holds 0 ≤ MB ≤ 1 but Theorem 1.1 is non-trivial only when MB < 1.
The result can be interpreted as a type of stability1 of linear GMRES convergence
with respect to compact perturbations. The bound (1.1) controls the departure from
linear convergence (1.5) in terms of the singular values of C. Recall that σj(C)→ 0 as
j → ∞ for C compact. If additionally ∑∞j=1 σj(C)p is finite,2 then, in view of (1.4),
the mean departure from the linear convergence is superlinear O
(
k−
1
p
)
.
For the sake of illustration we explicitly give a variant of Theorem 1.1 for the
finite-dimensional case.
Corollary 1.2. Let B ∈ CN×N be a non-singular matrix and C ∈ CN×N be
such that A = B+C is non-singular. LetMB ∈ [0, 1] be given by (1.3), or equivalently,
let MB ∈ [0, 1] be the best possible constant from the inequality (1.5). Then (1.1) holds
true and (1.4), in particular, implies that
(
‖rA,r0k ‖
‖r0‖
) 1
k
≤MB + 1√
k
(1 +MB) ‖A−1‖ ‖C‖S2 for all k ∈ N,
where ‖C‖S2 is the Frobenius matrix norm of C.
We will devote Section 3 to obtaining an intrinsic characterization of MB which
does not depend on GMRES. We will show in Propositions 3.1 and 3.3 that
MB = min
λ∈C
‖I − λB‖ = min
λ∈C
‖I − λB−1‖
and that the minima are attained on NumB−1 and NumB, respectively, where NumT
stands for the closure of NumT , the numerical range (field of values) of T . The well-
known sufficient condition for MB < 1 that 0 /∈ Num T is due to Elman’s bound [5]
MB ≤
√
1− ν
2
B
‖B‖2
and the improved bound by Starke [19], Eiermann, and Ernst [4]
MB ≤
√
1− νBνB−1 ≤
√
1− ν
2
B
‖B‖2 ,
1Here the term “stability” is not used in the sense of studying the behavior of GMRES in finite
arithmetic precision, which itself is a broad research field [12, section 5.10].
2Note that ‖ · ‖Sp in Theorem 1.1 is the norm (quasinorm) on the p-Schatten–von-Neumann
ideal Sp(H) when p ≥ 1 (0 < p < 1). The Hilbert–Schmidt norm ‖ · ‖S2 takes the form of the
Frobenius matrix norm in the finite-dimensional case.
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where νT = infλ∈NumT |λ|. (Note that νT−1 > 0 if and only if νT > 0 for invertible T .)
If H is finite-dimensional, then the linear convergence (1.5) with some MB < 1 is
equivalent to strictly monotone convergence for any initial residual, i.e.,
‖rB,r0k ‖ < ‖rB,r0k−1 ‖ or ‖rB,r0k−1 ‖ = 0 for every k ∈ N and every r0 ∈ H.(1.6)
We will also show in Proposition 3.1 that (1.5) with MB < 1 holds if and only if
0 /∈ NumB, that (1.6) holds if and only if 0 /∈ NumB, and that the two situations are
not, in general, equivalent unless H is finite-dimensional or B is self-adjoint. In fact,
we will give an example in Remark 3.2 of a unitary B with 0 /∈ NumB and 0 ∈ NumB
so that B exhibits strictly monotone GMRES convergence (1.6) but does not exhibit
linear GMRES convergence of any rate, i.e., the best MB of (1.5) is MB = 1.
The definition of MB that we consider corresponds to the optimal constant in
bounds of the form ‖rB,r0k ‖ ≤MkB ‖r0‖. On the other hand, one might have a bound
of the type ‖rB,r0k ‖ ≤ cMkB,c ‖r0‖ with some c > 1 and MB,c < 1, which can be
a better bound in the sense that MB,c < MB. We do not deal with the latter in the
present paper and we point the interested reader to [13].
Theorem 1.1 can be seen as a generalization Moret’s result [15], which only consid-
ers B = λI, λ 6= 0. Indeed, MλI = 0 and hence (1.2) gives the Q-superlinear conver-
gence limk→∞
‖rk‖
‖rk−1‖
= 0 of [15, Theorem 1] and (1.4) gives the rate ‖rk‖ 1k = O
(
k−
1
p
)
of [15, eq. (1.1)]; only the estimate [15, ineq. (2.7)] is finer than ours:
‖rA,r0k ‖
‖r0‖ ≤
k∏
j=1
σj(A
−1)σj(C) ≤
k∏
j=1
‖A−1‖ σj(C);
the first inequality is due to Moret and the right-most expression comes from the
bound (1.1).
Under the conditions of Theorem 1.1, Hansmann’s theorem [10, Theorem 2.1] pro-
vides a bound for the accumulation rate of discrete eigenvalues of A at the numerical
range of B. A straightforward application of the theorem gives the estimate∑
λ∈σdisc(A)
dist
(
λ,NumB
)p ≤ ‖C‖pSp for any p > 1,
where σdisc(A) is the set of eigenvalues of A with finite algebraic multiplicity and each
eigenvalue is counted in the sum according to its algebraic multiplicity. This esti-
mate can be understood as the counterpart to the perturbation result of Theorem 1.1
concerning the perturbation of spectra.3
Nevanlinna [17] and Malinen [14] similarly deal with GMRES for compactly per-
turbed operators but they use techniques of complex analysis, which we completely
avoid in this paper. As a consequence, our result is not obscured by constants that
are rather difficult to evaluate. See also [11], in which splittings A = B + C with B
normal and C compact (or low-rank) are considered and lower bounds on GMRES
convergence speed are obtained.
The outline of the paper is as follows. In Section 2 we fix the notation and
gather some basic facts. Section 3 contains a characterization of linear convergence
3Here, recall that concerning the finite-dimensional case the spectrum itself is not sufficient for
obtaining any useful information about the behavior of GMRES [8, 7]. On the other hand, in the
infinite-dimensional case the spectrum determines, in certain sense, the behavior of GMRES at high
iteration counts k → ∞; see [16]. The relationship between the finite-dimensional and infinite-
dimensional cases is not, to our best knowledge, well established.
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and the reduction factor MB. In Section 4, building on Moret’s result [15], we prove
Theorem 1.1. We briefly conclude and mention interesting questions this research
gave rise to in Section 5.
2. Preliminaries. Throughout the paper we assume thatH is a complex Hilbert
space with an inner product (·, ·) which is linear and antilinear in the first and second
argument, respectively, and the symbol ‖ · ‖ stands for either the norm on H induced
by (·, ·) or the induced operator norm on L(H), the space of bounded linear operators
on H . For operator A ∈ L(H), initial residual r0 ∈ H , and integer k = 0, 1, 2, . . . we
define the Krylov subspace Kk(A, r0) := span{r0, Ar0, A2r0, . . . , Ak−1r0} ⊂ H . For
a right-hand side b ∈ H and an initial guess x0 ∈ H , the initial residual is given by
r0 = b−Ax0. Then the GMRES algorithm constructs a sequence {xk}∞k=1 ⊂ H given
by minimizing the norm of residuals rA,r0k = b −Axk over xk ∈ x0 +Kk(A, r0), i.e.,
xk = argmin
xk∈H
xk−x0∈Kk(A,r0)
‖b−Axk‖.(2.1)
We will write just rk instead of r
A,r0
k if there is no risk of confusion.
Assume that t1, t2, . . . , tk is the ascending orthonormal basis of the spaces
Kk(A, r0), k = 1, 2, . . ., and z1, z2, . . . , zk is the ascending orthornormal basis of the
spaces AKk(A, r0), k = 1, 2, . . .. This is well-defined if
Kk+1(A, r0) ) Kk(A, r0) for all k = 1, 2, . . . .
It is well-known that in the converse case, when Km+1(A, r0) = Km(A, r0) )
Km−1(A, r0) ) . . . for certain m, the solution has been reached, i.e., Axm = b,
provided that A is invertible. To see this, observe that AKm(A, r0) ⊂ Km+1(A, r0)
but at the same time dimAKm(A, r0) = dimKm(A, r0) = dimKm+1(A, r0) by the
invertibility of A; hence AKm(A, r0) = Km+1(A, r0) ∋ r0, i.e., r0 = pˆ(A)Ar0 with
some pˆ ∈ Pm−1 which means that rm = r0 − pˆ(A)Ar0 = 0; here and throughout the
paper Pn stands for the space of polynomials of degree at most n.
Hence, if A is invertible, we can assume that {tj}∞j=1 and {zj}∞j=1 are extended
orthonormal systems, i.e., either (i) {tj}∞j=1 and {zj}∞j=1 are orthonormal systems, or
(ii) {tj}∞j=1 and {zj}∞j=1 are such that {tj}mj=1 and {zj}mj=1 are orthonormal systems
and {tj}∞j=m+1 and {zj}∞j=m+1 are zero sequences. In both cases t1, t2, . . . , tk and
z1, z2, . . . , zk are orthonormal bases of Kk(A, r0) and AKk(A, r0), respectively, for
each k ∈ N.
The numerical range of a bounded linear operator A on H is a subset of C given
by
NumA :=
{
(Az, z), z ∈ H, ‖z‖ = 1}.
We set
νA := inf
λ∈NumA
|λ|.
The closure of the numerical range, NumA, contains the spectrum of A. The Toeplitz–
Hausdorff theorem [3, Theorem 9.3.1], [9] says that NumA is a convex set. The Lax–
Milgram theorem guarantees that A is invertible provided 0 /∈ NumA and in such
a situation it holds that ‖A−1‖ ≤ ν−1A .
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3. Characterization of linear GMRES convergence.
Proposition 3.1. Let B be a bounded linear operator on a complex Hilbert space
H. Further suppose that B is invertible. The linear reduction factor (1.3) fulfills
MB = inf
λ∈C
‖I − λB‖ = inf
λ∈C
‖I − λB−1‖ ≤
√
1− νBνB−1 ≤
√
1− ν
2
B
‖B‖2 .(3.1)
Furthermore, the following assertions are equivalent:
(L1) the operator B exhibits linear GMRES convergence (1.5) with some MB < 1;
(L2) νB > 0;
(L3) νB−1 > 0.
The following assertions are equivalent as well:
(M1) the operator B exhibits strictly monotone GMRES convergence (1.6);
(M2) 0 /∈ NumB;
(M3) 0 /∈ NumB−1.
If H is finite-dimensional or B is self-adjoint then (L1), (L2), (L3), (M1), (M2), and
(M3) are equivalent.
Proof. From (2.1) we have, for all λ ∈ C, r0 ∈ H , and k ∈ N,
‖rk‖ = min
p∈Pk
p(0)=1
‖p(B)r0‖ ≤ ‖I − λB‖ min
p∈Pk−1
p(0)=1
‖p(B)r0‖ = ‖I − λB‖ ‖rk−1‖.
Dividing by ‖rk−1‖, taking the infimum over λ ∈ C and the supremum over r0 ∈ H
and k ∈ N, we immediately obtain MB ≤ infλ∈C ‖I − λB‖. We continue by showing
the opposite inequality. The minimax theorem of Asplund and Pták [1] says that
inf
λ∈C
‖I − λB‖ = inf
λ∈C
sup
z∈H
‖z‖=1
‖z − λBz‖ = sup
z∈H
‖z‖=1
inf
λ∈C
‖z − λBz‖.(3.2)
The minimization on the right hand-side is nothing other than the first GMRES step
so that infλ∈C ‖I − λB‖ = supr0∈H ‖r1‖‖r0‖ ≤ MB and the first equality in (3.1) is thus
proved. Furthermore, the minimization on the right-hand side of (3.2) can be carried
out explicitly: for any z ∈ H , z 6= 0 it holds that
min
λ∈C
‖z − λBz‖2
‖z‖2 = 1−
|(Bz, z)|2
‖Bz‖2‖z‖2(3.3)
and the minimum is attained for λ = (z,Bz)‖Bz‖2 . Equations (3.2) and (3.3) imply
inf
λ∈C
‖I − λB‖ = sup
z∈H
√
1− |(Bz, z)|
2
‖Bz‖2‖z‖2 ,(3.4a)
inf
λ∈C
‖I − λB−1‖ = sup
z∈H
√
1− |(B
−1z, z)|2
‖B−1z‖2‖z‖2 ,(3.4b)
but by virtue of the invertibility of B, the right-hand sides in (3.4) are the same,
which shows the second equality in (3.1). Using the obvious inequalities
inf
z∈H
|(Bz, z)|2
‖Bz‖2‖z‖2 ≥ infz∈H
|(Bz, z)|
‖z‖2 infz∈H
|(Bz, z)|
‖Bz‖2 = νBνB−1 ,(3.5a)
νB−1 ≥
νB
‖B‖2 , νB ≥
νB−1
‖B−1‖2 ,(3.5b)
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together with (3.4) immediately yields both inequalities in (3.1). Thus (3.1) is proved.
The inequalities in (3.5b) establish the equivalence of (L2) and (L3). The asser-
tion (L2) or (L3) implies (L1) by (3.1). We proceed by showing that (L1) implies (L2).
Assume that (L2) is violated, i.e., that νB = 0. Hence there exists {zj}∞j=1 ⊂ H such
that ‖zj‖ = 1 and (Bzj , zj)→ 0 as j →∞. Therefore |(Bzj,zj)|‖Bzj‖ ≤ ‖B−1‖ |(Bzj, zj)| →
0. Thus by (3.3) we obtain
inf
λ∈C
‖zj − λBzj‖2 = 1− |(Bzj , zj)|
2
‖Bzj‖2 → 1.
Thus
sup
r0∈H
‖r0‖=1
inf
λ∈C
‖r0 − λBr0‖ = 1
so that MB = 1 and implication (L1)⇒(L2) is proved.
The equivalence of (M2) and (M3) follows directly from the definition of numerical
range owing to the invertibility of B. We proceed by showing that (M2) implies (M1).
We fix k ∈ N. If rk−1 = 0 we are done so let us assume the converse. We have
‖rk‖
‖rk−1‖ = minp∈Pk
p(0)=1
‖p(B)r0‖
‖rk−1‖ ≤
‖(I − λB)rk−1‖
‖rk−1‖
for any λ ∈ C. Hence with λ minimizing the right-hand side we obtain, by (3.3)
and (M2),
‖rk‖
‖rk−1‖ ≤
√
1− |(Brk−1, rk−1)|
2
‖Brk−1‖2‖rk−1‖2 < 1
so that (M1) follows. On the other hand, if (M2) is violated then there exists r0 ∈ H
with r0 6= 0 and (Br0, r0) = 0 so that (3.3) immediately implies ‖r1‖ = ‖r0‖, which
contradicts (M1). Hence the equivalence of (M1) and (M2) is now clear.
If H is finite-dimensional then NumB is closed and thus (L2) and (M2) are
equivalent. Now assume B is self-adjoint. Clearly (L2) implies (M2). To prove the
opposite, assume that νB = 0 but 0 /∈ NumB. As NumB is convex, it must be of the
form [a, 0), (a, 0), (0, b), or (0, b] with some a < 0 or b > 0. On the other hand, the
endpoints of NumB belong to the spectrum of B, which is always closed. Hence the
conclusion is that 0 is in the spectrum, which contradicts the invertibility of B.
Remark 3.2. We give an example of a unitary operator fulfilling (M1) but con-
tradicting (L1), thus showing that (L1) and (M1) are not in general equivalent. Let
B be a diagonal operator on ℓ2 given by
B =
∑
j∈Z
λjej(·, ej), λj = ei arctan j for j ∈ Z,
where {ej}j∈Z is the canonical basis in ℓ2, which is orthonormal with respect to
(·, ·). The eigenvalues {λj}j∈Z fulfill |λj | = 1 and Reλj > 0 and, indeed, B is
unitary and hence invertible. In fact, the spectrum of B is {λj}j∈Z ∪ {i,−i}. Indeed,
‖(B∓ iI)ek‖ = |λk∓ i| → 0 as k → ±∞, i.e., ±i is in the approximate point spectrum
ofB. For fk := ek+e−k it holds that
(Bfk,fk)
‖fk‖2
= Reλk → 0 as k → ±∞. Hence νB = 0,
which is (L2) or, equivalently, (L1). On the other hand, (Bz, z) =
∑
j∈Z λj |(z, ej)|2
which is non-zero whenever z 6= 0, because Reλj > 0 for all j ∈ Z. Thus 0 /∈ NumB,
which is (M2) so that (M1) holds true.
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The following result characterizes λ that minimize (3.1).
Proposition 3.3. Let H be a complex Hilbert space and B ∈ L(H) be invertible.
There exist λB ∈ C and λB−1 ∈ C such that the infima on the left-hand sides of (3.4a)
and (3.4b), respectively, are attained. Any such λB and λB−1 fulfill
λB ∈ NumB−1, ‖λBB‖ ≤ 1 +MB,
λB−1 ∈ NumB, ‖λB−1B−1‖ ≤ 1 +MB.
Proof. We will first prove that any minimizer of (3.4a), if it exists, fulfills λB ∈
NumB−1. For the sake of contradiction assume that λB ∈ C \ NumB−1. Let z ∈ H
with ‖z‖ = 1 be arbitrary. The function λ 7→ ‖z − λBz‖2 is minimized by λz =
(z,Bz)
‖Bz‖2 ∈ NumB−1; see (3.3). Hence |λB−λz| ≥ C > 0, where C = dist(λB ,NumB−1)
is independent of z. Now consider that
‖z − λBBz‖2 = 1− 2Re
(
λB(Bz, z)
)
+ |λB |2 ‖Bz‖2,
‖z − λzBz‖2 = 1− |(Bz, z)|
2
‖Bz‖2 ,
where the second equality has been already shown in (3.3). Combining the last two
equalities we obtain
‖z − λBBz‖2 − ‖z − λzBz‖2 = |(Bz, z)|
2
‖Bz‖2 − 2Re
(
λB(Bz, z)
)
+ |λB|2 ‖Bz‖2
= ‖Bz‖2 |λB − λz|2 ≥ ‖B−1‖−2 C2.
Hence
‖I − λBB‖2 = sup
‖z‖=1
‖z − λBBz‖2 ≥ sup
‖z‖=1
‖z − λzBz‖2 + ‖B−1‖−2C2
> sup
‖z‖=1
‖z − λzBz‖2 = inf
λ∈C
‖I − λB‖2,
where we used (3.2) in the last equality, and this gives the desired contradiction. Hence
any minimizers of (3.4a) belong to the compact set NumB−1, where the function to
be minimized is continuous, so the existence is also proved. By the triangle inequality
we have ‖λBB‖ ≤ ‖I‖+ ‖I − λBB‖ = 1 +MB. The proof for λB−1 is analogous.
4. Proof of the main result. Moret [15, Lemma 6], as well as Eiermann and
Ernst [4, Lemma 3.3], proves the following auxiliary result, which will be crucial for
us.
Lemma 4.1 (Moret’s formula). Let H be a separable complex Hilbert space, A ∈
L(H) be invertible, and r0 ∈ H be given. For every k ∈ N and λ ∈ C the GMRES
residuals rk := r
A,r0
k fulfill
‖rk‖ = |(tk+1, zk)|‖rk−1‖ = |(tk+1, (I − λA−1)zk)|‖rk−1‖,(4.1)
where {tj}∞j=1 and {zj}∞j=1 are the ascending extended orthonormal bases of
{K1(A, r0),K2(A, r0), . . .} and {AK1(A, r0), AK2(A, r0), . . .}, respectively.
Note that the second equality in (4.1) follows trivially from the definition of tk+1
and zk; indeed A
−1zk ∈ Kk(A, r0), which is a space spanned by {t1, . . . , tk}, and
(tk+1, tj) = 0 for all j ≤ k.
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The approximation numbers of a bounded linear operator T on a Hilbert space H
are defined by
σj(T ) = inf
M∈L(H)
rank(M)<j
‖T −M‖, j = 1, 2, . . .(4.2)
The approximation numbers fulfill
‖T ‖ = σ1(T ) ≥ σ2(T ) ≥ . . . ≥ 0,(4.3a)
σj+k−1(S + T ) ≤ σj(S) + σk(T ), j, k = 1, 2, . . . ,(4.3b)
σj(WTU) ≤ ‖W‖ σj(T ) ‖U‖, j = 1, 2, . . .(4.3c)
with any S, T, U,W ∈ L(H); see [18, paragraph 2.2.1, p. 79, Theorem 2.3.3, p. 83]. If
T is compact, the numbers σj(T ) are the singular values of T .
Lemma 4.2 (Pietsch [18, Lemma 2.11.13, p. 125]). Let T be a bounded linear
operator on a complex Hilbert space H. Let σ1(T ) ≥ σ2(T ) ≥ σ3(T ) ≥ . . . ≥ 0 denote
the approximation numbers of T as defined by (4.2). Then for any pair of orthonormal
families {f1, f2, . . . , fk}, {g1, g2, . . . , gk} ⊂ H it holds that
det
{
(Tfi, gj)
}k
i,j=1
≤
k∏
j=1
σk(T ).(4.4)
Moret [15, ineq. (2.7)] proves that if A− λI is compact for some λ ∈ C, then
‖rk‖
‖r0‖ ≤
k∏
j=1
σj(A− λI)σj(A−1).
We will need a modification, which follows.
Lemma 4.3. Suppose that the assumptions of Lemma 4.1 are fullfilled. Then for
every k ∈ N and λ ∈ C the GMRES residuals rk := rA,r0k fulfill
‖rk‖
‖r0‖ ≤
k∏
j=1
σj(I − λA−1),(4.5)
where σ1(I − λA−1) ≥ σ2(I − λA−1) ≥ . . . ≥ 0 are the approximation numbers of
I − λA−1 as defined by (4.2).
Proof. From (4.1) we have
‖rk‖
‖r0‖ =
k∏
j=1
|(tj+1, (I − λA−1)zj)|.
The matrix {|(ti+1, (I − λA−1)zj)|}ki,j=1
is upper triangular because by construction,
0 = (tj+2, zj) = (tj+3, zj) = . . . ,
0 = (tj+1, A
−1zj) = (tj+2, A
−1zj) = . . . .
This implies that
∏k
j=1 |(tj+1, (I−λA−1)zj)| = det
{|(ti+1, (I−λA−1)zj)|}ki,j=1 which
is bounded by
∏k
j=1 σj(I − λA−1) due to (4.4).
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Proof of Theorem 1.1. By virtue of the invertibility of A = B+C and the invert-
ibility of B we have A−1 = B−1 − B−1CA−1. Hence by Lemma 4.1 we have
‖rk‖
‖rk−1‖ ≤ |(tk+1, (I − λB
−1)zk)|+ |(tk+1, λB−1CA−1zk)|
≤ ‖I − λB−1‖+ ‖λB−1CA−1zk‖.
The sequence {zk}∞k=1 is an extended orthonormal system, which is, by Bessel’s in-
equality, weakly null. By the compactness of C, (1.2) follows.
Using (4.5) and (4.3) we obtain, for any λ ∈ C,
‖rk‖
‖r0‖ ≤
k∏
j=1
σj(I − λA−1) ≤
k∏
j=1
(
σ1(I − λB−1) + σj(λB−1CA−1)
)
≤
k∏
j=1
(
‖I − λB−1‖+ ‖λB−1‖ ‖A−1‖ σj(C)
)
.
Taking λ ∈ C minimizing ‖I − λB−1‖, we obtain (1.1) using Proposition 3.3.
From (1.1) we obtain, using the AM–GM inequality and Hölder’s inequality,
(‖rk‖
‖r0‖
) 1
k
≤ 1
k
k∑
j=1
(
MB + (1 +MB) ‖A−1‖ σj(C)
)
= MB +
1
k
(1 +MB) ‖A−1‖
k∑
j=1
σj(C)
≤MB + 1k (1 +MB) ‖A−1‖
(
k∑
j=1
σj(C)
p
) 1
p
k
p−1
p ,
which immediately yields (1.4).
5. Conclusion and outlook. We generalized Moret’s result [15] in Theorem 1.1
and thus obtained a certain stability of linear GMRES convergence under compact
perturbations. Indeed, the superlinear convergence of [15] follows as a corollary. In
Section 3 we obtained a useful characterization of linear convergence, which sheds
some light on the limits of the applicability of Theorem 1.1.
Bound (1.2) has an interesting consequence:
lim sup
k→∞
‖rA,r0k ‖
‖rA,r0k−1 ‖
≤ inf
K∈C(H)
MA+K =: Mpi(A),(5.1)
where the infimum is taken over C(H), the ideal of all compact operators in L(H).
Here π is the quotient map π : L(H)→ L(H)/C(H) with the quotient space known as
the Calkin algebra and the quotient norm ‖π(T )‖ = infK∈C(H) ‖T+K‖. In particular,
every finite-dimensional eigenspace can be “removed” from A when computing the Q-
rate (5.1). Interestingly, for the R-rate, one has
lim sup
k→∞
(
‖rA,r0k ‖
‖r0‖
) 1
k
≤ lim
k→∞
inf
p∈Pk
p(0)=1
‖p(A)‖ 1k = inf
k∈N
p∈Pk
p(0)=1
max
z∈σ0(A)
|p(z)| 1k ,
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where the equality is due to Nevanlinna [16, Theorem 3.3.4] and σ0(A) consists of the
spectrum of A except for its isolated points. By this analogy, one could conjecture
that Mpi(A) also “cannot see” any eigenspaces, including those of infinite dimension.
One might wonder whether there is a useful characterization of Mpi(A).
Another interesting question concerns s-step linear convergence ‖rk‖ ≤M‖rk−s‖
with some s ∈ N and M < 1. The present result assumes linear reduction in every
step, i.e., s = 1. On the other hand, an important class of problems, e.g., self-adjoint
operators, exhibit a reduction in every second step, i.e., s = 2 and M < 1. To this
end, we cannot see how the technique of Section 4 generalizes to s ≥ 2. Note that
[11] is concerned with related issues but does not directly provide such stability we
obtained for the case s = 1.
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