INTRODUCTION
Due to the ease of finding information, data access and utilization by a simple mouse move in multimedia pages, Internet has become necessary in our daily lives. In fact, the number of Internet users is growing rapidly, and according to the ITU (International Telecommunication Union) it reached only 500 million users in the beginning of 2000s while it was 1.6 billion in 2008 to rise to the number of 2 billions in 2011.
This increase must undergo a parallel development of both of hardware and software at the same time. Early, throughput was about 56 kbps, however, now we talk about Gigabit Internet aiming to meet the users' needs mainly in astronomy and video conference fields.
In Internet, there are some machines responsible for transmitting data packets, and other that take off these packets from the queue. If the sender machine sends a data packet rate much more important than the rate of the receiver, network congestion is produced, hence, a congestion control will limit the quantity of input information with a lower rate than the transmission one to guarantee a good performance as well as a network protection against overloading and blocking.
The high number of high speed congestion control protocols led us to prepare this research work, which focuses on evaluating and comparing high speed congestion control protocols. This paper is organized as follows:
In the second section we study the state of the art. In the third one, we present the architectures used as well as the curves and the performances evaluation for different high speed congestion control protocols.
STATE OF THE ART
Researchers have worked on the enhancement of high speed congestion control protocols. Practically every year, one or two protocols are implemented having for each one of them its own specific strengths and weaknesses.
Recently, the research works are interested in evaluating the performance of these protocols by comparing among 2 to 5 protocols with 1 to 12 flows 
II. SIMULATION AND PERFORMANCES EVALUATION

Architecture
In order to simulate the high speed congestion control protocols, we have chosen a topology (as shown in figure 1 ) composed of a sender and a receiver linked together with two routers by a line of 1Gbps of bandwidth, the delay is 1ms. The routers are linked to each other with a line having a bandwidth of 200Mbps, the delay is equal to 92 ms and the queue capacity is exactly 100 packets [13] . The MSS size equals 1460 bytes. The differences among the bandwidths capacities provoke congestion. 
TCP-Friendly
To test the TCP Friendly of different protocols, we have used a multiple flows topology with 4 input flows triggered at the same time. The results are shown in the following graphs: 
Efficiency
The efficiency (rate of utilization or performance) of a network is the percentage of utilization [14] . Mathematically, it is the division of the average throughput by the optimal throughput. An efficient network uses the maximum of capacity. The following variable is used as the average throughput of a flow i. The throughput of a source with n flows is:
We calculate the ratio between the average throughput and the optimal one which is the result of an ideal network performance: 
Fairness
The fairness is the attempt of sharing the network capacities among users in a fair way. For the purpose of measuring the fairness, one method is used in the networks field which is called the Maximin law proposed by Raj Jain [15] . Here is the procedure that allows us to calculate the fairness of a proposed algorithm: Having an algorithm that provides the distribution v i = [x 1 , x 2 ,…,x n ] instead of the optimal distribution v opt = [x 1,opt , x 2,opt , … , x n,opt ]. We calculate the standardized distribution for every source as follows: = Thus, the fairness index F equals the sum of distributions squared and divided by the square of sums:
We have used these two topologies to simulate the seven protocols for 1, 2, 4, 6, 8, 10, 12, 16 and 24 flows. The fairness calculus results are as mentioned in the following graph: 
Link Utilisation per RTT
We varied the RTT for different congestion control algorithms to calculate the link utilization. The used RTT values are: 20 ms, 60 ms, 100 ms, 140 ms, 180 ms and 220 ms. We used the basic topology with only one flow; the results are described in the following graph: 
Link utilization for different queue sizes
Certainly the queue size has an important impact on the efficiency of the network, but which algorithm benefits the more of this change? We varied the queue size for different congestion control algorithms to calculate the link utilization. The used sizes are: 50, 100, 150, 200, 250 and 300 packets. We used the basic topology with one flow, the results are as follows: 
CONCLUSIONS
The high number of congestion control algorithms never satisfied the researchers. Since this field is always having changes and enhancements due to the users' needs and the evolution of both of hardware and software in Telecommunications. Indeed, it is difficult to conceive an algorithm that gives satisfying results for all the architectures.
During this research work, we simulated seven high speed congestion control protocols for 1, 2, 4, 6, 8, 10, 12, 16 and 24 flows. We evaluated their performances by calculating the efficiency, the fairness as well as the performance while varying the RTT and the queue size. Basing on the simulation and the high speed protocols performance evaluation, we can conclude that:
• Some protocols perform well in some defined cases, but weak in others.
• The network architecture has got an important impact on the protocols performance.
• For 24 flows, all protocols are unfair.
• For 24 flows, the protocols: Bic TCP, Cubic TCP, Hamilton TCP, Scalable TCP and YeAH TCP are efficient.
• Scalable is not only TCP-friendly, but also selfish, since the first flow gets the most important throughput, and doesn't leave its place for any other flow such as the case of Cubic TCP, Hamilton TCP and Illinois TCP.
• The protocols Bic TCP, HighSpeed TCP and YeAH TCP are TCP-friendly • For low values of RTT, all the protocols use the network capacities in a bad way.
• For low values of the queue size, Cubic TCP is the most efficient.
• YeAH TCP and Illinois TCP give the best results while increasing the queue size.
• Although his aggressiveness, YeAH TCP is quite TCP-friendly. It is also quite performant, but it doesn't suit all the architectures. Further work is required to evaluate the performances of these protocols by using Relentless TCP which will be the topic for a multitude of research works in the near future, particularly to define if the protocols that have more stability and take more time before falling another time in a new congestion such as Cubic TCP and Illinois TCP in order to check if they will well exploit the law that forms the basis of Relentless TCP which is the reduction of the congestion window with the number of lost segments. It will be also interesting to create a model that changes dynamically the congestion control protocols used in terms of flow number to better exploit the network capacities as well as studying the QoS.
