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Abstract
The interaction of sub-picosecond pulses of high intensity laser light with micron,
and sub-micron scale objects is currently highly topical. These targets are in a size
regime that is intermediate between atomic cluster targets (∼ 100 A˚) and macro-
scopic solids which, unlike microtargets, have been the subject of many studies over
recent years. Mass-limited objects can couple very strongly to an intense laser field
due to transient plasma resonances or Mie scattering processes and absorb substan-
tial amounts of laser energy. These targets offer a unique geometry and size that
can potentially produce significantly higher x-ray photon energies than compared to
interactions with bulk materials of the same atomic number, and under the same
irradiation conditions.
This thesis describes, for the first time, the design, construction and character-
isation of a new class of in-vacuo optical levitation trap optimised for use in high-
intensity, high-energy laser interaction experiments. The optical trapping of ∼10 µm
oil droplets in vacuum was demonstrated, over time-scales of >1 hour at extended
distances of ∼40 mm from the final focusing optic. A high speed (10 kHz) optical
imaging and signal acquisition system was implemented for tracking the levitated
droplets position and dynamic behaviour under atmospheric and vacuum conditions,
with ±5 µm spatial resolution. The stability of the levitated droplet was such that
it would stay in alignment with a ∼ 7 µm irradiating beam focal spot for up to 5
minutes without the need for re-adjustment.
The performance of the trap was assessed in a series of trial high-intensity laser
experiments using a hybrid optical parametric neodymiun:glass Chirped Pulse Am-
plification (CPA) laser system, with focused peak intensities in excess of 1017 Wcm−2.
X-ray knife-edge measurements, using image plate, and single-hit CCD photon energy
spectroscopy demonstrated the creation of a spatially symmetric, micron scale x-ray
source (< 22 µm), with a measured two electron temperature distribution of between
0.4 and 2.3 keV. These relatively low values were thought to arise from low laser-
plasma coupling efficiencies with the droplet, due to the high contrast of the laser
system. Initial tests also demonstrated very low integrated RF signals produced from
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laser-droplet interactions, x9 smaller than wire targets of comparable atomic com-
position, highlighting the potential of this technique when extended to kJ, petawatt
class lasers for use in probing of material science and high energy density plasma
experiments.
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Fundamental Physical Constants
Symbol Quantity Value (SI)
c Speed of light in vacuum 3× 108 m s−1
e Unit of charge 1.6× 10−19 C
h Planck constant 6.63× 10−34 J s
kB Boltzmann constant 1.38× 10−23 J K−1
me Electron mass 9.11× 10−31 kg
mp Proton mass 1.67× 10−27 kg
0 Permittivity of free space 8.85× 10−12 F m−1
µ0 Permeability of free space 4pi × 10−7 N A−2
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vertical data at atmospheric pressures were not present in the hori-
zontal data. However, they did being to emerge when at low pressure.
This confirmed the notion that the radial force (x-direction) was much
stronger than the axial force (y-direction) acting on the droplet . . . . 132
4.22 Graphical representation of the relationship between the Edge Response
Function (ERF), the Line Spread Function (LSF), and the Point Spread
Function (PSF). It can be seen that the LSF is the first derivative of
the ESF. The LSF is equivalent to the line integral of the PSF. . . . . 136
4.23 The increase in geometric blurring can be accredited to an increase in
the measured source size. An ideal point source will produce no umbra
region on the detector, giving a sharply defined image. This is the case
when using either an aperture or knife edge to form an image. An
extended source will produce blurring of the umbra region, reducing the
contrast of the image. . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.24 Both the effective source size and magnification of the image decreases
as the object is moved closer to the detector. Higher magnification has
to ability to increase the spatial resolution, but at the cost of greater
image blur. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.25 The Photo-Stimulated Luminescence Process (PLS) that occurs when
an x-ray photon is absorbed by the image plate. . . . . . . . . . . . . . 141
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4.26 Operation of a CCD device. X-ray photons are absorbed in the de-
pletion region of the silicon chip and excite electrons from the valence
band, up into the conduction band, creating electron hole pairs (a). A
voltage bias is applied to the chip to maintain charge separation (b).
By sequentially applying a voltage to each of the metal electrodes, the
generated charge is shifted across the chip so it can be read by a receiver
where the image is constructed (c). . . . . . . . . . . . . . . . . . . . 145
4.27 Operation of CCD chips in front (a) and back (b) illumination geome-
tries. The distinction between the two is governed by the location of the
electrodes used to generate the electric field to shift the stored charge
across the chip. With back illumination, photons are neither reflected
nor absorbed by the metal electrodes and so this is the preferred method
of x-ray detection. Application of an appropriate AR coating to the
surface of the chip is used to improve the QE of the system. . . . . . 148
4.28 An example of single, double and multi-pixel events from x-ray photons
measured by a CCD camera operating in a single photon counting regime.149
4.29 Response for Ross pair filters made from Nb-Zr and Nb-Mo, calculated
from x-ray transmission data obtained from the CXRO database. Plot
(a) gives the x-ray transmission spectra passing through (1) Nb foil with
a thickness of 25 µm and Zr foil of thickness (2) 30 µm, (3) 35 µm,
and (4) 40 µm. Plot (c) gives a similar transmission spectra for (1)
Nb foil of thickness 25 µm and Mo foil of thickness (2) 15 µm, (3) 20
µm, and (4) 25 µm. Plots (b) and (d) show the difference in spectra
in each case, indicating the energy range in which the x-ray flux will be
measured (∼17.7 - 20.1 keV). The best balancing for the Nb-Zr Ross
Pair is given using filters (1) and (3), and filters (1) and (3) for the
Nb-Mo Ross Pair. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
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4.30 A conducting wire, of length (l), moving through uniform magnetic
field ( ~B) with a velocity (~V ) will generate an emf across both ends.
The magnitude of the generated emf is dependent on the length of the
wire, the velocity with which the wire is moving, and the strength of
the magnetic field. This scenario is also equivalent to a stationary
conducting wire in a time varying magnetic field. . . . . . . . . . . . 155
4.31 The three trail probe designs used to measure the emitted RF signal
from the laser-target interactions. Probe 1 (a) was simply an exposed
piece of single core copper wire. Probe 2 (b) was an insulated coil
(7 turns) of copper wire, connected at both ends to create a complete
circuit. Probe 3 (c) was similar to probe 1, but was made up of multi
core copper wire arranged in a coil (4 turns). Probe 2 was found to be
the most effective at picking up RF signals. . . . . . . . . . . . . . . 158
4.32 Block diagram of the Cerberus laser system used for the high-intensity
laser interaction experiments. The laser consisted of a high-contrast
hybrid neodymium : Glass OPCPA system operating at 1053 nm, pro-
ducing a single pulse with a duration of ∼450 fs, and with an energy
of ∼300 mJ. The laser intensity on target was dependant on the focal
geometry of the heating beam focusing lens. . . . . . . . . . . . . . . . 160
5.1 Target chamber layout for the initial low-intensity laser droplet inter-
action experiments. Knife edge and pin hole diagnostics were used to
measure x-ray source size, and an Andor CCD camera used as a sin-
gle hit spectrometer for determining x-ray photon energy. Orthogonal
viewing angles were established to monitor the trapped droplet position,
and also for alignment with the main heating beam. . . . . . . . . . . 165
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5.2 X-ray knife edge images produced by a ∼10 µm droplet (a), (b), and a
180 µm tungsten wire (c). Images (d) and (e) show enlarged knife edge
images with differential filtering for a droplet and tungsten wire shot.
Almost all the x-rays generated from the droplet are blocked with 6 µm
of Al foil, whereas the x-rays from the tungsten wire penetrate 72 µm of
Al foil. The images produced by the 300 mJ laser pulse clearly show a
darker response on the image plate, indicating the presence higher x-ray
energy photons. As predicted, the tungsten wire produced the highest
energy photons, and had the largest LSF. . . . . . . . . . . . . . . . . 169
5.3 Plots showing the normalised Edge Response Function (blue data points),
and the calculated Line Spread Function (red data points) with a fitted
Gaussian curve (green line) for the droplet and tungsten wire shots.
The left column shows the vertical source size measurements, and the
right column the horizontal. The x scale is given in pixels, and so a
spatial calibration of 42 ± 2 µm per pixel (one to one imaging) was
applied to give the FWHM measurement in µm. . . . . . . . . . . . . 170
5.4 Andor CCD radiograph images of a droplet shot (a), and tungsten wire
shot (b), with 300 mJ laser energy. The knife edge can be clearly seen
on the right hand side of each image. The droplet shot gave a star field
like pattern through 6 µm of aluminium foil, whereas the tungsten wire
gave more uniform emission. The x-rays emitted from the tungsten
wire penetrated 54 µm of foil. . . . . . . . . . . . . . . . . . . . . . . 173
5.5 X-ray transmission through varying thickness of aluminium (a). Im-
age plate filter measurements suggested photon energy ranges of ∼0.75
- 1.9 keV for the droplet, and up to 4.7 keV for the tungsten wire. The
transmission data was taken from the CXRO database. Plot (b) show-
ing x-ray transmission through beryllium [93] of the same thickness,
with higher transmission at lower photon energies. . . . . . . . . . . . 175
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5.6 RF emission measurements from droplet (d) and tungsten wire (d) tar-
gets. The peak emission from the wire target is an order of magnitude
greater than the droplet target (x2 attenuation). The background mea-
surement for the droplet (a) show a measured signal generated from the
Pockels cells firing with the main laser pulse, indicating the RF pulse
was generated after the laser has fired. No Pockels cell pick-up is visible
on the tungsten wire background shot (c) due to the voltage scaling on
the oscilloscope. T = 0.0 s marks the point at which the laser pulse
enters the target chamber. . . . . . . . . . . . . . . . . . . . . . . . . 178
5.7 Plots showing the vertical (a), (b) and horizontal (c), (d) position mea-
surements of a trapped droplet during the chamber pump down. The
mechanical behaviour of the chamber, whilst pumping down, initially
dominated the measured position of the droplet. At ∼5 mbar, the ef-
fect became minimal and the actual droplet dynamics became apparent.
Below this pressure, the effect of radiometric forces and the thermal
conductivity and viscosity of the surrounding medium significantly re-
duced, and the dominant forces acting on the droplet where due to
photophoresis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.8 Fourier transform of the droplets vertical position data at atmosphere
(1000 mbar) and under vacuum (5.7x10−1 mbar), in the experimental
chamber. The dominant frequency response at both pressures was ∼
47 - 48 Hz, the magnitude of which increased under vacuum. The high
frequency peaks which occur at both atmosphere and vacuum are thought
to arise from the trapping laser. Broad, low frequency peaks began
to develop at low pressure, indicating the onset of increased droplet
dynamic motion/oscillation. . . . . . . . . . . . . . . . . . . . . . . 181
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5.9 Fourier transform of the droplet’s horizontal position data at atmo-
sphere (1000 mbar) and under vacuum (5.7x10−1 mbar), in the ex-
perimental chamber. The same high frequency peaks, observed in the
vertical data, is also present. The dominate frequency response at at-
mosphere is at ∼ 100 Hz, with progressively small peak down to 93 Hz.
This response narrows to two smaller peaks when under vacuum condi-
tions. At low pressure, the ∼ 48 Hz becomes the dominant frequency.
These frequency peaks are approximately half the magnitude of those
in the vertical case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
5.10 Target chamber layout of the high-intensity laser droplet interaction
experiments. The f=70 cm heating lens was replace with an f=20 cm
GRIN lens for increased laser intensity onto target. The knife edge
diagnostic now consisted of two crossed copper wires, set up with x6
magnification. The position has also changed, imaging the reflected side
of the droplet, rather than the transmitted side in terms of the heating
beam impinging the target. The Andor CCD camera was placed on a
vacuum tube extension attached to the side of the chamber to reduce
x-ray flux geometrically and facilitate single hit spectroscopy. The pin
hole and snout assembly were removed. . . . . . . . . . . . . . . . . 187
5.11 Images of the source size measurement object (a) and subsequent x-ray
image (b). Sections of the horizontal and vertical wires were sampled
to measure the unfiltered ERF. The superimposed image of the alu-
minium foil pack scan be seen in the bottom right-hand corner of the
image. This provided differential filtering for source size measurements
for different x-ray energies emitted. . . . . . . . . . . . . . . . . . . . 190
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5.12 Plots showing the measured horizontal ERF, and calculated LSF from
the 6 µm aluminium foil targets (vertical source size). The green line
is the Gaussian fit to the LSF, from which the FHWM (pixels) is mea-
sured. The emission from shot tango was thought to have come from
the alignment fiducial rather that the foil itself. This is reflected in the
relatively small source size measurement, across both edges compared
to shots Uniform and Victor. . . . . . . . . . . . . . . . . . . . . . . 192
5.13 Plots showing the measured vertical ERF and calculated LSF for the
6 µm aluminium foil targets (horizontal source size). The green line
is the Gaussian fit to the LSF to, from which the FWHM (pixels) is
measured. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
5.14 Plots showing the measured horizontal ERF and calculated LSF for the
9 µm carbon wire targets (vertical source size). The green line is the
Gaussian fit to the LSF, from which the FHWM (pixels) is measured. 194
5.15 Plots showing the measured vertical ERF and calculated LSF for the 9
µm carbon wire targets (horizontal source size). The green line is the
Gaussian fit to the LSF, from which the FHWM (pixels) is measured. 195
5.16 Plots showing the measured horizontal ERF and calculated LSF for the
1.5 mm thick glass plate targets (vertical source size). The green line is
the Gaussian fit to the LSF, from which the FHWM (pixels) is measured.196
5.17 Plots showing the measured vertical ERF and calculated LSF for the
1.5 mm thick glass plate targets (horizontal source size). The green
line is the Gaussian fit to the LSF, from which the FHWM (pixels) is
measured. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
5.18 Plots showing the measured horizontal ERF and calculated LSF for the
15 µm glass micro-sphere targets mounted in the end of a 9 µm carbon
wire (vertical source size). The green line is the Gaussian fit to the
LSF, from which the FHWM (pixels) is measured. . . . . . . . . . . . 198
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5.19 Plots showing the measured vertical ERF and calculated LSF for the
15 µm glass micro-sphere targets mounted in the end of a 9 µm carbon
wire (horizontal source size). The green line is the Gaussian fit to the
LSF, from which the FHWM (pixels) is measured. . . . . . . . . . . . 199
5.20 Plots showing the measured horizontal ERF and calculated LSF for the
18 µm tungsten wire targets (vertical source size). The green line is
the Gaussian fit to the LSF, from which the FHWM (pixels) is measured.200
5.21 Plots showing the measured vertical ERF and calculated LSF for the
18 µm tungsten wire targets (horizontal source size). The green line is
the Gaussian fit to the LSF, from which the FHWM (pixels) is measured.201
5.22 Plots showing the measured horizontal ERF and calculated LSF for the
(∼10 µm) droplet targets (vertical source size). The green line is the
Gaussian fit to the LSF, from which the FHWM (pixels) is measured. 202
5.23 Plots showing the measured vertical ERF and calculated LSF for the
(∼10 µm) droplet targets (horizontal source size). The green line is the
Gaussian fit to the LSF, from which the FHWM (pixels) is measured. 203
5.24 Comparison of the average FWHM LSF measurement for each target
type. The aluminium foil gave the largest source size measurement
in both the vertical and horizontal orientations as expected. The oil
droplet give a measurement (in both orientations) comparable to the
maximum resolution of the image plate scanner, potentially indicating
a source size below this value. When compared to the extended targets,
the droplet gave a smaller source size measurement in the horizontal
orientation, indicating a more confined x-ray emission due to its phys-
ical shape and isolation in space. . . . . . . . . . . . . . . . . . . . . . 206
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5.25 Comparison between the unfiltered vertical and horizontal source size
for each target. Results for the wire targets indicate a resolvable dif-
ference in size between the vertical and horizontal orientations as ex-
pected. The droplet gave an unresolvable source size measurement in
both orientations, potentially indicating a symmetric source size close
to its pre-irradiated physical size. The non-symmetric source size for
the aluminium foil and glass plate target maybe as a result of the align-
ment of polarisation axis of the irradiating laser with respect to the
targets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
5.26 Plots showing the vertical source size ERF and LSF using 0.8 and 1.6
µm aluminium filtering. Only the data where an edge could be resolved
through the filtering, for each target type, is shown. The left hand
column gives the 0.8 µm filtering, and the right hand column the 1.6
µm filtering. The high level of noise seen in the 1.6 µm filtered shots,
compared to the 0.8 µm filtering, was the result of lower x-ray flux. . 211
5.27 Plots showing the horizontal source size ERF and LSF using 0.8 and
1.6 µm aluminium filtering. Only the data where an edge could be
resolved through the filtering, for each target type, is shown. The left
hand column gives the 0.8 µm filtering, and the right hand column the
1.6 µm filtering. The high level of noise seen in the 1.6 µm filtered
shots, compared to the 0.8 µm filtering, was the result of lower x-ray
flux. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
5.28 Plots showing the vertical source size ERF and LSF using 0.8 and 1.6
µm aluminium filtering for the glass plate targets. An edge could be
resolved through both filters for every shot. The left hand column gave
the 0.8 µm filtering, and the right hand column the 1.6 µm filtering.
The high level of noise seen in the 1.6 µm filtered shots, compared to
the 0.8 µm filtering, was the result of lower x-ray flux. . . . . . . . . . 213
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5.29 Plots showing the horizontal source size ERF and LSF using 0.8 and
1.6 µm aluminium filtering for the glass plate targets. An edge could be
resolved through both filters for every shot. The left hand column gave
the 0.8 µm filtering, and the right hand column the 1.6 µm filtering.
The high level of noise seen in the 1.6 µm filtered shots, compared to
the 0.8 µm filtering, was the result of lower x-ray flux. . . . . . . . . . 214
5.30 Plots showing the vertical source size ERF and LSF using 0.8 and
1.6 µm aluminium filtering for the tungsten targets. An edge could be
resolved through both filters for every shot. The left hand column gave
the 0.8 µm filtering, and the right hand column the 1.6 µm filtering.
The noise levels seen in the 1.6 µm filtered shots were compared to
the 0.8 µm filtering, and found to be comparable. This suggested the
tungsten wire emitted considerably higher energy x-ray photons than
any of the other targets. . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.31 Plots showing the horizontal source size ERF and LSF using 0.8 and
1.6 µm aluminium filtering for the tungsten targets. An edge could be
resolved through both filters for every shot. The left hand column gave
the 0.8 µm filtering, and the right hand column the 1.6 µm filtering.
The noise levels seen in the 1.6 µm filtered shots were compared to the
0.8 µm filtering, and were found to be comparable. This suggested the
tungsten wire emitted considerably higher energy x-ray photons than
any of the other targets. . . . . . . . . . . . . . . . . . . . . . . . . . 216
5.32 Comparison between the horizontal and vertical, 0.8 µm filter, ERF
and LSF function measurements, for droplet shot Foxtrot. . . . . . . . 217
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5.33 Comparison of the 0.8 µm filtered LSF measurements for each target
type. The aluminium foil target gave the largest source size measure-
ments in the vertical case, as expected. The carbon wire, tungsten wire
and droplet all gave unresolvable measurements, indicating a source
size smaller than the glass plate and glass sphere targets. The horizon-
tal data showed that the droplet gave the smallest source size, with all
the other targets producing larger but indistinguishable results. . . . . 218
5.34 Comparison of the 1.6 µm filtered LSF measurements for each target
type. For the vertical source size data, the aluminium foil gave the
largest source size, and the carbon wire, glass sphere and tungsten wire
all giving unresolvable measurements. All the targets gave comparable
source size measurements in the horizontal orientation. . . . . . . . . 219
5.35 Comparison of the horizontal and vertical source size for every target
with each type of filtering. The blue data points represent the vertical
source size measurements, the red data points the horizontal. Squares
represent no filter, circles represent 0.8 µm filter, and triangles repre-
sent 1.6 µm filter measurements. . . . . . . . . . . . . . . . . . . . . 220
5.36 Plot showing the QE of the Andor camera, as a function of photon
energy [110]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
5.37 Droplet shot Foxtrot photon energy spectrum, along with the transmis-
sion spectra for 6 µm of aluminium foil (a). A spectral window between
3 and 10 keV was established due to the filtering and operational lim-
itations of the CCD camera. Two linear fits were applied to the data
between 3 and 6 keV, indicating a two electron temperature plasma was
emitted during the interaction, giving electron temperatures of Tlow =
0.6 and Thigh = 2.2 keV (b). . . . . . . . . . . . . . . . . . . . . . . . 226
5.38 Average image plate PSL values for unfiltered (a), 0.8 (b) and 1.6 (c)
µm aluminium foil filter measurements. The ratio of the filtered to
unfiltered PSL values were measured to give the level of transmission
through each filter (d). . . . . . . . . . . . . . . . . . . . . . . . . . . 228
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5.39 Derived photon energies from each target, using the measured transmit-
ted signal on the image plate using 0.8 and 1.6 µm aluminium foils. A
resolvable photon energy was measured between filters for each target.
The aluminium foil and droplet targets gave the smallest photon energy
measurements with the 0.8 µm foil. All other targets gave comparable
results. For the 1.6 µm foil, the droplet gave the smallest photon energy
measurement, all other targets being comparable . . . . . . . . . . . . 229
5.40 RF signal measurements for droplet shot Foxtrot, for both background
and live shots. The emission pulse from the droplet interaction occurred
just after the Pockels cells fired, with a duration of ∼0.12 µs. . . . . . 231
5.41 Plots showing the integrated voltage from the RF emission pulse from
each target (a). The tungsten wire clearly produced the largest emission,
with the droplet producing the lowest, ∼ 36 times less in comparison.
Compared to the carbon wire and glass sphere targets, of comparable
size and atomic number, the droplet produced ∼ 9 and 7 times lower
emission respectively. The low level of emission from the droplet was
attributed with a lack of a physical return current path. The pulse
duration emitted by each target type was the same. . . . . . . . . . . . 232
5.42 RF emission measured from a single shot from each target type. The
plotted signal for each target type has been calculated to take into ac-
count the level of attenuation used, highlighting the difference in the RF
emission in each case. The pulse duration and shape is similar for all
targets, with only the magnitude of the signal varying. The Pockels cell
emission was observable in the droplet shot signal, inciting a relatively
low emission from this target type. . . . . . . . . . . . . . . . . . . . . 233
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5.43 Photon energy spectrum for the aluminium foil shot (a). Two linear fits
were applied to the data giving two electron temperature measurements
of Tlow = 0.2 (Fit A) and Thigh = 1.2 keV (Fit B) respectively (b). The
energy dependence of the QE of the system, along with the generally low
photon energy emission at high energies, meant that a spectral window
between ∼1 - 4 keV was used for analysis. . . . . . . . . . . . . . . . 240
5.44 Photon energy spectrum for the oil droplet shot (a). Two linear fits
were applied to the data giving two electron temperature measurements
of Tlow = 0.4 (Fit A) and Thigh = 2.3 keV (Fit B) respectively (b). The
energy dependence of the QE of the system, along with the generally low
photon energy emission at high energies, meant that a spectral window
between ∼1 - 4 keV was used for analysis. . . . . . . . . . . . . . . . 241
5.45 Photon energy spectrum for the oil droplet shot (a). Two linear fits
were applied to the data giving two electron temperature measurements
of Tlow = 0.4 (Fit A) and Thigh = 0.8 keV (Fit B) respectively (b). The
energy dependence of the QE of the system, along with the generally low
photon energy emission at high energies, meant that a spectral window
between ∼1 - 4 keV was used for analysis. . . . . . . . . . . . . . . . 242
5.46 Photon energy spectrum for the copper wire shot (a). Two linear fits
were applied to the data giving two electron temperature measurements
of Tlow = 0.5 (Fit A) and Thigh = 3.8 keV (Fit B) respectively (b). The
energy dependence of the QE of the system, along with the generally low
photon energy emission at high energies, meant that a spectral window
between ∼1 - 4 keV was used for analysis. . . . . . . . . . . . . . . . 243
5.47 Ross Pair design consisting of Zn-Cu and V-Ti filters. The filters pairs
formed two spectral windows of 9 - 9.6 eV and 5 - 5.4 eV respectively,
where measurements of the incident x-ray flux could be measured. Both
filters were backed with aluminium, iron and titanium foils to suppress
low energy continuum and line emission. . . . . . . . . . . . . . . . . 246
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5.48 Spectral windows produced from Ross Pairs consisting of Zn-Cu and
V-Ti filters. The Zn-Cu filter is back with thinner Fe (5 µm), Ti (8
µm) and Al (6 µm) foils to suppress lower energy photons. The V-Ti
filter was back only with 6 µm of aluminium. . . . . . . . . . . . . . 247
6.1 Vertical displacement of a trapped oil microdroplet from a sinusoidally
varying laser power. A full swing input signal of ±10 V (2 Hz) was
supplied to the HV supply, producing a ±100 V swing across the Pockels
cell. This modulation produced a vertical droplet motion of ± 25 µm. 259
6.2 Design of a simple ultrasonic transducer based system that can be used
to launch solid microspheres into an optical trap. . . . . . . . . . . . . 262
6.3 [Taken from Ref [13]] Graphical representation of the calculated electric
field distribution around a microsphere array structure. Each sphere is
260 nm in diameter. The target was irradiated with 400 nm of light. It
can be seen that in the areas between the sphere, there is a large boost
in the local electromagnetic field. . . . . . . . . . . . . . . . . . . . . . 264
7.1 Focal spot measurements of the final focussing aspheric used in the
optical trap. (a) The image of the focal spot was produced using the
trapping beam laser light (532 nm), as viewed with a x100 microscope
objective onto a Sumix camera. (b) The y-axis line out of the focal spot
image, with a FWHM of ∼2.25 µm. (c) The x-axis line out of the focal
spot image, with a FWHM of ∼ 2.02 µm. . . . . . . . . . . . . . . . . 267
7.2 Focal spot measurements of the GRIN heating beam lens used in the
high-intensity laser interaction experiments. (a) The image of the focal
spot was produced using the oscillator beam laser light (1053 nm), as
viewed with a x50 microscope objective onto a Dataray WinCamD-
LCM camera. (b) The y-axis line out of the focal spot image, with a
FWHM of ∼6.6 µm. (c) The x-axis line out of the focal spot image,
with a FWHM of ∼ 7.3 µm. . . . . . . . . . . . . . . . . . . . . . . . 268
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7.3 Scattered light intensity as a function of angle for 400 nm, 523 nm, and
800 nm laser light, for perpendicular (a) and parallel (b) polarisation
states. The scattered light was simulated using a 10 µm oil droplet (re-
fractive index of 1.52) in vacuum. Plot (c) gives a comparison between
the scattered light from perpendicular and parallel light from 523 nm
laser light. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
7.4 Calculated mean free path of an air molecule, with a radius of ∼2.0x10−10
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7.5 The average unfiltered FWHM LSF calculations for sample box sizes of
differing height. The LSF measurements taken from sample box sizes
down to ∼ 20 pixels fall within the error value (shaded area) taken at
the full sample box size of 240 pixels. Measures taken with box sizes
smaller than are not comparable. . . . . . . . . . . . . . . . . . . . . 275
7.6 The average 0.8 µm filtered FWHM LSF calculations for sample box
sizes of differing height. The LSF measurements taken from sample box
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at the full sample box size of 100 pixels. There is only a small deviation
away from the values calculated at 100 pixels due to the relativity low,
fractional decrease in the smaller box sizes. . . . . . . . . . . . . . . 276
7.7 Image (a) shows the alignment of the sample box to the edge of the
copper wire, used to measure the ERF and LSF. The top and bottom
centre point markers were aligned, by eye, to the edge. Alignment by
eye was determined to be accurate up to ± 0.5 degrees. Image (b) give
the plot of the measured FWHM LSF at each angle of rotation. The
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Chapter 1
Introduction
In the past 30 years, laser technology has advanced at a significant rate. Since
its first inception [1], the evolution of the laser has reached several key milestones
that have led to the development of the high power systems we have today. These
milestone include Q-switching [2], Mode locking [3], and Chirped Pulse Amplification
(CPA) [4, 5]. It is now possible to generate high energy, short pulse lasers with focused
intensities exceeding values of 1021Wcm−2 [6]. At these intensities, the electric field
of the laser is capable of overcoming the binding forces of the electrons in matter, and
can accelerate them up to relativistic speeds over a single half-cycle of the optical field.
As a result of this, high energy density physics (HEDP) experiments and research into
exotic states of matter are now achievable on a small laboratory scale.
The interaction of an intense laser pulse with a small, mass limited target of the
order of the irradiating laser wavelength (a few microns) is a relatively new field of
study pioneered by the Laser Consortium at Imperial College [7]. A mass limited
target is defined as an object that is not in direct contact with any surrounding
matter (e.g. a supporting mounting pin) and where transport mechanisms, such
as electron currents and diffusive radiation flow [8], are spatially confined. Such
targets are interesting for a number of reasons. The target geometry results in non-
uniform electric field hot spots across the target surface which can enhance laser
absorption and hot electron and x-ray generation [9]. The micro-target does not cool
by conduction as is the case with bulk solid targets and so may produces substantially
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hotter plasmas, and therefore higher energy x-rays. Also, the target is completely
unsupported and this allows for uniquely driven electron, x-ray and proton trajectories
from across its surface [10, 11], and also prevents the generation of x-rays from hot-
electron transport into surrounding matter, i.e. a mounting pin. The lack of a
physical return current path for electrons ejected from the target also has the potential
to greatly reduce electromagnetic pulse (EMP) generation. In high energy, petawatt
class experiments, EMP emission from standard pin mounted targets can be a limiting
process for the use of sensitive electronic systems, e.g. CCD cameras and gated
imaging systems. Reducing EMP is therefore of potential benefit to experiments at
major laser facilities such as Orion and Vulcan petawatt in the UK and NIF and LMJ
in the US and France. These levitated targets have a number of interesting potential
applications, for example as sources for low debris, high resolution imaging due to
their micron scale source size and high energy x-ray emission.
There are well established target injection techniques that use sprays from pulsed
nozzles [12], or jets of fast moving liquid droplets [13]. These methods are acceptable
for preliminary studies using high repetition rate laser systems, but not for lower
repletion rate, but very high energy, high power systems. Here, each individual shot
is both time consuming to set up and demanding of resources, and so the ability to
have direct spatial control of the intended target, such that each shot will result in
a well-defined interaction, is crucial. It is also important to be able to adequately
characterise these interactions with an appropriate set of diagnostics with unobscured
multiple viewing angles. This set of constraints was a key aspect in motivating the
development of an in-vacuo optical levitation trap as it will allow further well-defined
investigation into these processes, and potentially justify access to large scale petawatt
class facilities. An additional motivating factor is the potential to achieve local boosts
to the laser driven electric field of order 10-1000 for arrays of space fixed microtar-
gets, potentially extending petawatt class experiments to the exawatt regime [14].
This can be achieved through manipulation of the local electric field, rather than by
construction of a “next generation” laser system
Up until now, there has been no work carried out using optically levitated particles
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in such experiments. However, in recent years there has been research into the use of
electrostatic traps to levitate particles for these kinds of interactions [15, 16]. These
studies were primarily based around ion emission and acceleration, with significantly
different experimental set ups to our own. As the levitated target is held within a Paul
Trap, the accessible viewing angles to the trapped particle were quite restricted and
thus limit the amount of diagnostics that can be used, or the ability to use a trapped
particle as an x-ray source for imaging applications. The trapped particles captured
by an electrostatic trap must also be charged and this may have some bearing on
the interaction processes that take place. This thesis presents the development and
characterisation of a new class of optical levitation trap with a long working distance
final optic, and the first experimental use of optically levitated, dielectric mass limited
targets with intense laser interactions.
1.1 Organisation of thesis
This introductory chapter gives a brief overview of the motivation behind the research,
and each of the experiments carried out based on the interaction of high-intensity laser
light with levitated microdroplets. All of the high-intensity experimental work was
carried out at Imperial College London on the Cerberus high energy laser system [17].
The optical trapping systems was built, maintained and characterised by the author
for the work described in this thesis, though some preliminary work on earlier gen-
erations of non-vacuum levitation trap and particle tracking systems were developed
over a number of masters projects.
Chapter 2 describes the physics of laser produced plasmas, with particular rele-
vance to micro-target interactions. This will introduce important technical terms and
concepts that will be used throughout this thesis. The underpinning theoretical work
presented is standard “text book” material that can be found, for example, in texts
by Chen [18], Bellan [19], and Kruer [20].
Chapter 3 presents a brief historical account of the discovery, and subsequent
research in the field of optical levitation. The concepts behind the operation of
optical levitation traps are also discussed.
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Chapter 4 details the various instrumentation and experiential methods, used
and/or developed by the author, throughout this thesis. This chapter describes the
Cerberus laser system used to carry out the laser-microdroplet interaction experi-
ments, the techniques and instrumentation used to generate the microdroplets, the
principle of operation behind the position sensitive detector (PSD) used to track and
record the trapped droplets positional dynamics, and finally, the plasma diagnos-
tics used to characterise the laser-droplet interaction experiments. The design and
characterisation of the optical trap used in these experiments is also described.
Chapter 5 presents the data obtained from high-intensity laser interactions with
optically levitated microdroplets. This is split into two sections. This first details the
initial “low” intensity (1015 Wcm−2) interaction work that describes the target cham-
ber set up, the laser-droplet alignment procedure, and provisional x-ray source size,
x-ray photon energy, and RF emission measurements. The second section describes
the “high” intensity (1017 Wcm−2) interaction experiment. The same experimen-
tal measurements were carried out, but using higher intensity laser pulses, and with
comparison targets of different geometries and compositions.
Chapter 7 ends this thesis by summarising the aims and conclusions of the work
presented. Further work is suggested based on the experimental data obtained.
1.2 Contributors to the work and publications
The author’s primary contribution to the work described in this thesis was the build,
characterisation, and development of a new type of optical levitation trapping system
used for the investigation of intense laser interactions with optically levitated micro-
droplets within the Laser Consortium at Imperial College London. The equipment
used throughout this study was made available by Prof. Roland A. Smith of Imperial
College, and Dr. Ed. Gumbrell of AWE Aldermaston.
Electronics support was provided by Susan Parker (Imperial), who designed and
built much of the electronic equipment used for the optical trapping system position
sensor detector (PSD) readout and real time power control. This was based on a
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number of previous generations of PSD design developed over several Masters projects
at Imperial College. The high speed data acquisition system for monitoring droplet
motion was designed and implemented by Dr Dave Drew (AWE) working with the
author.
The Cerberus laser system used for the interaction studies was run by a dedicated
team from the QOLS Laser Consortium and Plasma Physics groups at Imperial Col-
lege London, led by Roland Smith. The day to day running of the laser was carried
out by Nick Stuart and Siddarth Patankar.
The “low” and “high” intensity interaction experiments (described in Chapter 5)
were led by the author, and with the assistance of Sam Giltrap, Nick Stuart and
Siddarth Patankar. The data from these experiments was analysed by the author
with assistance of Hazel Lowe and Ed Gumbrell in the interpretation of the x-ray
spectroscopic results. The software used to analyse the single hit x-ray photon data
was written by Hazel Lowe. Data in section 5.3 (“Additional X-ray Energy Spectrum
Measurements”) was collected by Sam Giltrap and Siddarth Patankar. The analysis
of which was carried out by the author, with the assistance of Hazel Lowe.
At the time of writing this thesis, the following paper was in preparation for
publication:
Rev Sci Instr. “An In-Vacuo Optical Levitation Trap for High-Intensity Laser
Interactions with Isolated Microtargets” C. J. Price, T. D. Donnelly, S. Giltrap, N.
Stuart, S. Parker, S. Patankar D. Drew, R. A. Smith.
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Chapter 2
Interaction of High-Intensity Laser
Pulses with Matter
When a high intensity laser is incident upon a target medium, the atoms in the
material may rapidly become ionised, and a plasma created. A plasma consists of
a quasi neutral ensemble of electrons and ions that interact with each other via
electromagnetic forces. The process by which ionisation occurs is dependant on the
properties of the incident laser pulse, particularly its intensity and wavelength
2.1 Ionisation Mechanisms
Ionisation of matter by light, can at it’s simplest, be described classically in terms
of the photoelectric effect. If a photon, with a sufficiently high energy E = hν,
where h is Planck’s constant and ν is the frequency of the light, ionises an atom an
electron will be excited into a continuum state with an energy E = h (ν − ν0), where
ν0 is the ground state frequency. It can therefore be seen that the minimum energy,
ionisation potential, required for this ionisation process to occur is E = hν0. In the
case of a hydrogen atom that has an ionisation potential of 13.6 eV, a photon with
λ ≤ 90nm will be required for single photon ionisation to occur. For sufficiently high
laser intensities, the electric field strength of the laser will become comparable to the
atomic electric field within the atom. The electric field strength at the Bohr-radius,
rb, in a hydrogen atom is given by [21]:
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E =
1
4pi0
e
rb
≈ 5.1× 109V m−1 (2.1)
where 0 is the permittivity of free space, and e is the electron charge. The irradiance,
I, that is related to the electric field, is in the form:
I =
1
2
√
0
µ0
E2 (2.2)
where µ0 is the permeability of free space. Therefore, for a hydrogen atom, this gives
an irradiance value of I ≈ 3.5 × 1012Wcm−2. For any laser intensities greater than
this value, the atom will be ionised. However, it is possible for ionisation to occur be-
low this threshold value by processes known as Muliphoton Ionisation (MPI), Above
Threshold Ionisation (ATI), Tunnelling ionisation (TI), and Barrier Suppression Ion-
isation (BSI).
Multi-Photon Ionisation
MPI occurs when the incident photon flux onto an atom is sufficiently high that
two or more photons are absorbed at once, via a number of virtual states, and their
combined energy is given to a single electron. In this instance, ionisation can occur
even if the energy of a single photon is insufficient to excite a bound electron into the
continuum. The process will only occur at high laser intensities, as the probability
of this process occurring in increased. This probability is proportional to IN , where
N is the number of photons, and I is the irradiance. The life time of these virtual
states in the MPI process is very short and intensities exceeding ∼1014 W cm2 are
required. For intensities greater the ∼1014 W cm2, the intense photon flux can result
in the atom absorbing more photons that are necessary to free the bound electron
(ATI). The electron is then excited into the continuum with energies well above the
ionisation threshold [22].
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Tunnelling Ionisation
MPI assumes that the laser field does not alter the coulomb potential in the atom,
and is treated as only a small perturbation. Tunnelling ionisation can occur at much
larger intensities, > 1014 W cm2, where the electric field of the laser can distort the
coulomb barrier. One side of the potential barrier can become suppressed during a
single laser half cycle, to the extent where electrons are able to quantum mechanically
tunnel through the barrier and into the continuum.
Barrier Suppression Ionisation
For higher intensities still, the electric field of the laser is strong enough to suppress
the potential barrier below the ionisation potential of the atom. The electron can
then escape into the continuum spontaneously.
The Keldysh Parameter γK can be used to determine whether ionisation will be
dominated by either multiphoton or tunnelling processes for a given laser interaction.
This parameter is the ratio of the time taken for the electron to travel though the
potential barrier and the optical period of the laser pulse. This can be expressed as:
γK =
√
Ip
2Up
(2.3)
where Ip is the ionisation potential and Up is the pondermotive potential (see section
2.2). A parameter value of γ K << 1 implies that tunnelling ionisation will dominate,
and with a value >>1, the multiphoton ionisation mechanism will be dominant.
However, there is no sharp transmission between these two regimes, and ionisation
may be caused by a combination of both processes over the course of a single laser
pulse.
2.2 Laser Interaction with a Single Electron
Considering a linearly polarised plane wave where E = Re {Ex0eiωt} x̂ and B =
Re {Ey0eiωt} ŷ that is propagating in the z-direction, the intensity of the field I asso-
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ciated with the wave is defined as the time average of the Poynting vector over many
cycles:
I =
∣∣∣∣〈E× 1µ0B
〉∣∣∣∣ = 12µ0c |Ex0|2 (2.4)
The motion experienced by a single electron, subject to this wave, is determined by
the Lorenz force:
dp
dt
= −e (E + v×B) (2.5)
where p and v are the electron momentum and velocity respectively. The strength of
the magnetic field is assumed to be much smaller than the electric field at moderate
intensities where relativistic effects can be ignored, and so the Lorentz force becomes
proportional to −eE. It can therefore be seen that the force experience by the electron
will be governed by the oscillatory motion of the laser electric field, with its motion
strictly in the transverse direction. The electron will then oscillate with a quiver
amplitude and velocity given by:
Aquiver =
eEx0
meω2
(2.6)
vquiver =
eEx0
meω
(2.7)
This motion is also associated with a cycle-averaged energy, often referred to as the
pondermotive potential of the laser, Upond:
Upond =
e2E2x0
4mω2
(2.8)
At high laser intensities, it is usual to describe the laser field strength in terms of the
dimensionless vector potential, a0, that is defined as the ratio of the electron quiver
momentum pquiver and mec:
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a0 =
eExo
mecω
(2.9)
The intensity from equation 2.4 can then be expressed in terms of a0
I =
m2ecω
2
2µ0e2
a20 (2.10)
or in more practical units:
Iλ2 =
2pi2m2ec
3
µ0e2
a20 (2.11)
At the threshold condition where a0 = 1, the quiver momentum becomes relativistic
(pquiver = mec), and this corresponds to Iλ
2 = 1.37x1018Wcm−2µm2. At this point
the magnetic field begins to become progressively more important and drives the
electron in a figure of eight orbit as a result of the longitudinal v×B force.
2.3 Laser Interaction with a Plasma
When laser light interacts with a plasma it can undergo a number of processes in-
cluding reflection, refraction, absorption, transmission, and scattering. The dominant
mechanism that occurs in an interaction will depend on the irradiating conditions,
the morphology and composition of the target, and the plasma spatial distribution.
The optical properties of the plasma are defined by its permittivity , which can be
written in the Drude form:
 =
ne
ncrit
(
1
1 + i (v/ω)
)
, (2.12)
where v/ω is the ratio of the electron collisional frequency to the laser frequency and ne
and ncrit are the electron density and critical density respectively. The critical electron
density is the density of a plasma at which the optical field becomes evanescent, and
can be described in the following way:
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ncrit =
0meω
2
e2
≈ 1.1x10
21
λ2[µm]
cm−3, (2.13)
where,
ω2 = ω2pe + k
2 + c2, (2.14)
where me is the electron mass and λ is the laser wavelength. The electron plasma
frequency, ωpe, is defined as:
ωpe =
√
nee2
0me
. (2.15)
The electron plasma frequency is the minimum frequency required for the propagation
of a light wave through the plasma. This condition is satisfied when ω = ωpe. When
ne is lower than ncrit, the plasma is described as ”under dense,” when ne is greater
than ncrit it is described as ”over dense”. Below the critical electron density value,
the light passing through the plasma experiences a change in refractive index, due to
the presence of free electrons. This results in the occurrence of wave dispersion and
phase being added to the electromagnetic wave which can be usefully visualised using
various imaging processes. The refractive index of the plasma is related to ωp (and
ncrit) where:
ηplasma =
(
1− ω
2
p
ω2L
)1/2
=
(
1− ne
ncrit
)1/2
. (2.16)
When the electron density exceeds the critical density, the light wave decays over a
distance known as the skin depth, δ = c/ωpe, which is approximately 10 nm in a solid
density plasma, ne = 10
23cm−3.
It has been demonstrated [20] that any charge imbalance occurring within a
plasma, is rapidly neutralised by the motion of the electrons. A discrete charge
that is present in plasma with a given electron density (ne) and temperature Te (in
Kelvin), will be electrically shielded outside a sphere with a radius given by the Debye
length (λD):
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λD =
√
kbTe0
nee2
. (2.17)
Any plasma that has a scale length greater than λD is said to be quasi-neutral, so
Zni = ne where Z and ni are the ion charge and density.
When the electrons in a plasma are disturbed from their equilibrium position,
the charge separation created between the relatively mobile electrons and the quasi-
stationary ions causes them to oscillate at the plasma frequency ωpe. The oscillatory
motion of the electrons sets up regions of alternating positive and negative densities
known as an electron plasma wave.
The force created by the charge separation that is present within a plasma (with a
finite temperature) is generally strong enough to prevent electrons leaving the plasma.
This leads to the formation of a Debye sheath on the plasma surface, with a width of
the order of λD, and has an exponentially decaying density profile given by:
ne = n0e
(
eφ
kBTe
)
, (2.18)
where n0 is the initial electron density, φ is the potential generated from the charge
separation, K is the Boltzmann constant and T is the electron temperature. If the
plasma is heated and expands, the charge separation causes the thermal energy of the
electron to be converted into ionic kinetic energy. If the intensity of the driving laser
field is high enough (1018Wcm−2) the hot electrons can create an extremely large
potential within the sheath and can acceleration ions up to very high energies via a
process known as Target Normal Sheath Acceleration (TNSA) [23]. The electrostatic
field that is present within the sheath can be expressed as:
Ecs =
kBTe
e
(
1
ne
∂ne
∂x
)
=
kBTe
eL
. (2.19)
An important parameter in this process is the so called density scale length, L:
L =
(
1
ne
dne
dx
)−1
, (2.20)
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where x is the spatial coordinate in 1D. This property of the plasma is a measure of
spatial scale over which the density profile is approximately uniform. Therefore, if L
is small, the plasma will have a steep density profile. This quantity can change in
time as the plasma evolves but an averaged value can be used that is representative
of a given interaction, therefore L is given by: [20]:
L ≈ cs∆t, (2.21)
where ∆t is the laser pulse duration and cs is the plasma sound speed:
cs =
√
ZikbTe
Amp
, (2.22)
where Zi and Am are the ion charge and mass, and Te is the electron temperature (in
Kelvin).
When laser light interacts with a plasma, it’s energy is initially deposited primar-
ily into the electron fluid, since the electrons have a much smaller mass than the ions
and respond more rapidly to the optical electric field. The electrons may then trans-
fer their energy to the ions in either collisional processes, or via charge separation
effects causing the plasma to heat up and expand. This process leads to a change
in the density profile of the plasma (and also a change in the refractive index) and
subsequently a change in the absorption properties of the light within the plasma. It
is clear from equation 2.10 that the dominating variable is the duration of the pulse
of light, and so a long scale length (L >> λ) is formed with the use of a “long”
(ns) pulse, and a “short” scale length (L << λ) is formed with a short pulse (< ps),
provided the pulse has a sufficiently high contrast, and is not preceded by significant
pre-pulse. As macroscopic plasma motion occurs on ps to ns times-scales, a long pulse
will be able to heat the plasma efficiently via inverse bremsstrahlung processes as it
forms, and expands away from the target establishing a large volume of sub-critical
density material. When an interaction occurs with a sufficiently short, high contrast
pulse, there will be insufficient time for any significant motion of the plasma to occur,
and therefore the laser will interact with an over dense plasma with a steep density
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gradient.
2.4 Long Scalelength Regime
When an interaction occurs in the long time scale regime, the laser light will typi-
cally interact with a large volume of under dense plasma before it reaches the critical
surface. During this, a number of absorption mechanisms can occur including colli-
sional absorption, (also known as inverse bremsstrahlung), and resonant absorption
at or near the critical surface. The laser light can induce an electron-plasma wave
at the critical surface provided that the polarisation of the light is orientated with
the electric field component parallel to the plasma density gradient. These waves
will become damped, often resulting in ”hot” electrons flowing into the over-dense
region with energies that may be substantially greater than the local thermal electron
temperature.
2.4.1 Collisional Absorption
When an electron experiences an electric field due to an optical field in vacuum,
it undergoes a characteristic, sinusoidal oscillatory motion whereby there is no net
energy gain by the electron over the period of one cycle. These oscillating electrons can
however transfer energy to a plasma through collisions with ions. The collisions result
in the coherent motion of the laser driven electrons being converted into randomised
plasma thermal energy, described by a Maxwellian distribution once sufficient time
has passed for multiple collisions to establish local thermodynamic equilibrium (LTE).
The rate of heating can be estimated by assuming that the electrons contribute their
peak energy to the plasma upon every collision. The bulk collisional heating rate can
be written as:
Hrate = neνei
(
1
2
mev
2
osc
)
, (2.23)
where ne is the electron density, νei is the electron-ion collision rate, me is the electron
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mass, and vosc is the electron quiver velocity, vosc = eE0/meω, where E0 and ω are
the peak field amplitude and frequency respectively. As is the case with the non-liner
optics of dielectric materials, the intensity of the laser field can also be sufficient to
change the optical properties of the plasma; the complexity in the absorption process
is partially determined by νei. In general, the collisional frequency is dependent on
the strength, polarisation, and frequency of the driving field.
Due to the rapid hydrodynamic expansion of a laser driven plasma, collisional
absorption will typically take place in an inhomogeneous density profile. As the laser
field propagates through the plasma, it becomes damped, and the plasma correspond-
ingly heats up. This collisional process can be described by Maxwell’s equations and
the plasma’s refractive index. In the case of long pulse laser radiation, where weak
density gradients in the plasma exist, an analytical solution to the wave equation
exists. This is known as the Wentzel, Kramers, Brillouin (WKB) approximation
[20]. The density scaling of the absorption coefficient means that the most efficient
collisional absorption occurs at the critical density. A laser pulse with a shorter
wavelength will generally result in more efficient collisional absorption in the plasma.
Spitzer Collisional Theory
When considering a neutral gas that is in thermal equilibrium, the collisions between
the individual particles are typically of little interest as they will not have a sig-
nificant effect on the overall state. However, to understand a system that is in a
non-equilibrium state, as often is the case for a laser plasma, a more detailed de-
scription is needed. Collisions in plasmas cannot be treated using the “standard”
theory of neutral gases due to the long range electromagnetic forces acting between
the particles. Both large deflections (due to close encounters) and small deflections
(from distant encounters) must be taken into account. A theoretical description of
collisions in plasmas was formulated by Spitzer [24] where the electron-ion collisional
frequency is given by:
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νei =
4
3
(2pi)1/2
neZe
4
m
1/2
e
(kBTe)
−3/2 lnΛ (2.24)
where Z is the ion charge, ne = Zni is the electron density, and Te is the electron
temperature. The term lnΛ is known as the Coulomb logarithm where Λ is the ratio
of the Debye length, and the distance of closest approach, Ze2/mev
2, where v is the
electron velocity. The value of lnΛ is given by [25]:
lnΛ = 24− ln (n1/2e T−1e ) . (2.25)
An important physical factor that can influence the behaviour of a plasma is the
ion to electron mass ratio. Due to the large value of this ratio, the electrons and ions
can undergo quite different dynamics. It is possible that one species will govern a
particular plasma behaviour, with the other having little or no effect at all. The ion-
electron mass ratio will effect the momentum change (scattering) of collisions between
electrons scattering from ions and vice versa. The kinetic energy exchanged in these
collisions will also be determined by this ratio.
When examining the various collisional events, like and unlike particle interactions
will act to randomise the velocity distribution of the particles until they become
Maxwellian. For electron-ion collisions, the electrons will transfer their momentum
to the ions and will thus slow down and cool. The ions will correspondingly heat up,
gaining speed up until the point where the average electron and ion kinetic energies
become comparable.
The time taken for the electron population to settle to a Maxwellian distribution
is known as the electron relaxation time. The corresponding time for ions is much
slower due to their larger masses, and in the case of protons, this will be a factor of
43 slower
(
=
√
mp
me
)
. The relaxation time for a group of particles, interacting with
themselves only, is given by [24]:
τrelax =
0.092x10−11A2 < v >3
Z4 lnΛ n
(2.26)
where A is the particle mass in atomic units, Z is the charge of the particle, < v >
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is the average particle velocity, and n is the particle number density.
Thermodynamic equilibrium in a plasma is achieved through the collisional shar-
ing of momentum and energy, and the thermalisation of the velocity distribution
functions of the electrons and ions. As laser produced plasma are generally not pro-
duced in a state of thermal equilibrium (electron and ion temperatures can differ by
orders of magnitude), a thermodynamic description of the plasma is often inappro-
priate. The collision frequencies vary as T−3/2, and so collisions in very hot plasmas
are often inefficient at exchanging energy. For laser intensities above 1015Wcm−2, the
generated electrons become too energetic to effectively couple their energy into the
plasma ions, and so the effect the inverse-bremsstrahlung mechanism is diminished
2.4.2 Resonance Absorption
Under certain conditions it is possible for the laser to drive an electron-plasma wave
near to the critical surface. For this process to occur, the laser should contain a p-
polarised component within the electric field, and it should be incident on the plasma
at a non-zero angle. A laser field that is p-polarised will result in an electric field
vector that will lie in the plane of incidence, which is defined by the propagation vector
k pointing along the density gradient. This means that resonant absorption cannot
occur with a purely normal incident light beam or with s-polarised light. The path
that the light follows through the under-dense region of the plasma can be described
using Snell’s Law where a it is gradually refracted until it reaches it’s turning point
(where ne = ncr cos
2 θ). A this point the light is reflected out of the plasma (see
Figure 2.1). The efficiency at which resonant absorption occurs is dependent on the
angle of incidence at which the light travels through the plasma. At large angles,
the turning point of the beam lies well away from the critical surface resulting in a
larger component of the electric field being directed up the plasma gradient. With
this scenario, the reflection will occur at a lower density, meaning the generated
evanescent wave at ncrit will be weak. At a more oblique angle, the light approaches
very close to the critical surface; the component of the laser field along the density
gradient at the turning point will be small, due to geometrical considerations. When
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the laser field reaches the critical surface, the oscillating electric field component that
is directed along the density gradient will generate a charge density fluctuation. This
process can be compared with the underlying physics of a forced harmonic oscillator,
whereby the plasma will respond resonantly when the driving field frequency is the
same as the plasma’s resonant frequency. The amplitude of the plasma wave will
increase until it reaches the wave breaking amplitude, at which point the wave will
become heavily damped as a large number of particles will be brought into resonance
with the field. Even with the absence of collisions, the wave energy is converted into
particle kinetic energy, thus damping the field. When the scale length of the plasma
becomes smaller than the quiver amplitude (equation 2.6) for a given laser intensity,
the resonant plasma waves can no longer be sustained at the critical density surface
and the effect of the resonant absorption contribution drops, giving way to absorption
processes governed by short scale length plasmas.
Figure 2.1: The resonant absorption of p-polarised light by a long-scale length plasma. An
electric field that is directed up the plasma density gradient can resonantly drive an electron-
plasma wave at the critical surface.
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2.5 Short Scalelength Regime
Very little plasma expansion will occur when an ultra-short (< 1ps) high contrast
pulse is used to irradiate a solid target, and so the nature of the interaction with the
plasma changes dramatically as a result. As L/λ decreases, the effectiveness of res-
onant absorption also deceases, and so called short scale-length absorption processes
become dominant. These processes depend on a sharp interface between the vacuum
(or sheath) and the over dense plasma, to damp the electrons oscillating in the laser
field. The laser field is damped over the scale of the skin depth of the plasma, which
is determined by its permittivity, and is zero within the over dense-plasma. The skin
depth is given by:
ls =
c
ωpe
(2.27)
2.5.1 Vacuum Heating
As the intensity of the laser increases further, the laser pressure will become greater
than the plasma thermal pressure, and a process known as Vacuum Heating (or Brunel
Heating) will become the dominant absorption process [26]. This plasma heating
effect occurs when p-polarised light interacts with a steep density profile plasma at
an oblique angle. As in the case of resonant heating, the plasma electrons are driven in
an oscillatory motion by the E field, across the critical boundary with an oscillation
amplitude Aosc = eEL/meω
2
L. If the scale length L is smaller than the oscillation
amplitude L < Aosc, then the plasma cannot support the formation of resonant waves
and the electrons are accelerated from the boundary and into the vacuum. As the
direction of the laser electric field reverses, the electrons are slowed down and then
accelerated back towards the plasma. Once the electrons cross the boundary into the
plasma, they can pass into a field free region beyond further influence of the laser
field, and so the energy gained outside the plasma cannot be returned to the laser
field. The plasma, in this way, gains energy from the field. The residual laser light
is reflected at the surface of the critical density (ncrcos
2θ), and electrons penetrate
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into the over-dense plasma with considerable net energy. The absorption efficiency is
proportional to the incident angle and laser intensity, but not with electron thermal
velocity [26]. For laser intensities of ∼ 1018Wcm−2, the electron quiver amplitude
(equation 2.6) will be ∼ 0.1λ. Therefore vacuum heating will be most significant in
plasmas with a scale length of L/λ ≤ 0.1.
2.5.2 J X B Heating
When the laser field reaches relativistic intensities (ILλ
2 > 1018Wcm−2µm2), the
dynamic effects of the magnetic field becomes significant, and J X B heating may also
contribute to the absorption process. The Lorentz force will introduce a longitudinal
oscillation into the electron motion, breaking the symmetry of electrons oscillation
and launching hot electrons into the plasma, in a similar way to that of vacuum
heating. As this force is longitudinal, the electrons will be accelerated in the direction
of laser propagation and can thus be driven with normal incidence laser light. The
transition between vacuum heating and J X B heating can be identified by looking
at the direction of the generated hot electrons [27].
2.6 Bremsstrahlung Continuum Emission
Bremsstrahlung radiation is emitted when an electron is scattered by a Coulomb field,
produced by a nucleus of charge Z (Figure 2.2). The energy of the emitted photon
is determined by the initial energy of the electron, Ei, the charge on the nucleus,
Z, and the impact parameter, b, which can be described as the distance between
the nucleus and the electron trajectory where no physical interaction occurs. As
the impact parameter can have a wide range of values, the emitted bremsstrahlung
spectrum is characterised by a broad continuum that can, theoretically, extend up to
the scattering electron’s initial energy.
For non relativistic electron energies, the differential cross section in the photon
energy for bremsstrahlung emission from an electron collision with a nucleus of charge
Z is given by the Kramer relation [28]:
58
Interaction of High-Intensity Laser Pulses with Matter
Electron, Ei
b
hν
E = E - hν f i
Nucleus, Z
Figure 2.2: Bremsstrahlung radiation generation when an electron with initial energy Ei,
scatters from the Coulomb field from a nucleus with charge Z. The impact parameter b
determines the extent to which the electron is scattered, and the energy of the emitted photon.
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where α is the fine structure constant, m and v are the electron mass and velocity
respectively, and hν is the energy of the emitted photon. This relation is usually
combined with the Maxwellian distribution of electron energies:
f (E) =
2√
pi
√
E
(kT )
3/2
e−
E
kT (2.29)
where E is the kinetic energy of the electron (= 1/2mv2), k is the Boltzmann constant,
and T is the absolute temperature of the electrons (in Kelvin). However, it is usual
to regard the term kT as the electron temperature expressed in eV or keV .
The emissivity density of a plasma is defined as:
J (hν) = hνN (hν) (2.30)
where N (hν) represents the number of photons with an energy hν that is emitted per
unit time, per unit volume, and energy. The emissivity density can then be defined
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in terms of the electron temperature T , and the electron and ion densities Ne and Ni,
using the following relation:
J (hν) = NeNihν
∫ ∞
hν
dσ
d (hν)
ν (E) f (E) dE (2.31)
where the dependence on T is now in the term f(E). By substituting the Kramer
cross section (equation 2.28) and the Maxwellian energy distribution (equation 2.29)
into this relation results in the explicit expression for J(hν) [29, 30, 31]:
J (hν) = NeNi (Z~)2
(
4α√
6m
)3 ( pi
kT
) 1
2
e(
−hν
kT ) (2.32)
In this expression, the photon energy is contained only in the exponential term.
Therefore, if the emissivity density can be determined experimentally as a function
of photon energy, a simple exponential fit can be used to approximate the electron
temperature. It is expected that bremsstrahlung emission from hot plasmas will be
generated from the high-intensity laser interaction with liquid microdroplet, and so
this process will be used to determine electron temperatures spectroscopically.
2.7 Characteristic Line Emission
If an electron, incident onto an atom, has an initial energy that is greater than the K-
shell binding energy EK , then there is a chance that it will ionise the atom by knocking
out an electron from its lowest energy level (1s state). As a consequence of this, the
excited ion will relax through an electronic transition from a higher energy level,
down to the vacant state. This relaxation process is accompanied by the emission
of either a photon, or an Auger electron with a characteristic energy that is equal
to the difference between the electron’s transitional states. For a radiative transition
occurring between the 2p and 1s states, the emitted photon is known as Kα. Table
2.1 list the K-shell binding energies and the Kα,β emission energies for the target
materials used in this thesis [32].
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Table 2.1: K-shell binding energy and emission line energies (keV) for the target materials
used in this thesis
Element Z Binding Energy Kα1 Kα2 Kβ1
C 12 0.284 0.227 N/A N/A
Al 13 1.559 1.48670 1.48627 1.55745
Si 14 1.839 1.73998 1.73938 1.83594
Cu 29 8.979 8.04778 8.02786 8.90529
W 74 69.525 59.31824 57.9817 67.2443
2.8 Previous Laser Microdroplet Interaction Stud-
ies
The interaction of ultra short laser pulses with micron scale droplets has recently
received much attention. These targets exhibit a number of new phenomena result-
ing from a combination of their spherically geometric spatial properties and the size
scales of the micro-plasmas produced when they are irradiated. This type of target
lies within an intermediate regime between continuous solids targets and nanometre
size atomic clusters. Because these droplets are mass limited, physically isolated in
space and at near solid density, high laser absorption and strong laser plasma inter-
actions are expected, where the absorbed energy cannot be immediately lost to the
surroundings through rapid conduction effects. This section aims to highlight some
of the key areas of research carried out in the field of laser microdroplet interactions
to date, which are applicable to the work presented in this thesis. The droplet sizes
under consideration in this work were ∼10 µm in diameter, and so were considered to
exhibit pseudo planar character under laser irradiation, since their dimensions were
much larger than the laser wavelength.
Initial microdroplet investigations were carried out by Rymell et al [33] using 10µm
ethanol droplets as a low-debris source of soft x-rays. The droplets were produced
from a vibrating (1MHz) capillary ink jet, and irradiated by a frequency doubled YAG
laser with pulse a duration of 120 - 140 ps, and ∼ 70 mJ laser energy. A focal spot size
of ∼12 µm was used, generating an intensity of 4x1014 W cm2. Debris measurements,
in the form of ion deposition, were compared with a thin plastic tape target and it
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was found that the deposition rate from the droplet was 200 - 300 time less than the
tape. The size of the droplet target was thought to have been the dominating factor
in the reduced level of debris emission, such that the whole target was able to be fully
vaporised and ionised. Electron temperature measurements indicated that values of
several hundred eV were generated, producing narrow bandwidth carbon and oxygen
ion line emission in the range of 280 - 540 eV.
Detailed measurements of the absorptive and radiative properties of micron scale
liquid droplets were first carried out by Gumbrell et al at Imperial College [7]. These
experiments were conducted using a spray of 1 µm diameter ethanol droplets pro-
duced form a pulsed nozzle system, [12], that were irradiated using 2 ps laser pulses
with intensities ranging from 1014 to 1017 Wcm2. It was observed that a fractional
absorption of ∼50% of the energy from the laser occurred over the range of intensi-
ties used. This was compared to planar fused silica (SiO2) solid targets, that were
irradiated under the same conditions; here the absorption dropped at higher inten-
sities [34]. This drop in absorption was attributed to a reduction in the electron-ion
collisional rate as described in section 2.4.1. The continually high level of absorption
demonstrated by the droplets was thought to be a result of an increase of reso-
nant, non-collisional processes. Larger soft x-ray energy yields were measured from
the microdroplets in comparison to solid targets of similar composition (polyethy-
lene terephthalate (C10H10O2), up to intensities of ∼1016 Wcm2. The inferred higher
electron temperatures from the microdroplets was thought to have been due to the
absence of large amounts of cold matter through which the heat could be conducted.
Experiments were carried out by Donnelly et al using water droplets with diame-
ters of the order of the irradiating wavelength (1µm) [9]. The droplets were irradiated
with 35 fs laser pulses with intensities up to 7x1017 Wcm2. Substantial hard x-ray
generation was observed from the droplets, with energies above 100 keV. The implied
hot electron temperatures from the microdroplets was significantly higher (x2) than
compared with solid targets of similar composition and with the same irradiating
conditions. These results were compared with 2D particle-in-cell simulations, where
it was found that an enhanced region of electric field formed near the droplet sur-
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face in a dipole like pattern at both the front and rear surface of the droplet. The
simulations also suggested that the majority of the hot electrons generated from the
interaction were from Brunel-type heating of the oscillating electrons for both the
droplet and solid targets. However, the enhanced heating of the electrons observed
from the droplet were thought to have originated from the different electron trajecto-
ries that were possible around the droplet surface. As the laser field diffracted around
the droplet, the electrons could undergo numerous surface penetrations of the plasma
sphere at multiple angles angles.
The first detailed measurements of the ion energy distributions produced from
microdroplet target interactions were carried out by Symes et al [10]. A Ti:Sapphire
laser system, operating at 800 nm and delivering 10 mJ, 100 fs pulses was used to
irradiate ∼1 µm diameter ethanol droplets with intensities up to 1016 W cm2. This
was the first set of data obtained by irradiating a single (on average) microdroplet,
rather than from multiple droplet sprays. It was demonstrated that energetic ions
(20 keV) were produced from the interactions, with strong spatial anisotropy. This
was thought to be as a result of sub-wavelength scale laser electric field enhancements
occurring across the surface of the droplet leading to non uniform heating. The ions
from the outer layer ablated in a hot anisotropic explosion that was driven by the
laser pulse; this occurred before any heat transport within the target could smooth
out the internal temperature gradients.
Measurements on the effect of pre-pulse on microdroplet interactions were carried
out by Anand et al [35, 36]. In this experiment, 15µm methanol droplets were sub-
jected to ultra short (100 fs), 800 nm laser pulses with energies of 50 mJ per pulse,
generating intensities up to 8x1015 Wcm2. The hot electrons that were produced
from the droplet plasma resulted in the emission of hard x-rays in the range of 50
- 150 keV, using laser intensities as low 8x1014 Wcm2. A pre-pulse of around 11 ns
ahead of the main pulse was found to strongly influence the formation of the droplet
plasma, and the corresponding x-ray emission. Similar tests were carried out using
solid targets, of similar composition and under the same irradiating conditions, and
no measurable hard x-ray emission was observed. The pre-pulse (∼5% the intensity
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of the main pulse) was concluded to have an important role in the enhancement of
the x-rays emitted from the droplets, and not the solid targets. The droplet was
though to act like a lens, focusing down the low intensity pre-pulse light and gener-
ating nano-scaled hots spots in and around the droplet. This resulted in low levels
of ionisation, and plasma formation on the surface. The difference in the interaction
between the solid targets and the droplets was therefore attributed to a large volume
pre-plasma, close to the critical density, that had formed around the droplet before
the main pulse arrived. The electron density profile of the pre plasma had a scale
length that enabled the laser to be more effectively coupled to the plasma, leading
to a larger rate of collisional absorption. Further work was carried out in this area
[37, 38, 39] which demonstrated that the droplets would absorb up to 70% of the laser
energy with pre-pulse present, but only 20% with out. Electron temperatures for the
15 µm methanol droplet were measured to be in the region of 35 keV, and it was
found that three times higher intensity was required to obtain similar hot electron
temperatures from solid target plasmas with similar composition.
Levitated Micro-Target Interactions
Up until now, no work has been carried out using optically levitated micro-targets in
high intensity laser interaction experiments. However, recent work has begun inves-
tigating the use of electrostatic, or Paul, traps for this type of application by Sokollik
et al [15]. A linear Paul trap confines electrically charged particles within a high
frequency alternating electric field, that acts to suspend the particle in free space.
This type of trap is usually comprised of four rods which are electrically connected
in pairs to their diagonal opposite. These pairs are driven with opposing polarities
and this results in formation of a quadrupole potential. This forms a “saddle” shaped
potential around the axis of symmetry between the rods. Charged particle cannot be
trapped within such a potential, but this can be overcome by applying a time depen-
dant potential onto each rod. The polarity of the potential is alternated with a given
frequency, and this switching motion of the potential creates a constant minimum
between the rods. For a given amplitude and frequency of the trap, a point particle
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(micro-sphere) with a certain charge to mass ratio will be confined in the saddle point
of the potential (along the axis of symmetry of the trap). The trap is aligned parallel
to the Earth’s gravitational field. Glass spheres of several microns in diameter, ini-
tially in powder form, were trapped in the work reported in [15] . A small quantity of
the spheres were placed at the bottom of the trap and a 14 kV voltage was applied to
the rods. This created a gas discharge that charged the initially neutral glass spheres
that were subsequently pushed upwards and then trapped. A single sphere could then
be isolated by lowering the peak to peak amplitude of the AC voltage to ∼4 kV.
The trap was able to isolate single spheres with diameters down to 8 µm. The
micro sphere’s were irradiated with a Ti:Sapphire laser system with a pulse duration
of 45 fs and 1.2 J per pulse (3x1019 Wcm2). The probability of the laser interacting
with the trapped sphere (10 µm) for each shot was quoted at 22%, suggesting either
an undamped component of the particle oscillation, or a beam pointing instability
in the high-intensity laser. The results showed relatively low energy protons were
emitted from the sphere. This emission was attributed to the limited size of the
sphere allowing electrons, that were generated at the front of the target, to reach the
to the rear of the target. These low energy electrons were trapped by the space charge
at the surface, but could diffuse laterally around the sphere. During this motion, the
electrons heated the surface of the sphere and formed a coronal plasma. This created
a density gradient at the rear of the sphere that acted to decrease the acceleration
field, limiting the achievable proton energies. Thus, for effective ion emission from
these mass limited targets, it was concluded that an ultra high contrast of the laser
pulse was required to overcome this limitation. Further work was carried out by
Paasch-Colbergh et al [16] using the same trapping system. The results showed
that the micro spheres produced modulated, quasi-mono energetic proton and heavy
ion emission. Again, it was found that the spherical geometry of the target had a
significant effect on the proton acceleration field dynamics’; this was not observed
using flat foil targets.
These studies were primarily based around ion emission and acceleration and
employed a fundamentally different trapping mechanism and geometry to the one
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described in this thesis. The electrostatically levitated targets held within a Paul
Trap, have a greatly restricted range of accessible viewing angles due to the presence
of the surrounding electrodes. Diagnostic access and the ability to use a trapped
particle as a source for imaging applications is consequently inhibited. The trapped
particles must also be charged in these electrostatic systems and a relatively sophis-
ticated optical cooling and feedback control system is required for good localisation
of the particle. The partilce must also be a solid rather than a liquid as electrostatic
forces can otherwise cause a charged droplet to beak up. For a single, electrically iso-
lated and electrically conducting liquid droplet that exists in vacuum, the maximum
possible charge that the droplet may hold is given by the Rayleigh Limit [40]. The
charge on the liquid droplet will exist on it’s surface due to the Coulomb interaction,
with the force due to the fluids surface tension maintaining its spherical shape as
long as this force is greater than the Coulomb force. If the droplet were to reduce
in size (evaporate), and the charge remain constant, the Coulomb force would start
to become comparable to the surface tension force. For the continued reduction in
the droplets size, a point would be reach where the two forces would become equal.
This is known as the Rayleigh radius (limit). If the droplet size decrease to below
this limit, the Coulomb force would dominate resulting in large surface instabilities
to form, and eventually cause the droplet to break up. The Rayleigh radius can be
expressed as [41]:
RRayleigh =
(
Q2
64pi0γ
) 1
3
(2.33)
where Q is the charge on the sphere, 0 is the permittivity of free space, and γ is the
surface tension coefficient. Alternatively, one can express the maximum charge that
a sphere of an given radius, r, can hold by:
QRayleigh = 8pi
(
0γr
3
)
(2.34)
Rayleigh instabilities have been observed with liquid droplets held within a Paul
trap, in air, by Fong et al [42]. In this experiment, single charged droplets of ethylene
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glycol (20 µm) were tested. This type of fluid was used due to it’s low vapour
pressure, and a significant reduction in the droplet’s size (due to evaporation) could
be observed over a period of 10 - 100 s. As the droplet evaporated, it’s charge to
mass ratio increased and the holding voltage of the trap had to be decreased in
order to maintain the trapping position. At the critical Rayleigh radius, the onset of
instabilities within the droplet was indicated via the ejection of a fine stream of highly
charged, smaller droplets. This resulted in a sudden decrease of the main droplet’s
charge to mass ratio, which would cause the droplet’s position to fall quickly.
The results obtained from both Anand et al and Sokollik et al have shown that
microdroplet/sphere targets are highly sensitive to laser pre-pulse, but for conflicting
reasons with regards to efficient x-ray (large pre-pulse) and ion emission (low pre-
pulse) applications. The proof of principle application studies reported in this thesis
focused on the x-ray emission characteristics of a laser microdroplet interaction, and
so the level of pre-pulse of the laser should be a dominant factor.
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Chapter 3
Optical Levitation
The field of optical trapping and the manipulation of small neutral particles using
photon momentum transfer was pioneered by Arthur Ashkin in late 1969. His initial
research was based on whether it was possible to observe significant motion of small
objects using the forces of radiation pressure generated from a laser.
It was known that the energy of a single photon was given by Eph = hν, and
although a photon has no mass it can be associated with an effective rest mass, eeff .
Using Einstein’s equivalence between mass and energy, the energy of a photon can be
expressed as:
Eph = meffc
2 (3.1)
and as the momentum of a particle is it’s mass multiplied it’s velocity, it can be seen
for a photon that:
meffc = hν/c (3.2)
A thought experiment was carried out by Ashkin which first considered an instance
where an incoherent beam of light interacted with a macroscopic, 100% reflecting
mirror (Figure 3.1 (a)). If the beam had a power, P , then there would be P/hν
photons per second present in the beam. If the beam hit the mirror at normal
incidence and was reflected back on itself, each photon would transfer a momentum
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of 2hν/c to the mirror by the conservation of momentum. The total force, Frad that
each photon imparted onto the mirror would be the total momentum transferred
multiplied by the number of photons per second giving:
Frad =
(
2hν
c
)(
P
hν
)
=
2P
c
(3.3)
Using a beam power of 1 W , this gave a value of Frad = 3.0x10
−8 N, which is negligible
when applied to a macroscopic mirror.
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Figure 3.1: Radiation pressure force Frad of a light beam of power P on a 100% reflecting
mirror M (a). Estimate of the radiation pressure acceleration of a focused laser beam on a
1 µm diameter sphere (b).
Ashkin’s next consideration was the scenario where a laser beam was focused down
onto the surface of a 100% reflecting, micron sized sphere (Figure 3.1 (b)). The focal
spot size of the laser was assumed to be of the order the sphere. Again, using a beam
power of 1 W , the full force of 3.0x10−8 N was applied to the particle, which had a
mass of ∼10−12 g, assuming the sphere had a density of ∼1g/cm3. This produced an
acceleration A = Frad/m = ∼106g, where g is the acceleration due to gravity. This
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result was an extremely large value; even with a particle with a reflectivity as low as
∼10%, the result warranted further investigation.
3.1 First Observation of Radiation Pressure from
a Laser
An initial set of experiments were carried by out by Ashkin using a dilute suspension
of 2.5 µm diameter latex spheres in water, placed in a glass cell made up of microscope
slides. When a laser with a power of a few hundred mW was focused into the cell, it
was observed that the spheres moved along in the same direction as the propagation
of the laser. The spheres moved with a velocity given by Stoke’s Law, accounting
for the fluid viscosity and using the force values calculated previously. The particle
motion was imaged using low power microscope objectives at viewing angles parallel
and perpendicular to the beam axis.
On closer examination of the findings, it was observed that when a sphere drifted
near to the edge of the beam, it was drawn into the beam axis whilst continuing to
move in the direction the the beam propagation. If the laser was switched off, the
spheres would drift randomly until the beam was turned on again, at which point
the spheres would be pulled back into the beam axis. These observations suggested
that there was a transverse force acting on the spheres as well as the expected axial
force. In order to explain this result, the light forces acting on the spheres had to be
examined more closely.
The first situation considered was that of a sphere, which was larger than the
wavelength of light, and was illuminated by a plane wave (Figure 3.2 (a)). A pair
of rays “a” and “b” were considered to be located symmetrically about the centre
of the sphere. Ray a was refracted by the sphere, and ignoring any minor surface
reflections, emerged from the sphere at the same angle as it entered. The laws of
conservation of momentum determined that this gave rise to a force Fa that was in
the same direction as the change in momentum. The same considerations was applied
71
Optical Levitation
to ray b, and produced a symmetric force Fb. By taking the vector sum of Fa and
Fb, and any other pairs of similar rays, a net force was applied to the sphere in the
direction of the incident light Fscat.
If the sphere was placed off axis in the near field of a weakly focused Gaussian
beam (Figure 3.2 (b)), it was expected that Fa would be greater than Fb due to more
light being incident on the “a” side of the sphere. When the vector components for
all pairs were summed, there would be an additional net transverse force generated
in the direction of the most intense region of the beam, Fgrad. This simple ray optic
description of the forces generated on a transparent sphere explained all previously
observed phenomenon applied to particles with a refractive index larger than that of
the surrounding medium.
For the case of a low index particle in a high index medium (Figure 3.2 (c)),
the refraction of the light rays at the interface of the sphere would be reversed.
The transverse force components would also reverse, and the direction of the net
gradient force would now be directed away from the most intense region of the beam,
suggesting that more complex non-Gaussian geometry would be required for trapping
of reflective objects such as metallic spheres.
3.2 The First Three-Dimensional Optical Trap
In 1970, the first 3D optical trap was developed by Arthur Ashkin [43]. Two counter
propagating Gaussian spatial mode laser beams were weakly focused into a water
cell containing a suspension of micron sized latex spheres (Figure 3.3). The position
of the two focal points, F1 and F2 were located symmetrically about the point E.
Accordingly, any sphere located at point E was said to be in stable equilibrium. The
gradient forces generated from both beams acted to push the sphere in to the beam
axis. If the sphere moved to point E ′, a resorting force was generated, which pushed
the sphere back to the equilibrium position; the axial force from beam #2 was larger
than beam #1. In a similar way, a radial displacement to position E ′′ (exaggerated)
resulted in a restoring force, as the gradient force components of beams #1 and #2
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Figure 3.2: Simplified ray optics diagrams of the scattering and gradient components of the
radiation pressure force on a high index transparent particle with a diameter that was large
in comparison to the laser wavelength. (a) The scatting force Fscat in the direction of an
incident plane wave beam. (b) the transverse gradient force component Fgrad for a particle
located off-axis in the near field of a weakly focused Gaussian beam. (c) Ray optics picture
showing the directions of the scatter and gradient forces for a low index particle located
off-axis in the near field of a weakly focused Gaussian beam.
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were directed radially inward. The optical powers of the two beam ranged from 50 -
130 mW
Beam #1 Beam #2Water Cell
Microscope
E
E
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''
F F1 2
Figure 3.3: A simplified schematic of the first 3D optical trap which consisted of two counter
propagating Gaussian laser beams. The displacement of a particle to position E′ and E′′
resulted in a resorting force, that pushed the particle back into the position of equilibrium
E.
It became apparent that it was possible, with only a slight generalisation of the
concept of the scattering and gradient force components acting on an entire particle,
to consider the forces exerted by each individual ray on the particle. By taking the
vector sum of the contributions of all the incident rays, it was possible to calculate
the net force, using more complicated beam and particle geometries [44, 45, 46].
An important consideration that needed to be addressed was the effect of damping
of the particle motion. In the experiment described above, the particle motion will
have been heavily damped by the viscosity η of the surrounding liquid medium. When
such damping was present, and in the absence of any external forces, the only motion
possible for the particle was via Brownian diffusion. However, should an external
force have been applied, such as the radiation pressure from a laser beam, the droplet
will have responded to the light force according to Stoke’s Law. The particle will
therefore have moved with a velocity given by [47]:
v =
Frad
6piηr
(3.4)
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where r is the radius of the particle and η is the viscosity of the surrounding medium.
If the laser field changed or became zero, the particle would follow the driving force
vector F with no over shoot. It was concluded that in the experiment described
above, the sphere was only captured and held for a prolonged period because of the
heavy damping effect of the surrounding medium.
3.3 Levitation in Air
Research was continued by Ashkin to determine if it was possible to trap neutral
dielectric spheres in a medium less viscous than water, such as air [48]. A new
trapping arrangement was developed whereby a vertical, mildly converging Gaussian
beam was focused just above a glass sphere (n=1.65) sitting on a transparent glass
plate (Figure 3.4). It was expected that as the power of the laser was increased, the
sphere would rise into the air, and thus into the trapping beam focus. Due to the
action of the scattering and gradient force components, the sphere would come to rest
at an equilibrium point E, just above the focus, where the upward scatter force was
balanced by the downward gravitational force. The sphere should have been stable
in the vertical direction as an increased scatter force was be imparted onto the sphere
should it have fallen below the point E. Above this point, the scatter force would
decrease due to the reduction in the intensity of the beam, and the sphere would
experience a restoring force due to gravity. Therefore, any vertical motion about the
equilibrium point would have given rise to a restoring force. The transverse stability
was established by the inward gradient force pushing the sphere into the most intense
region of the beam. These orthogonal restoring forces formed the basis of the 3D
trap.
The trapping region was enclosed in a glass box to minimise air currents that
could knock the sphere out of the trap, with glass spheres (15 - 20 µm) sprinkled at
random on the base plate. A microscope objective was used to position a single sphere
in the beam path, by moving the laser. It was found that even if the vertical force
applied to the sphere was many times mg, the particle would not rise into the beam.
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Figure 3.4: A simplified schematic of the first optical levitation trap in air. The lower glass
plate was vibrated by a piezoelectric to agitate the glass spheres. This vibration was enough
to overcome the electrostatic Van der Waals’ force holding the spheres to the plate. A sphere
would then be lifted by a weakly focused Gaussian lase beam, into the equilibrium trapping
region E.
This was attributed to the relatively large van deer Waals’ force acting on the spheres
which caused them to stick to the plate. In order to break these bonds, a piezoelectric
cylinder was attached to the base plate and was used to vibrate the spheres free from
the surface. An audio oscillator was tuned to find the mechanical resonance required
to shake the spheres off the base plate. Once a sphere was launched, it would rise to
the equilibrium position in the laser focus, where it would remain. Optical powers of
∼250 mW were required for trapping to occur, using 514 nm laser light, and a 5 cm
focal length loupe lens. The position of the sphere could be manipulated by simply
moving the lens, thus demonstrating one of the most powerful capabilities of optical
trapping, the ability to select and/or move individual particles in space without any
form of mechanical contact.
It was estimated that the horizontal restoring forces experience by the particle
were much larger than the horizontal restoring forces of the equilibrium point within
the trap. This was observed by illuminating a trapped sphere with a horizontal
76
Optical Levitation
beam, and viewing the enlarged image of the sphere with a microscope objective. A
horizontal motion of the trapped sphere was observed as the power of the horizontal
beam was increased (up to ∼125 mW). From this, a transverse acceleration of ∼1
2
g
was measured for the vertical trapping beam. The much weaker vertical stability
manifested itself in the larger vertical positional variation of the sphere, as a result of
power fluctuations in the trapping beam. An interesting result from this experiment
was that the horizontal probe (∼40 mW) beam could be used to stabilise the sphere
vertically, by using the transverse force generated from the beam to suppress the
effect of the power fluctuations from the main trapping beam. It was concluded that
the scattering, axial force, was proportional to the optical intensity of the beam, and
that the gradient force was proportional to the gradient of the intensity of the beam.
When the power of the laser in the optical trap was increased, the vertical force
experienced by the sphere always remained equal to mg. The sphere would simply
rise in the levitating beam, to a less well focused part of the beam waist, until a new
equilibrium point was reached and where the scattering force was balanced by gravity.
However, as a result of this, the transverse force became weaker as the particle moved
up in the beam as the new equilibrium point’s location was in a more divergent part
of the beam and thus caused a decrease in the transverse intensity gradient.
3.3.1 Levitation with TEM01 Mode Beams
The trap designs discussed so far were only applicable to non-reflective particles where
the photons could be refracted through them, and consequently giving rise to trapping
forces. The next issue to be addressed was whether or not a perfectly reflecting
particle could be trapped. One such particle was a metallic sphere. Ashkin found
that when such a sphere was placed in a TEM00 beam, the forces arising from the
photons reflecting from it’s surface acted to push the sphere out of the beam (Figure
3.5 (a)). By looking at the scattering of rays “a” and “b” that interacted with the
sphere symmetrically about it’s centre, it could be seen that the force Fa was greater
then Fb. As with the previous model, this was due to ray a coming from a more
intense region of the beam, and so a lager momentum force would be generated.
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Figure 3.5: Forces generated on a reflecting metallic sphere in a TEM00 mode Gaussian
beam (a). As the photons are reflected at the sphere surface (and not refracted), the sphere
will be pushed out of intense region of the beam and will not be trapped. Forces generated
from a light ray passing through a thin-walled dielectric sphere. The sphere can only be
levitated using a TEM01 mode beam a the point were the scattering and gravitational force
balance.
It was discovered that there was a unique type of low loss dielectric particle which
behaved like a metallic sphere when placed in a TEM00 mode beam. These parti-
cle were thin-walled hollow glass spheres, or micrballoons. It was demonstrated by
Askhin et al that these types of sphere could be levitated, in stable manner, using
a TEM01 mode beam [49]. Figure 3.5 (b) shows how a typical ray of light would
pass through a (∼45 µm) hollow sphere. As the wall of the sphere was very thin (∼1
µm) only a very small amount of refraction occurred. The scattering is dominated
by the inner and outer wall surface reflections. As the external reflections were al-
ways larger than the internal reflections, this produced the same net behaviour as a
metallic sphere, moving it away from the region of high intensity. By using a TEM01
mode beam, symmetrical forces could be generated on either side of the sphere, and
formed a stable trapping region in the centre of the beam. For this experiment a
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488 nm beam was used, with an optical power of ∼1.2 W required to trap a 45 µm
hollow sphere that was launched into the trap in the same way as in the previous
experiment [48]. It was found that the power required to trap a hollow sphere was ∼3
times greater than the power needed to trap solid spheres of a smaller (25 µm) size.
Detailed research has been carried out into fabrication methods for these types of
microspheres as targets for use in laser fusion applications when filled with deuterium
gas [50]. However, current generation mm scale fusion targets (e.g. on the NIF) are
well outside the size range that can be optically levitated.
Further characterisation work was carried out by Ashkin and co-workers to im-
prove trapping stability using solid spheres. It was found that by a using shorter
focal length focusing lens (0.5 cm), the vertical gradient of the light intensity would
increase. Measurements suggested that for an increase in the focusing angle of the
lens of ∼10 times, the stability of the vertical motion of the sphere improved by ∼10
times. Another consequence of using a shorter focal length lens was the formation
of an additional, lower trapping region located below the focal spot of the trapping
beam. The additional trapping region was a consequence of a smaller focal spot size
in relation to the trapped sphere. As previously stated, the condition for vertical
stability was dependant on the vertical force experienced by the trapped sphere in-
creasing as it is was displaced down towards the focus. If the focal spot was larger
than the sphere, then the vertical force experience by the particle would be at it’s
greatest at the focus where the intensity of the beam was also at it’s greatest; the
force decreased above and below this point. In this instance, only one stable trapping
region was formed, above the focus. If the focal spot was smaller than the trapped
sphere, then the vertical force would be at a local minimum at the focus. At the
focal point, the beam would be concentrated at the central axis of the sphere, and
the forces generated would be predominately from surface reflections at near normal
incidence. Above and below the focus, the beam would spread transversely across the
particle, surface refraction and reflection would increase, resulting in a larger force.
An equilibrium point formed where these forces reached a maximum value, that would
diminish above and below this region. It was found that trapped particle could be
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made to jump between these bi-stable trapping regions by moving a wand through
the beam, and by decreasing or increasing the power of the beam.
3.3.2 Levitation of Liquid Droplets
Ashkin’s trapping work progressed from using solid spheres, to liquid microdroplets
[51]. A cloud of liquid droplets produced from an atomising nozzle was sprayed into a
plastic vessel, which then settled under gravity. Some of the droplets fell thorough a
small orifice at the bottom of the plastic vessel that led into a levitating chamber, and
directly into the levitating beam. The droplets that were in the correct size range (for
the trapping laser power) were readily trapped by the beam. It was discovered that
multiple droplets could be trapped simultaneously, with the larger droplets trapping
closer to the laser focus. It was concluded that these lower droplets would create
ring shaped interference patterns above, into which the next largest partilce would
settle at the local intensity maximum. The beam would be further distorted and
other particles would be trapped in higher equilibrium positions. As as result, any
movement in the particles would be coupled together.
Various liquid droplets were tested in the trap. Droplets of pure water between 10
and 30 µm in diameter were trapped but were only held for ∼30 s before evaporating.
Droplets with lower vapour pressures were then tested, including silicone oil and water
glycerol mixtures ranging from ten parts water to one part glycerol, to pure glycerol.
A 12 µm droplet of pure glycerol was found to evaporate down to ∼1 µm over a period
of 3 hours. The power of the trapping beam (Argon ion laser at 514 nm) was reduced
from 40 to 0.2 mW to prevent the droplet from rising too high in the beam and
falling out. This demonstrated how little power was required to maintain trapping
of droplets of this size and composition. A 35 µm droplet of pure glycerol required
∼400 mW of power to trap. The silicon oil droplets remained trapped indefinably
due to their extremely low vapour pressure and high boiling point. Most importantly
however, it was found that the silicon oil had a very low optical loss ( at λ=514 nm),
and so very little heating of the droplet occurred and this prolonged trapping times.
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3.4 Radiometric Forces
Although radiation pressure plays a dominant role in optical trapping, there is an-
other important force associated with this process, the radiometric, or thermal, force.
This force arises from the interaction of a hot surface with the surrounding medium,
such as air or water. These types of forces were investigated, both theoretically and
experimentally, from the turn of the 20th century up to the 1920s [52]. The effect
of radiometric forces figured prominently in Crookes’ attempts to measure radiation
pressure, that resulted in the discovery of the Crookes’ Radiometer. This device had
four vanes, each with a black and silver coating on either side, that were attached to
a freely rotating mount. When exposed to a light source, the vanes were observed
to rotate in the opposite direction to that which was expected. The reason for this
unexpected result was large radiometric forces pushing on the black side of each vane.
This force was orders of magnitude greater than the radiation pressure force gener-
ated on the silver side. It was E. F. Nichols and G. F. Hull [53] who were successful
in minimising the effect of the radiometric forces on the vanes, by carrying out the
same experiment using lower ambient gas pressure. It was only then that the actual
effects of radiation pressure could be observed.
Developments in the theory of radiometric forces acting on small micron scale par-
ticles were carried out, where the thermal effects were characterised into two groups,
thermophoresis and photophoresis [52]. The effect of thermophoresis occurs when
small particles move under the influence of steady state thermal gradients in the sur-
rounding medium. Photophoresis generates forces that arise from optically induced
temperature gradients within an absorbing particle that is located in a gaseous sur-
rounding medium [54]. It is this force that is of most immediate interest with regards
to optically levitated particles. Photophoresis can be distinguished as either positive
or negative photophoresis, depending on whether the generated thermal force is in
the same direction as the incident light, or in the opposite direction. The direction
of the force is determined by the optical absorption coefficient of the particle. In the
case of a highly absorbing particle, the front face will be heated much more than
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the rear face, and the resulting force will be positive (Figure 3.6 (a)). For partially
absorbing particles, little absorption will occur at the front surface of the particle;
the light rays will refract through the particle and focus onto the back surface. This
giving rise to a backwards, negative, force (Figure 3.6 (b)).
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Figure 3.6: Positive photophoresis with a highly absorbing particle (a). Negative photophore-
sis with a partially absorbing particle. Radiometric effect on a particles in a Gaussian
TEM00 mode beam, that can give rise to destabilising forces (c).
The effect of photophoresis on a levitated particle is opposite to that of the scattering
and gradient force created by radiation pressure (Figure 3.6 (c)). A partially absorb-
ing particle will sit slightly off axis in a TEM00 mode beam, and at a slightly lower
position than a completely lossless particle. Levitation is not possible in a TEM00
mode laser, for highly absorbing particles as the radiometric forces will dominate
over the radiation pressure forces, and the particle will be pushed out of the trap.
However, it is possible to levitate such particles using a TEM01 mode beam, as this
types of levitation is analogues to the levitation of reflecting metal spheres and hollow
dielectric spheres.
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3.5 Levitation in Vacuum
The first measurements of radiometric forces acting on optically levitated particles
were carried out by Ashkin et al [55], and this was also the first time particles were
levitated under vacuum conditions. The levitated particles were situated in a small
vacuum cell that was evacuated by the use of an adjustable needle valve. It was
observed that as the pressure of the vacuum cell was slowly reduced, the particle
would gradually descend into the levitating beam, eventually becoming unstable and
falling out of the trap at pressures between 1 - 10 Torr, depending on the size of the
particle [48]. This behaviour was suggestive of the particle (glass) partially absorbing
the incident laser light, and forces due to negative photophoresis slowly building
up and pushing the particle downwards. It was then demonstrated that a particle
could continue to be trapped for a prolonged period at pressures down to ∼10−6 Torr
with the use of very low loss materials, such as silicon oil and fused quartz. Figure
3.7 is taken directly from Ref [55] and shows the calculated dependence on pressure
of the radiation pressure F rad, the radiometric force F T , the thermal conductivity
of the surrounding medium Λ, the viscosity of the surrounding medium η, and the
temperature of 20 µm particles with an optical absorption loss α of ∼5x10−4 cm−1 and
∼2x10−2 cm−1. The 20 µm particle was trapped using a 514 nm beam with ∼ 150 mW
of optical power. The plots show that the radiometric force reached it’s maximum
value at p0, the pressure at which the mean free path of the surrounding gas was
equal to the particle size (Figure 3.7 (a)). This is known as the radiometric barrier.
For low loss particles (α of ∼5x10−4 cm−1) the radiometric force were much smaller
than the radiation pressure force, and so it was possible to pump down through the
barrier with no difficulty.
As the thermal conductivity Λ of the gas was constant down to p0 (Figure 3.7
(b)), it was expected that the average temperature of the particle would be held at a
constant value (∼200) until p0 was reached. At pressures below this value, Λ would fall
in the same way as p and the particle temperature was expected to rise linearly as 1/p.
Figure 3.7 (c) shows this behaviour, with TGC indicating the cooling of the particle
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Figure 3.7: [Taken from Ref [55]]Plot (a) shows the dependence of the radiation pressure
force F rad, and the radiometric force F T on the pressure of the surrounding gas, for a 20 µm
particle. F aT applies to α ∼2x10−2 cm−1, and F bT applies to α ∼5x10−4 cm−1. (b) shows
the thermal conductivity Λ and viscosity η of the surrounding gas as a function of pressure.
(c) gives the particle temperature as a function of pressure, for the case of α ∼5x10−4 cm−1.
TGC represents gas cooling only, and TRC represents gas cooling and radiation cooling.
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via conduction mechanisms with the surrounding gas. The plot was extrapolated to a
temperature of ∼2.7x105 0C at a pressure of 10−6 Torr. This was clearly un-physical
as the silicon oil used in this experiment becomes highly volatile at ∼3000C. Thus,
it was concluded that as the temperature of the oil rose to ∼60 0C, where p was
∼10−2 Torr, radiation cooling became the dominant process (proportional to T4),
and maintained the particle temperature down to low vacuum. This defined the point
where the high vacuum region was reached.
The data in Figure 3.7 suggested that at pressures of approximatively 10−6 Torr,
the radiometric force, viscosity and thermal conductivity of the surrounding gas
should all be essentially zero. This condition is equivalent to total vacuum envi-
ronments. It was demonstrated that if the gas was pumped out of the vacuum cell
at a low enough rate, and if the amplitude of the laser power was stable enough, the
particle would not experience any significant oscillations and would therefore remain
trapped for long periods of time (∼30 minutes). This was observed using silicon oil
droplets and fused quartz spheres with low optical loss values of α ∼5x10−4 cm−1.
The particles could be manipulated while under vacuum conditions, even when
damping from the surrounding medium was essentially zero, provided that the par-
ticle was moved very slowly, i.e adiabatically. Measurements demonstrated that the
adiabatic motion needed to be slow in comparison to the oscillation period of the
particle in the trap, ∼1/20 s.
The radiometric forces acting on a partilce under vacuum will have a significant
impact on it’s long term stability, and therefore it’s suitability for use in high-intensity
laser interaction experiments. The effect of the radiometric forces acting on a trapped
∼10 µm silicon oil droplet under atmospheric and vacuum conditions is described in
sections 4.4.4 and 5.1.6.
3.6 Single-Beam Gradient Force Optical Trap
In 1986, Ashkin et al reported the first experimental observation of a single-beam
gradient force radiation pressure particle trap [56]. Particle sizes ranging from 10 µm
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down to ∼ 25 nm could be trapped in a water solution. A spatially filtered argon
laser (514 nm) was used in conjunction with a high numerical aperture (1.25) water-
immersion microscope objective, which produced a strongly convergent beam into a
water filled glass cell, which formed the basis of the trapping system. Approximately
100 mW of optical power was required to trap a 10 µm glass sphere, with considerably
higher power required to trap smaller spheres (∼1.4 W for a 26 nm sphere).
This type of trap demonstrated the existence of negative radiation pressure (or a
force component in the opposite direction to the trapping beam propagation direction)
which is due to a significantly large axial intensity gradient. It also distinguished itself
from other trap designs as being an all optical, three dimensional trap. A single,
high numerical aperture lens was used to focus down the beam which resulted in an
axial gradient force that dominated the axial stability. In previous trapping systems,
the axial stability relied on balancing the scattering force with gravity, and if the
gravitational force was removed, or reversed, the particle would be driven out of the
trap.
The origin the negative radiation pressure force in a single-beam gradient force
trap can be demonstrated graphically using particles in the Mie size regime. The
scattering of light from the particles, and the subsequent momentum transfer can be
described using simple rays optics. Figure 3.8 shows the scattering of a pair of highly
focused light rays (a and b) upon a lossless dielectric sphere (d >> λ). By ignoring any
minor surface reflections that occurred, most of the rays refracted through the particle
(a′, b′) which resulted in the forces F a and F b acting in the direction of the change in
momentum. Due to the nature of the Gaussian beam, the intensity of a would be the
same as b, and therefore F a would be equal to F b. For a glass sphere in water, the
effective refractive index m was calculated as the ratio of the refracted index of the
particle and the refractive index of the surrounding medium. In this case, m ∼ 1.2,
and so the sphere acted like a weak positive lens. By considering the direction of the
resulting forces experienced by the particle due to the refraction of the rays in the
weak lens regime, a significant backward trapping force component was shown to be
present in the direction of the beam focus, where the radial and axial forces balancing
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to form an equilibrium trapping position (Figure 3.8 (a)). When the sphere sits below
the position of the focus (Figure 3.8 (b)), it experienced an unbalanced axial force
and was moved into the equilibrium position just above the focus. If the sphere sat
slightly off axis to the beam, one side of the sphere experienced a larger restoring force
in the direction of the intensity gradient, and also a smaller force component in the
direction of the laser beam (Figure 3.8 (c)). The resultant action pushed the sphere
into the beam and slight above the focus, at the equilibrium position. The trapped
particles were held with greater forces, making them more robust when operating
under low pressure conditions, and much smaller particle sizes (sub-micron) could be
stably trapped. The operation in air of the single-beam gradient force optical trap
was later demonstrated using 5 µm glass spheres [57].
The techniques discussed above demonstrate that a mass-limited, and physically
unsupported object can be held in free space under vacuum conditions. These trapped
objects can vary dramatically in both size and composition, and can be moved without
any direct physical contact. More importantly, as opposed to gas and liquid spray
sources of microdroplets, individual particles can be positioned with a high level of
stability and precision at (relatively) any point on space, for sustained periods of
time. This presents an ideal target source for use in low repetition rate, high power
laser interaction studies where the set up costs of a single shot can be significant. The
trapping system developed in this thesis was based on a levitation style trap due to
the relatively low NA focussing lens used for the final optic, as described in section
4.3.
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Figure 3.8: Ray optics description of a single-beam gradient force trap. A spherical Mie
particle trapped in a highly convergent beam of light generating a net backwards trapping
force component (a). An equilibrium position is formed just above the focus. This trap
design does not require a gravitational force to balance the axial force. The forces experience
by the particle when positioned beneath the focus (b). The forces experienced by the particle
when positioned just off-axis of the beam (c). Any movement of the particle away from the
equilibrium position will generate a restoring force pushing the sphere back to this position.
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Chapter 4
Instrumentation and Experimental
Methods
4.1 Microdroplet Fabrication
Ultrasonic atomisation is a process which converts a fluid into an aerosol through the
use of high frequency sound waves. This is normally achieved by placing a mechani-
cal oscillator at the bottom of a vessel containing the fluid, which is then driven at a
given frequency ω. This forms a pressure wave which propagates up through the fluid
producing an oscillating wave at the surface. If the amplitude of these oscillations
is above a critical value, a Faraday instability [58] will occur at the surface, and a
standing wave will form on the surface of the fluid. Figure 4.1 gives a graphical repre-
sentation of a Faraday instability produced on the surface of a fluid by an oscillating
plate. During the time it takes for the surface oscillation to undergo one cycle of
motion, the driving oscillator will have gone through two cycles, indicating that the
frequency of the surface wave ωwave is half of that of the driving frequency ω [58].
ωwave =
1
2
ω (4.1)
As the amplitude of the driving acceleration increases, so to does amplitude of the
surface waves. Eventually, the oscillation will become so large that the restoring
90
Instrumentation and Experimental Methods
(a) (b)
(c) (d)
Figure 4.1: Faraday surface waves produced in a fluid by an oscillating plate. The effect
of an applied acceleration caused by the oscillating plate is represented by the small arrows
at the bottom of each image. The larger red arrows indicate the local flow velocity of the
fluid. (a) The plate accelerates upward, towards the fluid surface, which flattens out the
wave crest. (b) The plate accelerates downward, away from the fluid surface, allowing the
fluid to flow into two new wave crests. (c) The plate accelerates upward again, flattening
out these newly formed crests. (d) The plate accelerates downwards, causing the fluid to
flow back into the original wave crest. Therefore, two plate oscillations corresponds to one
fluid surface oscillation.
effects of the fluid (surface tension) will no longer be able to suppress the formation
of the wave crests, and so a fluid element will break off under its own inertia. A droplet
will then form from the fluid element ejected from the surface, and this droplet will
have a diameter, d, whose size will be of the order of the surface wavelength λ [59].
d = cλ (4.2)
Here, c is known as the diameter to wavelength ratio, and experimental results have
shown that this has a value of ≈0.34 [60, 61]. From the above equation, it can
be seen that the droplet size can be predicted by determining the wavelength of the
surface waves for a given drive frequency. However, the drive frequency is not the only
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important parameter in the generation of surface waves; the physical properties of the
fluid itself also play a role. In general, the density ρ, surface tension σ and viscosity
η all have some effect on the dispersion of the sound waves in the fluid, relating the
frequency of the surface waves to it’s wavelength. Typically, this situation is evaluated
using the kinematic viscosity, ν given by,
ν =
η
ρ
(4.3)
It has been shown that the relationship between the droplet diameter and these fluid
physical properties can be broken down into two specific phase-space regimes, known
as the inviscid (low driving frequency, surface tension dominated) regime, and the
viscous (high driving frequency, viscosity dominated) regime [62].
4.1.1 Droplet Diameter Scaling laws
Scaling laws can be used to determine how a fluid’s properties (ρ, σ, η), and the
frequency at which it is driven (ω), are related to the diameter (d) of the droplet
that forms at the surface. When low oscillation frequencies are used to drive non-zero
viscosity fluids, it has been found that the effect of the viscosity on the dispersion
relation becomes so small that it can be disregarded [63]. This condition is satisfied
when,
ω <<
σ2
ν3ρ3
(4.4)
and the system is said to be in the inviscid regime. The dispersion relation for an
incompressible fluid in the inviscid regime, with infinite depth periodic waves, can be
determined analytically, and is given by [64]:
ω2wave =
(
gk +
σ
ρ
k3
)
(4.5)
where g is the acceleration due to gravity and k (2pi/λ) is the wave number of the
surface waves. For high driving frequencies, large wave numbers will be produced,
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and as a result, small wavelengths. For wavelengths that satisfy this condition:
λ << 2pi
√
σ
ρg
(4.6)
the term that is proportional to k in equation 4.5 can be ignored when compared to
the term proportional to k3, and so the dominant restoring force is due to the surface
tension of the fluid. Such waves are known as capillary waves. The dispersion relative
now takes on the form:
ω2wave =
σ
ρ
k3 (4.7)
and when combined with equations 4.1 and 4.2, this dispersion relation can be used
to calculate the diameter of the droplets as a function of frequency, expressed as:
d = 2pic
(
σ
ρ
) 1
3
(
2
ω
) 2
3
(4.8)
Now that a method for determining the droplet size has been established, the next
step will be to validate this scaling law experimentally. Unfortunately, equation 4.8
is dependant on both the surface tension and viscosity, and both of these parameters
vary with temperature. Unless the temperature of the droplet can be accurately
measured and controlled, significant error may arise when trying to fit this data to
equation 4.8. This problem can be solved by introducing dimensionless parameters
for the droplet diameter, D, and the driving frequency, Ω. These are defined as [65]:
D = d
(
σ
ρν2
)
(4.9)
Ω = ω
(
ν3ρ2
σ2
)
(4.10)
and when combined with equation 4.8, becomes:
D = 2pic
(
2
Ω
) 2
3
(Inviscid) (4.11)
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Using these dimensionless parameters, it is now possible to test the inviscid scaling
law for any given fluid at any temperature. As a result, instead of having to accurately
control the temperature of the fluid during the atomisation process, it need only be
measured and the value taken into account when calculating D and Ω. To determine
an equivalent form of equation 4.8 that is in the viscous regime, a detailed knowledge
of the viscous dispersion relation is required. Unfortunately, no analytical model for
this scenario exists, but numerical studies have been carried out which have shown:
k ≈ 0.4714
√
ω
ν
(4.12)
in the viscous regime [63]. Therefore, the dimensionless scaling law for the droplet
diameter in the viscous regime can be expressed as:
D =
2pic
0.4714
(
1
Ω
) 1
2
(V iscous) (4.13)
Figure 4.2 shows a plot of the dimensionless scaling law for the droplet diameter, as a
function of driving frequency, for a fluid in the inviscid (solid line) and viscous (dashed
line) regime. The cross over point between the two regimes occurs at Ω ≈ 0.1756
[63], indicating the boundary between these two modes of behaviour. Fluids with Ω
values below this, are said to be inviscid, whilst above, viscous, ergo the appropriate
scaling laws must be used in each case (i.e. equations 4.11 and 4.13 respectively).
For example, at room temperature, water has fluid properties of ν = 1.0x10−6m2/s,
σ = 0.073N/m and ρ = 997kg/m3. To produce a droplet with a diameter of d =
1 µm, the fluid must be driven with a frequency of f = ω/2pi = 8.5 MHz. At this
frequency, Ω = 0.01, placing it within the inviscid regime.
Figure 4.3 [66] gives an example of the difference between the ejected droplet
behaviour of Faraday waves at different driving frequencies, and fluid properties.
Images (a) and (b) show a sample of distilled water being driven by frequencies of
20 Hz and 60 Hz respectively. It can be clearly seen that the 60 Hz oscillations
produce much smaller droplets than the 20 Hz oscillations, as predicted by equation
4.11. Tests have been carried out which show that low frequency capillary wave states
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Figure 4.2: Theoretical dimensionless scaling relations for inviscid (solid line) and viscous
(dashed line) regimes. The cut off between the two regimes is located at Ω ≈0.1756, and so
fluids with Ω values below this are governed by equation 4.11, and above by equation 4.13.
are influenced by the geometry of the container [66], with these low frequency waves
being defined as having wavelengths comparable to the dimension of the container.
However, high frequency capillary waves have been proven to be independent of the
dimensions of the container, with the droplets being ejected in random directions
from turbulent waves. Images (c) and (d) show the effect of high and low fluid
viscosity (both operated at 20 Hz) on the shape and size of the ejected droplets; in this
instance, distilled water 1.00x10−6m2/s and an 80% glycerine-water 4.30x10−5m2/s
solution were used. The water spikes from the low viscosity fluids tend to immediately
break up into droplets, whilst more viscous fluids produce spikes that maintain their
structure and can produce long filament like peaks, before breaking up into larger
droplets.
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(a)
(b)
(c)
(d)
Figure 4.3: [Taken for Ref [66]]Images of droplet being produced from various fluids via
ultrasonic atomisation. Images (a) and (b) show a sample of distilled water being driven
at 20 Hz and 60 Hz respectively. The 60 Hz oscillation clearly produces smaller droplets
in comparison to the 20 Hz oscillation, as predicted using equation 4.11. Images (c) and
(d) show the effect of viscosity on the ejected droplets. Distilled water (c) (1.00x10−6m2/s)
and 80% glycerine-water (d) (4.30x10−5m2/s) solutions are shown (both driven at 20 Hz).
The water produces spikes that break up rapidly into droplets, whereas the higher viscosity
fluid forms long filaments before breaking up.
The extent to which the droplets detach from the fluid spikes is determined by the
acceleration of the fluid being driven by the oscillator. The value at which this occurs
is known as the critical acceleration ac. By using dimensionless analysis, it can be
shown that:
ac = b1
(
σ
ρ
) 1
3
ω
4
3 (Inviscid) (4.14)
ac = b2ν
1
2ω
3
2 (V iscous) (4.15)
where b1 and b2 are constants of proportionality. The values of these constants have
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been measured experimentally, and have been found to be b1 = 0.261 and b2 = 1.306
[66]. It has been shown that the cross over between the critical acceleration, of the
inviscid and viscous regimes, occurs at a different Ω value to the cross over point when
determining the droplet diameter. This suggests that the difference can be attributed
to the viscous effects which dominate the amplitude of the surface wave, subsequently
determining the critical point of ejection. The minimum power supplied to the fluid,
by the oscillator, to achieve atomisation can be derived from ac. This critical power
can be written in the form:
Pc = Fv = mav (4.16)
where F is the force applied to the column of fluid directly above the oscillator, v
(= ac/ω), is the velocity of the ejecting surface wave, m, is the mass of the fluid
column being driven, and ,a, is the peak acceleration. If it is assumed that the fluid is
driven sinusoidally, and in the viscous regime (equation 4.15), then the critical power
is:
Pc =
mac
ω
≈ mνω2 (4.17)
Although equations 4.11 and 4.13 indicate that smaller droplets will be produced from
higher driving frequencies, equation 4.17 suggest that larger surface wave accelerations
will be required, and therefore more power (energy) will be needed. This may impose
an operational limit on the equipment used to atomise the given fluid and potentially
result in significant heating of the fluid that can change its key physical properties.
The inviscid regime has been thoroughly investigated, demonstrating a dimension-
less scaling law that can be used to predict the droplet size produced from ultrasonic
excitation for frequencies in the MHz region [65]. The next phase of this work will
be to extend the dimensionless scaling laws into the viscous regime, by atomising
fluids with higher dimensionless driving frequencies (Ω > 0.1756). The simplest way
to achieve this is by using fluids with high viscosities. By increasing the value of
Ω by at least one order of magnitude (as compared with water), the transition be-
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tween the two regimes can be investigated. The viscous scaling laws that have been
developed [63] can be then tested. Another approach to droplet generation in the vis-
cous regime, is to increase the driving frequency applied to the fluid. However, there
are currently no piezoelectric devices available with the correct resonant frequencies
which will facilitate operation in this regime (∼150 MHz for water).
Preliminary studies have been carried out using high viscosity fluid in the viscous
regime, but with little success [67]. A significant, but unavoidable, problem is that
the heat generated by the oscillator will increase the temperature of the fluid and thus
reduce it’s viscosity. Consequently, the fluid will only atomise after is has crossed into
the inviscid regime. Further investigation in this area of research is required.
4.1.2 Piezoelectric Oscillators
Ultrasonic atomisation can be achieved by using piezoelectric oscillators to drive the
fluid. These oscillators are made from materials that produce an electric charge when
mechanical stress is applied, and conversely, produce mechanical deformation when an
electric field is applied. This effect is generally observed in crystalline materials, where
each molecule that makes up the crystal has and electrical dipole. For polycrystalline
structures, these dipoles are ordered in a random manner, and the structure will
exhibit regions with different polar axis.
In order for the crystal to exhibit piezoelectric properties, it is heated to just
below the Curie point at which a strong electric field is applied. The disordered
dipole domains in the material will then align themselves to the polarisation of the
applied field, a process known as poling. When the heat and electric field are removed,
random thermal lattice vibrations of the crystal are not energetic enough to cause the
re-orientation of each dipole, and thus they become locked in a configuration of near
alignment. The material will now have a permanent polarisation P. This process is
shown in Figure 4.4 (a, b, and c).
The top and bottom surfaces of the piezoelectric material are usually plated with
metal contacts, and this forms the equivalent of a parallel plate capacitor. If a volt-
age is then applied with a polarity opposite to that of the polarisation axis, it will
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Piezoelectric Material
Figure 4.4: Image (a) shows the random orientation of the dipole domains in a polycrys-
talline structure. A D.C potential is applied to the crystal which polarises each dipole in the
direction of the electric field (b). The dipoles remain in near alignment after the electric
field has been removed, permanently polarising the crystal (c). When the material is built
into an electrical circuit, an applied voltage will cause a physical deformation of the material
(d,e,f). An oscillating voltage will result in the material vibrating with the frequency of the
applied field (g).
experience an elastic strain and will become shorter and broader (figure 4.4 (e)). If
the applied voltage has the same polarity as the polarisation axis, the element will
be stretched, and the diameter will become smaller (f). If an alternating voltage is
applied, the material will change shape in a periodic manner, at the frequency of the
applied voltage (g).
After the poling of the piezoelectric material has been established, care must be
taken in all subsequent use to avoid depolarisation. Depolarisation will result in par-
tial, or even total, loss if its piezoelectric properties; this can be induced electrically,
mechanical or thermally. The two main problems associated with using piezoelectric
elements for atomisation which can lead to the degradation of the material are from
electrical and thermal effects. As the element is driven by an alternating voltage,
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the applied field will have an opposite polarisation axis to the material for every half
cycle. This will result in a gradual depolarisation effect over time. Also, the mechan-
ical force produced by the element will generate heat in the device which can lead
to depolarisation and physical damage to the components that make up the device.
Piezoelectric oscillators therefore usually require a heat sink to quickly dissipate any
excess heat generated.
Piezoelectric materials have different vibrational modes depending on their ge-
ometry and driving frequency. As such, devices can be made that can operate in
the low kHz range and up to the MHz range. A common geometry for piezoelectric
materials used for the atomisation of fluids is a thin ceramic disc. This shape will
exhibit vibrational modes in the radial and axial direction, if the axis of permanent
polarisation is aligned with the axial plane (Figure 4.5 (b)). As piezoelectric materials
are anisotropic, their physical constants (permittivity, elasticity etc.) will correlate to
both the direction and the perpendicular direction the applied stress (electric field).
For this reason, the constants are given two subscript indices that referee to the direc-
tion of the two related quantities. The preferred direction of the positive polarisation
for the material is parallel to the z axis (in Cartesian coordinates), where x, y, and z
represent 1, 2 and 3 respectively (Figure 4.5 (a)).
A bound surface charge (Qb), as defined by:
Qb = pir
2P (4.18)
will reside on the top and bottom of the disc, where r is the radius of the disc, (m),
and P is the poling polarisation. When an electric field is applied to the disk in the
direction parallel to the poling polarisation, both sides will experience a force with
an equal magnitude of:
F = QbE = pir
2PE (4.19)
It is possible to determine the amplitude of the oscillations experienced by the disk,
for a given applied voltage. By using the piezoelectric distortion constant, d33, which
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describes the distortion resulting from the applied electric field of uniform strength,
the change in thickness of the disk can be expressed as:
∆t = d33V (4.20)
Since the applied voltage is directly proportional to the E-field, and therefore pro-
portional to the deforming force, the above equation can be seen as an extension
of Hooke’s Law. For a typical value of d33 for a disk shaped piezoelectric element
(300x10−2m/V ) [68], with an oscillating voltage with a peak amplitude of 40 V:
∆t ≈ 12nm (4.21)
z
x
y
(3)
(2)
(1)
2r
t
F F
F F
E, P
(a) (b)
Radial direction (y)
Axial direction (z)
Figure 4.5: Image (a) shows the co-ordinate axis used when describing the physical prop-
erties of a polarised piezoelectric material. In this example, axis 3 is in the direction of
polarisation. Image (b) shows a piezoelectric disk, of thickness, t, and radius, r. The di-
rection of polarisation is parallel to the thickness of the disk. The disk will vibrate in the
direction parallel to the polarisation axis, in response to an oscillating E-field.
Resonant Frequency Operation
It should be noted that equation 4.20 will only hold true for small amplitude frequen-
cies, that are not at resonance. The vibrational response of a piezoelectric oscillator
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will be significantly larger when at resonance, and the relationship defined by 4.20 is
likely to break down. Although the piezoelectric material can be driven at any arbi-
trary frequency, there will be a particular frequency at which resonant behaver will
be observed. This frequency is dependant on the physical properties and dimensions
of the piezoelectric material.
The electronics used to drive a piezoelectric device are designed in two parts, the
oscillator and amplifier. The piezoelectric device acts like a parallel plate capacitor
and so when it is connected to the drive electronics, a resonant circuit can be formed.
Figure 4.6 shows a circuit diagram (taken directly fro Ref [65]), of the typical drive
electronics used to operate a piezoelectric atomiser .
Figure 4.6: [Taken from Ref [65]]Example of the drive electronics used to operate a piezo-
electric oscillator. The circuit diagram shows an oscillator-amplifier system used to drive
the piezoelectric element at resonance. The resonant frequency of the system can be tuned
to match that of the piezo element by changing the values of the capacitors.
No external signal is used to start the oscillations, instead, the random noise present
in the circuit is used. A feedback system is utilised where the amplifier section will
amplify all the frequency components that are present in the noise, but some will be
attenuated less than other others. Eventually, one frequency will become dominant,
and this is the resonant frequency of the system. In order for the piezoelectric material
to oscillate at it’s resonant frequency, the resonant frequency of the drive electronics
must be tuned to match this. This can be achieved by changing the values of the
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various capacitors in the circuit.
4.1.3 Low Viscosity Fluid Nebulisers
For initial trap development work, a series of commercially available nebulisers, in-
cluding both “complete” self contained systems and individual piezo elements with
custom drive electronics, were tested using low viscosity fluids (Figure 4.7).
(a) (b) (c)
Figure 4.7: The three nebuliser systems used for initial trap development work. The first
nebuliser tested was a Omron Micro ® Air NU22V, (a), that used a static mesh design.
The second device tested (b) was an American Piezo (50-1011) piezoelectric oscillator that
was incorporated within a bespoke nebuliser system. The third device (c) was a Prowave
M2313500 nebuliser that used a vibrating mesh design, which was also incorporated into a
bespoke 3D printed mounting system.
Omron Micro ® Air NU22V
The first device tested was an Omron Micro ® Air NU22V nebuliser, that was de-
signed to use a static mesh system (Figure 4.7 (a)). The nebuliser used an ultrasonic
transducer to generate vibrations of ∼180 kHz, which launched the droplets though
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a static, metal mesh. The droplets produced had a similar diameter to the mesh
aperture diameter. The Micro ® Air NU22V mesh was made from a metal alloy
containing ∼ 6,000 holes with a diameter of ∼3 µm (measured average droplet size
stated as ∼4.2 µm [69]). The fluid, which was nebulised, was loaded into a reservoir
positioned directly below the piezoelectric element, which could hold ∼7 ml of fluid.
The device successfully nebulised distilled water and saturated salt water solutions
(∼36 g per 100 ml of water), but failed to nebulise any fluids with viscosities greater
than these. Ethylene glycol solutions were composed of varying concentrations (%
by weight in water) from 100%, down to 10%, and it was found that significant neb-
ulisation only occurred with a 10% solution. Very low density mists were observed
with solutions at ∼40% concentrations, but above this nebulisation did not occur.
Table 4.1 lists the viscosity and the dimensionless frequencies (at room temperature)
of distilled water, saturated saline solution and the water-Glycol compositions that
were used [70]. It can be seen that for the 10% water-Glycol mix, the viscosity, sur-
face tension and dimensionless frequency became comparable to that of the water and
saline solution. For water-Glycol solutions below 40%, the fluid was in the inviscid
regime (Ω < 0.1756), and above this value, in the viscous regime (Ω > 0.1756).
Table 4.1: Physical properties of distilled water, saturated salt water, and water-glycol
concentrations (by weight) at 200C, with a drive frequency of ∼180 kHz.
Material Viscosity Surface Tension Dimensionless Frequency
(m2/s) (N/m) (Ω)
Distilled Water 1.0x10−6 0.073 0.00021
Saturated Salt Water 1.05x10−6 0.078 0.00021
Glycol (Pure) 1.2x10−5 0.048 1.06
Glycol (80%) 1.0x10−5 0.050 0.58
Glycol (40%) 3.0x10−5 0.058 0.010
Glycol (20%) 2.0x10−6 0.064 0.0023
Glycol (10%) 1.5x10−6 0.068 0.00084
American Piezo 50-1011
As mentioned previously, one potential method of nebulising high viscosity fluids is
by increasing the temperature of the fluid, and thus lower its viscosity and surface
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tension. However, the design of the Omron nebuliser could not be modified for use
with high temperature fluids, and so a simpler, and more robust nebuliser was required
to test this, and so a second nebuliser was built using an American Piezo (50-1011)
piezoelectric oscillator (Figure 4.7 (b)). The entire unit was pre-assembled with the
drive electronics required to run the nebuliser, operating at ∼1.65 MHz, producing
a droplet size of ∼3 µm. The device was relatively cheap (∼20 each), and therefore
expendable, with a piezoelectric oscillator head that could to be mounted separately
from the main drive electronics. Driving the piezo was a simple process of mounting
the head at the bottom of a vessel containing the fluid, and then connecting the
circuit broad to a D.C power supply. The maximum rating for the board was ∼40 V
(80 V peak to peak). It was found that the primary power transistor on the circuit
broad needed to be attached to a heat sink, otherwise it became damaged over short
periods of usage (several minutes), rending the nebuliser inoperable. Figure 4.8 (a)
shows the initial set up used to atomise fluids with this device.
Similar results, to that of the Omron nebuliser, were observed in terms of the
nebuliser’s ability of produce a mist of droplets from each of the fluids tested. Table
4.2 shows the calculated values of Ω for each fluid with a drive frequency of 1.65 MHz.
Table 4.2: Physical properties of distilled water, saturated salt water, and water-glycol
concentrations (by weight) at 200C, with a drive frequency of ∼1.65 MHz.
Material Viscosity Surface Tension Dimensionless Frequency
(m2/s) (N/m) (Ω)
Distilled Water 1.0x10−6 0.073 0.0019
Saturated Salt Water 1.05x10−6 0.078 0.0019
Glycol (Pure) 1.2x10−5 0.048 9.8
Glycol (80%) 1.0x10−5 0.050 5.1
Glycol (40%) 3.0x10−5 0.058 0.092
Glycol (20%) 2.0x10−6 0.064 0.022
Glycol (10%) 1.5x10−6 0.068 0.0077
As predicted, the higher driving frequency increased the Ω values for all fluid types.
However, the distilled water, saturated salt water and water-glycol solution of 40%,
and below, continued to give values less than 0.1756. It was discovered that using fluid
depths of greater than 10 cm above the piezo oscillator, yielded no nebulisation. This
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Figure 4.8: Nebuliser systems incorporating the American Piexo 50-1011 piezoelectric os-
cillator. Image (a) shows the initial design with the piezo element placed at the bottom of
a plastic container with the fluid sat above. A silicon sealant was used to form a water
tight connection. A second design was built where the acoustic waves were generated from
a side mounted piezoelectric oscillator were reflected and focussed at the surface of the fluid
using an off axis parabolic lens (b). Image (c) shows the second acoustic focusing set-up
that used a 6 cm focal length plastic concave lens, situated directly above the piezo element.
The acoustic waves coupled directly with the lens, before being focused onto the fluid surface.
Neither systems were developed to the point where they improved atomisation for fluids with
viscosities greater than that of water or saturated salt water solutions.
was thought to be as a result of energy from the acoustic waves being dissipated as
they propagated through the fluid, to the point at which nebulisation would become
diminished or cease entirely. Fluid depths down to ∼ 0.5 cm above the piezo element
were tested, but did not nebulise the water-Glycol solutions above 40%. Running the
piezo oscillator for periods greater than ∼1 minute, using low fluid levels, resulted in
it overheating and becoming inoperable. It was therefore assumed that no significant
heating of the fluid occurred over these time scales, and so the viscosity was not
reduced enough for nebulisation to take place. A heating element was then placed
into the container to raise the temperature of the fluid to ∼ 400C, with care taken not
to exceed this value, as the maximum fluid operating temperature of the device was
rated at 500C [71]. Once again, nebulisation only occurred at concentrations below
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40% for the water-Glycol solutions. As the piezoelectric heads could not be operated
at higher temperatures (500C), testing of nebulisation above this temperature could
not be carried out.
These results suggest that the power delivered by the oscillator may be the limiting
factor in nebulising fluids with viscosity and surface tension values greater than that
of water. Therefore, an alternative method to achieve nebulisation at higher fluid
viscosities was tested using the process of acoustic focusing to increase the intensity
of the ultrasonic waves at the surface of the fluid [72]. Two focusing configurations
were built using an off axis parabola (Figure 4.8 (b)), and a plastic concave lens
(Figure 4.8 (c)).
In the fist set up, a pizo head was mounted on the side of container (15x15x20
cm), approximatively 5 cm away from the off axis parabola. This focused the acoustic
waves onto the surface of the fluid, approximately 10 cm from the surface of the
parabola. Nebulisation was not achieved for water-glycol concentrations above 40%,
at either room temperature or 400C, but it was observed that a large distortion to the
fluid surface occurred directly above the parabola. This distortion took on the form
of a large central “fountain”, several cm in height, which produced large mm sized
droplets from it’s tip. A larger oscillating force was being delivered to the surface of
the fluid, but this seemed to have little effect on the actual nebulisation process.
In the second set up, a plastic lens (1 cm diameter) was placed directly above one
of the piezo heads, with the focal length of the lens (6 cm) determining the fluid level
above the oscillator. For this design, the lens acted as a passive element, through
which the acoustic waves would propagate before being focused at the surface of the
fluid. It was found that with ∼10 seconds of operation, nebulisation would begin and
produce a dense fog, but would then would cease and only bulk movement of the fluid
was observed on the surface. After close inspection, it was discovered that the plastic
lens had melted. This suggested that the acoustic waves were being absorbed, rather
than transmitted through the lens as a result of an acoustic impedance mismatch
between the plastic and the surrounding medium [73]. It was not clear what processes
were governing the lack of nebulisation using this focusing technique, and so this
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avenue of investigation was suspended, pending further enquiry.
Prowave M2313500
A third, and final, nebulising system was tested using a Prowave M2313500 ultrasonic
transducer, operating with a driving frequency of ∼143 kHz (Figure 4.7 (c)). This
device consisted of a piezoelectric ceramic and metal foil (50 µm Ni-Co alloy), over
which thousands of 7 - 10 µm holes were machined. The design was similar to that of
the Omron nebuliser, however a vibrating, rather than static, mesh was incorporated.
The holes in the mesh were conical in structure, with the largest cross section of the
cone in direct contact with the fluid. As the mesh deformed during one half cycle of the
piezoelectric oscillator, the fluid was pumped into the holes, and then pushed though
in the next half cycle,and this produced the droplet mist. A bespoke plastic mount
was built using a 3-D printer to house the device, with a small plastic tube attached
to the rear end. The nebuliser was loaded by inserting a piece of cotton wool, that was
soaked with the fluid to be nebulised, into the tube. The fluid was then drawn into the
device during the nebulisation process. The output could be optimised by adjusting
tuning pots which controlled the amplitude (voltage) and frequency (capacitance) of
the drive electronics. This device was chosen as it operated at a lower frequency
than the other nebuliser systems, and along with the larger size mesh hole, produced
larger droplets. This would allow tests to be carried out to determine if there were
any droplet size distributions that were optimal for trapping.
The nebuliser systems described in this section were demonstrated to nebuliser
only low viscosity fluids (as compared with water). These fluids were not suitable for
operation under vacuum conditions due to their relatively high vapour pressure and
low boiling points. As such, these devices and fluids were only used for the initial
trapping tests carried out under atmospheric conditions (see section 4.4.1).
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4.1.4 Oil Atomiser
In order for any high power laser interaction experiments to be carried out, the
trapped droplets needed be able to survive under vacuum conditions for a sufficient
time, to allow trap loading and alignment of a high-intensity interaction beam. Dif-
fusion pump oil, or similar, was thought to be best suited for this purpose since these
fluids were designed for low pressure applications, and had low vapour pressures and
high boiling points. As a consequence of these properties, the oil had a viscosity
orders of magnitude greater than water, and so a high viscosity fluid atomiser was
required to produce droplets from these types of fluid. An extensive literature search
was carried out, and the Sonear NS130K50S316 atomising nozzle was deemed most
suitable for this application. This atomising nozzle, that operated at a frequency of∼
130 kHz, produced a droplet size distribution centred at ∼10 µm when using water.
The droplet distribution was consistent with the droplet sizes produced with the low
viscosity fluid nebulisers, where successful trapping was observed. Operational limita-
tions of the atomiser prevented any fluid being atomised with viscosities greater than
50 cSt (5x10−5m2/s), with a maximum operational temperature of 2500C. Figure 4.9
shows the atomising nozzle and power supply.
The power supply (generator) converted a DC voltage into high frequency (130
kHz) electrical energy. This energy was supplied to an ultrasonic ceramic transducer
within the hand piece, were it was converted into mechanical vibrations via the piezo-
electric effect. The probe section intensified the mechanical (pressure) waves, and a
standing wave was created in the fluid. This process formed millions of of microscopic
bubbles that expanded during the negative pressure oscillation, and imploded ener-
getically during the positive oscillation. This process is known as Cavitation, and
produced powerful shearing action at the tip of the probe.
Cavitation is the process by which vapour bubbles are formed in a fluid as the
pressure in a localised region, rapidly decreases due to periodic disturbances of an
applied ultrasonic wave [74]. If the local pressure in the fluid falls below it’s vapour
pressure during the negative half cycle of the oscillation, the fluid will boil off and
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Figure 4.9: Sonear NS-130K-50S316 130 kHz atomising nozzle (foreground) and drive elec-
tronics. Fluids could be atomised with viscosities up to 5x10−5m2/s, with a maximum
operating temperature of 2500C, and up to 50 W of electrical power.
form a vapour pocket. During the positive half cycle of the oscillation, these bubbles
collapse with great intensity, producing shock waves with large instantaneous pres-
sures and accelerations. These shock waves lead to the excitation of capillary waves
at the fluid/air interface, and result in droplet formation. The intensity at which
cavitation takes place within a fluid is dependant on physical properties of the fluid
(i.e viscosity, surface tension, density), with the energy required to form a cavitation
bubble proportional to both surface temperature and vapour pressure. Therefore,
more energy will be required to produced cavitation in high surface tension fluids,
but a shock wave with greater energy will be produced when the bubble collapses.
This energy required to produce cavitation is rated in terms of the electrical power
supplied to the transducer.
The vibrations produced by the transducer were amplified by the step which
formed the tip of the probe, and were reflected back towards the ceramic element.
The reflected and outgoing waves combined, and created standing waves. In order to
produce sustained standing, sinusoidal longitudinal waves, the nozzle length was an
integral number of half wavelengths long. The free ends of the probe were positioned
at the anti-nodes of the standing wave, where maximum vibrational amplitude was
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located. This, along with the physical properties of the transducer, determined the
resonant frequency of the system. The standing waves produced a pumping action
that sucked the fluid towards the centre of the probe. Figure 4.10 gives a schematic of
the nozzle’s mode of operation. Applying a small force to the injected fluid improved
the atomisation process, by maintaining a constant flow rate through the probe (∼3-4
ml per minute). A steady flow of droplets was achieved through careful adjustment
of the flow rate and the electrical power supplied to the transducer. This adjustment
took between 1-2 minutes, suggesting that this was the amount of time necessary
for the oil to warm up to the point were atomisation could occur. Electric power
supplied to the transducer, of ∼76-83% of the maximum output, was required for
droplet formation and this could be adjusted in steps of 3%.
PiezoVCeramic
HandVPiece
FluidVInjection
VVV(Syringe)
MistVofVDroplets
ProbeVStep
Vibration DriveVmotor
Figure 4.10: A piezoelectric ceramic element was located at the centre of the probe that
converted an electrical signal into a mechanical vibration via the piezoelectric effect. The
vibrations were amplified by a step in the diameter at the tip of the probe, and were reflected
back towards the ceramic. These waves mixed with the outgoing waves and formed standing
waves across the probe. Cavitation occurred at the trip of the probe producing a mist of
micron sized droplets. The standing waves produced a pumping mechanism that drew the
fluid to the centre of the probe. It was found that applying a small pressure the fluid (motor
driven syringe) aided the atomisation process.
A number of different oils, of varying composition were tested with the atomising
nozzle. Table 4.3 lists the comparison of the viscosity and vapour pressure of the oils
under test, and its ability to be atomised. As predicted, any fluid with a viscosity
greater than (5x10−5m2/s) was not atomised, with atomisation only occurring with
the Dow Corning DC 704 and Kurt J. Lesker Company (KJLC) 704 oil (C28H32Si3O2).
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These oils were in the viscous regime at 200C. In order for the oils to have a viscosity
low enough for atomisation to occur, it was assumed that appreciable heating of the
oil will have taken place during atomisation process. At the time of writing this
thesis, no information was available from Dow Corning or Kurt. J Lesker on the
fluid properties of these oils at temperatures above 200C . As such, no Ω values
could be calculated as a function of temperature to determine the temperature at
which atomisation began. This data was available for glycol [70]; the temperature
dependence of Ω is shown in Figure 4.11. The temperature at which pure glycol
passed into the inviscid regime, when driven at 130 kHz, was ∼500C. This suggested
that the atomising nozzle must have produced temperatures in excess of this value
in order for atomisation to occur. In order to verify this, the temperature of the
nebulised oil will need to be measured in future experiments
The vapour pressure of glycol was too high for operation under vacuum conditions,
and so options available were the Dow Corning DC 704, and the KJLC 704.
Table 4.3: Viscosity and vapour pressure (at ∼200C) of the fluids tested with the atomising
nozzle.
Material Viscosity Vapour Pressure Ability to Atomise
(m2/s) Pa
Distilled Water 1.0x10−6 2339 !
Saturated Salt Water 1.05x10−6 3192 !
Glycol (Pure) 1.2x10−5 8 !
Edwards Ultra Grade 19 1.43x10−4 1.33x10−5 ×
Dow Corning DC 704 3.90x10−5 2.67x10−6 !
Diffelan 1x10−4 4.00x10−7 ×
KJLC 704 3.7x10−5 1.12x10−5 !
4.2 Particle Tracking System.
In order to study the dynamics of a trapped droplet, and to have a fully quantitative
measurement on it’s stability, a high speed, high resolution optical imaging system
was required. This system used in the experiments described in this thesis was based
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Figure 4.11: The dimensionless frequency Ω as a function of temperature for pure Glycol,
being driven at 130 kHz. The transition into the inviscid regime occurs at ∼500C. The
temperature generated by the atomising nozzle must be in excess of this value.
around a Hamamatsu S5990-01 tetralateral type PSD (Position Sensitive Detector)
and was used to measure the relative position of a trapped droplet using the scattered
light from the trapping laser. The PSD consisted of a photosensitive chip, with an
electrodes connected to each corner. When light fell onto the chip, a photocurrent
signal was generated at each corner, and this was used to generate the position signal.
The chip had a spectral response in the range of 320 - 1100 nm, with a peak sensitivity
at 960 nm, with a rise time of ∼1 µs. Figure 4.12 [75] gives a plot of the spectral
response as a function of wavelength. It can be seen that the responsivity of the chip
at 532 nm is approximately half the maximum possible responsivity.
Equations 4.22 and 4.23 give the formula used to calculate the position of the
light spot generated by the four photocurrent signals. The four photocurrents are
represented by I1 to I4, where L is the size of the active length of the PSD (4 mm),
and x and y give the relative position of the spot. It can be seen that the denominator
is the total signal generated from the spot of light, and so the generated position signal
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is theoretically not dependent upon of the intensity of the light.
(I2 + I3)− (I1 + I4)
(I1 + I2 + I3 + I4)
=
2x
L
(4.22)
(I2 + I4)− (I1 + I3)
(I1 + I2 + I3 + I4)
=
2y
L
(4.23)
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Figure 4.12: [Taken from Ref [75]]Spectral response of the Hamamatsu S5990-01 PSD chip.
The peak response is at 960 nm, approximately double the value at 523 nm (trapping laser
wavelength).
Unlike a charged couple device (CCD), a PSD cannot detect the spatial distribution
of the light falling onto the chip. It can however detect the position of the centroid,
or centre of mass, of the light pattern that falls on it’s surface. In the set up for
this experiment, the image of a trapped droplet was focused onto the surface of the
PSD. The best possible signal that can be produced by the PSD is determined by
the spatial quality of the light spot (circularly symmetric with sharp, well defined
edges) and how bright it is (signal to noise). In order to achieve the brightest spot
with a well-defined centroid, a one to one image of the trapped droplet was projected
onto the surface of the PSD using a pair of 2” aspheric lenses with a focal length of
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100 mm (Thorlabs part no. AL50100-A). The 900 scattered light from the trapped
droplet was collimated by the first lens, and then focused down by the second, an
arbitrary distance away. Analogue current signals from the four corners of the PSD
were amplified and then interfaced to a differential line driver (THAT1646). This
was mounted on a small PCB, producing a differential voltage signal that minimised
electrical noise pick-up. The PSD was mounted on a small daughter board to allow
for easy replacement if damaged by scattered laser light. The differential signals
from the PSD were then sent to a differential receiver (OPA1632) and a multi-gain
pre-amp before being processed remotely using a LabView controlled FPGA card
[NI PXI-4110]. Figure 4.13 shows the block diagram of the PSD and it’s associated
electronics.
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Figure 4.13: Block diagram of the PSD electronics used to generate the position coordinates
of a spot of light falling onto the surface of the chip. Four analogue signals were generated
at each corner of the chip, which were then converted from current to voltage mode using
transimpedance amplifiers and fed into a differential line driver for noise suppression. These
signals were then sent to a differential receiver and multi-gain pre-amp before being processed
by a PC controlled FPGA card.
The x and y positions were calculated at a sampling rate of 10 kHz (with a maximum
data rate of 160 MHz), and the standard deviation of the position measurement
calculated at one second intervals. The standard deviation gave a measure of the
amount of noise on the position signals, and therefore represented a useful working
limit on the attainable position resolution. The dominant factors that directly affected
115
Instrumentation and Experimental Methods
the quality of the signal generated were the alignment of the imaging lenses and the
amount of scattered light collected from the droplet. The amount of scattered light
was dependent on the size of the trapped droplet and the power of the trapping beam.
All of the components used in the PSD head were vacuum compatible which allowed
the entire sensor to be used in low pressure environments for future development in
large scale experiments.
4.3 Optical Trap Design and Characterisation
As our trapping system was to be used in laser interaction experiments, certain design
constraints needed to be addressed. The scatter of high intensity light, together with
optical and x-ray self emission and plasma blow off had the potential to damage any
delicate optics in close proximity to the interaction region. As such, conventional
optical trapping systems based on high numerical aperture focusing objectives could
not be used because of their short focal length. Microscope objectives have focal
lengths of the order of a few mm, and consequently the distance between the lens and
the trapped object is very small. Another consideration was that the objectives were
made from multi-element glued components, and this, in conjunction with their large
viewing angles run the risk of suffering significant damage should any high intensity
light be coupled into the lens or any other optical elements further upstream. Further,
these microscope objectives are typically very expensive and so were not appropriate
for this type of application. The ideal solution, therefore, was to use a lens (or
potentially an off-axis parabolic mirror) which had a large working distance that
would mitigate the amount of scattered light collected by the optic (fluence), whilst
providing a large viewing angle for diagnostics.
The system also needed to be able to sustain prolonged trapping times under
vacuum conditions in order to accommodate the time it took to pump down the
target chamber, and align the interaction laser to the target. Therefore, the stability
of the trapping laser was a significant factor, as was the composition of the trapped
particle which needed to be suitable for use in low pressure environments.
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The first (Mk 1.) trapping system was designed for testing under atmospheric
conditions and was based on 2 inch singlet optical elements, with a long focal length
aspheric as the final focusing lens. A lens with a long working distance was desir-
able as this allowed adequate viewing angles for diagnostic access, and also provided
some damage mitigation from any scattered laser light produced from a laser droplet
interaction. The aspheric (Thorlabs part no. AL5040-A) had focal length of 40 mm,
with an NA ∼0.52, and produced a focal spot of ∼2 µm as measured with a x100
microscope objective (see Appendix A for focal spot measurement details). Using this
aspheric provided a potential, unobstructed, viewing of ∼92% of the full 4pi sr solid
angle around the droplet for diagnostics access. Figure 4.14 (a) shows the trapping
beam delivery system based on a 5W 532 nm Verdi CW laser. This laser wavelength
was chosen is it had been previously demonstrated to trap silicon oil droplets at low
pressure, by Ashkin [55]. Appendix B describes the other factors that were needed to
be taken into consideration when choosing the trapping laser wavelength. The laser
light was injected into the trap via a single mode optical fibre after passing through a
waveplate, Pockels cell and polariser, to allow static and dynamic power control. The
beam was up-expanded and collimated to a diameter ∼1 cm, and then focussed down
onto the input end of a single mode optical fibre using a x10 microscope objective.
The fibre end was mounted onto a high precision (1 µm step) 3-axis translation stage
used to align the laser beam down the fibre. An optical fibre based system was chosen
as this gave remote delivery of a uniform Gaussian spatial beam profile, which was
required to form a stable trap and was easy to extend to in-vacuo operation. Using
the fibre also allowed the trap to be moved from one location to the next with relative
ease. However, this resulted in ∼45% loss in optical power from the laser source to the
trapping region. The RMW power stability of the laser through the fibre was ∼1%.
All of the optics were mounted on a standard Thorlabs 60 mm cage system which
provide a convenient, modular system that could be easily modified and transported.
The trap design is shown in Figure 4.14 (b).
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Figure 4.14: The trapping beam delivery system was based on a 5W 532 nm Verdi CW
laser (a). The beam passed though a waveplate, Pockels cell and polariser to allow for static
and real time power control. This was then coupled into a single mode optical fibre via a
x10 microscope objective, which was then delivered to the trap. Image (b) shows the Mk
1 trap design used to trap both salt water and oil microdroplets. The trap incorporated an
intermediate focus for potential use with a plasma shutter for damage mitigation. Image
(c) shows a trapped droplet inside a rectangular draft collar, sitting on the optical window.
The diffraction pattern of the trapped droplet can just seen on the underside of the collar
lid. All optical elements were purchased from Thorlabs.
4.3.1 Trapping in Air
Preliminary tests were carried out using saturated salt water droplets produced from
the three low viscosity nebulisers described in section 4.2.3. The droplets from all
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three devices were able to trapped for several hours at a time using ∼ 100-120 mW
of optical power. However, it was found the trapping was more consistent with
the droplets produced by the Prowave M2313500 nebuliser, suggesting that the trap
design was more suited for droplets in the range of 7 - 10 µm, as compared to the
smaller, 3 µm droplets produced by the other two devices. The best possible position
resolution achieved by the PSD, in air, was ±2 µm in x and y. An intermediate focus
was put in place for potential use with a plasma shutter, or optical fuse, to block any
back reflection of high-intensity laser light or self-emission from a laser heated droplet
plasma. The potential for the back propagation of scattered light needed to be taken
into consideration, since the end of the optical fibre was at risk of burning, as this
was located at a focal point in the system. A section of collimated beam was also set
up to allow optical filtering to be put into place if such was required. An optically
flat AR coated glass plate was placed on top of the aspheric to prevent mechanical
damage and accumulation of material produced by the nebuliser which might have led
to long term degradation of the optic, if left unwashed. After testing various collars of
different shapes and sizes, with varying degrees of success, a cylindrical plastic collar,
11 cm in length and 2 cm in diameter, was placed around the trapping region to act
as a draft shield. Without this collar, long-term stable trapping in air was found to
be virtually impossible.
The trap was loaded by allowing a mist of the salt water droplets to fall gently
through the focus of the trapping laser in a downward direction (∼ 1 cm s−1), much
like one of the initial methods pioneered by Ashkin [51]. The droplet mist was formed
by filling a small plastic vessel with the spray of microdroplets, produced by the
nebuliser which were then poured (as a mist) into the top of the trapping collar. The
size of the droplet mist was sufficiently small that particles remained in suspension for
several minutes, allowing relatively easy handling in this way. Not only did the collar
act to protect a droplet from falling out once trapped, but it also formed guide that
ordered the mist of droplets into a narrow, concentrated stream that aided trapping.
The length of the collar allowed a lid on the top to be placed in situ before the mist
of droplets reached the trapping region. This further increased the stability of the
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trap. Placing a lid on the collar after trapping would often knock the droplet out.
It was critical that one or both ends of the draft collar remained closed in order
for trapping to take place in air. If both ends were opened, a process known as the
stack effect [76, 77, 78] would produce strong upward thermal currents that would
instantly knock any droplet out of the trap. The stack effect occurs when there is a
pressure difference at either end of an open pipe created by a thermal, and density,
difference between the gas inside (hot) and outside (cool) of the pipe. The larger the
difference in temperature and/or length of the pipe, the greater buoyancy force that
is created. In this instance, the focused trapping laser beam heated the air inside the
collar resulting in a small, but important, temperature difference.
The use of salt water droplets provided a readily available source to test the trap
and PSD, but had to be abandoned for in-vacuo work. It was found that the salt
water droplets would boil off as the ambient pressure was reduced (∼500 - 300 mbar).
Tests then continued using oil droplets. It was found that stable trapping of droplets,
produced from both the DC 704 and KJLC 704 oil, was achieved using ∼360 mW
optical power. It was also discovered that once trapped, the power could be slowly
reduced to around 40 mW and the droplet still remained trapped. Trapping life times
could be sustained in excess of 5 hours at a time. The difference in trapping power
required for the salt water droplets and the oil was attributed to the difference in
refractive index and, to a lesser extent, the difference in density. As the DC 704 line
of oil had been discontinued, the KJLC 704 was used for all further experiments.
Once the stable trapping of the microdroplets in air was established, some measure
of the size of the trapped droplet was required, as both the salt water nebuliser and
the oil atomising nozzle produced a distribution of droplets of different sizes. It was
noticed early on that when a droplet was trapped, it produced a diffraction pattern
directly above the trap. A viewing screen was put in place to allow better observation
of these patterns (Figure 4.15). By looking at the position data from the PSD, it could
be seen that the diffraction rings/fringes would breath as the droplet moved up and
down in the trap. For stable, long term trapping events, these rings would not move
more than a fringe width. By analysing these images, the size of the droplet could be
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estimated based on the theory of far field Fraunhofer diffraction patterns produced
by circular apertures. This type of diffraction gives rise to Airy diffraction patterns,
where the angle subtended by the centre of the first central (maxima) zone to the
first minima, is given by sinθ = 1.22λ/D, where λ is the laser wavelength and D is
the aperture (or droplet) diameter. However, this method seemed only to work for
droplets larger than ∼14 µm, as below this value a minima was located in the central
zone. Further analysis is needed in order to account for this feature as smaller droplets
enter the Mie regime and can create a strongly modulated and angular dependant
scatter light field.
A second method of measuring the droplet size was developed by using a x100
microscope objective to view the focused one to one image of the droplet produced
by the 900 imaging lenses. It was observed that at this magnification, the upper and
lower scatter points on the droplet could be seen, as was also observed by Ashkin [79].
By applying a spatial calibration to the camera, the distance between these scatter
points was measured, and an approximation of the droplet size was made. Figure
4.15 shows the different vertical diffraction patterns, the magnified side images, and
their measured sizes, produced from a range of trapped droplets. As the power of the
trapping laser remained constant, droplets of different sizes were selected (randomly)
and trapped. By keeping the PSD camera at a fixed position, the relative vertical
position of each droplet was measured. It was found that larger droplets would trap
in a lower position (closer to the trapping laser focus) than smaller droplets. The ∼15
µm droplet was trapped ∼ 300 µm below the ∼6 µm droplet. The side magnified
images could only be used to show the relative distance between the scatter points
of each droplet, not the absolute position of each trapped droplet with respect to
each other. This was due to the fact that at this magnification, a change in trapping
position of only a few microns meant the camera had to be repositioned to view each
new droplet. Further measurements were made where a droplet was trapped, the
optical power was reduced in small increments, and the resultant diffraction pattern
was observed. Figure 4.16 shows the images of the tests carried out. A ∼10 µm
droplet was trapped, and it was noted that as the power level was reduced, the
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Figure 4.15: Optical images of trapped oil microdroplets. For each image pair, the left hand
image is the vertical far field diffraction pattern produced by the droplet at a distance of
1m from the trap, and the right are the x100 magnified 900 image of each droplet. The
side imaging reveals two bright spots from the scatter at the top and bottom of the droplet,
allowing it’s approximate size to be determined. Image (a) was measured to be ∼ 15 µm,
(b) ∼ 11 µm, (c) ∼ 9 µm and (d) ∼6 µm. The aberrations on the side images are due to
the scattering light passing through the draft collar.
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360 mW 270 mW
215 mW 158 mW
Figure 4.16: Far field diffraction pattern of a 10µm optically trapped oil microdroplet at
trapping laser powers of 360, 270, 215, and 158 mW. The difference in shape is a result
of the droplet’s position relative to the focus of the trapping beam. The square edge around
each image is from light scattering off the draft collar.
diffraction image evolved into one resembling the lager ∼15 µm droplet image that
was produced at the fixed trapping power. This confirmed the notion of the relative
position of the trapped droplet to the trapping laser focus, with respect to it’s size.
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4.3.2 Trapping under Vacuum
A second, smaller and more compact version of the air trap was built in order for it
to fit into both the test vacuum chamber, and the main target chamber to be used
for the high power laser shots (Figure 4.17). In order to reduce the overall size of
the trap, a 70 mm plano-convex lens was used to collimate the beam directly from
the output of the fibre before being focused by the aspheric. A 1 µm optical notch
filter was place directly at the fibre output to block any high-intensity 1054 scatter
or self-emission from the laser irradiated droplet. Trapping tests were carried out
with salt water and oil droplets, and it was found that the same optical power was
required to trap using the new (Mk 2.) vacuum trap, as was required for the Mk 1.
set up. The stability and lifetime of the trapped droplets were also consistent with
the air trap design. The focal spot of the new vacuum trap design was measured to
be ∼3 µm, as with the air trap design.
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Figure 4.17: The second Mk2 vacuum trap had a more compact design and was used in the
first set of in-vacuo trial experiments with the high power laser system. Image (a) shows
the trap mounted on a vacuum chamber flange via a 3-axis motorised stage, with a x100
microscope assembly used to image the focal spot. (b) is a schematic of the vacuum trap
showing a reduced height in comparison to the Mk 1. air trap. All optical elements were
purchased from Thorlabs.
The vacuum trap was set up in a small test chamber in order to carry out prelim-
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inary low pressure trapping experiments (Figure 4.18). The draft collar was mounted
in such a way so that it could be moved under vacuum, to allow for laser interactions
with the droplet to take place. An arm with a hoop on its end, was mounted onto a
vertical translation stage, driven by a 9V DC motor, the diameter of the hoop just
greater than that of the collar. An o-ring was placed around the collar approximately
5 cm from the top, so that when the hoop made contact with the o-ring, the collar was
lifted. The free standing collar approach was used to prevent the droplet from being
knocked out, as it was found that the mechanical vibrations from the vacuum pumps
were coupled along the arm which, if attached to the collar, caused this to occur.
The trap was loaded at atmosphere, and then the pressure was reduced. The trap
was found to be very sensitive to the surrounding air currents created while pumping
down the chamber, and the droplets were prone to falling out before low vacuum
pressures were reached. Directly attaching a roughing pump to the chamber yielded
poor trapping stability. Two methods were developed to counteract this effect.
The first method was to reduce the overall pumping rate of the test chamber.
Ashkin reported that the effect of the thermal conductivity and viscosity of the sur-
rounding gas on a trapped particle, significantly decreases below a pressure for which
the mean free path approximates the particle diameter, known as the radiometric bar-
rier. It was at this pressure that, theoretically, the rate of pumping would not affect
the trapped droplet stability [80]. For the droplet size range that could be trapped (6
- 15 µm), this corresponded to a pressure range of ∼4 - 10 mbar (see Appendix C for
calculation). In order to reduce the risk of the ambient air molecules knocking the
droplet out of the trap whilst being pumped down, the chamber had to be pumped
slowly. This slow pump rate was set by placing a pressure vessel on the original pump
line, which was evacuated first (to create a low vibration reservoir) and then set to
pump the chamber slowly via a low flow rate needle valve. When the pressure of the
chamber reached ∼5 mbar (after ∼20 30 minutes), the second roughing pump [B]
was turned fully on. This appeared to have little or no effect on the stability of the
trapped droplet. It must be noted however, that mechanical vibrations and thermal
effects were still able to destabilise the trapped droplet below this pressure. When
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Figure 4.18: Schematic for the vacuum test chamber used for vacuum trapping of oil mi-
crodroplets. The picture on the right is a view of the loaded vacuum trap (under vacuum)
without the imaging optics in place. Inset, an image of the chamber in operation with a
trapped particle in place.
the second roughing pump had been turned on, the collar could be lifted with no
risk of the droplet falling out due the movement of the translation stage creating air
currents. The roughing pumps were able to pump down the chamber to pressures of
around 1.2 x10−1 mbar, and so it should have be possible to trap at lower pressures by
using a more efficient pump system. The total pump down time from atmospheric to
vacuum pressures was around 30 - 40 minutes. As with trapping in air, the power of
the trapping laser could be reduced to ∼40 mW and the droplet still remain trapped
while under vacuum.
As previously discussed, it was found that the trapped droplets were very suscep-
tible to upward air currents (stack effect), and so the second method used improve
stability whilst pumping was to ensure no upward air currents were created as a re-
sult of air being pumped simultaneously from the bottom, and top of the draft collar.
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This was achieved by placing vacuum grease around the rim of the collar and thus
creating a temporary, air tight, seal between the lid and the collar forcing the air
directly around the trapped droplet to be pumped out in a downward direction. The
draft collar also acted as a differential pumping mechanism, as the air inside the collar
was forced to pass through the microscopic gaps created between surface contact of
the bottom of the collar and the optical window. This may have created a pressure
difference between the main chamber and volume inside the collar, and so it was
thought that the pumping rate inside the collar could have been significantly smaller
than in the main chamber. Utilising both methods allowed for the reliable trapping
of oil droplets from atmospheric pressure, down to vacuum.
4.3.3 In-Trap Droplet Dynamics
Once trapping at low pressure had been achieved, the next stage was to characterise
the droplet’s position and stability in the trap as a function of pressure. This would
allow insight into the droplet dynamics, in both the horizontal and vertical directions,
as the pressure of the chamber was reduced, and also act as a test to see if the PSD was
capable of resolving such motion. Figure 4.19 gives the vertical and horizontal droplet
motion as the test chamber was pumped from atmosphere down to approximately
6.45x10−1 mbar. Plots (a) and (d) show the position data over the entire pressure
range.
The PSD imaging system was initially aligned so that the droplet’s average po-
sition was ∼0 µm on the read-out (image of droplet at the centre of the PSD chip),
giving the best signal to noise value possible. The standard deviation, at atmosphere,
was measured over a period of ∼1 s for both x and y and gave a value of ∼± 10 and
20 µm respectively. These values were approximately an order of magnitude worse
than compared to the initial tests carried out in air. This increase in noise was at-
tributed to an increase in scattered light, from the trapping laser, being collected by
the imaging optics, due the trap being confined in a closed chamber. The laboratory
lights were switched off to minimise any optical response (100 Hz) detected by the
PSD, and therefore maximise the generated signal quality.
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Figure 4.19: Droplet position as a function of pressure for an ∼10 µm trapped droplet.
Plots (a)-(c) give the vertical position, and plots (d)-(e) are the horizontal. The horizontal
positional shows better stability throughout the pump down of the chamber, as expected. The
dynamic motion in the vertical position is attributed to the pumping of the air inside the
draught collar, which then subsides as the overall pressure is reduced further.
In figure 4.19, for the vertical case, plot (b) shows that as soon as the chamber
pressure decreased, so too did the droplet’s position. This motion plateaued at ∼800
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mbar, with the droplet having fallen ∼120 µm, and then started to rise again, and
eventually levelled out at around 400 mbar. After this point the droplet’s vertical
position had increased, by only a few microns (on average) by the time the pressure
has dropped down ∼6.45x10−1 mbar. The initial downward motion could have been
be a result of the direct pumping action of the air inside the draught collar pulling
the droplet down. As the ambient pressure fell, this downward drag diminished, and
the droplet slowly returned to its equilibrium position in the trapping beam. The
subsequent change in the trapping position at lower pressure was believed to be a
result of the onset of negative photophoresis, whilst the slow and gradual increase in
the droplet position, as a result of positive photophoresis. However, this could also
be attributed to drift in the power (alignment) of the trapping laser. Plot (c) gives
a measure of the droplet’s positional stability, and the magnitude of the noise on the
signal, at low pressure. Over a period of ∼10 minutes, the standard deviation of the
signal was measured, giving an average value of ∼±20 µm, with the absolute position
of the droplet drifting by ∼5 - 10 µm. Assuming a 10 µm droplet, at approximately
5 mbar the radiometric barrier was reached and as such the effect of radiometric
forces, viscosity and thermal conductivity began to decrease. As the droplet remained
trapped beyond this pressure, further pumping to lower pressures should have been
possible without significant changes to the droplet dynamics.
The horizontal stability of the droplet, plot (d), was, as predicted, significantly
better than the vertical stability. The droplet’s average position changed by only a
few microns over the entire pressure range, with the calculated standard deviation
on the signal at ∼±5 µm. Plot (f) shows the droplet’s horizontal positional stability
over a 10 minute period at low pressure. Similarities in the measured vertical and
horizontal response of the droplet’s position at various points in time (plots (b) and
(e)) suggested that the motion in both direction were coupled together to a small
extent. However, the majority of the droplet motion remained in the vertical direction.
In order to further characterise the droplet’s motion at varying pressures, the
Fourier transform of the position data was taken for both the vertical and horizontal
motion. Fourier analysis gave insight into any characteristic motion exhibited by the
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droplet as the ambient pressure changed, whilst identifying external influences that
may have affected the signal of the PSD. These could have included any mains or HV
electrical pick-up, or mechanical vibrations that were coupled into the system.
Figure 4.20 shows the vertical positional frequency response of the trapped droplet
at atmospheric pressure (a,b), and under vacuum (c,d). There was a consistent, single
peak, frequency response at around 1113 Hz, 2221 Hz, 3329 Hz and 4436 Hz at both
atmospheric and low pressure. This was indicative of high frequency pick-up from
electrical equipment within the laboratory, and was therefore not associated with
the actual droplet dynamics. There was also a consistent response at 50 and 100 Hz,
which suggested that some mains, and mains harmonics, RF pick up and lighting were
received by the PSD. At atmospheric pressure, the 100 Hz signal had a much larger
amplitude than the 50 Hz; at low pressure this trend was reversed. The amplitude of
the 50 Hz signal remained constant at both pressures, confirming the notion of RF
pick up. The reduction in the 100 Hz response could have be a result of a change in
ambient lighting. The interesting features, however, were from the relatively broad
response at ∼1420 and 705 Hz at 1000 mbar, which then seemed to shift to lower
frequencies at 6.45x10−1 mbar. These peaks also developed some structure, with
slightly narrower peaks growing from the broad band base. This was thought be the
onset of droplet motion/vibration due to the reduction of viscous damping of the
surrounding atmosphere.
Figure 4.21 shows the horizontal positional frequency response of the trapped
droplet at atmospheric pressure (a,b), and under vacuum (c,d). The same high fre-
quency peaks that were present in the vertical data, were also present in the horizon-
tal. As these were present at both pressures, it was concluded that these frequencies
from the droplet motion. The 100 and 50 Hz response was also measured in the hor-
izontal frequency response, which demonstrating a systematic signal response from
an external, RF electrical source. The change in magnitude of the 50 and 100 Hz
signal, from high pressure to low pressure, was consistent with the vertical data. The
broad peaks that occurred at atmospheric pressure (vertical) are not shown in the
horizontal data. Only under vacuum conditions did these peaks begin to emerge in
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Figure 4.20: Vertical positional frequency response of a ∼10 µm trapped droplet at atmo-
spheric pressure (1000 mbar) and in vacuum (6.45x10−1 mbar). The high frequency peaks
>1 kHz were thought to be from electrical equipment within the laboratory, and not at-
tributed to droplet motion. The frequency response from the droplet motion was in the form
of relatively broad peaks which shifted to lower frequencies as the pressure was reduced.
the horizontal data. This confirmed the notion that the axial force on the droplet
was much weaker than that of the transverse, and was reflected in the magnitude
of motion in each direction. Also, as the viscous damping of the surrounding gas
decreased, the motion in both vertical and horizontal became more apparent.
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Figure 4.21: Horizontal positional frequency response of a ∼10 µm trapped droplet at atmo-
spheric pressure (1000 mbar) and in vacuum (6.45x10−1 mbar). The same high frequency
pressure invariant features observed in the vertical data were also seen in the horizontal
data. This confirmed that the response was from ambient electrical pick up. The change in
magnitude of the 50 and 100 Hz signal, from high pressure to low pressure, was consistent
with the vertical data. The broad peaks observed in the vertical data at atmospheric pressures
were not present in the horizontal data. However, they did being to emerge when at low
pressure. This confirmed the notion that the radial force (x-direction) was much stronger
than the axial force (y-direction) acting on the droplet
4.4 Diagnostics for High-Intensity Interaction Stud-
ies
4.4.1 X-ray Source Size
The spatial resolution of any imaging system can be characterised by measuring the
response of the system to radiation input, along a single projection vector. If this
vector is located at the position on a 2-D imaging system, the Point Spread Function
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(PSF) describes the manner in which the received signal is measured. Therefore, the
PSF is the measured image of an infinitesimal point source and can be defined (in
2-D) as the product of two delta functions:
point (x, y) = δ (x, y) = δ (x) δ (y) (4.24)
By representing the measuring system as the linear transform function S, then the
measured PSF is given by:
PSF (x, y) = S [point (x, y)] (4.25)
The PSF contains all the information relating to the resolving power of the system,
and so if the PSF can be experimentally recorded, then the source intensity distri-
bution (and therefore it’s size) can be inferred. The simplest way to specify this is
by measuring its FWHM value. In reality, it is very difficult to perfectly image an
infinitesimal point source, since the source will be diffracted, dispersed, scattered and
degraded by the optical elements of the measuring system. Accordingly, alternative
methods are needed to measure the PSF; the Line Spread Function (LSF) and Edge
Response Function (ERF) of the system can be used instead.
The LSF can be described as a 1-D representation of the 2-D PSF, and if it is
assumed that the PSF of the imaging system is spatially invariant, the shape of the
LSF can be measured. Simply put, the LSF is the response of a system to a thin line
across the image, produced from an infinitesimal slit or opaque object, as opposed to
a point source. Mathematically, the slit (line source) can be defined as being narrow
in the x-direction and infinitely long in the y-direction:
line (x) = δ (x) =
∫ +∞
−∞
δ (x) δ (y) dy =
∫ +∞
−∞
point (x, y) dy (4.26)
By applying a linear transform, as in the case of the PSF, the LSF(x) is generated
by transforming the line source:
133
Instrumentation and Experimental Methods
LSF (x) = S [Line (x)] = S
[∫ +∞
−∞
point (x, y) dy
]
=
∫ +∞
−∞
S [point (x, y)] dy
=
∫ +∞
−∞
[PSF (x, y)] dy (4.27)
As written, this LSF represents the measured response to a vertical line and therefore
the horizontal resolution. Equivalent expressions can be formed to describe the system
response to a line at any arbitrary angle in the (x,y) plane of the detector.
Although slit devices are commonly used to measure the LSF, a very narrow slit
(10s of microns) will transmit very little radiation, must be precisely aligned, and
requires a long exposure time. An equivalent, and technically less demanding method
can be used that defines the spatial resolution of the imaging system in terms of it’s
response to a sharp, straight discontinuity. An ideal edge is one in which radiation
is transmitted on one side, but is completely attenuated on the other. This method
is relatively simply to set up, as well defined edges are more easily fabricated than
micron sized slits. Also, with one half of the detector being directly exposed to the
emitted radiation, this method is more suitable for low flux emission sources. Another
advantage of this method is that all common edge responses have a similar shape,
even if they may originate from spatially different PSF’s. This transmission across
this boundary can be expressed as:
step (x, y) =
 1 if x ≥ 00 if x < 0 (4.28)
This expression can then be written as:
step (x, y) = step (x) =
∫ x
−∞
δ
(
x
′
)
dx
′
=
∫ x
−∞
line
(
x
′
)
dx
′
(4.29)
Once again, as with the PSF and LSF, by applying a linear system transform
operation, the (ERF) is given by:
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ERF (x) = S [step (x)] = S
[∫ x
−∞
line
(
x
′
)
dx
′
]
=
∫ x
−∞
S
[
line
(
x
′
])
dx
′
=
∫ x
−∞
LSF
(
x
′
)
dx
′
(4.30)
Therefore the LSF is the first derivative of the ERF:
LSF (x) =
d
dx
[ERF (x)] (4.31)
Figure 4.22 shows a graphical representation of each of the three response func-
tions. Plot (a) presents a typical edge response measurement and it can be seen that
taking a line out across the boundary, plot (d), the intensity of the response can be
plotted as a function of the position along the detector’s surface (perpendicular to the
edge). Plot (b) shows a typical line response measurement, and as with the ERF, tak-
ing a line out across the image gives the intensity profile across the line emission, plot
(e). The plot shows that the first derivative of the ERF intensity profile is equivalent
to the LSF. Plot (c) gives a typical point source image. By sweeping across the image
and integrating the signal along a horizontal or vertical orientation, it can be seen
that the intensity profile for the PSF is the same as for the LSF, plot (f). For most
imaging systems, the LSF and PSF are comparable, and therefore one can be used
as an approximation of the other, e.g. a Gaussian PSF will have a Gaussian LSF.
By calculating the FWHM of the LSF, an approximate measurement of the source
size (PSF) can be made. However, as the PSF is a 2-D source, information gathered
from the LSF is limited to one orientation only. Therefore, an object may have only
one PSF, but an infinite numbers of LSF’s. Unless the PSF is circularly symmetric,
multiple LSF measurements must be made in order for it to be fully characterised.
It is expected that a droplet will differ significantly from a conventional stalk-
mounted target used as an x-ray source, because the transport of absorbed laser
energy is altered due to the thermal and electrical isolation of the droplet from it’s
surroundings. The droplet can therefore be considered to be closer to an idealised
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Figure 4.22: Graphical representation of the relationship between the Edge Response Func-
tion (ERF), the Line Spread Function (LSF), and the Point Spread Function (PSF). It can
be seen that the LSF is the first derivative of the ESF. The LSF is equivalent to the line
integral of the PSF.
delta function x-ray source, in both the temporal and spatial domain, than compared
to bulk or stalk mounted targets. Providing that the source size, S, is smaller than the
test object (knife edge or pin hole), it can be quantified through the measurement of
the image blur. There may be other sources of significant error for any measurement,
and these will need to be determined and quantified.
There are many factors that can affect the quality of an image, and need to be
taken into account when analysing any data. The two main considerations which are
discussed below are image (geometric) and detector blurring.
Image Blur
Geometric blurring is associated with the degradation of the image signal as a result
of the physical size of the emitting body. Figure 4.23 shows how a point source and an
extended source will be imaged through an aperture and across a knife edge, on to a
detector. The dimensions of the image formed on the detector will depend on the size
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and shape of the aperture and the magnification of the system. A sharp transition
of the image will occur on the detector in the region between the direct line of sight
of the source and where it is blocked by the aperture body. This region is called the
umbra region, plot (a). In the case of a source with finite dimensions, the transition
between the region of direct measured signal and the umbra will become blurred, plot
(b). This region of blurring (as a result of the extended source) will form a partial
shadow called the penumbra. As the source size increases, so will the size of the
penumbra region and with it, it’s associated blurring effect. Plot (c) demonstrates
the same phenomena using a knife edge instead of an aperture. Here, a sharp line
forms along the detector, parallel to the knife edge, separating the region of direct
line of sight and the umbra region. Plot (d) shows the effect of an extended source,
and again, blurring will occur due to it’s finite size.
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Figure 4.23: The increase in geometric blurring can be accredited to an increase in the
measured source size. An ideal point source will produce no umbra region on the detector,
giving a sharply defined image. This is the case when using either an aperture or knife edge
to form an image. An extended source will produce blurring of the umbra region, reducing
the contrast of the image.
Another factor that can have a geometrical effect on the image quality is the object
magnification (M). The magnification of an imaging system is defined as the image
distance (distance from object to detector) divided by the object distance (distance
137
Instrumentation and Experimental Methods
from the source to the object). Therefore if the object is half way between the source
and the detector, the image of the object will be double it’s actual size, M=2. It is
generally the case that in order to resolve smaller and smaller objects, for a given
system, the magnification will need to be increased. As the object is brought closer
to the source, the magnification increases, and so to does the blurring. The amount
of blurring that accompanies this increase in magnification limits the potential gain
in spatial resolution (Figure 4.24).
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Figure 4.24: Both the effective source size and magnification of the image decreases as the
object is moved closer to the detector. Higher magnification has to ability to increase the
spatial resolution, but at the cost of greater image blur.
The geometric blur, as a result of the magnification of the system (M), is given
by Γ = M × S, where S is the source size. Hence, in the geometric limit, Γ → 0 for
a point source. In general, the impact of geometric blurring of an image is reflected
by the size of the penumbra region relative to the umbra region.
Detector Blur
Most imaging systems involve a process which converts an input analogue signal
into a digitised format which is then processed. The process of digitisation splits
the sampled image into an array of regularly spaced intervals (pixels) of fixed, finite
dimensions. As a result, a loss of spatial resolution can occur if the pixel dimensions
138
Instrumentation and Experimental Methods
are “large” compared to the details contained in the original analogue image. The
sampling frequency and pixel size can therefore introduce aliasing into the image
unless Shannons theorem is satisfied.
Another component of the digitisation process that can affect the quality of the
image, is the bit depth of the detector. This quantity defines the number of bright-
ness levels that each pixel can generate; a high bit depth detector will have a large
intensity resolution, but typically operates at a low sampling frequency. In most cases
a comprise must be made between the sampling frequency and bit depth to give the
best possible image reconstruction.
When referred back to the object, the detector blur contribution is ψ/M , where
ψ is the blur due to the detector resolution. Thus, M values that are large compared
to unity are chosen so that the detector blur is not significant when compared to the
geometric blur of the finite source size. For example, if we assume a representative
value of M ≈ 6, for digital detectors ψ is equivalent to two pixels. For an Andor x-ray
CCD camera with a pixel size of 13.6 µm (as used in chapter 5 for x-ray detection),
sources down to ∼5 µm can be resolved.
Diffraction Blur
If an obstruction, or edge, is located along the line of sight of the emitted x-ray
radiation between the source and detector, any waves reflected/diffracted from the
obscuration may arrive either in or out of phase with the waves that travel directly to
the detector surface. This results in Fresnel Zones to form in the regions of construc-
tive and destructive interference between these waves, and this can lead to image blur
at the detector. A general equation for calculating the resultant Fresnel zones, at any
point P between the source and the detector is given by [81]:
Fn =
√
nλd1d2
d1 + d2
(4.32)
where Fn is the nth Fresnel zone radius, λ is the wavelength of the emitted radiation,
d1 is the distance between the source and point P and d2 is the distance between P
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and the detector. For most practical applications, only the radius of the first Fresnel
zone is of consequence. As such, the larger the value of F1, the more blur will be
added to the measured image.
Image Plate
The detector used to carry out the x-ray source size measurements was a time-
integrated, two-dimensional imaging sensor which was based on the principle of photo-
stimulated luminescence (PSL), commonly known as image plate. The image plate
(Fuji BAS MS2325) was a re-usable radiation detector which produced a latent image
when x-rays, electrons, ions or γ rays passed through the plate.
The image plate consisted of a ∼100 µm layer of of luminescent material, BaFBr :
Eu2+, that was uniformly coated on a polyester support. Due to the high Z com-
position of this material, the image plate had a good x-ray sensitivity up to ∼ 100
keV, and had a dynamic range of more than five orders of magnitude. When energy
from incoming radiation was deposited in this layer, the Europium ions (Eu2+) were
excited into a metastable state, where they remained trapped in lattice defects. De-
cay was not possible through fast optical transitions, and so a record of where the
energy had been deposited on the plate was stored as a latent image. The ions in
this metastable state were then excited further, using a HeNe laser (623.8 nm), into a
state that was not stable, whereby the ions relaxed back down to the ground (stable)
state. During this process, a measurable photon (∼400 nm) was emitted. The infor-
mation stored on the image plate could be totally erased (i.e all (Eu2+) ions returned
to the ground state) via further illumination with white light, thus allowing the plate
to be re-used. The amount of Europium ions excited into the metastable state was
directly dependant on the amount of energy deposited onto the plate. Figure 4.25
shows the photo-stimulated luminescence process that occurred in the image plate
when subjected to x-ray radiation.
The data from the image plate was read via a commercially available Fuji BAS 1800II
image plate reader. The reader scanned a HeNe laser across the plate, and the light
that was emitted during the photo-stimulated luminescence process was collected via
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Figure 4.25: The Photo-Stimulated Luminescence Process (PLS) that occurs when an x-ray
photon is absorbed by the image plate.
a light guide and then measured by a photomultiplier. This converted the optical
signal into an electrical one which could then be imaged via a computer. The spatial
resolution of this signal was limited by two factors: (1) the extent by which energy
from the ionising radiation was transported within the sensitive layer i.e the scattering
of energetic electrons, and lateral diffusion due to the fluorescence of the high Z
material, and (2) the resolution set by the optical scanning of the image plate. The
Fuji BAS 1800II could be operated in several resolution scanning modes by adjusting
the focal spot of the HeNe laser. Resolutions of 50, 100, and 200 µm are available.
The scanner encoded the PSL values on a logarithmic scale called the quantum level
(QL), in order for the large dynamic range of the system to be accounted for. The
PSL was related to the QL in the following way
PSL =
(
R
100
)2(
4000
S
)
10L
(QL
G
− 1
2
)
(4.33)
where R is the scanning resolution of the system in µm, S and L are called the
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sensitivity and latitude parameters, which are specific to the scanner used (400 and 5
for the 1800II). The parameter G, is the bit depth of the scan, with a value of 65535
for 16 bit, and 255 for 8 bit. The QL values are proportional to the logarithm of the
actual PSL value, and so it is important that the QL values were converted to PSL
before any analysis could be carried out.
Previous work has demonstrated that the rate at which the information collected
by the image plate decayed was dependant upon the radiation type and energy, the
temperature of the image plate, the scanner used, and the composition of the image
plate itself [82]. The decay rate followed an approximate exponential form, with a
decay of ∼50 % over a period of 104 minutes (∼7 days) using the Fuji BAS MS
type image plate [83]. This allowed sufficient time to not only process the image after
each shot with little image degradation, but also provided flexibility should the image
reader be located at an entirely different location.
By measuring the PSL values of a know source of x-ray radiation, it would be
possible to calibrate the image plate to give a measure the energy of the x-rays
absorbed [83, 84]. No energy calibration was carried out for the image plate used for
this thesis; the data collected was used for source size measurements only.
The source size measurements will be used determine the spatial, and potentially
the temporal evolution of the plasma generated from each target interaction through
the use of differential filtering, and an assumption that the plasma has different tem-
peratures at different times/sizes as it expands. In theory, the high energy photons
(driven by hot electrons) would be generated at the peak of the laser-plasma interac-
tion, and the resulting hot plasma would then proceed to expand and cool, emitting
lower energy thermal electrons over time. As such, the energy of the emitted pho-
tons could give some indication as to the spatial extent of the plasma; high energy
photons being emitted from a smaller source than lower energy photons. By using a
differential filter on the image plate, this will allow sampling of the x-ray photons in
discrete energy widows, depending the the transmissive properties of each filter.
For the purpose of the work presented in this thesis, all source size measurements
are made with the assumption that the source is Gaussian in origin, and as a result
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the procedure of calculating the source size from the measured ERF (and associated
LSF) will be employed (as discussed in section 4.5.1). By taking into consideration
all of the factors affecting the detected image, it can be seen that the gradient of the
measured ERF, and the corresponding width of the LSF, will therefore be directly
affected by the source size. By measuring the ERF of several sources, any difference
in gradient of the ERF will indicate a difference in source size.
4.4.2 X-ray Photon Energy Determination
All x-ray photon energy, and energy spectrum measurements were carried out using
an Andor DX434 charged couple device (CCD) camera. The back thinned silicon
CCD chip consisted of a 1024x1024 array of pixels, with each pixel being 13 µm in
both width and height. The camera was configured in two different ways, as a single
hit energy resolving spectrometer and also as a broad band temperature diagnostic,
utilising Ross-pair filters.
CCD Operation
A CCD camera photon detector, is made up of a large number of light sensitive pixels
which convert photons into electrical signals. When a photon of light impinges onto a
pixel, it will be converted into one (or more) electrons, with the number of electrons
being directly proportional to the intensity of the photons, as seen by each pixel. The
process by which these electrons are generated, is known as photo conduction and is
fundamental to the operation of a CCD. As silicon is a well understood semiconductor
material, and large wafers are easily fabricated, this generally the material of choose
when using CCD arrays for such measurements. However, due to it’s low atomic
number (14), silicon suffers from low absorption efficiencies for x-rays with energies
greater than ∼10 - 20 keV.
The atoms within the silicon crystal structure have their electrons arranged into
discrete energy bands. In the ground state, most of the electrons occupy the lower
energy valence band but can be excited into the higher energy conduction band via
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heating or through the absorption of a photon. The energy required for this transition
to occur in a Silicon atom is 3.66 eV [85]. Once the electron has been excited into the
conduction band, it is free to move about the lattice structure of the crystal (Figure
4.26 (a)). This leaves behind a “hole” in the valence band which acts as a positive
charge carrier. In the absence of any external electric field, the electron and hole will
then recombine and no electrical signal will be measured. A bias voltage is applied
to the chip to keep these charge carrier separate.
Figure 4.26 (b) shows a simplified cross section of a CCD pixel. The diagram
shows that the silicon surface itself is not comprised of an array is individual pixels.
Instead, each pixel is defined by the position of three electrodes on the surface of
the chip. When a voltage is applied to one of the terminals, a positive potential is
generated and this attracts the negatively charged electrons to the regions just under
the electrode. Consequently, the holes will be repulsed from the electrode, preventing
any recombination. These potential “wells” act to store the photoelectrons before
they are read out by the system. As more photons are absorbed by the pixel, more
electrons are generated and these migrate towards the electrode until the potential
well becomes full; this is known as “full well capacity”. This pixel saturation is
an unwanted effect as that specific pixel has now become “blind” to the arrival of
additional photoelectrons. In order to prevent this, the time in which the chip is
exposed to the incoming radiation must be controlled using a shutter, thus setting
an integration time. Subsequently, short integration times will reduce the effect of
pixel saturation, however low flux levels will be received, which add more noise to the
measurement.
Only one of the electrodes is needed to create a potential well, but the other two
are required to transfer the charge out of the CCD. Figure 4.26 (c) shows the process
by which the stored charge is transferred out of the chip. Initially, the charge is held
under the electrode I2 by applying a positive potential (∼12 V) to the electrode
(1). To transfer the charge across the chip, a new potential, under the electrode I3
is simultaneously held at a higher voltage thereby momentarily sharing the charge
between the two (2). If the voltage across I2 is then lowered (0 V), the charge
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Figure 4.26: Operation of a CCD device. X-ray photons are absorbed in the depletion
region of the silicon chip and excite electrons from the valence band, up into the conduction
band, creating electron hole pairs (a). A voltage bias is applied to the chip to maintain
charge separation (b). By sequentially applying a voltage to each of the metal electrodes, the
generated charge is shifted across the chip so it can be read by a receiver where the image is
constructed (c).
will then be fully transferred to I3. To continue the process of shifting the charge
cloud across the chip, a voltage is then applied to I1, and I3 is reduced. The
shift process is then repeated. The direction of the charge migration (across or down
the chip) is dependant on the orientation of the electrodes. The final column (or
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row) on the CCD is known as the readout register, and is used to transfer the charge
which has been accumulated in each pixel, out of the device. The information from
the read-out register is then sent to a transimpedance amplifier which converts the
charge associated with each pixel into a voltage. Typically, conversion values of ∼5 -
10 µV per electron are used, with full well potentials holding around 100,000 electrons.
This voltage is then digitised and sent to a PC, where the measured image can be
processed.
Silicon based CCD cameras can operate over quite a large spectral dynamic rage,
from ∼400 nm up to 1050 nm, with a peak sensitivity at around 700 nm. If required,
this range can be extend down to the extreme ultra violet (EUV) and x-ray by a
process of back thinning (described below). The sensitivity of the detector at a given
wavelength is known as the Quantum Efficiency (QE) of the system. In general, the
QE is determined by the detector material, but it’s design structure can also have an
effect.
In most cases, x-ray CCDs operate in a mode whereby the sensor itself is directly
exposed to the incoming x-ray flux, known as direct detection. The photons are
absorbed directly into the light sensitive depletion region on the silicon, provided
that they are sufficiently energetic, and the electron hole pairs are generated. Direct
detection can occur in two different types of chip geometries which are determined
by the location of the electrodes used to generate the electric field which is used to
shift the charges across the CCD. These geometries are known as front and back
illumination.
In the case of front illumination geometries, the electrodes are positioned at the
front of the chip and the the x-ray photons must traverse in order to be detected
by the depletion region (Figure 4.27 (a)). The electrodes form a physical barrier
to the incoming x-rays, that limit the QE of the chip, due to the reflection and
absorption of the photons. Soft x-ray and xuv photons with energies below ∼3.5 eV
will be completely absorbed and thus renders this particular design obsolete from
x-ray detection. In order to overcome this problem, back illumination geometries are
employed whereby the electrodes are position on the rear surface of the chip (Figure
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4.27 (b)). The silicone chip is chemically etched and polished down to a thickness of
around 20 µm, in order to minimise absorption effects. As the photons do not have
to pass through the electrodes, higher QE values are obtainable. Since silicon has a
relatively high refractive index value (3.6) the photons can be strongly reflected from
it’s surface. In order to mitigate this reflection, an anti reflective (AR) coating is
deposited on the surface of the chip. The composition of this coating is dependant on
what energy of photons are being observed, and is generally made up of a dielectric
material with an optical thickness on the nm scale. This thinning and AR coating
process is quite expensive as this is a non standard procedure, and has a low chip
yield.
The main disadvantage of using direct detection CCD cameras is that exposed
chip will suffer from progressive damage from high energy x-rays during operation.
An alternative method exists using a scintillator coated fibre that converts the x-rays
into visible photons which are then detected by the CCD. This method has a lower
spatial resolution compared to direct detection, but offers a higher dynamic range
[86].
Single Photon Counting CCDs
CCD’s are generally used in conjunction with spectral dispersing devices (crystals
and gratings) to measure x-ray spectra from 100 eV up to tens of keV. However, due
to the increasing performance of these types of detectors, their use as single photon
counting spectrometers is becoming more frequent in short pulse laser experiments,
specifically when conducting K-shell spectroscopy [87, 88], and x-ray emission from
fs laser produced plasmas [89]. In order for the detector to operate in the single
photon counting regime, the incident x-ray flux must be attenuated to a level where
the probability of two photons hitting the same pixel, or nearby pixels, is minimal.
This can be achieved by using an appropriate level of filtering in front of the camera
[90], or by placing the detector far enough away from the interaction region so that
the flux incident is at such a low level that, on average, one photon per pixel will be
absorbed. This method is particularly well suited for x-ray yield measurements due
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Figure 4.27: Operation of CCD chips in front (a) and back (b) illumination geometries. The
distinction between the two is governed by the location of the electrodes used to generate the
electric field to shift the stored charge across the chip. With back illumination, photons are
neither reflected nor absorbed by the metal electrodes and so this is the preferred method of
x-ray detection. Application of an appropriate AR coating to the surface of the chip is used
to improve the QE of the system.
to it’s broadband detection properties and is relatively insensitive to alignment. As a
result of this, the read out from each pixel value will be proportional to the deposited
energy from the incident photon. If the photon energy is not too large (< 100keV )
then a significant fraction of this energy will be absorbed by one pixel. From this, a
histogram of the pixel values will provide (to a good approximation) the incident x-
ray energy spectrum. However, there will still remain the possibility that one photon
may deposit energy into neighbouring pixels via a process known as Event Splitting.
If a photon travels through the depletion zone and is absorbed into the field free
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region behind it, the charge that is generated can expand and be stored in multiple
neighbouring pixels until readout. As a consequence of this, the photon energy will
be proportional to the total sum of all of the pixels into which the charge has bled.
Accordingly, care must be taken when reconstructing the spectral components of an
x-ray signal [91, 92]. Figure 4.28 shows three different types of pixel events recorded
by a CCD camera operating in single photon counting regime. With a single pixel
event, all of the energy of the incident photon will be absorbed by a single pixel. A
two pixel event can occur if the photon impinges very close to the boundary between
two adjacent pixels. Finally, a multi-pixel event is where the energy of the photon is
spread out over many neighbouring pixels, rendering any kind of analysis obsolete.
Single Pixel Event
Two Pixel Event
Multi-Pixel Event
Figure 4.28: An example of single, double and multi-pixel events from x-ray photons mea-
sured by a CCD camera operating in a single photon counting regime.
Operation of a CCD in single photon counting mode requires a thorough understand-
ing of both the spectral response and the wavelength dependency of the system’s QE
[93, 91]. The x-ray response is usually measured using x-ray tubes or radioactive
sources which excite Kα radiation from the target. The signature emission can then
be used as a calibration point for the measured energy spectrum. When using CCD
cameras, care must be taken to ensure background signals are identified and removed
from measurements, especially in high energy pettawatt environments, where these
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signals can become a dominating factor. Another consideration is that the CCD chip
must be cooled in order to reduce the effect of thermal dark current signals. At am-
bient temperature, these can range from a few hundred to a few thousand electrons
per pixel per second, reducing by a factor of ∼ 2 for every ∼80C drop in temperature
[94]. Cosmic rays and electrical pick up from nearby electronic devices can also lead
to “phantom” signals which must be accounted for.
Free and bound-free (bremsstrahlung) thermal electrons generated from laser pro-
duced plasmas follow a Maxwellian energy distribution for a given temperature T,
with the photon energy spectrum proportional to e
−hν
kT (as described in section 2.6).
By taking a logarithm of the energy spectrum, a straight line response will be gen-
erated. The gradient of this line will be equal to (− 1
kT
), and so the reciprocal if this
will give the electron temperature (in eV).
For the experiments described in this thesis, a back illuminated CCD in direct
detection mode was used.
Ross Pair Filter Spectrometer
A Ross filter consists of pair of filters mounted in front of a detector, and composed of
materials of adjacent atomic number. The thickness of each filter is selected so that
the transmitted spectra is identical for all wavelengths except those lying within the
band between the two K shell absorption limits. The measured difference between
the two filters is directly associated with the x-ray flux in this spectral region, known
as the pass band [95, 96]. Using filters of different materials and thickness will enable
the system to act as a low resolution broad-band x-ray spectrometer.
The use of materials with adjacent atomic numbers is due to the spectral proximity
of the respective K absorption edges, producing a narrow pass band region between
the two filters. For an ideal Ross Pair, the balancing of the two filters would be
identical over all wavelengths except for those in the region between the K limits.
Practically speaking, this will never be exactly true due to errors associated with
the measurement process, errors in the accuracy of the filter thickness, but mainly
due to the intrinsic wavelength dependency of the absorption coefficient for different
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elements. Therefore, the filter may be balanced for any given wavelength, but would
be different over all others. This can be graphically represented by comparing the
difference in the measured transmission spectra between the two filters. Any non-
zero values outside the pass band region indicates a difference (error) between the
two filters. This error values is known as the residual value of the filter.
Figure 4.29 gives an example of Ross Pair filtering used by Bochek et al to measure
x-ray flux emitted from a plasma [97, 98]. The materials chosen to make the filters
were Niobium (Z=41), Zirconium (Z=40), and Molybdenum (Z=42). The thickness
of the Niobium filter was kept constant, with varying degrees of thickness for the
Zirconium and Molybdenum filters. Plots (a) and (c) give the ideal transmission
spectra for each of the materials, and the corresponding thickness [99]. For the first
Ross Pair, (a), the Nb filter (1) is 25 µm and the Zr foil (2) 30 µm, (3) 35 µm, and
(4) 40 µm. It can be seen that best balancing of the filters is given using filters (1)
and (3), as also seen in the difference in the measured spectra (plot (b)). This choice
of filtering is therefore ideal for a Ross Pair operating in the spectacle range ∼17.7
- 19.2 keV. In the case of the Nb and Mo Ross pair, the best results are given using
filters (1) and (3) producing a spectral window between ∼18.9 - 20.1 keV (plot (d)).
By using multiple Ross pairs (> 2), the flux generated from each spectral window
can be plotted as a function of hν. By fitting an exponential function to this data, the
electron temperate (kT) can be evaluated provided the spectrum in the band selected
is dominated by bremsstrahlung, rather than line emission.
4.4.3 Characterising RF Emission
An unwanted and potentially destructive side effect that can be produced in high-
power laser matter interactions is the generation of a strong electromagnetic pulse
(EMP). Optically levitated droplets provide a new type of target for use in studying
these types of interactions, with the potential to significantly reduce EMP signals.
For long pulse (ns) laser systems, the laser plasma interactions can create hot
electrons in the energy range of∼10 - 100 KeV. A small fraction of these electrons
can escape the target prior to the build up of an electrostatic field driven by the charge
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Figure 4.29: Response for Ross pair filters made from Nb-Zr and Nb-Mo, calculated from
x-ray transmission data obtained from the CXRO database. Plot (a) gives the x-ray trans-
mission spectra passing through (1) Nb foil with a thickness of 25 µm and Zr foil of thickness
(2) 30 µm, (3) 35 µm, and (4) 40 µm. Plot (c) gives a similar transmission spectra for (1)
Nb foil of thickness 25 µm and Mo foil of thickness (2) 15 µm, (3) 20 µm, and (4) 25 µm.
Plots (b) and (d) show the difference in spectra in each case, indicating the energy range in
which the x-ray flux will be measured (∼17.7 - 20.1 keV). The best balancing for the Nb-Zr
Ross Pair is given using filters (1) and (3), and filters (1) and (3) for the Nb-Mo Ross Pair.
imbalance caused by the escaping electrons, that prevents any additional electrons
from escaping. It is thought that the most significant source of EMP from laser plasma
interactions is from these escaping hot electrons. In general, the level of emitted EMP
rises for increased target size, due to a reduced electrostatic field forming as a result
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of a larger surface area on the target, thus allowing more electrons to escape. As the
pulse duration decreases towards the picosecond regime, more energetic electrons can
be produced (MeV), and so more can escape from the target. Even so, the escaping
electrons only make up a very small proportion compared to the total number of
electrons produced by the interaction. However, the short pulse duration can cause
very large transient currents to be set up, which can in turn produce high frequency
(GHz) EMP’s.
The elimination of a physical support structure through the use of an isolated
levitated droplet has the potential to prevent the generation of unwanted x-ray or
particle sources from hot-electron transport into surrounding the matter. The lack
of a physical return current path, for electrons ejected from the target and sub-
sequently captured by the vacuum chamber wall, also has the potential to greatly
reduce potentially damaging EMP generation [100, 101]. In high energy, petawatt
class experiments, EMP emission from standard pin mounted targets can be a limit-
ing process for the use of sensitive electronic systems, e.g. CCD cameras and gated
imaging systems. Reducing EMP is therefore of potential benefit to experiments
at major laser facilities such as the National Ignition Facility (NIF) [102, 103] that
require high-brightness laser-driven x-ray imaging sources.
Faraday’s Law
If the magnetic field associated with a plasma is not stationary, either because the
plasma itself is transient or because the fields are periodic, then the rate of change
in the field can be determined by measuring the voltage generated in a loop or coil
of wire located with the vicinity of the plasma. Such coils exploit Faraday’s laws of
induction.
By considering a uniform magnetic field which passes through an arbitrary surface
S, with an area vector given by ~A = Anˆ where A is the area of the surface and nˆ its
normal unit vector, then the magnetic flux through the surface is given by:
ΦB = ~B · ~A = BAcosθ (4.34)
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where θ is the angle between the magnetic field and the unit vector normal of the
surface. For a coil of wire that exists in a changing magnetic field, Faraday’s law
of induction states that the induced emf () that is generated is proportional to the
negative rate of the change of field:
 = −dΦB
dt
(4.35)
If the coil consists of N loops, then the induced emf is increased by a factor of N
times:
 = −N dΦB
dt
(4.36)
By combining equations 4.33 and 4.34, the emf generated from a spatially uniform
magnetic field is given as:
 = − d
dt
(BAcosθ) = −
(
dB
dt
)
Acosθ −B
(
dA
dt
)
cosθ +BAsinθ
(
dϑ
dt
)
(4.37)
Therefore, the emf can be induced by varying the magnitude of the magnetic field
with time, by varying the magnitude of ~A (area of coil), or by changing the angle
between ~B and ~A with time.
Lenz’s Law
When an emf is generated by a change in magnetic flux, the polarity of the emf is
such that it produces a current with a magnetic field which opposes the change that
produced it in the first instance. Therefore, the induced magnetic field inside any
loop of wire will always act to keep the flux in the loop constant. By looking at the
rate of change of the magnetic flux, three distinct cases are seen to be possible:
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dΦB
dt
:

> 0 ⇒  < 0
< 0 ⇒  > 0
= 0 ⇒  = 0
(4.38)
If we next consider a conducting wire of length, l, moving through a uniform
magnetic field, with the field lines orientated perpendicular to the wire, with a velocity
~V (Figure 4.30), any particle with a charge q > 0 will experience a magnetic force
~FB = q
(
~V × ~B
)
, pushing the charge along the wire. This charge separation will
create an electric field inside the wire, producing an electric force ~FE = q ~E acting in
the opposite direction.
x x x x
x x x x
x x x x
x x x x
l
+
-
V
B
F
F
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Figure 4.30: A conducting wire, of length (l), moving through uniform magnetic field ( ~B)
with a velocity (~V ) will generate an emf across both ends. The magnitude of the generated
emf is dependent on the length of the wire, the velocity with which the wire is moving, and
the strength of the magnetic field. This scenario is also equivalent to a stationary conducting
wire in a time varying magnetic field.
At the equilibrium point, where the forces cancel, we have:
q
(
~V × ~B
)
= q ~E (4.39)
and by considering the magnitude of the force vectors:
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q
∣∣∣~V ∣∣∣ · ∣∣∣ ~B∣∣∣ sinθ = q ∣∣∣ ~E∣∣∣ (4.40)
so therefore:
qvB = qE (4.41)
or:
E = vB (4.42)
The work done by the magnetic field on the charged particle W is simply the product
of the force experienced by the particle and the distance over which it is displaced.
In this instance this can be expressed as:
W = ql
(
~V × ~B
)
(4.43)
Therefore, the work per unit charge will have dimensions of Joules per Coulomb i.e
voltage. This will create a perceived voltage difference (emf) between the ends of the
wire, , given by:
V ab =  = lvB (4.44)
In the case of a wire loop, if the flux changes as a result of ~B changing, or if the loop
is moved or changes shape, or both, then Faraday’s law states that loop will acquire
an emf. It is this voltage that would be measured if the loop were connected to a volt
meter. In general, the induced emf experience by the loop of wire can be expressed
as:
 =
∮ (
~V × ~B
)
· d~s (4.45)
where ~s is an infinitesimal arc length along the wire.
To provide initial quantitative analysis of EMP levels, three probes were con-
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structed and placed inside the chamber to measure any RF pick-up in frequency
range of ∼3 KHz - 300 GHz, generated during the interaction and subsequent target
disassembly. The RF emission was measured as the induced emf in a conducting wire,
that was in the vicinity of the interaction, due to the temporal properties of electric
and magnetic field of the pulse. Each probe differed slightly in design, (Figure 4.31),
and all were set at orthogonal angles to each other. The first probe, aligned parallel
to the heating beam, was simply an exposed piece of single core copper wire. The
second was aligned at 900 to the first, in the same plane, and was constructed of a
coil (7 turns) of single-core copper wire which was covered by a 3 mm layer of plastic
insulation to shield the wire from ions and electrons. The third probe, similar in de-
sign to probe one, was aligned perpendicular to the other probes and was comprised
of an exposed coil of multi-core copper wire, wrapped around a plastic tube (4 turns).
Each probe was connected to a 50 Ω terminated, 300 MHz digital oscilloscope and
was timed to trigger before the arrival of the main pulse. The three designs and
orientations were chosen to test which was the most sensitive to any pick-up and thus
inform the design of a future, more optimised, coil geometry. Probe 2 was found to
be the most effective at picking up RF signals. The probes were used only for relative
measurements, and so no detailed analysis could be carried out to accurately describe
the the magnetic fields (EMP) produced by the interactions, normally facilitated by
fully calibrated b-dot probes [104].
4.5 Cerberus Laser System
The optically levitated microdroplets were irradiated using the Imperial College Lon-
don Cerberus laser system. The laser consisted of a high-contrast hybrid neodymium:glass
optical parametric chirped pulse amplification (OPCPA) system operating at a centre
wavelength of 1054 nm, with a pulse duration of ∼450 fs, and up to 300 mJ per pulse
on target for the experiments described in this thesis [17]. Figure 4.32 shows a block
diagram of the Cerberus laser system.
The system was seeded by a Time-Bandwidth GLX-200 (high power variant) mode
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(a) (b) (c)
Figure 4.31: The three trail probe designs used to measure the emitted RF signal from the
laser-target interactions. Probe 1 (a) was simply an exposed piece of single core copper wire.
Probe 2 (b) was an insulated coil (7 turns) of copper wire, connected at both ends to create
a complete circuit. Probe 3 (c) was similar to probe 1, but was made up of multi core copper
wire arranged in a coil (4 turns). Probe 2 was found to be the most effective at picking up
RF signals.
locked oscillator, operating at 70 MHz, with a pulse duration of 250 fs at a wavelength
of 1054 nm. The energy per pulse from the oscillator was approximately 5 nJ. The
beam from the oscillator was first passed though a Pockels cell that selected a 10 Hz
pulse train, and then through a stretcher dispersive glass block stretcher, creating a
chirped pulse of duration 1.6 ps. This was then aligned to the first set of picosecond
time domain optical parametric amplifiers (OPA), acting as the seed pulse. This
section formed the first part of the short-pulse beam line,
The pump pulse for the OPA stages was provided by the beam rejected from the
first Pockels cell. This beam was sent to a folded (single grating) Martinez style
stretcher that produced a pulse duration of 240 ps, with an energy of 500 pJ, before
entering a diode pumped Nd:YLF regenerative amplifier (regen) with a 32 round trip
gain of 6x106. The Pockels cell within the regen switched out a 400 Hz signal, with
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a pulse duration of 80 ps and 30 mJ of energy. This was then pulse picked with an
additional Pockels cell to provide a 10 Hz pulse train and amplified by a Nd:YLF,
flash lamp pumped 7 mm double pass rod and spit into two beams of 20 and 10 mJ
that were used to pump OPA1 and OPA2 (20 mJ line), and OPA3 and OPA4 (10 mJ
line).
The OPA1 and OPA2 pump beam was passed through a Z geometry single grating
compressor, producing a pulse duration of 6 ps, before propagation through a barium
borate (BBO) crystal where the beam was frequency doubled to 523 nm. The pump
beam was then split into two beams of 230 µJ and 1.8 mJ that were used to pump
OPA1 and OPA2 respectively. The gain of each OPA head was such that an output
pulse energy of 335 µJ was achieved. This signal was sent to the second stage of OPA
amplification after being stretched to a pulse duration of 1.8 ns in an all reflective
quad pass Offner style system, and delivered ∼100 µJ of seed to two ns time-scale
gain stages OPA3 and OPA4.
The OPA3 and OPA4 pump beam was passed through a stretcher before being
amplified by two Nd:YLF, flash lamp pumped amplifiers. This produced a beam
energy of 200 mJ. As with the first pump beam line, the beam was frequency doubled,
and split into two beams of 35 and 70 mJ that were used to pump OPA3 and OPA4
respectively. The final OPA process amplified the seed beam up to 20 mJ. The
spectral and temporal overlap of the pump and seed signal at each of these OPA
stages was crucial for generating high contrast pulses.
After the final OPA stage, a mechanical shutter was timed to isolate a single pulse
from the original 10 Hz signal. This pulse was then amplified by three Nd:phosphate
glass, flash lamp pumped amplifiers, producing a 600 mJ, 600 ps pulse. This was
sent though final pulse compression stage, resulting in a single pulse of ∼300 mJ,
with a duration of ∼450 fs, that was then delivered to the target chamber. The laser
intensity on target was dependant of the focal geometry of the heating beam focusing
lens, as will be discussed in chapter 5.
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Figure 4.32: Block diagram of the Cerberus laser system used for the high-intensity laser
interaction experiments. The laser consisted of a high-contrast hybrid neodymium : Glass
OPCPA system operating at 1053 nm, producing a single pulse with a duration of ∼450 fs,
and with an energy of ∼300 mJ. The laser intensity on target was dependant on the focal
geometry of the heating beam focusing lens.
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Chapter 5
Intense Laser Interactions with
Optically Levitated Oil
Microdroplets
This chapter describes the experimental procedures used to characterise the in-
teraction of high-intensity laser light with optically levitated oil microdroplets. The
work is split into two sections. The first section is based on a series of preliminary
“low” intensity (1015 Wcm−2) interactions used to determine an operational proce-
dure for carrying out this type of experiment. A droplet alignment procedure was
establish, and provisional x-ray source size, x-ray photon energy and RF emission
measurements were carried out. The findings from these experiments then led on to a
second set of “high” intensity (1017 Wcm−2) interaction tests to be carried out. This
work focused on the same experimental measurements but using higher intensity laser
pulses, and with a suite of interaction targets of varying composition and geometry.
These experiments were led by the author, and with the assistance of Sam Giltrap
(IC-trap development), Nick Stuart (IC-Cerberus laser) and Siddarth Patankar (IC-
plasma diagnostics and Cerberus laser). All of the data presented in this chapter was
analysed by the author, with assistance from Hazel Low (IC) and Dr Ed Gumbrell
(AWE) in the interpretation of the x-ray spectroscopy results.
At the time of writing this thesis, a paper was in preparation based on the initial
162
Intense Laser Interactions with Optically Levitated Oil Microdroplets
results presented:
Rev Sci Instr. “An In-Vacuo Optical Levitation Trap for High-Intensity Laser
Interactions with Isolated Microtargets” C. J. Price, T. D. Donnelly, S. Giltrap, N.
Stuart, S. Parker, S. Patankar, D. Drew, and R. A. Smith.
5.1 Preliminary Low Intensity Interaction Exper-
iment
The optical trap was moved into a larger experimental target chamber that could
accommodate high power laser interaction experiments, with an appropriate suite of
diagnostics. A preliminary set up was used to establish the droplet/laser alignment
procedure, and to field x-ray photon energy and source size diagnostics.
5.1.1 Target Chamber Set up
The target chamber layout is presented in Figure 5.1, and was approximately 130
cm in diameter, 40 cm in height. The optically levitated droplets were irradiated
by pulses generated from the Cerberus laser system designed and built within the
Laser Consortium at Imperial College London. The laser produced sub-ps (∼450 fs)
pulses from a hybrid neodymium:glass Optical Parametric Chirped Pulse Amplifi-
cation (OPCPA) system (1054 nm). For initial experiments at low intensity, a 75
cm focal length lens was used to focus the beam onto target producing a relatively
large focal spot of approximately 25 µm (FWHM), and a Rayleigh range of ∼2 mm
to maximise the chance of hitting a droplet target. This resulted in focused peak
intensities reaching approximately 1015Wcm−2 (∼100 - 300 mJ energy on target). A
long focal length lens was chosen so that it could be situated outside the chamber,
to allow for easy re-alignment of the heating beam under vacuum, and to aid the de-
velopment of aligning techniques for irradiating an isolated microtarget. A focal spot
much larger than the trapped droplet was useful in making alignment less sensitive to
deviations in the trapped droplets position. A 50 µm wire, mounted on a motorised
vacuum x, y, z translation stage, was placed at the target chamber centre (TCC)
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and the low power oscillator (<1 mW), from the laser system, was aligned to this
point. The oscillator and main heating beam line shared the same optical path and
so the oscillator was found to be suitable for precision in-vacuo alignment purposes.
Alignment was achieved when full beam obscuration from the wire was seen on a
camera that was positioned at the rear of the chamber. The optical trap was also
mounted on a separate motorised x, y, z translation stage that was situated directly
below TCC. Approximate alignment of the trap to TCC, was achieved by adjusting
it’s position until the trapping laser was obscured by the wire in the vertical direction.
A flange with a transparent window was position directly above the trap so that the
droplet diffraction patterns could be observed. This significantly reduced the amount
of stray light scattering around the chamber from the trapping beam which helped
to minimise the amount of optical noise received by the PSD. The lifting mechanism
for removing the draft collar under vacuum was mounted on a long arm, which was
attached to the motor driven translational stage, and positioned directly over the
trap.
The imaging optics for monitoring the droplet position were placed at 900 to the
heating beam line, with the first lens mounted on an x, y, z translation stage for fine
adjustment. The scattered light from the alignment wire (from the trapping beam)
was used as a convenient way to align the various diagnostics. A double knife edge,
in an L shape orientation, was used for preliminary source size measurements and
was placed approximately 7 cm away from the wire (at TCC). A piece of x-ray image
plate (Fuji BAS MS2325) was placed 7 cm from the knife edge giving a one to one
imaging system. A shadow of the knife edge was cast onto the image plate so that
both edges could be accurately imaged and aligned on the image plate for each shot.
The knife edge was set up in this way to be as close as possible to the trap without
interfering with either the trap or the heating beam, whilst enabling the image plate
to receive as much x-ray flux as possible without de-magnifying the image.
A pin hole (∼ 1 mm diameter) and snout (24 cm in length) assembly were placed
directly opposite the knife edge (8 cm from TCC) with another piece of image plate
attached to the end of the housing, providing a x3 magnification. The pin hole was
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Figure 5.1: Target chamber layout for the initial low-intensity laser droplet interaction
experiments. Knife edge and pin hole diagnostics were used to measure x-ray source size,
and an Andor CCD camera used as a single hit spectrometer for determining x-ray photon
energy. Orthogonal viewing angles were established to monitor the trapped droplet position,
and also for alignment with the main heating beam.
aligned by eye, adjusting it’s mount until the scattered light from the alignment wire
(from the trapping beam) could be clearly seen through the hole.
Finally, an Andor CCD camera was placed between the 900 droplet imaging optics
and the heating beam, at a distance of 11 cm to TCC. A 6 µm layer of aluminium
foil was placed over the surface of the chip to create a light-tight seal, which allowed
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transmission of photons above ∼600 eV. In addition to this foil layer, a razor blade
was positioned over part of the CCD chip to help distinguish between background
noise and actual x-ray response. The spectrometer was connected to the main laser
triggering system and was set up to integrate the signal 0.05 s either side of laser pulse
firing, (T0), in order to provide enough time to sample all x-ray emission. This system
could be used with either a low signal, in single hit mode, where the energy deposited
by single photon was used to directly determine the spectrum of x-ray radiation, or
with higher signal levels whereby Ross pairs filters could determine x-ray flux in a
series of well-defined energy bands. In this instance, the camera was set up for single
hit operation. Once the chamber was pumped down, the temperature of the camera
was reduced to ∼-400 C to reduce thermal noise.
5.1.2 Droplet Alignment
A trapped droplet was aligned to the heating laser by looking for the scattered IR
light from the droplet when at, or near, the focus of the oscillator beam. In order
to do this, two orthogonal viewpoints were established so that the droplet could be
aligned in 3 dimensional space. In addition to the camera imaging the obscuration of
the focal spot from the alignment wire, a second imaging system was set up, slightly
off axis to the main beam line, with a x40 microscope objective to provide a lager field
of view and capture near forward scattered IR. With the alignment wire obscuring the
oscillator beam, and thus at TCC, the IR scatter could be seen on the off axis camera.
By changing the focusing position of the camera, the green scattered light from the
trapping beam could then be imaged, and thus the position of the focus could be
marked on the camera. The same result was achieved using the 900 imaging optics,
where the PSD was replaced with another CCD camera. With the wire aligned, the
trapping assembly was moved back far enough so that that draft collar could sit on
top of the trap without touching the wire. The trap was loaded in air, the chamber
sealed and pumped down, and the draft collar moved out of the way. The alignment
wire was left in position so that it could be re-aligned to the heating beam focus due
to it moving as a result of the chamber flexing during pump down. The trapping
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assembly was slowly moved back towards the alignment wire in short pulses (∼100
µm per pulse) on the translation stage until the droplet was ∼1 mm (in z) from the
alignment wire, as imaged on the 900 camera. The position of the wire (y, z) was then
marked on this camera. The droplet was then moved in the horizontal and vertical
(x, y) direction so it was obscured by the tip of the alignment wire, imaged by the off
axis imaging system. The position of the wire was marked on the camera and then
moved. The droplet was then slowly moved (in z) towards the marked position on
the 900 camera, adjusting for any movement from the marked position of the focus
in x and y, as imaged by the off axis camera. When the droplet was relatively close
the to focus of the oscillator beam, there was enough IR light visible on the camera
while still imaging in the green. Here the focusing position of the off axis camera was
adjusted to image the IR signal, and alignment was achieved by simply adjusting the
trap in x, y, and z until maximum IR scatter was seen from the droplet. If the power
of the oscillator beam used for alignment was greater than ∼ 1 mW, the droplet would
be knocked out of the trap when at the focus. It was noted that the droplet gave
very little obscuration when at focus, and so this technique was deemed unsuitable
for alignment purposes. This was assumed be a result of the droplets being much
smaller than the focus, thus only blocking or refracting a small proportion of the
beam. Once positioned in the focus, it was noted that the droplet would stay in good
alignment (within a focal spot diameter) for up to 5 minutes without the need to
re-adjust. Independent measurements taken with the PSD showed, repeatedly, that
the droplet position under vacuum (1.6x10−1 mbar) was stable to within ±5 µm. It
was thought that the main causes of misalignment were therefore from long time scale
power fluctuations in the trapping beam, or drift in the alignment of the tapping laser
to the single mode delivery fibre.
5.1.3 X-ray Source Size Characterisation
Two different targets were used for the preliminary low-intensity, large focal spot
experiment. These were levitated oil droplets (∼10±4 µm), and 180 µm thickness
tungsten wire. Tungsten wire of this size was chosen as a comparison target as it had
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a much larger atomic number (74) and size compared to the oil droplets. The aim
was to measure the extent of the variation in source size due to the different target
geometries, and the x-ray photon energies produced, as a result of the targets atomic
number and the intensity of the irradiating laser.
The apparent x-ray source size was determined by measuring the line spread func-
tion (LSF) across each knife edge (horizontal and vertical). In this way, the vertical
extent of the source was measured across the horizontal edge, and the horizontal
extent measured across the vertical edge. As the wire targets were viewed at a 450
angle to the detector, the measured source size will be equal to s/
√
2, compared to
the actual source size (s) in the horizontal plane. A correction factor of m × √2,
where m is the measured source size, will therefore need to be applied to all of the
wire target horizontal source size measurements. This will not be required for the
droplet targets due to their spherical symmetry.
In order to extract the knife edge data, the image plate was processed by a Fuji
BAS 1800II image plate reader as described in section 4.5.1. The image plate data
was process by the software package Image J to produce the edge response plot for
each shot. Sample box sizes of 600 (width) x 300 (height) pixels were used. These
dimensions were chosen to minimise the effect of any discontinuities that may be
present along the knife edge, but be large enough to generate good signal to noise
values. The Image J program had a built in function that generated the profile across
the sample box, taking the average over all pixel rows; the more rows (height of
sample box) the better the statistics. The error for each measurement was generated
by sampling several line-out sections across the knife edge, and taking the mean and
standard deviation of these values. The data was processed in the software package
Origin, and the LSF function was calculated. A Gaussian fit was applied to the LSF
using the inbuilt peak fitting software, taking the average value of the base line across
the full width of the sample box. The instrumental response of the plate reader was
measured by placing a knife edge direly onto the image plate, then irradiating it with
x-rays. This produced the best possible ERF for the system (one to one imaging),
and thus a measurement of the smallest resolvable source size possible (pixels). The
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FWHM of the measured LSF was 3.2 ± 0.03 pixels. Spatial calibration measurements
of the digitised images produced from the scanner showed that 1 pixel corresponded
to 42 ± 2 µm. This gave a maximum spatial resolution (one to one imaging) of 136 ±
6 µm. Figure 5.2 shows the knife edge images produced from irradiating the different
target types, and Figure 5.3 the plotted values of the measured ERF and calculated
LSF for each target. The x-axis in Figure 5.3 are given in pixels, and so the spatial
calibration was applied to convert from pixels to µm. Tables 5.1 and 5.2 give the
calculated line spread function (LSF) across each of the horizontal and vertical knife
edges after the spatial calibration was applied.
Dropletb(~10bmicrons)bb~b100bmJ Dropletb(~10bmicrons)b~b300bmJ TungstenbWireb(~180bmicrons)b~b300bmJ
Dropletb(~10bmicrons)bb~b300bmJ
6bμmbAl
12bμmbAl6bμmbAl 18bμmbAl
12bμmbAl
12bμmbAl 24bμmbAl
24bμmbAl 48bμmbAl
48bμmbAl 72bμmbAl
TungstenbWireb(~180bmicrons)b~b300bmJ
(a) (b) (c)
(d) (e)
Figure 5.2: X-ray knife edge images produced by a ∼10 µm droplet (a), (b), and a 180
µm tungsten wire (c). Images (d) and (e) show enlarged knife edge images with differential
filtering for a droplet and tungsten wire shot. Almost all the x-rays generated from the droplet
are blocked with 6 µm of Al foil, whereas the x-rays from the tungsten wire penetrate 72 µm
of Al foil. The images produced by the 300 mJ laser pulse clearly show a darker response
on the image plate, indicating the presence higher x-ray energy photons. As predicted, the
tungsten wire produced the highest energy photons, and had the largest LSF.
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Figure 5.3: Plots showing the normalised Edge Response Function (blue data points), and
the calculated Line Spread Function (red data points) with a fitted Gaussian curve (green
line) for the droplet and tungsten wire shots. The left column shows the vertical source size
measurements, and the right column the horizontal. The x scale is given in pixels, and so
a spatial calibration of 42 ± 2 µm per pixel (one to one imaging) was applied to give the
FWHM measurement in µm.
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The droplet shots gave source size measurements that were within the limits of
the maximum resolution of the image plate scanner, and so no assessment could be
made. This was the case across both the horizontal and vertical edges. The geometry
of the wire, but not the droplet, should give rise to an extended x-ray source in the
horizontal direction as a result of electrons steaming along its length [105, 106, 107].
As the tungsten wire was aligned with its extended length in the horizontal direction,
this effect should have resulted in the source size measurement across the vertical
knife edge (horizontal source size) being larger than that of the horizontal knife edge
(vertical source size). The results indicated that this was observed for the tungsten
wire as expected. The limiting factors when measuring the source size were thought
to have arisen from the signal to noise ratio, and the resolving power of the imaging
system. The wire targets were not only larger than the droplets, but also larger
than the focal spot size of the heating beam, and accordingly significantly more
efficient coupling with the laser was achieved and a larger x-ray flux was generated.
This resulted in a more uniform signal measured on the image plate, subsequently
increasing the signal to noise ratio, reducing the error of the measured line out. As the
tungsten wire was the largest target, and gave the best contrast (signal to noise), a
difference in source size for the horizontal and vertical orientations could be resolved.
It was observed that the increase in the laser energy had no measurable effect on the
droplet’s calculated LSF.
Table 5.1: Horizontal Source Size Measurements from Low Intensity Interactions
Target Diameter Laser Energy Horizontal LSF Error
(µm) (mJ) (µm) (µm)
Droplet 10 100 148 31
Droplet 10 300 156 17
Tungsten Wire 180 300 346 13
The pin hole camera proved to be quite ineffectual as a source size measurement
diagnostic. Although the camera could be positioned to view the alignment wire at
atmosphere, after the chamber had been pumped down the camera would miss-align
quite severely due to flexing of the chamber. As the pin hole could not be repositioned
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Table 5.2: Vertical Source Size Measurements from Low Intensity Interactions
Target Diameter Laser Energy Vertical LSF Error
(µm) (mJ) (µm) (µm)
Droplet 10 100 154 35
Droplet 10 300 168 32
Tungsten Wire 180 300 208 11
in situ, the diagnostic was abandoned for this experiment.
5.1.4 X-ray Photon Energy Emission
Radiographs of both the droplet and tungsten interaction were successfully acquired
by the Andor CCD camera, as can be seen in Figure 5.4. In each shot the knife
edge was clearly visible, indicating that x-rays were being detected directly by the
chip rather than undergoing multiple scattering in the vacuum chamber. The droplet
image (a) produced a relatively low flux “star-field” like emission of photon hits.
For the tungsten wire, the 6 µm foil filter allowed through sufficient flux to generate
a saturated signal on the chip, therefore a differential filter was put in place (b).
The filter consisted of aluminium foil of thickness 30, 36, and 54 µm, and the filter
banding could clearly be seen indicating transmission through the 54 µm layer. Higher
comparable x-ray photon energies were expected from tungsten on account of its
higher atomic number. Unfortunately, in both instances, no photon energy spectrum
measurements could be extracted from the Andor data as the there was too much
flux for well defined single hit spectroscopy.
To give some indication of the photon energies emitted from the droplet and tung-
sten wire targets, the PSL values from the image plate measurements were compared.
By taking the ratio of the filtered and unfiltered signals for each shot, and comparing
then with calibrated transmission data for aluminium foils of varying thickness, an
approximate energy value could be obtained. Tables 5.3 and 5.4 give the calculated
transmission values for the 300 mJ droplet and tungsten wire shots.
Figure 5.5 (a) shows the transmission data, generated from the CXRO data base
[99], for aluminium of different thickness with increasing x-ray photon energy. The
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Figure 5.4: Andor CCD radiograph images of a droplet shot (a), and tungsten wire shot
(b), with 300 mJ laser energy. The knife edge can be clearly seen on the right hand side
of each image. The droplet shot gave a star field like pattern through 6 µm of aluminium
foil, whereas the tungsten wire gave more uniform emission. The x-rays emitted from the
tungsten wire penetrated 54 µm of foil.
plot showed that aluminium had a strong transmission cut off at around 1.6 keV,
which meant that two photon energy measurements were possible for transmission
values that occurred above and below the peak value of the discontinuity, for each
foil thickness. For the droplet measurements, it was clear that there was very little
difference in the transmission from the filters with a thickness above 6 µm. This
suggested that the photon energies derived from filters thicker than this should be
disregarded. The level of transmission at 6 µm gave an approximate measurement
of the maximum emitted photon energy to be between 0.75 - 1.9 keV. The tungsten
wire data gave a resolvable transmission value for each filter thickness. The 48 and
72 µm filters gave transmission values that were above the aluminium transmission
peak at 1.6 keV, and so only one photon energy was derived for each filter. This data
suggested that photon energies of up to ∼4.7 keV were emitted from the tungsten
wire.
To get more accurate data, thinner foils should be used, or foils that have a higher
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transmission <2 keV, with no discontinuities in the transmission values. Beryllium
would be an ideal choice for this type of filtering due to its lower atomic number
(4), as compared with aluminium (13). Figure 5.5 (b) shows the transmission values
for beryllium, using the same thickness as for the aluminium foils. The plot shows
much higher transmission at lower energies, with no discontinuities below 2 keV. The
photon energises derived from the image plate data were treated with some caution
due to the fact the no calibration was carried out, relating the photon energy required
to generated the measured PSL value.
Table 5.3: Measured image plate transmission values, and derived photon energies, for the
300 mJ droplet Shot
Filtering Transmission Photon Energy (eV)
6 µm 0.016 ± 0.0005 750 - 1900
12 µm 0.013 ± 0.0001 960 - 2400
18 µm 0.012 ± 0.001 1100 - 2800
24 µm 0.012 ± 0.0002 1200 - 3200
Table 5.4: Measured image plate transmission values, and derived photon energies, for the
300 mJ tungsten wire Shot. Filter values marked with an ∗ gave transmission values that
were above the transmission peak at ∼1.6 keV.
Filtering Transmission Photon Energy (eV)
24 µm 0.031 ± 0.0009 1300 - 3400
48 µm∗ 0.017 ± 0.0007 4200
72 µm∗ 0.012 ± 0.001 4700
For the droplet interaction an approximate calculation was carried out to check
if the measured photon energies were realistic. By assuming a droplet size of 10 µm,
the mass of the droplet was calculated to be, ∼ 5.7x10−10 g. From the molecular mass
of, 484 g, the number of molecules in each droplet was estimated using Avogadros
constant. With this, the number of electrons per droplet could be approximated, and
by assuming that an upper bound of 100 % of the laser energy (300 mJ) was coupled
into the droplet (i.e. no light is scattered or reflected around the droplet, and all of
the energy goes into heating only the electrons in the plasma), the energy absorbed
per electron was calculated. This value came to ∼ 10 keV per electron. As it was
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Figure 5.5: X-ray transmission through varying thickness of aluminium (a). Image plate
filter measurements suggested photon energy ranges of ∼0.75 - 1.9 keV for the droplet, and
up to 4.7 keV for the tungsten wire. The transmission data was taken from the CXRO
database. Plot (b) showing x-ray transmission through beryllium [93] of the same thickness,
with higher transmission at lower photon energies.
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unrealistic to assume 100 % absorption of the laser pulse, this set a theoretical upper
limit of the potential maximum emitted photon energy assuming a local thermal equi-
librium (LTE) plasma. From a geometrical approximation, the area of the droplet
was ∼40 % of the focal spot area of the heating beam. This in turn reduced the ab-
sorption approximation, that gave a maximum value of 4 keV per electron. However,
this simple calculation did not take into account the complex absorption mechanisms
that could occur in these type of interactions, or any geometrical effects that could in-
fluence the laser/plasma coupling e.g. to a hot electron population through resonance
absorption.
The maximum photon energy predicted from this approximation was much greater
than the measured value given by the image plate data. Because of this discrepancy,
no conclusion could be drawn until the results could be compared with an energy
spectrum measurement, taken from the Andor CCD camera.
5.1.5 Preliminary RF Emission Measurements
RF emission measurements were taken for each target type, which consisted of a back-
ground ”null” shot and ”live” shot. The insulated copper wire coil (probe 2) proved
to be the most effective at picking up RF signals in all instances. Comparisons were
made between the droplet and tungsten wire shots, and it was clearly demonstrated
that there was significantly more pick up measured with the wire shots than with the
droplet shots. The scope used to measure the coil EMF was set to measure ±200
ns from T0, with a sample interval of 0.4 ns. Figure 5.6 gives the background and
live shot RF response measurements for the droplet and tungsten wire with 300 mJ
laser energy on target. The point in time at which the laser pulse entered the target
chamber was measured using a photo diode, and this is labelled as t = 0.0 in the
figures. The droplet shot plots showed pick up in both the background and shot mea-
surements. The first component in this signal was identified as noise from the Pockels
cells when the main laser was triggered, confirming that the emission occurred after
the laser pulse was generated. This pick up was not seen in the wire shots because
the voltage scale on the scope was too coarse to measure this. The background plot
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is included in this figure to demonstrate that the magnitude of the pick up was not
affected by the interaction process itself. The measured signals for both interactions
were integrated to give a comparison of the magnitude of the level of emission in each
case. This was done by taking the absolute value of the measured voltage, per unit
time interval, and then summing the signal elements (for both the background and
live shots). The summed background signal was then deducted from the summed
shot signal, and this value was used as the magnitude of the RF emission pulse. The
pulse duration was measured from the head of the emission, as defined by the point
where the voltage exceeded twice the noise level, to the end of the pulse, as defined
by the point where the signal remained within the standard deviation (noise) value of
the baseline signal. The scope channel, set at 1V/divide, for the tungsten wire shot
required a x2 attenuator in order for the signal not to be saturated and therefore the
actual value of the maximum peak was around 8 V. The duration of the measured
pulse was ∼0.16 µs, with an integrated signal of around 400 V s over this period. For
the droplet shots, no attenuation on the channel was required, with the scope set to
50 mV/divide. The peak value of the pulse was measured to be approximately 0.3 V,
with the total pulse duration of ∼0.12 µs, and an integrated signal of around 14 V s.
It was clear that there is significantly greater integrated RF emission (approximately
x29) from the wire shot than that of droplet, with similar pulse durations.
5.1.6 In-Trap Droplet Dynamics
A measurement of the droplet dynamics was repeated when the trapping system was
moved into the larger experimental target chamber in the new laboratory. This was
taken to check that the droplet motion was consistent with that of droplet in the test
vacuum chamber under atmospheric and low pressure. The signal resolution from the
PSD was also compared.
Figure 5.7 gives the horizontal and vertical (x, y) position of a trapped droplet
whilst the chamber was pumped down. Plots (a) and (b) give the vertical displace-
ment of the droplet as a function of pressure, and it can be seen that as the pressure
of the chamber fell, the droplets position began to rise. This motion was attributed
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Figure 5.6: RF emission measurements from droplet (d) and tungsten wire (d) targets. The
peak emission from the wire target is an order of magnitude greater than the droplet target
(x2 attenuation). The background measurement for the droplet (a) show a measured signal
generated from the Pockels cells firing with the main laser pulse, indicating the RF pulse
was generated after the laser has fired. No Pockels cell pick-up is visible on the tungsten
wire background shot (c) due to the voltage scaling on the oscilloscope. T = 0.0 s marks the
point at which the laser pulse enters the target chamber.
to the vacuum chamber flexing upwards by ∼300 µm as the pressure was reduced.
This plateaued, after which the droplets position began to fall. At this point, the rate
of change in the pressure of the chamber was significantly reduced, and therefore the
effect of the chamber flexing on the measured position was also reduced. The chamber
pressure was approximately 5 mbar which correlated with the mean free path of am-
bient gas becoming comparable to the droplet diameter. At this pressure, the effect of
radiometric (thermal) forces of the surround gas on the droplet began to diminish and
the effectiveness of the thermal conductivity of the surrounding atmosphere dropped,
resulting in droplet heating. It was thought that the process of negative photophore-
sis created forces which acted on the droplet, causing it to descend slightly into the
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levitating beam. This was consistent with what was observed in the test vacuum
chamber. It must be noted that at this point, the PSD was reposition so that the
droplet was imaged approximately at the centre of the chip to maximise the signal to
noise value. Plot (b) shows the continued drop in the vertical direction of the droplet
which eventually settled at around 0.6 mbar, before rising again. This rise could
be attributed to the onset of photochemical damage of the oil, which increased the
absorptive properties of the droplet, and as a result, positive photophoresis caused
the droplet to rise in the levitating beam. It is thought that this process, after ∼1
hour after trapping below 5 mbar, is what destabilised the droplet and caused it to
fall out of the trap.
Plots (c) and (d) show the droplets horizontal position as the chamber was pumped
down. Surprisingly, there was significant horizontal motion, as with the vertical
motion, of the droplet which was attribute to the flexing of the vacuum chamber and
subsequent tilting of the trapping assembly. It is interesting to note that this motion
levelled out at the same time and pressure as the point of inflection of the vertical
position. This confirmed the notion that beyond this, all motion could be attributed
the droplet dynamics, and not the mechanical behaviour of the vacuum system. Over
a period of ∼13 minutes, and over a pressure range from 1.2 to 0.6 mbar, the droplet
moved ∼50 µm in the vertical direction, and only ∼10 µm in the horizontal. The
measured signal to noise for both the vertical and horizontal position measurements
was ∼±5 µm at 1 second sampling, demonstrating that the optical noise levels were
much lower in the experiment chamber (∼ x4 lower), and thus confirming that stray
light in the test vacuum chamber was the dominant factor in limiting the signal
quality.
The Fourier transform was taken for both the vertical and horizontal droplet mo-
tion at atmospheric pressure and ∼5.7x10−1 mbar. The results of which are presented
in Figures 5.8 and 5.9. It can be seen that at both 1000 mbar and 5.7x10−1 mbar, in
the vertical and horizontal position data, that there was the same high frequency pick
up as seen in the test vacuum chamber measurements. This suggested that the pick
up may be an artefact of the trapping laser itself, as each chamber was tested in sepa-
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Figure 5.7: Plots showing the vertical (a), (b) and horizontal (c), (d) position measurements
of a trapped droplet during the chamber pump down. The mechanical behaviour of the
chamber, whilst pumping down, initially dominated the measured position of the droplet. At
∼5 mbar, the effect became minimal and the actual droplet dynamics became apparent. Below
this pressure, the effect of radiometric forces and the thermal conductivity and viscosity of
the surrounding medium significantly reduced, and the dominant forces acting on the droplet
where due to photophoresis.
rate laboratory environments. For the vertical Fourier transform data, the dominant
frequency response was at ∼47 - 48 Hz, which almost trebled in amplitude at low
pressure. This was a relatively broad response at this frequency, at atmosphere, but
significantly narrowed at reduced pressure. As with the test vacuum chamber data,
this response was attributed to the RF pick up from nearby electronic equipment. At
low pressure, more broad low frequency (<500 Hz) peaks were measured.
A similar trend was seen in the horizontal Fourier transform data. At atmospheric
pressure, the dominant frequency response was a broad peak at ∼100 Hz that nar-
rowed at low pressure. This suggested that an optical response to the laboratory
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Figure 5.8: Fourier transform of the droplets vertical position data at atmosphere (1000
mbar) and under vacuum (5.7x10−1 mbar), in the experimental chamber. The dominant
frequency response at both pressures was ∼ 47 - 48 Hz, the magnitude of which increased
under vacuum. The high frequency peaks which occur at both atmosphere and vacuum are
thought to arise from the trapping laser. Broad, low frequency peaks began to develop at low
pressure, indicating the onset of increased droplet dynamic motion/oscillation.
lighting was measured by the PSD, despite care being taken to minimise this. How-
ever, at low pressure the amplitude of this response dropped significantly, with the
response at ∼ 48 Hz dominating. As ambient lighting conditions were not changed,
this response drop may have been caused by actual droplet dynamics as a response
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Figure 5.9: Fourier transform of the droplet’s horizontal position data at atmosphere (1000
mbar) and under vacuum (5.7x10−1 mbar), in the experimental chamber. The same high
frequency peaks, observed in the vertical data, is also present. The dominate frequency
response at atmosphere is at ∼ 100 Hz, with progressively small peak down to 93 Hz. This
response narrows to two smaller peaks when under vacuum conditions. At low pressure, the
∼ 48 Hz becomes the dominant frequency. These frequency peaks are approximately half the
magnitude of those in the vertical case
to a drop in pressure. As in the vertical case, the amplitude of the ∼ 48 Hz signal
almost trebled in value at low pressure. More low frequency peaks also develop at
low pressure for the horizontal data.
Both sets of measurements suggested that as the pressure reduced, the droplet
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began to exhibit an increase in low frequency motion/oscillations. A small peak at
around 2.5 kHz developed in both the vertical and horizontal data. As the pressure
reduced, there may have be some external contribution to the measured frequency re-
sponse of the droplet motion (RF pick and optical signals), but this response changed
as the pressure reduced. As the vertical and horizontal motion of the droplet was
coupled, the frequency response of any vertical motion would also be seen as a lower
amplitude frequency response in horizontal motion.
5.1.7 Summary of Results from Preliminary Droplet Inter-
action Experiments
The x-ray emission from the optically levitated droplet interactions were recorded
using an Andor CCD camera and x-ray image plate. Preliminary measurements of
the x-ray source size of a levitated droplet were compared with a tungsten wire target.
The droplet gave a source size measurement that was equal to or below the maximum
spatial resolution of the imaging system, 136 ± 6 µm, and so no accurate source size
measurement could be determined in either orientation. The tungsten wire gave
a similar result for its vertical source size, however, the horizontal source size was
resolvable, indicating a larger extended x-ray source. This was expected due to the
physical difference in size in each dimension (horizontal and vertical) of the wire.
Data from the image plate and Andor CCD measurements suggested that much
higher x-ray energy photons were being emitted from the wire target, this was an
expected result due the higher atomic number of tungsten compared to the droplets
Z mix, and also due to better coupling with the laser. However, no definitive x-ray
photon energy could be measured from the Andor images as no single hit spectroscopy
analysis could be made. This was because the flux of x-rays emitted was too great
for such analysis. Approximate photon energy measurements calculated from the
PLS values from the image plate were carried out, indicating energy ranges of 0.75
to 1.9 keV from the droplet target, and up to 4.7 keV from the tungsten wire target.
However, the data suggested that thinner aluminium foils, or a less dense material,
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would be needed to obtain more reliable measurements. This type of filter would
therefore allow differentially filtered knife edge measurements to be taken to better
asses the x-ray source size at different photon energies, and therefore at different
stages in the interaction process.
Measurements of the RF emission from the levitated droplets showed the output
to be approximately 29 times lower when compared with the results from the tungsten
wire target. There were two primary reasons for this: firstly, the difference in the
atomic number of the targets, secondly the levitated droplets offer no return current
paths which is the case for the support structures of standard solid targets. In order to
fully characterise the RF emission from a laser matter interaction, as first described by
Aspiotis et al [108], a more detailed investigation into the spectral composition, pulse
duration, and radiated intensity over a larger temporal and spectral range needed to
be carried out.
Droplet dynamic measurements were taken in two different environments, atmo-
spheric and low pressure environments (∼6x10−1 mbar), in both the test vacuum
chamber and main experimental chamber. The results demonstrated an increase
in low frequency < 500Hz oscillations developing at low pressure, with dominat-
ing frequency components at ∼50 and 100 Hz. These dominating frequencies were
characteristic of RF pick up from mains-driven electronic devices and room lighting.
The response of these frequencies continued to change as the ambient pressure was
reduced, and so further work is required to identify the source of this response. Ini-
tially, the overall motion of the droplet was dominated by the flexing of the vacuum
chamber under loading as the pressure was reduced, and also by the downward pump-
ing motion of the air around the trapping region, directly inside the draft collar. At
low pressure, the effect of the chamber flexing diminished, and all motion could be
directly attributed to the droplet dynamics within the trap. Under ∼5 mbar, forces
acting on the droplet generated by positive and negative photophoresis may have had
a long time-scale effect on the droplet’s position relative to the trapping beam focus.
This preliminary droplet interaction experiment highlighted potential limitations
in the drive laser intensity and x-ray diagnostic systems. As such, the following
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modifications were made to address the issues raised from these initial results: A
higher magnification knife edge imaging system was employed to give better spatial
resolution measurements for the source size. A greater range of targets with varying
geometries and compositions were used to investigate the effects of these properties
on the x-ray source size and photon energy produced, in comparison to the levitated
droplets. Modifications were also be made to the target chamber to allow for single
photon shot measurements to be taken by Andor CCD camera. A shorter focal length
lens for the heating beam was to be used to increase the intensity of the laser pulse
impinging onto the target. By using a short focal length lens, the alignment of the
droplet would become more sensitive to miss-alignment as its size became comparable
to that of the laser focus.
To summarise, these experiments demonstrated that oil droplets could be optically
trapped, for extend periods of time (∼ 1 hour) at low pressures (∼6x10−1 mbar).
Positional resolutions down to ∼±5 µm were obtainable, demonstrating the ability
to monitor motion within a droplet diameter. The stability of the optically trapped
oil droplets proved that these targets could be held within the focal spot size of an
irradiating beam (25 µm), long enough to set up the laser for the shot (∼5 minutes).
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5.2 High Intensity Interaction Experiments
The modifications mentioned in the previous section were implemented for the fol-
lowing droplet interaction experiments, which has been outlined below.
5.2.1 Target Chamber Set up
Figure 5.10 shows the revised target chamber layout for the high intensity interaction
experiments. The same high-intensity laser system was used, but the f = 75 cm
heating beam focusing lens was replaced with a 2 inch diameter, spherical aberration
corrected GRIN lens (AMS Technologies, Part No. GPX-50-200), with a focal length
of 20 cm. This produced a focal spot size of ∼7 µm (FWHM), a Rayleigh range of
∼ 134 µm with a NA ∼ 0.1 (see Appendix A for focal spot measurement details).
Peak intensities of approximately 1017Wcm−2 were achievable. The lens was mounted
on a vacuum compatible x, y, z translation stage which could be adjusted after the
chamber was pumped down.
The knife edge imaging system was modified to improve the x-ray source size mea-
surements. Instead of a double knife edge, two crossed copper wires ( 1.5 mm diame-
ter) fixed to a mount consisting or four razor blades, and were placed approximately
7 cm away from the wire (at TCC). The X-ray image plate was placed 42 cm from
the wires giving an M=6 imaging system. At this magnification, the ultimate spatial
resolution of the image scanner was calculated to be 20 ± 2 µm (22 µm limit). The
position of the knife edge imaging system was moved so that it imaged the reflected
side of the target, rather than the transmitted side, in terms of the position of the
heating beam impinging the target. It was thought, purely from a geometrical stand
point, that a larger flux of x-ray photons would be seen in this orientation. Wires were
used instead of the knife edge system, as they were less sensitive to miss-alignment
with the source. Also, a wire has a large radius of curvature for all projections onto
its surface, which minimised the effect of any near edge transmission of harder x-ray
photons that may have occurred, that could otherwise increase image blur. As with
the double knife edge in the previous measurements, a shadow of the crossed copper
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Figure 5.10: Target chamber layout of the high-intensity laser droplet interaction experi-
ments. The f=70 cm heating lens was replace with an f=20 cm GRIN lens for increased
laser intensity onto target. The knife edge diagnostic now consisted of two crossed copper
wires, set up with x6 magnification. The position has also changed, imaging the reflected
side of the droplet, rather than the transmitted side in terms of the heating beam impinging
the target. The Andor CCD camera was placed on a vacuum tube extension attached to the
side of the chamber to reduce x-ray flux geometrically and facilitate single hit spectroscopy.
The pin hole and snout assembly were removed.
wires was cast onto the image plate, which ensured that the orthogonal edges of the
copper wires could be accurately imaged. A filter pack, consisting of a 0.8 and 1.6
µm aluminium filters, was mounted directly in front of the image plate so that the
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shadow of each filter was cast onto both a vertical and horizontal section of a razor
blade edge. This would allow higher x-ray transmission values, so that filtered knife
edge measurements could be made. The highly toxic nature of beryllium deemed it
unsuitable for the knife edge measurements, as the image plate and filter mount was
handled too frequently.
To ensure the amount of x-ray flux reaching the Andor camera was in the single
photon counting regime, the camera was placed on a extension tube that was mounted
to the side of the chamber. The extension piece was 155 cm long, resulting in the
total distance of the Andor camera from TCC to be ∼200 cm. Compared to where
the camera was positioned for the low intensity interactions, the camera would now
receive a ∼ 400 times reduction in signal assuming a uniform 4pi emission. A 25 µm
beryllium filter for use with the Andor camera, that was safe to handle, was ordered
but did not arrive in time for use for this part of experiment. Consequently, this
experiment was carried out using the 6 µm aluminium foil filter on the camera.
No changes were made to the droplet imaging system, or RF emission probes for
the high intensity experiment.
Targets Under Test
A suite of various target materials and geometries were chosen for sources of compar-
ison with the levitated droplet. The test targets were chosen to have atomic numbers
that were comparable, or much greater than the average atomic composition of the
droplet to investigate any geometrical and Z scaling considerations that may effect
the x-ray emission. These target materials had conventional geometries, wire and foils
and stalk mounted targets, so that the effect on the x-ray source size could be better
quantified. The targets that were used in the high intensity interaction experiments
are listed in table 5.5.
The glass plates were No. 1 cover slips, made from borosilicate glass with an
approximate atomic number of 12 [109], and dimensions of 25 x 25 mm. The glass
beads were made of the same material as the cover slips, and were mounted on the
tip of a 9 µm carbon wire. The aluminium foil was used to construct “flag” targets
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Table 5.5: Targets used in the high intensity interaction experiments.
Target Material Atomic Number Geometry Thickness/Diameter
Aluminium 13 Foil 6 µm
Carbon 6 Wire 9 µm
Glass ∼12 Plate 0.15 ± 0.02 mm
Glass ∼12 Sphere 15 ± 5 µm
Tungsten 74 Wire 18 µm
Silicon Oil 14 Droplet 10 ± 4 µm
measuring approximately 10 x 10 mm.
Fiducial wires were mounted on the plate and foil targets to align them to the
heating beam under vacuum. The droplets were aligned using the same procedure
as described in the previous section. It was found that once the trap was aligned to
TCC under vacuum, it could be left in place for subsequent shots, and only minimal
adjustment was required to align each droplet to the heating beam. With the use
of the shorter focal length heating lens, the focal spot was comparable in size with
the droplet, and as a result, the droplet showed significantly more obscuration of the
oscillator beam than in the previous set up.
5.2.2 X-ray Source Size Characterisation
Figure 5.11 (a) shows the mounted crossed copper wires used for the source size
measurements, with image (b) giving an example of the x-ray image produced on the
image plate when irradiated, with a magnification of 6. The uncertainty attributed
to each measured distance between the target, knife edge and image plate was ± 0.5
cm. When taking the extent of this error into account when calculating the source
size, transverse magnification effects from viewing any (micron-scale) target at non-
normal incidence can therefore be ignored. As mentioned in section 5.1.3, because
the targets are viewed at 450 to the detector, a correction factor of m×√2 will have
to be applied to the measured horizontal source size measurements (m) for all planar
and wire based targets.
The image plate was scanned and samples were taken across the horizontal and
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Figure 5.11: Images of the source size measurement object (a) and subsequent x-ray image
(b). Sections of the horizontal and vertical wires were sampled to measure the unfiltered
ERF. The superimposed image of the aluminium foil pack scan be seen in the bottom right-
hand corner of the image. This provided differential filtering for source size measurements
for different x-ray energies emitted.
vertical wires to generate the ERF, and consequently the LSF. In each case, the sample
box size was 600 pixels in width (across the image), and 240 pixels in height. As in
the previous experiment, the size of the sample box was small enough to minimise
errors due to discontinuities along the edge of the wire, whilst being large enough to
give good numerical averaging. This sample box produced two edge measurements,
from either side of the wire, which gave negative and positive LSF peaks respectively.
A Gaussian fit was applied to each peak using the same base line that had been
generated from the LSF calculated across the entire data set. An uncertainty for
these values was measured by repeating the same measurement using 3 sub-sample
sections (600 x 80 pixels). Three shots were taken for each target, so an error of
the measurement across each edge could be assessed for each individual shot as was
the shot to shot error for the three measurements taken for each target type. This
procedure was also applied to the filtered sections of the image plate. The thickness
of the foils were such that they were extremely fragile and difficult to handle, and so
only very small pieces were used (∼ 5 x 20 mm). As a result, this severely limited
the sample area that could be used to measure the ERF.
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Table 5.6: Combined LSF measurements for the targets used in the high intensity interaction
experiments. Shots marked with ∗ are not included in data set.
Target Laser Energy Source Size Error Source Size Error
[Vertical] [Horizontal]
Aluminium
Foil
Tango∗ 320 mJ 32 µm 3 µm 44 µm 4 µm
Uniform 300 mJ 61 µm 6 µm 106 µm 11 µm
Victor 310 mJ 60 µm 5 µm 54 µm 4 µm
[Average] 310 mJ 61 µm 6 µm 81 µm 8 µm
Carbon Wire
Hotel 300 mJ 28 µm 3 µm 41 µm 4 µm
India 280 mJ 26 µm 3 µm 38 µm 4 µm
Juliet 310 mJ 28 µm 3 µm 43 µm 4 µm
[Average] 300 mJ 27 µm 3 µm 41 µm 4 µm
Glass Plate
November 330 mJ 38 µm 4 µm 50 µm 4 µm
Oscar 300 mJ 29 µm 3 µm 47 µm 4 µm
Papa 300 mJ 34 µm 4 µm 45 µm 6 µm
[Average] 310 mJ 34 µm 4 µm 47 µm 4 µm
Glass Sphere
Kilo 330 mJ 29 µm 3 µm 45 µm 3 µm
Lima 310 mJ 27 µm 4 µm 45 µm 6 µm
Mike 310 mJ 32 µm 4 µm 40 µm 6 µm
[Average] 310 mJ 29 µm 4 µm 44 µm 4 µm
Tugnsten
Wire
Kilo 340 mJ 24 µm 2 µm 40 µm 3 µm
Lima 280 mJ 25 µm 2 µm 41 µm 4 µm
Mike 300 mJ 25 µm 2 µm 40 µm 3 µm
[Average] 310 mJ 25 µm 2 µm 40 µm 3 µm
Oil Droplet
Echo 310 mJ 32 µm 8 µm 48 µm 17 µm
Foxtrot 250 mJ 21 µm 3 µm 24 µm 4 µm
Golf 340 mJ 28 µm 5 µm 25 µm 7 µm
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Figure 5.12: Plots showing the measured horizontal ERF, and calculated LSF from the 6 µm
aluminium foil targets (vertical source size). The green line is the Gaussian fit to the LSF,
from which the FHWM (pixels) is measured. The emission from shot tango was thought
to have come from the alignment fiducial rather that the foil itself. This is reflected in the
relatively small source size measurement, across both edges compared to shots Uniform and
Victor.
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Figure 5.13: Plots showing the measured vertical ERF and calculated LSF for the 6 µm
aluminium foil targets (horizontal source size). The green line is the Gaussian fit to the
LSF to, from which the FWHM (pixels) is measured.
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Figure 5.14: Plots showing the measured horizontal ERF and calculated LSF for the 9 µm
carbon wire targets (vertical source size). The green line is the Gaussian fit to the LSF,
from which the FHWM (pixels) is measured.
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Figure 5.15: Plots showing the measured vertical ERF and calculated LSF for the 9 µm
carbon wire targets (horizontal source size). The green line is the Gaussian fit to the LSF,
from which the FHWM (pixels) is measured.
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Figure 5.16: Plots showing the measured horizontal ERF and calculated LSF for the 1.5
mm thick glass plate targets (vertical source size). The green line is the Gaussian fit to the
LSF, from which the FHWM (pixels) is measured.
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Figure 5.17: Plots showing the measured vertical ERF and calculated LSF for the 1.5 mm
thick glass plate targets (horizontal source size). The green line is the Gaussian fit to the
LSF, from which the FHWM (pixels) is measured.
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Figure 5.18: Plots showing the measured horizontal ERF and calculated LSF for the 15 µm
glass micro-sphere targets mounted in the end of a 9 µm carbon wire (vertical source size).
The green line is the Gaussian fit to the LSF, from which the FHWM (pixels) is measured.
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Figure 5.19: Plots showing the measured vertical ERF and calculated LSF for the 15 µm
glass micro-sphere targets mounted in the end of a 9 µm carbon wire (horizontal source
size). The green line is the Gaussian fit to the LSF, from which the FHWM (pixels) is
measured.
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Figure 5.20: Plots showing the measured horizontal ERF and calculated LSF for the 18 µm
tungsten wire targets (vertical source size). The green line is the Gaussian fit to the LSF,
from which the FHWM (pixels) is measured.
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Figure 5.21: Plots showing the measured vertical ERF and calculated LSF for the 18 µm
tungsten wire targets (horizontal source size). The green line is the Gaussian fit to the LSF,
from which the FHWM (pixels) is measured.
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Figure 5.22: Plots showing the measured horizontal ERF and calculated LSF for the (∼10
µm) droplet targets (vertical source size). The green line is the Gaussian fit to the LSF,
from which the FHWM (pixels) is measured.
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Figure 5.23: Plots showing the measured vertical ERF and calculated LSF for the (∼10 µm)
droplet targets (horizontal source size). The green line is the Gaussian fit to the LSF, from
which the FHWM (pixels) is measured.
203
Intense Laser Interactions with Optically Levitated Oil Microdroplets
The sample box size used for the 0.8 µm filter was ∼100 pixels in height, and ∼
70 pixels for the 1.6 µm filter. Ergo, much lower numerical averaging was used for
the filtered data. The influence of the sample box size, and therefore the amount
of numerical averaging, on the measured ERF and LSF was investigated, the results
are presented in Appendix D. The effect of miss-alignment (rotation) of the edge of
the wire in relation to the sample box was also measured. Figures 5.12 - 5.23 show
the measured ERF and calculated LSF for each target, the blue line representing the
normalised ERF, the red line the normalised LSF, and the green line is the fitted
Gaussian function to the LSF. The spatial calibration and magnification factor was
applied to the data to convert into µm. The FWHM measurements for the LSF,
and their associated error values, were combined to give an average value for each
shot, in each orientation. A further average value was calculated for the three shot
measurements, giving the final result for the horizontal and vertical orientations. A
summary of this data is presented in Table 5.6. For the aluminium foil shot Tango, it
was discovered that the laser had hit the alignment fiducial and so the data for this
shot was disregarded; the measured source size and it’s error, are significantly smaller
than compared to the results of the other foil shots.
Each droplet shot was classed as an individual event as the trapped droplet varied
in size from shot to shot. By examining the diffraction patter, care was taken to trap
droplets that were approximatively the same size. However, despite this diligence
some sizing error was present of approximately ±2-3 µm in diameter. The optically
levitated droplet was more sensitive to miss-alignment when compared to the solid,
stalk mounted targets, and this in turn had a greater impact on the interaction.
As a result, no average source size was taken from the three shots; each shot was
treated individually. On first inspection, the Andor data suggested that shot Foxtrot
produced the hardest x-ray measurements out the three shots taken, and the highest
average PSL value on the image plate. Therefore, this shot was deemed the “best”
droplet shot and was used for comparisons.
The tungsten wire shots produced the measurements with the smallest error in
all instances. As in the case in the low intensity interaction experimenter, this was
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believed to be a result of the large flux of high energy x-ray photons being generated
as a result of the target’s high atomic number. This also produced the best signal to
noise levels on the image plate.
The irradiating laser energy level was consistent over all the target interactions
(∼300 ± 20 mJ), and so was not assumed to have had a significant effect on the
measured source size.
The vertical, unfiltered, source size measurements (Figure 5.24 (a)) showed that
the carbon wire, glass plate, glass sphere, tungsten wire and droplet were grouped
very closely together, with the droplet giving a source size comparable to the ultimate
resolution of the image plate scanner. This potentially suggested that the droplet
produced the smallest x-ray source size, comparable to its pre-irradiation physical
size. The foil target was expected to give the largest source size out of all the target
types, in both orientations, due to the significant lateral expansion of the electrons
across the surface, resulting in a large emitting region [110]. Due to the close proximity
in physical size of the targets (excluding the aluminium foil and glass plate) measured
in this orientation, it was expected that the results would be similar. However, the
ordering of the measured source sizes did not follow (exactly) the ordering of the
physical extend of each target. This was thought to be as a consequence of the
unfiltered image plate having sampled a very broad range of x-ray energies, and
therefore a broad range of x-ray source sizes, and thus adding blur to the x-ray image
produced. For the horizontal source size data (Figure 5.24 (b)), the aluminium foil
again gave the largest source size, and the droplet also produced a measurement
within the resolution of the image plate scanner. In this orientation there is a clear
separation in source size between the droplet and all other solid targets, indicating a
confined x-ray source size due to the droplets physical shape and isolation in space.
It was expected that a larger horizontal source size would be measured from the wire
based targets (carbon, glass sphere, and tungsten), due to their larger physical size in
this orientation, as compared to their diameter (vertical source size). This result was
observed in all of the targets, except for the droplet (Figure 5.25). The horizontal
source size for both the aluminium foil and glass plate targets were larger
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Figure 5.24: Comparison of the average FWHM LSF measurement for each target type.
The aluminium foil gave the largest source size measurement in both the vertical and hori-
zontal orientations as expected. The oil droplet give a measurement (in both orientations)
comparable to the maximum resolution of the image plate scanner, potentially indicating
a source size below this value. When compared to the extended targets, the droplet gave a
smaller source size measurement in the horizontal orientation, indicating a more confined
x-ray emission due to its physical shape and isolation in space.
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Figure 5.25: Comparison between the unfiltered vertical and horizontal source size for each
target. Results for the wire targets indicate a resolvable difference in size between the ver-
tical and horizontal orientations as expected. The droplet gave an unresolvable source size
measurement in both orientations, potentially indicating a symmetric source size close to
its pre-irradiated physical size. The non-symmetric source size for the aluminium foil and
glass plate target maybe as a result of the alignment of polarisation axis of the irradiating
laser with respect to the targets.
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than the vertical measurements. This could be a result of the polarisation axis of
the irradiating laser being aligned with the horizontal axis of the targets, producing
larger amplitude oscillations of the driven electrons in the plasma.
Filtered Source Size Measurements
The data presented so far was taken using the unfiltered image plate measurements,
and therefore all emitted x-ray photons, from a given energy distribution, will have
been sampled simultaneously. The formation of the laser produced plasma was de-
pendant on the temporal properties of the pulse, and so the energy of the emitted
x-ray photons differed as the plasma evolved. At the peak of the laser pulse, and at
it’s greatest intensity, a hot electron plasma will have formed and produce high energy
x-rays over a very short time period (a few ps). As the plasma began to cool and
expand, lower energy thermal electrons will have dominated the plasma processes,
generating lower energy x-ray photons. Using the unfiltered image plate, the tempo-
ral evolution of the plasma resulted in only the largest source size being measured,
essentially adding blur to the ERF. Thus, in order to generate more accurate source
size measurements, filters had to be used. Filtering cut out the lower energy, larger
x-ray emission sources and samples only the higher energy x-rays produced from a
smaller x-ray source, i.e., the greater the degree of filtering, the smaller the source
size that should be measured.
Tables 5.7 and 5.8 list the filtered horizontal and vertical LSF measurements for
each target type. An N/A value means that no edge measurement could be resolved
through the filter. Figures 5.26 - 5.32 show the ERF and LSF for each target shot,
where an edge was resolvable through the filtering. As expected, the noise values
on the ERF and LSF data for the 1.6 µm was greater than the 0.8 µm filter data.
This was due the lack of x-ray photons being emitted which could penetrate through
the filter, which resulted in the image plate being exposed to a much lower level of
radiation. This was true for all target types with the exception of the tungsten wire,
suggesting that it’s higher atomic number was responsible for the emission of the
higher energy x-ray photons.
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Table 5.7: Filtered vertical source size measurements for the targets used in the high inten-
sity interaction experiments. Shots marked with ∗ are not included in the data set.
Target Laser Energy 0.8 µm Filter LSF 1.6 µm Filter LSF
Aluminium
Foil
Tango∗ 320 mJ 30 ± 5 µm N/A
Uniform 300 mJ N/A N/A
Victor 310 mJ 59 ± 6 µm 52 ± 7 µm
[Average] 310 mJ 59 ± 6 µm 52 ± 7 µm
Carbon Wire
Hotel 300 mJ 20 ± 3 µm 27 ± 8 µm
India 280 mJ N/A N/A
Juliet 310 mJ N/A N/A
[Average] 300 mJ 20 ± 3 µm 27 ± 8 µm
Glass Plate
November 330 mJ 35 ± 6 µm 35 ± 7 µm
Oscar 300 mJ 21 ± 3 µm 25 ± 8 µm
Papa 300 mJ 30 ± 6 µm 34 ± 7 µm
[Average] 310 mJ 29 ± 5 µm 31 ± 7 µm
Glass Sphere
Kilo 330 mJ 20 ± 3 µm 16 ± 3 µm
Lima 310 mJ N/A N/A
Mike 310 mJ N/A N/A
[Average] 320 mJ 20 ± 3 µm 16 ± 3 µm
Tungsten
Wire
Quebec 340 mJ 21 ± 2 µm 22 ± 2 µm
Romeo 280 mJ 21 ± 2 µm 20 ± 2 µm
Sierra 300 mJ 21 ± 2 µm 24 ± 6 µm
[Average] 310 mJ 21 ± 2 µm 22 ± 3 µm
Oil Droplet
Echo 310 mJ N/A N/A
Foxtrot 250 mJ 19 ± 3 µm N/A
Golf 340 mJ N/A N/A
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Table 5.8: Filtered horizontal source size measurements for the targets used in the high
intensity interaction experiments. Shots marked with ∗ are not included the data set.
Target Laser Energy 0.8 µm Filter LSF 1.6 µm Filter LSF
Aluminium
Foil
Tango∗ 320 mJ 47 ± 7 µm N/A
Uniform 300 mJ N/A N/A
Victor 310 mJ 49 ± 8 µm 54 ± 18 µm
[Average] 310 mJ 49 ± 8 µm 54 ± 18 µm
Carbon Wire
Hotel 300 mJ 41 ± 7 µm 30 ± 8 µm
India 380 mJ N/A N/A
Juliet 320 mJ N/A N/A
[Average] 330 mJ 41 ± 7 µm 30 ± 8 µm
Glass Plate
November 330 mJ 40 ± 6 µm 54 ± 9 µm
Oscar 300 mJ 38 ± 4 µm 31 ± 4 µm
Papa 300 mJ 31 ± 4 µm 25 ± 3 µm
[Average] 310 mJ 37 ± 4 µm 37 ± 6 µm
Glass Sphere
Kilo 330 mJ 47 ± 9 µm 35 ± 4 µm
Lima 310 mJ N/A N/A
Mike 310 mJ N/A N/A
[Average] 320 mJ 47 ± 9 µm 33 ± 4 µm
Tungsten
Wire
Quebec 340 mJ 37 ± 3 µm 35 ± 4 µm
Romeo 280 mJ 31 ± 3 µm 35 ± 3 µm
Sierra 300 mJ 32 ± 4 µm 35 ± 3 µm
[Average] 310 mJ 34 ± 3 µm 35 ± 3 µm
Oil Droplet
Echo 310 mJ N/A N/A
Foxtrot 250 mJ 20 ± 2 µm N/A
Golf 340 mJ N/A N/A
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Figure 5.26: Plots showing the vertical source size ERF and LSF using 0.8 and 1.6 µm
aluminium filtering. Only the data where an edge could be resolved through the filtering, for
each target type, is shown. The left hand column gives the 0.8 µm filtering, and the right
hand column the 1.6 µm filtering. The high level of noise seen in the 1.6 µm filtered shots,
compared to the 0.8 µm filtering, was the result of lower x-ray flux.
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Figure 5.27: Plots showing the horizontal source size ERF and LSF using 0.8 and 1.6 µm
aluminium filtering. Only the data where an edge could be resolved through the filtering, for
each target type, is shown. The left hand column gives the 0.8 µm filtering, and the right
hand column the 1.6 µm filtering. The high level of noise seen in the 1.6 µm filtered shots,
compared to the 0.8 µm filtering, was the result of lower x-ray flux.
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Figure 5.28: Plots showing the vertical source size ERF and LSF using 0.8 and 1.6 µm
aluminium filtering for the glass plate targets. An edge could be resolved through both filters
for every shot. The left hand column gave the 0.8 µm filtering, and the right hand column
the 1.6 µm filtering. The high level of noise seen in the 1.6 µm filtered shots, compared to
the 0.8 µm filtering, was the result of lower x-ray flux.
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Figure 5.29: Plots showing the horizontal source size ERF and LSF using 0.8 and 1.6 µm
aluminium filtering for the glass plate targets. An edge could be resolved through both filters
for every shot. The left hand column gave the 0.8 µm filtering, and the right hand column
the 1.6 µm filtering. The high level of noise seen in the 1.6 µm filtered shots, compared to
the 0.8 µm filtering, was the result of lower x-ray flux.
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Figure 5.30: Plots showing the vertical source size ERF and LSF using 0.8 and 1.6 µm
aluminium filtering for the tungsten targets. An edge could be resolved through both filters
for every shot. The left hand column gave the 0.8 µm filtering, and the right hand column
the 1.6 µm filtering. The noise levels seen in the 1.6 µm filtered shots were compared to
the 0.8 µm filtering, and found to be comparable. This suggested the tungsten wire emitted
considerably higher energy x-ray photons than any of the other targets.
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Figure 5.31: Plots showing the horizontal source size ERF and LSF using 0.8 and 1.6 µm
aluminium filtering for the tungsten targets. An edge could be resolved through both filters
for every shot. The left hand column gave the 0.8 µm filtering, and the right hand column
the 1.6 µm filtering. The noise levels seen in the 1.6 µm filtered shots were compared to the
0.8 µm filtering, and were found to be comparable. This suggested the tungsten wire emitted
considerably higher energy x-ray photons than any of the other targets.
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Figure 5.32: Comparison between the horizontal and vertical, 0.8 µm filter, ERF and LSF
function measurements, for droplet shot Foxtrot.
The vertical source size measurements using the 0.8 µm filter (Figure 5.33 (a)) showed
that the carbon wire, tungsten wire and droplet all gave unresolvable measurements
below the image plate scanner resolution (22 µm), indicating a source size comparable
to their pre-irradiation physical size. This was thought to be as a result of the close
physical proximity of the targets physical size. The glass plate and glass sphere
gave comparable (resolvable) sizes, and the aluminium foil gave the largest source as
expected. For the horizontal source size data (Figure 5.33 (b)), this time only the
droplet gave a source size within the resolution of the image plate scanner, with all
the other targets giving larger, comparable results. Comparing the 0.8 µm filter data
to the unfiltered data (Figure 5.35), it can be seen that all the wire based targets gave
smaller source size measurements in the vertical direction. The only targets that gave
a difference in source size between the 0.8 µm filter and unfiltered measurements in
the horizontal direction were the aluminium foil, glass plate and the tungsten wire,
giving a smaller source size in each case. The tungsten wire was the only wire based
target where the 0.8 µm filtering gave a smaller source size for both the horizontal
and vertical source size measurements than compared to the unfiltered measurements.
When comparing the measured source sizes in the vertical and horizontal direction
using the 0.8 µm for each target (Figure 5.35), all of the wire based targets were
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Figure 5.33: Comparison of the 0.8 µm filtered LSF measurements for each target type.
The aluminium foil target gave the largest source size measurements in the vertical case, as
expected. The carbon wire, tungsten wire and droplet all gave unresolvable measurements,
indicating a source size smaller than the glass plate and glass sphere targets. The horizontal
data showed that the droplet gave the smallest source size, with all the other targets producing
larger but indistinguishable results.
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Figure 5.34: Comparison of the 1.6 µm filtered LSF measurements for each target type. For
the vertical source size data, the aluminium foil gave the largest source size, and the carbon
wire, glass sphere and tungsten wire all giving unresolvable measurements. All the targets
gave comparable source size measurements in the horizontal orientation.
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Figure 5.35: Comparison of the horizontal and vertical source size for every target with each
type of filtering. The blue data points represent the vertical source size measurements, the
red data points the horizontal. Squares represent no filter, circles represent 0.8 µm filter,
and triangles represent 1.6 µm filter measurements.
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giving a larger (resolvable) horizontal source size measurement than the vertical, as
was expected for these types of targets. This suggested that this level of filtering was
blocking out the lower energy x-ray photons that were blurring the unfiltered image
plate measurements. It is also interesting to note that all of the vertical filtered wire
and droplet targets gave source size measurements below the maximum resolution of
the image plate scanner, indicating a source size closer it their pre-irradiation physical
size.
The vertical source size measurements using the 1.6 µm Al filter (Figure 5.34
(a)) showed that all the targets gave comparable results, with the exception of the
aluminium foil that, again, gave the largest source size. The tungsten wire, glass
sphere and carbon wire gave measurements that could not be resolved by the image
plate scanner. No difference in the horizontal source size was measured for any of the
targets (Figure 5.34 (b)). No edge measurements could be resolved for the droplet
shots using the 1.6 µm Al filter, suggesting relatively low x-ray photons were emitted
in relation to the other targets. Comparing the 1.6 µm filter data to the unfiltered
data (Figure 5.35), only the glass sphere and glass plate give a smaller source size
in the horizontal direction, all the other targets gave comparable results. For the
vertical data, all targets gave a smaller source size than compared to the unfiltered
data, except for the glass sphere target. When comparing the measured source sizes
in the vertical and horizontal direction between the 0.8 and 1.6 µm filter data for
each target, a difference in source size could be resolved for the glass sphere in the
horizontal orientation. It was therefore concluded that the level of attenuation, using
the 1.6µm Al filter, was becoming to large to accurately measure the source size of
the targets. Also the glass plate and tungsten wire were the only targets which gave
a measurable edge through both the 0.8 and 1.6 µm filters for each shot. All of the
other targets gave intermittent measurements, clearly indicating that relativity low
x-ray photons were emitted.
None of the droplet source size measurement could be resolved by the image plate
scanner. This suggested the x-ray source size, in both orientations, was comparable
to its pre-irradiation physical size. It can also be assumed that the x-ray source size
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was spherically symmetric throughout the evolution of the plasma, as there was no
measured extension of the source size in the horizontal direction. The assumption is
supported by the fact that this effect was observed with the wire based targets that
had a similar size in the vertical direction, specifically when compared to the carbon
wire data. Due to the relatively high levels of noise in the measured ERF, and the fact
that no line out could be resolved using the 1.6 µm filter, it was therefore concluded
that the droplet produced the lowest energy x-ray photons.
As it was observed that many of the source size measurements were unresolv-
able, particularly for the vertical wire target measurements, it can be concluded that
the ultimate resolution of the image plate scanner was the dominant mechanism
that determined the smallest resolvable source size. Therefore, it can be assumed
that the effect of any high energy electrons penetrating through the knife edge and
adding blur to the measured ERF was negligible. It can also be assumed that any
effects of x-ray diffraction on the measured source size are also negligible for the
same reasoning. However, these conclusion can only be fully validated by knowing
the energy/wavelength of the emitted x-ray photons during the interaction process; a
quantitative assessment of the level of diffraction and inferred electron temperature
can then be made for each case (see sections 5.2.3 and 5.3.1).
5.2.3 X-ray Energy Spectrum
In order to create an energy spectrum from the data obtained from the Andor camera,
a background signal was subtracted from the data, and a software program was used
use to count the number of pixel hits across the chip. As the camera was operating
in single hit mode, any event splitting was assumed to be a result of a single incident
photon, and the program would sum all the pixel values, around the central pixel,
within a given threshold. The electrical signal generated from each pixel (PixelV al)
was then multiplied by the silicon band-gap energy (3.66 eV), and the gain of the
device (2), to give the photon energy in eV (equation 5.1).
EPhoton = PixelV al × EBandgap ×Gain (5.1)
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The analysis software generated a histogram from this data by counting the number
of pixels with the calculated energies within a specified energy binning width, (3.66
eV). This then gave the raw incident photon energy spectrum. This spectrum had
to be corrected for the QE of the camera, and any filtering used (FTrans). For each
photon energy bin the data was divided by the QE of the system, and also by the
filter transmission. This correction factor was then applied to each data point in the
raw energy spectrum to give the actual energy spectrum (equation 5.2).
Eactual =
PixelV al × EBandgap ×Gain
QE × FTrans (5.2)
Figure 5.36 shows the manufacturers tabulated QE as a function of photon energy for
the Andor camera [111]. A 6 µm aluminium filter was used on the Andor camera for
all the target shots, and the transmission spectra data for this filter was taken for the
CXRO database [99]. Data above 10 keV was disregarded due the the operational
limitations of the CCD camera
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Figure 5.36: Plot showing the QE of the Andor camera, as a function of photon energy
[110].
From a visual inspection of data, it was apparent that the only shot to produce
223
Intense Laser Interactions with Optically Levitated Oil Microdroplets
an x-ray flux in the single hit regime (in the current set up) was droplet shot foxtrot.
Figure 5.37 shows the photon energy spectrum produced from this interaction. It
is clear that the K absorption line from the aluminium filtering has a dominating
effect on the calculated spectrum. On further analysis, it was observed that the
level of transmission from the filter changes by ∼45 orders of magnitude between 0.4
and 1.2 eV at the rise of the peak, as compared with a change of only ∼3 orders of
magnitude in the raw energy spectrum. When the correction factor was applied to
the raw energy spectrum , the response of the filter transmission therefore dominated
the calculated spectrum over this energy range. The same analysis was applied to the
spectral region at the fall of the peak ∼1.56 - 3 keV. Over these photon energies, the
filter transmission changed by ∼18 order of magnitude, while measure raw spectrum
was reactively constant. From 3 keV onwards, the rate of change between the filter
transmission and the raw spectrum was comparable, and so this limited to the spectral
analysis of the actual energy spectrum from ∼3-10 keV.
Spectral analysis was carried out between 3 and 6 keV, where two approximately
linear regimes were identified for the x-ray photon energy distribution plotted on a
log scale. This potentially indicted a two electron temperature plasma was produced
during the interaction, or that in this time integrated measurement, an initial popu-
lation of laser-driven hot electrons evolved to a cooler thermal population over time
reaching an equilibrium state with the bulk of the electrons in the droplet. The lower
energy electron temperature (Tlow) represents the “final” late-time thermal distribu-
tion of electrons, and the second “hotter” electron temperature (Thigh) from a higher
energy distribution of hot electrons generated from various complex heating mecha-
nisms such a resonant absorption [112, 113]. By taking the reciprocal of the gradient
of each linear fit, the electron temperature was calculated as Tlow = 0.6 and Thigh =
2.2 keV for fit A and B respectively. As no error had been evaluated for either the x
or y axis, this data was treat with circumspection.
Modifications to the experiential set up were therefore required in order to generate
useful single photon energy spectrum data from comparison targets, and additional
droplet target shots. The aluminium filter on the Andor camera was swapped to a 25
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µm beryllium filter, (as discussed in section 5.1.4) that has no dominant absorption
features below 10 keV. Also, to ensure a single mode operation, the Andor camera
needed to be mounted further away for the target interaction region. The results
from these additional measurements are described in section 5.3.
Image Plate Photon Energy Measurement
As with the first experiment, the PSL values from the image plate were used to give
an indication of the x-ray photon energies being emitted from each target. By taking
the ratio of the filtered and unfiltered signal from each shot, and comparing these
values to calibrated transmission data for aluminium of varying thickness (0.8 and
1.6 µm), an approximate energy was obtained. A sample box size of 80x30 pixels
was used to generate an average PSL value from each type of filtering from the image
plate. The values from each of the three target shots were then used to give the target
average. The results are show in tables 5.9 and 5.10, and Figure 5.38.
It is clear that there is some ordering of the measured PSL values from the un-
filtered image plate data (Figure 5.38 (a)), with the tungsten wire giving the largest
value (as expected) and the glass sphere the lowest value. The aluminium foil, glass
plate and carbon wire all give comparable values, with the droplet PSL value ∼ twice
as large of the glass sphere. This ordering is maintained in the filtered data (Figure
5.38 (b, c)), with only the droplet values showing some variation in the ordering. The
droplet PSL value for the 0.8 µm filter was comparable to that of the glass plate,
carbon wire and aluminium foil values, but had the lowest PSL values for the 1.6
µm filtering. The ratio of each PSL filter and unfiltered measurement gave the level
of transmission through each filter for each target (Figure 5.38 (d)). The tungsten
wire and droplet were the only targets to give resolvable transmission values between
the 0.8 and 1.6 µm filtering. However, due the the relatively large error bars asso-
ciated with the carbon wire, glass plate and glass sphere targets, there was no clear
distinction between any of the transmission values.
To give some indication of the photon energies that would produce such levels of
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Figure 5.37: Droplet shot Foxtrot photon energy spectrum, along with the transmission
spectra for 6 µm of aluminium foil (a). A spectral window between 3 and 10 keV was
established due to the filtering and operational limitations of the CCD camera. Two linear
fits were applied to the data between 3 and 6 keV, indicating a two electron temperature
plasma was emitted during the interaction, giving electron temperatures of Tlow = 0.6 and
Thigh = 2.2 keV (b).
transmission from each target, the average value for each type of filtering was used
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Table 5.9: Average PSL values for the unfiltered and 0.8 µm filter image plate measurements
and their corresponding levels of transmission (ratio).
Target Unfiltered 0.8 µm Ratio
Filter
Aluminium Foil 4.1 ± 0.2 0.2 ± 0.02 0.05 ± 0.01
Carbon Wire 4.7 ± 1.7 0.5 ± 0.05 0.1 ± 0.06
Glass Plate 4.0 ± 1.0 0.4 ± 0.2 0.1 ± 0.03
Glass Sphere 0.2 ± 0.03 0.03 ± 0.009 0.1 ± 0.06
Tungsten Wire 13.3 ± 2.7 2.1 ± 0.5 0.2 ± 0.01
Oil Droplet 0.5 ± 0.05 0.02 ± 0.001 0.05 ± 0.001
Table 5.10: Average PSL values for the unfiltered and 1.6 µm filter image plate measure-
ments and their corresponding levels of transmission (ratio).
Target Unfiltered 1.6 µm Ratio
Filter
Aluminium Foil 4.1 ± 0.2 0.1 ± 0.01 0.03 ± 0.007
Carbon Wire 4.7 ± 1.7 0.3 ± 0.07 0.07 ± 0.02
Glass Plate 4.0 ± 1.0 0.3 ± 0.2 0.06 ± 0.02
Glass Sphere 0.2 ± 0.03 0.02 ± 0.009 0.1 ± 0.05
Tungsten Wire 13.3 ± 2.7 1.2 ± 0.3 0.1 ± 0.01
Oil Droplet 0.5 ± 0.05 0.01 ± 0.001 0.02 ± 0.0002
to give an upper and lower limit evaluation. These values were compared with the
transmission spectra for aluminium foils of 0.8 and 1.6 µm thickness [99].
Table 5.11: Filter transmission values and implied photon energy for each target.
Target 0.8 µm Photon Energy 1.6 µm Photon Energy
Filter (%) (eV) Filter (%) (eV)
Aluminium Foil 5 370 ± 10 3 480 ± 15
Carbon Wire 11 440 ± 35 7 530 ± 25
Glass Plate 10 430 ± 20 6 530 ±30
Glass Sphere 14 460 ± 40 10 560 ± 45
Tungsten Wire 16 470 ± 10 9 555 ±10
Oil Droplet 5 370 ± 5 2 450 ± 5
Table 5.11 gives the average photon energy emitted from each target, Figure 5.39
plots the derived photon energy from each target. A resolvable photon energy was
measured between the 0.8 and 1.6 µm filters, for each target. For the 0.8 µm filter
measurements, the aluminium foil and droplet gave the lowest derived photon energy
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Figure 5.38: Average image plate PSL values for unfiltered (a), 0.8 (b) and 1.6 (c) µm
aluminium foil filter measurements. The ratio of the filtered to unfiltered PSL values were
measured to give the level of transmission through each filter (d).
values, with all other targets giving comparable results. The droplet gave the smallest
photon energy measurement using the 1.6 µm filter, with no difference in energy mea-
sured between any of the other targets. The emitted photon energies from the droplet
and tungsten wire were lower than compared with the data from the low intensity
experiment (section 5.1.4). This seemed counter-intuitive as the laser intensity inten-
sity was two orders of magnitude greater for this experiment, and also the filtering
was approximately one order of magnitude thinner. It was therefore concluded that
data obtained from low interaction experiment was be disregarded. However, as was
the case in the low interaction experiment, the data was subject to scrutiny due to
the lack of any calibration of the image plate. In order to validate these results, a
comparison had to be made with data from the single hit photon results obtained in
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the next section.
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Figure 5.39: Derived photon energies from each target, using the measured transmitted signal
on the image plate using 0.8 and 1.6 µm aluminium foils. A resolvable photon energy was
measured between filters for each target. The aluminium foil and droplet targets gave the
smallest photon energy measurements with the 0.8 µm foil. All other targets gave comparable
results. For the 1.6 µm foil, the droplet gave the smallest photon energy measurement, all
other targets being comparable
5.2.4 RF Emission
The same RF emission probes, and analysis methods, were used in the high intensity
experiments, as with the low intensity experiment described in section 5.1.5. The
tungsten wire and aluminium foil measurements required a x10 attenuator on the
probe in order for the signal not to saturate on the scope. The carbon wire, glass
plate and glass sphere measurements required a x2 attenuator, whilst the droplet
measurements required no additional attenuation. Table 5.12 lists the integrated RF
pulse emission values for each target and the measured pulse duration after being
multiplied by the relevant attenuation factor. The average value and standard devi-
ation was taken from the three shots measured for each target type. Again, all data
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was taken using probe 2.
Table 5.12: Integrated RF emission pulse values, and measured pulse duration for each
target.
Target Integrated RF Emission Pulse Duration
(Vs) (µs)
Aluminium 3434 ± 320 0.09 ± 0.02
Carbon Wire 1984 ± 43 0.10 ± 0.02
Glass Plate 444 ± 37 0.08 ± 0.03
Glass Sphere 1529 ± 30 0.11 ± 0.03
Tungsten Wire 8200 ± 1011 0.08 ± 0.03
Silicon Oil 226 ± 57 0.12 ± 0.06
Figure 5.41 gives the plotted values of the integrated RF emission signal (a) and
pulse duration for each target type (b). It can be clearly seen that the tungsten
wire produced the largest emission, and the droplet the smallest, ∼36 time less.
The aluminium foil produced the second largest emission values, the carbon wire
and glass sphere giving the third largest (and comparable) values, and the glass
plate the fourth largest. A rudimentary assessment of the amount of laser energy
coupled into each target was carried out using an energy meter, located at the rear
target chamber window, to measure the amount of transmitted light from each shot.
This was compared with a null shot to measure the level of attenuation of the laser
energy through optical windows of the chamber, and thus the total amount of energy
on-target. The aluminium foil, glass plate, and tungsten wire targets blocked all
laser light from reaching the energy meter, suggesting a significant portion of the
laser energy being absorbed or scattered. The carbon wire, glass sphere and droplet
targets all gave a transmission measurement of ∼70 % of the total input laser energy,
indicating ∼30 % of the laser energy being absorbed by each of these targets. In
comparison to the carbon wire and glass sphere targets, the droplet produced ∼ 9
and 7 times lower emission respectively. Due to the similar levels of laser absorption
by these targets, and because the droplet was of a comparable size (in 1D) and atomic
composition to these targets, the low level of emission indicated that this was a result
of the droplet’s physical isolation in space, and not it’s size nor composition. Taking
all these factors into consideration, only the carbon wire, glass sphere and droplet
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targets could be used as a comparison for any assessment of the RF emission between
the stalk mounted and isolated targets. The pulse duration from each target was the
same, also indicating that the emission values could be directly compared. Because
of the relatively low electron temperature values generated from the droplet target,
and the fact that no K-edge emission was observed either, it was assumed that any
electrons or ions that were emitted during the interaction process were of a low enough
energy to be blocked by the 3 mm plastic shielding around the probe.
The droplet emission was low enough that pick up from the Pockels cells firing
could be resolved. Figure 5.40 shows the background and shot emission from the
droplet shot (Foxtrot). The emission from the droplet interaction occurred after the
Pockels cells had fired. A clear distinction could be made between the two pulses,
with the droplet interaction showing an asymmetric emission with a sharp rise at
the head of the pulse, which decayed over ∼0.12 µs. The emission from the Pockels
cell was more symmetric than the RF emission pulse, and was approximately twice
the pulse duration. Figure 5.41 shows the measured RF emission from a single shot
from each target type. A period of ∼0.22 µs before the emission pulse was plotted to
highlight if any background signal was measured. The background Pockels cell pick
up was only seen from the droplet target, which indicated relatively low emission
levels from this target as compared with the others.
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Figure 5.40: RF signal measurements for droplet shot Foxtrot, for both background and live
shots. The emission pulse from the droplet interaction occurred just after the Pockels cells
fired, with a duration of ∼0.12 µs.
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Figure 5.41: Plots showing the integrated voltage from the RF emission pulse from each tar-
get (a). The tungsten wire clearly produced the largest emission, with the droplet producing
the lowest, ∼ 36 times less in comparison. Compared to the carbon wire and glass sphere
targets, of comparable size and atomic number, the droplet produced ∼ 9 and 7 times lower
emission respectively. The low level of emission from the droplet was attributed with a lack
of a physical return current path. The pulse duration emitted by each target type was the
same.
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Figure 5.42: RF emission measured from a single shot from each target type. The plotted
signal for each target type has been calculated to take into account the level of attenuation
used, highlighting the difference in the RF emission in each case. The pulse duration and
shape is similar for all targets, with only the magnitude of the signal varying. The Pockels
cell emission was observable in the droplet shot signal, inciting a relatively low emission
from this target type.
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5.2.5 Summary of Results
The set up of the initial, low intensity interaction experiment was modified in order
to improve measurements obtained from the laser target interactions and investigate
a significantly higher intensity regime. The heating beam focusing lens was changed
to a 20 cm focal length GRIN lens that reduced the size of the focal spot from ∼25
µm (FWHM), to ∼7 µm (FWHM). Consequently, the intensity of the focal spot
increased by two orders of magnitude, from ∼1015 Wcm−2 to ∼1017 Wcm2. A higher
magnification (M=6) imaging system for the x-ray source size measurements was set-
up, and was combined with a differential filter pack consisting of 0.8 and 1.6 µm
aluminium filters. The knife edge was replaced by a cross copper wire in order to
reduce the effect of any near edge transmission of x-ray photons. The Andor camera
was mounted further away from TCC in order for it to operate in the single photon
counting regime, resulting in ∼400 times reduction in intensity than in the previous
experiment. No changes were made to the RF emission measurements, in terms of
probe design or orientation.
A range of target materials, of different geometries and composition, were used to
investigate the effect that these properties had on the x-ray emission, and also as a
comparison to the levitated droplets.
The trapped droplet (∼10 µm) was stable to within the approximate region of the
focal spot of the heating beam (∼7 µm), over the time period needed to set up the
main laser to fire once aligned (∼5 minutes). This indicated a higher level of droplet
stability within the trap than previously observed in the low intensity interaction
experiment.
X-ray Source Size Characterisation
The source size measurements were split up into three categories; unfiltered, 0.8
µm and 1.6 µm aluminium filtered measurements. A difference in source size could
be resolved between the vertical and horizontal measurement for all of the targets
except for the droplet, when using the unfiltered image plate. The droplet target
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gave an unresolvable source size measurement, in the both the vertical and horizontal
directions, indicating a source size smaller than the ultimate resolution of the image
plate scanner (22 µm).
From the 0.8 µm filter data, the vertical source size measurements showed that
the aluminium foil gave the largest value, and the glass plate and glass sphere giving
smaller, comparable sizes. The droplet, tungsten wire and carbon wire all gave unre-
solvable measurements, suggesting a source size comparable to their pre-irradiation
physical size. For the horizontal data, only the droplet gave and unresolvable source
size, with the rest of the targets giving larger, comparable results. All of the wire
based targets gave a larger horizontal source size measurement than the vertical using
the 0.8 µm filter. It was therefore concluded that this level of filtering was sufficient in
blocking out the low energy x-ray photons that may have been blurring the images in
the unfiltered data. The tungsten wire was the only target that gave a smaller source
size measurement, in both the horizontal and vertical direction, when compared to
the unfiltered data. A reduction in source size from the filtering was expected, as any
filtering would block out the lower energy x-ray photons emitted form a larger source
size, than compared with any higher energy photons.
From the 1.6 µm Al filter data, the aluminium foil gave the largest source size
in the vertical direction, with all the other targets types giving comparable results.
No differentiation of size between any of the targets could be made in the horizontal
direction. The glass sphere was the only target that gave a larger (resolvable) mea-
sured source size in the the vertical direction, than compared with the horizontal,
when using the 1.6 µm filter. The data suggested that the 1.6 µm filter was attenuat-
ing the x-ray flux, received by the image plate, to such an extent that high signal to
noise levels were blurring the image. This can be seen when comparing the measured
data for the unfiltered, 0.8 and 1.6 µm ERF plots (Figures 5.12 - 5.23 and 5.26 -
5.32). Only the tungsten wire gave comparable signal to noise levels for each type
of filtering, suggesting a much higher flux of high energy x-ray photons were emitted
compared to the other targets. No edge response could be measured for the droplet
target using this filter, indicating low energy x-ray that were emitted.
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The droplet was the only target to give unresolvable source size measurements for
all filter types and for all orientations. This potentially suggested that the plasma
was < 22 µm and spherically symmetric throughout its evolution. Support for this
conclusion is given by the fact that this was not observed with the wire based targets
that had a similar physical size in the vertical direction, but gave a larger (resolvable)
source size in the horizontal direction. This was not surprising, due to the spherical
geometry of the droplet. The droplet was also the only target where no ERF could
be measured using the 1.6 µm filter, implying that droplet produced the lowest flux,
and lowest energy x-ray photons.
The magnification and resolution of the imaging system was thought to be the
dominant limiting factor that determined the smallest source size that could be re-
solved, when compared to any source broadening effects as a result of x-ray diffraction
or high energy electrons penetrating through the tip of the knife edge. It was con-
cluded that it was this factor, and the close proximity of the physical size of each
target (excluding the foil target), that was responsible for any inconsistent measure-
ments when comparing the source size of each target.
X-ray Energy Spectrum
Data from the Andor camera indicated that droplet shot Foxtrot was the only shot
that produced an x-ray flux low enough that a single photon counting regime was
established. However, further analysis demonstrated that the transmission response
of the 6 µm aluminium foil was dominating the calculated photon energy spectrum
data. There was a sharp absorption feature that peaked at ∼1.56 keV, with the
level of transmission changing by ∼45 orders of magnitude; compared to the rate
of change of only 3 orders of magnitude in signal from the measured raw energy
spectrum data. The filter transmission, after the peak, changed by ∼18 orders of
magnitude between ∼1.56 - 3 keV, at which point the rate of change became relatively
constant. The rate of change in the signal levels of the raw spectrum data over
this energy region was almost constant. No meaningful data could be measured
above ∼10 keV, due to the low x-ray absorption efficiency of the silicon chip above
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this energy. Therefore a spectral window of ∼3 - 10 keV was established whereby
an electron temperature measurement could be assessed. Two linear regimes were
identified from the energy distribution, when plotted on a log scale, between 3 and 6
keV. This potentially indicated that a two temperature plasma was produced, or that
the integrated measurement was from a single (hot) electron temperature plasma that
had thermalised with the bulk of the electrons from the droplet over the sampling
period. This gave two electron temperatures for the droplet with values of Tlow = 0.6
keV and Thigh = 2.2 keV respectively.
It was clear that further modifications to the experimental set up were required
in order for the Andor camera to measure single photons from the solid targets. The
first change was to use a beryllium filter, instead of aluminium, so lower x-ray energies
could be reliably measured. Also, the camera needed to be moved further away form
TCC to reduce the measured x-ray flux.
Approximate x-ray photon energy measurements were carried out using the image
plate data. The 0.8 and 1.6 µm Al filtering established a lower and upper limit of the
measured signal, with the droplet giving values of ∼370 and ∼ 450 eV respectively.
For the 0.8 µm filter data, the aluminium foil and droplet gave the lowest photon
energies, with all the other targets giving comparable results. From the 1.6 µm filter
data, the droplet gave the lowest photon energy, with the rest of the targets giving
comparable values. This data was treated with some circumspection as no energy
calibration was carried out for the image plate, and so no conclusions could be drawn
from this data.
RF emission
The RF emission measurements were carried out in the same manner as with the low
intensity experiment. The integrated value and duration of the RF pulse generated
from each target was measured. The tungsten wire and aluminium foils required x10
attenuation of the signal channel, and x2 attenuation required for the carbon wire,
glass plate and glass sphere shots. No attenuation was needed for the droplet shots.
The data showed that the tungsten wire gave the largest integrated pulse value, and
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the droplet the lowest (∼36 times lower). The aluminium foil produced the second
largest pulse emission, the carbon wire and glass sphere were comparable and gave
the third largest emission, and the glass plate the fourth largest. Compared to the
carbon wire and glass sphere targets, the droplet produced ∼ 9 and 7 times lower
emission respectively. Because the droplet was comparable in atomic composition
and size to these targets, and absorbed similar levels of laser energy, the lower level
of emission suggested this was a result of the droplet being isolated in space with
no return current paths. Compared to the low intensity interaction experiment, the
tungsten wire and droplet gave approximatively 20 and 16 times higher levels of RF
emission respectively. However, this did not scale proportionally with the increase in
the irradiating laser intensity.
The measured RF pulse duration was the same for each target, with an average
values of ∼0.1 µs. This suggest the the RF pulse duration was determined only by
the pulse duration of the irradiating laser as a lower bound, and the geometry of the
vacuum chamber and it’s electrostatic response as an upper bound [101, 114].
5.3 Additional X-ray Energy Spectrum Measure-
ments
At this point in the experiment, the beryllium filter (25 microns) had been fabricated,
and so a new set of target shots were taken using this new filter. These shots included
a 6 µm aluminium foil, a 20 µm copper wire, a 120 µm optical fibre (SiO2), and the oil
droplets. These were chosen as aluminium, silicon, and copper have Kα emission lines,
at approximately 1.5, 1.7 and 8.0 keV respectively, that were within the operational
wavelength range of the Andor Camera. The optical fibre was specifically chosen as
a comparison to the droplet, as the highest Z element in both targets was silicon.
The position of the Andor camera was moved an additional 50 cm away from
TTC to reduce in the incoming x-ray flux even further. However, it become apparent
that all the solid target shots were producing an x-ray flux well above the single hit
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counting regime for the camera. As there was physically no more space to mount the
detector further away from TCC, the laser energy had to be reduced for each target.
The laser energy values used were 60 mJ (aluminium foil), 70 mJ (SiO2 wire) and
70 mJ (copper wire). Unfortunately, this meant that no direct comparison could be
made with the solid target and droplet shots. The droplet shot was taken at full
energy (∼240 mJ), and as single photon hits were being measured by the camera,
this indicated a significantly lower x-ray flux being emitted by the droplet compared
to the solid targets.
5.3.1 Single Photon Energy Spectrum
Figures 5.43 - 5.46 show the measured energy spectrum from each target. In order for
any analysis to be carried out, the error for each data point in the spectrum had to be
assessed. The x axis error value in each plot was simply the energy binning size (3.66
eV), and the y axis error value for each data point was generated by the number
of photons detected within that specific energy bin. The increase in the y error,
for increasing photon energy, was due the decreasing number of higher energy x-ray
photon being emitted. The y error for each data point therefore directly reflected
the number of photons emitted with that specific energy. Data below ∼1 keV was
ignored due to the significant rate of change in transmission of the beryllium filter,
∼42 orders of magnitude over this range, as compared to the change in the raw energy
spectrum data.
Each plot gave a gradual rise in the energy spectrum, starting at approximatively
4 keV. This is an unphysical feature as it represents a negative electron temperature,
or a very well defined supra-thermal hot electron population that is invariant between
materials. This effect was produced due to the low number pixel counts corresponding
to energies greater than ∼4 kev. When this data was corrected for the QE of the
system over this energy range, the 1/QE term dominated the response. The effect
seemed to be less acute for copper wire target, and so was assumed to be due to more,
higher energy photons being emitted form the target. A spectral window of ∼1 - 4 keV
was established where electron temperature measurements could be carried out. A
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Figure 5.43: Photon energy spectrum for the aluminium foil shot (a). Two linear fits were
applied to the data giving two electron temperature measurements of Tlow = 0.2 (Fit A) and
Thigh = 1.2 keV (Fit B) respectively (b). The energy dependence of the QE of the system,
along with the generally low photon energy emission at high energies, meant that a spectral
window between ∼1 - 4 keV was used for analysis.
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Figure 5.44: Photon energy spectrum for the oil droplet shot (a). Two linear fits were
applied to the data giving two electron temperature measurements of Tlow = 0.4 (Fit A) and
Thigh = 2.3 keV (Fit B) respectively (b). The energy dependence of the QE of the system,
along with the generally low photon energy emission at high energies, meant that a spectral
window between ∼1 - 4 keV was used for analysis.
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Figure 5.45: Photon energy spectrum for the oil droplet shot (a). Two linear fits were
applied to the data giving two electron temperature measurements of Tlow = 0.4 (Fit A) and
Thigh = 0.8 keV (Fit B) respectively (b). The energy dependence of the QE of the system,
along with the generally low photon energy emission at high energies, meant that a spectral
window between ∼1 - 4 keV was used for analysis.
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Figure 5.46: Photon energy spectrum for the copper wire shot (a). Two linear fits were
applied to the data giving two electron temperature measurements of Tlow = 0.5 (Fit A) and
Thigh = 3.8 keV (Fit B) respectively (b). The energy dependence of the QE of the system,
along with the generally low photon energy emission at high energies, meant that a spectral
window between ∼1 - 4 keV was used for analysis.
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linear fit to a log plot was applied to each data set, within this region, where a straight
line could be approximated to the spectra. For each target, two linear regions of the
x-ray photon energy distribution was observed, which again indicated the possibility
of a two temperature electron plasma. As with measurements described in section
5.2.3, each electron temperature (Tlow and Thigh) was derived from the gradient of
each linear fit. This was assumed to be a valid analysis as no Kα emission lines were
measured for any of the targets. Table 5.13 lists the calculated electron temperature
for each target.
Table 5.13: Calculated electron temperature, K-Shell binding and emission energies (keV)
for each target.
Target Highest Z K Shell Linear Fit A Linear Fit B Kα1
Element Binding Energy
Aluminium Foil 13 1.559 0.2 1.2 1.486
Oil Droplet 14 1.839 0.4 2.3 1.739
SiO2 Fibre 14 1.839 0.4 0.8 1.739
Copper Wire 29 8.979 0.5 3.8 8.047
The copper wire gave the largest energy range of electron temperatures (0.5 - 3.8
keV), and the SiO2 the smallest (0.4 - 0.8 keV). The SiO2 wire and droplet gave
the same values for the low temperature approximation (0.4 keV), but the droplet
gave a larger value for the higher temperature approximation (0.8 and 2.3 keV). The
aluminium foil gave the lowest electron temperature value (0.2 keV). This ordering
seemed to follow the atomic number ordering of each target.
The reason no Kα line emission was observed from any of the solid targets was due
to the low laser energy required to ensure usable single hit Andor data, and therefore
enough energy in the laser field to ionise the inner core electrons of the target. The
calculated electron temperate for the droplet was two orders of magnitude lower
than compared with previous droplet interaction studies with similar target size,
composition and irradiating conditions, as discussed in section 2.5 [35, 36, 37, 38, 39].
As our laser system produced pulses with very high contrast, there would be only a
small pre-plasma formed around the droplet before the main pulse arrived, and so
the coupling efficiency of the laser energy to the target would be lower in comparison.
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It is thought that only a small amount of ionisation will have occurred before the
droplet was completely destroyed by the laser pulse. No silicon Kα emission was
detected from the droplet, again indicating very low laser-target coupling efficiency.
As no characteristic emission lines were detected from any target, it is assumed that
the x-ray energies produced for all targets were significantly lower than the K-shell
binding energy, as so the lower energy approximation (Fit A) was thought the most
valid.
There is the potential for electrons with sufficient energy, generated from the laser
plasma interaction, to be transmitted through the beryllium filter on the CCD cam-
era and a signal to be measured. This can potentially lead to an energy spectrum
measurement based on both electron and x-ray excited events. This can be mitigated
for by using strong magnetic fields to deflect the charged electrons away, allowing
only x-ray photons to interact with the detector. This step was not taken during the
experiment, and so there is a possibility that electron events may have been measured.
However, the data from the single photon energy spectrum measurements indicated
relatively low temperatures, with a steep gradient at low photon energies. This re-
sponse is not indicative of a Maxwellian distribution of energetic electrons (mulit-keV
or MeV) interacting with the CCD chip, as this would produce a more gradual de-
crease in the gradient of the spectrum, and a hotter inferred electron temperature
would be measured as a result. Also, that fact that no characteristic line emission
was observed from any of the targets suggests that no hot electron populations were
generated from the interactions. It can therefore be assumed that the energy spec-
trum data obtained was from x-ray interactions only. This also confirms the notion
that the plastic layer covering the RF emission probe was sufficient in shielding it
from any electrons and/or ions emitted during the interaction.
5.3.2 Ross Pair Filter Energy Spectrum
A double Ross pair filter was made consisting of zink (Z=30) and copper (Z=29), for
the first filter, and vanadium (Z=23) and titanium (Z=22) for the second. Care had
to be taken when fabricating the filters as any variation in the filter thickness will
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have added to the systematic error in the measurement. A difference in thickness will
result in the ratio of the integrated signal within the energy window, to the integrated
signal from the residual outside of the energy window to change with temperature. It
was determined that a variation of ±0.5 µ was acceptable for analysis [115]. Figure
5.42 shows the Ross filter structure, and individual filter thickness.
8 μm V
13 μm Ti
15 μm Zn
10 μm Fe
10 μm Ti
15 μm Cu
10 μm Fe
10 μm Ti
6 μm Al
Figure 5.47: Ross Pair design consisting of Zn-Cu and V-Ti filters. The filters pairs formed
two spectral windows of 9 - 9.6 eV and 5 - 5.4 eV respectively, where measurements of the
incident x-ray flux could be measured. Both filters were backed with aluminium, iron and
titanium foils to suppress low energy continuum and line emission.
The filter materials chosen gave spectral windows in the regions of 5 - 5.4 keV
(V-Ti filter) and 9 - 9.6 keV (Zn-Cu) filter. Both filters were backed with lower Z
number materials to suppress any lower energy photons, and any line emission. As
such, each filter was backed with 6 µm of aluminium foil, with the Zn-Cu foil backed
with additional Fe and Ti foils. The difference in the transmission spectrum for each
filter pair was multiplied by the transmission spectra of the thinner Fe, Ti and Al
backing foils. Corrections then had to be applied to the filter for the variation in the
QE efficiency of the camera. The resulting Ross filter transmission spectrum is given
in Figure 5.48.
Unfortunately, the Ross pair was based on a previous experimental design, with
no prior knowledge of the energy spectrum that would produced from the droplet
(or solid) targets in this experiment. By looking at the measured spectrum from the
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Figure 5.48: Spectral windows produced from Ross Pairs consisting of Zn-Cu and V-Ti
filters. The Zn-Cu filter is back with thinner Fe (5 µm), Ti (8 µm) and Al (6 µm) foils to
suppress lower energy photons. The V-Ti filter was back only with 6 µm of aluminium.
single hit data, it was clear that the Ross pair operated in the wrong spectral regime,
where no emission took place. Therefore, no usable data could be retrieved from the
Ross pair filter measurements.
5.3.3 X-ray Diffraction Analysis
As previously described in section 4.4.1, the extent to which diffraction blur effects
the measured source size can only be determined when the wavelength of the emitted
x-ray photons is known. The data produced from the single photon energy spectrum
measurements can now be used to quantify the diffractive effect from the knife edge
on the measured source size of the droplet.
When using equation 4.32, for a photon energy of 0.4 keV the radius of the first
Fresnel zone is ∼5 µm, and for a photon energy of 2.3 keV a value of ∼12 µm is
given. Both of these values are well below the smallest resolvable source size of the
image plate reader, and so it can be concluded that this did not have an effect on the
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measured source size.
5.3.4 Summary of Results
An additional set of emission spectrum measurements were carried out, with a modi-
fied experimental set up. The aluminium filter on the Andor was replaced by a 25 µm
beryllium filter, to allow more for more accurate measurements of x-ray photons below
3 keV. The position of the camera was moved away from TCC, by approximately 50
cm, in order to further reduce the levels of x-ray flux measured. A new set of targets
were used consisting of the 6 µm aluminium foil (as before), a 20 µm copper wire, 120
µm optical fibre (SiO2) and the oil droplet. These targets were specifically chosen
as they would exhibit Kα emission lines within the operational wavelength range of
the camera, at 1.5 (aluminium), 1.7 (silicon), and 1.8 (copper) keV respectively. The
SiO2 wire was chosen as a comparison target to the droplet as they both contained
silicon as the highest Z element, but had different spatial geometries.
Single Photon Energy Spectrum
As in section 5.2.3, the solid targets produced too high an x-ray flux for single photons
to be well resolved by the Andor camera. As the position of the camera could not
be moved father away from TCC (physical limitation of laboratory space), the laser
energy had to be reduced until the single photon regime was reached. A laser pulse
energy of ∼70 mJ was found to give analysable single photon measurements for each
solid target. The droplet was irradiated with a full energy shot (240 mJ), and so
was able to be compared with droplet shot Foxtrot. Unfortunately, this meant that
no direct comparison could be made between the droplet and solid target shots.
Data below ∼1 keV was ignored due to significantly larger rate of change in the
filter transmission (∼45 orders of magnitude), compared to the rate of change in
signal from the measured raw energy spectrum, which was approximately constant.
A gradual increase in the (corrected) energy spectrum was observed from each target,
starting at ∼ 4 keV. This feature was un-physical as it represented a negative electron
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temperature or a constant contribution from a well defined hot electron population.
It was concluded that this curve was due to the low number of pixel counts with
measured photon energies above 4 keV, and as a consequence of this, the data from
the energy spectrum was dominated by the 1/QE term in the correction factor. This
feature seemed to be less acute for the copper wire shot, suggesting that more, higher
energy photons were being emitted, acting reduced the effect of the 1/QE term at
higher photon energies. A spectral window of 1 - 4 keV was therefore establish
where electron temperature measurements could be carried out. As with droplet shot
Foxtrot (section 5.2.3), two linear functions were fitted to each spectrum within this
window indicating a two electron temperature plasma being emitted from all targets.
The aluminium foil gave the lowest electron temperature values (0.2 keV), with the
copper wire giving the largest (3.8 keV). The SiO2 wire and droplet gave the same
electron temperatures for the low temperature case (0.4 keV), but the droplet gave
a much higher value from the high temperature case, 2.3 kev (droplet) and 0.8 keV
(SiO2). This trend was reflected in the atomic number ordering of the targets, with
the aluminium having the lowest number (13), coper having the highest (29), and
silicon in between (14). The calculated electron temperature for the droplet gave a
comparable energy range to droplet shot Foxtrot from the previous experiment (0.6 -
2.2 keV). No Kα emission lines were measured from any of the targets; it was though
that this was due to the electron temperatures being much lower than the K binding
energy in each case. For the solid targets, this was directly influenced by the low laser
energy, and for the droplet, due to low coupling efficiencies of the laser energy to the
plasma as a result of the high level of contrast of the laser pulse. This suggested
that the low temperature approximation (Fit A) was thought the most valid for all
targets.
Ross Pair Filter Energy Spectrum
A Ross pair filter was set up that consisted of a Zn-Cu and V-Ti filters. This pro-
duced two spectral windows of analysis at 9 - 9.6 keV and 5 - 5.4 keV respectively.
Unfortunately, this Ross pair was based on a previous experiential design, with no
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prior knowledge of the type of energy spectrum that was produced from the droplet
(or solid) targets from this experiment. As the such, the Ross pair operated in the
spectral region where very little emission was observed (as measured by the single
photon data) from both the droplet and solid targets, and so no usable data was
generated from this diagnostic.
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Chapter 6
Conclusions and Suggestions for
Further Work
The aim of work described in this thesis was to develop a new class of optical
levitation trap optimised for use with space-fixed, micron scale mass limited objects
in vacuum over extended time-scales and at large (∼40 mm) working distances. This
was accomplished, and for the first time, allowed optically levitated, neutral, isolated
liquid microdroplets to be irradiated at very high intensities. It also demonstrated the
potential for use with large, low repetition rate “national facility” scale laser systems
where the “cost” per laser shot demands a high-reliability experimental platform.
A large working distance, vacuum compatible optical levitation trap was designed
and built, and its application in a preliminary set of high-intensity laser matter in-
teraction studies was successfully demonstrated. At the time of writing this thesis,
the data from these experiments was being prepared to be published, with emphasis
on the trap development work, the comparative x-ray source size and energy spec-
trum measurements, and the RF/EMP emission. The first paper will report on the
trap build and characterisation, along with the preliminary x-ray and RF emission
diagnostic measurements.
The use of a long working distance focusing optic offered a unique trapping ge-
ometry and large solid angle availability that facilitated the use of multiple x-ray and
optical imaging diagnostics, as well as damage mitigation from plasma self-emission
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and the scatter of high intensity laser light. Silicon oil microdroplets were created
and trapped under atmospheric and vacuum conditions ( 1.6x10−1 mbar) for several
hours at a time, using a 523 nm frequency doubled diode pumped Nd:YAG laser
system, and requiring ∼400 mW optical power to trap. A first attempt at an in situ
technique for measuring the size of the trapped droplets was employed. The results
gave an approximated size distribution ranging from 6-15 µm, centred at around 10
µm. It was essential that a draft collar was placed around the trapping region in
order for the droplets to remain trapped, as they were very sensitive to ambient air
currents. The trap was initially loaded in air, and it was found that one, or both ends
of the draft collar had to be blocked in order to prevent the generation of thermal air
currents that would render trapping impossible. Air currents were also found to be a
problem when pumping down the target chamber. The chamber had to pumped at a
slow enough rate to maintain stable trapping, this was facilitated by the draft collar
acting as a differential pumping mechanism for the air directly around the trapping
region. Chamber pump down times from atmosphere to ∼1.6x10−1 mbar ranged from
30 - 40 minutes. A high speed (10 kHz sensor) optical imaging and data acquisition
system was developed to monitor the droplets position and dynamic behaviour, with
a demonstrated spatial resolution of ∼5 µm in vacuum. Fourier analysis of the droplet
motion under atmospheric and vacuum conditions was carried out, indicating the on-
set of vertical oscillation frequency components below 500 Hz at low pressure, brought
on by the reduced viscous damping of the surrounding medium. Similar frequency
components were measured in the horizontal plane, but to a much lower extent. This
indicated the trapped droplet’s horizontal and vertical motion were coupled, but with
the vertical motion much more susceptible to perturbations. The coupling of this mo-
tion was though to result from the trap not being perfectly level, and so a component
of the vertical motion of the droplet would be projected onto the horizontal motion,
and vice-versa.
A preliminary “low” intensity experiment was carried out to test the feasibility of
using an optically trapped microdroplet in a laser interaction experiment. The Im-
perial College Cerberus laser system was used for the experiment, providing 1054nm
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laser light with a ∼450 fs pulse duration, and a maximum beam energy of ∼350 mJ. A
70 cm focal length lens was used to focus the beam onto the targets, producing a focal
spot of ∼25 µm (FWHM), reaching intensities of up to 1015 Wcm−2. A laser-droplet
alignment technique was developed using IR light from oscillator beam line scattered
off the levitated droplet, and was imaged from two orthogonal viewing angles. The
droplet remained in (approximate) alignment for the time it took to switch from the
oscillator beam line to the main heating beam line (∼5 minutes). Measurements of
the x-ray source size of a laser-heated levitated droplet were compared with tungsten
wire targets (18 µm diameter). As expected, the droplet gave a smaller source size.
Data from the image plate measurements also indicated much higher x-ray energy
photons emitted from the wire target, this was also expected due the higher atomic
number of tungsten compared to the droplets Z mix, and also due to better coupling
with the laser focus. Measurements of the integrated RF emission from the laser
irradiated levitated droplets showed the generated signal was approximately 29 times
lower than compared with the tungsten wire target. It was believed that this was
because of the large difference in atom number between the two targets, and also that
the levitated droplet provided no return current path via a support structure.
A follow on set of “high” intensity experiments wer carried out, using a shorter
focal length heating beam lens (20 cm), with a focal spot of ∼7 µm (FWHM). This
produced laser intensities of up to 1017 Wcm−2, approximately two orders of mag-
nitude greater than in the previous “low” intensity experiment. The same droplet
alignment procedure was used, and again, it was found that the droplet would stay
in (approximate) alignment with the heating beam focus for the time required to
take the shot. However, this was a best case approximation as it was found that the
success rate of getting a “direct” laser hit was lower than in the previous experiment,
with approximately 3 out of every 5 shots hitting the droplet. The difference between
a “direct” hit and a “near miss” was assessed by the x-ray emission measured by the
image plate and Andor CCD camera. Additional targets were used as a comparison
to the levitated droplets, which covered a range of atomic composition and geome-
tries. These included 6 µm (thickness) aluminium foils mounted as flag targets, 9 µm
254
Conclusions and Suggestions for Further Work
carbon wires, ∼1.5 mm (thickness) glass plates, ∼15 µm wire mounted glass spheres,
and 18 µm tungsten wires. Differentially filtered x-ray source size measurements were
carried out using 0.8 and 1.6 µm aluminium foil filters. A difference in size between
the vertical and horizontal dimensions, for the wire based targets, could be resolved
when using the unlfiltered and 0.8 µm filtering. This indicated a larger x-ray source
size from along the length of the wire, as compared to the width, as expected. The
data from the 1.6 µm was quite inconsistent, and no conclusions could be drawn from
this data. It was though that this level of filtering was blocking too much x-ray emis-
sion, resulting in poor signal to noise values and large errors on the measured values.
The droplet gave no resolvable source size measurements (using all filter types) in
either the vertical or horizontal direction. This potentially indicated a pre-irradiation
sized, spherical, x-ray source with low levels of plasma expansion during the inter-
action. The droplet was the only target were no ERF could be measured using the
1.6 µm filtering. This suggested that the x-rays emitted from the droplet were of a
much lower energy than compared to the other targets. Droplet shot Foxtrot was
the only shot to emit a measurable x-ray flux in the single photon counting regime.
The data indicated that the 6 µm filtering used on the camera was dominating the
measurements for energy values up to ∼4 keV. This, combined with the operational
limitations of the silicon CCD chip, resulted in a spectral window of 4 to 10 keV
where measurements could be made. Two linear regimes were observed in the x-ray
photon energy spectrum indicating the possibility that a two electron temperature
plasma was emitted, or that the time integrated measurement sampled an initial hot
electron distribution that evolved into a cooler thermal population over time. Two
electron temperatures, Tlow and Thigh of 0.6 and 2.3 keV were measured from the
droplet respectively. No silicon Kα emission lines were observed due the transmission
of the aluminium filtering dominating the measured signal over these energies.
An additional set of measurements were carried out, with a modified experiential
set-up that that produced single photon spectroscopy data. A 25 µm beryllium filter
replaced the aluminium filter in order to be able to better measure photon energies
below 4 keV. The characteristics of the filter transmission resulted in a spectral win-
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dow of 1 - 10 keV for the Andor. The targets used in this experiment consisted of a
6 µm (thickness) aluminium foil, a 20 µm copper wire, a 120 µm optical fibre (SiO2)
and the oil droplets. The optical fibre was chosen specifically as a comparison target
to the droplet, as it has a similar atomic composition, but a different spatial geometry.
These targets were chosen as they all had potential Kα emission lines within the oper-
ational spectral window of the CCD camera. In order for the solid targets to emit an
x-ray flux in the single photon counting regime, a lower irradiating laser energy had
to used, therefore no comparisons could be made between the droplet and solid target
shots. The photon energy spectrum measurements from each target indicated an un-
physical negative electron temperature above ∼4 keV. This feature was due to very
low levels of photons being detected with energies above this value, and the CCD’s
documented 1/QE term used to correct the measured signal dominated the signal.
Therefore, any electron temperature calculations could only be considered valid in the
spectral window between 1 - 4 keV. Two electron temperature measurements were
made for each target, again suggesting a two temperature electron plasma, with the
SiO2 wire giving the lowest energy range, 0.4 - 0.8 keV, and the copper wire giving
the largest energy range, 0.5- - 3.8 keV. The droplet gave an electron temperature
range of 0.4 to 2.3 keV, a result that was similar to that of droplet shot foxtrot (0.6 -
2.3 keV). However, as no well defined Kα emission was measured for any of the target
types, it was assumed the the lower energy approximation was the most applicable
for each target, due to these energies being lower than the K shell binding energies.
The SiO2 wire, the copper wire, and the droplet all gave similar electron tempera-
tures values to within 0.1 keV. The lack of characteristic emission lines from the solid
targets was indicative of the lower laser energies used to irradiate them. The same
lack of measured emission lines and the relatively low electron temperatures for the
droplet was attributed to only a small fraction of the laser energy being absorbed by
the plasma, as a result of the high contrast of the laser pulse. The lack of pre-pulse
meant that there was very little pre-plasma formed ahead of the main pulse, resulting
in the generation of a short scale length plasma. The laser would propagate though
only a very small amount of sub-critical plasma before reaching the critical surface.
256
Conclusions and Suggestions for Further Work
The two temperature distributions from the single hit data was indicative of a hot-
electron population, but not one sufficient to pump the Kα line very hard, and so the
emission was thought to be dominated by collisional absorption processes. However,
as the data from the Andor camera was all time integrated, a more detailed analysis
of these results would require time resolved spectroscopy measurements
A Ross pair filter was constructed from a Zn-Cu and V-Ti filter. This produced
spectral windows in the region of 9 - 9.6 keV and 5 - 5.4 keV respectively. However,
as was seen in the time integrated single photon spectroscopy data, no measurable
emission was observed in either of these spacial windows from any of the targets, and
so no usable data was obtained from this diagnostic.
6.1 Suggestions for Further Work
This section highlights some of the potential areas of research and further experi-
mentation using the optical trap, described for the first time in this thesis, to be
implemented in future high-intensity laser interaction studies.
6.1.1 Microdroplet Pre-pulse Dependence
As mentioned previously, the level of hard x-ray emission from a microdroplet was
observed to be dependant on the level of pre-pulse of the irradiating laser by Anand
et al [35]. This experiment indicated a 10 ns pre-pulse of at least 2% of the intensity
of the main pulse was required to produce hard x-ray emission (∼35 keV). The high
contrast inherent in the ps time domain OPCPA architecture of the Cerberus laser
front end will require future experiments, with controllable pre-plasma, to employ the
injection of a pre-pulse. Ideally, the laser system would be modified so the level of pre-
pulse can be tuned, to maximise the emitted x-ray yield. Provisionally, this could be
achieved by adjusting the Pockels cell in the regenerative amplifier, however, in order
to control this more precisely and to produce a long enough pre-pulse, a two-pulse
set up may be required [36] e.g. by using an optical pulse stacker.
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6.1.2 Trapping Feedback Stabilisation
An optical feedback control system can be used to significantly increase the stability
of a trapped particle. The basic principle behind this process is to automatically con-
trol the power of the trapping laser, so that the position of a particle can be locked
to a fixed reference point, and also to opposes any particle motion away from the
equilibrium trapping position. This technique was first developed my Ashkin et al
[79]. In his pioneering work, the image of a trapped particle was projected onto a
split photo-diode that produced an error signal whenever a change in the particle’s
(vertical) position occurred. This signal was then amplified and a voltage, propor-
tional to the error value, was fed to an electro-optic modulator, which modulated the
output power of the trapping beam. This created a closed loop system that continu-
ally adjusted the laser power to compensate for all sources of vertical motion, about
a fixed point set by the position of the photo-diode.
Provisions for open loop feedback control have already been established in the
current trapping set-up. A KDP Pockels cell has been installed into the optical beam
line of the trap, that can be used to modulate the power of the beam before injection
into the delivery fibre. A HV power supply has be designed and constructed to
provide a voltage swing of ±100 V peak to peak, from an input signal of 0 - 10 V,
to the Pockels cell. By adjusting the phase angle of the laser going into the Pockels
cell to pi/4, this produced a positive and negative variation of the laser power centred
at a given value (depending on the maximum output of the laser). For this voltage
swing, a laser power modulation of ±20% has been observed. Figure 6.1 shows the
vertical displacement of a trapped droplet, when modulated with a ±10 V sine wave,
at approximately 2 Hz. This resultant power modulation produced a vertical droplet
displacement of ±25 µm.
This set up will allow measurements to be taken that can compare the difference in
the viscous damping effect of the droplet motion at varying pressure. By knowing the
input drive frequency, and measuring the response of the droplet position, a damping
term can be formulated. A difference in the fixed frequency response of the modulated
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Figure 6.1: Vertical displacement of a trapped oil microdroplet from a sinusoidally varying
laser power. A full swing input signal of ±10 V (2 Hz) was supplied to the HV supply,
producing a ±100 V swing across the Pockels cell. This modulation produced a vertical
droplet motion of ± 25 µm.
input signal and the droplet motion will identify the point were any phase difference
(error) become apparent. This will indicate the limit at which accurate positional
(feedback) control can be maintained.
A close loop feedback control system can be established by feeding the trapped
droplet’s instantaneous vertical position into a PID control VI in the LabView soft-
ware. A “correction” value can then be calculated from the deviation from a given set
point, and the output signal voltage sent to the Pockels cell. Three proportionality
constants can be adjusted to maintain the trapped droplet’s position from an error
signal that is generated when the measured position deviates from a set point value.
The first term is proportional (P) to the magnitude of the error value. The second
is related to how long the measured signal has deviated from the set point, and is
proportional to the integrated (I) error signal. The final term is related to how quick
the error value is changing as a function of time i.e the instantaneous velocity, which
is calculated as the derivative (D) of the error signal. By careful tuning of these
parameters [116], the relative motion of the droplet can be controlled and potentially
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improve the trapping stability at both high and low pressures. It may also be possi-
ble to implement techniques to track a partilce approaching the trapping region, and
modify the laser in order to enhance the “capture” of the particle to aid in vacuo
loading.
6.1.3 Vacuum Loading
A significant limitation identified in the experiential procedure developed in this work,
was the trap loading technique. As the trap had to be loaded under atmospheric
pressure, and then slowly pumped down to vacuum for each experiment to be carried
out, this limited the number of shots to approximately 3 per day. This was a very
inefficient process for generating data sets from the droplet interactions. This was also
problematic when any iterative adjustments were required to the trap itself, or to the
various diagnostics, such as alignment or when trying to determine optimal operating
parameters. The ability to load the trap, on demand under vacuum conditions is
therefore highly desirable. Accomplishing this with liquid droplet targets will be
challenging due to the rapid expansion of an atomised fluid when entering a low
pressure environment. The velocity of the droplets passing though the focus of the
trapping be will be too large to be trapped, and the droplet density too small. A
promising way to achieve vacuum loading may be to used solid microsphere/targets
that are launched into the trap. This method has been used previously with great
success [48, 117, 118], but only trapping initially under atmospheric conditions.
As described in section 3.3, solid microspheres can be physically launched from
a surface into an optical trap through with use of ultrasonic vibrations. The micro-
spheres are initially held on a glass plate just below the focus of the trapping beam.
The trapping beam alone cannot lift the spheres off the surface of the plate due to
the electrostatic (van der Walls’) force between the sphere and the pate being orders
of magnitude greater than the radiation pressure force. In order to overcome this
electrostatic force, the plate is vibrated (usually at the resonant frequency) which
shakes the spheres off the surface. The minimum force required to do this is known
as the “pull-off force, and is given by [119, 120]:
260
Conclusions and Suggestions for Further Work
Fsphere−plate = 4piRγ (6.1)
where R is the radius of the microsphere and γ is the effective solid surface energy.
A similar relation can be expressed that describes the force between two identical
microspheres:
Fsphere−sphere = 2piRγ (6.2)
It can be clearly seen that the force between two microspheres is half of that between
a microsphere and a solid glass surface. The minimum acceleration needed to to over
come the van der Walls’ force between a microsphere and a flat surface is given by:
a =
F
m
=
4piRγ
4
3
pi
(
R3sphere
)
(ρsphere)
∝ 1
R2sphere
(6.3)
where m is the mass of the sphere and ρsphere is the density of the sphere. This
relation shows that for microspheres of the same material, smaller spheres require a
larger acceleration to break the van der Wall’s force. Due to this difference in force,
when an ultrasonic vibration is applied to the plate the microspheres will separate
from each other before being launched from the surface. Therefore, the majority of
the particles that are launched into the trapping region will be single, isolated spheres.
Figure 6.2 gives an example of a very simple design for loading solid spheres into an
optical trap.
The glass plate can then be position in such a way that the peak of the micro-
spheres trajectory will coincide with a region close to the trapping position. Here the
instantaneous votively of the particle will be essential zero, and so should easily be
trapped. This should be the case for both atmospheric and vacuum conditions.
Preliminary trails have been carried out to launch solid spheres using this type
of device. Borosilicate glass spheres in the range of 3 - 10 µm and 10 - 30 µm were
trialled and could be driven across a glass surface but trapping from this source has yet
to be achieved. It was thought that the piezoelectric device was not producing large
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Figure 6.2: Design of a simple ultrasonic transducer based system that can be used to launch
solid microspheres into an optical trap.
enough acceleration forces when operated at its resonant frequency (∼18 kHz). When
viewed under a microscope, it was observed that when the mechanical amplitude of
the resonance was at it’s maximum, the spheres would only skim across the surface
of the plate, and not actually be launched from the surface. A suggestion for an
improved device would be to use the piezoelectric ceramic ring (APC International,
catalogue number: 70-2221) that was used by Tongcang Li et al to successfully launch
and trap glass microspheres in air [121]. A preliminary design was used that could
launch glass spheres with a diameter greater than ∼ 3 µm. The use of a glass surface
coated with a low surface energy material (TiO2) may also improve particle launch.
6.1.4 Microtarget Composition, Geometry and Size
The work presented in this thesis only investigated the high-intensity laser interactions
with a single type of microtarget (silicon based oil), that was a liquid, spherically
symmetric, and approximately 10 µm in size. In order to have a better understanding
of underlying physics involved in a high-intensity laser interaction with these types
of target, comparison must be made with targets of differing composition, geometry
and size.
So long as the partilce is spherical, is made from a dielectric material and has a
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refractive index greater than that of the surrounding medium, the particle should be
trapped with a Gaussian beam, focused with a high numerical aperture lens. The
optical power, required to trap the particle is therefore dependant on its size, and the
refractive index, and so the power should be the only limiting factor. However, the
wavelength of the trapping laser must also be taken into consideration when trapping
particles of different materials due to the variation of the optical absorption coefficient.
In general, it had been observed that the smaller the sphere (<3 µm) the larger the
numerical aperture of the focussing lens is require to trap it (>0.8) [118]. As the
trap described in this thesis used a focusing lens with a NA value of 0.5, trapping
may be limited to particle sizes above this value. This must therefore be taken into
consideration when designing a future optical trap for use with droplet sizes on the
order of the irritating wavelength, for Mie enhancement interaction studies [9, 10].
To trap particles that are reflective (metallic) or that have a reactive index lower
than the surrounding medium, a TEM01 mode, or Bessel, beam will have to be used.
A Bessel mode beam can be formed by passing a Gaussian beam through an axicon
(conical) lens, or by using a spatial light modulator [122]. Optical traps have been
successfully developed using this type of lens [49, 123].
Research has been carried out by Sumeruk et al [14] into the interaction of intense
laser pulses with solid target micro-structured arrays. The target consisted of a solid
that was coated with a two dimensional array of polystyrene microspheres, each of
which had a diameter that was half wavelength of the irradiating light (800 nm).
Significant levels of hot electron and x-ray generation was observed from this target,
giving an enhancement factor of ∼8 in terms of yield (>20 keV) when compared to
the same solid target but without the microspheres. Figure 6.3 is taken from Ref
[14] and shows the calculated field distribution around the spheres on the surface
of the target. It can be seen that large electric fields were generated in the region
between each sphere. A potentially interesting trapping geometry would be one in
which multiple trapping potentials are created, and thus produce an array of trapped
objects. It could therefore be possible to re-create this experiment, but with a micro-
structured array that is completely isolated in space. Multiple optical traps could be
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oriented within close proximity to each other with the use of fibre optic micro arrays
[124], or spatial light modulators.
Figure 6.3: [Taken from Ref [13]] Graphical representation of the calculated electric field
distribution around a microsphere array structure. Each sphere is 260 nm in diameter.
The target was irradiated with 400 nm of light. It can be seen that in the areas between the
sphere, there is a large boost in the local electromagnetic field.
To summarise, by careful consideration of the trapping laser power, wavelength,
and focal geometry, it should be possible to trap an array of different microtargets
for use in future laser interaction studies. Further, by harnessing the geometric field
boost across the surface of a single microtarget, or an array of wavelength scale
objects, it may also be possible to access electric field values that are greater than
those accessible in current generation laser interaction experiments.
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Appendix
7.1 Appendix A
7.1.1 Trapping Laser Focal Spot Measurements
The spatial extent of the focal spot, produced from the final focussing aspheric (Thor-
labs part no. AL5040-A), was measured using a x100 microscope objective. A spatial
calibration was applied, and a line out of the image was taken along two orthogonal
axis (x and y). A Gaussian fit was used to measure the FWHM of each line out, and
thus the approximate spot size. The measured focal spot size was approximately 2
µm in both orientations (see figure 7.1 for details).
7.1.2 GRIN Lens Focal Spot Measurement
The spatial extent of the focal spot, produced from the GRIN heating beam lens
used in the high-intensity laser interaction experiments (AMS Technologies, Part No.
GPX-50-200), was measured using a x50 microscope objective. A spatial calibration
was applied, and a line out of the image was taken along two orthogonal axis (x and
y). A Gaussian fit was used to measure the FWHM of each line out, and thus the
approximate spot size. The measured focal spot size was approximately 7 µm in both
orientations (see figure 7.2 for details).
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Figure 7.1: Focal spot measurements of the final focussing aspheric used in the optical trap.
(a) The image of the focal spot was produced using the trapping beam laser light (532 nm),
as viewed with a x100 microscope objective onto a Sumix camera. (b) The y-axis line out of
the focal spot image, with a FWHM of ∼2.25 µm. (c) The x-axis line out of the focal spot
image, with a FWHM of ∼ 2.02 µm.
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Figure 7.2: Focal spot measurements of the GRIN heating beam lens used in the high-
intensity laser interaction experiments. (a) The image of the focal spot was produced using
the oscillator beam laser light (1053 nm), as viewed with a x50 microscope objective onto
a Dataray WinCamD-LCM camera. (b) The y-axis line out of the focal spot image, with a
FWHM of ∼6.6 µm. (c) The x-axis line out of the focal spot image, with a FWHM of ∼
7.3 µm.
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7.2 Appendix B
7.2.1 Trapping Laser Light Scattering Properties
The choice of laser wavelength used for the optical trap had to fulfil certain criteria.
The first of which was how much light would be scatted at 900 off a trapped object.
The imaging optics were set to measure the scattered light at this angle, as it was the
most convenient way to align the optics. The intensity of light at varying scattering
angles, for different wavelengths of laser light, was investigated using a freely avail-
able Mie scattering program [125]. Three wavelengths were chose, 400 nm (Gallium
Nitride), 523 nm (YAG) and 800 nm (Nd:YAG), as these represented the operational
range of commercially available tabletop laser systems that could have potential used
for such an applications. Figure 7.3 shows the intensity as a function of scattering
angle for these three wavelengths, for both perpendicular and parallel polarisations,
from a 10 µm oil droplet with a refractive index of ∼1.52 under vacuum conditions.
It was clear, that for both polarisation states, the 400 nm light gave the highest
levels of scatted light at 900, with the 532 and 400 nm light giving similar levels.
It was also apparent that any deviation away from 900 would change the amount of
scatted light by orders of magnitude. For example, in the case of the perpendicular
polarisation state, a change from 900 to 890 results in an increase of scattered light
using 523 nm, by approximatively 1 order of magnitude, but a x2 decrease in scattered
light using 400 nm light, and a decrease of approximatively 3 orders of magnitude for
800 nm. This demonstrated the highly sensitive nature of the droplet alignment to the
maximised scattered signal at a 900 viewing angle, for a given laser wavelength. This
data therefore suggest that 400 nm (shorter λ) laser light would be the wavelength
of choice as this gave the highest levels of scattered light at a 900 viewing angle.
The final, and most important, factor for consideration would be to determined
how the laser light will be absorbed by, or degrade, the material of the trapped object.
In order to achieve stable trapping for long periods of time, the material must have a
low abortion coefficient for the given trapping laser wavelength in order to minimise
the heating, and consequently, the destabilising of the trapped object. Therefore,
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Figure 7.3: Scattered light intensity as a function of angle for 400 nm, 523 nm, and 800
nm laser light, for perpendicular (a) and parallel (b) polarisation states. The scattered light
was simulated using a 10 µm oil droplet (refractive index of 1.52) in vacuum. Plot (c) gives
a comparison between the scattered light from perpendicular and parallel light from 523 nm
laser light.
270
Appendix
although lower wavelength lasers my generate larger trapping forces per photon due
to their higher photon energy, or produce more scatted light for a given viewing
angle, if the trapped droplet absorbs a high proportion of this light, stable trapping
will never be achieved. This effect will be exacerbated when at lower pressures, when
radiometric forces will be large.
The trapping laser wavelength used for this experiment was a 532 nm frequency
doubled YAG laser system. This was chosen primarily because this wavelength of
laser had been previously demonstrated to successfully trap silicon oil droplets at low
pressure [55]. Also a 532 nm laser systems was readily available in the research group
that could deliver enough power to the trap, via the highly lossy single mode optical
fibre.
Figure 7.3 (c) shows the difference in scattered light for perpendicular and parallel
polarised light for 523 nm. It can be seen that parallel polarisation state scatters
approximatively an order of magnitude more light than the perpendicular polarisation
state at 900. However, the dynamic behaviour of the scattered light suggested that
using a parallel polarisation state will only be advantageous if accurate alignment of
the viewing optics can be achieved.
7.3 Appendix C
7.3.1 Radiometric Barrier Pressure
The pressure at which the mean free path of the surrounding air molecules equals
that of the diameter of the trapped object, is the pressure at which the radiometric
forces acting on the particle start to diminish. The pressure this occurs at is known
as the Radiometric Barrier. The mean free path of an air molecule is given by the
following relation:
MFP =
KT
4pi
√
2r2p
(7.1)
where K is the Boltzmann constant, T the temperature (300 Kelvin), r is the radius
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of an air molecule (∼2.0x10−10 m) and p is the air pressure (Pa). Figure 7.4 give a
plot of the calculated mean free path of an air molecule as a function of pressure.
0 5 10 15 20 25 30
0
10
20
30
40
50
60
P
re
ss
ur
e 
(m
ba
r)
Mean Free Path of Air Molecule (µm)
Figure 7.4: Calculated mean free path of an air molecule, with a radius of ∼2.0x10−10 m,
as a function of pressure.
From this plot, the corresponding pressure at which the mean free path becomes
comparable to the size of the trapped droplet can be determined. Table 7.1 gives the
radiometric barrier pressure for a droplet size range from 6 - 15 µm. For the range
of droplet sizes that could be trapped, a pressure between ∼4 -∼10 mbar must be
reached before increased pumping rates can be used, and the trapping collar removed.
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Table 7.1: Radiometric barrier pressure as a function of droplet diameter.
Droplet Diameter (µm) Pressure (mbar)
6 9.4
7 8.1
8 7.1
9 6.2
10 5.8
11 5.2
12 4.7
13 4.4
14 4.1
15 3.9
273
Appendix
7.4 Appendix D
7.4.1 Effect of Sample Box Size on the Calculated ERF
Section 5.2.2 described the process by which the ERF and LSF was measured for each
each target. For the unfiltered measurements, a box size 240 (height) x 600 (width)
pixels was used. A much smaller area was covered by the filtered sections of the image
plate, and therefore these section were sampled using smaller box sizes. Box sizes of
100 x 100 and 70 x 100 were used for the 0.8 and 1.6 µm Al filtering respectively.
The Image J software package used to process the data would sample all pixel rows
(height), and give an average value for each pixel across the image (width) for a given
box size. Therefore, this resulted in reduced numerical averaging to be applied to the
filtered data, as opposed to the unfiltered. To quantify this the effect of the sample
box size used to measure the ERF and LSF was investigated.
The unfiltered Tungsten wire data shot “Romeo” (vertical) was used an an arbi-
trary sample data set. Various sample box size heights were used for the test, with
the centre point of each box being located in the same position along the edge. The
LSF for each box size was calculated, the results of which can be seen in Figure 7.5.
As the height of the sample decreases, it can be seen that FWHM LSF size drops from
∼20.85 µm at 240 pixel box height, down to ∼20.6 at a 60 pixel box height. From
this point, the LSF size increases to ∼33.3 µm at a 1 pixel box height. The average
error on the vertical, unfiltered LSF measurement for the Tungsten wire, measured
using 3 sub-sample boxes of 80 pixels in height, was ∼2%. Using this as a point of
reference, the data suggests that measurements taken with a sample box size between
240 and 20 pixels will give comparable results. Therefore, a sample box height below
20 pixels will introduce additional error on the measurement when compared to the
calculated LSF using the “full” box size.
An additional test was carried out to quantify the level of signal noise that each
box size would produce. Data was sampled from the exposed region of the image
plate for each box size, and the standard deviation was calculated. Figure 7.5 shows
a gradual increase in the measured standard deviation on the signal for a decreasing
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Figure 7.5: The average unfiltered FWHM LSF calculations for sample box sizes of differing
height. The LSF measurements taken from sample box sizes down to ∼ 20 pixels fall within
the error value (shaded area) taken at the full sample box size of 240 pixels. Measures taken
with box sizes smaller than are not comparable.
box size, following an approximate 1/
√
N trend as expected. The two plots have a
similar shape indicating the direct effect that number sampling has on the measured
LSF.
As a much smaller box size was used with the filter measurements, this process
was repeated to test the substitutability of the measurement. The sample box sizes
used to generate the filtered ERF and LSF data were 100 pixels in height, with 3
sub-sample box sizes of 20 pixels used to generate an error value. Data was taken
using the 0.8 µm filtered vertical section of the Tungsten wire shot “Romeo”. Figure
7.6 shows the measured LSF as a function of sample box height in this case.
The measured error for the 0.8 µm filtered data was around 6%, and using this as
a reference point, the plot shows that a sample box size down to ∼50 pixels produces
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Figure 7.6: The average 0.8 µm filtered FWHM LSF calculations for sample box sizes of
differing height. The LSF measurements taken from sample box sizes down to ∼ 50 pixels
fall within the error value (shaded area) taken at the full sample box size of 100 pixels. There
is only a small deviation away from the values calculated at 100 pixels due to the relativity
low, fractional decrease in the smaller box sizes.
a LSF measurement within this value. Measurements made with smaller box sizes
than this will introduce error in the measured FWHM, and as the sample box size
used to generate the error value for this measurement was only 20 pixels, it suggests
a larger error value will have been calculated.
As with the previous test, the standard deviation on each measured signal for
each box size was calculated and compared. Again, the results show an increase in
the measured standard deviation as the sample box size decreases, following a 1/
√
N
trend. The two plots do not follow the same trend as each other, as was the case with
the larger box sample data, and it is thought that this is due to the relativity lower
fractional decrease of the box sizes used in this case.
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Not only does an increase in the amount of sampled data improve the statistical
error on the measurement, it also reduces the effect that any artefacts on the image
plate may introduce. These artefacts can manifest themselves as scratches or marks on
the plate itself, discontinuances in the edge of the copper wire, and non-uniformities
in the thickness of the filters. If these happen to be located across one of the measured
edges, this will potentially skew the result. Sampling larger lengths along the edge of
the image will therefore reduce this effect. The biggest possible sample box size will
give the best numerical averaging, and so for any given sub-sample box size used to
generate an error value for that particular measurement (shot), this analysis would
have to be implemented in each case to test the suitability of the measurement.
Effect of Sample Box Alignment
Another factor that could introduce error into the ERF and LSF is how well the
sample box is aligned to the imaged edge of the wire. The procedure used to align
the sample box was to line the two marker points at the top and bottom of the
sample box, by eye, so they were positioned along the edge. Figure 7.7 (a) shows
an image of the sample box aligned to the edge of the copper wire. The image was
rotated ± 2 degrees about the centre point in steps on 0.5 degrees, and the ERF and
LSF was measured for each case. Figure 7.7 (b) shows the variation of the measured
FWHM LSF at each angle of rotation. The plot shows the smallest value at 0 degrees,
indicating that alignment by eye was sufficiently accurate. It was observed that no
misalignment between the edge of the wire and the markers points on the sample box
could be seen with an angle of ration of less than 0.5 degrees. The plot shows that
at ±0.5 degrees, the measured values values lie within the error measurement (∼2%)
taken at “best” alignment, further validating the alignment procedure.
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Figure 7.7: Image (a) shows the alignment of the sample box to the edge of the copper wire,
used to measure the ERF and LSF. The top and bottom centre point markers were aligned,
by eye, to the edge. Alignment by eye was determined to be accurate up to ± 0.5 degrees.
Image (b) give the plot of the measured FWHM LSF at each angle of rotation. The smallest
LSF measurement was at 0 degree, with the values at ±0.5 degrees lying within the measured
error, indicating alignment by eye was an acceptable procedure.
278
Bibliography
[1] T. H. MAIMAN, “Stimulated optical radiation in ruby,” Nature, vol. 187,
no. 4736, pp. 493–494, 1960.
[2] F. J. McClung and R. W. Hellwarth, “Giant optical pulsations from ruby,”
Journal of Applied Physics, vol. 33, no. 3, p. 828, 1962.
[3] H. W. Mocker and R. J. Collins, “MODE COMPETITION AND SELF-
LOCKING EFFECTS IN a Q-SWITCHED RUBY LASER,” Applied Physics
Letters, vol. 7, no. 10, p. 270, 1965.
[4] E. Treacy, “Optical pulse compression with diffraction gratings,” IEEE Journal
of Quantum Electronics, vol. 5, pp. 454– 458, Sept. 1969.
[5] D. Strickland, “Compression of amplified chirped optical pulses,” Optics Com-
munications, vol. 55, pp. 447–449, Oct. 1985.
[6] S. Bahk, P. Rousseau, T. A. Planchon, V. Chvykov, G. Kalintchenko, A. Mak-
simchuk, G. A. Mourou, and V. Yanovsky, “Generation and characterization of
the highest laser intensities (1022 w/cm2),” Optics Letters, vol. 29, pp. 2837–
2839, Dec. 2004.
[7] E. T. Gumbrell, A. J. Comley, M. H. R. Hutchinson, and R. A. Smith, “Intense
laser interactions with sprays of submicron droplets,” Physics of Plasmas, vol. 8,
no. 4, p. 1329, 2001.
[8] T. Ditmire, E. T. Gumbrell, R. A. Smith, L. Mountford, and M. H. R. Hutchin-
son, “Supersonic ionization wave driven by radiation transport in a short-pulse
279
Bibliography
laser-produced plasma,” Physical Review Letters, vol. 77, pp. 498–501, July
1996.
[9] T. D. Donnelly, M. Rust, I. Weiner, M. Allen, R. A. Smith, C. A. Steinke,
S. Wilks, J. Zweiback, T. E. Cowan, and T. Ditmire, “Hard x-ray and hot
electron production from intense laser irradiation of wavelength-scale particles,”
Journal of Physics B: Atomic, Molecular and Optical Physics, vol. 34, pp. L313–
L320, May 2001.
[10] D. R. Symes, A. J. Comley, and R. A. Smith, “Fast-ion production from short-
pulse irradiation of ethanol microdroplets,” Physical Review Letters, vol. 93,
p. 145004, Oct. 2004. PMID: 15524805.
[11] Z.-M. S. Jun Zheng, “Energetic electrons and protons generated from the inter-
action of ultrashort laser pulses with microdroplet plasmas,” Physics of Plas-
mas, vol. 12, no. 11, pp. 113105–113105–5, 2005.
[12] L. C. Mountford, R. A. Smith, and M. H. R. Hutchinson, “Characterization of a
sub-micron liquid spray for laser-plasma x-ray generation,” Review of Scientific
Instruments, vol. 69, pp. 3780–3788, Nov. 1998.
[13] D. P. DePonte, U. Weierstall, K. Schmidt, J. Warner, D. Starodub, J. C. H.
Spence, and R. B. Doak, “Gas dynamic virtual nozzle for generation of mi-
croscopic droplet streams,” Journal of Physics D: Applied Physics, vol. 41,
p. 195505, Oct. 2008.
[14] H. A. Sumeruk, S. Kneip, D. R. Symes, I. V. Churina, A. V. Belolipetski, T. D.
Donnelly, and T. Ditmire, “Control of strong-laser-field coupling to electrons in
solid targets with wavelength-scale spheres,” Physical Review Letters, vol. 98,
p. 045001, Jan. 2007.
[15] T. Sokollik, T. Paasch-Colberg, K. Gorling, U. Eichmann, M. Schnrer,
S. Steinke, P. V. Nickles, A. Andreev, and W. Sandner, “Laser-driven ion accel-
280
Bibliography
eration using isolated mass-limited spheres,” New Journal of Physics, vol. 12,
p. 113013, Nov. 2010.
[16] T. S. T. Paasch-Colberg, “New method for laser driven ion acceleration with iso-
lated, mass-limited targets,” Nuclear Instruments and Methods in Physics Re-
search Section A: Accelerators, Spectrometers, Detectors and Associated Equip-
ment, vol. 653, no. 1, 2011.
[17] D. Bigourd, S. Patankar, S. I. O. Robbie, H. W. Doyle, K. Mecseki, N. Stuart,
K. Hadjicosti, N. Leblanc, G. H. C. New, and R. A. Smith, “Spectral enhance-
ment in optical parametric amplifiers in the saturated regime,” Applied Physics
B-Lasers and Optics, vol. 113, pp. 627–633, Dec. 2013. WOS:000328055200018.
[18] F. F. Chen, Intoduction to Plasma Physics and Contolled FUsion. Plenum
Press, 1983.
[19] P. M. Bellan, Fundamentals of Plasma Physics. Cambridge University Press,
2006.
[20] W. L. Kruer, The Physics of Laser Plasma Interactions. Westview Press, 1987.
[21] P. Gibbon, Short-Pulse Laser Interactions with Matter: An Introduction. Im-
perial College Press, 2005.
[22] J. H. Eberly and J. Javanainen, “Above-threshold ionisation,” Eur. J. Phys,
vol. 9, pp. 265 – 275, 1988.
[23] S. C. Wilks, A. B. Langdon, T. E. Cowan, M. Roth, M. Singh, S. Hatchett,
M. H. Key, D. Pennington, A. MacKinnon, and R. A. Snavely, “Energetic proton
generation in ultra-intense lasersolid interactions,” Physics of Plasmas (1994-
present), vol. 8, pp. 542–549, Feb. 2001.
[24] L. Spitzer, Physics of Fully Ionized Gases. Interscience Publishers Inc, 1956.
[25] J. Huba, NRL PLASMA FORMULARY. 2002.
281
Bibliography
[26] Brunel, “Not-so-resonant, resonant absorption,” Physical Review Letters,
vol. 59, no. 1, pp. 52–55, 1987.
[27] M. I. K. Santala, M. Zepf, I. Watts, F. N. Beg, E. Clark, M. Tatarakis,
K. Krushelnick, A. E. Dangor, T. McCanny, I. Spencer, R. P. Singhal, K. W. D.
Ledingham, S. C. Wilks, A. C. Machacek, J. S. Wark, R. Allott, R. J. Clarke,
and P. A. Norreys, “Effect of the plasma density scale length on the direction of
fast electrons in relativistic Laser-Solid interactions,” Physical Review Letters,
vol. 84, pp. 1459–1462, Feb. 2000.
[28] M. Lamoureux, “Interest of electron and ion bremsstrahlung for plasma
physics,” Radiation Physics and Chemistry, vol. 59, pp. 171–180, Aug. 2000.
[29] D. Kuchler, F. Ullmann, T. Werner, G. Zschornack, H. Tyrroff, and P. Grubling,
“Numerical modeling and x-ray spectroscopy of ecr plasmas,” Nuclear Instru-
ments and Methods in Physics Research Section B: Beam Interactions with
Materials and Atoms, vol. 168, pp. 566–577, Aug. 2000.
[30] R. Friedlein, D. Kchler, C. Zippe, G. Zschornack, and H. Tyrroff, “Energy dis-
persive x-ray spectroscopy for ECR plasma diagnostics,” Hyperfine Interactions,
vol. 99, pp. 225–234, Dec. 1996.
[31] K. Ranjini, P. Y. Nabhiraj, S. K. Das, C. Mallik, and R. K. Bhandari, “Estima-
tion of electron temperature in 14.45 GHz ECR ion source plasma by analysis
of bremsstrahlung spectra,” 2007.
[32] C. for X-ray Optics and A. L. Source, “X-ray data booklet,” 2009.
[33] H. M. H. L. Rymell, “Droplet target for low-debris laser-plasma soft x-ray
generation,” Optics Communications, pp. 105–110, 1993.
[34] E. Gumbrell, Unlrafast Energy Transport in High Intensity Laser Plasmas. PhD
thesis, Imperial College London, 1998.
282
Bibliography
[35] M. Anand, A. S. Sandhu, S. Kahaly, G. R. Kumar, and M. Krishnamurthy, “En-
hanced hard x-ray emission from femtosecond laser irradiated microdroplets,”
arXiv:physics/0401024, Jan. 2004. arXiv: physics/0401024.
[36] M. Anand, C. P. Safvan, and M. Krishnamurthy, “Hard x-ray generation from
microdroplets in intense laser fields,” Applied Physics B, vol. 81, pp. 469–477,
Aug. 2005.
[37] A. S. S. M. Anand, “Prepulse dependence in hard x-ray generation from micro-
droplets,” AIP Conference Proceedings, vol. 827, no. 1, 2006.
[38] S. K. M. Anand, “Enhanced hard x-ray emission from microdroplet preplasma,”
2006.
[39] M. Anand, P. Gibbon, and M. Krishnamurthy, “Laser absorption in micro-
droplet plasmas,” Europhysics Letters (EPL), vol. 80, p. 25002, Oct. 2007.
[40] L. Rayleigh, “On the equilibrium of liquid conducting masses charged with
electricity,” Philosophical Magazine Series 5, vol. 14, pp. 184–186, Sept. 1882.
[41] J. S. Shrimpton, “Dielectric charged drop break-up at sub-rayleigh limit con-
ditions,” IEEE Transactions on Dielectrics and Electrical Insulation, vol. 12,
no. 3, 2005.
[42] C. S. Fong, N. D. Black, P. A. Kiefer, and R. A. Shaw, “An experiment on
the rayleigh instability of charged liquid drops,” American Journal of Physics,
vol. 75, pp. 499–503, June 2007.
[43] A. Ashkin, “Acceleration and trapping of particles by radiation pressure,” Phys-
ical Review Letters, vol. 24, pp. 156–159, Jan. 1970.
[44] A. Ashkin, “Forces of a single-beam gradient laser trap on a dielectric sphere
in the ray optics regime,” Biophysical Journal, vol. 61, pp. 569–582, Feb. 1992.
[45] G. Roosen, “La lavitation optique de spheres,” Canadian Journal of Physics,
vol. 57, pp. 1260–1279, Sept. 1979.
283
Bibliography
[46] G. Roosen and C. Imbert, “Optical levitation by means of two horizontal laser
beams: A theoretical and experimental study,” Physics Letters A, vol. 59, pp. 6–
8, Nov. 1976.
[47] N. A. Fuchs, The Mechanics of Aerosols. Pergamon Press, 1964.
[48] A. Ashkin and J. Dziedzic, “Optical levitation by radiation pressure,” Applied
Physics Letters, vol. 19, pp. 283–285, Oct. 1971.
[49] A. Ashkin and J. M. Dziedzic, “Stability of optical levitation by radiation pres-
sure,” Applied Physics Letters, vol. 24, pp. 586–588, June 1974.
[50] N. G. Borisenko, V. S. Bushuev, A. I. Gromov, A. I. Dorogotovtsev, A. I. Isakov,
E. R. Koresheva, Y. A. Merkul’ev, A. I. Nikitenko, and S. M. Tolokonnikov,
“Laser target technology at the lebedev physics institute,” Soviet Journal of
Quantum Electronics, vol. 19, p. 1221, Sept. 1989.
[51] A. Ashkin and J. M. Dziedzic, “Optical levitation of liquid drops by radiation
pressure,” Science (New York, N.Y.), vol. 187, pp. 1073–1075, Mar. 1975.
[52] C. N. Davis, Aerosol Science. Academic Press, 1966.
[53] E. F. Nichols and G. F. Hull, “A preliminary communication on the pressure
of heat and light radiation,” Physical Review (Series I), vol. 13, pp. 307–320,
Nov. 1901.
[54] F.Ehrenhaft, “On the physics of millionath of centimeters,” Phys. Z., vol. 18,
pp. 352 – 368, 1917.
[55] A. Ashkin and J. M. Dziedzic, “Optical levitation in high vacuum,” Applied
Physics Letters, vol. 28, pp. 333–335, Mar. 1976.
[56] A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu, “Observation of a
single-beam gradient force optical trap for dielectric particles,” Optics Letters,
vol. 11, pp. 288–290, May 1986.
284
Bibliography
[57] R. Omori, T. Kobayashi, and A. Suzuki, “Observation of a single-beam gradient-
force optical trap for dielectric particles in air,” Optics Letters, vol. 22, pp. 816–
818, June 1997.
[58] M. Faraday, “On the forms and states assumed by fluids in contact with vibrat-
ing elastic surfaces,” Philos. Trans. R. Soc. London, vol. 52, p. 319, 1831.
[59] A. J. Yule and Y. A. Suleimani, “On droplet formation from capillary waves
on a vibrating surface,” Proceedings of the Royal Society of London. Series A:
Mathematical, Physical and Engineering Sciences, vol. 456, pp. 1069–1085, May
2000.
[60] M. Dobre and L. Bolle, “Theoretical prediction of ultrasonic spray characteris-
tics using the maximum entropy formalism,” ILASS Europe 1998, 1998.
[61] R. J. Lang, “Ultrasonic atomization of liquids,” The Journal of the Acoustical
Society of America, vol. 34, pp. 6–8, Jan. 1962.
[62] D. Sindayihebura, M. Dobre, and L. Bolle, “Experimental study of thin liquid
film ultrasonic atomization,” ExHFT, 1997.
[63] T. D. Donnelly, J. Hogan, A. Mugler, N. Schommer, M. Schubmehl, A. J.
Bernoff, and B. Forrest, “An experimental study of micron-scale droplet aerosols
produced via ultrasonic atomization,” Physics of Fluids (1994-present), vol. 16,
pp. 2843–2851, Aug. 2004.
[64] L. D. Landau and E. M. Lifshitz, Fluid Mechanics. Pergamon Press, New York,
1987.
[65] T. D. Donnelly, J. Hogan, A. Mugler, M. Schubmehl, N. Schommer, A. J.
Bernoff, S. Dasnurkar, and T. Ditmire, “Using ultrasonic atomization to pro-
duce an aerosol of micron-scale particles,” Review of Scientific Instruments,
vol. 76, p. 113301, Nov. 2005.
285
Bibliography
[66] C. L. Goodridge, W. Tao Shi, H. G. E. Hentschel, and P. Lathrop, “Viscous
effects in droplet-ejecting capillary waves,” PHYSICAL REVIEW E, vol. 56,
no. 1.
[67] J. Hogan, “The droplet source project,” Master’s thesis, Harvey Mudd College,
2003.
[68] “Apc international.” https://www.americanpiezo.com/apc-materials/
piezoelectric-properties.html, 2014.
[69] “Omron microair nu22v.” http://www.omron-healthcare.com/eu/en/
our-products/respiratory-therapy/microair-u22/features.
[70] “Ethylene glycol product guide.” http://www.meglobal.biz/media/product_
guides/MEGlobal_MEG.pdf.
[71] “American piezo 50-1011datasheet.” https://www.americanpiezo.com/
images/stories/content_images/pdf/apc_50-1011.pdf, 2014.
[72] J. T. King McCubbin, “The particle size distribution in fog produced by ul-
trasonic radiation,” The Journal of the Acoustical Society of America, vol. 25,
pp. 1013–1014, Sept. 1953.
[73] T. Alvarez-Arenas, “Acoustic impedance matching of piezoelectric transducers
to the air,” IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency
Control, vol. 51, pp. 624–633, May 2004.
[74] M. S. Plesset, “Bubble dynamics and cavitation,” 1977.
[75] “Hamamatsu two-dimensional psd s5990-01, s5991-01 datasheet.” http://www.
hamamatsu.com/resources/pdf/ssd/s5990-01_etc_kpsd1010e05.pdf.
[76] A. G. W. G. T. Tamura, “Pressure differences caused by chimney effect in three
high buildings and building pressures caused by chimney action and mechanical
ventilation,” 1968.
286
Bibliography
[77] M. Khoukhi and A. Al-Maqbali, “Stack pressure and airflow movement in high
and medium rise buildings,” Energy Procedia, vol. 6, pp. 422–431, 2011.
[78] J.-Y. Kim and J.-S. Kim, “Study on stack effect of stairwell by numerical model
of leakage flow through gap of door,” Open Journal of Fluid Dynamics, vol. 03,
no. 04, pp. 241–247, 2013.
[79] A. Ashkin and J. M. Dziedzic, “Feedback stabilization of optically levitated
particles,” Applied Physics Letters, vol. 30, no. 4, p. 202, 1977.
[80] A. Ashkin and J. Dziedzic, “Optical levitation in high vacuum,” Applied Physics
Letters, vol. 28, pp. 333–335, Mar. 1976.
[81] E. Hecht, Optics. Pearson, 2014.
[82] H. Ohuchi and A. Yamadera, “Dependence of fading patterns of photo-
stimulated luminescence from imaging plates on radiation, energy, and im-
age reader,” Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 490,
pp. 573–582, Sept. 2002.
[83] B. R. Maddox, H. S. Park, B. A. Remington, N. Izumi, S. Chen, C. Chen,
G. Kimminau, Z. Ali, M. J. Haugh, and Q. Ma, “High-energy x-ray backlighter
spectrum measurements using calibrated image plates,” The Review of Scien-
tific Instruments, vol. 82, p. 023111, Feb. 2011.
[84] M. J. Haugh, J. Lee, E. Romano, and M. Schneider, “Calibrating image plate
sensitivity in the 700 to 5000 eV spectral energy range,” vol. 8850, pp. 885007–
885007–11, 2013.
[85] F. Scholze, H. Rabus, and G. Ulm, “Mean energy required to produce an
electron-hole pair in silicon for photons of energies between 50 and 1500 eV,”
Journal of Applied Physics, vol. 84, pp. 2926–2939, Sept. 1998.
287
Bibliography
[86] “Digital camera fundamentals.” http://www.andor.com/learning-academy/
scientific-digital-cameras-fundamental-properties-of-a-digital-camera,
2008.
[87] F. Ewald, H. Schwoerer, and R. Sauerbrey, “K-radiation from relativistic laser-
produced plasmas,” EPL (Europhysics Letters), vol. 60, p. 710, Dec. 2002.
[88] K. Yasuike, M. H. Key, S. P. Hatchett, R. A. Snavely, and K. B. Wharton,
“Hot electron diagnostic in a solid laser target by k-shell lines measurement
from ultraintense laserplasma interactions (31020 w/cm2,400 j),” Review of
Scientific Instruments, vol. 72, pp. 1236–1240, Jan. 2001.
[89] L. A. Gizzi, D. Giulietti, A. Giulietti, P. Audebert, S. Bastiani, J. P. Gein-
dre, and A. Mysyrowicz, “Simultaneous measurements of hard x rays and
second-harmonic emission in fs laser-target interactions,” Physical Review Let-
ters, vol. 76, pp. 2278–2281, Mar. 1996.
[90] L. Labate, A. Giulietti, D. Giulietti, P. Kster, T. Levato, L. A. Gizzi, F. Zam-
poni, A. Lbcke, T. Kmpfer, I. Uschmann, and E. Frster, “Novel x-ray multi-
spectral imaging of ultraintense laser plasmas by a single-photon charge coupled
device based pinhole camera,” The Review of Scientific Instruments, vol. 78,
p. 103506, Oct. 2007.
[91] T. T. K. Hashimotodani, “Measurement of quantum efficiency of a charge cou-
pled device,” Review of Scientific Instruments, vol. 69, no. 11, pp. 3746–3750,
1998.
[92] K. C. G. Nandan Jha, “Single photon counting x-ray CCD camera spectrome-
ter,” 2014.
[93] M. W. Bautz, G. Y. Prigozhin, M. J. Pivovaroff, S. E. Jones, S. E. Kissel,
and G. R. Ricker, “X-ray CCD response functions, front to back,” Nuclear
Instruments and Methods in Physics Research, vol. 436, no. A, pp. 40–52, 1999.
288
Bibliography
[94] R. Clarke, “CCD x-ray detectors : opportunities and challenges,” Nuclear In-
struments and Methods in Physics Research, vol. A, no. 347, pp. 529–533.
[95] P. Kirkpatrick, “On the theory and use of ross filters,” Review of Scientific
Instruments, vol. 10, pp. 186–191, June 1939.
[96] P. Kirkpatrick, “Theory and use of ross filters. II,” Review of Scientific Instru-
ments, vol. 15, pp. 223–229, Sept. 1944.
[97] R. A. Carrigan, J. Freudenberger, S. Fritzler, H. Genz, A. Richter, A. Ushakov,
A. Zilges, and J. P. F. Sellschop, “Electron channeling radiation experiments at
very high electron bunch charges,” Physical Review A, vol. 68, p. 062901, Dec.
2003.
[98] G. L. Bochek, V. K. Voloshin, O. S. Deiev, and N. I. Maslov, “Measurement of
intense x-ray spectra: Methods based on CXR and ross filter,” Journal of Sur-
face Investigation. X-ray, Synchrotron and Neutron Techniques, vol. 7, pp. 339–
346, Mar. 2013.
[99] “The centre for x-ray optics.” http://henke.lbl.gov/optical_constants/
filter2.html.
[100] H. Hamster, A. Sullivan, S. Gordon, W. White, and R. Falcone, “Subpicosecond,
electromagnetic pulses from intense laser-plasma interaction,” Physical Review
Letters, vol. 71, pp. 2725–2728, Oct. 1993.
[101] M. J. Mead, D. Neely, J. Gauoin, R. Heathcote, and P. Patel, “Electromagnetic
pulse generation within a petawatt laser target chamber,” Review of Scientific
Instruments, vol. 75, pp. 4225–4227, Oct. 2004.
[102] C. G. B. Jr, E. Bond, T. Clancy, S. Dangi, D. C. Eder, W. Ferguson, J. Kim-
brough, and A. Throop, “Assessment and mitigation of electromagnetic pulse
(EMP) impacts at short-pulse laser facilities,” Journal of Physics: Conference
Series, vol. 244, p. 032001, Aug. 2010.
289
Bibliography
[103] Brown, T. J. Clancy, D. C. Eder, W. Ferguson, and A. L. Throop, “Analysis
of electromagnetic pulse (EMP) measurements in the national ignition facility’s
target bay and chamber,” EPJ Web of Conferences, vol. 59, p. 4, 2013.
[104] E. T. Everson, P. Pribyl, C. G. Constantin, A. Zylstra, D. Schaeffer, N. L.
Kugland, and C. Niemann, “Design, construction, and calibration of a three-
axis, high-frequency magnetic probe ( b -dot probe) as a diagnostic for exploding
plasmas,” REVIEW OF SCIENTIFIC INSTRUMENTS, vol. 80, no. 113505,
2009.
[105] F. Beg, E. Clark, M. Wei, A. Dangor, R. Evans, A. Gopal, K. Lancaster, K. Led-
ingham, P. McKenna, P. Norreys, M. Tatarakis, M. Zepf, and K. Krushelnick,
“High-intensity-laser-driven z pinches,” Physical Review Letters, vol. 92, no. 9,
pp. 095001–1, 2004.
[106] F. N. Beg, M. S. Wei, E. L. Clark, A. E. Dangor, R. G. Evans, P. Gibbon,
A. Gopal, K. L. Lancaster, K. W. D. Ledingham, P. McKenna, P. A. Norreys,
M. Tatarakis, M. Zepf, and K. Krushelnick, “Return current and proton emis-
sion from short pulse laser interactions with wire targets,” Physics of Plasmas,
vol. 11, no. 5, p. 2806, 2004.
[107] K. Quinn, L. Romagnani, P. Wilson, B. Ramakrishna, M. Borghesi, M. M.
Notley, L. Lancia, J. Fuchs, O. Will, and R. G. Evans, “Ultrafast field dynam-
ics following high-intensity laser interactions with metallic wires,” CENTRAL
LASER FACILITY ANNUAL REPORT, 2008.
[108] J. A. Aspiotis, N. Barbieri, R. Bernath, C. G. Brown, M. Richardson, and
B. Y. Cooper, “Detection and analysis of RF emission generated by laser-matter
interactions,” SPIE, vol. 6219, no. 621908-1, 2006.
[109] M. Kurudirek, “Effective atomic numbers and electron densities of some hu-
man tissues and dosimetric materials for mean energies o fvarious radiation
sources relevant to radiotherapy and medical applications,” Radiation Physics
and Chemistry, vol. 102, pp. 139 – 146, 2014.
290
Bibliography
[110] P. McKenna, D. C. Carroll, R. J. Clarke, R. G. Evans, K. W. D. Leding-
ham, F. Lindau, O. Lundh, T. McCanny, D. Neely, A. Robinson, L. Robson,
P. T. Simpson, C.-G. Wahlstrm, and M. Zepf, “Lateral electron transport in
high-intensity laser-irradiated foils diagnosed by ion emission,” Physical Review
Letters, vol. 98, p. 145001, Apr. 2007.
[111] “Email communication with andor.”
[112] K. Estabrook and W. L. Kruer, “Properties of resonantly heated electron dis-
tributions,” Physical Review Letters, vol. 40, pp. 42–45, Jan. 1978.
[113] W. L. Kruer, E. J. Valeo, and K. G. Estabrook, “Limitation of brillouin scat-
tering in plasmas,” Physical Review Letters, vol. 35, pp. 1076–1079, Oct. 1975.
[114] M. D. Marco, M. Pfeifer, E. Krousky, J. Krasa, J. Cikhardt, D. Klir, and
V. Nassisi, “Basic features of electromagnetic pulse generated in a laser-target
chamber at 3-TW laser facility PALS,” Journal of Physics: Conference Series,
vol. 508, p. 012007, Apr. 2014.
[115] “Private communication with hazel lowe. imperial college london.,” 2014.
[116] J. G. Ziegler and N. B. Nichols, “Optimum settings for automatic controllers,”
ASME Transactions, vol. 64, pp. 759 – 768, 1942.
[117] K. E. W. Susan Y. Wrbanek, “Optical levitation of micro-scale particles in air,”
2004.
[118] T. Li, Fundamental Tests of Physics with Optically Trapped Microspheres. PhD
thesis, University of Austin Texas, 2012.
[119] B. V. Derjaguin, V. M. Muller, and Y. P. Toporov, “Effect of contact deforma-
tions on the adhesion of particles,” Journal of Colloid and Interface Science,
vol. 53, pp. 314–326, Nov. 1975.
291
Bibliography
[120] L.-O. Heim, J. Blum, M. Preuss, and H.-J. Butt, “Adhesion and friction forces
between spherical micrometer-sized particles,” Physical Review Letters, vol. 83,
pp. 3328–3331, Oct. 1999.
[121] S. K. Tongcang Li, “Measurement of the instantaneous velocity of a brownian
particle.,” Science (New York, N.Y.), vol. 328, no. 5986, pp. 1673–5, 2010.
[122] N. Chattrapiban, E. A. Rogers, D. Cofield, I. Hill, Wendell T., and R. Roy,
“Generation of nondiffracting bessel beams by use of a spatial light modulator,”
Optics Letters, vol. 28, pp. 2183 – 2185, Nov. 2003.
[123] V. Garces-Chavez, D. Roskey, M. D. Summers, H. Melville, D. McGloin, E. M.
Wright, and K. Dholakia, “Optical levitation in a bessel light beam,” Applied
Physics Letters, vol. 85, pp. 4001–4003, Nov. 2004.
[124] D. R. Walt, C. LaFratta, M. Webb, Z. Li, H. Gorris, and R. Hayman, “Optical
fibre microarrays for chemcial and biolgical measurments,” Mater. Res. Soc.,
vol. 1133, 2009.
[125] P. Laven, “Mie plot.” http://www.philiplaven.com/mieplot.htm.
292
