We obtain the double factorization of braided bialgebras or braided Hopf algebras, give relation among integrals and semisimplicity of braided Hopf algebra and its factors.
Introduction
It is well-known that the factorization of domain plays an important role in ring theory. S. Majid in [1, Theorem 7.2.3] studied the factorization of Hopf algebra and showed that H ∼ = A ⊲⊳ B for two sub-bialgebras A and B when multiplication m H is bijective. C. S. Zhang, B.Z. Yang and B. S. Ren [2] generalized these results to braided cases.
Braided tensor categories become more and more important. They have been applied in conformal field, vertex operator algebras, isotopy invariants of links (See [3, 4, 5] , [6, 7, 8] ).
In this paper, we obtain the double factorization of braided bialgebras or braided Hopf algebras, i.e. we give the conditions to factorize a braided Hopf algebra into the double cross products of sub-bialgebras or sub-Hopf algebras. We give relation among integrals and semisimplicity of braided Hopf algebra and its factors.
Throughout this paper, we work in braided tensor category (C, C), where C is a concrete category and underlying set of every object in C is a vector space over a field k. For example, Yetter-Drinfeld category over Hopf algebras with invertible antipode and some important categories in [5] are such categories.
Preliminaries
We assume that H and A are two braided bialgebras with morphisms:
is a left H-comodule algebra, and (H, ψ) is a right A-comodule algebra.
We define the multiplication m D , unit η D , comultiplication ∆ D and counit ǫ D in A⊗H as follows: [9, 10, 11] ).
Vect(k) denotes the braided tensor category of all vector spaces over field k, equipped with ordinary tensor and unit I = k, as well as ordinary twist map as braiding.
B
B YD denotes Yetter-Drinfeld category (see [11, Preliminaries] ).
The factorization of braided bialgebras or braided

Hopf algebras
In this section, we obtain the factorization of braided bialgebras or braided Hopf algebras.
The associative law does not hold for double cross products in general, i.e. equation
does not holds in general. Therefore we denote a method of adding brackets for n factors by σ. For example, when n = 3,
and 
and H be braided bialgebras or braided Hopf algebras, and let σ be a method adding brackets for n factors. Assume that j A i is a bialgebra or Hopf algebra morphism from
A i to H for i = 1, 2, · · · , n. If {j A 1 , j A 2 , · · · , j An } a double factorization of H with respect to σ then, in braided tensor category (C, C), there exists a set {α i , β i | i = 1, 2, · · · , n} of morphisms such that σ(A 1 α 1 ⊲⊳ β 1 A 2 α 2 ⊲⊳ β 2 A 3 α 3 ⊲⊳ β 3 · · · α n−1 ⊲⊳ β n−1 A n ) ∼ = H (
as bialgebras or Hopf algebras )
and the isomorphism is m n−1
Proof. We use induction for n. When n = 2, we can obtain the proof by [2, Theorem 2.1] (i.e. the factorization theorem). For n > 2, we can assume that
Next we consider t in following three cases.
It follows from the inductive assumption that {j A 1 , j A 2 , · · · , j At } is a double factorization of B 1 with respect to σ 1 , {j A t+1 , j A t+2 , · · · , j An } is a double factorization of B 2 with respect to σ 2 . Thus, there exists a set {α i , β i | i = 1, 2, · · · , n, i = t} of morphisms such that
( as bialgebras or Hopf algebras ) .
( 1.2)
The isomorphisms of (1.1) and (1.2) are m 
be a contain-map from B 2 to H. We can get that m H (j B 1 ⊗ j B 2 ) is a bijective by the way similar to (i).
( (
, and for every pair of brackets in σ :
(iii) For every pair of bracket in σ :
is a sub-Hopf algebra of H, and there exists a set {α i , β i | i = 1, 2, · · · , n} of morphisms such that
and the isomorphism is m n−1 H . 
Proof. Obviously, (iii) implies (ii). By Theorem 1.2, (i) implies (iii). It is sufficient to show that (ii) implies (i). Assume that (A
t ⊗ A t+1 ⊗ · · · ⊗ A t+l ) is⊗ A t+1 ⊗ · · · ⊗ A t+l ) onto A t A t+1 · · · A t+l . Since dim(A 1 A 2 · · · A n ) = dim(A 1 )dim(A 2 ) · · · dim(A n ), we have that dim(A t ⊗A t+1 ⊗· · ·⊗ A t+l ) = dim(A t A t+1 · · · A t+l ), which implies m l H is a bijective map from (A t ⊗ A t+1 ⊗ · · · ⊗ A t+l ) onto A t A t+1 · · · A t+l .
Proof. (i) It is clear.
(ii) We can assume that AB is a braided sub-Hopf algebra of H without lost generality. For any a ∈ A, b ∈ B, we see that S(S −1 (a)S −1 (b)) = ba. Thus BA ⊆ AB since AB is a braided sub-Hopf algebra. For any x ∈ AB, there exist a i ∈ A, b i ∈ B such that S(x) = a i b i . We see that (
and for any method σ adding brackets, there exists a set {α
i , β i | i = 1, 2, · · · , n} of morphisms such that σ(A 1 α 1 ⊲⊳ β 1 A 2 α 2 ⊲⊳ β 2 A 3 α 3 ⊲⊳ β 3 · · · α n−1 ⊲⊳ β n−1 A n ) ∼ = H (
as Hopf algebras )
and the isomorphism is m
Proof. (i) ⇒ (ii) For 1 ≤ u < v ≤ n, there exists a method adding brackets σ such that (A u ⊗ A v ) is a pair of brackets in σ. Thus A u A v is a sub-Hopf algebra of H. By Lemma 1.5,
(ii) ⇒ (i) follows from Corollary 1.4. Similarly, (ii) and (iv) are equivalent.
By Corollary 1.4, we also have that (ii) and (iii) are equivalent. 2 If H is an almost commutative braided Hopf algebra, in particular, H is a coquasitriangular braided Hopf algebra, then AB = BA for any braided sub-Hopf algebras A and B of H. Note that every quantum commutative braided Hopf algebra H is a coquasitriangular braided Hopf algebra with coquasitriangular structure r = ǫ H ⊗ ǫ H .
Example 1.7 ([12, Lemma 3.4]) Assume that Γ is a commutative group andΓ is the character group of Γ with
Let H denote the algebra generated by set {x i | 1 ≤ i ≤ θ} with relation:
Define coalgebra operations and kG-(co-)module operations in H as follows:
Then H is called a quantum linear space in kΓ kΓ YD. By [12, Lemma 3.4] , H is a braided Hopf algebra with dimH = N 1 N 2 · · · N θ . Let H i is the sub-algebra generated by x i in H. It is easy to check that H i is a braided sub-Hopf algebra of H with dimH i = N i and H = H 1 H 2 · · · H θ is an inner double factorization of H by Corollary 1.6 (ii) . Furthermore, when θ = 1 and N 1 = p is prime, then H is not commutative with dimH = p.
By the way, it is well-known that the 8th Kaplansky's conjecture is that if the dimension of Hopf algebra H is prime then H is commutative and cocommutative. Y. Zhu [13] gave the positive answer. Now the example above show that braided version of the 8th Kaplansky's conjectre does not hold, i.e. there exists a noncommutative braided Hopf algebra H with prime dimension.
If there are two non-trivial sub-bialgebras or sub-Hopf algebras A and B of H such that H = AB is an inner double factorization of H, then H is called a double factorizable bialgebra or Hopf algebra, Otherwise, H is called a double infactorisable bialgebra or Hopf algebra.
A bialgebra (Hopf algebra) H is said to satisfy the a.c.c. on sub-bialgebras (sub-Hopf algebras) if for every chain A 1 ⊆ A 2 ⊆ · · · of sub-bialgebras (sub-Hopf algebras) of H there is an integer n such that A i = A n , for all i > n. Similarly, we can define d.c.c..
If H satisfies the d.c.c. or a.c.c. on sub-bialgebras (sub-Hopf algebras), then H can be factorized into a product of finite double infactorisable sub-bialgebras (sub-Hopf algebras). 
Similarly, we have that Λ 
The factorization of ordinary Hopf algebras
Throughout this section, we work in the category Vect(k). In this section, using the results in preceding section, We give relation among semisimplicity of Hopf algebra and its factors. 
