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Resumo
É cada vez mais importante para as empresas extrair informação útil das bases de dados, por
forma a adquirir vantagem competitiva. Uma forma de fazer isso é com data mining, visto que
hoje em dia cada vez mais os processos são automatizados e o volume de dados é cada vez maior.
Para levarmos a cabo um processo de data mining podemos seguir uma abordagem tradicional.
Contudo, as ferramentas típicas de data mining apresentam alguns problemas. Por forma a tentar
resolvê-los, tem vindo a ser estudada uma abordagem alternativa, o in-database mining.
O objetivo desta dissertação passa por realizar um estudo comparativo sobre o esforço de
desenvolvimento de um projeto de data mining seguindo uma abordagem tradicional e uma abor-
dagem in-database mining.
A dissertação encontra-se inserida no contexto de um caso de estudo que consiste na criação
de um sistema de recomendação na área têxtil. Assim sendo, a tarefa de data mining realizada
consiste no desenvolvimento de um modelo que gere recomendações de produtos aos clientes. As
recomendações serão geradas a partir de regras de associação, sendo o algoritmo Apriori utilizado
para a geração das regras.
Após a geração dos modelos, foi avaliado e comparado o esforço de desenvolvimento consu-
mido por cada uma das abordagens. A comparação teve como parâmetros o esforço manual, o
esforço computacional e a qualidade dos modelos.
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Abstract
It is increasingly important for companies to extract useful information from databases, in
order to acquire competitive advantage. One way to do this is with data mining, because nowadays
many processes are automated and the data volume is increasing.
To carry out a process of data mining we can follow a traditional approach. However, typical
data mining tools present some problems. In order to try to solve them, an alternative approach
has been studied, named in-database mining.
The objective of this thesis involves conduct a comparative study of the effort of developing a
data mining project following a traditional approach and an in-database mining approach.
The thesis lies inside the context of a case study that consists in creating a recommendation
system for the textile area. Therefore, the data mining task performed consists in the development
of a model that generates product recommendations to customers. The recommendations will be
generated from association rules, and the Apriori algorithm will being used to generate the rules.
After generating the models, was evaluated and compared the development effort consumed
by each approach. The comparison has as parameters the manual and computational effort and the
quality of the models.
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Capítulo 1
Introdução
Hoje em dia, as empresas têm consciência da importância de extrair informação útil das bases
de dados para poderem adquirir vantagem competitiva. Por exemplo, a indústria têxtil é cada vez
mais caraterizada por ciclos de vida curtos, alta volatilidade, baixa previsibilidade e elevadas com-
pras por impulso [MSBB09]. Nesta indústria, o sucesso depende muito dos produtos oferecidos e
da velocidade de resposta a variações de procura que são induzidas por mudanças no estilo de vida
dos consumidores [AS13]. Algumas empresas abandonaram o ritmo de produção antecipada do
stock para a estação seguinte e passaram a produzir em pequenos lotes, durante a própria estação,
de acordo com o feedback recebido das lojas acerca da reação dos clientes aos vários produtos
em venda. Para recolher estes dados foram montados sistemas de informação em toda a cadeia de
distribuição.
Dado o volume de dados gerado, uma parte importante do processo de análise tem que ser
automatizado, usando ferramentas de extração de conhecimento de dados ou data mining (DM).
Data Mining é o processo de descoberta de padrões interessantes a partir de grandes quantidades de
dados [HKP12]. A identificação de tais padrões pode ser bastante útil para a tomada de decisões.
Para levarmos a cabo um processo de data mining existe a abordagem tradicional, que consiste
em extrair os dados de uma base de dados transacional para ficheiros, que posteriormente serão
analisados em ferramentas de data mining por forma a extrair conhecimento. Mas o uso de uma
ferramenta externa apresenta alguns problemas, tais como: a necessidade de extrair os dados, os
custos associados, o tempo consumido nessa tarefa, o atraso dos dados relativamente à permanente
atualização da base de dados e a possibilidade de introdução de erros nos dados, que prejudica as
análises realizadas pelas ferramentas de DM. Por forma a tentar resolver estes problemas, tem
vindo a ser estudada uma abordagem alternativa que consiste em integrar funcionalidades de DM
em Sistemas de Gestão de Bases de Dados (SGBD), de modo a ser possível trabalhar diretamente
com os dados sem que haja necessidade de os extrair do SGBD. Ainda assim o sucesso desta
abordagem tem sido limitado.
Surge então a necessidade de realizar um estudo comparativo, por forma a investigar os prós
1
Introdução
e os contras de cada uma das abordagens mencionadas. Em particular, seria também interessante
analisar o esforço que cada uma das abordagens exige na realização de uma tarefa de data mining.
Por forma a os resultados serem realistas, a tarefa deve ser realizada no âmbito de um caso de
estudo. Os sistemas de recomendação foram selecionados como tarefa a desenvolver.
Os sistemas de recomendação são ferramentas cada vez mais úteis e importantes quando se
navega em grandes quantidades de dados. Segundo os organizadores do ACM International Con-
ference on Recommender Systems 2009 [Rec13], "Os sistemas de recomendação são aplicações
de software que visam apoiar os utilizadores nas suas tomadas de decisão, enquanto interagem
com grandes quantidades de informação. Eles recomendam itens de interesse para o utilizador
com base em preferências que este expressa explícita ou implicitamente. [...] Os sistemas de re-
comendação ajudam a superar os problemas de excesso de informação, expondo os utilizadores
aos itens mais interessantes, e oferecendo novidade, surpresa e relevância.".
1.1 Objetivos
A proposta de dissertação tem como objetivo principal investigar as vantagens e desvantagens
da utilização de ferramentas de data mining integradas nos SGBD, comparando o esforço de de-
senvolvimento de um sistema de recomendação numa ferramenta tradicional e numa ferramenta
in-database mining. Pretende-se avaliar o esforço manual, o esforço computacional e a qualidade
dos modelos criados em ambas as abordagens.
1.2 Estrutura do Documento
A dissertação encontra-se estruturada tendo em vista uma melhor organização e sequência dos
assuntos abordados. No capítulo 2 é descrita a revisão bibliográfica e são apresentados trabalhos
relacionados. No capítulo 3 é descrito o caso de estudo onde a dissertação está inserida. No
capítulo 4, serão discutidos os resultados obtidos no trabalho da dissertação. O capítulo 5 será
dedicado às conclusões e ao trabalho futuro.
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Revisão Bibliográfica
Este capítulo apresenta a revisão bibliográfica feita no domínio do data mining e das novas
alternativas que têm vindo a ser estudadas para tornar mais eficiente um projeto destes, mais
concretamente as soluções de in-database mining. Também foram estudados os sistemas de reco-
mendação e metodologias de comparação de abordagens.
O capítulo encontra-se organizado em cinco seções: na seção 2.1 é abordado o data mining, a
seção 2.2 refere os Sistemas de Gestão de Bases de Dados. A seção 2.3 é dedicada ao In-Database
Mining. Na seção 2.4 são abordados os Sistemas de Recomendação, visto ser esta a tarefa realizada
no contexto do caso de estudo, e na seção 2.5 são analisadas as Metodologias de Comparação de
Sistemas.
2.1 Data Mining
Vivemos num mundo onde enormes quantidades de dados são recolhidos diariamente. Este
crescimento explosivo do volume de dados disponíveis é resultado da informatização da nossa
sociedade e do rápido desenvolvimento de poderosas ferramentas de armazenamento. Enormes
quantidades de dados estão armazenados em bases de dados, sendo que uma análise eficaz e efi-
ciente dos mesmos, é cada vez mais uma necessidade. Foi a partir dessa mesma necessidade de
descobrir informação útil nestas enormes quantidades de dados que surgiu o data mining.
Data mining é o processo de descoberta de padrões em grandes conjuntos de dados, envol-
vendo métodos de várias áreas (inteligência artificial, machine learning, estatística e bases de
dados). Segundo [HKP12], um padrão é interessante se é válido, novo, potencialmente útil e facil-
mente compreendido por humanos. São os padrões interessantes que representam o conhecimento.
Um processo de data mining tipicamente envolve as tarefas de limpeza dos dados, transformação
dos dados, descoberta de padrões, avaliação dos pradrões e apresentação do conhecimento.
Um processo de data mining pode ser aplicado a qualquer tipo de dados. As formas mais
básicas de dados são as bases de dados, os armazéns de dados e as bases de dados transacionais.
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Os dados provenientes das bases de dados encontram-se armazenados em tabelas, sendo que cada
tabela é composta por um conjunto de atributos (ou de colunas). Uma tabela geralmente armazena
um grande conjunto de registos. Os dados podem ser acedidos a partir de interrogações feitas à
base de dados, utilizando linguagem SQL. Já um armazém de dados é um repositório que contém
informação proveniente de várias fontes, armazenada segundo um único esquema. Os armazéns
de dados são construídos através de um processo de limpeza, integração, transformação e carre-
gamento dos dados. Por último, uma bases de dados transacional consiste num ficheiro onde cada
registo representa uma transação. A transação geralmente inclui um número de identificação da
transação e uma lista de itens que compõem a transação. A base de dados transacional pode conter
outras tabelas adicionais que contém outras informações relativas à venda, tais como, a data da
operação, o número de identificação do cliente e/ou do vendedor, entre outras.
Contudo, o data mining pode também ser aplicado a outro tipo de dados tais como, fluxo de
dados, sequências de dados, texto, dados web, etc. [HKP12].
2.1.1 Tarefas de Data Mining
Hoje em dia, o data mining é bastante popular em aplicações de apoio à decisão, gestão de
negócios, análise de mercado, business intelligence, entre outras.
Podemos dizer que o data mining possui seis categorias de tarefas:
• deteção de anomalias: identificação de registos de dados invulgares que podem ser interes-
santes ou erros nos dados que necessitam de uma investigação mais profunda. Por exemplo,
esta tarefa é normalmente utilizada para a deteção de fraude.
• associação: consiste na pesquisa de relações entre as variáveis. É uma tarefa bastante
utilizada em áreas de retalho, por exemplo, por forma a descobrir elementos que estão nor-
malmente associados. Tendo como exemplo um supermercado, uma possível regra de as-
sociação seria {pão}⇒{manteiga}. Esta regra indica que um cliente que compra pão é
susceptível de também comprar manteiga.
• clustering: permite organizar um conjunto de objetos em sub-conjuntos, chamados clus-
ters. Os elementos de cada cluster são semelhantes entre si e diferentes dos elementos de
outros clusters. Esta organização é feita de acordo com uma (ou várias) característica(s)
interessante(s). Uma possível aplicação desta tarefa pode ser a segmentação de clientes.
• classificação: esta tarefa consiste em identificar a que conjunto de categorias uma nova
observação pertence, tendo por base um conjunto de treino que contém observações cuja
categoria é conhecida. Por exemplo, uma loja pode ter dados dos clientes fidelizados, tais
como idade, estado civil, salário, número de elementos do agregado familiar, etc. E sabe
também, com base nas compras que fez, se é um bom ou mau cliente. Quando um novo
cliente se fideliza, é possível, a partir dos seus dados pessoais, tentar inferir se virá a ser um
bom ou mau cliente para a loja. Esta classificação que é feita pode ser utilizada posterior-
mente pela loja em campanhas e promoções vocacionadas para um tipo de cliente.
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• regressão: esta tarefa tem como objetivo fornecer uma previsão de acordo com um conjunto
de dados históricos. Esta é semelhante à tarefa de classificação porém é utilizada quando
se trata de uma variável numérica. Assim, pode estimar-se o valor de uma determinada
variável analisando-se os valores das demais.
• sumarização: esta tarefa fornece uma representação mais compacta do conjunto de dados,
incluindo a visualização e geração de relatórios. Os dados são sumarizados e abstraídos,
resultando num conjunto de dados mais pequeno, que fornece uma visão geral normalmente
com informação agregada.
2.1.2 Metodologia
Por forma a orientar a implementação de projetos de data mining, existem várias metodo-
logias que podem ser utilizadas. As duas metodologias mais conhecidas e utilizadas nesta área
são a CRISP-DM e a SEMMA. A metodologia escolhida para ser utilizada nesta dissertação foi
a CRISP-DM, considerada como metodologia standard para processos de data mining. Esta é
independente da indústria em que está inserido o negócio e da ferramenta de data mining que se
pretender usar no projeto.
Como pode ver-se na Figura 2.1, a metodologia CRISP-DM é composta por seis fases:
• Compreensão do Negócio (Business Understanding): esta fase inicial tem como objeti-
vos compreender os objetivos de negócio, definir os objetivos do projeto de data mining e
identificar as fontes de dados que serão utilizadas.
• Compreensão dos Dados (Data Understanding): esta fase compreende a recolha dos da-
dos e atividades de familiarização com os mesmos, por forma a se analisar a sua qualidade.
Podem ser feitas explorações aos dados com estatísticas descritivas (frequência, mínimo,
máximo, média, desvio padrão, entre outros) e gráficos (histogramas, gráficos de barras,
etc.) para atingir os objetivos descritos anteriormente.
• Preparação dos Dados (Data Preparation): esta fase inclui todas as atividades de limpeza
e transformação dos dados por forma a construir o conjunto de dados final. Enquanto as
atividades de limpeza permitem eliminar dados errados ou incompletos, as atividades de
transformação permitem manipular valores em falta, por exemplo.
• Modelação (Modeling): nesta fase é escolhido o método de data mining, são preparadas as
experiências, é criado o modelo, sendo este posteriormente avaliado em relação aos objeti-
vos de data mining definidos na primeira fase.
• Avaliação (Evaluation): depois de construído o modelo, e antes de se proceder à imple-
mentação do mesmo, este é avaliado para garantir que atinge adequadamente os objetivos
de negócio.
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Figura 2.1: Metodologia CRISP-DM (fonte [Wik13])
• Implementação (Deployment): o modelo é integrado nos processos de decisão do negócio.
Esta fase não significa o fim do projeto, pois o modelo deverá ficar sob monitorização e
manutenção.
2.1.3 Ferramentas de Data Mining
Muitas são as ferramentas que existem ao nosso dispor por forma a realizar as tarefas de
análise de dados e de data mining. A maior parte destas ferramentas são independentes das bases
de dados. Ou sejas, apenas dependem delas para obter os dados mas todo o processamento é feito
na própria ferramenta.
De seguida, enumeram-se algumas das ferramentas de análises de dados e de data mining mais
conhecidas.
1. RapidMiner
É uma ferramenta open source desenvolvida a pensar nas tarefas de data mining. É bastante
completa e flexível, pois contém centenas de operadores que permitem carregar, transformar,
modelar e visualizar os dados. Possui uma interface gráfica bastante intuitiva, que permite
facilmente ao utilizador criar os processos de análise de dados. Corre na maioria dos siste-
mas operativos, e consegue aceder a fontes de dados tais como Excel, Access, Oracle, IBM
DB2, Microsoft SQL, Sybase, Ingres, MySQL, Postgres, entre outros [Rap13a].
Existe também a possibilidade de à ferramenta base acrescentar packages, por forma a adi-
conar novos operadores ao RapidMiner. Um package que poderá ser útil no contexto desta
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dissertação é o Recommender Extension, que inclui operadores úteis no desenvolvimento
de sistemas de recomendação.
2. RapidAnalytics
É uma ferramenta desenvolvida pela mesma empresa que o RapidMiner, a Rapid-I, e vem
de certa forma complementar a ferramenta anterior. Enquanto que o RapidMiner é uma
ferramenta de desktop, o RapidAnalytics é uma ferramenta de servidor.
O RapidAnalytics permite correr remotamente os processos definidos no RapidMiner. É
possível agendar as execuções, podendo criar-se rotinas diárias, semanais ou até mensais,
de acordo com as preferências do utilizador. Este permite a gestão de utilizadores e a partilha
de repositórios para trabalho colaborativo em processos de análise de dados. Outra funcio-
nalidade é que a partir da sua interface Web é possível criar relatórios interativos sobre os
dados [Rap13b].
3. R
R é uma ferramenta open source para computação estatística e gráficos. Criada em 1990,
esta ferramenta fornece uma linguagem de programação, em que o tipo de dados básico é
a matriz, e um conjunto integrado de funcionalidades para manipulação de dados, respetivo
cálculo e sua exibição gráfica.
O R possui uma vasta gama de técnicas estatísticas (modelação linear e não linear, testes
estatísticos clássicos, análise de séries temporais, classificação, clustering, entre outros) e
de técnicas gráficas. É muito conciso para resolver problemas estatísticos, sendo facilmente
integrado com outros programas [R P13].
Tem como desvantagens o facto de possuir uma interface gráfica pouco interativa e de a
linguagem ser muito diferente de outras linguagens como C++, Java ou PHP. Isto faz com
que exista uma curva de aprendizagem, a menos que o utilizador esteja familiarizado com
linguagens matriciais, como por exemplo MATLAB.
Funciona nos sistemas operativos Unix, Windows e MacOS.
4. SAS
O SAS é um sistema de software que integra diferentes produtos. Produzido pela SAS
Institute Inc., as suas funcionalidades permitem recuperar informação, gerir dados, fazer
análises estatísticas, executar tarefas de data mining, funcionalidades de apoio à decisão,
entre outros.
O SAS contém um variado número de componentes que podem ser adicionados às funci-
onalidades base. Destes destaca-se o SAS Enterprise Miner, uma ferramenta dedicada às
tarefas de data mining. Suporta todas as etapas de um processo de data mining, através de
uma interface gráfica, que permite aos utilizadores, de uma forma fácil e rápida a geração
de modelos. Possui ainda opções de processamento in-memory e in-database [SAS13].
Corre nos sistemas operativos Windows, Linux, Unix, entre outros.
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5. Pentaho
O Pentaho é uma ferramenta de análise de dados. Este permite aceder e integrar qualquer
fonte de dados, sendo possível integrá-lo noutras aplicações. Este tem opções de implemen-
tação flexíveis [Pen13a]. O Pentaho tem "quatro grupos de funcionalidades: relatórios (pro-
dução, operação e ad-hoc), análises (Data Mining, OLAP e Drill & Explode), Dashboards
(métricas, KPIs e alertas) e processos de gestão (integração, definição e execução)"[TB11].
As funcionalidades de data mining são suportadas pela ferramenta Weka. Trata-se de um
conjunto de ferramentas de machine learning e de data mining, que inclui algoritmos de
classificação, regressão, regras de associação e clustering [Pen13b].
6. Safarii
É um ambiente de data mining para análise de grandes bases de dados relacionais. Ele é
único ambiente que existe que presta suporte a um paradigma menos comum de análise de
dados, chamado Multi-Relational Data Mining (MRDM).
O Multi-Relational Data Mining surgiu como uma forma alternativa de lidar com os dados
estruturados provenientes dos SGBD. Este permite realizar data mining em várias tabelas,
estando os padrões disponíveis em várias tabelas de uma base de dados relacional.
Este pode ser utilizado como uma ferramenta de data mining autónoma, através da sua sim-
ples interface gráfica. A sua interface suporta a metodologia Safarii, que simplifica a análise
de dados multi-relacionais complexos, e os resultados podem ser facilmente visualizados
através de uma série de gráficos e de tabelas.
O Safarii é fornecido com uma ferramenta de pré-processamento, chamada ProSafarii. Esta
ferramenta proporciona um conjunto de transformações que podem ser aplicadas à base
de dados. O ProSafarii vai analisar a estrutura e o contéudo da base de dados, sugerindo
algumas operações úteis. Embora o pré-processamento seja opcional quando se utiliza o
Safarii, tal tarefa pode ser útil para optimizar o resultado [Kim13].
2.2 Sistemas de Gestão de Bases de Dados
Todas as organizações, independentemente do seu tamanho, possuem quantidades cada vez
maiores de dados, sejam estes em suporte papel ou digital. Segundo [RG00], "hoje em dia, mais
do que em qualquer outro momento, o sucesso de uma organização depende da sua capacidade
para adquirir dados precisos e actualizados sobre as suas operações, para gerir esses dados de
forma eficaz, e usá-los para analisar e orientar as suas atividades".
Por forma a tirar o máximo proveito dos seus dados, as organizações devem ter ferramentas que
simplifiquem as tarefas de gerir os dados e de extrair informação em tempo útil. Caso contrário,
os custos de aquisição e manutenção dos dados é muito superior ao valor proveniente dos mesmos
[RG00].
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Uma base de dados é uma coleção de dados estruturados e inter-relacionados, segundo um es-
quema definido de acordo com um determminado modelo (relacional, objeto-relacional, etc.), que
tipicamente registam factos que descrevem as atividades de uma organização. As bases de dados
são utilizadas principalmente para armazenamento e recolha de informação estruturada ou semi-
estruturada. Para a tarefa de recolha de informação poder-se-ia também utilizar documentos em
texto livre ou folhas de cálculo. Contudo o caráter não sistemático e a ausência de um esquema
que facilite a fixação da semântica dos dados, tanto para os humanos como para as máquinas,
desaconselha esta alternativa na representação da atividade das organizações cujo processamento
se pretenda automatizar. Quando se tratam de grandes volumes de dados que exigem recupe-
rações e atualizações frequentes, "as bases de dados são a melhor escolha. As bases de dados
permitem o armazenamento de dados ordenados, recuperação rápida de dados e análise de dados
complexos"[Mom01].
O caráter sistemático das bases de dados é reforçado pela utilização de Sistemas de Gestão de
Bases de Dados (SGBD) para lhes especificar o esquema, garantir a consistência e integridade,
fornecer uma linguagem de alto nível para a manipulação, interrogação e controlo, disponibilizar
e manter estruturas de armazenamento eficientes e suportar um conjunto de serviços de gestão
de dados, transações, concorrência, distribuição e segurança indispensáveis para o desempenho
das funções que lhes são cometidas nas organizações atuais. O SGBD disponibiliza ainda uma
interface para que os utilizadores possam de uma forma mais fácil gerir os dados que se encontram
armazenados. Um SGBD fornece um acesso eficiente aos dados, independência dos dados em
relação às aplicações, integridade dos dados, segurança, desenvolvimento rápido de aplicações,
suporte para o acesso simultâneo aos dados e recuperação de falhas do sistema [RG00].
Por forma a garantir a integridade das bases de dados existe um conjunto de propriedades,
conhecido como propriedades ACID, que garantem que as transações de uma base de dados são
processadas com fiabilidade. Uma transação corresponde a uma unidade lógica de trabalho que
envolve diversas operações sobre a base de dados. Por outras palavras, uma transação é uma
sequência de instruções SQL. Numa base de dados as transações devem ser:
• Atómicas: cada uma das instruções da transação só toma efeito se todas tomarem efeito;
• Consistentes: a execução de uma transação isoladamente não coloca a base de dados in-
consistente;
• Isoláveis: a execução de uma transação em concorrência produz o mesmo efeito da execu-
ção isolada;
• Duráveis: quando uma transação é dada como bem sucedida, os efeitos devem perdurar na
base de dados mesmo que haja falhas de sistema.
A maioria das bases de dados são transaccionais, isto é, encontram-se otimizadas para a inser-
ção e atualização de registos de factos, através de um esquema normalizado, e não estão vocacio-
nadas para funcionar como sistemas de suporte à decisão. O mesmo não acontece nos armazéns de
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dados, uma vez que são concebidos especificamente para o suporte à decisão, segundo o modelo
dimensional, desnormalizado, que facilita a interrogação e a produção de indicadores [KRRT98].
Tipicamente, um armazém de dados é a consolidação de várias bases de dados, na perspetiva
de se obter uma representação integrada de toda a atividade da organização. Este possibilita a
análise de grandes volumes de dados, o que favorece os relatórios, e a obtenção de informações
estratégicas que podem facilitar a tomada de decisão por parte da gestão de topo de uma empresa.
Um armazém de dados torna-se por isso vantajoso quando se pretende fazer análises em massa
sobre a informação que se encontra nas bases de dados, ao passo que as bases de dados são mais
vantajosas para guardar registos do negócio da empresa ou entidade.
Comparando um armazém de dados com uma base de dados, pode-se constatar que ambos
contêm tabelas de dados, com os respectivos índices, chaves, vistas, etc. A diferença é que um
armazém de dados é desenhado com o intuito de facilitar a consulta e a análise de dados, pois a
informação que se pretende analisar está organizada segundo um modelo em estrela simplificado
e sistemático, enquanto que uma base de dados tem como função principal guardar registos de
transações, sendo necessário efectuar interrogações por vezes complicadas à base de dados para
obter a informação pretendida.
De seguida, enumeram-se alguns dos SGBD mais conhecidos e utilizados.
1. PostgreSQL
Trata-se de um SGBD relacional bastante poderoso. Este é open source e conta com 15
anos de experiência. Tem uma arquitetura comprovada que lhe permitiu ganhar uma forte
reputação. O PostgreSQL corre na maior parte dos sistemas operativos e suporta também as
propriedades ACID. O PostgreSQL possui também interfaces nativas de programação para
C/C++, Java, .Net, Perl, Python, Ruby, entre outros. Este executa procedimentos em várias
linguagens de programação, incluindo Java, Perl, Python, Ruby, Tcl, C/C++, e seu próprio
PL/pgSQL, que é semelhante ao PL/SQL do SGBD da Oracle [Pos13].
Este SGBD tem também várias ferramentas com interface gráfica, tais como o pgAdmin e
o phpPgAdmin, que são bastante utilizadas pois facilitam a interação entre o utilizador e a
base de dados. O PostgreSQL permite ainda a instalação de várias extensões por forma a
aumentar as suas funcionalidades.
O PostgreSQL consegue fazer a integração de ferramentas externas ou de aplicações no
domínio do data mining. Exemplo disso é o projeto AXLE, cujos objetivos são melhorar
a velocidade e a qualidade dos processos de tomada de decisão. O projeto usará como
ferramentas o SGBD PostgreSQL e o software Orange [The13].
2. MySQL
O MySQL é uma base de dados relacional muito rápida e robusta. Está escrita em C e C++
e a sua primeira versão foi lançada em 1995. Está disponível para o utilizador sem qualquer
custo, pois é open source.
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Esta permite eficientemente guardar, procurar, ordenar e recuperar dados. O MySQL tem
como principais caraterísticas a alta performance, a portabilidade (corre em Windows, Li-
nux, OS X, entre outros), a compatibilidade com módulos para diversas linguagens de pro-
gramação (Java, C/C++, Phython, Perl, PHP, entre outras), a fácil utilização (utiliza a lin-
guagem SQL - linguagem standard para as BD) e a segurança (permite gerir alguns privi-
légios para utilizadores específicos ou para grupos de utilizadores). Suporta ainda cursores,
triggers, procedimentos e funções.
3. SQL Server
Este SGBD criado pela Microsoft, conta já com várias versões e com mais de 20 anos de
existência. Está escrita em C++ e corre nos diferentes sistemas operativos Windows (XP,
Vista, 7, entre outros). Este permite guardar, recuperar e manipular os dados. Com o SQL
Server é possível importar/exportar dados a partir de uma grande variedade de tipos de
ficheiros, bem como manipular os dados a partir do Microsoft Excel e Microsoft Access.
Tem como caraterísticas a fiabilidade (por forma a os utilizadores terem confiança que os
seus dados estão armazenados com segurança), escalabilidade, a performance, a segurança
(permite encriptar os dados), a flexibilidade, etc.
O SQL Server possui ainda alguma variedade de serviços extra que podem ser adicionados
ao pacote base. Entre eles é de destacar uma funcionalidade específica de data mining. Esta
inclui algoritmos de árvores de decisão, algoritmos de clustering, algoritmo de Naive Bayes,
entre outros, que são utilizados nas tarefas de data mining [Mic13].
4. Oracle
A Oracle é um SGBD objeto-relacional distribuído pela Oracle Corporation. Foi original-
mente desenvolvida na década de 70, é uma das bases de dados mais confiáveis e mais
utilizada no mundo.
Corre nos sistemas operativos Windows, Linux e Unix e utiliza a linguagem de dados SQL
para especificar, manipular, interrogar e controlar os registos. Utiliza também a linguagem
PL/SQL (criada pela própria Oracle) para escrever funções, procedimentos, declaração de
variáveis, recursividade, etc. Suporta a norma SQL3 que adiciona aspetos caraterísticos da
programação por objetos e facilita a integração entre as aplicações orientadas a objetos e a
base de dados. Possui ferramentas de apoio ao desenvolvimento de armazéns de dados e
suporta a sua implementação.
A sua versão mais recente veio simplificar as análises in-database [Ora13b]. Existem exten-
sões de produtos Oracle que permitem adicionar funcionalidades ao seu SGBD. Entre eles
inlui-se o Oracle Data Mining, que fornece funcionalidades de data mining como funções
nativas de SQL dentro da base de dados [Ora13a].
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5. SAP HANA
Trata-se de uma base de dados in-memory. Uma base de dados in-memory depende princi-
palmente da memória principal para o armazenamento de dados, em contraste com as bases
de dados tradicionais que utilizam um mecanismo de armazenamento em disco.
O SAP HANA aproveita a sua memória principal, as capacidades dos processadores multi-
core e o rápido acesso a dados para oferecer um melhor desempenho de aplicações analíticas
e um rápido processamento de dados transacionais. Este suporta quer dados relacionais quer
gráficos e processamento de texto para gestão de dados não estruturados e semi-estruturados.
Este é compatível com as propriedades ACID e para gestão da concorrência utiliza o prin-
cípio MVCC [FCP+12]. Contém ainda uma biblioteca com funções de análise de dados,
por forma a auxiliar a tomada de decisão. Estas funcionalidades destacam-se por analisa-
rem grandes quantidades de dados em profundidade e pela rápida velocidade de resposta
[SAP13]. O SAP HANA tem ainda integrada a linguagem de programação R, uma lingua-
gem concebida para análises estatísticas e que foi introduzida anteriormente.
O principal benefício do sistema é a sua capacidade de compreender e trabalhar diretamente
com os objetos de negócio armazenados na base de dados. Esta representa um novo passo
rumo a uma nova geração de bases de dados, projetados especificamente para dar respostas
às questões das aplicações empresariais. O SAP HANA é um dispositivo de armazenamento
flexível, uma plataforma de manipulação e análise, que de forma abrangente explora as
tendências atuais para alcançar um excelente desempenho nas consultas [FCP+12].
2.3 In-Database Mining
Denomina-se por in-database mining e/ou in-database analytics a capacidade de incorporar
capacidades analíticas e/ou de data mining numa base de dados relacional. Tais capacidades são
fornecidas como um conjunto de bibliotecas que oferecem funções de data mining ou de análise
de dados, ou através de uma linguagem tipo SQL. Estas funções conseguem processar os dados da
BD sem que haja a necessidade de os extrair em algum formato.
As principais vantagens do in-database mining residem na redução do tráfego de dados entre o
servidor e o cliente de data mining, na possibilidade de tirar partido de otimizações na implemen-
tação do acesso aos dados, na redução da duplicação de dados e na eliminação do atraso inerente
ao processo de cópia.
Esta é uma abordagem alternativa que tem vindo a ser objeto de estudo. Tem como principal
objetivo resolver os problemas evidenciados pela abordagem tradicional, que foram apresentados
em 1.
Segundo [Tay13], as principais atividades que o in-database analytics oferece são:
• preparação dos dados: o processo de preparação e de limpeza dos dados consome grande
parte do tempo e esforço de um projeto de análise de dados ou de data mining (cerca de
60% a 70%). Seguindo a abordagem tradicional, os dados são extraídos da BD onde se
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encontram guardados, são transformados e limpos, para posteriormente serem apresentados
aos algoritmos que farão a criação do modelo. Por outro lado, se for seguida uma aborda-
gem in-database, todos os passos são executados dentro da BD. Isto significa que os dados
originais não são extraídos. Os dados necessários para a etapa de modelação são preparados
na BD.
• criação do modelo: a abordagem in-database permite que os modelos sejam desenvolvidos
dentro da BD, utilizando para tal algoritmos embebidos na infra-estrutura. Os algoritmos
acedem diretamente às tabelas e às vistas para obterem os dados de que necessitam, proces-
sam os dados e criam o modelo. O modelo pode depois ser armazenado na BD.
• implementação do modelo: o modelo criado é executado na BD.
Algumas dimensões podem ser utilizadas para organizar o conhecimento desenvolvido nesta
área. Em relação ao tipo de suporte que os trabalhos apresentados prestam ao data mining,
[WZL03] e [LTWZ05] debruçam-se sobre os métodos de data mining. Já [OC12] e [BDU04]
apresentam diferentes soluções a serem utilizadas na fase de pré-processamento dos dados. Re-
lativamente a infra-estruturas de armazenamento, [FKRR12] propõe uma nova arquitetura para
análises de dados in-database. Por sua vez [HRS+12] apresenta a MADlib, uma biblioteca open
source para realizar in-databse analytics.
Abordando agora o tipo de dados utilizados nas soluções que aqui são estudadas, [WZL03],
[OC12], [BDU04] e [FKRR12] tratam dados relacionais, [LTWZ05] utiliza fluxos de dados, e
[HRS+12] trata dados estruturados e não estruturados. Relativamente às linguagens ou tecnologias
utilizadas nas soluções estudadas, existem extensões de código SQL, tais como o ATLAS proposto
por [WZL03] ou o trabalho de [LTWZ05]. [OC12] utilizou SQL, já [BDU04] utilizou PL/SQL
no desenvolvimento da sua solução. Em relação às ferramentas, nem todos os artigos referem
explicitamente quais foram utilizadas. Ainda assim, é sabido que [BDU04] utilizou o SGBD
Oracle, que [OC12] utilizou SQL Server, que [FKRR12] utilizou PostgreSQL e que a biblioteca
de [HRS+12] corre nos SGBD PostgreSQL e GreenPlum.
2.3.1 Métodos de Data Mining
Em relação aos métodos de data mining, tanto [WZL03] como [LTWZ05] propuseram exten-
sões de SQL, por forma a criar agregações.
[WZL03] implementaram o ATLAS, uma linguagem de bases de dados que permite o de-
senvolvimento de aplicações de dados em SQL. Este sistema tem um conjunto de aplicações,
incluindo várias funções de data mining. O ATLAS inclui suporte nativo para agregações defi-
nidas pelo utilizador (do inglês, user-defined aggregates (UDA)) e aplicações avançadas de bases
de dados, tais como consultas contínuas a fluxos de dados e funções de data mining. O ATLAS
permite ao utilizador especificar as agregações num único procedimento. Esta abordagem melhora
a capacidade expressiva e a extensibilidade do SQL. No artigo é ainda apresentado um exemplo de
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uma aplicação de data mining usando a abordagem descrita, usando um classificador de árvores
de decisão.
[LTWZ05] propuseram uma extensão nativa de SQL, mas ao contrário da proposta de [WZL03]
que lida com dados relacionais, esta proposta de [LTWZ05] processa fluxos de dados. A partir do
ESL (do inglês, Expressive Stream Language) é possível criar novos UDA, novas agregações base-
adas em janelas temporais, bem como codificar aplicações complexas de data mining para fluxos
de dados. Este contributo não será relevante no âmbito deste trabalho, pois apesar desta exten-
são SQL ser muito interessante nesta área, esta baseia-se em dados temporais, algo que não é o
objetivo desta dissertação.
2.3.2 Pré-processamento dos Dados
Abordando agora a etapa de pré-processamento dos dados, [OC12] e [BDU04] propõem solu-
ções que permitem calcular eficientemente valores que são depois utilizados pelos algoritmos de
data mining na criação dos modelos. Em ambos os casos, o modelo de dados utilizado é relacional.
[OC12] propõem uma nova classe de funções, denominadas agregações horizontais, que cons-
troem conjuntos de dados em esquema horizontal, que é um padrão exigido pela maioria dos
algoritmos de data mining. As agregações horizontais têm como característica um menor número
de linhas mas um maior número de colunas, isto quando comparadas com as agregações verticais.
As vantagens que estas agregações apresentam são a redução do trabalho manual na preparação
dos dados num projeto de data mining, sendo que os conjuntos de dados são criados em menos
tempo. Uma outra vantagem é que o conjunto de dados pode ser criado inteiramente dentro do
SGBD, fornecendo uma solução mais eficiente, melhor integrada e mais segura quando compa-
rada com ferramentas de data mining externas às bases de dados. A linguagem usada foi SQL,
com uma pequena extensão associada. O SGBD utilizado foi o SQL Server.
[BDU04] propuseram uma abordagem para integrar métodos de árvores de decisão usando
apenas ferramentas oferecidas pelos SGBD. Nesta abordagem foi implementado o método ID3 no
SGBD Oracle como um procedimento PL/SQL ao qual chamaram View_ID3. Os autores demons-
traram assim que é possível processar grandes bases de dados com esta abordagem, sem nenhuma
restrição a nível de tamanho. Também foi implementado o mesmo método no software Sipina,
ao qual chamaram Sipina_ID3, sendo esta uma implementação clássica em memória. Contudo
os tempos de processamento do View_ID3 continuavam longos, quando comparados com o Si-
pina_ID3, devido aos múltiplos acessos necessários à base de dados. Para melhorar os tempos
obtidos no processamento, os autores propuseram um novo método, ao qual chamaram tabela de
contingência. Esta tabela contém as frequências dos dados e normalmente o seu tamanho é muito
mais pequeno que o conjunto de treino. Para demonstrarem a eficiência da sua abordagem, os
autores adaptaram o método ID3 por forma a este ser aplicável a uma tabela de contingência, ao
qual chamaram CT_ID3, sendo que o software utilizado foi Oracle. A partir de um teste com um
conjunto de dados que abordava o TITANIC, os resultados mostraram que o CT_ID3 processava
em muito menos tempo que o View_ID3. Em bases de dados pequenas o CT_ID3 apresentava tem-
pos semelhantes ao Sipina_ID3. Além disso o CT_ID3 pode processar bases de dados maiores,
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enquanto o Sipina_ID3 está limitado pela sua memória principal. No âmbito da integração dos
métodos de data mining nos SGBD, o uso das tabelas de contingência melhora significativamente
os tempos de processamento.
2.3.3 Infra-estruturas de Armazenamento
A nível de infra-estrutura de armazenamento, [FKRR12] propõem uma nova arquitetura para
análises de dados in-database. Tudo isto porque os autores se aperceberam que cada nova técnica
de análise de dados requeria várias etapas ad hoc, sendo que pouco era o código reutilizado. Estes
pensaram o quanto seria benéfico para a indústria de bases de dados se existisse uma arquitetura
única que fosse capaz de processar várias técnicas de análise de dados. Foi assim que surgiu o
Bismarck, tendo como objetivo demonstrar que é possível implementar métodos usando UDA que
se encontram disponíveis na maioria dos SGBD. A arquitetura foi implementada em PostgreSQL
e em dois sistemas de bases de dados comerciais, cujos nomes não foram revelados. Foram estuda-
das quatro tarefas principais e usados diferentes conjuntos de dados, verificando-se que através do
uso da arquitetura Bismarck são obtidos desempenhos competitivos ou até mesmo melhores que
as ferramentas nativas de análise oferecidas pelos SGBD. Bismarck fornece uma única abstração
para implementar um grande conjunto de técnicas existentes. Através da sua arquitetura unificada,
o Bismarck reduz os custos de desenvolvimento para a introdução e manutenção de código num
SGBD. Também foi possível verificar que o Bismarck atinge um alto desempenho devido ao facto
de usar eficazmente recursos padrão disponíveis em cada SGBD.
2.3.4 Biblioteca
[HRS+12] apresentam-nos a MADlib, uma biblioteca open source para in-database analytics
que pode ser instalada e executada dentro de uma BD que suporte SQL extensível. Esta fornece
implementações de métodos matemáticos, estatísticos, data mining e de machine learning que
correm no interior da base de dados. Desta forma, não existe a necessidade de importar/exportar
os dados para outras ferramentas.
A MADlib permite introduzir nas bases de dados comerciais métodos standard de data mi-
ning. Estes métodos são bastante úteis, mas também bastante fragmentados, correspondendo a um
pequeno número no universo de bibliotecas estatísticas disponíveis [CDD+09].
Esta biblioteca inclui métodos tais como clustering, regras de associação, regressão linear,
teste de hipóteses, entre outros. Existem métodos que estão numa fase inicial de desenvolvimento,
como por exemplo, árvores de decisão. É espectável que em próximas versões da biblioteca, os
métodos já se encontrem disponíveis para uma utilização em pleno.
Visto ser um projeto recente e em contínuo desenvolvimento, a gama de algoritmos disponíveis
não é muito vasta. Atualmente o projeto encontra-se na versão 1.4 e está disponível a partir do
seguinte URL: http://www.madlib.net para os SGBD PostgreSQL e Greenplum.
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Figura 2.2: Exemplo de uma recomendação real
2.4 Sistemas de Recomendação
Em resposta à dificuldade das pessoas em escolher entre uma grande variedade de produtos
e/ou serviços que lhe são apresentados surgem os sistemas de recomendação. Um sistema de
recomendação é uma tecnologia que combina várias técnicas estatísticas e computacionais com
o objetivo de fazer recomendações de itens a utilizadores. Este ajuda o utilizador na tarefa de
decisão, auxiliando também a pesquisa de conteúdos interessantes ao utilizador.
As recomendações têm por base um histórico de atividades anteriores sendo possível recomen-
dar produtos, serviços, páginas Web, entre outros. A implementação de sistemas de recomendação
na Internet aumentou, o que facilitou a sua utilização em diversas áreas. Hoje em dia podemos
encontrar sistemas de recomendação em áreas como a música, televisão, livros, documentos, e-
learning, comércio eletrónico, etc. [BOHG13].
Hoje em dia, os sistemas de recomendação podem ser encontrados em muitas aplicações que
expõem o utilizador a um enorme conjunto de itens [Sha11]. Empresas como a Amazon ou a
Google são reconhecidas pelo uso de sistemas de recomendação com os quais obtém vantagem
competitiva.
Para criar uma recomendação, o sistema tenta prever a utilidade de certos itens para um utiliza-
dor. Isto para poder gerar recomendações o mais personalizadas possíveis. A utilidade de um item
é representada por um valor numérico que pretende refletir o grau de interesse que se estima que
um utilizador tem em determinado item. Pode definir-se a função de utilidade como uma medida
que associa um score ao par utilizador-item, ou seja:
u = f (utilizador, item) (2.1)
Em alternativa a usar a função de utilidade, poder-se-ia simplesmente recomendar os itens
mais recentes ou os mais vendidos. No entanto, perder-se-ia a personalização das recomendações.
Como resultado de uma recomendação, temos um conjunto de itens ordenados de forma de-
crescente pela utilidade prevista para um determinado utilizador [Mor12]. Na Figura 2.2 pode
ver-se uma recomendação real feita por um sistema de recomendação.
Para efetuar as recomendações, os sistemas de recomendação precisam de ter um conjunto
mínimo de dados sobre os utilizadores (dados pessoais, gostos, itens favoritos, etc.) e sobre os
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(a) Questionário (b) Avaliação de itens
Figura 2.3: Exemplo real de obtenção de dados de forma explícita
itens envolvidos (caraterísticas, etc.). Segundo [JZFF11], esses dados podem ser obtidos de duas
formas:
• Explícita: o utilizador é questionado sobre os dados que o sistema necessita para fazer as
recomendações. Normalmente recorre-se a questionários, a avaliações, a gostos (também
conhecidos por likes), entre outros (ver exemplos reais na Figura 2.3). O tipo de dados que
podem ser obtidos por esta via são normalmente dados pessoais (idade, sexo, estado civil,
etc.), preferências do utilizador (ou áreas de interesse) e avaliação de itens. A recolha dos
dados feita desta forma tem como principal vantagem o facto de se poder obter informações
mais concretas e mais corretas acerca do utilizador.
• Implícita: o sistema monitoriza o comportamento do utilizador e tenta inferir a partir desses
dados os seus gostos e preferências. Todas as interações do utilizador contribuem para a
recolha de dados, sendo que as ações deste podem passar por comprar um produto, colocar
uma página nos favoritos, tempo de permanência numa página Web, entre outros. Esta forma
de obtenção de dados tem como principal vantagem o facto de não obrigar o utilizador a
responder a questionários. Por outro lado, existe a possibilidade de fazer inferências erradas.
Por exemplo, o facto de um utilizador visualizar um produto não significa que o utilizador
goste dele.
Existem vários métodos que podem ser utilizados para a geração de recomendações. As regras
de associação, por exemplo, é uma técnica bastante utilizada em áreas como o retalho. Posterior-
mente serão apresentadas as diferentes categorias em que se dividem os métodos de recomendação:
filtragem baseada em conteúdo, filtragem colaborativa e sistemas híbridos [AT05].
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2.4.1 Regras de Associação
As regras de associação foram introduzidas em 1993 por Agrawal et. al [AIS93]. O seu
objetivo é encontrar padrões frequentes ou associações entre os conjuntos de itens nas bases de
dados transacionais ou noutros repositórios de dados. É uma técnica bastante utilizada em áreas
como o retalho, as telecomunicações, controlo de inventários, entre outras [KK06].
Seja I = I1, I2, ..., Im um conjunto de m itens diferentes, T um conjunto de itens envolvido
numa transação tal que T ⊆ I, e D uma base de dados com diferentes registos de transações Ts.
Uma regra de associação é uma implicação na forma X ⇒ Y, onde X, Y ⊂ I são conjuntos de
itens, sendo que X ∩ Y = /0. O X é chamado de antecedente e o Y de consequente da regra, a
qual significa que a ocorrência de X implica a ocorrência de Y numa percentagem significativa de
casos. Em geral, um conjunto de itens, seja ele o antecedente ou o consequente de uma regra, é
chamado de itemset [KK06].
Existem também duas medidas muito importantes a ter em conta nas regras de associação. São
elas o suporte e a confiança. O suporte de uma regra de associação é definido pela percentagem
de transações que contém X ∪ Y do total de transações da base de dados. Supondo que o suporte
de um itemset é de 0,1% isso significa que apenas 0,1% das transações contém esse item.
A confiança de uma regra de associação é definida pela percentagem de transações que con-
tém X ∪ Y do número total de transações que contém X. Supondo que a confiança da regra de
associação X⇒ Y é 80% isto significa que 80% das transações que contém X também contém Y.
A confiança é uma medida da força das regra de associação.
Geralmente, o processo de geração de regras de associação contempla duas etapas [HKP12]:
1. Encontrar todos os itemsets frequentes: por definição, cada um dos itemsets ocorrerá, no
mínimo, tão frequentemente como o suporte mínimo estabelecido.
2. Gerar regras de associação fortes a partir dos itemsets frequentes: por definição, essas
regras devem satisfazer os valores de suporte e de confiança mínimos.
Antes de o algoritmo de associação ser executado, o utilizador pode especificar os valores de
suporte e de confiança mínimos. Isto significa que o utilizador apenas está interessado em regras
de associação cujos valores de suporte e confiança excedam esses valores.
2.4.1.1 Algoritmo Apriori
O primeiro algoritmo apresentado para a geração de regras de associação foi o AIS, por
Agrawal et. al [AIS93]. O algoritmo AIS é uma abordagem simples que requer muitas passa-
gens pela base de dados, gerando muitos itemsets candidatos e armazenando contadores para cada
itemset candidato [ZB03].
Com este algoritmo apenas são geradas regras de associação com um item no consequente
da regra. Ou seja, era possível gerar regras como {pão, leite}⇒{manteiga}, não sendo possível
gerar regras como {pão}⇒{leite, manteiga}. A principal desvantagem do algoritmo AIS é que
18
Revisão Bibliográfica
são gerados demasiados itemsets candidatos que posteriormente se revelam pequenos. Isto requer
mais espaço e esforço que acaba por ser inútil. Além disso, este algoritmo requer várias passagens
pela base de dados [KK06].
Posteriormente o algoritmo sofreu alguns melhoramentos e passou a chamar-se Apriori [AS94].
O algoritmo Apriori utiliza um método diferente para a geração dos itemsets candidatos e uma
nova técnica de poda. Isto é, em primeiro lugar, os itemsets candidatos são gerados e é feita
uma passagem pela base de dados para calcular o valor de suporte para cada itemset. Posterior-
mente são determinados os frequent itemsets. Os frequent itemsets são todos os candidatos que
satisfazem o valor de suporte mínimo pré-estabelecido. Em cada passagem pelos dados, apenas
aqueles itemsets que incluam o mesmo número especificado de itens são gerados e verificados.
Os k-itemsets candidatos são gerados após k-1 passagens pela base de dados. Depois de gerados
os k-itemsets candidatos, efetua-se uma poda de acordo com a seguinte regra: para cada k-itemset
são verificados os seus sub (k-1)-itemsets; se algum dos sub (k-1)-itemsets não estiver presente na
lista dos (k-1)-itemsets frequentes, então o k-itemset candidato é podado, de acordo com a proprie-
dade Apriori [ZB03]. A propriedade Apriori diz-nos que todos os subconjuntos não vazios de um
frequent itemset também devem ser frequentes [HKP12].
Uma vez que os frequent itemsets da base de dados foram encontrados, é simples gerar regras
de associação fortes a partir deles. Para isso basta calcular o valor de confiança para cada uma
delas e verificar quais aquelas que respeitam o valor mínimo de confiança pré-definido. Visto que
as regras são geradas a partir dos frequent itemsets, cada um destes já satisfaz automaticamente o
valor mínimo de suporte [HKP12].
O algoritmo Apriori é mais eficiente que o AIS na geração dos itemsets candidatos. Segundo
[PM11], este é "eficiente para gerar todas as regras de associação significativas entre itens".
No entanto este algoritmo apresenta duas desvantagens: o processo de geração dos candidatos é
bastante complexo, utilizando muito tempo, espaço e memória e são necessárias várias passagens
pela base de dados [KK06].
Baseadas no algoritmo Apriori, outras propostas de algoritmos para a geração de regras de
associação foram surgindo. Em seguida, será descrito um dos mais comuns, o algoritmo FP-
Growth.
2.4.1.2 Algoritmo FP-Growth
O custo computacional da geração das regras de associação, pode ser reduzido se o número de
passagens pela base de dados for também reduzido.
De modo a ultrapassar as desvantagens apresentadas pelo algoritmo Apriori, Han et al. [HPY00]
propõem um novo algoritmo para a geração de regras de associação utilizando uma estrutura em
árvore. O algoritmo FP-Growth faz a geração dos frequent itemsets com apenas duas passagens
pela base de dados, sem utilizar nenhum processo de geração de itemsets candidatos. O processo
de geração dos frequent itemsets inclui duas etapas: a contrução da FP-Tree e a geração dos pa-
drões frequentes da FP-Tree [ZB03].
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A FP-Tree é uma estrutura em árvore que armazena as informações relativas aos padrões fre-
quentes. Esta é uma representação compacta da base de dados original, porque apenas os frequent
itemsets são usados para construir a árvore e outras informações irrelevantes são podadas. Cada
nó da árvore corresponde a um item e tem um contador. Para a construir é feita uma primeira
passagem pelos dados para encontrar os frequent 1-itemset. Posteriormente, os frequent itemsets
são ordenados numa tabela pela sua frequência de forma descendente. Por último, é feita uma
nova passagem pela base de dados para construir a FP-Tree.
Após a FP-Tree estar construída, é utilizado o algoritmo FP-Growth. Este algoritmo adopta
uma estratégia de divisão e conquista para encontrar os padrões frequentes. Este algoritmo é
eficiente pois constrói uma FP-Tree extremamente compacta, que normalmente é mais pequena
que a base de dados original e porque a base de dados é visitada apenas duas vezes [KK06].
2.4.1.3 Amostragem
Outra forma de reduzir o custo computacional apresentado pelo algoritmo Apriori, baseia-se
na amostragem da base de dados.
Toivonen [Toi96] apresenta um novo algoritmo para gerar regras de associação seguindo essa
abordagem. Esta pode ser dividida em duas etapas. Durante a primeira etapa, uma amostra da base
de dados é obtida e todas as regras de associação da amostra são encontradas. Na segunda etapa,
essas regras são validadas com a base de dados. Para maximizar a eficácia da abordagem, o valor
do suporte mínimo é reduzido. Uma vez que a abordagem é probabilística nem todas as regras são
necessariamente encontradas neste primeiro passo. Essas associações que foram consideradas não
frequentes na amostra, mas na verdade eram frequentes na base de dados são usadas para construir
o conjunto completo de regras na segunda etapa. Este algoritmo encontra as regras de associação
com apenas uma passagem pela base de dados.
2.4.2 Filtragem Baseada em Conteúdo
Na filtragem baseada em conteúdo a recomendação de um item a um utilizador baseia-se na
descrição do item e nos interesses do utilizador. Estes sistemas podem ser utilizados em vários
domínios, tais como, recomendação de páginas Web, notícias, restaurantes, itens para venda, entre
outros [Paz07]. A ideia principal passa por recomendar itens semelhantes aos que o utilizador
achou relevantes anteriormente. A semelhança tem em conta as caraterísticas dos itens. Assim
sendo, este tipo de filtragem permite recomendar livros do mesmo género, músicas do mesmo
cantor, etc.
Esta abordagem tem como principal vantagem o facto de numa dada sugestão não ser neces-
sária a avaliação dos itens por outros utilizadores. Isto é, a recomendação baseia-se apenas nas
descrições dos itens, independentemente se este foi visto por mais alguém.
Em relação às desvantagens, os métodos desta categoria correm o risco de apresentar recomen-
dações semelhantes a outras anteriormente feitas, e de apresentarem pouca variedade de sugestões
para utilizadores com poucas preferências.
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2.4.3 Filtragem Colaborativa
Ao contrário da abordagem anterior, a filtragem colaborativa não necessita de qualquer co-
nhecimento acerca do conteúdo dos itens para fazer as recomendações ao utilizador. Na filtragem
colaborativa as recomendações de itens são baseadas em utilizadores com perfis semelhantes. Se-
gundo [JZFF11], a ideia base deste tipo de filtragem é a de que se os utilizadores partilharam
alguns interesses no passado (por exemplo, se compraram os mesmos livros), então estes terão
gostos semelhantes no futuro. A semelhança entre utilizadores pode ser vista através de várias
perspetivas. Dependendo do problema, dois utilizadores podem ser considerados semelhantes de-
vido à sua demografia (idade, sexo, nacionalidade, etc.), às suas preferências (livros comprados,
filmes vistos, etc.), entre outros critérios.
Segundo [BHK98], os algoritmos de filtragem colaborativa podem ser divididos em duas clas-
ses: os baseados em memória e os baseados em modelos.
2.4.3.1 Baseados em Memória
Os algoritmos pertencentes a esta classe guardam os dados em memória, sendo calculadas as
medidas de similaridade entre utilizadores e/ou itens sempre que uma nova recomendação é solici-
tada. Embora as abordagens baseadas em memória sejam teoricamente mais precisas, porque todo
o conjunto de dados está disponível para a geração de recomendações, estes sistemas enfrentam
problemas de escalabilidade. Isto se se tratarem de bases de dados com milhões de utilizadores e
milhões de itens [JZFF11].
Estes algoritmos podem dividir-se em duas categorias: os baseados no utilizador e os baseados
em itens. Sucintamente, os métodos baseados no utilizador comparam os utilizadores do sistema,
encontram os perfis semelhantes ao do utilizador da sessão e recomendam itens que os utilizadores
semelhantes têm e o utilizador da sessão não tem. Os métodos baseados em itens comparam os
itens (ou os cestos de itens) existentes no sistema com um novo cesto, encontram cestos parecidos,
e recomendam itens que existem nos cestos semelhantes mas não no cesto da sessão.
1. Baseados no Utilizador
Esta abordagem permite calcular a similaridade entre diferentes utilizadores do sistema. O
objetivo é encontrar utilizadores com os mesmos gostos, por forma a encontrar os itens que
estes mais apreciam. Posteriormente, recomendam-se esses itens ao utilizador da sessão,
desde que estes não se encontrem já nela.
Normalmente, o processo engloba os seguintes passos:
• determinar o índice de similaridade entre o utilizador da sessão e cada um dos restantes
utilizadores (ver equação 2.2);
• selecionar os k utilizadores com o valor do índice de similaridade mais elevado;
• calcular o score de cada item, utilizando apenas os k utilizadores mais semelhantes
(ver equação 2.3);
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• selecionar os n itens com o valor de score mais elevado, e que não estão presentes na
sessão do utilizador.
Segundo [MS10], a medida de similaridade que geralmente é utilizada é o coeficiente de
correlação de Pearson. O valor de wa,u indica a similaridade entre o utilizador u e o utilizador
da sessão a, tipicamente conhecida como a sessão ativa.
wa,u =
∑i∈I(ra,i− ra)(ru,i− ru)√
∑i∈I(ra,i− ra)2∑i∈I(ru,i− ru)2
(2.2)
onde I é o conjunto de itens avaliados por ambos os utilizadores, ru,i é a avaliação dada
ao item i por parte do utilizador u, e ru é a média das avaliações dadas pelo utilizador u
[MS10]. O valor do coeficiente de correlação de Pearson varia entre os valores -1 e 1, em
que 1 significa uma similaridade total e -1 significa uma dissimilaridade total [JZFF11].
Para calcularmos o score de um item i para uma sessão a, podemos utilizar a seguinte
fórmula:
ρa,i = ra +
∑u∈K(ru,i− ru).wa,u
∑u∈K wa,u
(2.3)
onde ρa,i é o score para o utilizador da sessão a para um item i, wa,u é o valor da similaridade
entre os utilizadores a e u, e K é o conjunto de utilizadores semelhantes [MS10].
Segundo [MS10], existem outras medidas de similaridade que podem ser utilizadas, tais
como, a correlação de Spearman, a correlação τ de Kendall, entropia, similaridade do cos-
seno ajustado, entre outras.
2. Baseados no Item
Com o aumento do número de utilizadores e de itens, os algoritmos de filtragem colaborativa
baseados no utilizador revelaram problemas de escalabilidade [MS10]. Isto porque a pro-
cura de utilizadores semelhantes requer um custo computacional elevado, devido às muitas
comparações que precisam de ser feitas entre os milhões de utilizadores existentes. Como
consequência existe também o aumento da latência e obviamente do tempo de resposta do
sistema a uma recomendação.
Por forma a encontrar uma alternativa para este problema, [LSY03] propuseram em 2003
um novo método: a filtragem colaborativa baseada no item. A similaridade passa a ser
calculada entre itens, não em termos do seu conteúdo, mas em termos de preferências e
avaliações que lhe são dadas pelos utilizadores.
A similaridade entre dois itens i e j é calculada utilizando a correlação de Pearson da seguinte
forma:
wi,j =
∑u∈U(ru,i− ri)(ru,j− rj)√
∑u∈U(ru,i− ri)2
√
∑u∈U(ru,j− rj)2
(2.4)
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onde U é o conjunto de todos os utilizadores que avaliaram os itens i e j, ru,i é a avaliação
do utilizador u ao item i, e ri é a média das avaliações obtidas pelo item i.
Este cálculo (equação 2.4) é efetuado off-line. Esta escolha prende-se com o facto de as
relações entre os itens não se alterarem tão frequentemente como as relações entre utiliza-
dores, podendo estes cálculos ser efetuados quando o sistema tem pouco tráfego [Mor12].
O objetivo passa por aumentar a rapidez dos sistemas de recomendação online.
Passando agora para o cálculo do score de um item i para um utilizador a, podemos usar a
seguinte fórmula:
ρa,i =
∑ j∈K ra,iwi,j
∑ j∈K |wi,j|
(2.5)
onde K é o conjunto dos vizinhos avaliados pelo utilizador a que são mais semelhantes ao
item i.
Segundo [MS10], outra medida de similaridade que pode ser utilizada nesta situação é a
similaridade do cosseno ajustado.
2.4.3.2 Baseados em Modelos
Estes algoritmos não se caraterizam pelo cálculo de distâncias ou similaridades para criar as
suas recomendações. Em vez disso, os algoritmos baseados em modelos criam modelos baseados
no histórico das preferências do utilizador, sendo estes utilizados posteriormente na recomendação
de itens. Estes algoritmos utilizam uma aproximação probabilística para determinar o valor espe-
rado de uma previsão [Mor12]. Os dados são primeiramente processados e é criado um modelo.
Posteriormente, em run time, para o sistema fazer as previsões, apenas é necessário o modelo que
foi aprendido [JZFF11].
Os algoritmos que podem ser usados nesta classe são redes bayesianas e métodos de agrupa-
mento (cluster) [BHK98].
2.4.3.3 Vantagens e Desvantagens
A filtragem colaborativa tem como vantagem o facto de não basear as suas recomendações nas
caraterísticas dos itens. Desta forma, podem ser recomendados itens de diversas categorias (por
exemplo, filmes, livros, jogos, etc.). Segundo [Mor12], a filtragem colaborativa apresenta, por
outro lado, as seguintes desvantagens:
• podem ocorrer inferências erradas acerca dos utilizadores, reconhecendo dois utilizadores
como sendo semelhantes, quando na realidade estes não possuem preferências parecidas.
• a esparsidade, pois tanto o número de utilizadores como de itens tende a ser enorme. Desta
forma, será necessário avaliar muitas combinações utilizador/item, pois na maioria dos ca-
sos, o número de avaliações já obtidas é muito pequeno quando comparado com o número
de avaliações que ainda faltam fazer.
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• o problema do cold-start, que levanta as seguintes questões: a) como fazer recomendações
a novos utilizadores que ainda não avaliaram nenhum item e b) como tratar um novo item
que ainda não foi classificado por nenhum utilizador.
2.4.3.4 Cold-Start
Um dos maiores desafios dos sistemas de recomendação que se baseiam na filtragem colabora-
tiva é o problema do cold-start. Este problema ocorre quando não é possível fazer recomendações
fiáveis devido à ausência inicial de avaliações. Segundo [BOHG13], podem distinguir-se três
tipos:
• nova comunidade: refere-se à dificuldade em obter uma quantidade suficiente de dados
para fazer recomendações fiáveis, quando se está a iniciar um novo sistema de recomenda-
ção. Uma forma de lidar com esta situação é incentivar os utilizadores a fazer avaliações.
• novo item: este problema surge porque quando um novo item é inserido no sistema de
recomendação, este não costuma ter avaliações. E assim sendo, é provável que não seja
recomendado. Por sua vez, um item que não é recomendado passa despercebido para uma
grande parte dos utilizadores, e desta forma este não é avaliado. Podemos então entrar num
ciclo vicioso em que um conjunto de itens é deixado de fora do processo de recomenda-
ção. Uma solução para este tipo de problema é ter um conjunto de utilizadores motivados
e dedicados que se responsabilizam por avaliar cada novo item que entra no sistema de
recomendação.
• novo utilizador: uma vez que um novo utilizador ainda não forneceu qualquer avaliação ao
sistema de recomendação, este não pode receber recomendações personalizadas. Quando
o utilizador insere as suas primeiras avaliações, espera que o sistema de recomendação lhe
forneça recomendações personalizadas, mas normalmente o número de avaliações inseridas
não é suficiente para fazer recomendações fiáveis. Isto pode levar o utilizador a sentir que
o sistema não fornece o serviço pelo qual estava à espera, podendo fazer com que este pare
de o usar. Uma forma de contornar este problema consiste em transformar a informação
adicional, de modo a que o sistema seja capaz de fazer recomendações com os dados que
tem disponíveis para cada utilizador.
O problema do cold-start é muitas vezes contornado recorrendo a sistemas híbridos.
2.4.4 Sistemas Híbridos
Os sistemas híbridos resultam da combinação de métodos de filtragem colaborativa e de méto-
dos de filtragem baseada em conteúdo. O principal motivo para a criação dos sistemas híbridos é
o aumento da qualidade das recomendações. Estes permitem aproveitar as vantagens de cada um
dos tipos de filtragem, colmatando as desvantagens evidenciadas por cada um.
Segundo [AT05], existem quatro formas diferentes de combinar os métodos colaborativos e os
métodos baseados em conteúdo. A Figura 2.4 ilustra as várias formas como podem ser combinados
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Figura 2.4: Diferentes formas de criar um sistema híbrido (fonte [BOHG13])
os métodos colaborativos e os métodos baseados em conteúdo para criar um sistema híbrido. As
letras presentes na Figura 2.4 (A, B, C e D) fazem correspondência com a enumeração feita de
seguida. De referir que a sigla CF significa Filtragem Colaborativa e a sigla CBF quer dizer
Filtragem Baseada em Conteúdo.
(A) Combinar recomendações obtidas em separado: consiste em implementar métodos co-
laborativos e métodos baseados em conteúdo separadamente, para posteriormente combinar
as suas previsões. Existem então dois cenários possíveis: combinar as recomendações obti-
das numa única, ou então avaliar para cada recomendação qual o sistema que é mais exato,
escolhendo o mais consistente com as avaliações realizadas pelo utilizador no passado.
(B) Adicionar caraterísticas dos métodos baseados em conteúdo nos métodos colaborativos:
utilizam-se os métodos colaborativos, mas a estes acrescentam-se algumas caraterísticas de
métodos baseados em conteúdo. Por exemplo, podem ser mantidos perfis relativos às carate-
rísticas dos itens que o utilizador já avaliou. Uma vantagem desta abordagem é que podem
ser recomendados ao utilizador não só os itens que têm uma boa avaliação por parte de uti-
lizadores com perfis semelhantes, mas também podem ser recomendados itens com uma boa
avaliação e que vão de encontro ao perfil do utilizador.
(C) Desenvolver um modelo único unificador da recomendação: consiste em contruir um mo-
delo de unificação geral que incorpora tanto caraterísticas colaborativas como caraterísticas
baseadas em conteúdo.
(D) Adicionar caraterísticas dos métodos colaborativos nos métodos baseados em conteúdo:
a abordagem mais popular desta categoria é a utilização de alguma técnica de redução de
dimensionalidade sobre um grupo de perfis baseados em conteúdo.
Em suma, nenhuma variante híbrida é aplicável em todas as circunstâncias. Mas é bem aceite
que todos os métodos podem ser melhorados ao serem hibridizados com outras técnicas [JZFF11].
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2.4.5 Avaliação dos Sistemas de Recomendação
Os sistemas de recomendação requerem que os utilizadores interajam com o sistema, bem
como com outros utilizadores. E no meio desta interação é necessário levantar certas questões, tais
como: será que os utilizadores acham as interações com o sistema de recomendação úteis? Será
que os utilizadores estão satisfeitos com a qualidade das recomendações que recebem? Torna-se
então fundamental avaliar o sistema de recomendação. Através de estudos empíricos, é possível
dar indicações se o modelo faz boas ou más recomendações [Mor12].
Segundo [BOHG13], existem várias medidas de avaliação para aferir a qualidade das técnicas,
métodos e algoritmos de previsão e das recomendações. As medidas de avaliação facilitam a
comparação de várias soluções para o mesmo problema. Ainda segundo [BOHG13], as medidas
de avaliação podem ser classificadas da seguinte forma:
• medidas de previsão: Mean Absolute Error (MAE), Root of Mean Square Error (RMSE),
Normalized Mean Average Error (NMAE) e coverage.
• medidas de recomendação: precision, recall, F1 e Receiver Operating Characteristic
(ROC).
• medidas de classificação da recomendação: half-life e discounted cumulative gain.
• medidas de diversidade: diversity e novelty dos itens recomendados.
Segundo [Mor12], as medidas mais utilizadas para a avaliação de um sistema de recomendação
são a precision, o recall e o F1. Podemos definir a precision como sendo a proporção de itens
relevantes que são recomendados de entre todos os itens recomendados. Por outro lado podemos
definir o recall como sendo a proporção de itens relevantes que foram recomendados de entre todos
os itens relevantes. A precision e o recall podem ser calculados a partir das seguintes fórmulas
[Mor12]:
precision =
numero de hits
Nr
(2.6)
recall =
numero de hits
Ne
(2.7)
em que numero de hits corresponde ao número de itens comuns entre o conjunto de itens
relevantes e recomendados; Nr corresponde ao número de itens recomendados; Ne corresponde ao
número de itens relevantes.
Os valores de ambas as métricas variam entre 0 e 1, sendo que quanto maior for o seu valor,
melhor é o desempenho do modelo. O valor de 1 na precision significa que todos os itens reco-
mendados são relevantes, mas não se sabe se todos os itens relevantes foram recomendados. Já o
valor de 1 no recall significa que todos os itens relevantes foram recomendados, mas não se sabe
o número de recomendações que não são relevantes.
Estas duas medidas estão inversamente relacionadas [KYSK05]. Por exemplo, com o aumento
do número de itens recomendados, o recall também aumenta, mas a precision geralmente diminui.
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Assim sendo, definiu-se uma medida combinada, chamada F1, como sendo a média harmónica do
recall e da precision [KYSK05]. Esta medida pode ser calculada segundo a seguinte fórmula:
F1 = 2× recall× precision
recall + precision
(2.8)
Tal como a precision e o recall, o valor de F1 varia entre 0 e 1, sendo que um valor alto de F1
indica um melhor desempenho do sistema de recomendação.
2.5 Metodologias de Comparação de Sistemas
O objetivo desta dissertação consiste na realização de um estudo comparativo entre duas abor-
dagens de data mining, analisando as vantagens e desvantagens de cada uma delas, bem como o
esforço de desenvolvimento exigido.
Em data mining, a área de Gestão de Projetos não é muito retratada a nível bibliográfico.
Não existem metodologias específicas de Gestão de Projetos neste domínio, nem metodologias
de comparação de sistemas, que permitissem orientar o estudo comparativo levado a cabo nesta
dissertação. Desta forma, serão aqui descritas algumas metodologias e/ou métricas de comparação
encontradas no domínio de engenharia de software para estudos com objetivos comparáveis a este.
A construção de software é suportada por ideias. Aplica-se um conjunto de técnicas e é obtido
um resultado. Contudo, hoje em dia, existe um vasto conjunto de técnicas e de opções para a
produção de software, sendo por vezes necessário provar que uma dada técnica ou abordagem é
melhor do que outra. Assim sendo, os engenheiros de software precisam de saber as vantagens de
uma abordagem em relação à outra. Também precisam de provas fiáveis de que uma abordagem
funciona melhor que a outra [JM10].
Para tal é necessário levar a cabo um conjunto de experiências, desenvolvendo o software ne-
cessário para atingir os objetivos traçados. Depois de atravessada toda a fase de desenvolvimento,
é imperioso tirar conclusões dos resultados obtidos. É então necessário comparar resultados e
abordagens por forma a averiguar em que é que uma abordagem se sobrepõe à outra.
Para tal, é necessário definir algumas métricas que sirvam de base comparativa entre as duas
abordagens. O ideal é que estas sejam definidas antes das experiências se realizarem, quer de
uma abordagem quer de outra. Isto para que a observação dos resultados obtidos não influencie a
escolha das métricas para a comparação. [JM10] apresentam métricas que se podem definir para
um projeto de software. Algumas delas encontram-se descritas na Tabela 2.1. De certa forma, os
atributos enumerados na Tabela 2.1 podem ser utilizados e/ou adaptados por forma a serem usados
no estudo comparativo a realizar na dissertação.
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Tabela 2.1: Algumas das métricas utilizadas em engenharia de software
Categorias Atributos Métricas
Código
Tamanho Número de linhas de código
Qualidade Número de defeitos
Usabilidade Número de horas de treino necessárias antes de usar
a aplicação de forma independente
Manutenção Número de dias gastos a fazer uma mudança
Eficiência Tempo de execução
Fiabilidade
Número de falhas num período de tempo t
Tempo médio entre falhas
Desenvolvimento
Tempo Número de meses do início ao fim da fase de desen-
volvimento
Desvio de Tempo Meses Estimados/Meses Reais
Testes
Tempo Número de meses do início ao fim da fase de testes
Esforço Pessoa×Meses do ínicio ao fim da atividade de tes-
tes
Qualidade Número de defeitos detetados / Número de defeitos
existentes
Recursos Humanos
Produtividade Número de funções implementadas / Pessoa-Mês
Experiência Anos de experiência
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Capítulo 3
Caso de Estudo: Recomendação de
Produtos na Área Têxtil
Este capítulo descreve o trabalho que foi realizado no âmbito do trabalho de tese.
O trabalho aqui documentado foi realizado no âmbito do projeto CreativeRetail. Este é um
projeto desenvolvido pelo INESC Porto e pela empresa CreativeSystems.
O capítulo encontra-se organizado da seguinte forma: na seção 3.1 é descrita a fonte de dados
utilizada na dissertação, na seção 3.2 é apresentada a análise exploratória feita aos dados. A seção
3.3 descreve o processo de limpeza dos dados e a seção 3.4 descreve o processo de criação dos
cestos de produtos. Na seção 3.5 é descrito o processo que gera as recomendações.
3.1 Fonte de Dados
A CreativeSystems [Cre14] cria e implementa soluções avançadas de identificação e rastre-
abilidade automática que cobrem todo o ciclo de vida dos projetos (design, hardware, software,
serviços, suporte), com especial ênfase nos setores do retalho, logística e indústria. É também
conhecida pelo desenvolvimento de soluções que utilizam a tecnologia RFID.
Os dados fornecidos dizem respeito a uma loja de retalho na área têxtil. A loja tem implemen-
tada uma solução RFID. Desta forma todos os produtos ali expostos estão devidamente identifica-
dos por etiquetas RFID únicas. A leitura destas mesmas etiquetas é feita sempre que esta interseta
uma antena que se encontre colocada numa zona da loja. É assim possível caraterizar alguns dos
movimentos que os produtos efetuam no interior da loja.
Os dados foram fornecidos sob o formato de um ficheiro Excel, contendo 951.752 registos.
Neste caso, os registos dizem respeito a entradas e saídas de produtos dos vários pontos de leitura
localizados na loja. Cada registo possui os seguintes atributos, que serão discutidos em seguida:
TagID, ItemCode, FamilyName, Description, Color, Size, Price, Event, Location e MovementDate.
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Tabela 3.1: Exemplos de ItemCode e de TagID
ItemCode TagID
09876543210000 B00000000000000000100000
09876543210000 B00000000000000000105399
09876543210000 B00000000000000000111668
09876543210001 B00000000000000000100001
09876543210001 B00000000000000000100540
09876543210002 B00000000000000000100002
A um dado produto corresponde um ItemCode. Podemos ver o ItemCode como que se de um
código de barras se tratasse, por exemplo. Mas para esse mesmo ItemCode podemos ter vários
exemplares, ou seja, várias peças de roupa iguais. Assim sendo, teremos várias TagID únicas para
o mesmo ItemCode, isto é, uma TagID única para cada um dos exemplares (ver Tabela 3.1).
O atributo FamilyName corresponde ao nome da família de produtos à qual o produto pertence.
Na área do retalho têxtil, um exemplo de uma família de produtos poderá ser calças de senhora.
Description refere-se à descrição do produto. Color refere-se à cor do produto, Size ao tamanho
e Price ao preço. O atributo Event tem apenas dois valores associados: IN e OUT, que corres-
pondem, respetivamente, à entrada e saída de uma dada TagID de um ponto de leitura. Location
refere-se ao local (ponto de leitura) em que foi efetuada a leitura da TagID e MovementDate é a
data e hora em que o movimento ocorreu.
Um exemplo de um registo dos dados é apresentado na Tabela 3.2. De um modo sucinto, este
registo diz-nos que a TagID B00000000000000000100000 entrou no Ponto Leitura 1 no instante
2012-08-26 08:45:43,720. Todos os restantes atributos do registo dizem respeito às caraterísticas
do produto. Todos os dados foram devidamente anonimizados pela CreativeSystems, através de
vários mapeamentos.
A fonte de dados aqui apresentada foi utilizada em ambas as abordagens estudadas nesta dis-
sertação.
3.2 Análise Exploratória dos Dados
A análise exploratória dos dados tem como objetivo explorar os atributos dos dados, indivi-
dualmente ou em conjunto, por forma a extrair as principais caraterísticas através de estatísticas
Tabela 3.2: Exemplo de um registo dos dados
TagID ItemCode FamilyName Description
B00000000000000000100000 09876543210000 Family 1 PRODUCT Z 1-$
Color Size Price Event
Color 2 S 82.35 IN
Location MovementDate
Ponto Leitura 1 2012-08-26 08:45:43,720
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Figura 3.1: Distribuição dos registos pelo atributo Location
[ZJ13]. Esta fase tem como objetivos compreender e descrever os dados, encontrar problemas,
erros ou informação em falta, analisar a qualidade dos dados e perceber o que é possível fazer com
os mesmos. O período dos registos aqui retratados vai desde o dia 26 de Agosto de 2012 até 16 de
Julho de 2013.
Analisando o atributo Event, verifica-se que existem 50,003% de registos que correspondem a
entradas nos pontos de leitura, enquanto que 49,997% correspondem a saídas. Esta pequena dife-
rença pode dever-se a produtos esquecidos nos pontos de leitura, a erros de leitura ou a possíveis
erros na recolha dos dados.
Passando agora ao atributo Location, pode ver-se a distribuição dos registos por ponto de
leitura na Figura 3.1. Os pontos de leitura com mais registos associados são o Ponto Leitura
1, o Ponto Leitura 8 e o Ponto Leitura 2, por ordem decrescente. A diferença de percentagens
observada pode ser justificada pela disposição física dos pontos de leitura na loja. Outra razão
poderá ser a segmentação dos pontos de leitura. Por exemplo, se existir um ponto de leitura na
seção de homem e se a loja tiver pouca afluência de clientes do género masculino, é espectável
que o ponto de leitura em causa tenha poucos registos associados.
A Figura 3.2 mostra a distribuição do uso dos pontos de leitura por semana. Pode observar-se
que a utilização dos pontos de leitura vai aumentando e diminuindo de uma forma semelhante
entre os diferentes pontos de leitura. Isto é, existe uma correlação elevada entre as utilizações
dos vários pontos de leitura. Verifica-se também que os maiores picos de afluência se registam no
meses de Dezembro/Janeiro e Junho/Julho, a que corresponde a época de Natal, de Saldos e de
mudanças de coleção, o que faz sentido segundo os peritos de negócio.
Passando agora ao atributo Description, pode analisar-se quais os produtos experimentados
(ver Figura 3.3). Tal como é expectável acontecer na área do retalho, existe um conjunto de
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Figura 3.2: Distribuição do uso dos pontos de leitura por semana
produtos que são mais experimentados (e eventualmente vendidos), existindo depois um conjunto
ainda maior de produtos que apresentam resultados residuais.
Os três produtos mais experimentados por ponto de leitura encontram-se listados na Tabela 3.3.
O facto de os produtos serem diferentes de ponto de leitura para ponto de leitura, poderá querer
dizer que existe algum tipo de diferenciação/segmentação entre estes. Ou seja, poderá querer
indicar, por exemplo, a existência de pontos de leitura de senhora, de homem, de criança. Ou
então, outro tipo de classificação possível poderá ser, pontos de leitura para os produtos de gama
baixa, outros para a gama de produtos média e outros para a gama alta. Como tal, os produtos
experimentados em cada tipo de pontos de leitura são necessariamente diferentes.
Relativamente ao atributo Color, a Figura 3.4, mostra uma distribuição semelhante à distri-
buição dos produtos. Isto pode justificar-se com o facto de existirem cores como o branco ou o
Tabela 3.3: Produtos mais experimentados por ponto de leitura
Ponto Leitura 1 Ponto Leitura 2 Ponto Leitura 3 Ponto Leitura 4
PRODUCT Z 23-$ PRODUCT Z 12593-$ PRODUCT Z 7858-$ PRODUCT Z 1042-$
PRODUCT Z 499-$ PRODUCT Z 49-$ PRODUCT Z 143-$ PRODUCT Z 883-$
PRODUCT Z 636-$ PRODUCT Z 45-$ PRODUCT Z 12211-$ PRODUCT Z 881-$
Ponto Leitura 5 Ponto Leitura 6 Ponto Leitura 7 Ponto Leitura 8
PRODUCT Z 79-$ PRODUCT Z 1096-$ PRODUCT Z 6776-$ PRODUCT Z 7473-$
PRODUCT Z 6631-$ PRODUCT Z 1092-$ PRODUCT Z 9643-$ PRODUCT Z 4665-$
PRODUCT Z 5591-$ PRODUCT Z 2707-$ PRODUCT Z 10344-$ PRODUCT Z 2800-$
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Figura 3.3: Frequência dos produtos experimentados
preto, que se podem encontrar em muitos produtos. Outros produtos que utilizem padrões de co-
res ou cores mais específicas apresentam assim valores mais baixos no gráfico, pois o número de
produtos que apresentam essa cor é também mais baixo.
Passando agora para o atributo Size, a Figura 3.5 mostra a distribuição dos tamanhos expe-
rimentados. O tamanho que mais vezes foi experimentado foi o M, seguido do S e de Blanks.
Quando o tamanho Size se encontra vazio (a que corresponde o valor blank), pode querer dizer
que o produto em questão não tem um tamanho associado. Exemplo disso são as carteiras ou os
guarda-chuvas. Por outro lado, pode querer dizer que o valor não se encontra preenchido devido a
algum erro ocorrido na inserção das caraterísticas do produto.
Relativamente ao atributo Price, os valores foram analisados, contudo os resultados obtidos
eram estranhos. Deste modo, foi questionado o respetivo processo de recolha dos dados. Concluiu-
se então que os valores originais foram substituídos por outros gerados aleatoriamente, por razões
de confidencialidade. Por isso, e tendo em conta que este não é um atributo essencial para os
objetivos do projeto, este foi ignorado.
Analisando agora o atributo MovementDate, a Figura 3.6 mostra um histograma com a dife-
rença temporal existente entre os registos. Esta análise é importante devido ao facto de não existir
nos dados informações relativas ao cliente que entrou no ponto de leitura. Desta forma, o estudo
dos tempos registados nas leituras das TagID ajudam a obter as provas efetuadas no ponto de lei-
tura. Como podemos observar na Figura 3.6, existem mais de 200 mil registos em que a diferença
temporal é inferior a 1 segundo. A frequência que detem um maior valor é a que contém as dife-
renças temporais entre 10 a 20 segundos. Por último, os 971 casos em que a diferença temporal é
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Figura 3.4: Frequência das cores experimentadas
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Figura 3.5: Frequência dos tamanhos experimentados
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Figura 3.6: Histograma da diferença temporal existente entre os registos
superior a 1 hora, incluem também os registos em que a loja não está em atividade, e por isso se
justifica que a diferença temporal entre registos seja na ordem das horas.
3.3 Limpeza dos Dados
Durante a fase de análise exploratória dos dados, detetaram-se algumas leituras erradas exis-
tentes no ficheiro. Tais registos eram relativos a várias leituras sucessivas com entradas e saídas
da mesma TagID, em intervalos de tempo muito curtos. As diferenças temporais chegavam a ser
muito pequenas, havendo até diferenças temporais na ordem dos milisegundos. A justificação
para tal acontecimento, prende-se com o facto de as leituras serem feitas através de antenas RFID,
uma tecnologia bastante sensível. Por alguma razão, durante a prova dos produtos no ponto de
leitura, a antena fez mais leituras do que aquelas que seria expectável. Uma razão para tal acon-
tecer prende-se com o facto de, por vezes, perto dos pontos de leitura existirem prateleiras com
produtos expostos. Pode acontecer, a antena de RFID começar a ler a TagID do produto que está
na prateleira, mesmo sem este ter sido levado para o ponto de leitura. Pode também acontecer, de
enquanto o cliente está a efetuar a prova, serem feitas várias leituras de entrada e saída de produtos,
quando na realidade eles continuam no ponto de leitura.
Assim foi necessário limpar os dados. Para tal seguiu-se o seguinte critério: foram eliminadas
registos sucessivos da mesma TagID que correspondiam à entrada e saída, em que o intervalo de
tempo entre o registo de saída e de entrada seguinte é inferior a 10 segundos. A Tabela 3.4 mostra
num pequeno exemplo como foi aplicado o critério para a limpeza das leituras erradas.
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Como pode observar-se na Tabela 3.4, as linhas 3 e 4 são eliminadas, pois correspondem a
um par IN-OUT sucessivo da mesma TagID, sendo que a diferença temporal entre o OUT anterior
(linha 2) e o IN seguinte (linha 3) é de pouco mais de 1 segundo. Já as linhas 5 e 6 da tabela não
são eliminadas, pois apesar de se tratarem da mesma TagID que os registos passados, a diferença
temporal entre o registo anterior é superior a 1 hora. Estas leituras são mantidas, pois assumem-se
como leituras pertencentes a uma prova diferente. Com isto, foram eliminados do conjunto de
dados 23.012 registos referentes a leituras erradas.
Durante a análise dos movimentos por TagID, foram ainda detetadas mais duas anomalias nos
dados. A primeira anomalia prendia-se com o facto de existirem registos de movimentos de TagID
onde o último registo era um IN, ou o primeiro registo era um OUT. Estes erros eram registados,
normalmente, no início e no fim do período de recolha dos dados. A segunda anomalia consistia
na existência de, para uma mesma TagID, um registo de dois movimentos IN ou OUT sucessivos.
Quando na verdade a sequência deveria ser um IN seguido de um OUT e vice-versa.
Foi então definida a seguinte classificação dos registos:
• válidos: quando o registo em causa se trata de um IN e anteriormente existe um registo para
a mesma TagID relativo a um OUT, ou vice-versa;
• inválidos: quando existem para a mesma TagID dois registos IN ou OUT consecutivos;
• excepções: quando existe um IN como último registo de uma dada TagID, ou um OUT
como sendo o primeiro registo. Isto pode acontecer no início ou no fim do período de
recolha dos dados.
Foram então criadas funções SQL, para proceder à limpeza dos registos errados, inválidos e
das excepções. Isto porque a limpeza exigia comparações de vários registos por forma a apurar se
um registo estava correto. Desta forma optou-se por recorrer à linguagem SQL, de forma a sim-
plificar a tarefa. Referente a registos inválidos foram eliminados 35.314 registos. Relativamente
às excepções foram eliminados 414 registos.
Globalmente, a tarefa de limpeza dos dados identificou um total de 58.740 registos errados.
Corresponde a 6,17% de registos errados no conjunto de dados.
Para a abordagem tradicional, através do operador Execute SQL presente no RapidMiner, foi
possível criar as tabelas e definir as funções em SQL. As funções de limpeza dos dados foram
executados utilizando o RapidAnalytics, sendo os resultados armazenados em tabelas na base de
dados PostgreSQL.
Já para a abordagem in-dabase, as mesmas funções foram definidas e executadas na pró-
pria base de dados PostgreSQL. Foram definidas as funções busca_erradas, busca_excepcoes e
busca_invalidas com o objetivo de selecionar os registos relativos a leituras erradas, a excepções
e a registos inválidos, respetivamente. Posteriormente as funções limpa_dados, limpa_dados_2
e limpa_dados_3 encarregavam-se de subtrair aos dados originais os registos encontrados pelas
funções anteriores. As funções SQL anteriormente descritas podem ser consultadas no Anexo A.
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3.4 Criação dos Cestos de Produtos
Os dados que serviram de base a esta dissertação não continham qualquer referência ao cliente
que experimentou um dado produto. Nem continham nenhuma referência que indicasse quando
se iniciava e/ou acabava uma dada prova. Por forma a tentar perceber quais teriam sido as provas
efetuadas pelos clientes na loja, foi necessário definir um critério que agrupasse os registos de
entrada e de saída de produtos no ponto de leitura em possíveis provas.
Os atributos que foram utilizados para a definição do critério foram o Location, o Movement-
Date e o Event. O critério escolhido é definido de seguida. Os dados são agrupados por Location,
sendo considerados registos pertencentes a um mesmo cesto aqueles cuja diferença temporal é
inferior a X minutos. O valor de X é um parâmetro que é definido antes do processo se iniciar,
podendo ter o valor que se desejar. Sempre que é detetado um registo com uma diferença temporal
igual ou superior a X minutos relativamente ao registo anterior, um novo cesto é iniciado. A Tabela
3.5 mostra um pequeno exemplo de como é aplicado este critério.
Outra condição que o critério respeita é o facto de que um novo cesto se inicia com um registo
de entrada. Ou seja, um registo em que o atributo Event seja igual a IN. Isto porque não faz sentido
que um novo cesto, que neste contexto corresponde a uma nova prova no ponto de leitura, se inicie
com um registo relativo à saída de um produto. A Tabela 3.5 mostra um pequeno exemplo de
como é aplicado este critério.
A diferença temporal escolhida (3 minutos) tem por base um conjunto de experiências realiza-
das. Foram testadas diferentes diferenças temporais (1 minuto, 2 minutos, etc.), sendo que o valor
escolhido foi aquele que pareceu mais consistente com os dados, com a área de negócio envolvida
e com a tarefa de data mining a desenvolver.
Como é óbvio, nenhum critério seria perfeito e nos daria os cestos tal e qual eles acontece-
ram na realidade. Com este critério não é possível capturar várias idas ao ponto de leitura por
um cliente numa sessão de compras. Outro acontecimento que também não é assegurado são as
entradas seguidas. Isto é, quando um cliente entra no ponto de leitura logo após a saída de outro.
Contudo, tentou-se definir um critério que fosse de encontro a cestos que pudessem ser utilizados
para sistemas de recomendação. É também de salientar que a seleção do valor do parâmetro X foi
feita com base em análises feitas ao cestos de produtos em conjunto com os peritos do domínio.
De seguida serão explanados os passos seguidos para a criação dos cestos de produtos em cada
uma das abordagens.
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Tabela 3.4: Exemplo do critério utilizado para a limpeza das leituras erradas
TagID Location Event MovementDate Diferença Temporal Eliminada
B00000000000000000100000 IN Ponto Leitura 1 2012-08-26 08:30:00,000 00:00:00,000 Não
B00000000000000000100000 OUT Ponto Leitura 1 2012-08-26 08:30:01,250 00:00:01,250 Não
B00000000000000000100000 IN Ponto Leitura 1 2012-08-26 08:30:02,500 00:00:01,250 Sim
B00000000000000000100000 OUT Ponto Leitura 1 2012-08-26 08:30:03,700 00:00:01,200 Sim
B00000000000000000100000 IN Ponto Leitura 1 2012-08-26 09:30:02,500 01:00:01,250 Não
B00000000000000000100000 OUT Ponto Leitura 1 2012-08-26 09:30:03,700 00:00:01,200 Não
B00000000000000000100001 IN Ponto Leitura 1 2012-08-26 09:45:23,700 00:15:20,000 Não
B00000000000000000100001 OUT Ponto Leitura 1 2012-08-26 09:47:54,950 00:02:31,250 Não
Tabela 3.5: Exemplo do critério utilizado para a criação dos cestos
TagID Event Location MovementDate Diferença Temporal Cesto
B00000000000000000100000 IN Ponto Leitura 1 2012-08-26 08:30:00,000 00:00:00,000 0
B00000000000000000100001 IN Ponto Leitura 1 2012-08-26 08:30:01,250 00:00:01,250 0
B00000000000000000100000 OUT Ponto Leitura 1 2012-08-26 08:30:02,500 00:00:01,250 0
B00000000000000000100001 OUT Ponto Leitura 1 2012-08-26 08:30:03,700 00:00:01,200 0
B00000000000000000100000 IN Ponto Leitura 1 2012-08-26 09:30:02,500 01:00:01,250 1
B00000000000000000100000 OUT Ponto Leitura 1 2012-08-26 09:30:03,700 00:00:01,200 1
B00000000000000000100001 IN Ponto Leitura 1 2012-08-26 09:45:23,700 00:15:20,000 2
B00000000000000000100001 OUT Ponto Leitura 1 2012-08-26 09:47:54,950 00:02:31,250 2
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Figura 3.7: Processo desenvolvido para a criação dos cestos de produtos
3.4.1 Abordagem Tradicional
A Figura 3.7 ilustra o processo desenvolvido no RapidMiner para criação dos cestos de produ-
tos. Através do operador Read Database, os dados são lidos a partir da base de dados. Estes são
agrupados por ponto de leitura e ordenados por data crescente. Em Calcular DeltaT são calcula-
das as diferenças temporais entre registos. Como pode ver-se na Figura 3.8, é utilizado o operador
Differentiate para realizar o cálculo. Em Calcular Cestos são calculados os cestos de produtos.
Através da utilização de macros, é criado um novo atributo chamado Cesto. Este é preenchido com
o valor da macro mediante o critério definido anteriormente: ou pertence ao cesto atual (mantém o
valor da macro), ou inicia um novo cesto (incrementa o valor da macro), assim a diferença tempo-
ral e o tipo de evento o justifique (ver Figura 3.9). Em Escrever Base Dados, os cestos encontrados
são guardados numa tabela da base de dados PostgreSQL (ver Figura 3.10).
Com este processo foram criados 50.932 cestos. O processo correu remotamente, usando
para o efeito a ferramenta RapidAnalytics. Posteriormente, foi necessário selecionar os cestos
que continham mais do que um produto diferente. Isto porque cestos com apenas um produto
não são úteis para criar recomendações. Tal número de produtos não é suficiente para o sistema
fazer recomendações fiáveis. Dos cestos anteriormente criados, 21.390 encontravam-se nestas
condições. Através de uma função SQL e recorrendo ao operador Execute SQL do RapidMiner,
foi criada uma nova tabela na base de dados contendo apenas os registos relativos aos cestos que
continham vários produtos diferentes. Desta forma, passaram a ser considerados para a geração
de recomendações 29.542 cestos.
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Figura 3.8: Cálculo das diferenças temporais entre registos
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Figura 3.9: Cálculo dos cestos de produtos
40
Caso de Estudo: Recomendação de Produtos na Área Têxtil
Nested Chain
Select Attribu...
exa exa
ori
Write Database
inp thrin
in
out
out
process
Figura 3.10: Inserção dos cestos de produtos na base de dados
3.4.2 Abordagem In-Database
Para calcular os cestos de produtos segundo o critério explanado anteriormente e exemplificado
na Tabela 3.5, a primeira tarefa a fazer é calcular a diferença temporal entre os registos. Foi então
criada uma função SQL, calcula_deltaT. Esta ordenava os registos por ponto de leitura e por
data de forma crescente. Posteriormente calculava a diferença temporal entre o registo atual e o
registo anterior a este. O resultado da função foi armazenado na tabela DeltaT. Seguidamente, a
função calcula_cestos, lia os dados da tabela DeltaT para criar os cestos de produtos. Enquanto a
diferença temporal se mantivesse abaixo dos 3 minutos, a função mantinha os registos num mesmo
cesto. Sempre que um registo tivesse uma diferença temporal superior a esse valor e que o registo
se tratasse de uma entrada no ponto de leitura, um novo cesto era iniciado. Com este critério foram
criados 50.932 cestos de produtos.
Posteriormente, e tal como na abordagem tradicional, foi necessário remover os cestos que
apenas continham um produto. Eram 21.390 os cestos que tinham de ser eliminados. Em primeiro
lugar, através da função busca_cestos_1item foram identificados quais os cestos que apenas tinham
um produto. De seguida, a função limpa_cestos preencheu uma nova tabela com os registos de
dados relativos a cestos com vários produtos diferentes. Em suma, passaram a ser considerados
para a geração de recomendações 29.542 cestos.
Os resultados obtidos pela abordagem in-database foram os mesmos que os obtidos pela abor-
dagem tradicional. A partir de ambas as abordagens, é possível calcular os cestos de produtos
segundo o critério definido. Desta forma, os resultados não colocam em causa nenhuma das abor-
dagens, pois ambas chegaram ao mesmo resultado.
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3.5 Geração de Recomendações
Depois de criados os cestos de produtos, os dados já se encontram preparados para se passar à
próxima etapa: a geração de recomendações.
O método escolhido para a geração das recomendações foi o algoritmo de indução de regras de
associação. Esta escolha prende-se com o facto de este ser um método conhecido para a realização
de análise de cestos de compras. Os exemplos mais comuns para explicar este método têm por
base um supermercado, com o objetivo de descobrir padrões de consumo. O contexto é bastante
semelhante ao desta dissertação, estando ambos os casos inseridos na área do retalho. Tais regras
são bastante úteis aos retalhistas para compreenderem os hábitos de compra dos clientes. Com
base nesse conhecimento, podem melhorar os processos para definir quais os produtos que devem
ser colocados à venda, qual a sua disposição na loja, qual a gestão de stocks que deve ser feita, etc.
[LSZ07].
No contexto desta dissertação, as regras de associação permitirão fazer recomendações aos
clientes tendo por base os padrões de consumo que ocorrem frequentemente. Desta forma, serão
recomendados produtos que normalmente são experimentados em conjunto com o produto que o
cliente se encontra a experimentar.
O algoritmo selecionado para a geração das regras de associação foi o Apriori. Esta escolha
deveu-se ao facto de este ser o único algoritmo para geração de regras de associação disponível
em ambas as ferramentas utilizadas em cada uma das abordagens (RapidMiner e MADlib).
De seguida é descrito o processo que foi desenvolvido para a abordagem tradicional e para a
abordagem in-database.
3.5.1 Abordagem Tradicional
A Figura 3.11 ilustra o processo desenvolvido na ferramenta RapidMiner para a criação das
recomendações a partir de regras de associação.
Através do operador Read Database os dados, já limpos e com os cestos criados, são lidos da
base de dados PostgreSQL. Em Trata Dados, os dados são preparados para a geração das regras de
associação. A Figura 3.12 mostra em detalhe as operações que são feitas. Os dados são recebidos
da base de dados segundo o formato ilustrado pela Tabela 3.6. Cada linha da Tabela 3.6 indica que
um dado produto (coluna ItemCode) está presente num dado cesto (coluna Cesto). Mas para gerar
as regras de associação o operador W-Apriori necessita que os dados estejam no formato ilustrado
pela Tabela 3.7. Cada coluna da Tabela 3.7 representa um produto e cada linha corresponde a um
cesto. Sendo c um cesto e p um produto, sempre que a célula c,p está preenchida a true significa
que o produto p está contido no cesto c. Para converter os cestos a linhas e os produtos a colunas
foi utilizado o operador Nominal to Numerical. Posteriormente foi necessário utilizar o operador
Aggregate por forma a agrupar as linhas do mesmo cesto numa só. Por fim o operador Numerical to
Binomial converte os valores das células para true ou false assim o produto esteja ou não presente
no cesto. O processamento realizado foi bastante demorado e pesado devido à cardinalidade do
número de produtos e de cestos. Desta forma foi necessário utilizar os operadores Materialize
42
Caso de Estudo: Recomendação de Produtos na Área Têxtil
Main Process
Read Database
out
Trata Dados
in
in
out
out
Regras Assoc...
in
in
out
out
inp res
res
process
Figura 3.11: Processo desenvolvido para a geração das regras de associação
Data e Free Memory por forma a gerar cópias esparsas dos dados e a libertar a memória que já
não era utilizada, respetivamente. Em Regras de Associação, são geradas as regras, utilizando o
operador W-Apriori. Este executa o algoritmo Apriori no RapidMiner (ver Figura 3.13).
Para correr o processo foi utilizada a ferramenta RapidAnalytics. A justificação para esta
escolha prende-se com o facto de o RapidAnalytics executar os processos sem se tornar lento
devido às limitações do computador. Além disso, a quantidade máxima de memória que pode ser
utilizada pelo RapidMiner em sistemas de 32 bits é limitada a 2GB. É assim recomendado o uso do
RapidAnalytics em combinação com o RapidMiner. Os processos são concebidos no RapidMiner,
mas executados no RapidAnalytics. Tentou executar-se o processo com todo o conjunto de dados
mas tal não foi exequível, devido à cardinalidade do atributo ItemCode (existem 18.270 itens
diferentes no conjunto de dados). Verificou-se não existir memória suficiente para processar esta
informação. Assim sendo, foi necessário dividir o conjunto de dados em várias partes, de forma a
tentar encontrar as regras de associação de cada parte dos dados. O critério escolhido foi fazer a
divisão dos dados pelo atributo Location. Com este critério pretende-se gerar regras de associação
Cesto ItemCode
0 09876543210000
0 09876543210001
0 09876543210002
1 09876543210001
1 09876543210002
3 09876543210000
3 09876543210002
Tabela 3.6: Exemplo dos dados vindos da base de dados
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Nested Chain
Nominal to Nu...
exa exa
ori
pre
Materialize Data
exa exa
ori
Aggregate
exa exa
ori
Materialize Da...
exa exa
ori
Rename by Re...
exa exa
ori
Rename by Re...
exa exa
ori
Free Memory
thr
thr
thr
thr
Select Attribu...
exa exa
ori
Numerical to ...
exa exa
ori
Materialize Da...
exa exa
ori
Free Memory ...
thr
thr
thr
thr
in
in
out
out
process
Figura 3.12: Preparação dos dados para a geração das regras de associação
Cesto 09876543210000 09876543210001 09876543210002
0 true true true
1 false true true
3 true false true
Tabela 3.7: Exemplo dos dados que devem ser fornecidos ao algoritmo Apriori
Nested Chain
W-Apriori
exa ass
Free Memory ...
thr
thr
thr
thr
in
in
out
out
process
Figura 3.13: Geração das regras de associação usando o algoritmo Apriori
44
Caso de Estudo: Recomendação de Produtos na Área Têxtil
1 W-Apriori
2
3 Apriori
4 =======
5
6 Minimum support: 0.01 (12 instances)
7 Minimum metric <confidence>: 0.2
8 Number of cycles performed: 20
9
10 Generated sets of large itemsets:
11
12 Size of set of large itemsets L(1): 57
13
14 Size of set of large itemsets L(2): 11
15
16 Best rules found:
17
18 1. 09876543220410=true 40 ==> 09876543211041=true 21 conf:(0.53)
19 2. 09876543211226=true 105 ==> 09876543211041=true 48 conf:(0.46)
20 3. 09876543211003=true 33 ==> 09876543210882=true 15 conf:(0.45)
21 4. 09876543210734=true 54 ==> 09876543210880=true 18 conf:(0.33)
22 5. 09876543210734=true 54 ==> 09876543211226=true 17 conf:(0.31)
23 6. 09876543211158=true 44 ==> 09876543210882=true 13 conf:(0.3)
24 7. 09876543210734=true 54 ==> 09876543210882=true 15 conf:(0.28)
25 8. 09876543211034=true 71 ==> 09876543210882=true 16 conf:(0.23)
26 9. 09876543213073=true 61 ==> 09876543211041=true 13 conf:(0.21)
27 10. 09876543211226=true 105 ==> 09876543210880=true 22 conf:(0.21)
Listagem 3.1: Amostra das regras de associação obtidas com o algoritmo Apriori
para cada um dos oito pontos de leitura existentes nos dados. Esta divisão faz também sentido
na perspetiva de negócio porque, sendo cada um dos pontos de leitura utilizado por segmentos de
clientes diferentes, espera-se que os padrões de consumo sejam também eles diferentes. Contudo,
não foi possível executar o algoritmo Apriori em todas as Locations existentes no conjunto de
dados devido a falta de memória. Para o Ponto Leitura 1 e para o Ponto Leitura 8 não foi possível
gerar regras de associação. Estes são os pontos de leitura com maior cardinalidade de ItemCodes,
sendo essa cardinalidade muito superior à dos restantes. Associando isso, ao facto de as conversões
de tratamento dos dados serem bastante pesadas, faz com que a tarefa de geração de regras de
associação se torne inexequível.
A título de exemplo, na Listagem 3.1, pode ver-se as regras de associação geradas pelo al-
goritmo Apriori para o Ponto Leitura 4. A partir da linha número 6 e 7, conseguimos saber que
o valor mínimo de suporte é de 0.01 e que o valor mínimo de confiança é de 0.2. A primeira
regra gerada encontra-se na linha número 18 e indica que de todos os cestos que contém o produto
com o ItemCode 09876543220410, 53% destes cestos também contém o produto com o ItemCode
09876543211041.
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1 SELECT * FROM madlib.assoc_rules(.001,
2 .2,
3 ’cesto’,
4 ’itemcode’,
5 ’cestoslimpos’,
6 ’public’,
7 TRUE
8 );
Listagem 3.2: Código SQL utilizado para a criação das regras de associação
3.5.2 Abordagem In-Database
Para a realização desta abordagem, foi instalada no PostgreSQL a biblioteca MADlib [HRS+12].
Utilizou-se o algoritmo Apriori para a geração das regras de associação. Este é o único al-
goritmo disponível na biblioteca MADlib para a realização desta tarefa. Para gerar as regras de
associação basta executar na base de dados o código presente na Listagem 3.2. A função as-
soc_rules contém sete parâmetros. O primeiro parâmetro corresponde ao valor mínimo de suporte
necessário para um conjunto de itens para ser incluído no resultado. O segundo parâmetro corres-
ponde ao valor mínimo de confiança que cada regra precisa de ter para ser incluída no resultado. O
terceiro e quarto parâmetros são os nomes das colunas que contêm o identificador da transação e
do produto, respetivamente. No contexto desta dissertação, uma transação corresponde a um cesto
de produtos que foi experimentado no ponto de leitura da loja. O quinto parâmetro é o nome da
tabela que contém os dados de entrada. Os dados de entrada devem seguir o seguinte formato: o
identificador da transação deve ser um número inteiro e o produto deve ser do tipo texto. O sexto
parâmetro é o nome do schema onde o resultado final será armazenado. Os resultados que contém
as regras são guardados na tabela assoc_rules que é criada no esquema da base de dados especi-
ficada. O último parâmetro é relativo ao verbose. Este determina se a saída contém comentários.
A função assoc_rules cria sempre uma tabela com o nome assoc_rules onde guarda os resultados.
Se se pretender executar a função novamente, sem se perder os resultados anteriores, é necessário
fazer uma cópia da tabela, por forma a ter várias tabelas com regras de associação.
Posteriormente, para ver as regras que foram geradas é necessário executar o código presente
na Listagem 3.3. São então apresentadas as regras geradas com as seguintes caraterísticas: ruleid
que corresponde ao número da regra gerada, pre que corresponde à premissa da regra, post que
correspode à conclusão da regra, support relativo ao valor de suporte que a regra tem, confidence
que contém o valor de confiança da regra, lift que contém o valor do lift e conviction que contém
o valor de convição da regra. Dada a regra X⇒Y, o lift consiste no rácio entre o suporte observado
e o suporte esperado de X,Y, assumindo que X e Y são independentes. Se o valor do lift for igual
a 1, o antecedente e consequente são independentes. Se o valor for menor que 1, estes têm um
correlação negativa. Valores de lift superiores a 1 indicam que o antecedente e o consequente têm
uma correlação positiva. A convição de uma regra é o rácio entre o suporte esperado e o suporte
observado de X que ocorre sem Y, assumindo que X e ¬Y são independentes. Uma convição
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1 SELECT * FROM public.assoc_rules
2 ORDER BY support DESC;
Listagem 3.3: Código SQL utilizado para a visualização das regras de associação geradas
superior a 1 significa que as previões incorretas de X⇒Y ocorrem com menos frequência do que
se essas duas ações fossem independentes.
A Tabela 3.8 ilustra uma amostra de um resultado obtido com esta função. Os valores presen-
tes nos atributos pre e post são os ItemCodes dos produtos. São os identificadores dos produtos
que vieram definidos nos dados. A título de exemplo, pode ver-se o seguinte a partir da regra com
ruleid igual a 1: através do valor de suporte sabe-se que a regra se aplica a 0,3% dos cestos. Isto
significa que dos 30.496 cestos existentes, em 91,48 cestos ambos os produtos estavam presentes.
Olhando para o valor da confiança, pode dizer-se que de todos os cestos que contém o produto
com o ItemCode 09876543217228, 32,16% destes também contém o produto com o ItemCode
09876543217207. O valor do lift de 18,8 indica que um cesto que contém o produto com o Item-
Code 09876543217228 está 18,8 vezes mais propenso a ter também o produto com o ItemCode
09876543217207, quando comparado com o cesto médio.
Tabela 3.8: Amostra das regras de associação obtidas na abordagem in-database
ruleid pre post support confidence lift conviction
1 [09876543217228] [09876543217207] 0.003016789 0.3216783 18.82899 1.449041
16 [09876543211699] [09876543211183] 0.002983998 0.2315522 14.35247 1.280329
14 [09876543211832] [09876543211183] 0.002623295 0.2253521 13.96816 1.270083
15 [09876543211675] [09876543211183] 0.002524921 0.2144847 13.29456 1.252511
13 [09876543211674] [09876543211183] 0.002131427 0.2321429 14.38908 1.281315
42 [09876543212374] [09876543211675] 0.001901888 0.2109091 17.91611 1.252363
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Capítulo 4
Discussão de Resultados
Esta dissertação tem como objetivo principal investigar as vantagens e desvantagens da uti-
lização de ferramentas de data mining integradas nos SGBD, realizando um estudo comparativo
sobre o esforço de desenvolvimento de um sistema de recomendação numa ferramenta tradicional
e numa ferramenta in-database mining.
Neste capítulo serão apresentados e discutidos os resultados obtidos na dissertação.
Depois de obtidos os modelos do sistema de recomendação, é chegada a altura de comparar
as abordagens. O estudo comparativo levado a cabo tem como parâmetros o esforço manual, o
esforço computacional e a qualidade dos modelos. O seu objetivo é investigar as vantagens e
desvantagens de cada uma das abordagens estudadas: a abordagem tradicional e a abordagem
in-database mining.
Visto que foi utilizado o mesmo algoritmo em ambas as abordagens, não será dado tanto
destaque ao desempenho do algoritmo. Vai ser dada uma maior importância ao esforço manual e
computacional envolvidos no processo de desenvolvimento das abordagens.
O capítulo está organizado da seguinte forma: a seção 4.1 descreve as ferramentas usadas em
cada uma das abordagens, a seção 4.2 aborda os parâmetros do esforço manual, a seção 4.3 avalia
o esforço computacional e a 4.4 compara a qualidade dos modelos de ambas as abordagens.
4.1 Ferramentas Utilizadas
Ambas as abordagens estudadas nesta dissertação utilizaram como Sistema de Gestão de Base
de Dados o PostgreSQL na versão 9.1.9.
Para a abordagem tradicional utilizou-se a ferramenta RapidMiner, versão 5.3.013, para fazer
a criação do modelo. Foram ainda adicionadas duas extensões ao RapidMiner. A extensão Series,
versão 5.3.000, foi adicionada por conter operadores úteis para efetuar alguns cálculos entre as
variáveis no processo de criação dos cestos de produtos. Já a extensão Weka, versão 5.3.001, foi
instalada por conter a implementação do algoritmo Apriori para o RapidMiner. Para correr os
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Figura 4.1: Tempo de desenvolvimento consumido na realização das tarefas
processos desenvolvidos no RapidMiner, utilizou-se a ferramenta RapidAnalytics, versão 1.3.008.
O RapidAnalytics tinha disponíveis 14 GB de memória.
Para a abordagem in-database foi instalada no PostgreSQL a biblioteca MADlib, na versão
1.4.
4.2 Esforço Manual
Esta seção é dedicada ao esforço manual que foi posto em prática para elaborar os modelos de
ambas as abordagens. O esforço manual engloba os seguintes parâmetros: o tempo de desenvol-
vimento gasto e as principais dificuldades encontradas no decurso da realização das tarefas.
A Figura 4.1 mostra o tempo dispendido em cada tarefa em cada uma das abordagens. O grá-
fico de barras apresenta as colunas com três cores distintas: a coluna com a cor verde representa
uma tarefa realizada para ambas as abordagens, as colunas a azul dizem respeito aos tempos re-
lativos à abordagem tradicional, e as colunas a vermelho são relativas à abordagem in-database
mining. Como se pode ver, a tarefa de Análise Exploratória dos Dados foi a única tarefa realizada
que serve ambas as abordagens. Esta análise foi realizada antes de qualquer outra tarefa, utili-
zando a ferramenta Excel, sendo o conhecimento daí extraído utilizado da mesma forma quer na
abordagem tradicional, quer na abordagem in-database.
De uma forma geral é fácil observar que a abordagem tradicional consumiu mais horas de de-
senvolvimento do que a abordagem in-database. Na tarefa Limpeza dos Dados, os procedimentos
SQL definidos eram iguais em ambas as abordagens. Assim sendo, para esta tarefa, a Figura 4.1
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mostra na coluna a verde o tempo consumido no desenvolvimento dos procedimentos. A azul e a
vermelho aparece o tempo consumido na implementação dos procedimentos em cada abordagem.
Na tarefa de Criação dos Cestos de Produtos, a abordagem tradicional continua a ser aquela
que requer mais tempo de desenvolvimento. A criação de um procedimento em RapidMiner e a
organização dos respectivos operadores pode parecer simples, mas requer tempo e conhecimento.
Neste procedimento perdeu-se bastante tempo nos operadores que definem as macros (variáveis
que guardam os valores dos registos) e nos que permitem definir ciclos por forma a realizar as
comparações necessárias. Para a abordagem in-database, a definição dos procedimentos SQL
para o cálculo dos cestos de produtos verificou-se ser uma tarefa sem grandes complicações.
Na tarefa de Limpeza dos Cestos, tal como na tarefa de Limpeza dos Dados, foram utiliza-
dos os mesmos procedimentos SQL em ambas as abordagens. Desta forma, para esta tarefa estão
representadas na Figura 4.1 três colunas: a verde relativa ao tempo de desenvolvimento dos pro-
cedimentos SQL, a azul relativa à implementação dos procedimentos na abordagem tradicional e
a vermelha relativa à implementação dos procedimentos na abordagem in-database.
Na tarefa de Geração das Recomendações, a diferença temporal registada é enorme. Enquanto
que na abordagem tradicional é necessário reunir um conjunto de operadores para converter os
dados e aplicar o algoritmo de geração das regras de associação, na abordagem in-database basta
definir um simples SELECT para executar o algoritmo Apriori, não sendo necessário aplicar qual-
quer operação de transformação aos dados anteriormente a isso.
Tendo em conta as várias tarefas realizadas, na abordagem tradicional, o maior esforço foi
colocar os dados no formato correto para o algoritmo Apriori utilizar para a geração das regras de
associação. Na abordagem in-database, o principal esforço foi limpar os dados, pois a aplicação
do algoritmo Apriori foi bastante simples de realizar.
As principais dificuldades encontradas na abordagem tradicional foram:
• na tarefa de criação dos cestos de produtos, existiram dificuldades na definição e atribuição
de valores às macros, de forma a realizar as comparações necessárias para a criação dos
cestos.
• na tarefa de geração das recomendações, durante a preparação dos dados para a geração
das regras de associação, a conversão dos dados para o tipo binomial (isto é, binário) por
vezes falhava por falta de memória. Foi necessário adicionar os operadores Free Memory e
Materialize Data para ser possível correr o procedimento.
• devido a falta de memória, não foi possível correr o procedimento de geração das regras de
associação com todo o conjunto de dados. Foi então necessário dividir o conjunto de dados
por Location, por forma a diminuir a cardinalidade de ItemCodes. Mesmo assim, não foi
possível gerar regras de associação para todas as Locations existentes no conjunto de dados.
Na abordagem in-database as dificuldades encontradas prenderam-se com questões técnicas,
relativas às configurações do PostgreSQL, tais como, permissões de utilizador e acesso à base de
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dados. Tais dificuldades foram superadas com o apoio técnico prestado pelo CICA (Centro de
Informática Prof. Correia de Araújo).
4.3 Esforço Computacional
Nesta seção será abordado o esforço computacional que foi exigido às máquinas para o de-
senvolvimento dos modelos. O esforço computacional tem os seguintes parâmetros: os tempos de
execução das tarefas realizadas, o número de linhas de código escritas e o número de operadores
do RapidMiner utilizados.
A Tabela 4.1 apresenta os tempos de execução obtidos nas tarefas realizadas em cada uma
das abordagens. A função insere_dados é responsável pela inserção dos dados, provenientes do
ficheiro Excel, na base de dados. As funções busca_erradas, busca_excepcoes e busca_invalidas
procuram as leituras erradas, os registos que são excepções e os registos inválidos, respetivamente,
que se encontram nos dados originais. Posteriormente, as funções limpa_dados, limpa_dados_2
e limpa_dados_3 tratam de inserir numa nova tabela os dados sem as leituras erradas, sem as
excepções e sem as leituras inválidas encontradas pela função anterior respectiva. As funções
calcula_deltaT e calcula_cestos apenas se aplicam na abordagem in-database. Na abordagem
tradicional estes cálculos foram efetuados no processo desenvolvido no RapidMiner (ver Figura
3.7). O tempo de execução apresentado na Tabela 4.1 relativo à tarefa de criação dos cestos de
produtos, foi o tempo que o processo desenvolvido no RapidMiner demorou a correr na ferramenta
RapidAnalytics. Para a abordagem In-Database,a função calcula_deltaT calcula a diferença tem-
poral entre registos sucessivos, e a função calcula_cestos utiliza esses valores para criar os cestos
de produtos. O resultado de ambas as funções são guardados em tabelas da base de dados. A
função busca_cestos_1item encontra os cestos que contêm apenas um produto e coloca-os numa
tabela. A função limpa_cestos insere numa nova tabela os registos relativos apenas aos cestos que
contém mais do que um produto diferente. A função madlib.assoc_rules aplica-se na abordagem
in-database para a geração das regras de associação. Na abordagem tradicional, as regras são
geradas a partir do processo desenvolvido no RapidMiner (ver Figura 3.11)
Em relação aos tempos apresentados na Tabela 4.1, para as tarefas Importar Dados para a BD,
Limpeza dos Dados e Limpeza dos Cestos, não vale a pena comparar os tempos de execução.
Isto porque estas tarefas utilizaram as mesmas funções SQL e os tempos registados em ambas as
abordagens são praticamente idênticos.
Já para a tarefa de Criação dos Cestos de Produtos, o tempo obtido pela abordagem in-database
é menor cerca de 4 minutos quando comparado com o tempo obtido pela abordagem tradicional.
Para a tarefa de Geração de Recomendações o tempo de execução obtido pela abordagem
tradicional é em muito superior ao tempo de execução obtido pela abordagem in-database. De
recordar que na abordagem tradicional, o conjunto de dados foi dividido, sendo as regras de as-
sociação geradas por Location. O valor apresentado na Tabela 4.1 para esta tarefa na abordagem
tradicional é o somatório dos vários tempos registados. A Tabela 4.2 enumera para cada Location
o número de ItemCodes existentes e o tempo de execução do processo.
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Tabela 4.1: Tempos de execução das tarefas realizadas
Tarefa Função Tradicional In-Database
Importar Dados para a BD
insere_dados 3:07 minutos 3:06 minutos
Total 3:07 minutos 3:06 minutos
Limpeza dos Dados
busca_erradas 10 segundos 10 segundos
limpa_dados 7 segundos 7 segundos
busca_excepcoes 39 segundos 38 segundos
limpa_dados_2 7 segundos 7 segundos
busca_invalidas 41 segundos 40 segundos
limpa_dados_3 12 segundos 14 segundos
Total 1:56 minutos 1:56 minutos
Criação dos Cestos de Produtos
calcula_deltaT - 59 segundos
calcula_cestos - 54 segundos
Processo RapidMiner 6:02 minutos -
Total 6:02 minutos 1:53 minutos
Limpeza dos Cestos
busca_cestos_1item 2 segundos 3 segundos
limpa_cestos 10 segundos 11 segundos
Total 12 segundos 14 segundos
Geração de Recomendações
madlib.assoc_rules - 32 segundos
Processo RapidMiner 29:22 minutos -
Total 29:22 minutos 32 segundos
Como se pode ver na Tabela 4.2, o aumento do número de ItemCodes existentes em cada
Location faz aumentar em muito o tempo de execução do modelo.
Foram utilizadas as mesmas funções SQL em ambas as abordagens. Na Tabela 4.3 é apre-
sentado o número de linhas de código escritas para cada uma das funções. A contagem de linhas
de código não se aplicam nas tarefas de Criação dos Cestos de Produtos e de Geração de Reco-
mendações, seguindo a abordagem tradicional. Isto porque estas tarefas foram desenvolvidas na
ferramenta RapidMiner, usando operadores que não envolviam código SQL. Desta forma, as fun-
ções SQL presentes na Tabela 4.3 que são relativas às tarefas de Criação dos Cestos de Produtos e
Geração de Recomendações apenas foram utilizadas na abordagem in-database.
Tabela 4.2: Tempos de execução obtidos no cálculo das regras de associação na abordagem tradi-
cional
Location Número de ItemCodes Tempo de execução
Ponto Leitura 1 13.175 -
Ponto Leitura 2 3.927 20:47 minutos
Ponto Leitura 3 1.527 1:34 minutos
Ponto Leitura 4 626 12 segundos
Ponto Leitura 5 1.125 38 segundos
Ponto Leitura 6 2.410 5:52 minutos
Ponto Leitura 7 1.083 19 segundos
Ponto Leitura 8 10.802 -
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Tabela 4.3: Linhas de código SQL escritas nas funções executadas na base de dados
Tarefa Função Linhas de Código
Importar Dados para a BD
insere_dados 6 linhas
Total 6 linhas
Limpeza dos Dados
busca_erradas 52 linhas
limpa_dados 9 linhas
busca_excepcoes 57 linhas
limpa_dados_2 9 linhas
busca_invalidas 53 linhas
limpa_dados_3 9 linhas
Total 189 linhas
Criação dos Cestos de Produtos
calcula_deltaT 20 linhas
calcula_cestos 14 linhas
Total 34 linhas
Limpeza dos Cestos
busca_cestos_1item 10 linhas
limpa_cestos 9 linhas
Total 19 linhas
Geração de Recomendações
madlib.assoc_rules 8 linhas
Total 8 linhas
Ainda assim, a título indicativo, a Tabela 4.4 apresenta o número de operadores utilizados pela
ferramenta RapidMiner, para o desenvolvimento das tarefas inerentes à abordagem tradicional.
4.4 Qualidade dos Modelos
Para avaliar a qualidade dos modelos gerados foram utilizadas como medidas os valores de
precision e recall. Estas são as medidas mais utilizadas para avaliar os modelos criados para
sistemas de recomendação.
O valor da precision indica-nos o valor da qualidade média de cada recomendação. Já o valor
do recall indica a percentagem de itens relevantes que são adivinhados.
A tarefa de avaliação dos modelos compreende os seguintes passos (ver Figura 4.2):
• separa-se o conjunto de dados num conjunto de treino e num conjunto de teste;
• com o conjunto de treino é gerado o modelo;
Tabela 4.4: Número de operadores utilizados pela ferramenta RapidMiner
Tarefa Número de Operadores
Importar Dados para a BD 1
Limpeza dos Dados 6
Criação dos Cestos de Produtos 18
Limpeza dos Cestos 2
Geração de Recomendações 16
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a, c, d 
a, f 
c, d, g, h 
a, h 
c, d, f 
Conjunto de Dados 
a, c, d 
a, f 
c, d, g, h 
a, h 
c, d, f 
Conjunto de Teste 
h 
c, f 
Observados 
a, c 
d, a 
Recomendações 
Avaliação do Modelo 
Conjunto de Treino 
a 
d 
Escondidos 
Algoritmo de Regras 
de Associação 
Aplicação do 
Modelo 
Figura 4.2: Avaliação do sistema de recomendação
• para cada cesto do conjunto de teste, esconde-se alguns produtos. Isto é, separa-se os pro-
dutos de cada cesto em observados e escondidos;
• é aplicado o modelo gerado com o conjunto de treino aos dados relativos aos produtos
observados para cada cesto do conjunto de teste;
• calcula-se os valores de precision e recall comparando as recomendações feitas para os
produtos observados com os produtos que foram escondidos.
Com isto pretende-se medir até que ponto, cada um dos modelos criados recomenda os produ-
tos que foram escondidos do cesto.
Desta forma, as fórmulas de precision e de recall são:
precision =
#(Escondidos ∩ Recomendados)
#Recomendados
(4.1)
recall =
#(Escondidos ∩ Recomendados)
#Escondidos
(4.2)
A precision consiste na divisão entre o número de produtos escondidos que foram recomen-
dados e o número de produtos que foram recomendados. Já o recall consiste na divisão entre
o número de produtos escondidos que foram recomendados e o número de produtos que foram
escondidos.
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Figura 4.3: Processo desenvolvido para a avaliação do sistema de recomendação
Para a abordagem tradicional desenvolveu-se um processo em RapidMiner com o fluxo de
trabalho apresentado anteriormente (ver Figura 4.3). Em Read Database os dados são lidos da
base de dados. Em Trata Dados os dados são transformados, ficando sob a forma de uma matriz
binária. No operador Split Data o conjunto de dados é separado num conjunto de treino (70%)
e num conjunto de teste (30%). Em Prepara, o conjunto de treino é preparado para ser utilizado
pelo algoritmo Apriori. O operador W-Apriori gera o modelo com as regras de associação a partir
do conjunto de treino. Em Obser-Escond os dados relativos ao conjunto de teste são tratados por
forma a separar os produtos de cada cesto em observados e escondidos. O operador Apply Associ-
ation Rules aplica o modelo gerado com o conjunto de treino no conjunto de teste, gerando assim
recomendações de produtos para cada cesto. Em Avaliação, para cada cesto, são comparados os
produtos recomendados e os produtos escondidos, para posteriormente o operador Generate Data
by User Specification calcular os valores de precision e recall do modelo.
Contudo, verificou-se um problema: o operador Apply Association Rules, que aplica o modelo
gerado no conjunto de dados de teste, não é compatível com o operador W-Apriori. Isto porque o
operador W-Apriori retorna as regras geradas num objeto do tipo WekaAssociator e o operador Ap-
ply Association Rules está à espera de um objeto do tipo RulesAssociation. Ainda se substituiu o
operador Apply Association Rules pelo operador Apply Model mas também não funcionou. No Ra-
pidMiner, a aplicação e avaliação do modelo apenas é possível utilizando o algoritmo FP-Growth.
Para isso basta alterar o operador W-Apriori pelos operadores FP-Growth e Create Association
Rules, conforme ilustra a Figura 4.4.
Para a abordagem in-database não foi possível fazer o cálculo dos valores da precision e do
recall. Isto porque a biblioteca MADlib apenas permite gerar regras de associação, não tendo
nenhuma função que permita aplicar um modelo gerado num outro conjunto de dados (conjunto
de teste).
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Figura 4.4: Avaliação do sistema de recomendação usando o algoritmo FP-Growth
O facto de não ser possível avaliar os modelos obtidos por cada uma das abordagens tem im-
pacto negativo. Seria interessante ter medidas como a precision e o recall para avaliar a qualidade
das recomendações obtidas. Ainda assim, a avaliação dos modelos não é uma questão essencial
no contexto desta dissertação, porque o algoritmo utilizado por ambas as abordagens é o mesmo,
ficando assim em aberto para trabalho futuro.
Visto não ser possível avaliar a qualidade dos modelos, foram comparadas as regras de asso-
ciação geradas por ambas as abordagens com o algoritmo Apriori. Os conjuntos de regras obtidos
são necessariamente diferentes, isto porque na abordagem tradicional as regras foram geradas para
cada um dos pontos de leitura, enquanto que na abordagem in-database as regras foram geradas
para todo o conjunto de dados. Isto porque na abordagem tradicional não foi possível gerar as
regras utilizando todo o conjunto de dados, sendo então necessário dividir o conjunto de dados
pelo atributo Location.
Em ambas as abordagens, as ferramentas utilizadas (RapidMiner e MADlib) produzem regras
que podem conter vários itens no antecedente e no consequente.
De modo a comparar de forma justa os conjuntos de regras obtidos, em cada uma das aborda-
gens foram geradas as regras de associação para cada um dos oito pontos de leitura existentes. Os
valores de suporte e confiança utilizados foram os mesmos em ambas as abordagens. Verificou-se
que as regras geradas eram praticamente as mesmas. Ao invés da abordagem tradicional, na abor-
dagem in-database foi ainda possível calcular regras de associação para o Ponto Leitura 1 e para
o Ponto Leitura 8.
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Capítulo 5
Conclusões e Trabalho Futuro
Este capítulo apresenta as conclusões encontradas com a realização desta dissertação, bem
como algum trabalho futuro que poderá ser realizado de forma a complementar o trabalho aqui
descrito.
O capítulo encontra-se organizada da seguinte forma: a seção 5.1 é dedicada às conclusões
enquanto que a seção 5.2 aborda o trabalho futuro.
5.1 Conclusões
Hoje em dia, vivemos num mundo onde existem cada vez mais dados, mais detalhados e pro-
venientes de mais fontes. As fontes vão desde os computadores pessoais, aos telemóveis, aos dis-
positivos móveis, passando pelos microprocessadores e chegando até aos sensores como o RFID.
O importante é saber utilizar toda essa informação armazenada por forma a gerar conhecimento
que seja utilizado para melhorar o negócio, para criar mais valor para o cliente, gerando assim van-
tagem competitiva para a organização. Mas na área têxtil as tendências mudam frequentemente,
ficando o sucesso das empresas dependente da velocidade de resposta a essas mesmas mudanças.
Com a quantidade de dados cada vez maior que é gerada pelas empresas e com as ferramentas de
data mining que temos ao nosso dispor, todo o processo de extração de conhecimento pode ser
automatizado. A questão que se coloca é saber como o fazer, que ferramentas utilizar. O objetivo
principal desta dissertação consistiu em comparar duas abordagens para a realização de tarefas de
data mining: a abordagem tradicional e a abordagem in-database. A dissertação foi realizada no
contexto de um caso de estudo, na área do retalho têxtil, tendo como tarefa o desenvolvimento de
um sistema de recomendação.
Após ter sido feita uma análise exploratória aos dados, foi realizado o mesmo conjunto de
passos em cada uma das abordagens. A inserção dos dados na base de dados corresponde ao
primeiro passo. Seguiu-se a limpeza dos dados, onde são eliminados os registos relativos a leituras
erradas, a exceções e a leituras inválidas. Posteriormente, foram criados os cestos de produtos
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tendo em conta o critério definido. O passo seguinte passou por limpar os cestos, ou seja, foram
eliminados os cestos que apenas contém apenas um produto, por não serem úteis para tarefas de
recomendação. Por fim, o algoritmo que gera as recomendações foi definido, chegando-se assim
à geração dos resultados.
As implementações feitas em cada abordagem funcionam e geram recomendações, se bem
que a implementação relativa à abordagem tradicional apresenta algumas limitações relativas à
cardinalidade de ItemCodes. O estudo comparativo realizado entre as duas abordagens revelou as
seguintes conclusões:
• foi consumido mais tempo no desenvolvimento do modelo seguindo a abordagem tradicio-
nal;
• a abordagem que regista melhores tempos de execução é a abordagem in-database;
• em relação à qualidade do modelo, em nenhuma das abordagens foi possível calcular os
valores de precision e recall. Em suma, é possível gerar as regras de associação em ambas
as abordagens, mas não é fácil fazer a sua aplicação e avaliação. No entanto, esta não é uma
questão essencial no contexto desta dissertação, visto que o algoritmo utilizado por ambas
as abordagens é o mesmo.
Na minha opinião, considero que o RapidMiner tem como pontos fortes, a vasta gama de
operadores existentes para a criação de modelos; a diversidade de extensões que podem ser adi-
cionadas à ferramenta base, aumentando assim as funcionalidades disponíveis; a capacidade de
comunicação com ferramentas externas e a facilidade de utilização.
Já em relação à biblioteca MADlib, considero que os seus pontos fortes são a boa documenta-
ção, a disponibilização de alguns exemplos de utilização dos algoritmos e a facilidade de utiliza-
ção. Contudo, considero que a MADlib apresenta alguns pontos fracos, como o facto de ser uma
biblioteca com uma gama de algoritmos pouco vasta. Além disso, a nível de utilização, a MADlib
exige que o utilizador tenha conhecimentos de bases de dados e da linguagem SQL.
A realização desta dissertação permitiu-me:
• conhecer e compreender melhor os sistemas de recomendação de hoje em dia;
• conhecer casos reais de utilização de sistemas de recomendação na área da indústria têxtil;
• aprender a trabalhar com o RapidMiner, o RapidAnalytics e com a biblioteca MADlib,
conhecendo assim as suas capacidades, funcionalidades e limitações;
• consolidar os meus conhecimentos sobre bases de dados relacionais;
• compreender as diferenças existentes entre cada uma das abordagens estudadas.
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5.2 Trabalho Futuro
Um dos problemas encontrados na abordagem tradicional, foi o facto de não ser possível
calcular as regras de associação para todo o conjunto de dados. E mesmo dividindo o conjunto
de dados pelo atributo Location, não foi possível calcular as regras de associação para o Ponto
Leitura 1 e para o Ponto Leitura 8. Isto deveu-se ao facto de as conversões necessárias fazer sobre
os dados serem pesadas e de existir uma gama muito vasta de produtos (atributo ItemCode). Assim
sendo, um primeiro ponto de trabalho futuro seria resolver este problema. Uma possível solução
passaria por eliminar os produtos com poucas observações. Muito provavelmente tais produtos
não participarão, e mesmo que participem terão pouco valor, não sendo interessantes na perspetiva
do negócio.
Outra questão que seria interessante estudar como trabalho futuro é a avaliação dos modelos
desenvolvidos.
Seria também interessante estudar a extensão Recommender [MAFBŠ12] para o RapidMiner
e a MADlib, por forma a tentar perceber se seria possível realizar este estudo utilizando outros
algoritmos para a geração das recomendações.
Por último, também se poderia realizar este estudo comparativo para outras tarefas de data
mining, como por exemplo clustering.
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Anexo A
Funções SQL Desenvolvidas
1 CREATE OR REPLACE FUNCTION insere_dados() RETURNS VOID AS $$
2
3 COPY dados
4 FROM ’C:/Users/Ana Isab/Desktop/Dados_de_interactividade.csv’
5 DELIMITER ’,’ CSV;
6
7 END;
8 $$ LANGUAGE plpgsql
Listagem A.1: Função SQL utilizada para inserir os dados na base de dados
1 CREATE OR REPLACE FUNCTION busca_erradas() RETURNS VOID AS $$
2
3 -- contador
4 declare i integer default 0;
5 declare fim integer default 0;
6
7 -- variaveis comparacao
8 declare a_tagId char(30);
9 declare b_tagId char(30);
10 declare c_tagId char(30);
11 declare a_eventType char(30);
12 declare b_eventType char(30);
13 declare c_eventType char(30);
14 declare a_utime bigint;
15 declare b_utime bigint;
16 declare c_utime bigint;
17
18 declare db_record RECORD;
19
20 BEGIN
21
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22 FOR db_record IN select * from Dados order by Linha, MovementUtime asc LOOP
23
24 if(i = 0) then
25 a_tagId := db_record.tagid;
26 a_eventType := db_record.eventtype;
27 a_utime := db_record.movementutime;
28
29 else if(i = 1) then
30 b_tagId := a_tagId;
31 b_eventType := a_eventType;
32 b_utime := a_utime;
33 a_tagId := db_record.tagid;
34 a_eventType := db_record.eventtype;
35 a_utime := db_record.movementutime;
36
37 else if(i >= 2) then
38 c_tagId := b_tagId;
39 c_eventType := b_eventType;
40 c_utime := b_utime;
41 b_tagId := a_tagId;
42 b_eventType := a_eventType;
43 b_utime := a_utime;
44 a_tagId := db_record.tagid;
45 a_eventType := db_record.eventtype;
46 a_utime := db_record.movementutime;
47
48 if(a_tagId = b_tagId and b_tagId = c_tagId
49 and ((a_eventType = ’IN’ and b_eventType = ’OUT’ and c_eventType = ’IN’)
50 or (a_eventType = ’OUT’ and b_eventType = ’IN’ and c_eventType = ’OUT’))
51 and (a_utime - b_utime) < 10) then
52
53 INSERT INTO LeiturasErradas VALUES(db_record.linha, db_record.tagid, db_record.
itemcode, db_record.familyname, db_record.description, db_record.color,
db_record.size, db_record.price, db_record.eventtype, db_record.location,
db_record.movementdate, db_record.movementutime);
54 END if;
55
56 END if;
57 END if;
58 END if;
59
60 i := i+1;
61 END LOOP;
62
63 END;
64 $$ LANGUAGE plpgsql
Listagem A.2: Função SQL utilizada para identificar as leituras erradas
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1 CREATE OR REPLACE FUNCTION limpa_dados() RETURNS VOID AS $$
2
3 BEGIN
4
5 INSERT INTO DadosLimpos
6 SELECT *
7 FROM Dados
8 WHERE Linha
9 NOT IN (SELECT Linha FROM LeiturasErradas);
10
11 END;
12 $$ LANGUAGE plpgsql
Listagem A.3: Função SQL utilizada para limpar as leituras erradas dos dados
1 CREATE OR REPLACE FUNCTION busca_excepcoes() RETURNS VOID AS $$
2
3 -- contador
4 declare i integer default 0;
5
6 -- variaveis comparacao
7 declare a_linha int;
8 declare a_tagID char(30);
9 declare a_itemCode char(30);
10 declare a_familyName char(30);
11 declare a_description char(30);
12 declare a_color char(30);
13 declare a_size char(30);
14 declare a_price real;
15 declare a_eventType char(30);
16 declare a_location char(30);
17 declare a_movementDate timestamp;
18 declare a_movementUtime bigint;
19
20 declare db_record RECORD;
21
22 BEGIN
23
24 FOR db_record IN select * from DadosLimpos order by TagID, Linha, MovementUtime asc
LOOP
25
26 if(i = 0) then
27 a_linha := db_record.linha;
28 a_tagID := db_record.tagid;
29 a_itemCode := db_record.itemcode;
30 a_familyName := db_record.familyname;
31 a_description := db_record.description;
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32 a_color := db_record.color;
33 a_size := db_record.size;
34 a_price := db_record.price;
35 a_eventType := db_record.eventtype;
36 a_location := db_record.location;
37 a_movementDate := db_record.movementdate;
38 a_movementUtime := db_record.movementutime;
39
40 else if(i >= 1) then
41
42 if(a_tagID != db_record.tagid) then
43
44 if(db_record.eventtype = ’OUT’) then
45 INSERT INTO LeiturasExcepcoes VALUES(db_record.linha, db_record.tagid,
db_record.itemcode, db_record.familyname, db_record.description,
db_record.color, db_record.size, db_record.price, db_record.eventtype,
db_record.location, db_record.movementdate, db_record.movementutime);
46 end if;
47
48 if(a_eventType = ’IN’) then
49 INSERT INTO LeiturasExcepcoes VALUES(a_linha, a_tagID, a_itemCode,
a_familyName, a_description, a_color, a_size, a_price, a_eventType,
a_location, a_movementDate, a_movementUtime);
50 end if;
51
52 END if;
53
54 a_linha := db_record.linha;
55 a_tagID := db_record.tagid;
56 a_itemCode := db_record.itemcode;
57 a_familyName := db_record.familyname;
58 a_description := db_record.description;
59 a_color := db_record.color;
60 a_size := db_record.size;
61 a_price := db_record.price;
62 a_eventType := db_record.eventtype;
63 a_location := db_record.location;
64 a_movementDate := db_record.movementdate;
65 a_movementUtime := db_record.movementutime;
66
67 END if;
68 END if;
69
70 i := i+1;
71 END LOOP;
72
73 END;
74 $$ LANGUAGE plpgsql
Listagem A.4: Função SQL utilizada para identificar as leituras excepções
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1 CREATE OR REPLACE FUNCTION limpa_dados_2() RETURNS VOID AS $$
2
3 BEGIN
4
5 INSERT INTO DadosLimpos2
6 SELECT *
7 FROM DadosLimpos
8 WHERE Linha
9 NOT IN (SELECT Linha FROM LeiturasExcepcoes);
10
11 END;
12 $$ LANGUAGE plpgsql
Listagem A.5: Função SQL utilizada para limpar as leituras excepções dos dados
1 CREATE OR REPLACE FUNCTION busca_invalidas() RETURNS VOID AS $$
2
3 -- contador
4 declare i integer default 0;
5
6 -- variaveis comparacao
7 declare a_linha int;
8 declare a_tagID char(30);
9 declare a_itemCode char(30);
10 declare a_familyName char(30);
11 declare a_description char(30);
12 declare a_color char(30);
13 declare a_size char(30);
14 declare a_price real;
15 declare a_eventType char(30);
16 declare a_location char(30);
17 declare a_movementDate timestamp;
18 declare a_movementUtime bigint;
19
20 declare db_record RECORD;
21
22 BEGIN
23
24 FOR db_record IN select * from DadosLimpos order by TagID, Linha, MovementUtime asc
LOOP
25
26 if(i = 0) then
27 a_linha := db_record.linha;
28 a_tagID := db_record.tagid;
29 a_itemCode := db_record.itemcode;
30 a_familyName := db_record.familyname;
31 a_description := db_record.description;
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32 a_color := db_record.color;
33 a_size := db_record.size;
34 a_price := db_record.price;
35 a_eventType := db_record.eventtype;
36 a_location := db_record.location;
37 a_movementDate := db_record.movementdate;
38 a_movementUtime := db_record.movementutime;
39
40 else if(i >= 1) then
41
42 if(a_tagID = db_record.tagid and ((a_eventType = ’IN’ and db_record.eventtype =
’IN’)
43 or (a_eventType = ’OUT’ and db_record.eventtype = ’OUT’)))then
44
45 INSERT INTO LeiturasInvalidas VALUES(a_linha, a_tagID, a_itemCode, a_familyName
, a_description, a_color, a_size, a_price, a_eventType, a_location,
a_movementDate, a_movementUtime);
46
47 END if;
48
49 a_linha := db_record.linha;
50 a_tagID := db_record.tagid;
51 a_itemCode := db_record.itemcode;
52 a_familyName := db_record.familyname;
53 a_description := db_record.description;
54 a_color := db_record.color;
55 a_size := db_record.size;
56 a_price := db_record.price;
57 a_eventType := db_record.eventtype;
58 a_location := db_record.location;
59 a_movementDate := db_record.movementdate;
60 a_movementUtime := db_record.movementutime;
61
62 END if;
63 END if;
64
65 i := i+1;
66 END LOOP;
67
68 END;
69 $$ LANGUAGE plpgsql
Listagem A.6: Função SQL utilizada para identificar as leituras inválidas
1 CREATE OR REPLACE FUNCTION limpa_dados_3() RETURNS VOID AS $$
2
3 DECLARE db_record RECORD;
4
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5 BEGIN
6
7 INSERT INTO dadoslimpos3 SELECT * FROM dadoslimpos2;
8
9 FOR db_record IN SELECT leiturasinvalidas.linha from leiturasinvalidas LOOP
10 DELETE FROM dadoslimpos3 WHERE db_record.linha = dadoslimpos3.linha;
11 END LOOP;
12
13 END;
14 $$ LANGUAGE plpgsql
Listagem A.7: Função SQL utilizada para limpar as leituras inválidas dos dados
1 CREATE OR REPLACE FUNCTION calcula_deltaT() RETURNS VOID AS $$
2
3 -- contador
4 declare i integer default 0;
5
6 -- variaveis comparacao
7 declare a_utime bigint;
8 declare delta bigint;
9
10 declare db_record RECORD;
11
12 BEGIN
13
14 FOR db_record IN select * from DadosLimpos3 order by Location, Linha, MovementUtime
asc LOOP
15
16 if(i = 0) then
17 a_utime := db_record.movementutime;
18 INSERT INTO DeltaT VALUES(db_record.linha, db_record.tagid, db_record.itemcode,
db_record.familyname, db_record.description, db_record.color, db_record.
size, db_record.price, db_record.eventtype, db_record.location, db_record.
movementdate, db_record.movementutime, 0);
19
20 else if(i >= 1) then
21 delta := (db_record.movementutime - a_utime);
22 INSERT INTO DeltaT VALUES(db_record.linha, db_record.tagid, db_record.itemcode,
db_record.familyname, db_record.description, db_record.color, db_record.
size, db_record.price, db_record.eventtype, db_record.location, db_record.
movementdate, db_record.movementutime, delta);
23 a_utime := db_record.movementutime;
24
25 END if;
26 END if;
27
28 i := i+1;
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29 END LOOP;
30
31 END;
32 $$ LANGUAGE plpgsql
Listagem A.8: Função SQL utilizada para calcular as diferenças temporais entre registos
1 CREATE OR REPLACE FUNCTION calcula_cestos() RETURNS VOID AS $$
2
3 -- numero do cesto
4 declare cesto integer default 0;
5
6 declare db_record RECORD;
7
8 BEGIN
9
10 FOR db_record IN select * from DeltaT order by Location, Linha, MovementUtime asc
LOOP
11
12 if(db_record.eventtype = ’IN’ and (db_record.deltat < 0 or db_record.deltat >=
180)) then
13 cesto := cesto+1;
14 INSERT INTO Cestos VALUES(db_record.linha, db_record.tagid, db_record.itemcode,
db_record.familyname, db_record.description, db_record.color, db_record.
size, db_record.price, db_record.eventtype, db_record.location, db_record.
movementdate, db_record.movementutime, db_record.deltat, cesto);
15
16 else
17 INSERT INTO Cestos VALUES(db_record.linha, db_record.tagid, db_record.itemcode,
db_record.familyname, db_record.description, db_record.color, db_record.
size, db_record.price, db_record.eventtype, db_record.location, db_record.
movementdate, db_record.movementutime, db_record.deltat, cesto);
18
19 END if;
20
21 END LOOP;
22
23 END;
24 $$ LANGUAGE plpgsql
Listagem A.9: Função SQL utilizada para calcular os cestos de produtos
1 CREATE OR REPLACE FUNCTION busca_cestos_1item() RETURNS VOID AS $$
2
3 BEGIN
4
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5 insert into Cestos1item
6 select *
7 from (select Cesto, count(distinct ItemCode)
8 from Cestos
9 group by Cesto
10 having count(distinct ItemCode) = 1) abc;
11
12 END;
13 $$ LANGUAGE plpgsql
Listagem A.10: Função SQL utilizada para identificar os cestos que apenas contém um produto
1 CREATE OR REPLACE FUNCTION limpa_cestos() RETURNS VOID AS $$
2
3 BEGIN
4
5 INSERT INTO CestosLimpos
6 SELECT Cestos.Linha, Cestos.TagID, Cestos.ItemCode, Cestos.FamilyName, Cestos.
Description, Cestos.Color, Cestos.Size, Cestos.Price, Cestos.EventType, Cestos.
Location, Cestos.Movementdate, Cestos.MovementUtime, Cestos.Cesto
7 FROM Cestos
8 WHERE Cesto
9 NOT IN (SELECT Cesto FROM Cestos1item);
10
11 END;
12 $$ LANGUAGE plpgsql
Listagem A.11: Função SQL utilizada para selecionar os cestos que contém mais de um produto
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