The solvability of polynomials by radicals: A search for unsolvable and solvable quintic examples by Beyronneau, Robert Lewis
California State University, San Bernardino 
CSUSB ScholarWorks 
Theses Digitization Project John M. Pfau Library 
2005 
The solvability of polynomials by radicals: A search for unsolvable 
and solvable quintic examples 
Robert Lewis Beyronneau 
Follow this and additional works at: https://scholarworks.lib.csusb.edu/etd-project 
 Part of the Algebra Commons 
Recommended Citation 
Beyronneau, Robert Lewis, "The solvability of polynomials by radicals: A search for unsolvable and 
solvable quintic examples" (2005). Theses Digitization Project. 2700. 
https://scholarworks.lib.csusb.edu/etd-project/2700 
This Project is brought to you for free and open access by the John M. Pfau Library at CSUSB ScholarWorks. It has 
been accepted for inclusion in Theses Digitization Project by an authorized administrator of CSUSB ScholarWorks. 
For more information, please contact scholarworks@csusb.edu. 
THE SOLVABILITY OF POLYNOMIALS BY RADICALS: 
A SEARCH FOR UNSOLVABLE AND SOLVABLE
, QUINTIC EXAMPLES .
A Project 
Presented to the 
Faculty of
California State University, 
San Bernardino
In Partial Fulfillment 
of the Requirements for the. Degree 
Master of Arts
in •
Mathematics
by
Robert Lewis Beyronneau 
June 2005
THE SOLVABILITY OF POLYNOMIALS BY RADICALS:
A SEARCH FOR UNSOLVABLE AND SOLVABLE
QUINTIC EXAMPLES
A Project 
Presented to the
Faculty of ■
California State University, 
San Bernardino .
by
Robert Lewis Beyronneau
June 20.05
Davida Fischman, Committee Member
Laura Wallace, Committee Member
Charles Stanton, Chair 
Department of Mathematics
Hwfl-eJh'
Terry Hallett, 
Graduate■Coordinator 
Department of 
Mathematics
ABSTRACT
Starting with the ancient Greeks, mathematicians 
searched for the answer to the question "Which polygons, are 
constructible with a straightedge and compass." As time 
passed, mathematicians began to utilize what is knownias . 
Abstract Algebra and Group Theory to answer this question. .
As a result, Field Theory was born. Using Field . 
Theory many new questions soon arose. One of them was 
"Which polynomials over Q were and were not solvable by 
radicals." The examination of this question led to the 
creation of Galois Theory. .
Great anticipation surrounded whether or not a typical 
quintic polynomial was solvable. When it was found through 
Galois Theory that a typical quintic polynomial Was not 
solvable, many mathematicians chose to study other topics. 
Most textbooks these days spend very little time on 
solvable quintics, giving very few examples, concentrating 
instead on the impossibility of solving a quintic by 
radicals.
As a result, I chose to center my research around . 
finding specific examples of quintics that were and were 
not solvable. In order to do this, I needed to extend my 
understanding from Galois Theory, and learn about, solvable 
groups. This new knowledge led me to a deeper ■
understanding of symmetric groups. This in turn, helped 
me devise a method for finding examples of solvable and 
unsolvable quintics.
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In the end, I have found eleven examples of quintics, 
some which are and are not solvable. I have also provided 
a method which one may use as a springboard for finding 
even more solvable and unsolvable quintics.
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( - CHAPTER ONE . •.
INTRODUCTION •
Throughout history mathematicians have sought to, 
classify which procedures can be carried out following 
certain rules.• This began with the early Greeks as they 
sought to determine,which polygons were and were not 
constructible with only a straightedge and compass. As 
time progressed, mathematicians continued this 
classification on a variety of topics. One such topic, 
which began to develop around the 1700's and 1800's was the 
solvability of polynomials by radicals.
Many great mathematicians worked to find out how to 
decide which polynomials were and were not solvable by 
radicals. Among them we have Cardano, Ruffini, Abel, and 
Galois. As a result of their work, it was discovered that 
every quadratic, cubic, and quartic are solvable by 
radicals, and that in general a typical quintic is not 
solvable. Sometimes throughout history when it is 
discovered that something cannot be done, interest in that 
topic ceases to exist and other questions that perhaps 
might be answered in that area are no longer asked. This 
is what happened in the case of the unsolvability of the 
quintic.
Great excitement and anticipation once surrounded the 
mystery of whether the quintic was solvable by radicals or 
not. While many great minds set forth to solve that 
problem, once it was proven that the general quintic is not 
solvable by radicals, the excitement that fueled the
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development of a new branch of mathematics called field 
theory, deflated and the topic of solvability by radicals 
of the quintic became less important.
As a result, in many textbooks, only the unsolvability 
of the quintic is considered, and other questions like:
Are there any quintics that are solvable by radicals? If 
so, can we predict whether a quintic will be solvable or 
not? What methods can we employ to determine whether a 
specific quintic is solvable?, are not discussed. These 
are the questions that fueled my research into the topic of 
the solvability of quintics.
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CHAPTER TWO
FIELDS AND THEIR EXTENSIONS
Before we can tackle such a topic like the solvability 
by radicals we need to get acquainted with some basic field 
and Galois theory.
Definition 2.1: A field is a set F with two 
operations called addition and multiplication such that:
(1) F is an abelian group under addition (with 
identity element 0);
(2) F*, the set of nonzero elements of F r is an 
abelian group under multiplication;
(3) multiplication is distributive over addition; 
that is, for any three elements a,b,c G F ,
</b + c) = ab+ac and (a + b)c = ac + be .
Throughout this paper we shall denote the additive 
inverse of aGFby -a. If aEF*, then a has a 
multiplicative inverse as well which we will denote as a-1. 
Lastly, we will always denote the multiplicative identity 
element by 1.
Definition 2.2: A subfield of a field £ is a subset
F such that:
(1) Fisa subgroup of E under addition and
(2) F* is a subgroup of F* under multiplication.
Clearly, a subfield of a field is itself a field.
Definition 2.3: A number field is any subfield of C.
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Note that clearly, Q and R are subfields of C, this 
means that Q and R are also number fields. We shall 
denote a subfield F of E by F E.
Proposition 2.1: Every number field contains Q .
Proof: Let F be a number field. Then, F is a 
subfield of C. We must show that F contains Q. Note 
that our additive and multiplicative identities do not 
equal each other, that is 0^1. However, 0 and 1 in this 
case are the real rational numbers, and they are in F.
Thus if we can show that 0 and 1 generate all of Q we will 
be done. However, Q is the field generated by Z, thus if 
we can generate any integer, we can then generate Q.
Since we know 1 is in F, we know by closure of addition 
that 1 + 1 is in F, and by our additive inverse we also know 
that (-l) + (-l) is in F. Thus by induction, for any nEZ, 
n-(±l) = ±(l + l + ...+ l)l£ F, thus for all n£Z, nEF. However,
this means that Z is contained in F. Now, any field 
containing a ring must contain the quotient field of that 
ring. Thus, F contains the quotient field of Z. However, 
the quotient field of Z is Q. Thus F contains Q. Thus 
any F <C contains Q . ■
Definition 2.4: If F <.E, then we say that E is an 
extension field of F.
Example 2.1: Since Q is a subfield of R, then R is 
an extension field of Q.
There are other extensions of the field Q.
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Example 2.2: The set =|z E C I z = a + bfl-,a,b Egj- is a
number field.
Proof: In order to show Q^y/2^ = |z E C I z = a + bf2',a,b E g}
is a number field, there are three things we must show:
<i) g(i£) is a subset of C.
(2) Q(^) is a subgroup of C under addition, and
(3) is a subgroup of C* under multiplication.
Let us begin by showing (1) offl} is a subset of C.
Since elements in olft] are of the form a+fr\l2 where a 
and b both come from Q which is a subfield of C, clearly 
e(^) is a subset of C .
Next let us show that (2) is a subgroup of C
under addition.
To do this we must show that Q^y/2^ has additive 
closure, that the associative property holds in Q(yf2}, that 
there is an additive identity for Qffty , and that inverses 
exist for every x in . The associative property holds
in <2(a£) since is a subset of C.
Now we look to show the other three properties. Let 
x and y be in such that x=a + bfl and y^c + dyfl.
Then x + y = a + bf2 + c + dyfl ={a + c) + (b + (fyflE. (ff2^ . Thus, 
x + yEQ^, and is closed under addition. The
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additive identity of Q\y2j is 0 since for all x = + m
, x + 0 = a + b‘\f2=Q + a + b'f2=0 + x . Lastly, inverses exist
in Q^, since for all x=a+b-yj2 in , there exists a
—x = -a-b^l2 , such that. x + (-x) = a + b^f2 + (-a-b"\/2j = 0 . Thus,
<2^ is a subgroup of C under additioni
Lastly, let us show (3) is a subgroup of C*
under multiplication. ; ■
To do this we must show that has multiplicative
closure, that the associative property holds in ,
that there is a multiplicative identity for Q(yf2} *, and
that inverses exist for every x in g(a^)*• The associative
property holds in since is a subset of C*.
Now we look to show the other three properties.
Let x and y be in g(a^) * such that x = a + b-Jl and 
y = c + d-yfl with a and b not both zero, and c and d not both 
zero. Then xy = (a + b“\^^c + d*\f2j = (ac + 2bd) + (ad+ bc^JI£ - {o} ,
thus xy EQ^yfl}*, hence is closed under
multiplication. The multiplicative identity of Q{yf2}* is 1 
since for all x=a + b^/2 in
x-'l={a + b-)2j-l= a + b'fl =l-[a + b-\f2j = l’x . Lastly, inverses exist
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in since for all x = a + b^2 in , there exists
a x_1 =-7-^—7—[—5— such that. .
a -2b2 \a-2b2) - . . , . ■
a + b-^2 {.a2 -2b2\
V 1 - i[a2-2b2) . [a -2b^) = 1.
Thus, is.a subgroup of C* under
multiplication. Therefore by (l)-(3), the set
= {z £ CI z = a + b'faajy E: is a number field. Clearly,,
Q^) contains Q. Thus, • is an extension of g.H
Example 2.3: A very similar proof will show that the
set <2(i)={zeClz =a + bi-,a,bEQ} is also a number field (mainly 
by replacing with i. Thus, <2(z) is an extension of Q.
Proposition 2.2: If F is field and the field E is , 
an extension of F, then E is a vector space oyer F.
Proof: In order to show this we must show that:
(1) E is an abelian group under addition, .
(2) for all fi and a in F and x in £ , fi(ax) = (fia)x
(3) for all fi and a in F, x and y in E, ■
j8(x + y) = fix + fiy and (fi+a}x = fix+ax, and .
(4) for all fi in F lfi = fi . .
Let us start by showing (1) E is an abelian, group 
under addition. * .
Since E is a field, then E is an abelian group under 
addition. . ...
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Now let's show (2) for all jS and a in F and x in E, 
ftfax) = (/3a)x . . \ .
1. ■ • j • ‘ ' • . ■ , '
Since F is a subfield of, the field E _ and 
multiplication is associative for all /3 and a in F and x; 
in E, I3(ax) = (j3a)x. ' ,
Moving on, let us show (3) for all fi and a in F, x 
and y in E ., /3(% + y) = foc + fiy and (/3 + a)x =/3x + cet . , ,
Since F is a subfield Of E and E itself is a field,
the distributive properties hold, thus,for all (3 and a in
F , x and y in E , fi(x + y) = fix + (3y and (/? + «)x = j3x + ax .
Lastly, let us show (4) for all j3 in F 1/3-/3.
Since F is a subfield of E and the identity exists 
in both £ * and F*, and. they are the same identity, 1/3 =/3.
Thus, any extension of a field is a vector space over 
that field. That is, if F is a field and the field E is 
an extension of F, then E is a vector space over F.B
This means that any extension over Q is also a vector 
space over Q. Thus, and <2(z) are also vector spaces
over Q.
Once you start extending fields we can create a tower 
of fields like those in Figure 1.
I
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Figure 1. Field Towers
Now once we have established that there are extensions 
of fields, we might ask is there is a way to order the 
fields in size. This idea leads us right into our next 
chapter.
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CHAPTER THREE
ORDERING THE EXTENSIONS
The basic tool for ordering the extensions is called 
the degree of the extension and will be denoted [F:F].
That is, [F:F] will stand for the degree of the extension 
E over F. [2s':Z?’] is defined as the dimension of the vector 
space E over F. That is, = dimFE . If an extension
field £ of a field F is a finite dimensional vector space 
over F, then E will be called a finite extension of F.
In our first tower of Figure 1, we looked at three 
fields that also happen to be vector spaces over <2; C,R, 
and Q. In this example, [F:<2] and are infinite since
the number of elements in a basis for R over Q and C over 
Q respectively, is infinite. However, [C:/?]=2 since a 
basis for C over R is {l,i}. In our second tower of Figure 
1, both [g(-^):<2] and [q(z):<2] =2, since the bases for them
over Q are and {l,z} respectively.
Definition 3.1: Let fl be an element of E, an 
extension field of F. We denote F(/3) to be the smallest 
subfield of E containing both F and ft .
F(fi) is called the field obtained by adjoining to 
F. We may also characterize F(/3) as the intersection of
10
all the subfields of E which contain (3 
by the subfield of E obtained by
hh-
1 f-v/3Example 3.1: Let yo = e7jd^= -—+ —— •
and F. We denote
adjoining a to
Then the set
S={z£C\ z= a+bar,a,b &Q} is an extension of Q of degree 2 
and equals <2(<u). . . ; ,
Proof: In order to show this, there are three things
we must show. ■*,
(1) S' is . a subset of C .
, (2) S is a subgroup of C under addition, and
(3) 5* is a subgroup of C* under multiplication.
Let us begin with (1) S' is a subset of C.
Since elements in S are of the form a + bco where a and
b both come from Q which is a subfield of C, clearly S is 
a subset of C.
Now let us show (2) S is a subgroup of C under 
addition.
To do this we must show that S' has additive closure, 
that the associative property holds in S', that there is an 
additive identity for S, and that inverses exist for every 
x in S'.
The associative property holds in S, since S' is a 
subset of C. Now we look to show the other three 
properties. Let x and y be in S such that x = a + bco and 
y=c + dco. Then x + y =a + bco + c + dco = (a + c) + (b + d)co€z S , thus 
x + yGS, hence S is closed under addition. The additive
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identity of S is 0 since for all x=a + bco in S, 
x + 0 = a+bm=0 + a+bco = 0 + x. Lastly, inverses exist, in S,
since for all x = a + baES, there exists a -x = -a-ba>, such 
that x + (-x) = a + ba) + (-a-b(0) = O. Thus, 5 is a subgroup of C
under addition. . .
(3) 5* is a subgroup of C* under multiplication.
To do this we must .show that Sf.has multiplicative
closure, that the associative property holds in S*, that 
there is a multiplicative identity, for S*, and that 
inverses exist for every x in 5*. The associative , 
property holds in S* since S* is a subset of C*. Now we 
look to show the other three properties.
Let x and y be non-zero elements of S* such that
thus, xy= (ac - bd) + (ad+ be -bd)a>€E S* , hence xyE5*, therefore
5* is closed under multiplication. The multiplicative 
identity of S* is 1 since for all x=a + ba> in 5$, ■
x-l=(a + Z?i»)-l = a + bc0 = i-(g + b(o) = t- x .
Lastly, inverses exist in Q(o 
x = a + bcoEQ(a))*, there exists a x”1
such that
12
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X • X (a + bco)
a-b
* ' "T
a -ab + b
b
a -ab + b2
a-b-bm \ 
a2 -ab + b2 /
a2 - ab - abco + abco - b2co - b2co2\(a2 - ab - b2co -b2(-l - co)' 
a -ab + b2 / I a2 -ab + b2 ,
'a2 - ab-b2co + b2 + b2co f a2 -ab + b2'
a2-ab + b2 , \a2 -ab + b21
Thus, 5* is a subgroup of C* under multiplication.
Therefore by (l)-(3), the set S is a number field.
Now since 5 is a number field, it contains Q. Thus, S is 
an extension of Q. Also since S is an extension of Q, it 
is a vector space over Q and has a basis. One basis for S 
over Q is the set {l,co} . Thus = 2. Therefore,
S = {zE: C \ z = a + bco-,a,bE Q} is an extension of Q of degree 2. 
Now coES, so 2(ffl)C5. On the other hand if a + bcoES, we 
have that a + bcoE Q(co). Thus, S = (/co) I
So we have now seen four examples of finite extensions 
over a field, all being of degree 2. Are there any of 
higher degree? Can we manufacture some from the ones we 
have looked at? Let us look at a very important 
proposition.
Proposition 3.1: If D is a finite extension of E 
and £ is a finite extension of F, then D is a finite 
extension of F. Furthermore [£>:F] = [D:F][F:F].
13
Proof: Let A = {a15a2,...,c(m} be a basis for E over F, 
and let B = {fa, fi2,be a basis for D over E. We hope to 
show that the set C = 11^ i =£ m,l<, j <, n} is a basis for D
over F.
To do this we must show that:
(1) C spans D over F and
(2) C is linearly independent. .
Let us begin with showing (1) C spans D over F.
Suppose 6ED. Using the basis B, we have 
d = 5j31 + <52/32 + ...<5n/?n,<5iE £ . Each of the elements <5;E E , 
i = can be written as <5; = cjlal + cl2a2 + ctj E F . If we
substitute this expression into the latter expression we 
end up with
n m
CijCijPifCijEiF. Thus C spans D over F, since any
1=1 j=l
element of D over F can be written as a linear combination
of elements of C.
Now let us show that (2) C is linearly independent.
Suppose that there is a linear relation among the 
elements of C with coefficients in F such that
n m
1=1 7=1
We will show that this sum is a linear combination of 
basis elements in B. Since it equals zero, the 
coefficients must equal zero.
In fact, we can consider this sum as a linear 
combination of elements in B with coefficients
= cfla, +ci2a2 + ...cimam,. Thus, this means each
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S, = cilal + cao.2 + ...cimam = 0 but because each of the a.'s are 
linearly independent this implies that each of the c;j 's are
rt m
zero for i = l,2,..xi and j = l,2,...m. Thus EScyaA=0=>ci/=0 for
. . ■ ' ' /'’1 J=l , '
i = \,2,..n and j = 1,2,...m . Hence, C is linearly independent.
Since we have shown that C is a linearly independent 
spanning set for D over F; thus it is a basis for D Over 
F. . ' . ' ’/
Since C has a finite number of elements, it follows 
that D is a finite extension of F, thus 
[D:F] = [F>:F][F:F] = mn
Example 3.2: Let us consider Q^j2,i^ over the field
Q. A typical element of Q[j\f2,ij is x=a + b^2 + ci + diifl, a,b,c ,
and d in Q. Thus a basis for over Q is jl, •
Thus
[g(A/):g]=4. '
In this case we get a partially ordered set of fields 
instead of a field tower, which we will call a vax. Now 
let us look at this vax as shown in figure 2 below.
X
Figure 2. Field Vax
J
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In this field vax, we first saw that [<2(a^):*2] = 2 and 
[<2(z):(2] ==2. Next we can verify that <2( a/2,A^)] =2 using 
the basis and that ,ZJ:<2(Z)| = 2 using the basis
{-^2,iA^i} • Thus utilizing Proposition 3.1 we get that 
'dal=4.
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CHAPTER FOUR
POLYNOMIALS '
We now turn our focus to polynomials over a field.
Definition 4.1: A polynomial over a field F in the 
indeterminate x is an expression of the form c0 +cpc + ... + cnx", 
where cQ,cv...,cn are elements of F, called the coefficients 
of the polynomial. ..
The largest k for which ck#Q is called the degree of 
f (denoted deg/), and ck is called the leading coefficient 
of /. If all coefficients of / are zero, we write / = 0 
and do not assign a degree to / .
Example 4.1: /(x) = 10 + 7x + x2 is a polynomial over Q,
Rr and C of degree two.
Example 4.2: g(x) = 1 + 2ix + x2 is only a polynomial over
C since the coefficient 2z does not exist in Q or R.
Definition 4.2: A polynomial / over F of positive 
degree which can be factored as f = gh where g and h are 
polynomials over F of positive degree is called reducible 
over F; a polynomial of positive degree which cannot be 
factored is called irreducible over F.
Note that any polynomial of degree 1 is irreducible. 
Proposition 4.1 on the next page shows that irreducible 
polynomials behave like prime numbers.
Example 4.3: /(x) = x2 + l is irreducible over Q and R
yet reducible over C since /(x) = x2 +1= (x + z)(x-z).
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Example 4.4: /(x) = x2-2 is reducible over R and C
since ./(x) = x2-2 = (x + V2)(x--\/2^ , yet irreducible over Q .
. Definition 4.3: Any polynomial with leading 
coefficient 1 will be called a monic polynomial.
Proposition 4.1: Every polynomial over a field can be 
factored as a product of irreducible polynomials in a way 
which is unique except for the order and multiplication of 
factors by constants.
Example 4.5: Let /(x) = x4+l. Then f is irreducible 
over Q but reducible uniquely over £?(z) as (x2 + zj(x2-1), is 
reducible over as (x2 + -fix + lj(x2 - y{2x + ij, and is
reducible over as (x + z'-\/z)(*-i'7*)(* + - *\^) •
Eisenstein Irreducibility Criterion: Let f be a
polynomial over Q with integral coefficients, say
/(x) =c0 + c1x + ...+ cnx". if there is a prime number p such 
that p divides every coefficient of f except cn, and p2 
does not divide c0, then f is irreducible over Q .
Proof: Assume f is not irreducible over Q. Then 
f = gh, and the coefficients of f can be expressed as 
c, = ajbk and suppose p | c(. for i = 0,1,...,n-1 but p does not 
divide cn and p2 does not divide c0. Since p | c0 = ajb0 but p2 
does not divide c0, we have that p | a0 or p | bQ but not both. 
Suppose p | a0 but p does not divide bG. Since p\clf we have 
p\ai, since cx=aQbl + aibQ and p | a0 but p does not divide b0.
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If we continue this way we will find that p | , for all j.
Thus p | c, for all I, but this is a contradiction since p 
does not divide cn. Thus f must be irreducible.■
Example 4.6: Let /(x) = 2x3+9x2+ 15x + 3 .. Then by the 
Eisenstein Criterion with p=3, f is irreducible over Q 
since 3 divides all coefficients except 2 and 9 does not 
divide 3.
Sometimes the Eisenstein Irreducibility Criterion 
cannot be applied directly to a polynomial f, but when we 
compose the polynomial with a linear transformation x-h, 
we get a polynomial g to which the Eisenstein criterion 
does apply. Since a factorization of f will produce a 
factorization of g, we have that f is irreducible if g is 
irreducible. This procedure is illustrated by the 
following example.
Example 4.7: /(x) = 4x3 - 3x - — is irreducible over Q.
First we multiply /(x) by 2 so that it will have integral 
coefficients, this yields g(x) = 8x3-6x-1. (
Clearly, at this point g(x) can not be proved to be
irreducible using the Eisenstein criterion, thus we apply 
the linear transformation x-»x-l and see if this helps.
Applying this linear transformation we obtain
g(x -1) = 8(x -1)3 -6(x-l)-l=8x3-24x2 + 18x-3 . Now 3 is a prime 
that divides all the coefficients except 8, while, 9,. 
which is our prime squared, does not divide 3, thus by the
19
Eisenstein Criterion g(%-l) is irreducible over Q which
implies that /(%) = 4x3 -3x- — is irreducible over Q
Example 4.8: Let $p(x) = l + x + x2 + ...+ x/’"1, where p is 
prime, show that C’/J(x) = l + x + x2 + ...+ x/’-1 is irreducible 
over Q .
Let us consider <E>/?(l + jt) = l + (l + %) + (l+x)2 + ...+ (l+x)/’1. If 
we expand and gather terms we will see that
®fi + x)=p + ...+ ^^xk + ...+xp~1,
but this means that p | c0,C[,...,cp_2 , but does not divide 
and p2 does not divide p=c0, thus $p(l+x) is irreducible by 
the Eisenstein Criterion, which implies that ^(x) is 
irreducible over Q.R
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CHAPTER FIVE .
THE ROOTS OF POLYNOMIALS
Now that we have gotten acquainted,with polynomials 
over a given field, we may begin to wonder about the 
properties of the roots of these polynomials.
Definition 5.1: Let £.- be an extension field of the 
field F. An element a of E is algebraic over £ if a is 
a root of some polynomial with coefficients in F. If 
every element of £■' is algebraic over £, then £ is called 
an algebraic extension of F.
Example 5.1: If we take £ to be Q[yf2) and £ to be
Q, then is algebraic over Q, since is a root of 
x2-2 which is a polynomial over Q. Similarly, i is 
algebraic over Q by taking £ to be Q(i) f since z is a root
of x2+1 which is a polynomial over Q .
Definition 5.2: Let a be an element of the extension 
field £ of the field £, and suppose a is algebraic over 
£. Among all the polynomials over £ of which a is a 
root, let f be one with the lowest degree. Then f is 
called a minimal polynomial for a over F.
Proposition 5.1: If f is a minimal polynomial for a 
over £ then
(1) / is irreducible over £, and
(2) / divides any polynomial over £ having a as a
root.
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Proof: Let us first start with (1) f is irreducible 
over F.
Let f be a minimal polynomial for a over F. Assume 
f is not irreducible over -F. Then f = gh, and since 
/(a) = 0 then we must have g(a)=0 or Zz(a) = O. If this 
factorization is nontrivial then we have that the degg<deg/ 
and deg/z<deg/ but this contradicts that f is minimal, thus 
f is irreducible. , 1 ,
Now let us show (2) f divides any polynomial over F 
having a as a root.
Now suppose p{<a) = 0, p any polynomial over F having a 
as a root. Using the division algorithm then p = qf+r where 
either r(x) is equivalent to the zero polynomial or r(x) is 
not equivalent to the zero polynomial. If r(x) is not 
equivalent to the zero polynomial then since /?(a) = 0 this 
means that p(a) = q/(a) + r(a)= r(a) = 0 . But this means, since 
degr<deg/ that /(x) would not be, a minimal polynomial for a 
over F , which contradicts that / is minimal. Thus, r(x) 
is equivalent to the zero polynomial in which case p = qf, 
which means f\p . Thus if f is a minimal polynomial’ for a 
over F then (1) f is irreducible over F, and (2) f -
divides any polynomial over F having a as a root."
Note that one result from the preceding proposition is 
that two minimal polynomials for a over F differ only by a
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constant factor. We define the minimal polynomial to be 
the unique monic polynomial among minimal polynomials.
Example 5.2: Find the minimal polynomial of iy/2 over 
Q and over 2(-\^ .
In this case the same polynomial will work for both Q 
and since the minimal polynomial is x2 + 2.H
The next example shows that the minimal polynomial may 
differ depending on over which field we consider it.
Example 5.3: Find the minimal polynomial of 
over Q and over •
First for the minimal polynomial over • The
technique is to take powers of ^+a/3 and see if there is 
some combination with a minimal power that will allow 
-\^+-\/3 to be a root. In this case a quadratic will 
suffice, namely /(x) = x -2‘\f2x -1, since
+ = + ‘ftf-2fi(f+j3)-l = 2+3 + 2t6-4-2^-l = 0.
Thus, /(x) = x2 - 2yj2x -1 
over . This is
is the minimal polynomial for a/2 + -J3 
because a monic degree one polynomial
will have to be x - , which does
coefficients in Q. Since the minimal 
is of degree two and is not over
not have
polynomial over , 
Q no other monic
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degree two polynomial g(x) over Q can have ■\^+<\/3 as a 
root. Otherwise, g(x) = /(x) as g(x) is also a polynomial 
over q(a^) and §(*) should be a constant multiple of /(x).
We begin our search for the minimal polynomial one 
degree higher. Let g(x) be the minimal polynomial for 
A^T+a/^ over Q, then f^>, by Proposition 5.1 (ii), because 
g(x) is also a polynomial over Q.(yf2) . Thus we need to have
/(x) = x2 -2a/2x -1 as a factor. Hence, a monic degree three 
polynomial over Q will have the form (x-a)/(x), with aEQ, 
which does not have coefficients in Q. Therefore we can 
conclude that g(x) can not have degree three.
We find that g(x) = (x2 -2a/2x-l)(x2 + 2\f2x-lj.= x4 - 10x2 +1 is
the minimal polynomial for a/2 + a/3 over Q, since g(x) is 
monic,
/tJ2 + VT) = o((a£ + A^")2 + 2>/2(a/2 + a/3) -l) = (a/2 + -1()(a/2 + ‘xfif +1 = 0,
and any polynomial with lesser degree cannot have 
coefficients in Q ...■
Proposition 5.2: If £ is an extension field of F 
and PEE is algebraic over F, then F(/3) is a finite 
extension of F of degree n, where n is the degree of the 
minimal polynomial for ft over F. Furthermore, the set
is a basis for F(/3) over F, thus [F(/3):F] = n.
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Proof: Since F(/3) is a field and contains /3, F(/J)
must also contain the elements . However, since
F(/3) is a vector space over F it must contain every linear
combination c0 + cfi + c2fi2 +...+cn_fin~x, with our coefficients
being in F. Let X denote the set of all such linear 
combinations. Clearly, X is a vector space over F 
spanned by jl,/?,/?2,...,/?"-1} . Now let us assume that the set
is linearly dependent over F. Then 
co + cji + c2fi2 + + =0, thus p would be a root of the
polynomial g over F given by g(x) = c0 + c1/? + c2/2+ + .
However, degg<n, which means g would be the minimal 
polynomial for P with degree n-1, contradicting that the 
minimal degree for p is n. This means that the set
is linearly independent, hence the 
set \l,fi,fi2 is a basis for X over F.
Now all that is left to do is to prove that X is a 
field. Since X contains F and p, this would imply that 
F(/3) is contained in X . Since we already know that X is 
contained in , we should have F(P)=X .
We must show that X is an additive subgroup and X* 
is a multiplicative subgroup of E and E* respectively.
Since X is the span of a subset of E it clearly is 
an additive subgroup of E . Now all we need to show is 
that X * is a multiplicative subgroup of F * .
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Let f be a minimal polynomial for ft over F. Suppose 
that a = a0+aifl + a2fi2 +...+ an_iJin~x and that
8 = d0+dJ3 + d2fi2 +... +dn_lfin~x are elements of X*. We can then 
write a = g(ffy and d = for the polynomials g and h over
F given by g(x)=a0+alx+a2x2 +...+a^x^ and ..
h(x)= dQ+dpcE d2x2 +...+d^x"'1. By the division theorem we have 
gh = qf + r where r.= 0 or degr<deg/=n. Since /Q3) = 0 we have
O^a • 8 = (gfi)(hJ3) = (gh)fi = (qf)jl+ r(fl).
Since r(/3)#0, we have r*0, and thus degrcn, where
r(x) = c0 + c1x + c2x2 +... +cn_1x"_1 . Thus
a-8 = rJ3=a0 + clf + c2fi2 +... + cn_xfin~x
which is in X*. So we have closure. Associatively is 
inherited, while we can use the same identity as in E*.
Thus all that is left to do is show that every element 
in X* has a multiplicative inverse.
Let a = gfi = aQ + aji + a2Ji2 +... + an_ifin~1. By Proposition 5.1, 
f, the minimal polynomial for ft over F, is irreducible. 
Therefore 1 belongs to the greatest common divisor of f 
and g. Therefore, we can find polynomials u and v over F 
so that the degv,deg u < deg/ = n and uf + vg=\. Since /(/J) = 0 , 
we have v(j8)g(/3) = 1, thus a1 = vfi which is in X*. Thus X* is 
a subfield of E*. .
As a result, we have that X is a field, thus F(fi) = X . 
Therefore, if E is an extension field of F and ft is in E
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ris algebraic over F, then F(/J) is a finite extension, of F
of degree n, where n is the degree of the minimal
polynomial for over F. Furthermore, the set
is a basis for F(/3) over F, and since the
number of basis elements determine the degree of an 
extension over a field, [f(0):F] = n .■
Example 5.4: Since is a root of x2-2 which is the 
minimal polynomial of over Q, then we know that a basis 
for is the set and = 2, which is equal
to the degree of the minimal polynomial..
Definition 5.3:' Let f be a polynomial with 
coefficients in F, and E be an extension of F containing 
all the roots of f. Then the splitting field of
f in E , is the smallest subfield of E containing F and 
the roots of F.
Proposition 5.3: A finite extension is an algebraic 
extension.
Proof: Let E be a finite extension of the field F, 
and suppose that [F:F]=n. Let fiEE. The set of n + 1 
elements must be linearly dependent.
Therefore, there are elements c0,c15...,cn in F not all 
zero such that c0 + cli/J + ...+ cni/f =0, thus (3 is a root of a 
polynomial over F and is algebraic. I
27
. , CHAPTER SIX
< FIXED FIELDS
Now we take a another big step towards the solvability 
of polynomials by radicals by looking at a very important 
topic in Galois theory called fixed fields.
Definition 6.1: An automorphism of a field E is a 
one-to-one onto mapping #E->E which preserves addition 
and multiplication, that is, + Z?) = + $■(&) and
&(ab) =i9'(a)i9'(Z?) for all a,b'EE.
Some easy consequences of Definition 6.1 are the 
following. If and ip are automorphisms of the field E, 
then so is their composition i9v. The inverse of an 
automorphism is again an automorphism. As a result of 
these facts, the set of automorphisms of a field £ is a 
group which we will denote ^(E).
Definition 6.2: Let -& be an automorphism of the 
field E. We say that & leaves fixed an element a€E if 
f}(a)=a. We say that & leaves fixed a subset X of E if
i9'(a)=a for all aEX.
The set E& = {a E E I tf(a) = a} forms a subfield of E, 
which we call the fixed field of #. E& is a field because
•& fixes 0 and 1, and the set of fixed elements is closed 
under addition, multiplication, and additive and 
multiplicative inverses. It follows that an automorphism 
of a number field always fixes Q since it fixes 1, and we
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have already shown that 1 can generate Q. The fixed field 
of is the largest subfield of E left fixed by ■&.
If are automorphisms of E, then the set
{a e E Ii9’1(a) =tf2(a) = ...= i?n(a) = a} is called the fixed field of
ui’u2>,,’’un •
Example 6.1: The fixed field of given
by &(a +b*\l2) = a-bi/l, for all a,bEQ, is just Q .
We may argue this is true since there are no fields 
between <2(5/2) and Q, while <2(5^) has dimension 2 over Q.
Thus, as & fixes a field, it must leave all of fixed
or just fix Q. Since we know it does not leave all of 
<2(-\^) fixed it must just fix all of Q.E
Example 6.2: Let £ = e2,7t/5 and i9:<2(£)-> <2(£) given by 
■#■(£)= £=£4. Then the fixed field of ■& is Q^y/5^ .
Proof: Note that £ satisfies £5-l = 0. Now 
g(x) = x5 -1 = (x -l)(x4 + x + x + x + lj = (x-l)<E>5(x), and we 
showed in Example 4.8 that <X>5(x) is irreducible over Q. 
Thus (x4 + x3 + x2 + x +1) = <X>3(x) is the minimal polynomial of 
£ = e2'Y5 over Q. This means that [<2(£):G] = 4 and that £ 
generates a basis (l,£,£2,£3J.
Thus <2(£) = (c0 + c1£ + c2£2 + c3£3 lc; E Q,j =0,1,2,3} , and if fi is 
in Q(£), fi = c0 + Cj£ + c2£2 + c3£3, where Cj E. Q,j = 0,1,2,3 . Now we 
apply & to fi.
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= i9-(c0 + Cj£ + c2£2 + c3£3) = c0 + q£4 + c2£3 + c3£2. From the 
minimal polynomial we get that £4+£3+£2+£ + 1 = 0, and hence 
£4 = —(£3 + £2 + £ +1). Thus,
i 2 3 \ 4 3 2i9(c0 + q£ + c2£ + c3£ ) = c0 + c1£ + c2£ + c3£ which equals 
c0 -Cj(£3 + £2 + £ +1) + c2£3 + c3£2 and therefore,
i^(c0 + <?i£ + c2£ +c£ = (c0 - ct)-Cj£+(c3-Cj)£ + (c2-ct)£ . •
Hence, if /3 is in the fixed field of ft, we must have
C0 + C£ + C2^ +C3^ = (C0“ Cl)-Cl£+(C3 -Cl)£ +(C2-Ci)£
which holds if and only if q = 0 and c2= c3. Thus the 
elements (3 fixed by have the form p = c0 + c2(£2 +£3) •
Now £2 and £3 are complex conjugates of each other so 
when we add them their imaginary parts will cancel. Thus, 
£2+£3 is the real number 2cos which using
trigonometric identities yields that £2 + £3=-^(l + .
Therefore an element /JE<2(£) is fixed by ■& if and 
only if fi = c + df5. That is, the fixed field of $ is
Example 6.3: The group G = {/<?,£-> £2,££3,£->£4}, where 
id denotes the automorphism £->£, has fixed field Q.
Proof: We determine the fixed field of each 
automorphism, and then intersect the fixed fields, in order 
to find the fixed field or the group. Let (3 be in <2(£) . 
Then /3 = c0 + Cj£ + c2£2 + c3£3, where cy G Q,j = 0,12,3 .
30
Under i9'1:£—»£2, j3 = c0 + c£ + c2£2 + c£3 c0 + c£2 + c2£4 + c3£1. 
However, £4 = -(£3 +£2 +£ + l). Thus we have
Hence, /?-> (c0-c2) +(c3-c^1 + (q - c2)£2 + c2£3. This means that 
= 0 if and only if c0 = c0 -c^ = (c3 - c2),c2 = (q - c2),c3 = c2.
Thus c1=c2 = c3=0 Hence the fixed field of is Q.
A similar calculation for £-»£3 shows that £-»£3 has 
fixed field Q as well,. From the previous example we know 
that £—>£4 fixes , and the identity automorphism fixes
all of £>(£). Thus taking the intersection of all the fixed
fields we obtain that the group G = {z7/,£-* £2,£-» £3,£-»£4} has 
fixed field Q . ■
We have the following proposition whose proof can be 
found in [2, page 108]
Proposition 6.1: If F is the fixed field of a finite 
group G of automorphisms of Ef then [F:F] = o(G) (the order 
of G).
Example 6.4: We can say that the group 
G~{z6/,£-*£2,£-> £3,£-»£4} > from example 6.3 can be denoted as 
Xe(hfi) - {"} since this group of
automorphisms of <2(£) fixes Q. While applying
Proposition 6.1 to this ■’example we get that [<2(£):<2]=4
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since ^(<2(t),<2) has order 4. This follows from
Proposition 6.1 since according to the proposition the 
order of the1, group of automporshims is equal to the degree 
of the extension E over F, that is the order of the group 
of automorphisms is equal to the degree <2(£) over Q.
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? CHAPTER SEVEN
GALOIS EXTENSIONS
Definition 7.1: A field E is a Galois extension of 
F if F is the fixed . field, of a finite group of 
automorphism of E , which is called the Galois group of E 
over F and is denoted by ^(£/F) .
Example 7.1: G(£), of Example 6.2, is a Galois
extension of Q since by Examples 6.3 and 6.4 there exists 
a finite group of automorphisms of , which fixes Q.
In this example !Q) = fat £2,£ -* -»£4} , is our
Galois group.
Example 7.2: g(£) is a Galdis extension of
since by Example 6.2 there exists a finite group of
automorphisms of <2(£), which fixes • In this example
, is our Galois group.
Proposition 7.1 The Fundamental Theorem of Galois 
Theory: Let E be a Galois extension of the field F. If 
B is a field between E and F, then E is a Galois 
extension of B and ffl/EIB) is a subgroup of fflE/F}. 
Furthermore, B is a Galois extension of F if and only if 
${E FB) is a normal subgroup of fflEIF), in which case 
£?[B!F) is isomorphic to the quotient group
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The proof of this theorem will not be given here. . 
Instead we will illustrate all the parts of this theorem 
using examples 6.2-7.1. A proof can be found in . .
[2, page 112]. ' . ' . . '
Example 7.2: Let E = g(£), B = , and F = Q. Since
is between g(£) and Q, and we know that g(£) Is a ...
Galois extension of Q, then g(£) Is a Galois extension of 
<2(a^) • Furthermore, is a Galois extension of Q if .
and only if ^(g(^) / g(-\^)) .is a normal subgroup of . -. ’
^(g(^)/g)« Moreover in this case ^g(-\^)/g| is isomorphic
to the quotient group ,^(g(£) IQ) / ^(g(C) / g(>^)), which is 
isomorphic to the cyclic group of order 2 , Z2. We also . 
note here that the degree of a Galois extension is equal to 
the order of the Galois group, which follows from 
Proposition 6.1. . . ,
Now we are getting ready to answer the questions that 
motivated my project. However, in order to introduce the 
main theorem, Galois' Theorem, which helps us determine 
when a general polynomial is solvable by radicals, we must 
first introduce solvable: groups., ■ ■ ,
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CHAPTER EIGHT
SOLVABLE GROUPS
In order to define solvable group, we need the 
following six definitions. . , .
Definition 8.1: A normal series for a finite group G 
is a sequence of subgroups of G ,{e} = G0CG1C. ...GGn=G, such 
that GiA is a proper normal subgroup of G, for z = l,2,...,n .
Definition 8.2: The factors of a normal series are 
the quotient groups Gl/G0,G2/Gl,...,Gn/Gn_l. ,
Definition 8.3: A refinement of a normal series is a 
normal series which contains all the subgroups of the 
original normal series (and perhaps more).
Definition 8.4: A refinement which is not identical 
with the original series is called.a proper refinement. -
Definition 8.5: A composition series for a finite 
group is a normal series which has no proper refinements.
Definition 8.6: A group is simple if its only normal 
subgroups are itself and the trivial group. ,
Let us look at a few examples that illustrate the 
concepts just defined.:
Example 8.1: Let us look at a normal series for Z8. 
The subgroups of Z8 are: Z8,{0,2,4,6,},{0,4},{0}. Thus a 
composition series for Z8,is: '
. {<?} = {o} C {0,4} C {0,2,4,6} C {0,l,2,3,4,5,6,7} = Z8. ' .
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First we note this is a normal series since each subgroup 
is a proper normal subgroup of the one above it in the 
series since the groups are abelian.
In addition this is a series which has no proper 
refinement. Thus it is also a composition series. The 
factors of this series are
{0,12,3,4,5,6,7}/{0,2,4,6} S Z2,{0,2,4,6}/{0,4} s Z2,{0,4}/{0} s Z2. Each of 
these factors are simple since■the only normal subgroup it 
has is itself and the trivial group.
Note that any group of order p, where p is prime is a 
simple group, since the only subgroups a group of order p 
can have is itself and the trivial subgroup, each which are 
normal subgroups. .
Example 8.2: Now let us consider the Dihedral group 
D8 = {/J,(1234),(1432),(13)(24),(14)(23),(12)(34),(13),(24)} , and create a 
composition series for it. A subgroup of D8 is
£8 = {z£/,(13)(24),(14)(23),(12)(34)} , the subgroup of all the even 
permutations in Z)8, which is a normal subgroup of Z)8 
because it is the intersection of £>8 with a normal subgroup 
of S5, namely A5. Thus we can then finish the composition 
series for Ds by letting B = {zW,(l4)(23)}, thus the composition 
series for Ds is:
{id} C B C Es C D8
as ut will follow from the next proposition. The factors
of our composition series for £>8 then are
D8/£8 sZ2,£8/B sZ2,B/{z'J} s Z2. Each of them is a simple group.
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Proposition 8.1 A normal series is a composition 
Series if and only if each factor is a simple group.
Proof: Assume that G is a finite group and that 
{e} = G0CG,C...CG„ = G is a normal series for G. If 
{e} = G0CG1C...CGn = G is not a composition series, then we 
can obtain a proper refinement of {e} = G0CG1C.,.CG„ = G by 
inserting a new group G' into the series at some, point, say 
GkGG'CL Gm . This means that G'/Gk is a nontrivial normal 
subgroup of GkJAfGk . Thus, GkJA/Gk is not a simple group. 
Hence, if a normal series is not a composition series then 
some factors are not simple groups.
On the other hand, if Gk+jGk is not simple for some 
k, then there is a normal subgroup G", such that 
{g}CG"CGt+1/Gt. It follows that G"=G'/Gk, where 
GtCG'CGM , Gk is a normal subgroup of G’, and G' is a : 
normal subgroup of GA+1. Thus,
{e} = Go C Gj C ...C Gk C G'C Gk+1 C ...C Gn = G is a proper refinement.
Therefore the original series is not a composition series. 
Hence, if the factors are not simple, then the normal 
series is not a composition series. Therefore, a normal 
series is a composition series if and only if each factor 
group is a simple group.I
Definition 8.7: A finite group is solvable if it has 
a composition series in which each factor is a cyclic
group.
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Example 8.3: Z8 is a solvable group since it has a 
composition series in which each factor is a cyclic group, 
see example 8.1.
Example 8.4: D8 is a solvable group since it has a 
composition series in which each factor is a cyclic group 
(see Example 8.2).
Proposition 8.2: Let H be a proper normal subgroup 
of a group G. Then G is solvable if and only if H and 
G/H are solvable.
Though this proposition is quite important, it ends up 
not being useful for our purposes. A proof is given in 
[2, page 56]. One proposition that will be useful for this 
project is the following.
Proposition 8.3: Any subgroup of a solvable group is 
solvable.
Proof: Assume that H is a subgroup of a solvable 
group G. Since G is solvable there exists a composition 
series for G, say {e} = G0CG1C,..CG„ = G. Now consider the 
series
{e} = H0=HAG0CH1 =//nG,C...CHnG„ -Hn=H (8.3.1)
We must show that this series is a normal series and 
that each of the factors of this series are cyclic. To 
show that our series is a normal series we will show that 
HAG,- is a normal subgroup of HAG;+1 by proving that for 
all aEHAGj+1, is contained in HAG,.
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Let aEHC\GM, then /HOG^a' is contained in H, 
since aEH. Also, ^T/AG,.)^"1 is contained in G, because Gf 
is normal in Gf+1. Hence c^HCiG^a1 is contained in 7/AG,. 
Thus, HH Gt is a normal subset of HD G;+1
Now we show that each factor is cyclic. To do this we 
will need the second isomorphism theorem.
Proposition 8.4: If H and N are subgroups of a 
group G, and N is normal in G, then there is an 
isomorphism of groups, NH/N .
So if we let G = Gi, N = GiA ,H = HHGi, then since we know 
that N = Gi_l is normal in G = Gir then we have that: 
Gw(HAG,)/G/_1»(HAGi)/((//AGi)AGw). However,
(H A G,)/((H A Gf) A Gw) = (H A G,)/(H A G(._r) . Thus we have that:
G«(wnQ)/Gw ^HnGj/KffnftJncJ-fHnG^HncJ.
Now, G^/HAG//G. r is a subgroup of GjG^ . However, since 
G,-i(HnG,)/G,.1-(HnG,)/((HnG,)nG,_,).(HnG,)/(HnG,.1) we get 
that (7/AG,)/(/iAGM) is isomorphic to a .subgroup of a cyclic 
group, since we know that G/G^ is, cyclic. But, any 
subgroup of a cyclic group is cyclic (this is proven by 
taking the element in the subgroup which is the smallest 
power of the generator of the group, and checking that this 
element is the generator for the subgroup.) Thus 
(HAGj^HnGu) is a cyclic group.
Therefore, (8.3.1) is a normal series whose factors are 
cyclic. It follows that any subgroup of a solvable group 
is solvable.® .. ' ‘ ‘
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Proposition 8.5: All groups with order below 60 are 
solvable.
One way to prove this theorem is to use the Sylow 
Theorems to prove it for each group of order one to fifty- 
nine. First we will recall the Sylow Theorems, and then 
verify the proposition for some groups with order between 
one and sixty relevant to this project. These groups are 
the ones that appear as transitive subgroups of S5.
First Sylow Theorem: If p is prime and pn divides 
the order of a finite group G, then G has a subgroup of 
order pn.
We recall that a subgroup of G of order p", where pn
is the highest power of p dividing the order of G, is 
called a p-Sylow subgroup of G. -
Second Sylow Theorem: All the p-Sylow subgroups of a 
finite group are conjugate. - ,
Third SyloW Theorem: The number of p-Sylow groups of 
a finite group is a divisor of their common index and is 
congruent to 1 modulo p.
Example 8.5: A group of order p, where p is a prime, 
is solvable. .
Proof : Let . G be a. group of prder p . Then we note 
that the only subgroup of G is the trivial group. Thus 
the composition series for G is {id} C G which is a normal 
series, while the only factor is Gj{id} = G *=>Zp . Since Zp is 
cyclic, G is a solvable group if it has order p.R
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Example 8.6: A group of order pq, where p and q are 
prime, is solvable.
Proof: Let G be a group of order pq, where p and q 
are prime and p>q. Then we note that p is the highest 
power of p that divides pq. Thus the First Sylow Theorem 
guarantees us that G has a p-Sylow subgroup of order p, 
call it B. Thus, by the Third Sylow Theorem the number of 
p-Sylow groups must be a divisor of q and congruent to 1 
modulo p, the only such number is the number 1. Thus, 
there is only one p-Sylow group of order p, and by the 
Second Sylow Theorem this subgroup eguals each of its 
conjugates, thus it must be normal. Thus we can create a 
composition series were each factor.is cyclic. Hence G is 
solvable. (The series is the series idC.B<EG, and the 
factors are G/B ^Zq,B/id
Example 8.7: A group of order 5 is solvable.
Proof: This follows directly from Example 8.5. ■
Example 8.8: A group of order 10 is solvable.
Proof: This follows directly from Example 8.5.H
The fact we just proved, that any group of order 10 
has a normal subgroup of order 5, will be important in the 
next proof.
Example 8.9: A group of order 20 is solvable.
Proof: Let G be a group of order 20. Then we note 
that 5 is the highest power of 5 that divides 20. Thus the 
First Sylow Theorem guarantees us that G has a 5-Sylow
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subgroup of order 5, call it B. Thus by the Third Sylow 
Theorem the number of 5-Sylow groups must be a divisor of 4 
and congruent to 1 modulo 5, the only such number is the 
number 1. Thus,, there is only one 5-Sylow group of order 
5, and by the Second Sylow Theorem 2 this subgroup equals 
each of its conjugates, thus it must be normal. So we can 
create a normal series idG.BGG. Now, G/B will either be 
isomorphic to Z4 or K4 since they are the only, two groups 
of order four up to isomorphisms. For example, Z2xZ2 is 
isomorphic to K4, the Klein group. If it is isomorphic to 
Z4 then the factors of the normal series are cyclic, and we 
have the composition series {e}CZ2CZ4CG . Thus G is
solvable in this case. , : (
If G/B is not isomorphic to Z4, then G/B is
isomorphic to K4, which is isomorphic to Z2xZ2. Thus G/B 
has a normal subgroup isomorphic to Z2. However, recall 
the theorem which states that if you have a quotient map 
jr.G—>G/H, H normal, that if K is a normal subgroup of . 
G/H, then Tp-1^) is a normal subgroup of G. Thus, since 
Z2 is a normal subgroup of K4, by our quotient map 
jj'.G-^K4, there exists a normal subgroup of G of order 10, ; 
let's call it C, such that ?p(C)=Z2. As a result, we could 
then begin a new series which starts with G, continues
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with C, and then by Example 8.8, C is guaranteed to have a 
normal subgroup of order 5, call it A. Thus, we have the 
series: .
{e}CXCCCG
which is a composition series whose factors have all prime 
order since G/C »Z2, C/A « Z2, and A/{zc?}«Z5, and therefore 
are cyclic. Thus any group of order 20 is solvable.■
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CHAPTER NINE
SYMMETRIC GROUPS
; AND SOLVABILITY \ ,
The symmetric groups and their subgroups appear as 
Galois groups of polynomials. In Chapter 10 we will be 
determine the Galois groups of quintics. We study, 
symmetric groups to prepare the ground for our work.
One family of groups that will be important for our 
purpose is the symmetric groups and their subgroups.
Definition 9.1: The set Sn is the set of all 
permutations on n letters. Sn is called the symmetric 
groups, and it forms a group under the operation of 
composition.
Definition 9.2: Let be distinct positive
integers. The k-cycle (a,...at) is the permutation which 
carries ar to a2, a2 to a3, • ••, and ak to a^. .
We will use cycle notation throughout this paper.
Example. 9.1: S3 = {zd,(l23),(l32),(l2),(l3),(23)}.
Definition 9.3: A cyclic permutation of order 2 
which simply interchanges and a2 is called a 
transposition.
Definition 9.4: An even permutation,is one that can 
be written as the product of an even number of 
transpositions. ;
Definition 9.5: The subset of all even permutations 
of Sn is called the alternating group and it is denoted by 
A„and is a subgroup of Sn. . .
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Example 9.2: A3 = {zW,(l23),(l32)} = {id,{l2)(23),(l3)(23)}
Proposition 9.1: Every permutation of n letters is 
the product of disjoint cyclic permutations in exactly one 
way, except for the order of the factors.
Proof: Let itESn. Define the relation x =n y if and 
only if y=jr'(x). It is easy to check that this is an 
equivalence relation. Thus, induces a decomposition of 
{1,2,...n} into disjoint subsets. Since is an equivalence
relation, these are equivalence classes. Take an
equivalence class S, and sES. Then there is a ,
smallest positive integer m such that jrm(y)=5. It follows 
that restricted to S is the m-cycle {sit{s)...itmA^s^ .
Let a1,...,ak be the cycles that it induces in the .
equivalence classes. These cycles are disjoint, as the 
equivalence classes are disjoint. We claim that it=av..ak. 
In fact, if aE , say a is in the ith equivalence
class, on which it is the cycle af, then it(a) = a/a) . On the 
other hand, a1..xzjt(a)= a,(a), as the cycles are disjoint.
Thus, it=av..ak. The cycles are unique, as the equivalence 
classes are also unique.■
Proposition 9.2: Sn is generated by the 
transpositions (12), (23),...,((« -l)n) •
. Outline of proof: First we will note that using the 
transpositions (12), (23),...,((« -l)») we can get any 
transposition of the form (U) for k = 2,3,..n, or example we
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Ican get (14) = (12)(23)(34)(32)(21) and say (35) = (34)(45)(43). Once
we have that, we can use the fact that any cycle can be 
written as the product of transpositions in the following 
way: (a1a1a3...ak_lak) as (o1ai:)(tzI<3A_1)...(iz16z3)(£Z1a2). Thus any element of 
Sn could be obtained as a product of transpositions, as, any 
element of Sn is a product of disjoint cycles.®
Proposition 9.3: S„ is generated by the transposition 
(12) and the n-cycle (12...n);
Outline of proof: We can generate all the 
transpositions of the form ((k-l)k) for k = 2,...,n by taking 
(I23..ji)(l2)(n...32l) = (23), arid then obtaining
(I23...n)(23)(n...32l)= (34) until you have all the transpositions 
(12),(23),..., ((tt-l)n). Then by Proposition 9.2, all of Sn
will be generated by (12) and (12...n).® . .
Proposition 9.4: Every even permutation on ri 
letters, ns3, is the product of cyclic permutations of 
order 3. .
First note that there are no cyclic permutations of 
order 3 in Sn for ri=l or n = 2, but there is always an even 
permutation, namely the identity. Therefore the
proposition is false for n<3. ,
Proof: We will now prove the proposition for ns3 
using induction. > '
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The even.permutations for n = 3 are the identity,
(123) = (12)(23), and (132) = (13)(23). Since (123) and (132) are of 
order 3, and (123)(132) = id, the proposition holds for zi = 3 .
, Now suppose that the proposition holds true for every 
k<n, and suppose we have an element of An, call it ft.
Let tf(A:) = .. The permutation o={nnni)-ji!, where. iti = n
satisfies cr(n) = (^wnz')jr(n)= (jf^zzz)^ =n , and is even. Since a
leaves n fixed and is an even permutation, the induction 
hypothesis yields that cr is the product of 3-cycles, say 
o = aia2..jan. Setting a0 = (zr/n) we have ■ .
a0ala2..tan = a0o = {jrniri]{rtnni)n = n and thus we have expressed as 
a product of 3-cycles.■ ,
Proposition 9.5: The alternating group An is simple 
except when « = 4 .
Proof: In the case of n = 4 we know that A4 is not 
simple because it has a normal subgroup of order 4, 
{zW,(l3)(24),(l4)(23),(l2)(34)}. In the case that n<4 the order of
An is either 1 or 3, thus An must be simple. Now consider 
the case in which n>4.
Let A be a nontrivial normal subgroup of An for n>4. 
We must show that N=An. The first step is to see that N 
contains a 3-cycle. Let a*id be an element of N which . 
leaves fixed as many elements of {l,2,...,n} as possible. As
guaranteed by Proposition 9.1, let a=alav..as where a, are 
disjoint cycles, which we can assume are in order of
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decreasing length. Renumbering if necessary, we may assume 
that a, = (12...&) arid, when j>1, that a2 = ((k + i)(k + 2)..,l). There
are several cases to consider. . .
Case 1: a moves each of the numbers 12,3,4,5 . (This 
occurs when s>2, when s = 2 and • a = (12...£)((& +1)(&+ 1).../) with 
Z>4, or when 5 = 1 and a = aj = (l2..^) for k>4.) Setting 
jS = (345), the element belongs to the normal subgroup
we called N, and thus p~la~lpa E N. However , the 
permutation p^a^pa leaves
the number 1 fixed in addition to leaving fixed all the 
elements fixed by a. This is a contradiction of the 
choice of a, thus Case 1 is impossible.
Case 2: a moves each of the numbers 12,3,4 and no 
others. (This occurs when a = (l2)(34), since (1234) is an odd 
permutation.) Setting /3 = (345) again allows the element 
/T’a"1/! to belong to the normal subgroup we called N, and 
thus E N. However, if we compute jS-1ec_1j3a ,
/Ta-1 Pa = (345) = P . Thus, PEN and P moves fewer elements
than a. This contradiction makes Case 2 impossible.
Case 3: a moves each of the numbers 12,3 and no 
others. (This occurs when a = (l23)) There are no other 
cases to consider now that cases 1 and 2 have been 
eliminated. Thus, we have shown that N contains a 3-cycle, 
which without loss of generality we can assume is (123).
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We can see that N contains all 3-cycles by letting an
\
even permutation by denoted as cr = 1 2 3 Then,
i j k
cr^S)^1 = (i/fc) belongs to the normal subgroup N. If we vary
i,j , and k, we will obtain all the 3-cycles. Thus since ./ 
every even permutation of n letters, ns>3, is the product 
of cyclic permutation of order 3, 7V = An.H
Proposition 9.6: An is not abelian for n>3. .
Proof: This is true since for example (123)(234) = (12)(34)
but (234)(123) = (13)(24) and (13)(24)#(13)(24), and these
permutations are in all An for n>3.
It follows from Proposition 9.5 that the only proper 
normal subgroups of S„ are An and {id}. Thus the normal 
series for Sn given in the following proposition is the 
only possible normal series for Sn. It also follows from 
Proposition 9.5 that An is not solvable. .
Proposition 9.7: For n>4, the. symmetric group Sn is 
not solvable.
Proof: For n>4 we know that An is simple, thus the 
only possible normal series for Sn, {/<?} QAn C S„, is a 
composition series for Sn. However, An is not abelian for 
n>3 as shown above in Proposition 9.6. Also, there is not 
one generator for Anfor n>3, thus An is not cyclic. Thus 
our factor groups which are A„ and Z2 are not both cyclic. 
Thus, Sn is not solvable for n>4.H
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Definition 9.6: A subgroup H of Sn is transitive if 
for every pair of elements i,j E {l,2,...,n} there is an element 
or permutation n E H such that je(z') = j.
Proposition 9.8: Let H be a transitive subgroup of 
Sp where p is a prime number. If H contains a 
transposition, then H = Sp. ,
Proof: Suppose without loss of generality that (12) is 
the transposition that H contains. Define an equivalence 
relation on the set {1,2,...,/?} as z ~ j if and only if the 
transposition (z/)EH. Since H is transitive each .
equivalence class has the same number of elements. In 
fact, if there is an element in H, call it 0, such that
= 0(l) = z, then $ yields a one to one correspondence from
the equivalence class of 1 to that of z since (lk)E.H if
and only if (z'</>t) = (^.^ )=«/>• (lk)- ^_1 E 77 . That is any element
equivalent to z must also be equivalent to k. The number 
of elements in any equivalence class, call it s, must 
divide the prime p, and thus 5 = 1 or s = p.
On the other hand, the equivalence class of 1 contains 
at least 2 elements 1 and 2. Therefore there can only be 
one equivalence class which has. p elements. Therefore, H 
contains all the transpositions of Sp . Since every 
permutation is a product of transpositions, we have that 
H = Sp.* . .
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CHAPTER TEN•
MOVING TOWARDS
QUINTIC EXAMPLES ,
As we consider which quintics are solvable by 
radicals, we will begin to see the importance of 
Proposition 9.8. Before we can actually get to our 
examples we will need six propositions.
In this, and in the following chapters, we will 
consider only irreducible polynomials as some Of our 
theorems only work with irreducible polynomials.
Definition 10.1: Let f be a polynomial over a number 
field F. The equation /(x) = 0 is said to be solvable by 
radicals if all the roots of f can be obtained from 
elements of F by a finite sequence of rational operations 
(addition, subtraction, multiplication, and division) and 
extractions of nlh roots.
Proposition 10.1 (Galois' Theorem): Let f be a 
polynomial over a number field F and let E be its 
splitting field. The equation /(x) = 0 is solvable by 
radicals if and only if the Galois group J^(F /F) is 
solvable.
This proposition is essential in determining whether 
or not a quintic polynomial is solvable by radicals, but 
due to the length of the proof we will not give it here.
The proof is given in [2, page 135]. ,
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This proposition tells us that if we have a polynomial 
over Q whose Galois group is solvable, then the polynomial 
is solvable by radicals. Thus, this proposition is very 
important to us as it implies that what we must do to find 
a quintic polynomial which is solvable by radicals is to 
find a quintic whose Galois group is solvable. .
Once we know what has to be accomplished we may begin 
to search for some quintic polynomials that are solvable by 
radicals. We will need five other very important . ,
propositions. , . . . . • - .
The first proposition is related to the fact that the 
Galois group J^(F/g) ; for any quintic f over Q is a . 
permutation group of the roots ai,a2,d3,a4,a5 of f and is 
isomorphic to a subgroup of S5. This is so, because each 
0Ejz(F/g) leaves g fixed, and 0(/a;) =/(0a;.) = O ... Hence tpcy 
is again a root of f. Furthermore we also have:
Proposition 10.2: If / is an irreducible polynomial 
over g, $(E! Q) must be a transitive permutation group of 
the roots of f . •
Proof: We must show that given.two roots a,, and ajf 
there is some 0G^(F/g), such that 0(ai) =aJ.. If this were 
not the case, then the polynomial g(x) = (x-a1)(x-a')i..(x-a"),
In which q„a',...,a" are distinct images of cy under ^(F/g), ; 
would be fixed by and have coefficients in g.
This means that g(x) would be a proper divisor of / ,
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contradicting the fact that f is irreducible. Thus given 
two roots a(. and ay, there is some 0ej^(F/0), such that 
^(a,) = a7, that is $(EIQ) must be a transitive permutation 
group of the roots of /.® <
This fact leads us to wonder what are the transitive 
subgroups of Ss. ,
Proposition 10.3: The only transitive subgroups of S5 
are Z5,Di0,W,A5, and all of Ss itself.
Here W is a group of order 20 known as the Frobenius 
group, generated by (12345) and (2354) , and £>10 is the set of 
rotations and reflections of a regular pentagon.
Since Z5 has order 5, D10 has order 10, and W has 
order, 20, each are solvable by Proposition 8.5. On the 
other hand we have seen that As and S5 are not solvable by. 
Propositions 9.5 and 9.7 respectively.
Corollary 10.1: A quintic With Galois group 
isomorphic to Z5, D10 , or W, is solvable by radicals.
Corollary 10.2: A quintic with Galois group 
isomorphic to A5 or to S5 is not solvable by radicals.
In order to help us look at the subgroups of the 
Galois groups of quintics, we will need the following three 
results. We will not provide the proof of the first one.
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Proposition 10.4: Suppose that f is a monic
polynomial over Z and that p is a prime. Let f be the 
corresponding polynomial over Zp . If f has distinct roots 
in a splitting field extension L of Q, then the cyclic 
group J/(£/Zp) of the roots of f is isomorphic to a 
subgroup of //(LIQ).
What this proposition does, is that it allows us to 
mod our quintic into a prime finite field, and then look at 
the cyclic group of the polynomial over Zp formed by the
roots of f . That group is isomorphic to a subgroup of the
Galois group of the original equation by Proposition 10.4. 
This will help us determine which one of the transitive 
subgroups of S5 is the Galois group.
In order to determine the prime numbers which are 
useful to mod out by, we use the discriminant.
Definition 10.2: The discriminant, A, of a 
polynomial f over Q is the quantity 
I \2
<52 = n r
/< n /
where apa2,...,an are the roots of the polynomial f.
The discriminant is easy to find when you know the
roots. However, when we are trying to obtain examples of 
quintics, we usually do not know the roots, and usually can 
not find them explicitely. Thus, determining the
discriminant can be quite a task when the roots cannot be 
found.
54
However, one of the goals of this project is to try 
and find examples of quintics that are solvable by .
radicals. The following proposition determines the 
discriminant for a family of polynomials that we will use 
to generate examples of solvable quintics. ,
Proposition 10.5: Suppose /(x) = x5 +px + q . Then the 
discriminant of f, A , is equal to 55^4 + 44/?5.
Proof: Let a1,a2,a3,a4, and a5 be the roots of the 
quintic /(x) = x5 + px + q . We know that the discriminant is
defined to be:
A = <52 = n («,-«,)
\lsi<y'sn y
To derive the discriminant for any quintic polynomial it 
helpful to observe that can be expressed as
Vandermonde's determinant:
is
' 1 1 1 1 1 1 «i
' 2 
«2
3
«3
4'
«4
«2 «3 «4 «5 1 a22 3«3 «44
2
«2
2
«3
2
«4
2
«5 = det 1 «22 3«3 «44
3 3 3 3 3 2 3 4
«2 «3 «4 «5 1 «2 «3 «4
4 4 4 4 4 2 3 4L«1 «2 «3 «4 «5 J 1 «2 «3 «4
(10.1)
this means that A can be expressed as the determinant of 
the product of the two matrices. This, means that:
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A = det
JTq jt2 ^^3
JC2
Jt2 jv3 JV 5
Jt3 jt4 ^5 jt6
Jt4 jt5 Jt6
+ a4 + a5‘ In
jr.
(10.2)
determinant we must first find expressions for each Jti in 
terms of our coefficients.
Since ar,a2,a3,a4, and a5 are the roots of the quintic 
f(x) = x5 + px + q , we can assume that there exists some 
splitting field E, in which /(x) factors as:
/(x) = (x - «,)(x - a2)(x - a3 )(x - a4)(x - a5) 
expanding this yields:
+(«! + a2 + a3+a4 + a5)x4
+(a{x2 + c\a3 + axct4 + axa5 + a2a3 + a2a4 + a2a5 + a3a4 + a3a5 + a4a5)x3
a1a2a3 + a2a2a4 + ava2a5 + a1ct3a4 + a}a3a5 
\+aja4ce5 + a2a3a4 + a2a3a5 + a2a4a5 + a3a4a5?
+(a!O!2a3a4 + ala2a3as + aja2a4a5 + aia3a4a5 + a2a3a4a5)x 
. -a1a2a3a4a5
Recall that in general, the elementary symmetric 
functions denoted cta(x1,x2,...,x„) are the sum of all the 
monomials xkxh...xik, where \ <i2 <...<ik. For our purposes we 
need only to note that:
oj(a1,c£2,a3,a4,a5) =0^ +a2 + a3 +a4 +a5,
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jt3 = 3cf3 cr2Jt{ + 2crgi;2 = 0 
= o*37Tj ~ 0*2^2 "f” 4l74 = 4 p
It $ — 5(73 — CT^JTj + C73^2 ~ d2Itj + <7jJT^ = —5q 
= -O^ + (74^2 - C73JT3 + 02^4 - CTjJTj = 0
ICq — d^JC2 “ 0*4 J73 + (73 JF4 — 0*2 773 ”1" 1 — 0 •
Once we have derived these we can then see that 
TTg = (7g7T3 — (7 4^4 + (737T3 — O^TTg + Opty = 4^7 •
Using this we now know that matrix for which we need 
to calculate the determinant is
0 -4p
-4p -5q 
0 
0
A =
5 0 0
0 0 0
0 0 -4-p -5q
0 —4p -5q
-4 p -5q 0
0
0 4f2
We can check that the determinant of a matrix B of the
form
5 0 0 0 a
0 0 0 a b
0 0 a b 0
0 a b 0 0
a b 0 0 c
has determinant -5a3c + 5b4 + a , thus substituting in a =-4/7, 
b = -5q, and c=4p2 yields that
det A = 5(44/) + 55<?4 - 4(44/) = 44/?5 + 5sq4.
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Thus, if /(x) = x5 + px + q then the discriminant of f , A, 
is equal to S5q* + 44p5.1 ’ *
A similar but more lengthy proof will show that if 
/(x) = x5 + nx2 + px + q then the discriminant of /, A, is equal
to
3 . <»5 zj2 e2 2 2 -„9 ~ 5 . o7 c 4 433- 5 • lln4/?2 -24 • 33n5q+26-5-l3np3q+2:> • 3Z • +2y • 3p3 -2‘ • 5np^ + S3 q
Proposition 10.5 is helpful because modding out by one 
of the prime factors of the discriminant will give us a 
polynomial with zero discriminant in the prime field, Z ,
and therefore no information on the Galois group of the 
original polynomial. Thus, we should mod out by a prime 
which is not a factor of the discriminant in order to be 
able to obtain information about the Galois group of the 
polynomial.
Proposition 10.7: Assume /(x) is a polynomial over Q 
and let A be the discriminant of /(x), and let E be the 
splitting field for /(x), then .
(i) If A=0, f(x)' has a repeated root in E .
(ii) If A 5*0 and A has a square root in Q, then
(iii) If A has no square root in Q, then
#(EIQ)<tA,. ; , , •
Proof: (i) holds since if A=0, then two of our roots
are equal, which means /(x) has a repeated, root in E.
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(ii) Assume A*0 and A has a square root in Q, Then, 
p=^E = JJ (a;.-a,.) EQ. Take aEg(E/Q), then cr(p) = p as p
ls/< jzn
belongs to the fixed field. However, the only way to fix 
p would be for a to be an even product of transpositions, 
otherwise cr would switch an odd number of signs, cr(p) = -p, 
and p would not be fixed. Thus, crEAn. Thus ^(E /<2) C An.
(iii) Follows directly from the fact that (ii) is 
true. ■
Propositions 9.8 and 10.1-10.7 will now allow us to 
give a plethora of examples of quintic polynomials that are 
and are not solvable by radicals. These examples are given 
in the next chapter.
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CHAPTER ELEVEN '
QUINTIC EXAMPLES ’
AND THE METHOD
To determine whether a quintic is solvable or not, we 
have devised the following method. Please note that this 
method will not always allow you to determine whether a 
quintic is solvable by radicals, but in many of the 
polynomials we found it has been useful.
This method only applies to irreducible quintics.
Step One: Given a quintic p(x), we first make sure
that it is irreducible over Q. Then we determine the 
types of roots of the quintic, using calculus and 
elementary Algebra. If p(x) has 3 real roots and 2 complex
roots, then you can conclude that the quintic is not 
solvable by radicals, as follows. In this case, since the 
Galois group G, must be transitive by Proposition 10.2 and 
it also contains a transposition, G is isomorphic to Ss by 
Proposition 9.8, which is not a solvable group by 
Proposition 9.7. Thus, p(x) is not solvable by radicals by 
Proposition 10.1.
If p(x) has all real roots, this research project has 
not been able to determine a process for whether this 
quintic is solvable by radicals. If p(x) has 1 real root 
and 4 complex roots, then move onto step two.
Step Two: Using the discriminant we mod out p(x) into 
an appropriate prime field, in order to determine the
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cyclic subgroups of G. These subgroups will allow us to 
determine whether G is solvable using Proposition 10.7.
This two step method works for a sufficiently large 
set of quintic polynomials, and it has allowed us here to 
find examples of quintics that are solvable, by radicals.
Of course, there are other means, different from Our 
method, of analyzing a quintic polynomial. Examples 11.10 
and 11.11,illustrate two other such possibilities.
Example 11.1: /(x) = x5 - 4* - 2 is not solvable by
radicals. .
First we determine that /(x) = x5 - 4x - 2 is irreducible
using the Eisenstein criterion with p = 2, since 2 divides
all the coefficients except the leading one, while 22 does
not divide 2, the constant term. Now we use calculus to 
try and determine the number of real.roots, since we cannot 
find out the five roofs by hand. Taking the first 
derivative yields
/'(x) = 5x4-4, thus y(x) has roots at ±^4/5 . This means, that 
/(x) has relative extrema at ,± i/w , which means there could 
be real roots on either side of both ±^4/5 . Now we check
by plugging in numbers on both sides of as .
shown in Figure 3.
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X -2 -1.5 -1 -5 0 .5 1 1.5 2
f(x) -26 -3.59 1 -.031 -2 -3.96 -5 -.406 22
+/- - . - ■ + - - - . - - +
Figure 3. Roots For Example 11*1 '
Using the above figure we can-see’that /(x) has real 
roots between -1.5 and -1, -1 and -.5, and 1,5 and 2. Thus 
/(x) has three real roots. This means that /(x) has 2 
complex roots. Let the three real roots be a3,a4, and a5, 
and the two complex roots be (j and ce2. Then, the 
automorphism y which will carry the complex number a+bi to 
its complex conjugate will interchange oq and a2, while 
fixing our three real roots a3,a4 , and a5. Thus, y will be 
in the Galois group where E = Q(al,a2,a3,a4,a5).
However, we know that J^(£7<2) is isomorphic to a transitive 
subgroup of S5, and that it contains the transposition (1,2), 
our first two roots are permuted, thus by Proposition 9.8, 
^{E t(f) is isomorphic to all of Ss, which is a non-solvable 
group. Thus by Proposition 10.1, the quintic polynomial 
/(x) = xs - 4x - 2 is not solvable by radicals. ■
The procedure in Example 11.1 can be used to analyze 
each of the Examples 11.2 to 11.5. In each case we can 
verify that each polynomial is irreducible using the 
Eisenstein Criterion, and then apply calculus like in
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Example 11.1 to get that each polynomial has three real 
roots and two complex ones, thus giving us quintics that 
are not solvable by radicals.
Example 11.2: /(x) = 2x5-10x + 5 is not solvable by
radicals.
Example 11.3: /(x) = x5 -4xz + 2x-2 is not solvable by
radicals.
Example 11.4: /(x) = xs + 9x4-6x3 - 3x2 + 3x - 3 is not
solvable by radicals.
Example 11.5: /(x) =2x5-7x3.-7x + 7 is not solvable by
radicals.
The past examples were quite easy to characterize 
because each one had 3 real roots and 2 complex roots. We 
ask what can be done in the case in which /(x) has 1 real 
and 4 complex roots. Here is What this research has found.
Example 11.6: /(x) = x5 + 20x +16 is not solvable by
radicals.
First we need to determine whether or not 
/(x) = x5 + 20x +16 is irreducible. We will do this by 
considering /(x-l)=(x-l)5 + 20(x-l) + 16 = x5 -5x4 +10x3-10x2 + 25x-5 .
By the Eisenstein criterion with p = 5, /(x-1) is ' 
irreducible, since 5 divides all the coefficients except 
the leading one, while 52 does not divide -5, the constant
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term. Now since /(x-l) is irreducible then /(x) = x5 + 20x +16 
is irreducible since /(x-l) is just a linear transformation 
of f(x).
Now we use calculus to try and determine the number of 
real roots, since we cannot determine our five roots 
explicitly. Taking the first derivative yields 
/'(x) = 5x4+ 20, thus /'(x) has roots at ±V-4< this means that 
/(x) has no real roots, thus /(x) has no relative extrema. 
But /'(x)>0, so /(x) is always increasing, and thus /(x) has 
a real root as shown below in Figure 4.
X -2 -1.5 -1 -.5 0 .5 ' 1 1.5 . 2
f(x) -56 -21.6 -5 5.9 16. 26.03 37 n/a n/a
+/- - - - + + + + + +
Figure 4. Roots For Example 11.6
Using the above figure we can see specifically that 
/(x) has a real root between -1 and -.5. Thus /(x) has one 
real root. This means that /(x) has 4 complex roots. .
Now we find the discriminant of /(x) using 
Proposition 10.5. Since /(x) = x5 + 20x +16 we get 
A =55<74 +44p5 = 5S164+44205 = 55216+ 2821055 = 55216(l + 22) = 21656. Thus 
A=21656. Since A=21656 is a perfect square we know that by
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Proposition 10.7 the Galois group of /(x) must be a 
subgroup of As. We will determine whether it is a proper 
subgroup or all of As. To do this we mod out
/(x) = xs + 20x +16 into a prime finite field other than 2 or
5, else the polynomial would become unuseful. The lowest 
prime we have left is 3.
So /(x) = x5 + 20x +16 mod 3 is /(x) = x5-x + l. Checking 
all the numbers in Z3, /(x) = x5-x + l is irreducible over Z3. 
Thus it does not factor over Q, and .we. do not get any more 
information about the Galois group, since this implies that 
the Galois group has a subgroup of order 5, and all the 
transitive subgroups of S5 have subgroups of order.five.
The next prime finite, field we look at is Z7. We see 
that /(x) = x5 +20x + 16 mod 7 is /(x) = x5 + 6x +,2. Using 
synthetic division we can check that in Z7, /(x) factors as 
(x + 2)(x + 3)(x3 + 2x2-2x-2). Using synthetic division and 
checking all the numbers in Z7, it can be shown that the 
cubic (x3+2x2-2x-2) is irreducible in Z7. This means the
roots of /(x) form a cyclic group of order three. Using 
Proposition 10.4 we obtain that the Galois group generated 
by the roots of /(x) = x5 + 20x +16 has a subgroup isomorphic 
to a cyclic group of order 3. However, since we know that 
the Galois group of /(x) must be a transitive subgroup of 
As we have As, £>10, and Z5 to choose from. But the Galois
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group of /(x) must also have a subgroup of order 3. Thus 
the Galois group of /(x) must be isomorphic to A5 since Dw,
and Z5 cannot have subgroups of order 3. Therefore, since 
■ , 1 ' ■ . ■ ' ... ... ’ . •
As is not a solvable group, the Galois group is not 
solvable and by Proposition 10.1, /(x) = x5 + 20x +16 is not
solvable by radicals.I . .
The following two examples show quintics which are not 
solvable by radicals. The first one having a discriminant 
that is not a perfect square, the second one having a 
perfect square discriminant,
Example 11.7: /(x) = x5 + 15x + 6 is not solvable by
radicals. In this case /(x) = x5+15x + 6 is clearly 
irreducible by the Eisenstein Criterion. . Using calculus we 
see that there is one real root and ,4 complex roots. The 
discriminant is 24345572, and thus is not a perfect square. 
Thus by Proposition 10.7 it must have a Galois group which 
is not a subgroup of A5. Hence the Galois group must be S5 
or W. Now our next step is to mod /(x) into an 
appropriate prime finite field. The prime finite field we 
look at next is ZH. We see that /(x) = x5 + 15x + 6 mod 11 is 
/(x) = x5+4x + 6. Using synthetic division we can check that 
in ^L, /(x) factors as (x + 10)(x + 4)(x3-3x2 + 2x + 4). Using
synthetic division and checking all the numbers in Zjj, it 
can be shown that the cubic (x3 -3xz + 2x + 4) is irreducible
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in Zn. That means that the roots of /(x) generated a 
cyclic subgroup of order three. Using Proposition 10.4 we 
have that the Galois group generated by the roots of 
/(x) = x5 + 15x + 6 has a subgroup isomorphic to a cyclic group
Of order 3. However, since we know that the Galois group 
has to be either Ss or W and W cannot have a subgroup of 
order three, the Galois group must be S5. Thus, /(x) is 
not solvable by radicals by Proposition 10.1. I
Example 11.8: /(x) = x5 + llx + 44 is not solvable by
radicals. In this case /(x) = x5+ llx + 44 is clearly
irreducible using the Eisenstein Criterion with p=ll.
After determining that there is one real root and 4 complex 
roots we find the discriminant is 21472114, and thus is a 
perfect square. Thus by Proposition 10.7 it must have a 
Galois group which is a subgroup of As, thus the Galois 
group must be As, £)I0, or Z5. Now our next step is to mod 
/(x) into an appropriate prime finite field. The next 
lowest prime finite field we can look at is Z3, but this 
results in an irreducible polynomial which would be of very 
little use to us. We then mod out into Z5. We see that 
/(x) = x5+llx + 44 mod 5 is /(x) = x5 + x + 4 . Using synthetic 
division we can check that in Z5, f(x) factors as
(x-3)(x4-2x3-x2 + 2x + 2). Using synthetic division and 
checking all the numbers in Z5 we can check that the
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quartic (x4 -2x3 -x2 + 2x + 2) is irreducible in Z5. Thus the
roots of /(x) generate a cyclic subgroup of order four. 
Using Proposition 10.4 we obtain that the Galois group 
generated by the roots of /(x) = x5 +1 lx + 44 has a subgroup
isomorphic to a cyclic group of order 4. However, since we 
know the Galois group has to be either , Dl0, or Z5 and
Dw and Z5 cannot have a subgroup of order four, the Galois 
group must be As. Thus /(x) = x5 + llx + 44 is not solvable by
radicals, by Proposition 10.1. I
Now we move onto an example of a solvable quintic.
Example 11.9: /(x) = x5-5x+ 12 is . solvable by radicals.
First we need to check whether or not /(x) = x5-5x + 12 
is irreducible. We will do this by considering 
/(x + 2) = (x + 3)5 -5(x + 3) +12 = x5 + 15x4 + 90x3 -270x2 + 390x - 78 which
using the Eisenstein criterion with p=3, is irreducible, 
since 3 divides all the coefficients except the leading 
one, while 32 does not divide -78, the constant term. Now 
since /(x+ 3) is irreducible, we also have that.
/(x) = x5-5x +12 is irreducible.
We use calculus to find out the number of real roots, 
since we cannot determine our five roots. Taking the first 
derivative yields /'(x) = 5x4-5, thus /'(x) has roots at ±1, 
this means that /'(x) has two reai roots, thus /(x) has two
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relative extrema which means /(x) will have the potential
for roots on both sides of ±1. Now we check by plugging in 
numbers as shown in Figure 5.
X -2 -1.5 -1 .-.5 ' 0 .5 1 1.5 2
f(x) -10 11.91 16 14.47 12 9.53 8 12.09 34
+/- - - ' - + + + + + +
Figure 5. Roots For Example 11.9 .
Using the figure above, we can see that /(x) has a 
real root between -2 and -1.5. Thus /(x) has One real 
root. This means that /(x) has 4 complex roots.
Next we find the discriminant of /(x) using .
Proposition 10.5. We have /(x) = x5 -5x +12 , so
A =5V +44p5 = 5S124 +44(-5)5 = 552834 -2855 = 5S28(34 -l) = 21256. Thus 
A=21256. Now since this discriminant is a perfect square 
we know that the Galois group is a subgroup of As. Now we 
must determine whether it is all of A5 or a proper subgroup 
of A5. To do this we mod out /(x) = x5-5x + 12 by a prime
finite field other than 2 or 5, else the polynomial would 
become trivial. So the lowest prime we have left is 3.
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So /(x) = x5-5x + 12 mod 3 is /(x) = x5 + x which in Z3, 
factors as x(x2 + x-l)(x2- x-l). Thus we know that Galois 
group has a subgroup isomorphic to Z2. This f act right 
away eliminates Z5 from the picture. So the Galois group 
must be either As or £>10.
The proof of the fact that in this case the Galois 
group is £>10 requires the use of a computer. An outline of 
the proof can be found in [7, page 162]. Since the Galois 
group is £>10, and we know that by Proposition 8.5, £>10 is a 
solvable group, Proposition 10.1 yields that /(x).= x -5x + 12
is solvable by radicals.I
The last two examples do not use the method that 
Example 11.1 through Example 11.9 used and will be handled 
differently. . . .
Example 11.10:. /(x) = x +x4 -4x3 - 3x2+ 3x + l is solvable 
by radicals. .
First we check that /(x) = x5+ x4-4x3-3x2+3x + l is 
irreducible by using the Eisenstein Criterion (p = ll) and
the ,
substitution x + 2, which yields
/(x + 2) = (x + 2)5 + (x + 2)4-4(x + 2)3 - 3(x + 2)2 + 3(x + 2) +1
= x5 +llx4 + 44x3 + 77x2+77x +11 .
This example was not created like the ones before it. 
In previous examples we started with the polynomial and
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tested it in various ways to see whether it was solvable by 
radicals. This one we will show is solvable by working 
backwards.
Consider an 11th root of unity, say a = e^n.
Reasoning like in Example 6.3 we get that a minimal .
polynomial for a is <&/,(x) = l + x + x2 + ...+ x10, which is
irreducible over Q by Example 4.8, and has the cyclic 
Galois group Z10. This has a subgroup of order 2 and the 
fixed field of this has Galois group Z5 by the Fundamental 
Theorem of Galois Theory. (The Galois group of a fixed 
field B, between our splitting field E and Q is 
^(B/G) = ^(£/G)/^(£/B)=Z10/Z2 = Z5.) This fixed field is 
generated by a+a-1, while the minimal polynomial for this 
is /(x) = x5 + x4-4x3-3x2+3x + l (this can be checked by 
plugging a + a_1 into /(x) = x5 + x4-4x3 - 3x2+3x+ 1 which yields 
zero), thus the Galois group for /(x) = x5 +x4 -4x3 -3x2 + 3x + l 
is Z5, which by Example 8.7 is a solvable group, thus 
/(x) = x5 + x4-4x3 -3x2+3x +1 is solvable by radicals. I
Example 10.11: /(x) = x5-2 is solvable by radicals.
First we note that /(x) = x5 -2 is irreducible by 
the Eisenstein Criterion. For this example, we show that 
the dimension of the splitting field of /(x) over Q is . 
twenty. Thus the Galois group must have order twenty and
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thus must be solvable by Example 8.9. If the Galois group 
is solvable, then by Proposition 10.1, /(x) = x5-2 is 
solvable by radicals. ...
Proposition 11.1: Let f(x) = x5 -2 and let the 
splitting field of the roots of /(x) = x5 -2 be E, then
[F:(2] = 20. , .
Proof: Clearly, we have one positive real root for 
/(x) = xs-2, namely 21/5, and /(x) = x5-2 is a minimal 
polynomial for 21/5 , thus ^Q(21/5):Q^ = 5 . .
Now let us consider any other root of /(x) = x5-2 in C. 
Then (a/21/5) =a5/2 = l, so a=co21/5 where co is a complex root 
of x5-1 = (x-l)(x4 + x3 + x2 + x + l). Since (x4+x3 + x2 + x + l) is 
irreducible by Example 4.8, we get that [2(co):Q]=4. Now 
notice that the roots of /(x) = x5 -2 are
21/5,co21/5,co221/5,co321/5,co421/5, so the splitting field of /(x) is 
F = (2(21/5,co). Since /(x) = xs -2 is irreducible over <3(co), we 
also have that [<2(21/5):<2(co)J = 5 .
Now, [<2(21Z5,co):2] = [e(21/5):2Hje(co):e] = 5-4 = 20 by 
Proposition 3.1. Hence [F:g] = 20. Thus by Proposition 6.1 
the Galois group must be group of order twenty and thus an 
order twenty subgroup of S5 . Therefore it must be solvable 
by Example 8.9 since it has order 20.®
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CHAPTER TWELVE .
CONCLUSIONS AND
RECOMMENDATIONS
If we look back on the questions that motivated my 
research: Are there any quintics that are solvable by 
radicals? If so, can we predict whether a quintic will be 
solvable or not? What methods can we employ to determine 
whether a specific quintic is solvable? We can draw the 
following conclusions based on the work done in this 
thesis. Predicting whether a quintic is solvable or not 
can be easy if it has 3 real roots and 2 complex roots, but 
much more difficult if it has one real root and 4 complex 
roots, or all real roots. In the first two cases, after 
some calculations, we were able to find a method to decide 
whether a quintic of the form /(x) = x5 + px + q is solvable or 
not.
A topic that can be further investigated, is trying to 
come up with a reasonable equation for the discriminant of 
a quintic of any form., This might not necessarily 
guarantee the generation of a plethora of quintics that are 
solvable, as we have found it quite difficult to actually 
find a discriminant which is a perfect square even for a 
simple quintic of the form f(x) = x5+px + q .
In fact, finding quintics which have discriminants 
with prime factorizations which are not perfect squares 
proved to be difficult as well. This means finding the 
discriminant in terms of. the coefficients will not even
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guarantee generating unsolvable examples. Employing a 
computer program to help in the search for discriminants 
that have prime factorization and that are perfect squares 
may also prove to be useful in furthering the topic of 
quintics that are solvable by radicals.
In conclusion, maybe as the excitement grew over 
whether the typical quintic was solvable by radicals, many 
people discovered just how hard it was to find reasonable 
examples. Hence, when it was proven that the typical 
quintic was unsolvable by radicals, questions like those 
that fueled my research, though important, were considered 
not worth the time nor hassle they required when there were 
still other topics waiting to be further developed and 
discovered. .
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