Abstract. The geometric approach to singular perturbation problems is based on powerful methods from dynamical systems theory. These techniques have been very successful in the case of normally hyperbolic critical manifolds. However, at points where normal hyperbolicity fails, the well-developed geometric theory does not apply. We present a method based on blow-up techniques, which leads to a rigorous geometric analysis of these problems. A detailed analysis of the extension of slow manifolds past fold points and canard points in planar systems is given. The efficient use of various charts is emphasized.
Introduction.
We consider singularly perturbed ordinary differential equations (ODEs) in the standard form εẋ = f (x, y, ε), y = g(x, y, ε),
where f , g are C k -functions with k ≥ 3. Properties of solutions of (1.1) can be studied using geometric methods from dynamical systems theory. This approach, known as geometric singular perturbation theory, has been very successful in many contexts, yet has encountered difficulties in certain situations. In this article we show how some of the limitations of geometric singular perturbation theory can be removed.
Before describing our results we present a brief survey of the existing theory. Let τ denote the independent variable in (1.1). The variable τ is referred to as the slow time scale. By switching to the fast time scale t := τ /ε one obtains the equivalent system x = f (x, y, ε), y = εg(x, y, ε). (1.2) One tries to analyze the dynamics of (1.1) by suitably combining the dynamics of the reduced problem 0 = f (x, y, 0), y = g(x, y, 0) (1.3) and the dynamics of the layer problem x = f (x, y, 0), y = 0, (1.4) which are the limiting problems for ε = 0 on the slow and the fast time scales, respectively.
The foundation of geometric singular perturbation theory was laid by Fenichel [8] . The basic reasoning is as follows. The reduced problem (1.3) is a dynamical system on the set S := {(x, y) ∈ R n+m : f (x, y, 0) = 0}. In the following we refer to S as the critical manifold. A normally hyperbolic invariant manifold of equilibria S 0 ⊂ S of the layer problem (1.4) persists as a locally invariant slow manifold S ε of (1.1) for ε sufficiently small. The restriction of (1.1) to S ε is a small smooth perturbation of the reduced problem (1.3). Moreover, there exist a stable and an unstable invariant foliation with base S ε with the dynamics along each foliation being a small perturbation of the suitable restriction of the dynamics of (1.4). For an excellent introduction to geometric singular perturbation theory and an overview of applications, we refer the reader to the survey by Jones [11] .
However, despite many efforts, points on the critical manifold S where normal hyperbolicity breaks down remained a major obstacle to the geometric theory. This was a definite shortcoming in view of the abundance of nonhyperbolic points in applications.
One cause for the breakdown of normal hyperbolicity of a critical manifold S are bifurcation points due to a zero eigenvalue of the Jacobian ∂f ∂x . The most common case are folded critical manifolds. A well-known phenomenon in this context are relaxation oscillations, i.e., solutions slowly moving towards a fold point, jumping from the fold point to another stable branch of S, following the slow dynamics again until another fold point is reached, jumping again, etc., thus, possibly forming periodic solutions [9] , [18] , and [20] .
Another delicate phenomenon occuring at folds are canard solutions which were discovered and first analyzed by Benoit, Callot, Diener, and Diener [3] ; see also [2] . A canard solution is a solution of a singularly perturbed system which is contained in the intersection of an attracting slow manifold and a repelling slow manifold. The existence of a canard solution can lead to canard explosion, i.e., a transition from a small limit cycle to a relaxation oscillation through a sequence of canard cycles [3] , [6] , [7] . For planar vector fields canards are nongeneric and occur persistently in one-parameter families; yet in dimensions larger than two they can occur in generic situations [2] , [19] , [23] .
In this article we show how geometric singular perturbation theory can be extended to fold points and canard points in planar systems, i.e., we restrict our attention to the case n = m = 1. A fold point corresponds to the situation when the critical manifold has a generic fold. Depending on the stability properties of the critical manifold and on the direction of the reduced flow, a number of cases are possible. We analyze the so-called jump point, for which the reduced flow is directed towards the fold. This is the situation which is relevant for relaxation oscillations. We show how the slow manifolds (existing by the normally hyperbolic theory) extend in the neighborhood of the singularity. The treatment of the fold point is a refinement of the analysis in our earlier work [13] . A canard point is a fold point with an additional degeneracy leading to a possibility of a canard solution. Again we analyze how slow manifolds extend and show that a canard solution occurs along a codimension one curve in the parameter plane. In a complementary work [15] we carry out a similar analysis for singularities of pitchfork and transcritical type.
Our approach relies on the blow-up method, which is a way of partially desingularizing the vector field in the neighborhood of a singular point. After a blow-up transformation, standard methods from dynamical systems theory can be applied. Our proof of the existence of a canard solution is based on a variant of the Melnikov method. The blow-up method was first applied to a singular perturbation problem in the pioneering work of Dumortier and Roussarie [6] , who analyzed the existence of canard cycles in the van der Pol equation. One of the purposes of this work is to build a bridge between the methods of [6] and geometric singular perturbation theory; in particular, we use the blow-up method to answer the question of extending slow manifolds near nonhyperbolic singularities.
The sequel of this article [14] is devoted to relaxation oscillations and canard explosion. The methods and results of this paper are of central importance in our analysis of these phenomena. Since the analysis of canard cycles is a more delicate problem, we find it advantageous to treat these issues separately. In particular, we prefer to use blow-up to obtain local results which in a second step can be used to study global phenomena. We feel that this point of view is also useful in the analysis of related problems. In this sense, our work is intended as a complement to the more global approach in the work of Dumortier [5] and Dumortier and Roussarie [6] .
In this article and in [14] we restrict our attention to the planar case. However, the analysis carries over to higher-dimensional problems with one-dimensional critical manifolds containing fold points. By means of a center-manifold reduction, all normally hyperbolic directions can be eliminated and one recovers the planar problems considered here. A well-known problem where this is relevant is the traveling wave problem for the FitzHugh-Nagumo equation [11] . For a similar approach to problems with higher-dimensional critical manifolds, we refer the reader to [17] and [23] .
The article is organized as follows. Section 2 contains the description and the analysis of a generic fold. Here we give a detailed expository presentation of the blow-up method. In section 3 we analyze a canard point.
Generic fold.

Assumptions and results.
Consider the singularly perturbed ODE (1.2), where (x, y) ∈ R 2 and ε is a small real parameter. Suppose that (x 0 , y 0 ) is such that
Our goal is to obtain a characterization of the dynamics in a neighborhood of (x 0 , y 0 ) for sufficiently small values of ε. We make the following nondegeneracy assumptions:
We assume, without loss of generality, that
As before let S = {(x, y) : f (x, y, 0) = 0} be the critical manifold. The nondegeneracy assumptions imply that there exists a neighborhood U of the origin such that (0, 0) is the only point in U ∩ S, where ∂f ∂x vanishes and that S ∩ U is approximately a parabola. Let S a (resp., S r ) denote its left (resp., right) branch, so that S = S a ∪ S r (see Figure 2 .1). The assumption
∂x 2 (0, 0, 0) > 0 implies that for y > 0 the branch S a is attracting and the branch S r is repelling for the layer problem, which also explains the notation. The origin is nonhyperbolic, weakly attracting from the left and weakly repelling to the right (see Figure 2 .1).
To determine the reduced dynamics we solve the equation f (x, y, 0) = 0 for y as a function of x, i.e., y = ϕ(x). The reduced dynamics is then determined by
which is singular at x = 0. Our assumptions on f and g imply that the direction of the reduced flow is determined by the sign of g(0, 0, 0). We assume g(0, 0, 0) < 0. This implies that the reduced flow on S a and S r is directed towards the fold point; see Figure 2 .1. Actually, orbits on S a and S r reach the fold point in finite time due to the singularity at the fold point. The only possibility to continue from there in the singular limit is along the (weakly) unstable fiber of the layer problem along the positive x-axis. Thus, the curve S a ∪ {(x, 0), x > 0} is expected to be a zeroth order approximation. This is the situation relevant to relaxation oscillations; we refer to this case as jump point. The case g(0, 0, 0) > 0 can be analyzed similarly.
It follows from the standard theory [8] that outside an arbitrarily small neighborhood V of (0, 0), the manifolds S a and S r perturb smoothly to locally invariant manifolds S a,ε and S r,ε for sufficiently small ε = 0. We would like to point out that S a,ε and S r,ε are actually very simple. They consist of single solutions. Note that the slow manifolds are obtained as sections ε = const. of two-dimensional, locally invariant, center-like manifolds M a (resp., M r ) of the extended system
in the extended phase space R 3 . For this extended system S × {0} is a manifold of equilibria. Outside of a neighborhood of the fold point (0, 0, 0) the linearization of system (2.4) at points S a ×{0} has a double zero eigenvalue and one uniformly hyperbolic (stable) eigenvalue. This allows us to conclude the existence of the attracting center-like manifold M a ; the manifold M r is obtained in a similar way. At the fold point (0, 0, 0) the linearization has a triple eigenvalue zero and the construction of the slow manifolds breaks down. We focus our attention on S a and investigate how S a,ε as well as nearby solutions behave as they pass near the fold point. We expect that close to the fold point a transition from slow motion along S a,ε to a fast motion almost parallel to the unstable fibers occurs. A similar analysis could be carried out for S r,ε .
Remark 2.1. It is known that the slow manifolds M a and M r and hence their sections S a,ε and S r,ε are not unique and are determined only up to O(e −c/ε ), where c is some positive constant. We make an arbitrary choice of M a and M r and indicate at the end that our results are independent of this choice.
We now view the previously introduced neighborhood U as a neighborhood of (0, 0, 0) in R 3 . We pick U sufficiently small, so that g(x, y, ε) = 0 for (x, y, ε) ∈ U . Before stating the main results we rewrite system (1.2) (resp., (2.4)) in a canonical form. By rescaling x, y, ε, and t we obtain
, where the new function g is related to the original one by the rescaling. This form of the equations will be used throughout the forthcoming analysis.
For small ρ > 0 and a suitable interval J ⊂ R let
be a section in U transverse to S a and let
be a section in U transverse to the fast fibers (see Figure 2 .1). Note, that the same constant ρ is used throughout this paper. In the context of matched asymptotic expansions assertion (1) of the theorem is well known; see, e.g., [18] . A blow-up based derivation of the asymptotic expansion of h(ε) is given in [16] . Assertion (2) of the theorem explains why the nonuniqueness of the slow manifold M a (resp., S a,ε ) does not affect our results. Two different choices of these manifolds are exponentially close at ∆ in and even more so at ∆ out due to the exponential contraction during the passage.
Blow-up.
In this section we define and describe the blow-up transformation. The basic observation is that the fold point (0, 0, 0) is a more degenerate equilibrium point of system (2.5) than the other points of the critical manifold S. The linearization of system (2.5) at the origin has a triple zero eigenvalue while the linearization at the other points of the critical manifold S has a double zero eigenvalue and one negative (resp., positive) eigenvalue for x < 0 (resp., x > 0).
The important insight in [6] is that blow-up techniques are the right tool to analyze nilpotent equilibria like the fold point, viewed as a degenerate equilibrium of the extended system (2.4). The blow-up method is essentially a clever coordinate transformation by which the degenerate equilibrium is "blown-up" to a two-sphere. In certain directions transverse to the sphere and even on the sphere, one gains enough hyperbolicity to allow a complete analysis by standard techniques. The technique is a generalization of the well known blow-up methods for degenerate equilibria of planar vector fields [5] . In the simplest situations this corresponds to blowing-up the degenerate equilibrium to the circle r = 0 by rewriting the vector field in polar coordinates (r, ϑ) ∈ R × S 1 . The analysis is often simplified substantially by using a quasi-homogeneous blow-up, i.e. by using different powers (weights) of r for different variables in the defining transformation.
The blow-up transformation for system (2.5) is
with weights 1, 2, and 3. We define
, where the constant ρ > 0 is related to ε 0 by ε 0 = ρ 3 . We consider the blow-up transformation as a mapping
with (x,ȳ,ε) ∈ S 2 . We choose ρ > 0 sufficiently small such that system (2.4) is described by the canonical form (2.5) in the region Φ(B). We will be interested only in nonnegative values ofε andr, but everything that follows makes sense for negative values as well, i.e., there are no technical problems at ∂B.
Let X denote the vector field corresponding to (2.5). Since X vanishes at the point (0, 0, 0), there exists a vector fieldX on B such that Φ * X = X, where Φ * is induced by Φ. It remains to study the vector fieldX on the manifold B. Note that this suffices, since Φ(B) is a full neighborhood of the origin. In principle one could use spherical coordinates on S 2 ; however, this would lead to rather lengthy computations. It is natural and almost mandatory to use different charts for the manifold B to simplify the analysis. One reason for this is that-as we will see later-the dynamics in the individual charts is very different.
We will now introduce the charts used later in this paper. Loosely speaking, we will define a chart K 2 , which describes a neighborhood of the upper half-sphere defined byε > 0, and charts K 1 and K 3 which describe neighborhoods of parts of the equator of S 2 which are needed in the analysis. In problems where a neighborhood of the whole equator needs to be analyzed, two further charts must be defined analogously. The subscripts in K 1 , K 2 , and K 3 denote the order in which the charts are used later.
The charts K 1 , K 2 , and K 3 are obtained by settingȳ = 1,ε = 1, andx = 1, respectively, in the blow-up transformation (2.6). The blow-up transformation in the charts K i , i = 1, 2, 3 is given by
, and (r 3 , y 3 , ε 3 ) ∈ R 3 . The point (0, 0, 0) is blown-up to the plane r i = 0, i = 1, 2, 3. In our analysis we will need to change coordinates between these charts on their overlap domains. A simple computation gives the following lemma.
Lemma 2.2. Let κ 12 denote the change of coordinates from K 1 to K 2 . Then κ 12 is given by
12 is given by
Let κ 23 denote the change of coordinates from K 2 to K 3 . Then κ 23 is given by
and κ
−1
23 is given by
The above constructions make perfect sense if restricted to B. We introduce the following notation:P denotes an object in the blow-up which corresponds to an object P in the original problem. IfP is described in one of the charts, then P i denotes the object in chart K i , i = 1, 2, 3. This notation is used only when necessary, mostly to denote various invariant manifolds.
Remark 2.2. In the work of Dumortier and Roussarie the chart K 2 corresponding to a directional blow-up in the direction of ε is called family rescaling, and charts used near the equator are called phase directional rescaling.
2.3.
Blow-up of (1.2) with ε = 0. It is instructive to recall how the usual blow-up method applies to the layer problem, i.e., system (2.5) with ε = 0. Settinḡ ε = 0 in (2.6) defines a (planar, polar) blow-up of the degenerate equilibrium at the origin. To see this, note that
, is the blow-up of (1.2) with ε = 0. Figure 2 .2 shows the phase portrait ofX 0 . We briefly describe this phase portrait, referring the reader to the sections on charts K 1 and K 3 for technical details. On the invariant circle S 1 , there are four equilibria: p a , p r , q in , q out . These equilibria are hyperbolic for the flow on S 1 , the points p a and q out are attracting, and p r and q in are repelling. The points p a and p r are end points of the blown-up critical manifoldsS a andS r , which are lines of equilibria forX 0 . Hence the radial direction is nonhyperbolic at p a and p r . The points q in and q out are the intersection points of S 1 with the blow-up of the critical fiber. These points are hyperbolic in the radial direction.
Dynamics in chart K
The dynamics of the blown-up vector fieldX in a neighborhood of the upper half-sphere is studied in chart K 2 . The transformation (2.9) is just a rescaling of (x, y), since r 2 = ε 1/3 . By inserting (2.9) into system (2.5) we obtain the vector fieldX in chart K 2 . Since r 2 = 0, this blown-up system is still a q in q out p r p a family of planar vector fields with parameter r 2 . We now desingularize the equations by rescaling time t 2 := r 2 t, so that the factor r 2 disappears. This desingularization is necessary to obtain a nontrivial flow on the blown-up locus r 2 = 0. We obtain
where denotes differentiation with respect to t 2 . Remark 2.3. The rescaled form (2.15) of the original problem plays a crucial role in all approaches to the fold point by means of asymptotic expansions; e.g. [12] , [18] , and [20] . In these investigations solutions of (2.15) are used as inner solutions connecting (matching) solutions obtained as perturbations of the reduced problem to solutions obtained as solutions of the layer problem.
We first consider the case r 2 = 0, which gives
This is a Riccati equation whose solutions can be expressed in terms of special functions. The relevant results can be found in [18, pp. 68-72] . Here we restate the results needed in our analysis. For the sake of readability we omit the subscript 2 of the variables. Proposition 2.3 (see [18] ). The Riccati equation (2.16 ) has the following properties:
1. Every orbit has a horizontal asymptote y = y r , where y r depends on the orbit such that x → ∞ as y approaches y r from above.
There exists a unique orbit γ 2 which can be parametrized as (x, s(x)), x ∈ R
and is asymptotic to the left branch of the parabola x 2 − y = 0 for x → −∞. The orbit γ 2 has a horizontal asymptote y = −Ω 0 < 0 such that x → ∞ as y approaches −Ω 0 from above. 
The function s(x) has the asymptotic expansions
s(x) = x 2 + 1 2x + O 1 x 4 , x → −∞, s(x) = −Ω 0 + 1 x + O 1 x 3 , x → ∞.
All orbits to the right of
where J −1/3 (resp., J 1/3 ) are Bessel functions of the first kind [18] . The assertions of Proposition 2.3 are illustrated in Figure 2 .3. We will see that the orbitγ corresponding to the special solution γ 2 is backward asymptotic to the equilibrium p a on the equator of S 2 . The importance of the orbitγ is that it "leads" the incoming attracting slow manifold across the upper half of the sphere S 2 to the point q out from where take-off in the direction of the fast flow occurs.
We need to describe the transition map for (2.15) within a bounded domain D 2 . Within such a domain we can deduce properties of the flow of (2.15) from Proposition 2.3 by using regular perturbation theory. A detailed study of the effect of the O(r 2 ) perturbations outside D 2 , i.e., close to infinity, will be carried out in the charts K 1 and K 3 . For δ > 0 we define the following sections:
Let Π 2 be the transition map of the flow (2.
The transition map Π 2 has the following properties:
1.
2.
A neighborhood of q 0 is mapped diffeomorphically onto a neighborhood of Π 2 (q 0 ). Proof. The proof follows directly from Proposition 2.3 and regular perturbation theory. 
Dynamics in chart K
is used to analyze the dynamics of the blown-up vector fieldX in a neighborhood of the equator containing the equilibria p a and p r . By inserting (2.8) into system (2.5), we obtain the vector fieldX in chart K 1 . We desingularize the blown-up vector fieldX by dividing by r 1 . This gives
where denotes differentiation with respect to a rescaled time variable t 1 . Remark 2.5. The equation for ε 1 is obtained from the equation ε = 0, which implies the relation 3r
Nevertheless, we will see that it is useful to treat the blown-up system as a three-dimensional problem. This seemingly artificial construction is actually crucial for the whole approach.
Remark 2.6. For r 1 > 0, system (2.17) has the same orbits as the blown-up vector fieldX with the corresponding solutions having a different time parametrization. Since we deal only with transition maps between sections, time parametrization of solutions has no significance to our analysis. System (2.17) has two invariant subspaces, namely, the plane r 1 = 0 and the plane ε 1 = 0. Their intersection is the invariant line l 1 := {(x 1 , 0, 0) : x 1 ∈ R}; see Figure 2 .4. The dynamics on l 1 is governed by
. There are two equilibria p a = (−1, 0, 0) and p r = (1, 0, 0). For the flow on the line l 1 both points are hyperbolic, the relevant eigenvalue is −2 for p a and 2 for p r , i.e., p a is attracting and p r is repelling. The dynamics in the invariant plane ε 1 = 0 is governed by
This system has a normally hyperbolic curve S a,1 of equilibria emanating from p a and a curve S r,1 of equilibria emanating from p r ; see Figure 2 .4. For r 1 small, this follows from the implicit function theorem. Actually, S a,1 and S r,1 are precisely the branches of the critical manifold S described in section 2.1; this also explains the notation. Along the curve S a,1 the linearization of (2.18) has one zero eigenvalue, the other eigenvalue is negative and close to −2 for r 1 small. Along S r,1 the situation is similar; however, the nonzero eigenvalue is positive and close to 2 for r 1 small. Remark 2.7. Equation (2.18) is the directional (in the positive y-direction) blowup of the fold point (0, 0) of the layer problem, i.e., system (1.2) with ε = 0. The line l 1 = 0 corresponds to the fold point. We have gained normal hyperbolicity of the lines of equilibria S a,1 (resp., S r,1 ) at the points p a (resp., p r ) due to the blow-up (compare Figure 2. 2).
The dynamics in the invariant plane r 1 = 0 is governed by
We recover the equilibria points p a and p r ; however, there exists an additional zero eigenvalue due to the second equation. The corresponding eigenvector is (−1, 4) at both equilibria. Hence, there exist one-dimensional center manifolds N a,1 at p a and N r,1 at p r along which ε 1 increases for ε 1 > 0. Note that the branch of the attracting center manifold N a,1 at p a in the half space ε 1 > 0 is unique, while the repelling center manifold N r,1 at p r in the half space ε 1 > 0 is not unique; see Figure 2 .4. We collect the information we have obtained so far in the following lemma. Lemma 2.5. The linearization of system (2.17) at p j , j = a, r has the following real eigenvalues: λ 1 = −2 at p a and λ 1 = 2 at p r with eigenvector (1, 0, 0) corresponding to the flow on l 1 , λ 2 = 0 with an eigenvector tangent to S j,1 , and λ 3 = 0 with an eigenvector (−1, 0, 4) corresponding to the center direction in the invariant plane r 1 = 0.
We restrict our attention to the set
where ρ > 0 is the constant defining the sections ∆ in and ∆ out in section 2.1 and δ > 0 is the constant defining the sections Σ in 2 and Σ out 2 in section 2.4. Note that all objects defined later extend smoothly to negative values of r 1 and ε 1 ; i.e., there are no problems due to the boundaries r 1 = 0 and ε 1 = 0. We have the following result.
Proposition 2.6. For ρ, δ sufficiently small the following assertions hold for system (2.17):
1. (1)- (4) follow from Lemma 2.5 and center manifold theory; see, e.g., [4] , [10] . Proposition 2.3 and the coordinate transformation (2.12) imply that κ −1 12 (γ 2 ) has the expansion
as x 2 → −∞. Expanding these terms in powers of x 2 shows that κ Remark 2.8. Clearly, the center manifold M a,1 in chart K 1 corresponds to a locally invariant manifoldM a of the blown-up vector fieldX. The importance of assertion (5) in the above proposition is that it allows us to track the manifoldM a as it moves across the sphere S 2 guided by the special orbitγ corresponding to the solution γ 2 of the Riccati equation.
We now define the following sections: In the neighborhood of p j , j = a, r, the flow of (2.17) carries Σ
be the transition map defined by the flow of (2.17). The map Π 1 is well defined on R 1 , at least for small enough values of ρ, δ, and β 1 . The map Π 1 is defined in a wedge-shaped set in Σ in 1 around M r,1 that shrinks to S r,1 for ε 1 → 0. The reason for this difference is that M a,1 is attracting and M r,1 is repelling. We have the following estimate of transition times. 
The result follows immediately by integrating (2.21).
Proposition 2.8. For ρ, δ, and β 1 sufficiently small the transition map
defined by the flow of system (2.17) has the following properties: in the second assertion uses the identity ε 1 ρ 3 = δr 3 1 for p = (x 1,in , ρ, ε 1 ) and Π 1 (p) = (x 1,out , r 1 , δ) to express the transition time in terms of r 1 . All our results concerning the dynamics in chart K 1 are illustrated in Figure 2 .4.
Dynamics in chart K 3 .
We use chart K 3 to analyze the dynamics of the blown-up vector fieldX in a neighborhood of the equator containing the point q out . Applying transformation (2.10) to system (2.5) and desingularizing by dividing out the factor r 3 , we obtain r 3 = r 3 F (r 3 , y 3 , ε 3 ), Proof. Computation. Now we transform the part of the special orbit γ 2 (introduced in Proposition 2.3) corresponding to x 2 > 0 to chart K 3 ; i.e., we define γ 3 := κ 23 (γ 2 ).
Lemma 2.10. The orbit γ 3 lies in the plane r 3 = 0, converges to q out as ε 3 → 0, and is tangent at q out to the vector (0, 1, 0) .
Proof. The coordinate transformation (2.13) and assertion (3) from Proposition 2.3 imply that the orbit γ 3 has the expansion (0, −Ω 0 ε 2/3
3 ), ε 3 ) as ε 3 → 0. The lemma follows. Lemma 2.10 implies that parts of the manifoldM a corresponding tor > 0 come close to the equilibrium q out . Hence, we need a precise description of the dynamics of system (2.22) close to q out . This is a somewhat delicate problem because of the resonance λ 2 = λ 1 + λ 3 , which implies that there exists no smooth transformation of the nonlinear flow to the flow of the corresponding linearization. It turns out that, due to the simple form of the equations, it is quite easy to work out the lowest order approximation of the flow.
For the description of the flow in a neighborhood of q out we define sections Σ in 3 and Σ out 3
as follows:
where ρ and δ are the same constants as before, and β 3 > 0 is sufficiently small; see Figure 2 .5.
Let Π 3 be the transition map from Σ in 3 to Σ out 3 . Our goal is to obtain a formula for the map Π 3 . Before stating the relevant result we need to discuss the structure of (2.22) in more detail. We first divide (2.22) by the factor F (r 3 , y 3 , ε 3 ), which is close to one near q out , and obtain r 3 = r 3 ,
where G(r 3 , y 3 , ε 3 ) is a C k -function. Consider (2.23) with r 3 = 0, namely,
By construction, system (2.24) is, up to rescaling of time, the Riccati equation (2.16) transformed to K 3 . The corresponding linearization has eigenvalues λ 2 = −2 and λ 3 = −3; hence, (2.16) can be linearized by a near identity transformation of the form (2.25) where the function ψ is C k smooth and ψ(ỹ 3 , ε 3 ) =ỹ 3 + O(ỹ 3 ε 3 ); see [22] . The corresponding inverse transformation is denoted byỹ 3 =ψ(y 3 , ε 3 ) = y 3 + O(y 3 ε 3 ). Under the transformation (2.25) system (2.23) becomes
with a C k -function H. We have the following result. Proposition 2.11. The transition map Π 3 for system (2.22) has the form
Proof. In the following we suppress the subscript 3 in system (2.26). Fix (r i ,ỹ i , δ) ∈ Σ in and (ρ,ỹ o , ε o ) ∈ Σ out . Consider a solution (r,ỹ, ε)(t) of (2.26) and T > 0 such that r(0) = r i , r(T ) = ρ,ỹ(0) =ỹ i ,ỹ(T ) =ỹ o , ε(0) = δ, ε(T ) = ε o . We will now compute (T,ỹ o , ε o ) as a function of (r i ,ỹ i ). Equations (2.26a) and (2.26c) have explicit solutions r = e t r i , ε = δe −3t . The requirement r(T ) = ρ produces an expression for T , namely,
Let z be a new coordinate defined byỹ = e −2t (ỹ i −δ +z)+δe −3t . We get the following equation for z:
where
3t ). The transition time T is still given by (2.27). Note that the function H z is uniformly bounded on the relevant domain. Using (2.28) we obtain z(T ) = r i O(T ) = O(r i ln( ρ ri )). It follows thatỹ (T ) = (ỹ
and the result follows. Remark 2.10. The following observation will be used later in this paper to obtain the leading order asymptotics of the extended slow manifold S a,ε . The y 3 coordinate of the point where the special orbit γ 3 intersects the section Σ 
2.7.
Phase portrait on the upper part of S 2 . The sphere S 2 is invariant under the desingularization of the blown-up vector fieldX. The equator S 1 is invariant. On S 1 there are four equilibria p a , p r , q in , q out . These equilibria are hyperbolic for the flow on S 1 , the points p a and q out are attracting, and p r and q in are repelling. All orbits in S 2,+ are forward asymptotic to q out . The special orbitγ is backward asymptotic to p a and, as it arrives at q out , it is tangent to S 1 . Besidesγ there exist two families of trajectories: backward asymptotic to p r or backward asymptotic to q in . The corresponding phase portrait of S 2 is shown in Figure 2 .6. 
Proof of the main result.
In this section we prove Theorem 2.1 by combining the results obtained in the individual charts. The idea of the proof is to analyze the evolution of the center manifold M a,1 and the rectangle R 1 under the flow of the blown-up vector fieldX. We denote the corresponding global invariant manifold bȳ M a . The intersection ofM a with S 2,+ is the special orbitγ connecting the equilibria p a and q out . It follows that a trajectory starting in or nearbyM a will remain close tō γ until it reaches the vicinity of q out . There the trajectory follows the local dynamics near q out and is repelled in the unstable direction of q out .
Proof of Theorem 2.1. We define the map Π :
The map Π is the transition map from Σ 
The corresponding expansion for the function h(ε) in Theorem 2.1 is
This result is well known; see, e.g., [18] , where it is also shown that the next term in the expansion is O(ε ln ε). Our analysis, in particular the description of the map Π 3 in Proposition 2.11, shows that the occurrence of this term is due to the resonance λ 2 = λ 1 + λ 3 at the equilibrium q out ; see section 2.6. 3. Canard point.
Assumptions and results.
In this section we consider a one parameter family of ODEs similar to (1.2), namely,
We assume that (x 0 , y 0 ) = (0, 0) is a nondegenerate fold point of the critical manifold f (x, y, λ, 0) = 0 for λ 0 = 0. We assume further that g(0, 0, 0, 0) = 0. This gives the following set of defining conditions for the considered singularity:
with the nondegeneracy assumptions These conditions insure that the nullcline g(x, y, λ, 0) = 0 is transverse to the critical manifold S and the intersection point of S and g(x, y, λ, 0) = 0 passes through the fold point (0, 0) with nonzero speed as λ varies.
Let the critical manifold S, its left and right branches S a and S r , and the neighborhoods U and V be defined as in section 2. The manifolds S a,ε and S r,ε exist outside of V just as they did for a simple fold. Here we ask basically the same question, namely, How can S a and S r be extended? The situation is, however, quite different, since, for special choices of λ and ε, S a,ε extends to S r,ε . This is caused by the special structure of the slow flow for λ = 0.
As in the case of the fold point, the reduced dynamics is governed by the equatioṅ
where ϕ(x) is obtained by solving the equation f (x, y, 0, 0) for y as a function of x. It follows from the above assumptions that the right-hand side of (3.5) is a smooth function at the origin. Let x 0 (t) denote a maximal solution of (3.5) with the property that x 0 (0) = 0. It follows that x 0 (t) exists and passes through the fold point (see Figure 3 .1a). If x 0 (t) connects S a to S r then, heuristically, one can expect a connection from S a,ε to S r,ε . In what follows we show that such a connection exists along a curve in the (λ, ε)-plane.
Remark 3.1. The case when x 0 (t) connects S r to S a can also be treated with the methods of this article, but it is less interesting and will be omitted. It follows from assumptions (3.2) and (3.3) that using simple coordinate changes (scaling and translations) one can transform (3.1) to the canonical form
We assume that the sign in front of the term xh 4 is positive. In this case, x 0 (t) connects S a to S r . Clearly, the signs of the various terms in the above equation correspond to a certain choice of signs in the nondegeneracy conditions made earlier.
The parameter λ has been rescaled such that the reduced flow has an equilibrium on S r for λ > 0 (see Figure 3.1b) .
We introduce the following notation:
and define
The constant A will show up in various computations and results related to the analysis of the dynamics near the canard point. In particular, we will need the genericity condition A = 0 in the analysis of canard explosion in [14] .
For j = a, r let ∆ j = {(x, ρ 2 ), x ∈ I j } be a section of S j near the fold point with ρ sufficiently small and suitable intervals I j (see Figure 3 .1a). Define q j,ε = ∆ j ∩ S j,ε . Let π be the transition map for the flow of (3.1) from ∆ a to ∆ r . The following theorem describes the behavior of S a,ε and S r,ε near the canard point. 
The function λ c has the expansion
the slow manifold S a,ε extends to the slow manifold S r,ε , i.e., the slow manifold consists of a single canard solution. We use the term canard solution only for solutions with this property. In other works all solutions of system (1.1) which follow S r,ε for a time interval of order O(1) are called canard solutions. The solution described in the above theorem is then called a maximal canard solution.
For the special case of the van der Pol equation the above results are contained in [6] . Here we treat the general case of a canard point and identify the important parameter A. Also, besides using the same blow-up our proof of the existence of a canard solution based on extending slow manifolds combined with a Melnikov-type argument is new.
Blow-up.
The analysis in this section is, in many aspects, similar to that in section 2. In particular we apply a blow-up transformation, yet the weights (powers of r) must be different than in the case of simple fold. Furthermore, the parameter λ is now included in the blow-up. The blow-up transformation Φ maps
The constants µ and ρ are chosen small enough such that equations (3.6) are valid in Φ(B). LetX denote the corresponding blown up vector field. In section 2 we used the charts K 1 , K 2 , and K 3 to obtain the dynamics ofX. Here charts K 1 and K 2 are sufficient to describe the relevant phenomena. In chart K 1 , the blow-up transformation (3.9) is
where (x 1 , r 1 , ε 1 , λ 1 ) are the coordinates in R 4 . In chart K 2 , the blow-up transformation (3.9) is
where (x 2 , y 2 , r 2 , λ 2 ) are the coordinates in R 4 . A simple computation gives the following lemma.
Lemma 3.2. Let κ 12 denote the change of coordinates from K 1 to K 2 . Then κ 12 is given by
for y 2 > 0. (3.13) 3.3. Dynamics in chart K 2 -preliminary analysis. After dividing out a factor r 2 in a manner analogous to that in section 2, the transformed equations (3.6) have the form (3.14) where
Remark 3.3. It turns out that for r 2 = λ 2 = 0 the system (3.14) is integrable. For this reason the O(r 2 ) and O(λ 2 ) terms are crucial for the analysis.
Setting r 2 = λ 2 = 0 in (3.14) we obtain 
The result follows.
Lemma 3.3 implies that the solutions of (3.15) are determined by the level curves of H(x 2 , y 2 ). Observe that (3.15) has an equilibrium at (0, 0) of center type, surrounded by a family of periodic orbits H(x 2 , y 2 ) = h, h ∈ (0, 1/4). The sets H(x 2 , y 2 ) = h, h ≤ 0, correspond to unbounded solutions. The locus of the solution determined by h = 0 is the parabola x 2 2 − y 2 = 1/2, and this solution is given by
The special solutionγ c is of central importance to the canard phenomenon. We will see thatγ c connects the endpoint p a of the critical manifold S a across the sphere S 2 to the endpoint p r of the critical manifold S r . As in the analysis of the fold point, the points p a and p r lie on the equator of S 2 and will be studied in chart K 1 . Our goal is to investigate how this connection breaks under perturbation. The tool for this investigation will be a variant of the Melnikov method in which again both charts K 1 and K 2 will be used.
Dynamics in chart K
We proceed in a manner analogous to that in section 2.5 and obtain the following system of equations:
It suffices to consider λ 1 ∈ (−µ, µ), where µ > 0 can be chosen small. Many features of the dynamics in chart K 1 are analogous to section 2.5; therefore, we provide fewer details. The hyperplanes r 1 = 0, ε 1 = 0, and λ 1 = 0 are invariant, and the invariant line l 1 := {(x 1 , 0, 0, 0) : x 1 ∈ R} contains two equilibria p a = (−1, 0, 0, 0) and p r = (1, 0, 0, 0) which are endpoints of lines of equilibria S a,1 and S r,1 , respectively. For the flow on the line l 1 , the equilibrium p a is attracting and p r is repelling. Considered as equilibria of system (3.18), both equilibria have a triple eigenvalue zero.
In the invariant plane r 1 = λ 1 = 0 system (3.18) reduces to
Consequently, the sign of ε 1 is negative for initial conditions near p r , which implies that the repelling center manifold N r,1 at p r in the half space ε 1 > 0 is unique. The attracting center manifold N a,1 at p a in the half space ε 1 > 0 is also unique, just as in section 2.5. Let 
where β > 0 is chosen small. For j = a, r, let Π j,1 be the transition map defined by the flow of (3.18a) from section Σ 
Remark 3.4. It turns out that the connectionγ c from p a to p r breaks forλ = 0. Some important aspects of the dynamics near S 2,+ 0 leading to Theorem 3.1 can be understood by investigating whether the intersection of the three-dimensional center manifoldsM a andM r atγ c is transverse. The relevant computation is carried out in the next section. Bifurcations from the center equilibrium and the family of periodic orbits and their relevance to canard explosion are studied in [14] .
3.6. Melnikov computation of the separation between M a,2 and M r,2 . The analysis of the previous sections implies that M a,2 and M r,2 intersect along γ c,2 for r 2 = λ 2 = 0. To prove Theorem 3.1 we compute the first order separation between M a,2 and M r,2 with respect to r 2 and λ 2 . The splitting of the manifolds off the sphere for λ 2 = 0 is shown in Figure 3 .3. All functions defined below are considered as functions of r 2 ∈ [0, ρ] and λ 2 ∈ (−µ, µ), for small ρ > 0 and µ > 0, without indicating this dependence explicitly. In the formulas below we drop the subscript of the time variable t 2 from chart K 2 , i.e., t = t 2 .
Let γ a,1 be the trajectory of system (3.18) contained in M a,1 for which
Let γ a,2 (t) = (x a,2 (t), y a,2 (t)) be the continuation of γ a,1 to chart K 2 , i.e., γ a,2 is a solution of (3.14), parametrized such that x a,2 (0) = 0. Analogously, let γ r,1 be the trajectory of (3.18) contained in M r,1 for which r 1 √ ε 1 = r 2 and let γ r,2 (t) = (x r,2 (t), y r,2 (t)) be the corresponding, backward continued solution of (3.14) parametrized such that since ∂H ∂y2 (0, y 2 ) = 0 for y 2 < 0. We define
where G is the function defined in section 3.3. Similarly we define
We will prove the following result. 
Proof. By construction D c is C k smooth and D c (0, 0) = 0. Thus we have to verify the expansion. We carry out the computation for r 2 . The result for λ 2 can be obtained in a similar way. We set λ 2 = 0 and consider r 2 ∈ [0, ρ]. We will show that This proves assertion (1). Property (2) follows by applying transformation (3.11) to the the expansion (3.31). Assertion (3) follows from the above combined with Proposition 3.4 because M a,2 must be exponentially close to M r,2 to reach the section Σ out r,1 . Finally, the inequality d λ2 < 0 implies that the intersection of the slow manifolds breaks as described in assertion (4) .
Remark 3.6. It is known that the function λ c from Theorem 3.1 which describes the canard curve actually has a power series in ε; see [3] , [7] , [19] . It is interesting to observe that this fact can be explained by a symmetry property of the blowup transformation. The form of the blow-up transformation (3.9) implies that the transformation (x,ȳ,r,λ) → (−x,ȳ, −r, −λ) (3.34) is a time-reversal symmetry of the blown-up vector fieldX; i.e., it maps orbits to orbits. Note that for prescribed slow manifolds outside V , the canard curve is uniquely determined. Since the transformation (3.34) maps a canard curve to a canard curve, it follows that −λ c,2 (r 2 ) = λ c,2 (−r 2 ) and consequently λ c (r 2 ) = λ c,2 (−r 2 ). From this we conclude that an asymptotic expansion of the canard curve is quadratic in r 2 and hence is a power series in ε. If the original vector field is smooth and the slow manifolds are chosen smooth, then, by a theorem of Schwartz [21] , λ c is a smooth function of ε.
The function λ c depends on the choice of the slow manifolds. However all slow manifolds are exponentially close and the corresponding functions λ c differ only by exponentially small terms and have the same asymptotic expansion.
