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Abstract
In this proceedings contribution I review recent progress in our understanding of the bulk dy-
namics of relativistic systems that possess potentially large local rest frame momentum-space
anisotropies. In order to deal with these momentum-space anisotropies, a reorganization of
relativistic viscous hydrodynamics can been made around an anisotropic background, and
the resulting dynamical framework has been dubbed “anisotropic hydrodynamics.” I also
discuss expectations for the degree of momentum-space anisotropy of the quark gluon plasma
generated in relativistic heavy ion collisions at RHIC and LHC from second-order viscous
hydrodynamics, strong-coupling approaches, and weak-coupling approaches.
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1. Introduction
Much has been learned, both on the theoretical and phenomenological fronts since the
first
√
sNN = 200 MeV Au-Au data were made available from Au-Au collisions at the Rel-
ativistic Heavy Ion Collider (RHIC) at Brookhaven National Lab over a decade ago. Since
then the heavy ion community has collected a tremendous amount of experimental data
and our theoretical understanding, both in terms of our ability to simulate the non-abelian
dynamics of the quark gluon plasma (QGP) from first principles and to model the QGP
based on effective models, has advanced tremendously. Additionally, with the turn on of
the Large Hadron Collider (LHC) at the European Center for Nuclear Research (CERN) in
2008, we now have access to
√
sNN = 2.76 TeV Pb-Pb data which allows us to further push
into the QGP part of the phase diagram of quantum chromodynamics (QCD). In the future,
the full energy Pb-Pb runs with
√
sNN = 5.5 TeV will push us even further into the QGP
phase. In recent years a somewhat surprising twist in the QGP story has occurred that
implies that the “most perfect fluid ever generated” possesses potentially large momentum-
space anisotropies in the local rest frame (LRF). As a result, the pressures transverse to and
longitudinal to the beam line can be quite different, particularly at early times and/or near
the transverse/longitudinal edges of the plasma. This has important implications for both
the dynamics and signatures of the QGP.
Information about the degree of isotropy of the QGP generated in relativistic heavy ion
collisions came first from phenomenological fits to RHIC data using ideal hydrodynamics.
Since ideal hydrodynamics assumes a priori that the QGP is completely isotropic, the heavy-
ion community interpreted the ability of such models to describe the pT -dependence of the
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transverse elliptical flow as solid evidence that the QGP created in heavy ion collisions
became isotropic and thermal at approximately 0.5 - 1 fm/c after the initial nuclear impact
[1–3]. Stepping forward, we now understand that at least the conclusion concerning isotropy
must be relaxed based on results from modern viscous hydrodynamics simulations. Since the
early days of ideal hydrodynamics there has been a concerted effort to make hydrodynamical
models more realistic by including the effect of shear and bulk viscosities (relaxation times).
This has lead to a proper formulation of relativistic viscous hydrodynamics [4–18] and,
recently, anisotropic relativistic viscous hydrodynamics [18–29]. The conclusion one reaches
from dissipative hydrodynamics approaches is that the QGP created in ultrarelativistic
heavy ion collisions (URHICs) has quite different longitudinal (along the beam line) and
transverse pressures, particularly at times τ ∼< 2 fm/c. The strength of these anisotropies
increases as one goes to early times or lower (local) initial temperatures.
In addition to the progress made in dissipative hydrodynamical modeling of the QGP,
there have been significant advances in our understanding of the underlying quantum field
theory processes driving the thermalization and (an-)isotropization of the QGP in the weak
and strong coupling limits (see Ref. [30] for a recent review). The picture emerging from
these advances seems to fit nicely into the picture emerging from the aforementioned dis-
sipative hydrodynamics findings, namely that the QGP created in URHICs possesses large
momentum-space anisotropies in the LRF. On the separate issue of thermalization, there
is evidence from simulations of weak-coupling non-abelian dynamics that one can achieve
rapid apparent longitudinal thermalization of the QGP due to the chromo-Weibel instabil-
ity [31, 32] (see also the early time spectra reported in Ref. [33]). On the strong coupling
front, practitioners are now able to use numerical GR to describe the formation of an extra-
dimensional black hole (or more accurately an apparent horizon), which is the criterium for
QGP thermalization in the AdS/CFT framework. In an expanding background correspond-
ing to the (approximately) boost-invariant Bjorken-like expansion of the QGP, these studies
find thermalization times that are less than 1 fm/c, however, the state which emerges is
momentum-space anisotropic even in the infinite ’t Hooft coupling limit.
2. Momentum-space Anisotropies in the QGP
As discussed above, many disparate approaches to QGP dynamics consistently find that
the QGP created in URHICs possesses LRF momentum-space anisotropies in the pT -pL
plane. As the first indication of this, let’s consider relativistic viscous hydrodynamics for a
system that is transversely homogenous and boost invariant in the longitudinal direction,
aka 0+1d dynamics. In this case, first-order Navier Stokes (NS) viscous hydrodynamics
predicts that the LRF shear correction to the ideal pressures is diagonal with space-like
components pizz = −4η/3τ = −2pixx = −2piyy, where η is the shear viscosity and τ is the
proper time. In viscous hydrodynamics, the longitudinal pressure is given by PL = Peq +pizz
and the transverse pressure by PT = Peq + pixx. Assuming an ideal equation of state (EoS),
the resulting ratio of the longitudinal pressure over the transverse pressure from first order
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Figure 1: Pressure anisotropy as a function of proper time assuming an initially isotropic system with
T0 = 600 MeV (top row) and T0 = 300 MeV (bottom row) at τ0 = 0.25 fm/c for 4piη¯ = 1 (left column) and
3 (right column). Solid black line is the solution of the second order coupled differential equations and the
red dashed line is the first-order “Navier-Stokes” solution.
viscous hydrodynamics can be expressed as(PL
PT
)
NS
=
3τT − 16η¯
3τT + 8η¯
, (1)
where η¯ ≡ η/S with S being the entropy density. Assuming RHIC-like initial conditions
with T0 = 400 MeV at τ0 = 0.5 fm/c and taking the conjectured lower bound η¯ = 1/4pi [34],
one finds (PL/PT )NS ' 0.5. For LHC-like initial conditions with T0 = 600 MeV at τ0 = 0.25
fm/c and once again taking η¯ = 1/4pi one finds (PL/PT )NS ' 0.35. This means that even
in the best case scenario of η¯ = 1/4pi, viscous hydrodynamics itself predicts rather sizable
momentum-space anisotropies. For larger values of η¯, one obtains even larger momentum-
space anisotropies. In addition, one can see from Eq. (1) that, at fixed initial proper time, the
level of momentum-space anisotropy increases as one lowers the temperature. This means,
in practice, that as one moves away from the center of the nuclear overlap region towards
the transverse edge, the level of momentum-space anisotropy increases.
Of course, since first-order relativistic viscous hydrodynamics is acausal, the analysis
above is not the full story. It does, however, provide important intuitive guidance since the
causal second-order version of the theory has the first-order solution as an attractive “fixed
3
point” of the dynamics. Because of this, one expects large momentum-space anisotropies
to emerge within a few multiples of the shear relaxation time τpi. In the strong coupling
limit of N = 4 SYM one finds τpi = (2 − log 2)/2piT [6, 35] which gives τpi ∼ 0.1 fm/c and
τpi ∼ 0.07 fm/c for the RHIC- and LHC-like initial conditions stated above, respectively.1
To demonstrate this quantitatively, in Fig. 1 I plot the solution of the second order Israel-
Stewart 0+1d viscous hydrodynamical equations assuming an isotropic initial condition and
the NS solution together. In the left column I assumed 4piη¯ = 1 and in the right column I
assumed 4piη¯ = 3 (η¯ ' 0.24) with τpi = 2(2− log 2)η¯/T in both cases. As can be seen from
this figure, even if one starts with an isotropic initial condition, within a few multiples of the
shear relaxation time one approaches the NS solution, overshoots it, and then approaches it
from below. The value of η¯ in the right column is approximately the same as that extracted
from recent fits to LHC collective flow data. I note that if one further increases η¯, then one
finds negative longitudinal pressures in second-order viscous hydrodynamics as well. This
can be seen in the lower right panel of Fig. 1.
Based on the preceding discussion one learns the value of η¯ extracted from LHC data [36]
implies that the system may be highly momentum-space anisotropic with the momentum-
space anisotropies persisting throughout the evolution of the QGP. However, before drawing
conclusions based solely on the relativistic viscous hydrodynamics, we can ask the corre-
sponding question within the context of the AdS/CFT framework. Several groups have
been working on methods to address the question of early-time dynamics within the context
of the AdS/CFT framework. Here I focus on the work of two groups: Heller et al. [37]
and van der Schee et al. [38] who both simulated the dynamics of an expanding QGP using
numerical general relativity (GR). In the work of Heller et al. they simulated the early time
dynamics of a 0+1d system by numerically solving the GR equations in the bulk. In the
work of van der Schee et al. [38] they performed similar numerical GR evolution but in the
case of a 1+1d radially symmetric system including transverse expansion. Both of these
studies found early-time pressure anisotropies on the order of PL/PT ∼ 0.31 or smaller.
Since these results were obtained in the context of the strong-coupling limit which implies
4piη¯ = 1, the pressure anisotropy found is an upper bound on what to expect in reality.
Having covered the degree of momentum-space anisotropy predicted by viscous hydro-
dynamics and the AdS/CFT approach, I would now like to briefly discuss the pressure
anisotropies expected within the Color Glass Condensate (CGC) [39, 40] framework and
weakly-coupled gauge field theory in general. In the CGC framework, the fields are boost-
invariant to first approximation. As a result, the leading order prediction is that longitudinal
pressure is zero.2 Including finite energy corrections results in a very small longitudinal pres-
sure. Currently, it is believed that the primary driving force for restoring isotropy in the
gauge field sector are plasma instabilities such as the chromo-Weibel instability [41]; how-
ever, so far practitioners have found that, even taking into account the unstable gauge field
dynamics, the timescale for isotropization in classical Yang-Mills simulations is very long
1A similar time scale emerges within the kinetic theory framework.
2At τ = 0+, the longitudinal pressure is negative due to coherent field effects; however, within a few
fractions of a fm/c it becomes positive and at leading order goes to zero rapidly.
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[42, 43]. The recent work of Epelbaum and Gelis [44] has included resummation of next-to-
leading order (NLO) quantum loop corrections to initial CGC fluctuations, and simulations
in this framework find early-time pressure anisotropies on the order of 0.01 - 0.5, depending
on the assumed value of the strong coupling constant gs = 0.1 - 0.4. In the context of hard-
loop simulations of chromo-Weibel instability evolution, one finds rapid thermalization of
the plasma in the sense that a Boltzmann distribution of gluon modes is established within
∼ 1 fm/c; however, large pressure anisotropies persist for at least 5 - 6 fm/c [31, 32].
3. Anisotropic Hydrodynamics
As pointed out above, the assumption that the system is nearly isotropic in the LRF
breaks down at early times and near the “edges” of the system. To account for these
large early-time deviations from local momentum isotropy non-perturbatively, a framework
called “anisotropic hydrodynamics” was developed [19–28]. Anisotropic hydrodynamics ex-
tends traditional viscous hydrodynamical treatments to cases in which the local transverse-
longitudinal momentum-space anisotropy of the plasma can be large. In order to accomplish
this, one expands around an anisotropic background where the momentum-space anisotropies
are built into the LO term
f(x, p) = faniso
(√
pµΞµν(x)pν
Λ(x)
,
µ(x)
Λ(x)
)
+ δf˜(x, p). (2)
Here Ξµν is a second-rank tensor that measures the amount of momentum-space anisotropy
and Λ is the transverse temperature scale which can be identified with the true temperature
of the system only in the isotropic equilibrium limit. µ(x) is the effective chemical potential
of the particles. Specifically, LO anisotropic hydrodynamics (aHydro) is based on an
azimuthally symmetric ansatz for Ξµν(x) [19] involving a single anisotropy parameter ξ such
that pµΞµν(x)pν reduces to p2+ξ(x)p2L in the LRF. The leading-order LRF distribution thus
becomes of Romatschke-Strickland (RS) form [45] which has spheroidal surfaces of constant
occupation number. The dynamical equations of aHydro were derived from kinetic theory
by taking f(x, p) = faniso(x, p) (i.e. by ignoring the correction δf˜ in Eq. (2)), and using the
zeroth and first moments of the Boltzmann equation in the relaxation time approximation
[19, 25].
Recently, the corrections due to δf˜ were included in a next-leading-order treatment of
anisotropic hydrodynamics dubbed “viscous anisotropic hydrodynamics” (vaHydro) [29].
In the vaHydro framework, dissipative effects due to the spheroidally deformed faniso are
treated non-perturbatively, while the corrections δf˜ are treated perturbatively. Another
interesting recent development has been to generalize the RS form from spheroidal to ellip-
soidal form at leading order [46], at least for the case of a system which possesses cylindrical
symmetry in space. This development offers some promise to treat all diagonal components
of the energy-momentum tensor non-perturbatively, while treating only the off-diagonal
components perturbatively. It will be very interesting to see how this plays out.
At leading order in the formalism, the aHydro dynamical equations result from taking
moments of the Boltzmann distribution. It was shown that for (0+1)d systems the resulting
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dynamical equations reduce to the Israel-Stewart equations of second-order viscous hydro-
dynamics in the limit of small momentum-space anisotropies [19]. In addition, and perhaps
more importantly, the equations are able to reproduce the large shear viscosity to entropy
density ratio limit (η¯ ≡ η/S → ∞) which gives longitudinal free streaming in the case of
(0+1)d dynamics [19]. The leading-order formalism has been extended to describe the full
3+1d dynamics of an spheroidally anisotropic QGP in the conformal (massless) limit [23–
26]. It has also been extend to describe two-component systems consisting of quarks and
gluons with explicit baryon number conservation [27, 28].
At next-to-leading order, one can include deviations from the spheroidal leader-order
form that arise from δf˜ in Eq. 2. The resulting framework provides non-perturbative dy-
namical equations for the momentum-space anisotropy (ξ), the transverse temperature (Λ),
the LRF velocity (u), and the longitudinal boost-angle associated with the LRF (ϑ). These
equations are coupled to an evolution equation for the dissipative corrections generated
by δf˜ . The resulting dynamical equations for a conformal system in the relaxation time
approximation are
Zeroth moment :
ξ˙
1 + ξ
− 6Λ˙
Λ
− 2θ = 2Γ
(
1−
√
1+ξR3/4(ξ)
)
, (3)
First moment :
R′ξ˙ + 4RΛ˙
Λ
= −
(
R+1
3
R⊥
)
θ⊥ −
(
R+1
3
RL
)
u0
τ
+
p˜iµνσµν
E0(Λ) , (4a)
[3R+R⊥] u˙⊥ = −R′⊥∂⊥ξ − 4R⊥
∂⊥Λ
Λ
− u⊥
(
R′⊥ξ˙+4R⊥
Λ˙
Λ
)
−u⊥(R⊥−RL)u0
τ
+
3
E0(Λ)
(
ux∆
1
ν + uy∆
2
ν
u⊥
)
∂µp˜i
µν , (4b)
[3R+R⊥]u⊥φ˙u = −R′⊥D⊥ξ − 4R⊥
D⊥Λ
Λ
− 3E0(Λ)
(
uy∂µp˜i
µ1 − ux∂µp˜iµ2
u⊥
)
, (4c)
Second moment :
˙˜piµν = −2u˙αp˜iα(µuν) − Γ
[(P(Λ, ξ)−P⊥(Λ, ξ))∆µν + (PL(Λ, ξ)−P⊥(Λ, ξ))zµzν + p˜iµν]
+Kµν0 + Lµν0 + Hµνλ0 z˙λ +Qµνλα0 ∇λuα + X µνλ0 uα∇λzα
−2λ0pipip˜iλ〈µσν〉λ + 2p˜iλ〈µων〉λ − 2δ0pipip˜iµνθ . (5)
Above primes indicate a derivative with respect to ξ, dots indicate a comoving derivative,
i.e. f˙ = Df = uµ∂µf , D⊥ = u⊥ · ∇⊥ is the transverse comoving derivative, θ = ∂µuµ is the
expansion scalar, θ⊥ = ∇⊥ · u⊥ is the transverse expansion scalar, and φu = tan−1(uy/ux).
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Figure 2: (Color online) Relative error of various dissipative hydrodynamics approaches compared to the
exact solution of the (0+1)d Boltzmann equation in relaxation time approximation. The left panel shows
the relative error in the pressure ratio and the right panel shows the relative error in the energy density.
The legend applies to both panels and the various approximations are described in the text.
The functions R, R⊥, and RL are analytically known nonlinear functions that arise in the
calculation of the anisotropic thermodynamical functions E , PT , and PL [19]. The isotropic
thermodynamical functions E0 and P0 can be calculated once the form of the underly-
ing isotropic distribution function which enters the RS form is specified. The parentheses
and square brackets indicate symmetrization and antisymmetrization, respectively. Angu-
lar brackets indicate projection of the transverse and traceless tensor components. Above
Γ = R1/4(ξ)Λ/(5η¯) is the local relaxation rate which depends on the degree of anisotropy,
the local transverse temperature, and the shear viscosity to entropy ratio. The dissipative
forces K0, Lµν0 etc. and transport coefficients λ0pipi and δ0pipi appearing in Eq. (5) are tabulated
in Ref. [29]. Finally, ∆µν = gµν−uµuν is a transverse projector, σµν ≡ ∇〈µuν〉 is veloc-
ity shear tensor, ωµν ≡ ∇[µuν] is the vorticity tensor, and zµ is the anisotropy direction,
which in the LRF is given by zµ = (0, 0, 0, 1). Note that, if one takes the non-spheroidal
shear p˜iµν to zero, then the zeroth and first moments reduce to the leading-order anisotropic
hydrodynamics equations.
As a way to test to the efficacy of this approach, one can check how well the equations
above reproduce exact numerical solution of the Boltzmann equation in the case of trans-
versely homogeneous boost invariant (0+1)d system [47, 48]. In Fig. 2 I plot the longitudinal
to transverse pressure ratio scaled by the exact solution (left) and the energy density scaled
by exact solution (right). For all approximations shown the system was initialized isotropi-
cally ξ0 = 0 with an initial temperature of T0 = 300 MeV at τ0 = 0.25 fm/c and I assumed
4piη¯ = 3. The solid black line is the scaled exact solution for reference, the long-dashed
red line is the vaHydro result, the short-dashed blue line is the aHydro result, the green
dot-dashed line is the Israel-Stewart second-order viscous hydrodynamics result, the orange
dot-dot-dashed line is the complete second order viscous hydrodynamics result of Denicol et
al. [10, 17, 49], and the purple dot-dot-dot-dashed line is the third order Chapman-Enskog
viscous hydrodynamics result of Jaiswal [50]. As can be seen from Fig. 2 the recently ob-
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tained second-order anisotropic dynamics equations (vaHydro) are superior to all other
second-order approaches and comparable the third-order treatment of Jaiswal. In Ref. [29]
a more comprehensive study of the initial condition dependence of these quantities and
particle production demonstrated that vaHydro best reproduces the exact solution to the
Boltzmann equation. We note, importantly, that out of all of the approximations considered,
the Israel-Stewart approximation is the poorest approximation considered.
4. Conclusions and Outlook
Dissipative hydrodynamical models are able to describe the collective flow of the QGP
produced at RHIC and LHC, both in terms of event-averaged observables and their under-
lying probability distributions, with a surprising level of accuracy. Since dissipative hydro-
dynamics implies the existence of momentum-space anisotropies in the QGP, one must now
conclude, based on empirical evidence alone, that the QGP might be thermal but strongly
anisotropic in momentum-space, implying that the QGP has (at least) two temperatures,
a transverse one and a longitudinal one. This means, in practice, that one has to fold the
momentum-space anisotropy of the underlying one-particle parton distribution functions
into the calculation of various processes. There have been some initial work along these
lines (see Ref. [30] for a collection of relevant references), but there is much work left to do.
On the dynamics front, the recently developed vaHydro approach provides a complete
second-order treatment which takes into account plasma anisotropies from the outset and,
as a result, yields a superior approximation scheme. Future developments will include imple-
mentation of vaHydro numerical codes. Since the expansion around a locally anisotropic
momentum distribution results in smaller deviations δf˜ of the distribution function from the
leading-order ansatz, the vaHydro framework should yield results that are quantitatively
more reliable, particularly when it comes to the early stages of QGP hydrodynamical evolu-
tion and near the transverse edges of the overlap region where the system is approximately
free streaming. Finally, as mentioned previously, another important recent development has
been the development of leading-order ellipsoidal anisotropic hydrodynamics [46]. If the
off-diagonal contributions to the energy-momentum tensor can be taken into account using
similar methods as vaHydro, this should yield an even better approximation scheme.
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