Codebook-based single-microphone noise suppressors, which exploit prior knowledge about speech and noise statistics, provide better performance in nonstationary noise. However, as the enhancement involves a joint optimization over speech and noise codebooks, this results in high computational complexity. A codebook-based method is proposed that uses a reference signal observed by a bone-conduction microphone, and a mapping between air-and bone-conduction codebook entries generated during an offline training phase. A smaller subset of air-conducted speech codebook entries that accurately models the clean speech signal is selected using this reference signal. Experiments support the expected improvement in performance at low computational complexity.
I. Introduction
Speech enhancement methods aim to attenuate or remove undesired signal(s) while preserving one or more desired signals. For example, a noise suppression system in a mobile phone estimates the background noise (undesired) observed by the microphone and removes it, preserving the user's speech (desired). In such systems it is usually assumed that the background noise is stationary and so noise estimation methods such as minimum tracking (Martin, 2001) can be employed to estimate the noise power spectral densities (PSD). However, for nonstationary noise signals which vary with time, properly tracking and estimating the noise statistics becomes difficult. Therefore, many systems also apply over-subtraction of the estimated noise PSD, which consequently leads to undesirable distortion of the resulting speech signal.
Model-based approaches to speech enhancement, which rely on trained codebooks of gain-normalized speech and noise PSDs, have been shown to provide better performance in nonstationary noise environments (Srinivasan et al., 2007) . In such methods, the speech and noise PSD codebook candidates and their respective gain factors that describe the observed noisy PSD best (according to a certain criterion), are obtained for each short-time segment.
The resulting PSD estimates are used to perform noise suppression by constructing a Wiener filter, for example. As the estimation step is performed for every short-time segment without relying on a buffer of past PSD estimates, the method can accurately estimate the noise PSD even under nonstationary noise conditions.
A major drawback of model-based approaches for noise suppression is the large search space for finding the optimum pair of signal and noise codebook entries for estimating the observed microphone PSD. Such a search involves performing an optimization over the entire speech codebook for each noise codebook entry. Given that the size of the speech and noise codebooks is directly related to the attainable level of performance, the complexity associated with this search might not be tractable for low-cost real-time systems. Another negative consequence of such a large search space is the ambiguity that can arise in finding the best estimate of the observed noisy PSD since this estimate may not necessarily represent the underlying speech and noise data correctly (Srinivasan et al., 2006) . In this paper, we propose to use additional information, such as that provided by a reference sensor to address these two drawbacks.
An example of such a sensor is a bone-conduction (BC) microphone which is placed in contact with a small area of the user's skin. The location of the BC microphone can affect the quality and intelligibility of the captured BC speech, a preferred location being an area near the larynx (Moser and Oyer, 1958) . Unlike air-conduction (AC) microphones which also capture external background noise present in the user's environment, BC sensors are immune to this background noise since the captured signal is transmitted through bone and tissue directly to the sensor. Hence their use is an attractive alternative in noisy environments, especially at low signal-to-noise ratios (SNR). One main drawback of BC speech, however, is that its quality and intelligibility are much lower than that of clean AC speech (Munger and Thomson, 2008) . This drop in intelligibility results from the filtering properties of bone and tissue, which severely attenuate high-frequency components of the signal, particularly above 1 kHz.
In this paper, we propose a new method that uses a noise-free BC reference signal in a codebook-based speech enhancement system to select a smaller subset of speech codebook entries to perform noise suppression. Significant savings in computational complexity can be achieved by only considering a subset instead of the entire speech codebook. Moreover, an improvement in performance can be expected as the BC reference signal is used to select the most relevant entries from the speech codebook for each short-time segment. As the BC signal is only used to reduce the search space and the enhancement is performed on the noisy AC signal, the enhanced signal does not suffer from the high frequency attenuation that is typical to BC signals.
II. Signal model and background
Consider an additive noise model where the AC microphone signal is given by
with d(n) denoting the desired signal, in this case the user's speech, u(n) the undesired signal, such as background noise, and n the discrete-time index. Furthermore, it is assumed that the desired and undesired signals are uncorrelated, i.e. E{d(n)u * (n)} = 0. Common noise suppression systems rely on spectral methods to construct a frequency-dependent gain function to filter the microphone signal. Let the short-time Fourier transform (STFT) of the microphone signal be denoted by
where D(ω) and U (ω) denote the STFT of the desired and undesired signal, respectively.
Also, letP z (ω),P d (ω), andP u (ω) denote estimated power spectral densities (PSDs) of the microphone, desired, and undesired signals, respectively. Typically,P u (ω) is obtained using a noise estimation algorithm, e.g., (Martin, 2001) , that estimates the noise PSD from the
usually expressed in terms of these PSDs, and the enhanced signal is given by
from which the discrete-time signal can be recovered. The performance of such a scheme is limited by the accuracy of the noise estimate, which is generally based on a buffer of past noisy PSD estimates. As a consequence, the resulting accuracy is acceptable for stationary noise but unsatisfactory under nonstationary conditions.
To cope with nonstationary noise, model-based approaches which rely on trained codebooks of speech and noise PSDs can provide better performance. In this approach, an estimate of the observed microphone PSD, P ij z (ω) is constructed from a linear combination of speech and noise codebook entries to minimize some cost function with the observed microphone PSD,P z (ω). In mathematical terms,
where P i d (ω) and P j u (ω) are the i th and j th speech and noise codebook entries, respectively, and g ij d and g ij u are frequency-independent gain terms. A search is performed through all pairs of speech and noise codebook entries to determine the pair that minimizes the selected cost function between P ij z (ω) andP z (ω). This minimization process also yields the optimal gain levels g ij d and g ij u (Srinivasan et al., 2007) . As this step is performed for every short-time segment, the method can accurately estimate the noise PSD even under nonstationary noise conditions without relying on long-term noise estimates. Instead of determining a single pair of codebook vectors, it is also possible to estimate the speech and noise spectra as a weighted sum of codebook spectra as in the Bayesian approach adopted in (Srinivasan et al., 2007) . The resulting speech and noise PSDs,P d (ω) andP u (ω), are used, e.g., to construct a Wiener filter to obtain an estimate of the clean speech signal from the noisy input:
The key aspect here is the estimation of the speech and noise PSDs, and once they are obtained, any gain function may be employed, e.g., the log-spectral amplitude estimator (Cohen, 2002) .
III. Proposed system based on a BC signal
The proposed method relies on trained codebooks of AC and BC clean speech PSDs, and a mapping between the two that is generated during an offline training procedure. During the actual online noise reduction, the AC microphone observes both the speech signal and the background noise whereas the BC microphone observes only the BC speech signal. For each short-time segment of the noisy speech, the BC codebook vector that is closest (with respect to a selected distortion criterion) to the PSD of the observed BC signal is identified in a first step. Though the BC codebook is trained on clean BC speech signals, this step is justified as the BC signal is noise-free even in the presence of background noise. In the second step, the AC codebook vector that is mapped to the selected BC codebook vector is used in the codebook-based speech enhancement algorithm, instead of the entire AC codebook.
Alternatively, in the first step, the N s N d BC codebook vectors that are closest to the PSD of the observed BC signal can be used to identify a subset of the AC codebook of size N s , to be used in the second step. The details of the offline mapping and the online subset identification are presented in the following subsections.
A. Creating a mapping between the AC and BC codebooks
In a separate offline training phase, codebooks of gain-normalized AC and BC speech signal PSDs, and a mapping between the two, are generated as follows. A large database of speech data is first observed simultaneously on both AC and BC microphones. A training set of AC and BC PSDs parameterized as linear predictive (LP) coefficients is then generated based on this database. The relation between a vector of LP coefficients θ x = (a x 0 , . . . , a xp ) and the underlying gain-normalized PSD, where a x 0 = 1 and p is the LP model order, is
given by:
where
The LP model has been successfully employed in speech coding and is a convenient low-dimensional representation of the PSD, which is suitable for training from large datasets. The training speech data is analyzed in short-time segments and a vector of LP coefficients is extracted for each segment. Let Θ ac and Θ bc denote the set of L LP vectors that form the training database for the AC and the BC codebooks, respectively, with elements θ k ac ∈ Θ ac and θ k bc ∈ Θ bc for 1 ≤ k ≤ L. The AC codebook is trained using the Linde-Buzo-Gray (LBG) algorithm (Linde et al., 1980) , using the ItakuraSaito measure as the error criterion (Itakura and Saito, 1970) . 
where d(·, ·) is a distance measure. When the Itakura-Saito distortion is used as the distance measure, the centroid computation can be performed as described in (Rabiner and Juang, 1993, pp. 247-248) .
The partitions for the BC codebook are derived from the partitions of the AC codebook as follows. The AC and BC training signals are time-aligned. Then, the L BC training vectors are partitioned as
The BC codebook vectors are then computed as the centroids of these partitions. In this manner, each vector of the BC codebook is mapped to a vector in the AC codebook.
B. Speech enhancement
A vector of LP coefficients a bc is extracted from a short-time segment of the BC signal b(n), and the N s vectors from the BC codebook that are closest to a bc w.r.t. the ItakuraSaito distortion measure are identified. A subset of the AC codebook is selected that consists of the AC codebook vectors that are mapped to the N s BC codebook vectors identified in the previous step. This subset in then used as the speech codebook in the codebook-based speech enhancement scheme described in (Srinivasan et al., 2007) .
The reason for using a subset of BC codebooks vectors that are closest to a bc and not simply the single closest vector is due to the fact that the BC signal has little energy above approximately 1 kHz. Thus, multiple AC codebook vectors may match well with a given BC codebook vector in the 0 − 1 kHz range, while these AC vectors could be different from each other at higher frequencies. Consequently, if a single BC vector closest to a bc is selected, the corresponding mapped AC vector need not necessarily be the best candidate in the AC codebook to describe the PSD of the clean speech component in the observed noisy AC signal. Using a subset of BC codebooks vectors that are closest to a bc addresses this problem.
Performing speech enhancement using a smaller subset of the AC codebook, generated as described above, has two advantages compared to using the entire AC codebook, which would be the case in the absence of a reference sensor such as the BC microphone. First, as the BC signal is free from background noise, the selected subset contains those entries that most closely match the clean AC PSD. This is unlike the case of using the entire AC codebook where it is possible that several pairs of vectors from the speech and noise codebooks in (4) provide a good fit to the observed noisy PSD, without actually representing the underlying speech and noise data correctly. Using the BC signal to select a subset of speech codebook entries that are close to the underlying speech reduces this ambiguity, and thus improves performance, especially at low SNRs. Secondly, the computational complexity of the codebook-based approach, which is one of the major drawbacks of the scheme as
the BC signal is only used to select a subset of the AC codebook, and the remainder of the processing is performed on the AC signal, which is not limited by the lowpass characteristic of the BC signal.
IV. Experimental results
Experiments were conducted with a specially designed prototype worn around the neck using an elastic collar. The prototype was designed with oppositely facing Primo EM158 electret microphones so that while one microphone is in contact with the user's neck and picks up the BC speech signal produced by the larynx, the second microphone picks up the AC speech signal from the user's mouth. Although BC microphones based on piezo elements are available, here, the BC signal is captured using the occlusion effect produced by the prototype, which was designed to trap a minute volume of air between the user's skin and microphone. A 20 min. recording of both the AC and BC microphone was made while a user uttered a sequence of Harvard sentences, and served as the training data. An AC codebook of LP coefficients with 256 entries was trained using the LBG algorithm (LP model order 10, extracted from segments of 256 samples with 50 % overlap and 8 kHz sampling frequency). The BC codebook was derived from the final partitions of the AC codebook. A noise codebook with 8 entries trained on traffic noise was used.
From a different set of recordings than that used to train the speech and noise codebooks, traffic noise was added at an SNR of 0 dB to the AC microphone data to obtain the test data. Both the AC and BC microphone test data were processed in segments of 256 samples with a 50% overlap and at a sampling frequency of 8 kHz. For each segment of the BC signal, the vector of LP coefficients of order 10 was extracted, and N s closest entries from the BC codebook identified. To determine the optimal subset size, different values were considered for N s , ranging from 1 to 256 (equivalent to using the entire AC codebook). The entries in the AC codebook that were mapped to these N s entries formed the speech codebook for this segment. The remainder of the enhancement was as described in (Srinivasan et al., 2007) .
To confirm that it is indeed the use of the noise-free BC reference signal in selecting the subset from the AC codebook that results in improved performance, the experiments included a method that used a different reference signal to generate the subset. Assuming a single-microphone system, this reference signal was obtained by applying a Wiener filter to the noisy AC signal using a noise PSD estimate obtained from the well-known minimum statistics algorithm (Martin, 2001) , to approximate a noise-free reference signal. The vector of LP coefficients extracted from this signal was then used to select the N s closest vectors from the AC codebook to be used in the codebook-based enhancement scheme.
The performance of the two schemes was quantified using segmental SNR (SSNR) and log-likelihood ratio (LLR) as the objective quality measures. SSNR is conventionally used to report noise reduction performance, and we include LLR as it has been shown to have a high correlation to subjective quality (Hu and Loizou, 2008 The proposed approach (solid curve) provides good performance even for N s = 1 in terms of both SSNR and LLR and drops as N s increases. With N s = 256 the proposed approach reduces to that of using the entire AC codebook as in the original approach without any information from a BC sensor. The SSNR peaks for a value of N s = 5, which is a significant reduction in computational complexity compared to using the full 256-entry AC codebook.
This behavior reflects the advantage of using the clean BC reference signal as discussed in Section III.B. In contrast, when using the Wiener-filtered noisy AC signal as a reference (dash-dot curve) the performance benefit of using a smaller subset disappears. This confirms that the use of a noise-free BC signal to select a subset of AC codebook entries results in improved performance. 
V. Conclusion
This paper has investigated the use of a reference signal provided by a bone-conducting microphone to improve the performance of a codebook-based speech enhancement system. 
