Abstract This article deals with the global asymptotic stability problem for a class of neural networks with timevarying discrete and distributed delays. The activation functions are assumed to be neither monotonic nor differentiable, and two types of time-varying discrete delays are considered: one is differentiable and has bounded derivatives, and the other is continuous and may vary very fast. By constructing an appropriate Lyapunov-Krasovskii functional and employing a tighter inequality, new stability criteria dependent on both the lower bound and upper bound of the time-varying time delays are established to guarantee asymptotic stability for the addressed neural networks. It is shown that the new criteria improve some results from previous studies. Two simulation examples are given to show the effectiveness and the reduced conservatism of the proposed criteria.
Introduction
Neural networks (NNs) have received considerable attention due to their extensive applications in various signal-processing problems such as optimization, fixedpoint computations, and other areas in recent decades. Since integration and communication delays are unavoidably encountered both in biological and artificial neural systems, and may result in oscillation and instability, increasing interest has been focused on stability analysis of NNs with time delays [1-7, 9-20, 34-42] .
As is well known, the use of constant fixed delays in models of delayed feedback may provide a good approximation in simple circuits consisting of a small number of cells. However, neural networks usually have a spatial limit due to the presence of a multitude of parallel pathways with a variety of axon sizes and lengths. Thus, there is a distribution of conduction velocities along these pathways, as well as a distribution of propagation delays. In these circumstances the signal propagation is not instantaneous and cannot be modelled with discrete delays. A more appropriate approach is to incorporate continuously distributed delays in neural network models. In recent years there has been a growing interest in neural networks with discrete and distributed delays (see for example [21] [22] [23] [24] 27] ). In [21, 22] , several sufficient conditions to ensure the existence and global asymptotic stability of an equilibrium point for the neural networks with discrete and distributed constant delays are obtained. In [23] , the global exponential stability problem is investigated for the neural networks with discrete and distributed constant delays, and two sufficient conditions are given. In [24, 27] , robust stability is discussed for neural networks with discrete and distributed constant delays, and several sufficient conditions are derived to guarantee global robust stability for the neural networks. However, it should be noted that most results in [21] [22] [23] [24] 27 ] are only concerned with constant time delays. Very recently, in [25, 28] , the global asymptotic stability problem is investigated for neural networks with discrete and distributed time-varying delays, where time-varying delays are continuously differentiable and the derivatives of time delays are bounded. In [26] , the authors consider cellular neural networks with discrete and distributed timevarying delays, where the time-varying delays are continuous and may vary very fast. It is worth pointing out that, in [25, 26, 28] , the low-bound time-varying delays are assumed to 0. In fact, they are not equal to 0. To our knowledge, only one study [14] has touched on delay NNs with nonzero low-bound time-varying delays.
Motivated by the above discussions, this article considers two types of time-varying delays: one is differentiable and has a bounded derivative; the other is continuous and may vary very fast. By constructing an appropriate Lyapunov-Krasovskii functional and employing a new inequality, new stability criteria are established, without ignoring certain terms, to guarantee asymptotic stability for the addressed neural network. Two simulation examples are given to show the effectiveness and lower conservatism of the proposed criteria.
Notation. Throughout this paper, in the real symmetric matrix 
Problem formulation and preliminaries
Consider the following delayed neural networks with n neurons [43, 44, 45] : In the following, each neuron activation function in (1),
, satisfies the following condition (see [29, 30] for details): 
As the activation functions are bounded, according to [23] , there exists at least one equilibrium point for the NNs (1). Assume 
From the above analysis, we can see that the stability problem of system (1) on equilibrium * y is changed into the zero stability problem of system (3). We will now consider two cases of time-varying discrete delays [43, 44, 45] : 
Main results
In this section, we shall establish our main criterion based on an appropriate Lyapunov-Krasovskii functional and a tighter inequality. First, we consider the case that the time-varying discrete delays satisfy Case 1.
the origin of system (3) is asymptotically stable if there exist matrices
and any matrices ( ) 
where
and* denotes the symmetrical terms in a symmetrical matrix.
Proof. Consider the following Lyapunov-Krasovskii functional candidate for NNs (3): 
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On the other hand, from the Leibniz-Newton formula, the following equations are true:
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: 0
The time derivative of ( ) ( ) 1 V z t along the trajectories of delay NNs (3) with (13)- (15), is obtained as: 
t d t P z t d t z t d t P z s ds z t P z t d t ( ) (
2 2 
t d t t h z t d t P z t h z t d t P z s ds
τ τ τ τ − − − − − − −   ( ) () ( ) ( ) ( ) 4 1
t d t t h t d t z t P z t h z t P z t d t z t P z s ds z t d t P z t h z t d t P t d t z t d t P z s ds t t
. where 
2 
V z t h z t R z t z s R z s ds
1 1 (19) where (21) Moreover, one can infer from (4) that ( ) 
  t h t h t d t t h t h t d t V z t h z t R z t z s R z s ds h z t R z t z s R x s ds z s R z s ds
( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
z t R z t h d t z s ds R z s ds z s ds R z s ds d t h W W W W h z t R z t h h
( ) ( )( ) ( ) ( ) ( ) 2 2
2 t d t t d t t h t h W z s ds R z s ds
τ − − − − =     ,( ) ( ) ( )μ Π = + + − − − − diag Q Q Q Q Q Q Q ( ) } 2 1 , 0, 0, 0, 0 μ − − Q . It is easy to compute that () ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 2
t t t t t t t V z t f z t Zf z t f z s Zf z s ds f z t Zf z t t f z s Zf z s ds f z t Zf z t f z s ds Z f z s ds
+ − − −   −         ≤               −      i i i i i i i i i i i i i i l l l l+ − − −   −       − −       ≤       − −     −      i i i i i i i i i i i i i i l l l l e e e
e z t d t z t d t l l f z t d t f z t d t e e
e e (23) where i e denotes the unit column vector with a "1" element on its ith row and zeros elsewhere. Letting { } { }   1  11  12  1  2  21  22  2   =diag  , ,  , 
, , ,
we have from (16)- (21), (24), (25) 
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It is clear that inequality (26) is equivalent to (5a), and inequality (27) is equivalent to (5b), so 
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, the origin of system (3) is asymptotically
, , 0,
and any matrices ( ) , , Ξ Ξ Ξ are defined in (8) , (10) , and (11) and * denotes the symmetrical terms in a symmetrical matrix.
Remark 2.
In [21] , only constant-distributed time delay is studied. However, in this paper, we considered the stability problem of a class of NNs with time-varying delay. Meanwhile, compared with the result in [28] , 
Then, for delay ( ) , Ξ Ξ , U are defined in (7), (8) and (12) and * denotes the symmetrical terms in a symmetrical matrix.
In order to demonstrate the improvement over the existing criteria, Corollary 2 is established from Theorem 2 by setting h1 = 0, R2 = 0, Q3 = 0, P4 = P7 = 0. 8 n n + . That is, the variables in [26] are around 1.2 times those in Theorem 1. However, our result may provide less conservative results than Theorem 1 in [26] , as shown in of the examples in section 4. found that the delay-dependent stability conditions proposed in [22, 25, 26] are not satisfied. However, by Theorem 2 in this paper, the neural network under consideration is globally stable. This implies that, for this example, the delay-dependent stability result proposed in Theorem 2 is less conservative than that in [22, 25, 26] .
Conclusion
This article, by employing the newly proposed Lyapunov functional and a tighter inequality, has established new stability criteria in terms of LMIs, which are dependent on both the lower bound and upper bound of the timevarying time delays. It can be shown that the obtained criteria are less conservative than previously existing results through the numerical examples.
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