For a classical group G over a field F together with a finite-order automorphism θ that acts compatibly on F , we describe the fixed point subgroup of θ on G and the eigenspaces of θ on the Lie algebra g in terms of cyclic quivers with involution. More precise classification is given when g is a loop Lie algebra, i.e., when F = C((t)).
1.2. Convention. For a field k and n ∈ N, µ n (k) denotes the group of n-th roots of unity in k × .
Let A be an associative ring, and M, M ′ two left A-modules. Let ζ be an automorphism of A. A map
For a left A-module M , let End A (M ) denote the set of A-linear endomorphisms of M and Aut A (M ) denote the group of A-linear automorphisms of M .
If A contains a field k, and M is a left A-module M of finite dimension over k, let GL A/k (M ) be the algebraic group over k whose R-points (for any commutative k-algebra R) are R⊗ k A-linear automorphisms of R ⊗ k M . When A = k we write GL k (M ) for GL k/k (M ), which is the usual general linear group. If A is commutative, then GL A/k (M ) = R A/k GL A (M ) is the Weil restriction of the general linear group GL A (M ) from A to k.
If, moreover, the A-module M carries a k-bilinear pairing ·, · : M × M → B valued in some k-vector space B, we denote by Aut A/k (M, ·, · ) the algebraic subgroup of GL A/k (M ) preserving the pairing.
1.3. The setup and the main result. Throughout the paper, let k be a field. Let F be a finite separable k-algebra together with an automorphism ζ ∈ Aut(F ) of order n ∈ N such that k = F ζ . We allow F to be a product of fields.
Let V be a finite type F -module. Let θ be an (F, ζ)-semilinear automorphism of V . Let m be a multiple of n such that m/n is invertible in k. Assume
Then θ acts on the Weil restriction GL F/k (V ) and on the Lie algebra End F (V ) by conjugation. As a warm-up, in §2 we describe the fixed point subgroup of θ on GL F/k (V ) and the θ-eigenspaces on End F (V ) in terms of cyclic quivers decorated by division algebras. The more complicated case where GL F/k (V ) is replaced with a classical group G defined using V and a symmetric bilinear form, a symplectic form or a Hermitian form on it is considered in §3.
Our main result is Theorem 3.22, which gives a complete description of the fixed subgroup H of θ on G and eigenspaces g(ξ) of θ on g = Lie G in terms of cyclic quivers with involution decorated by division algebras and pairings. The strategy of the proof is to realize V as a module over a certain semisimple (non-commutative) algebra A β , and to extract linear-algebraic data from the multiplicity spaces of simple A β -modules in V .
In §4 we specialize to the case of classical loop Lie algebras, and make the description in Theorem 3.22 more precise. The result in this case can be summarized in the following rough form: when G comes from a polarization on V and Nm F/k (ξ) is a primitive m/n-th root of unity, we can associate to the situation a cyclic quiver Q ξ with m/n or m/2n vertices (i.e., there is a vector space M i on each vertex i of Q ξ over k or a quadratic extension of k). The quiver Q ξ is equipped with an involution (−) ♦ , and the vector spaces on i and i ♦ are dual to each other. For i = i ♦ , M i is equipped with a symmetric bilinear, skew-symmetric bilinear or Hermitian form. Then H = G Ad(θ) is the automorphism group of the (M i ) i∈I preserving the pairings and forms; g(ξ) is the space of representations of the quiver Q ξ in the vector spaces (M i ) satisfying a certain self-adjointness conditions with respect to the pairings.
Examples of the setup.
(1) n = 1 so k = F . In this case V is a finite-dimensional k-vector space with a k-linear operator θ such that θ m is a scalar. (2) m = n. In this case θ gives a descent datum of V to a k-vector space V ′ , i.e., V = V ′ ⊗ k F .
(3) k = R, F = C and n = 2. In this case V is a complex vector space with a complex anti-linear automorphism θ of finite order. (4) k is a discrete valuation field and F is a tamely ramified Galois extension of k of degree n. This includes the case k = C((t n )) and F = C((t)) with the action ζ(a(t)) = a(ζ n t) for some primitive n-th root of unity ζ n , which arises from the loop Lie algebra setting discussed in the beginning.
(5) Let k be a field containing a finite field F q , and F = k ⊗ Fq F q n with the action of ζ by q-Frobenius on the F q n -factor. An F -vector space V with an (F, ζ)-semilinear automorphism θ appears in the study of the generic fiber of Shtukas by Drinfeld [D, §2] (which Drinfeld calls "F-spaces").
Linear case
2.1. The problem. We are in the setup of §1.3. Let G = GL F (V ), the general linear group over F . Let g = End F (V ) be the Lie algebra of G. Let Ad(θ) (resp. ad(θ)) denote the conjugation action of θ on G (resp. g): Ad(θ)(g) = θgθ −1 for g ∈ G (resp. ad(θ)(ϕ) = θϕθ −1 for ϕ ∈ g). Then Ad(θ) is an automorphism of the Weil restriction R F/k G = GL F/k (V ) , and ad(θ) is an (F, ζ)-semilinear automorphism of g. Our goal is to understand the following in terms of quivers:
(1) The fixed point group H := (R F/k G) Ad(θ) as an algebraic group over k. Note that
is not an eigenspace of ad(θ) in the traditional sense. In particular, for different ξ, the subspaces g(ξ) are not necessarily linearly independent.
Definition.
(1) Let F θ be the non-commutative polynomial ring over F in one variable θ with the relation θa = ζ(a)θ for all a ∈ F .
(2) Let A β be the quotient of F θ by the ideal generated by the central element θ m − β.
For ξ ∈ Ξ m/n , let µ ξ be the F -linear automorphism of A β sending θ to ξθ. This defines an action of Ξ m/n on A β . For an A β -module V , let V ξ be the same F -vector space V with the action of A β twisted by µ ξ ; i.e., the new action of θ on v ∈ V ξ is θ · v = ξθ(v).
2.4.
Reformulation of the problem. We may rewrite H and g(ξ) in terms of the A β -module structure on V :
(1) H = GL A β /k (V ) as an algebraic group over k (see §1.2 for convention);
(2) For ξ ∈ Ξ m/n , we have g(ξ) = Hom A β (V ξ , V ). Note that if ξ / ∈ Ξ m/n , then g(ξ) = 0.
Classification of
be the decomposition of L β into a product of fields, with the index set I in natural bijection with the underlying set of Spec L β . Let b i ∈ L i be the image of b. Then
2.6. Lemma. The algebra A i is a central simple algebra over L i .
Proof. The presentation of A i is the standard one for a cyclic algebra of degree n 2 over L i . In particular A i is a central simple algebra over L i .
By the above lemma, for each i ∈ I, there is up to isomorphism a unique simple A i -module. We fix a simple A i -module S i for each i ∈ I. (D i ), and dim Li (D i ) = (n/n i ) 2 . We view S i as a right D i -module with the right D i -action given by the left D opp i = End Ai (S i )-action on S i . 2.7. Corollary. The algebra A β is a semisimple k-algebra with the set of simple modules up to isomorphism given by {S i } i∈I . Any A β -module V is canonically isomorphic to a direct sum
2.8. The group H. Now we are ready to describe the group H using the canonical decomposition (2.1) for the A β -module V . We have an isomorphism of algebraic groups over k
Under the above isomorphism, if g ∈ H corresponds to (g i ) i∈I on the right side, then
2.9. The quiver Q ξ . The action of ξ ∈ Ξ m/n on A β induces an action on its center L β by µ ξ : b → Nm F/k (ξ) · b, hence a permutation on I = Spec L β . We denote this permutation by i → ξ(i). Let Q ξ be the directed graph with vertex set I and an arrow i → ξ(i) for each i ∈ I. Let E be the set of arrows of Q ξ . Each vertex i ∈ I is decorated by the division algebra D i . In general, Q ξ is a disjoint union of cycles of not necessarily the same size. In the special case where k contains all (m/n)-th roots of unity, L β is Galois over k, and Q ξ is a disjoint union of cycles of equal size.
2.10. The H-module g(ξ). Let e : i → ξ(i) be an arrow in Q ξ . The automorphism µ ξ of A β restricts to an isomorphism A i ∼ → A ξ(i) , hence a non-canonical isomorphism η e : (S i ) ξ ∼ = S ξ(i) . Once we fix a choice of η e , we get an isomorphism η ♭ e : D i ∼ = D ξ(i) by applying End A β (−) opp to the source and target of η e . Note that even when e is a self loop at i = ξ(i), the automorphism η ♭ e of D i and even its restriction to the center L i may not be the identity.
We have a decomposition of V ξ as an A-module using the maps η e
Here the action of D i on S ξ(i) is via the isomorphism η ♭ e for the arrow e : i → ξ(i). Hence
where the sum runs over all arrows e of Q ξ . Here M ξ(i) is viewed as a D i -module via the isomorphism η ♭ e . Under the isomorphism (2.4), if ϕ ∈ Hom A β (V ξ , V ) corresponds to (ϕ e ) e∈E on the right side, then
To summarize, g(ξ) is the space of representations of the quiver Q ξ (decorated by division algebras D i ) with a fixed dimension vector dim Di (M i ) at vertex i.
2.11. Example. Consider the case F = C((t)) and ζ acts on F by change of variables t → ζ n t for some primitive n-th root of unity. Then k = C((τ )) where τ = t n . Without loss of generality we may assume β = t nr = τ r for some r ∈ Z. Then L = C((b))/(b m/n − τ r ). Let ℓ = gcd(m/n, r). Then I can be identified
Let ξ be a primitive m-th root of unity in C, so ξ ∈ Ξ m/n . The action of ξ on I = µ ℓ is via multiplication by ξ m/ℓ ∈ µ ℓ . In particular, Q ξ is a single cycle of length ℓ, with the vertices decorated by L ǫ ∼ = C((τ nr m )). In this case, we may rename the M i (i ∈ I = µ ℓ ) by M 0 , M 1 , · · · , M ℓ−1 so that g(ξ) is the space of representation of the following cyclic quiver over C((τ nr m )).
Polarized case
In this section we extend the results of the previous section from G = GL F (V ) to other classical groups. We remark that even in the case G = GL F (V ) have not covered all finite order automorphisms of G in the previous section; only inner ones are considered. The outer ones will be covered as a special case of the polarized setting in this section (see Example 3.3).
We continue with the setup in §1.3. For the rest of the paper we assume char(k) = 2.
3.1. Involution. Let σ : F → F be an involution that commutes with ζ (σ maybe trivial). In particular, σ restricts to an involution on k. For example, when n is even, we may take σ = ζ n/2 , in which case σ| k is trivial.
(1) ·, · is F -linear in the first variable.
(2) x, y = ǫσ( y, x ). (This implies that ·, · is (F, σ)-semilinear in the second variable.) (3) θx, θy = cζ( x, y ), for some c ∈ (F × ) σ such that (3.1) Nm F/k (c) m/n = βσ(β).
; this is an algebraic group over F σ . Let g = Lie G be the Lie algebra over F σ . When σ is trivial and ǫ = 1 (resp. ǫ = −1), G is the full orthogonal group (resp. symplectic group) attached to (V, ·, · ). When σ is nontrivial, we may rescale ·, · to reduce to the case ǫ = 1, in which case G is the unitary group attached to the Hermitian space (V, ·, · ). By property (3) of the pairing Ad(θ) preserves the subgroup G of GL F/F σ (V ) . Similarly, ad(θ) acts on the Lie algebra g.
3.3. Example. Take F = k × k, and let ζ = σ be the swapping of two factors. In this case, we write
3.4. The problem. In the situation above, we try to understand the following in terms of quivers "with polarizations":
(1) H :
If ξ / ∈ Ξ m/n ∩ F σ , then the similarly defined g(ξ) is zero. As in §2.4 we may describe H and g(ξ) using the A β -module structure on V :
(1)
(2) For ξ ∈ Ξ m/n ∩ F σ ,
Note that n ′ is either n or n/2 (the latter happens if and only if σ = ζ n/2 ). When n ′ = n, θ n is an F -linear automorphism of V satisfying
In any case, Ad(θ n ′ ) gives an automorphism of G (over F σ ), and ad(θ n ′ ) gives an automorphism of g.
The following proposition describes the pair (H, g(ξ)) after base change to F σ in terms of the F σ -linear action of θ n ′ on G and g.
3.5. Proposition. We have canonical isomorphisms
compatible with the natural actions of the first row on the second row.
Under this isomorphism, id F σ ⊗ θ acts cyclically on the n ′ factors, so that id F σ ⊗ θ n ′ acts on each. The pairing ·, · defines a pairing on the first factor of V , and determines the pairings on the rest by property (3) of the pairing. An element g ∈ H F σ (resp. ϕ ∈ g(ξ) ⊗ k σ F σ ) is uniquely determined by its action on the first factor of V , on which it has to commute with θ n ′ .
3.6. Duality for A β -modules. Let U be an A β -module which is finite-dimensional over F . Let U * = Hom F (U, F ) be the F -linear dual of U . Let U ♦ be U * with the action of F twisted by σ: i.e., for a ∈ F , u * ∈ U ♦ = U * and u ∈ U , (a · u * , u) = σ(a)(u * , u), where (u * , u) denotes the canonical pairing between U * and U . We define an A β -module structure on U ♦ by requiring the action of θ to be (F, ζ)-semilinear and satisfy (θu * , u) = cζ(u * , θ −1 u), ∀u ∈ U, u * ∈ U ♦ .
One readily checks that θ m u * = Nm F/k (c) m/n β −1 u * = σ(β)u * under the (old) F -action on U * , and hence θ m u * = β · u * under the (new) F -action on U ♦ . The assignment U → U ♦ gives a contravariant auto-equivalence on the category of finite-dimensional A β -modules. On morphisms, it sends f :
For ξ ∈ Ξ m/n (so that the twisting functor (−) ξ on A β -modules is defined as in §2.3), we have a canonical isomorphism
which is the identity on the underlying F -vector spaces.
3.7. Involution on the quiver. We continue to use the notation L β , I, Q ξ , ξ introduced in §2.5 and §2.9. Let σ c : L β → L β be the involution that is σ on k and σ c (b) = Nm F/k (c)b −1 . The relation (3.1) implies that σ c is a well-defined ring automorphism. It induces an involution on the set I = Spec L β which we denote by i → i ♦ . In other words σ c restricts to an isomorphism L i ∼ = L i ♦ . For ξ ∈ Ξ m/n ∩ F σ , direct calculation shows that σ c • µ ξ • σ c = µ ξ −1 as automorphisms of L β . Therefore the involution (−) ♦ on I reverses the arrows of the quiver Q ξ .
3.8. Pairing between simple A β -modules. The involution U → U ♦ on A β -modules induces an involution on the set of isomorphism classes of simple A β -modules. In particular, for each i ∈ I, S ♦ i is a simple A β -module isomorphic to S i ♦ by comparing the actions of L β . For each i, an isomorphism of A β -modules
(1) ·, · i is F -linear in the first variable and (F, σ)-semilinear in the second variable.
(2) θu, θv i = cζ( u, v i ). Indeed, α i determines the pairing ·, · i characterized by u, α i (u * ) i = (u * , u), for u ∈ S i , u * ∈ S ♦ i = S * i . Conversely, any pairing ·, · i as above induces a map S i ♦ → S * i = S ♦ i which is F -linear by first property and intertwines the θ-action by the second. In particular, any nonzero pairing ·, · i satisfying (1) and (2) above must be a perfect pairing. We call a pairing as in (3.3) satisfying (1) and (2) above admissible.
Let ·, · i be a perfect admissible pairing
Here we write the action of
which restricts to σ c : L i ∼ = L i ♦ on the centers. Note that δ i depends on the choice of the admissible pairing ·, · i . When i = i ♦ , an admissible pairing ·, · i :
3.9. Lemma. Suppose i = i ♦ . Then one of the following happens.
(1) There exists a perfect Hermitian admissible pairing on S i . 
It remains to show that σ = id F when the above situation happens. Suppose in contrary that σ = id F , then ·, · i is skew-symmetric, hence u, u i = 0 for any u ∈ S i . Moreover, (a ⊗ ℓ)u, u i = aℓ u, u = 0 for any a ∈ F, ℓ ∈ L i . Since D i = L i , we have A i ∼ = M n (L i ) and F ⊗ k L i is maximal abelian subalgebra in A i . Hence S i is a rank one free F ⊗ k L i -module. If we choose u ∈ S i generating S i as an F ⊗ k L i -module, then S i , u i = 0, contradicting the fact that ·, · i is a perfect pairing. This finishes the argument.
3.10. Choice of admissible pairings. For the rest of the section, for each i = i ♦ we fix a perfect Hermitian admissible pairing ·, · i on S i if there exists one; otherwise we fix a perfect skew-Hermitian admissible pairing ·, · i on S i . Moreover, for i = i ♦ , we choose perfect admissible pairings ·, · i and ·, · i ♦ such that
By our choice, for each i ∈ I, there is a sign ǫ i ∈ {±1} such that
Moreover, the case ǫ i = −1 can happen only in the situation (2) of Lemma 3.9. Define δ i : D i ∼ → D opp i ♦ using the chosen ·, · i as in §3.8. The property (3.6) implies
In particular, for i = i ♦ , δ i is an anti-involution on D i .
3.11.
Lemma. There is a unique pairing
(indeed (3.9) follows from (3.8) and (3.10)). 
3.15. Lemma. Let g ∈ Aut A β (V ) correspond to a family of automorphisms g i ∈ Aut Di (M i ) under (2.2). Then g preserves the form ·, · on V if and only if for all i ∈ I,
By Remark 3.13, this is equivalent to (3.11).
After fixing the admissible pairings between the simple A β -modules, we are going to choose a family of A β -module isomorphisms η e : S ξ i → S ξ(i) for each arrow e : i → ξ(i) of Q ξ . Let e : i → ξ(i) be an arrow in Q ξ such that e = e ♦ , i.e., ξ(i) = i ♦ (the case i = i ♦ is allowed). Note that in this case
Let e : i → ξ(i) be an arrow in Q ξ such that e = e ♦ . Then one of the following happens.
(1) There exists a self-adjoint A β -linear isomorphism η e : S ξ i ∼ → S ξ(i) = S i ♦ .
(2) All elements in Hom A β (S ξ i , S i ♦ ) are skew-self-adjoint. This can only happen when D i = L i , σ cξ −1 | Li = id and σ = id F (in particular, σ = ζ n/2 and b 2 i = Nm F/k (cξ −1 )).
Proof. The argument is similar to that of Lemma 3.9. For any A β -linear map η :
Then η * is also A β -linear, and η * * = η. If η + η * is nonzero, it gives a self-adjoint isomorphism.
Now suppose a self-adjoint η does not exist. This implies η + η * = 0 for all η ∈ Hom A β (S ξ i , S i ♦ ), i.e., all η are skew-self-adjoint. Fix a skew-self-adjoint isomorphism η e :
Finally, to rule out the case σ = id F , we use the same argument as in Lemma 3.9. By skew-self-adjointness we have auℓ, η e (u) i = 0 for all a ∈ F, ℓ ∈ L i and u ∈ S i ; choosing u to be a generator of the rank one F ⊗ k L i -module S i we get S i , η e (u) i = 0 which is a contradiction.
3.17. Choice of the isomorphisms η e . Next, for each arrow e : i → i ♦ in Q ξ , we fix an isomorphisms of A β -modules η e : S ξ i ∼ → S ξ(i) as follows. If e = e ♦ (say e : i → ξ(i), e ♦ : ξ(i) ♦ → i ♦ ), then we choose η e and η e ♦ so that
If e = e ♦ , we choose η e to be self-adjoint if there exists one; otherwise we choose η e to be skew-self-adjoint. By our choice, for each arrow e there is a sign ǫ e ∈ {±1} such that
Moreover, ǫ e = −1 can only happen in the situation (2) of Lemma 3.16.
if and only if for each arrow e : i → ξ(i),
Proof. The map ϕ lies in g(ξ) if and only if
Let e : i → ξ(i) so that e ♦ : ξ(i) ♦ → i ♦ . We have by (2.5) and (3.7)
On the other hand, by (2.5), and (3.7) By (3.12 ) and the definition of η ♭ e , we have u{x, ϕ e ♦ (y) Plugging (3.16 ) and (3.17) into (3.14), we get
By (3.10) we have
Taking reduced trace and using σ c • µ ξ = σ cξ −1 : L i ∼ → L ξ(i) ♦ we get (3.13), which is equivalent to (3.20) by Remark 3.13.
The above lemma motivates the following definition.
3.19. Definition. For an arrow e : i → i ♦ fixed by (−) ♦ , and a sign ǫ ′ ∈ {±1}, we define h ǫ ′ (M i , M i ♦ ) to be the set of maps ϕ i : 3.20 . Shape of Q ξ with involution. Each connected component of Q ξ is a directed cycle. Let Π be the set of connected components of Q ξ . The involution (−) ♦ induces an involution on Π. Let Π be the set of orbits of Π under (−) ♦ . For α ∈ Π, let Q α ξ be the union of the components contained in α. Note that #α = 1 or 2. We have a decomposition
Corresponding to this decomposition, we have
such that H α acts on g(ξ) α . The directed graph Q α ξ (α ∈ J) with involution (−) ♦ takes one of the follow shapes: (CC-ℓ) Q α ξ is a disjoint union of two direct cycles with (−) ♦ mapping one to the other. We label the vertices by 1, · · · , ℓ, 1 ♦ , · · · , ℓ ♦ as follows (ℓ ≥ 1).
ξ is a directed cycle with two distinct vertices and no arrow fixed by (−) ♦ . We label the vertices as follows so that 0 and ℓ are fixed by (−) ♦ (ℓ = 0 is allowed).
ξ is a directed cycle with exactly one vertex and one arrow fixed by (−) ♦ . We label the vertices as follows so that 0 = 0 ♦ and e : ℓ → ℓ ♦ is fixed by (−) ♦ (ℓ = 0 allowed).
ξ is a directed cycle with no vertex and exactly two arrows fixed by (−) ♦ . We label the vertices as follows so that e : 1 ♦ → 1 and e ′ : ℓ → ℓ ♦ are fixed by (−) ♦ (ℓ = 1 is allowed).
Our convention is such that in cases (CC-ℓ), (VV-ℓ), and (EE-ℓ) the graph Q α ξ has 2ℓ vertices, while in case (VE-ℓ) it has 2ℓ + 1 vertices.
3.21. The contragredient action. For i ∈ I and g ∈ Aut Di (M i ), we define g * ∈ Aut
The assignment g → g * ,−1 defines an isomorphism of algebraic groups
For each α ∈ Π, Lemma 3.15 and Lemma 3.18 give a description of H α and g(ξ) α in each case classified in §3.20. We summarize our results so far in the following theorem.
3.22. Theorem. The isomorphism type of the directed graph Q ξ together with the involution (−) ♦ on it depends only on (k, σ| k , β, Nm F/k (c), Nm F/k (ξ)).
For each α ∈ Π, the pair (H α , g(ξ) α ) is described as follows according to the shape of Q α ξ .
(1) If Q α ξ is of shape (CC-ℓ), then
(2) If Q α ξ is of shape (VV-ℓ), then
). The action of H α on g(ξ) α is as explained in the case (CC-ℓ), viewing H α as a subgroup of
is induced from its natural action on M ℓ and the contragredient action on M ℓ ♦ given by g → g * ,−1 (see §3.21).
(4) If Q α ξ is of shape (EE-ℓ), then
Here is a more precise description of the factors Aut Di/k σ (M i , {·, ·} i ) that appear in H in the above theorem. The statement follows immediately from Corollary 3.14.
3.23. Proposition. Let i = i ♦ be a vertex in Q ξ . Then
(1) If σ = id F and σ c | Li = id, then Aut Di/k σ (M i , {·, ·} i ) is an orthogonal group (resp. symplectic group) when ǫ = 1 (resp. ǫ = −1). (2) If σ = id F and σ c | Li = id (in particular, σ| k = id, hence σ = ζ n/2 ), then Aut Di/k σ (M i , {·, ·} i ) is either an orthogonal or a symplectic group.
Proof. The map g → g * defined in §3.21 is an anti-involution on End Di (M i ). When σ c | Li = id, it is an involution of the first kind; when σ c | Li = id, it is an involution of the second kind. Therefore in the former case the corresponding isometry group is an orthogonal or symplectic group, while in the latter case it is a unitary group. This proves (2) and (3).
It remains to show in the case (1), the type of Aut Di/k σ (M i , {·, ·} i ) is the same as that of G. We already know that Aut Di/k σ (M i , {·, ·} i ) is either an orthogonal or a symplectic group. By Prop 3.5, H F is the fixed point subgroup of G (orthogonal or symplectic) under Ad(θ n ). Hence the simple factors of H F = G Ad(θ n ) are either of type A or of the same type as G. Therefore Aut Di/k σ (M i , {·, ·} i ) has the same type as G.
Loop Lie algebras of classical type
In this section we continue with the setup in §3. We specialize to the case k = C((τ )). Then F is a finite separable k-algebra with Aut k (F ) ∼ = Z/nZ but we do not require F to be a field. We write γ = Nm F/k (c) ∈ k × . Let val τ : k × → Z be the valuation such that val τ (τ ) = 1.
According to Theorem 3.22, the isomorphism type of (Q ξ , (−) ♦ ) depends only on (k, σ| k , β, γ, Nm F/k (ξ)). In the following we assume Nm F/k (ξ) ∈ µ m/n (C) to be primitive. We describe in more details the shape of (Q ξ , (−) ♦ ) as well as the factors in H and g(ξ). The situation simplifies because there are no nontrivial division algebras over L i in this case, therefore D i = L i for all i ∈ I. 4.1. The case σ| k = id. In this case γ m/n = β 2 . We distinguish two cases according to the parity of m/n. 4.1.1. m/n is odd. In this case, val τ (β) is divisible by m/n hence b m/n = β has m/n distinct solutions in k, i.e., L splits into m/n-factors of k (all L i = k). The graph Q ξ is a single cycle of length m/n. Since m/n is odd, it must be of type (VE).
The unique vertex i = i ♦ corresponds to the unique b i ∈ k such that b 2 i = γ and b m/n i = β. In particular, σ c | Li = id. The factor Aut k (M i , {·, ·} i ) in H is either an orthogonal group or a symplectic group over k. When σ| F = id, we have ǫ i = 1 by Lemma 3.9, hence Aut k (M i , {·, ·} i ) is an orthogonal group if ǫ = 1 and a symplectic group if ǫ = −1.
The unique arrow e : j → j ♦ fixed by (−) ♦ corresponds to the unique b j ∈ k such that b 2 j = γNm F/k (ξ −1 ) and b
4.1.2. m/n is even. In this case we have β = ±γ m/2n . Whether or not b m/n = β has a solution in k depends on the parity of val τ (γ).
• When val τ (γ) is even, L splits into m/n factors of L i = k. The graph Q ξ is a single cycle of length m/n. We have two subcases:
(1) When β = γ m/2n , then Q ξ is of type (VV). Let i, i ′ ∈ I be the two vertices fixed by (−) ♦ . Since σ c | Li = id and σ c | L i ′ = id, the factor of H corresponding to i or i ′ is either an orthogonal groups or a symplectic groups (when σ = id F it is the former if ǫ = 1 and the latter if ǫ = −1). (2) When β = −γ m/2n , then Q ξ is of type (EE). The factor in g(ξ) corresponding to any arrow e : i → i ♦ fixed by (−) ♦ is isomorphic to either ∧ 2 (M i ♦ ) or Sym 2 (M i ♦ ) (when σ = id F it is the former if ǫ = 1 and the latter if ǫ = −1). • When val τ (γ) is odd. In this case L splits into a product of fields L i where each L i is isomorphic to the unique quadratic extension of k. The graph Q ξ is a single cycle of length m/2n. We have four subcases:
(1) When m/2n is odd and β = γ m/2n , then Q ξ is of type (VE). The vertex i = i ♦ corresponds to b 2 i = γ, and σ c | Li = id. The factor Aut Li/k (M i , {·, ·} i ) is the Weil restriction of an orthogonal group or symplectic group over L i (when σ = id F it is the former if ǫ = 1 and the latter if ǫ = −1). The edge e : j → j ♦ fixed by (−) ♦ corresponds to b 2 j = −γNm F/k (ξ −1 ), hence σ cξ −1 | Lj = id. The corresponding factor h −ǫǫe (M j , M j ♦ ) is isomorphic to the space of L j /k-Hermitian forms on M j .
(2) When m/2n is odd and β = −γ m/2n , then Q ξ is of type (VE). The vertex i = i ♦ corresponds to b 2 i = −γ, and σ c | Li = id. The factor Aut Li/k (M i , {·, ·} i ) is a unitary group over k. The edge e : j → j ♦ fixed by (−) ♦ corresponds to b 2 j = γNm F/k (ξ −1 ), hence σ cξ −1 | Lj = id. The corresponding factor h −ǫǫe (M j , M j ♦ ) is isomorphic to either ∧ 2 L j ♦ (M j ♦ ) or Sym 2 L j ♦ (M j ♦ ) (when σ = id F it is the former if ǫ = 1 and the latter if ǫ = −1).
(3) When m/2n is even and β = γ m/2n , then Q ξ is of type (VV). One vertex i = i ♦ corresponds to b 2 i = γ, and σ c | Li = id. The factor Aut Li/k (M i , {·, ·} i ) is the Weil restriction of an orthogonal group or symplectic group over L i (when σ = id F it is the former if ǫ = 1 and the latter if ǫ = −1). Another vertex i ′ = i ′♦ corresponds to b 2 i ′ = −γ, and σ c | L i ′ = id. The factor Aut L i ′ /k (M i ′ , {·, ·} i ′ ) is a unitary group over k.
(4) When m/2n is even and β = −γ m/2n , then Q ξ is of type (EE). One arrow e = e ♦ : i → i ♦ corresponds to b 2 i = γNm F/k (ξ −1 ), and σ cξ −1 | Li = id. The factor h −ǫǫe (M i , M i ♦ ) is isomorphic to ∧ 2 L i ♦ (M i ♦ ) or Sym 2 L i ♦ (M i ♦ ) (when σ = id F it is the former if ǫ = 1 and the latter if ǫ = −1). Another arrow e ′ = e ′♦ : i ′ → i ′♦ corresponds to b 2 i = −γNm F/k (ξ −1 ), and σ cξ −1 | Li = id. The factor h −ǫǫe (M i ′ , M i ′♦ ) is isomorphic to the space of L i /k-Hermitian forms on M i ′ .
4.2.
The case σ| k = id. . We have k σ = C((τ 2 )). Since c ∈ F σ hence γ ∈ k σ , val τ (γ) is always even. We have γ m/n = βσ(β), which implies that val τ (β) is divisible by m/n. Hence L splits into m/n factors of k.
The graph Q ξ is a single cycle of length m/n. We distinguish two cases according to the parity of m/n. 4.2.1. m/n is odd. In this case Q ξ is of type (VE). The unique vertex i = i ♦ corresponds to the unique b i ∈ k such that b 2 i = γ and b m/n i = β. Since σ c | Li = id, the factor Aut k (M i , {·, ·} i ) in H is either an orthogonal group or a symplectic group over k.
The unique arrow e : j → j ♦ fixed by (−) ♦ corresponds to the unique b j ∈ k such that b 2 j = γNm F/k (ξ −1 ) and b m/n j = β. Since σ cξ −1 | Lj = id, the factor h −ǫǫe (M j , M j ♦ ) in g(ξ) is isomorphic to the space of k/k σ -Hermitian forms on M j . 4.2.2. m/n is even. In this case Q ξ is of type (VV) or (EE) according to whether the equations (4.1) bσ(b) = γ, b m/n = β have a common solution in k × .
• If the equations (4.1) have a common solution in k × , then Q ξ is of type (VV). In this case, the two vertices i, i ′ fixed by (−) ♦ correspond to two solutions b i , b i ′ = −b i to (4.1). The corresponding factors in H are unitary groups over k σ . • If the equations (4.1) do not have a common solution in k × , then Q ξ is of type (EE). In this case, the two arrows e : i → i ♦ , e ′ : i ′ → i ′♦ fixed by (−) ♦ correspond to two solutions b i , b i ′ = −b i to the system of equations bσ(b) = γNm F/k (ξ −1 ), b m/n = β.
The corresponding factors in g(ξ) are isomorphic to the space of k/k σ -Hermitian forms on M i and M i ′ .
