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2Department of Mathematical Sciences, University of Bath, Bath, BA2 7AY, United Kingdom 
(Received 14 June 2011; accepted 18 May 2012; published online 14 June 2012) 
We prove that, for the case of Gaussians on the real line, the functional derived by 
a time discretization of the diffusion equation as entropic gradient ﬂow is asymp­
totically equivalent to the rate functional derived from the underlying microscopic 
process. This result strengthens a conjecture that the same statement is actually true 
for all measures with second ﬁnite moment. © 2012 American Institute of Physics.C
[http://dx.doi.org/10.1063/1.4726509] 
I. INTRODUCTION 
It is well known that the diffusion equation 
∂ρ (x) = �ρ(x), t ∈ [0, ∞), x ∈ Rn 
∂t 
can be interpreted as a gradient ﬂow in several ways. For example, it is the gradient ﬂow of the 
Dirichlet integral 1 |∇ρ|2 dx  with respect to the L2 metric, and the gradient ﬂow of 1 ρ2dx2 2 
with respect to the H −1 metric. A different and physically natural formulation, describing diffusive 
evolution as gradient ﬂow of the entropy functional, was introduced in Ref. 5 (with respect to the 
Wasserstein distance on the space of probability measures with ﬁnite second moment P2(Rn ), see 
below). This article provides a link between a microscopic model and this entropic formulation of 
the diffusion equation, for the case of Gaussian measures on the real line. 
This link seems to be natural: it is a classic fact that the diffusion equation is the macroscopic 
limit of a Brownian particle system, in the sense that the empirical distribution of the latter converges 
to a solution of the diffusion equation when the number of particles tends to ∞. One would thus 
expect that the macroscopic behaviour of the Brownian particles will be governed by entropy, and 
one key achievement of Jordan, Kinderlehrer, and Otto is to make this macroscopic entropic nature 
apparent. 
We now describe the setting more precisely. The entropy is deﬁned as E(P) = ρlog (ρ)dx, 
where ρ is the Lebesgue density of P when the measure is absolutely continuous with respect to 
Lebesgue measure and ∞ otherwise. The 2-Wasserstein distance of two measures P � , P ∈ P2(Rn) 
is deﬁned via 
W2
2(P � , P) = inf �x − y�22dQ  ,
Q∈�(P � ,P) Rn Rn

where �(P� , P) is the set of all Borel measures in R2n that have ﬁrst and second marginal P� and P, 
respectively. 
In Ref. 5, a time-discrete scheme is considered, giving rise to the entropic gradient ﬂow. For h 
> 0, one deﬁnes recursively a sequence of measures {Pn} by 
Pn ∈ arg min Kh (P; Pn−1), (1) 
P∈P2(R) 
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where 
Kh(P; Pn−1) := 1 W22(P, Pn−1)2 + E(P) − E(Pn−1). (2)2h 
It is proved in Ref. 5 that a linear interpolation of the points obtained in this way yields a sequence 
of functions Ph(t) that converges to the solution of the diffusion equation as h → 0. 
Our goal is to highlight a new connection between the functional capturing the large deviations 
of the microscopic model and functional Kh in (2). The main result of this paper is that the functional 
Kh is asymptotically equivalent to the rate functional obtained from a particle model for diffusion, 
for all Gaussian measures N (μ, σ 2), where μ is the mean, σ 2 the variance and the density with 
respect to Lebesgue measure is given by 
1 −(x−μ)2 
ν(x) = √ e 2σ2 . 
2πσ 
For a different class of measures, namely relatively uniform measures on a ﬂat torus, this result 
has been proved by Adams, Dirr, Peletier, and Zimmer.1 
Jordan, Kinderlehrer, and Otto considered the time discretization scheme (2), due to the lack 
of a rigorously deﬁned differential structure on the space of probability measures at that time. 
This problem was then addressed subsequently. In an exceptional paper,8 Otto made the ﬁrst step 
towards treating P2(Rn) as an inﬁnite dimensional Riemannian-like manifold, by introducing some 
differential structure and establishing what is known today as “Otto’s calculus” (this construction, 
although it equips every point in P2(Rn) with a tangent cone and the whole space with a Riemannian 
metric, gives rise to an exponential map which is not a bijection). This programme was completed by 
Ambrosio, Gigli, and Savare´ in Ref.  2 by proving that every two points in P2(Rn) can be connected 
by an absolutely continuous geodesic and that every absolutely continuous curve has a derivative 
that lives inside the respective tangent cone almost everywhere and it can be reconstructed by those 
derivatives via the mass preservation equation. 
It is remarkable that the Wasserstein structure and entropic gradient ﬂows appear earlier in the 
probability community. Dawson and Ga¨rtner 3, 4 studied Brownian particles under the inﬂuence of 
an on-site potential. They obtain a Large Deviation principle for paths of probability measures, with 
the rate functional given by 
∫ T 2 ∥ ∂ρt ∥
∥ − �ρt + div(∇� · ρt )∥ dt, (3)

0 ∂t −1,ρt 
where the norm is the same as the one used by Otto. Dawson and Ga¨rtner also noticed that in some 
cases, the evolution can be interpreted as the Wasserstein gradient ﬂow of the free energy [Ref. 4, 
Eq. (1.10)]. 
From the large deviation results of now classic papers,3, 4, 6 the time-discrete one used here 
can be derived, e.g., using the contraction principle. Since the equivalence between the diffusion 
equation and the entropic gradient ﬂow is known, a natural connection between Brownian particles 
and entropic gradient ﬂows can be derived in this way. However, we pursue the different approach of 
showing the asymptotic equivalence of the rate functional of the microscopic process and the time 
discretization of entropic gradient ﬂow for several reasons: the argument is elementary and does not 
use the deep (and in the time-continuous case highly nontrivial) equivalence between diffusion and 
entropic gradient ﬂows. Also, an advantage of the time-discrete approach taken here is that entropy 
as driving force is derived directly in a natural way. Finally, as described in Ref. 1, a consequence 
of this asymptotic equivalence is that the functional Kh not only gives a way to approximate the 
solution of the diffusion equation, but also characterises the ﬂuctuation behaviour of the system. 
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II. LARGE DEVIATION PRINCIPLE 
Let S be a Polish space, i.e., a complete separable metric space, and {Xn }n∈N a sequence of 
random variables with values in S. A large deviations principle (LDP) assigns to such a sequence a 
non-negative function I(x) which asymptotically grades the rarity of the observables. 
Deﬁnition: Let S be a Polish space and {Xn}n∈N a sequence of random variables on S. Let  I 
be a lower semi-continuous function from S to [0, +∞]. We say that Xn satisﬁes a large deviation 
principle with rate function I if 
1.	 For each closed subset F of S,

1

lim sup log P (Xn ∈ F) ≤ −  inf I (x). 
n→∞ n	 x∈F 
2.	 For each open subset G of S,

1

lim inf log P (Xn ∈ G) ≥ −  inf I (x). 
n→∞ n	 x∈G 
Obviously, by deﬁnition, for a system satisfying a LDP, the probability of observing something 
unexpected decays exponentially after some point. 
Let us consider a collection of Brownian particles initially situated at points x1, x2,  . . . ,  where  
xi, with i ∈ N, satisfy 
n 
δxi � P0, 
i=1 
for some measure P0 ∈ P2(R), with the topology of P2(R) being the narrow topology. Each 
particle is moving independently from the others and their positions after some time h > 0 is given  
by the random variables Yi(h) = xi + Ui(h), where Ui(h) are independent copies of U(h) with 
law U (h) = N (0, 2h), the normal distribution with mean 0 and variance 2h. For each n ∈ N, the  
=nlaw that governs the evolution of the n ﬁrst particles is Pn = ⊗ii=1 Pxi . It is expected from the law 
of large numbers that as n becomes larger, Ln(h) converges in probability to P(h) = P0 ∗ N (0, 2h), 
where the symbol ∗ stands for convolution of measures. In Ref. 7, it is proven that the sequence 
1 n 
Ln (h) = δYi (h)
n 
i=1 
satisﬁes a LDP with rate function 
Jh (P; P0) = inf H (Q�Q0→h ) = inf H (Qx �Ph,x )dP0(x), (4)Q∈�(P0,P) Qx :P0∗Qx =P 
with 
H (Q��Q) = dQ
� 
log( dQ
� 
)dQ  = log( dQ
� 
)dQ� 
Rn dQ  dQ  Rn dQ  
being the relative entropy of Q� with respect to Q; here the diffusion kernel Ph, x is absolutely 
continuous for every x and its Lebesgue density is given by 
1 −(x−y)2 
4hph,x (y) = ph (x ; y) = √ e . 4πh 
III. THE CENTRAL STATEMENT 
The aim of this paper, as of its predecessor,1 is to connect Jh to the functional Kh in the limit 
h → 0, in the sense that 
1 
Jh (·; P0) ∼ Kh (·; P0) as  h → 0. 2 
Downloaded 07 Aug 2012 to 138.38.54.59. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions 
� 
∫ 
( ) ∑ 
063704-4 Dirr, Laschos, and Zimmer J. Math. Phys. 53, 063704 (2012) 
For any P � P0, both Jh(P; P0) and Kh(P; P0) diverge as h → 0; however, and we therefore formulate = 
this statement in the form 
Jh (·; P0) − 1 W22(·, P0) → 
1 
E(·) − 1 E(P0). 4h 2 2 
The convergence of functionals is to be understood in the sense of �-convergence, and we recall 
the deﬁnition for the reader’s convenience. 
Deﬁnition: Let S be a topological space that satisﬁes the ﬁrst axiom of countability. We say that 
Fn �-converges to F if the following conditions are satisﬁed: 
1. For every x ∈ S and for every sequence {xn }n∈N converging to x in S, 
F(x) ≤ lim inf Fn(xn ). 
n→∞ 
2. For every x ∈ S, there exists a sequence {xn }n∈N converging to x in S such that 
F(x) = lim Fn(xn). 
n→∞ 
We then write Fn → F . 
We now state the main result of this article. 
Theorem 3.1: Let N (μ0, σ02) be a normal distribution. Then for the rate functional Jh it holds 
that 
Jh (·; N (μ0, σ02)) − 
W22(·,N (μ0, σ02)) → 1 E(·) − 1 E(N (μ0, σ02)),4h 2 2 
locally uniform and in the sense of �-convergence with respect to the weak topology, on the 
submanifold of the Gaussians. 
The proof of the central statement is as follows. First we explicitly calculate the minimizer of 
H( · �Q0→h) for every h, P, and P0. Then we estimate the difference with the functional 12 Kh (P0; P); 
the statement then follows easily due from the topological structure of the Gaussian submanifold. 
IV. MINIMIZING THE RELATIVE ENTROPY OVER A BIVARIATE 
For clarity, we use a boldface font for vectors in this section and in Sec. V. 
Theorem 4.1: Let Q be absolutely continuous with respect to the Lebesgue measure in Rn . 
Furthermore, let Q� be the set of all Borel measures Q�in Rn satisfying 
ri (x) · q �(x)dx = ai , i ∈ {1, 2, . . . N }, (5) 
where ri (x) :  Rn → R are given functions and ai ∈ R. Let us ﬁnally assume that there is a measure 
Q∗ ∈ Q� that has a density of the form 
n 
q ∗(x) = q(x) exp  λi ri (x) 
i=1 
for some λi ∈ R. Then Q* is the unique minimizer of H(Q��Q) over all Q� in  Q� . 
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Proof: We can assume that Q� � Q since otherwise we trivially have that H(Q��Q) = ∞. Due  
to the form of Q* it is also true that  Q� � Q*. Now  
H (Q��Q) = q �(x) log  q
�(x) 
dx = q �(x) log  q
�(x) 
dx + q �(x) log  q 
∗(x) 
dx 
q(x) q ∗(x) q(x) 
n = H (Q��Q∗) + q �(x) log  q 
∗(x) 
dx ≥ q �(x) log  e i=1 λi ri (x)dx 
q(x) 
N ∫ N N ∫ 
= λi q �(x) · ri (x)dx = λi ai = λi q ∗(x) · ri (x)dx 
i=1 i=1 i=1 
== q ∗(x) log  e 
∑
i
N 
1 λi ri (x)dx = q ∗(x) log  q 
∗(x) 
dx = H (Q∗�Q), 
q(x) 
where the ﬁrst inequality is an equality if and only if Q* = Q�, by the properties of the relative 
entropy functional. So Q* is the unique minimizer. � 
Below we will calculate the relative entropy of one bivariate with respect to another. We recall 
that a measure is a bivariate with marginals P1 = N (μ1, σ12), P2 = N (μ2, σ22), and “correlation” 
θ , if it has Lebesgue density 
1 1 (x − μ1)2 (y − μ2)2 2θ (x − μ1)(y − μ2)
ν(x, y)= √ exp − + − ; 
2πσ1σ2 1 − θ2 2(1 − θ2) σ12 σ2 σ1σ2 
we then write N (μ1, σ12, μ2, σ22, θ ) for this measure. To every such bivariate we associate 
σ1
2 θσ1σ2 μ1 
� = , μ = , 
θσ1σ2 σ2
2 μ2 
to write more succinctly, with x = (x1, x2), 
ν(x) = √ 1 exp − 1 (x − μ)T �−1(x − μ) ,
2π det |�| 2 
where the ﬁrst matrix is known as the covariance matrix of the bivariate. For two bivariates Q, Q� , 
the relative entropy can be expressed9 as 
H (Q��Q) = 1 tr(�−1��) + (μ� − μ)T �−1(μ� − μ) − log det �
�
− 2 . (6)
2 det � 
Theorem 4.2: Let Q a bivariate with marginals N (μ1, σ12) and N (μ2, σ22) and correlation θ . Let 
� 
( N (μ1∗ , σ1 ∗),N (μ2∗ , σ2 ∗) ) be the set of all Borel measures with marginals (N (μi ∗ , σi ∗2), for i = 1, 2. ) 
Then the relative entropy functional H( · �Q) has a unique minimizer in � N (μ1∗ , σ1 ∗),N (μ2∗ , σ2 ∗) , 
namely the bivariate Q* with correlation θ * given by 
θ ∗ = 
1 −
θ
θ2 
· σ
σ
1 
∗ 
1
σ
σ
2
2 
∗ 
. (7)
1 − θ∗2 
Proof: We actually prove a stronger statement, namely that Q* is the minimizer of H( · �Q) over 
Q�, which is deﬁned as the set of all Q satisfying 
q �(x, y)dxdy  = 1, 
xq �(x, y)dxdy  = μ ∗ 1, yq �(x, y)dxdy  = μ ∗ 2, 
x2q �(x, y)dxdy  = σ1 ∗2 + μ1 ∗2 , y2q �(x, y)dxdy  = σ2 ∗2 + μ2 ∗2 . 
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Since Q∗ ∈ � ( N (μ1∗ , σ1 ∗),N (μ2∗ , σ2 ∗) ) , and � ( N (μ1∗ , σ1 ∗),N (μ2∗ , σ2 ∗) ) �, it follows  that  Q* is ( ) ⊂ Q
also a minimizer in � N (μ1∗ , σ1 ∗),N (μ2∗ , σ2 ∗) . 
The densities q * and q of Q* and Q satisfy 
1 
( 
1 
[ (x−μ1 ∗)2 (y−μ2 ∗)2 2θ ∗(x−μ1 ∗)(y−μ2 ∗) ]) 
q ∗ 2πσ1 ∗ σ2 ∗
√ 
1−θ∗2 exp − 2(1−θ∗2) σ1 ∗2 + σ2 ∗2 − σ1 ∗ σ2 ∗ = 
q 
2πσ1σ2
1√ 
1−θ2 exp − 2(1−
1 
θ2) 
(x−
σ
μ
1
2 
1)2 + (y−
σ
μ
2
2 
2)2 − 2θ(x−
σ
μ
1
1
σ
)(
2 
y−μ2) 
√ ( [ ] 
2πσ1σ2 1 − θ2 1 (x − μ1)2 (y − μ2)2 2θ (x − μ1)(y − μ2) = √ exp + − 
2πσ1 ∗ σ2 ∗ 1 − θ∗2 2(1 − θ2) σ12 σ22 σ1σ2 
1 
[ (x − μ ∗ 1)2 (y − μ ∗ 2)2 2θ ∗(x − μ ∗ 1)(y − μ ∗ 2) ])  − + − 
2(1 − θ∗2) σ1 ∗2 σ2 ∗2 σ1 ∗ σ2 ∗
√ ([  ]

σ1σ2 1 − θ2 1 1 2= √ exp − x
σ1 
∗ σ2 
∗ 1 − θ∗2 2σ12(1 − θ2) 2σ1 ∗2(1 − θ∗2) 
1 1 2 θ ∗ θ + − y + − xy
2σ22(1 − θ2) 2σ2 ∗2(1 − θ∗2) (1 − θ∗2)σ1 ∗ σ2 ∗ (1 − θ2)σ1σ2 
μ1 θμ2 μ1 
∗ θ ∗ μ2 
∗ 
+ − + − x (1 − θ2)σ12 (1 − θ2)σ1σ2 (1 − θ∗2)σ1 ∗2 (1 − θ∗2)σ1 ∗ σ2 ∗ [ ∗ ∗ ] μ1 θμ2 μ θ ∗ μ − (1 − θ2)σ12 − (1 − θ2)σ1σ2 + (1 − θ∗12)σ1 ∗2 − (1 − θ∗2)2 σ1 ∗ σ2 ∗ y 
θμ1μ2 θ 
∗ μ1
∗ μ2 
∗ 
+ − 
σ1σ2(1 − θ2) σ1 ∗ σ2 ∗(1 − θ∗2) 
(7) = exp(Ax2 + By2 + Cx  + Dy + E), 
for suitable constants A, B,C, D, and E . Thus Q* has a density of the form q ∗(x) 
= q(x) exp(  ∑in =1 λi ri (x)). Therefore by Theorem IV.1, Q* minimizes the functional H( · �Q) over 
� N (μ ∗ 1, σ1 ∗),N (μ ∗ 2, σ2 ∗) . � 
V. ASYMPTOTIC BEHAVIOUR OF THE RATE FUNCTIONAL 
Theorem 5.1: Let N (μ0, σ02) and N (μ, σ 2) be two normal distributions. Then the rate functional 
Jh (N (μ, σ 2); N (μ0, σ02)) is given by ⎡ ⎤ 
1 (σ − σ0)2 + (μ − μ0)2 1 − σ0 
h
2σ
2
2 + 1 − σ0h σ 
(√ 
h2 h 
) 
σ ⎣ ⎦
2 2h 
+ h − log σ02σ 2 
+ 1 − 
σ0σ 
− log 
σ0 
− 1 . 
σσ0 
(8) 
Proof: We have 
Jh (N (μ, σ 2); N (μ0, σ02)) = inf H (Q�Q0→h ), Q∈�(N (μ0,σ02),N (μ,σ 2)) 
where Q0→h = N (μ0, σ02) ∗ Ph . The probability distribution of Q0→h is given by 
1 −(x − μ0)2 1 −(x − y)2 q0→h = √ exp · √ exp . 
2πσ0 2σ02 4πh 4h 
It is easy to see that Q0→h is then the Bivariate 
N (μ0, σ02, μ0, σh 2, θ ) where σ 2 = σ02 + 2h and θ = 
σ0 ;  (9)  h σh 
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for the corresponding matrices 
σ0
2 θσ0σh μ0 
�0→h = , μ0→h = , 
θσ0σh σh 
2 μ0 
we have trivially 
det(�0→h ) = σh 2σ02 − θ2σ02σh 2 = (1 − θ2)σ02σh 2 = 2hσ02 
and 
1 σh 2 −θσ0σh−1�0→h = . 2hσ02 −θσ0σh σ02 
By Theorem 4.2, it follows that the minimizer of H( · �Q0→h) in  � (N (μ0, σ0),N (μ, σ )) is 
Q∗ = N (μ0, σ02, μ, σ 2, θ  ∗), with corresponding matrices 
� ∗ = 
σ0
2 θ ∗ σ0σ
, μ ∗ = 
μ0 
, 
θ ∗ σ0σ σ 2 μ 
where θ* satisﬁes 
θ ∗ θ σ0σ σ0σh σ0σ σ0σ = · = · = . 
1 − θ∗2 1 − θ2 σ0σh 2h σ0σh 2h 
By solving the above quadratic equation, we ﬁnd 
h2 h 
θ ∗ = 
σ0
2σ 2 
+ 1 − 
σ0σ
. (10) 
So for the rate functional as in (6), 
−1 −1H (Q∗�Q0→h ) = 1 tr 
( 
�0→h � 
∗) + (μ ∗ − μ)T �0→h (μ ∗ − μ) − log det � ∗ − 2 ,2 det �0→h 
we have ( ( ) ( )) ( ) 1 σh 2 −θσ0σh σ02 θ ∗ σ0σ −1tr �0→h � ∗ = tr · 2hσ02 −θσ0σh σ02 θ ∗ σ0σ σ 2 
σh 
2σ0
2 − 2θθ ∗ σ02σσh + σ02σ 2 σh 2 − 2θθ ∗ σσh + σ 2 = = 
2hσ02 2h 
(9) σ0
2 + 2h − 2θθ ∗ σσh + σ 2 = 
2h 
(σ − σ0)2 2σσ0 − 2θθ ∗ σσh = + + 1 
2h 2h 
(9) (σ − σ0)2 1 + σ0
h 
σ 
− 
σ0 
h
2σ
2
2 + 1 
= + + 1. (11)
(10) 2h h 
σσ0 
Also, ( )T ( )( ) 0 σ 2 −θσ0σh 0 −1(μ ∗ − μ)T �0→h (μ ∗ − μ) = 
μ − μ0 2h
1 
σ0
2 −θσ
h 
0σh σ0
2 μ − μ0 
(μ − μ0)2σ02 (μ − μ0)2 = = . (12)
2hσ02 2h 
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Finally, 
det � ∗ (1 − θ ∗2)σ02σ 2 (7) θ ∗ σ02σ 2σ0σh θ ∗ σ log = log = log = log + log
det �0→h (1 − θ2)σ02σh 2 θσ02σh 2σ0σ θ σh 
(9) h2 h σ0 σ = log + 1 − − log + log
(10) σ0
2σ 2 σ0σ σh σh 
h2 h σ = log + 1 − + log . (13) 
σ0
2σ 2 σ0σ σ0 
So by (11), (12), and (13), 
H (Q∗�Q0→h ) = ⎡ ⎤ 
1 (σ − σ0)2 + (μ − μ0)2 1 − σ0 
h
2σ
2
2 + 1 − σ0h σ h2 h σ 
2 
⎣ 
2h 
+ h − log σ02σ 2 
+ 1 − 
σ0σ 
− log 
σ0 
− 1⎦, 
σσ0 
as claimed. � 
We continue with the proof of the central statement, Theorem 3.2. We start with two observations. 
First, for Gaussian measures, the weak topology is equivalent to the one induced by the Wasserstein 
metric [Ref. 11, Theorem 7.12]. Second, by Ref. 10, for two Gaussians N (μ0, σ02) and N (μ, σ 2), it 
holds that 
W 2(N (μ0, σ02),N (μ, σ 2)) = (μ − μ0)2 + (σ − σ0)2 . (14) 
And so 
Jh (N (μ, σ 2); N (μ0, σ02)) − 
W22(N (μ, σ 2),N (μ0, σ02)) − 1 E(N (μ, σ 2)) + 1 E(N (μ0, σ02))4h 2 2 
1 
∣∣ 1 + σh 0σ − σ0 h2σ2 2 + 1 √ h2 h ∣∣
≤ 
2 ∣ h − log σ02σ 2 + 1 − σ0σ − 1 ∣ ∣ σσ0 ∣

∣ h h2 ∣ ∣ 1 + σ0 σ − σ02σ 2 + 1 1 ∣ 1 ∣∣ √ h2 h ∣∣ ≤ ∣ − ∣log + 1 − ∣ ∣ 2h 2 ∣ 2 ∣ σ02σ 2 σ0σ ∣ ∣ σσ0 ∣ 
∣ 1 − h2 + 1 ∣ ∣ ∣ ∣ σ02σ 2 ∣ 1 ∣ h2 h ∣≤ + ∣ + 1 − − 1∣ ∣ 2h ∣ 2 ∣ σ02σ 2 σ0σ ∣ ∣ σσ0 ∣

∣ 1 − h2 + 1 ∣ ∣ h ∣ ∣ σ02σ 2 ∣ ∣ 1 2 σσ0 ∣ ≤ + √ ∣ 2h ∣ ∣ 2 h2 h ∣ ∣ σσ0 ∣ ∣ σ02σ 2 + 1 + σ0σ + 1 ∣ 
o(h)≤ . (15)
σ 
Now for ﬁxed δ > 0 , we have uniform convergence for σ � > δ. For  the  �-convergence, we get the 
lower bound part by the local uniform convergence and the lower semi-continuity of the limit. As a 
recovery sequence, we can choose the ﬁxed sequence Ph = N (μ, σ 2). � 
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