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IÜbersicht
Diese Arbeit befasst sich mit der Entwicklung und Anwendung verschiedener Konzepte und
Algorithmen zum skalierbaren Live-Streaming von Video sowie deren Umsetzung in der Me-
dia Internet Streaming Toolbox. Die TOOLBOX stellt eine erweiterbare, plattformunabhän-
gige Infrastruktur zur Erstellung aller Teile eines Live-Streamingsystems von der Medien-
verarbeitung über die Codierung bis zum Versand bereit. Im Vordergrund steht die flexible
Verarbeitung und Erzeugung von Medienströmen mit unterschiedlicher Dienstegüte und de-
ren Verteilung über das Internet unter Verwendung geeigneter Protokolle und unter Einhaltung
weicher Echtzeitbedingungen. Die wichtigsten Designziele sind: eine einfache Beschreibung
von Medienverarbeitung und Stromerstellung, einfache Erweiterbarkeit und Integration neuer
Kompressionsverfahren, hohe Skalierbarkeit bezüglich der Zahl der bedienbaren Klienten und
eine individuelle, klientenbezogene Stromerstellung.
Es wird ein integriertes graphenbasiertes Konzept entworfen, in dem das Component Enco-
ding Stream Construction (CESC), die Verwendung dynamisch ladbarer, funktionaler Kompo-
nenten (Compresslets) und eine automatisierte Flussgraphenkonstruktion miteinander vereint
werden. Ausgehend von einer Kombination einfacher graphenbasierten Beschreibungen der
logischen Struktur von Medienverarbeitung und Stromerstellung wird ein komplexer Fluss-
graph zur technischen Ausführung erzeugt. Bestimmte Teile des Flussgraphen, die der Erzeu-
gung klientenindividueller Stromformate dienen, können in ihrer Ausführung vom restlichen
Teil entkoppelt werden. Durch die zusammengefasste Ausführung solcher Teile für Klienten
mit identischem Zustand wird der Codierungsaufwand so stark reduziert, dass die Skalier-
barkeit prinzipiell nicht mehr abhängig von der Zahl der Klienten ist. Dieses Ergebnis wird
sowohl theoretisch hergeleitet als auch durch Messungen bestätigt.
Die Arbeit liefert zunächst einen Überblick über die Komponenten der TOOLBOX und deren
Verwendung und wird dann mit einigen Betrachtungen zu den wichtigsten Eigenschaften des
Mediums Video, zu seiner Kompression und Verteilung über ein Netzwerk sowie zu relevanten
aktuellen Technlogien aus diesem Bereich fortgesetzt. Anschließend wird der graphenbasier-
te Ansatz formalisiert und hergeleitet, die Algorithmen zur automatischen Konstruktion des
Flussgraphen entwickelt und gezeigt, wie das CESC-Konzept integriert wird. Danach wer-
den ausgewählte Aspekte von Architektur und Design des Systems erläutert, gefolgt von der
Vorstellung einiger Anwendungen wie beispielsweise der Entwicklung und Integration zwei-
er wavaletbasierter Stromformate. Abgeschlossen wird die Arbeit durch einige Betrachtungen
und Messungen zur Beurteilung von Leistungsfähigkeit und Skalierbarkeit der TOOLBOX.
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1 Live-Streaming – Eine vielschichtige Problemstellung
Der Terminus des Streamens1 von Mediendaten umfasst mehrere simultan ablaufende, vielfäl-
tige Vorgänge. Dazu gehört das senderseitige Akquirieren, Verarbeiten und Codieren der Me-
diendaten ebenso wie die Erstellung verschiedener Stromformate mit variierenden Dienstegü-
teparametern, deren Übertragung über ein geeignetes Netz und die empfängerseitige Decodie-
rung und Wiedergabe der Mediendaten. Jeder einzelne dieser Vorgänge kann sich wiederum in
mehrere aufwändige Teilprozesse untergliedern. Einige dieser Vorgänge sind für das Medium
Video in Abbildung 1.1 skizziert und sollen im Folgenden kurz charakterisiert werden.
Zur Gewinnung der Videodaten kommen verschiedenartige Quellen in Frage. So können diese
bereits in codierter Form auf einer DVD oder in einer lokalen Datei vorliegen oder über das
Netz bezogen werden. Sollen die Daten vor der Übertragung verändert oder in einem ande-
ren Stromformat übertragen werden, dann ist zunächst eine Decodierung unerlässlich. Eine
weitere häufig anzutreffende Variante ist die direkte Gewinnung der Daten von einer Com-
puterkamera oder Webcam. Verarbeitung und Codierung müssen dann in Echtzeit geschehen
und man bezeichnet den Prozess als Live-Streaming.
Der Verarbeitungsschritt beinhaltet die Aufbereitung und Manipulation von Bildinhalten zum
Beispiel die Kombination verschiedener Quellen oder die Einblendung zusätzlicher Informa-
tionen oder computergenerierter Animationen (Compositing). Aufbereitungsschritte können
aus Modifikationen zur Verbesserung der subjektiven Bildqualität beispielsweise durch die
Korrektur von Farbe oder Kontrast bestehen.
Das Ziel der Codierung oder Kompression ist es, das Video in eine Darstellung zu überführen,
die es ermöglicht, den hohen, dem Medium Video natürlicherweise inhärenten, räumlichen
und zeitlichen Redundanzanteil zu verringern (Quellencodierung). Der Codierungsschritt be-
steht häufig aus einer dekorrelierenden Transformation und einer Entropiecodierung, oft auch
in Verbindung mit einer rechenzeitintensiven Bewegungsschätzung. Das Betreiben eines solch
hohen Aufwandes für die Codierung ist durch den Umstand gerechtfertigt, dass Videodaten in
ihrer digitalen Rohform ein sehr großes Datenvolumen einnehmen. Die Übertragungsrate des
verwendeten Netzes (in dieser Arbeit: das Internet) wird dabei in der Regel bei weitem über-
schritten. Beispielsweise nimmt eine Sekunde eines unkomprimierten 24 Bit RGB-Videos im
CIF2-Format bei einer Bildwiederholrate von 25 Hz ein Datenvolumen von rund 7,6 MByte
ein. Die Auswahl der zur Kompression verwendeten Verfahren muss dabei dem Umstand
Rechnung tragen, dass die Codierung in einem Live-Streamingsystem unter Berücksichtigung
weicher Echtzeitbedingungen erfolgen muss.
Im Codierungsschritt wird oft eine Quantisierung verwendet, was zur Folge hat, dass das Vi-
deo nicht mehr verlustfrei rekonstruierbar ist. Die zur Kompression verwendeten Algorithmen
1In der Terminologie dieser Arbeit werden bewusst einige Anglizismen verwendet, wenn entweder kein
deutscher Begriff existiert oder die Übersetzung nicht eindeutig ist.
2Common Intermediate Format: 352 x 288 Pixel
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Abbildung 1.1: Ein Live-Streamingsystem besteht aus mehreren, gleichzeitig ablaufenden Vorgängen
und muss mit einer Vielzahl konkurierender Erfordernisse umgehen können.
zeichnen sich häufig durch eine hohe Komplexität und eine große Zahl einstellbarer Parame-
ter aus, die das Verhalten der Algorithmen und deren Auswirkung auf die Bildqualität und
die Kompressionsrate gleichzeitig beeinflussen. Die optimale Wahl dieser Parameter ist ein
schwieriges Problem und erfordert einen Kompromiss zwischen Bildqualität, Kompressions-
rate und zur Verfügung stehender Rechenzeit.
Bei der Stromkonstruktion werden die für die Erstellung eines spezifischen Stromformates
benötigten Ergebnisse des Kompressionsschrittes mit zusätzlichen Informationen versehen,
welche die Übertragung, Decodierung und Wiedergabe noch während des Empfangs ermög-
lichen. Um jeden Empfänger mit einem optimal auf seine Netzwerk- und Systemressourcen
zugeschnittenen Videostrom zu beliefern, ist eine speziell auf seine Verhältnisse angepass-
te, individuelle Stromcodierung unerlässlich. Dies kann zum einen explizit dadurch erfolgen,
dass verschiedene Stromformate mit unterschiedlichen Qualitätsstufen zur Verfügung gestellt
werden oder der Empfänger sogar die Parameter seines gewünschten Stromformates selbst
spezifiziert. Zum anderen kann das implizit dadurch geschehen, dass neue Daten erst dann für
den Empfänger erstellt und zu diesem gesendet werden, wenn das Netz zu ihrer Übermittlung
bereit ist. Die individuelle, an den zur Verfügung stehenden Durchsatz einer Verbindung ange-
passte Stromcodierung wirkt prinzipiell der Skalierbarkeit bezüglich der Anzahl bedienbarer
Klienten entgegen. Daher sind geeignete Verfahren zu entwickeln, die sowohl die Skalier-
barkeit steigern als auch eine flexible Beschreibung von Verarbeitung und Stromerstellung
zulassen.
3Diese Arbeit befasst sich mit Konzepten zur Bewältigung der beschriebenen vielschichti-
gen Problemstellungen, sowie mit der Enwicklung einer Infrastruktur zur Realisierung von
Streaming-Anwendungen: die Media Internet Streaming Toolbox3. Video steht dabei als Per-
zeptionsmedium im Vordergrund, obwohl eine Anwendung auf andere Medien durchaus mög-
lich ist.
Ein wichtiges Ziel beim Design dieser Infrastruktur ist das Erreichen einer hohen Skalier-
barkeit bezüglich der Anzahl der bedienbaren Klienten. Ein besonderer Schwerpunkt liegt
dabei auf der Verwendung von Stromformaten, die eine zustandsabhängige Stromkonstrukti-
on erlauben, d.h. sie berücksichtigen den individuellen Zustand eines Empfängers und nutzen
diesen für eine effiziente Kompression aus. Die gleichzeitige Erstellung mehrerer Ströme aus
unterschiedlichen Quellen soll ebenso möglich sein wie die Erstellung verschiedener Strom-
formate mit variierenden Dienstegüteanforderungen, beispielsweise für Framerate, Bildgröße
und Bildqualität dieser Ströme.
Weiterhin soll die TOOLBOX generisch und anpassungsfähig sein, um auf einfache Weise
unterschiedlichste Anwendungsfälle abdecken zu können. Dazu gehört eine minimale, kom-
binierbare, logische Beschreibung der einzelnen Verarbeitungs- und Stromerstellungsschritte
ebenso wie die Erweiterbarkeit um zusätzliche Komponenten zur schnellen Integration neuer
Verarbeitungsschritte und Stromformate unter Rückgriff auf bereits vorhandene Komponen-
ten. Die Bereitstellung von Laufzeitparametern und die Möglichkeit der Spezifikation und
Anforderung bestimmter Stromformate zur Laufzeit fügt einen zusätzlichen Flexibilitätsgrad
hinzu.
Um die genannten Ziele zu erreichen, wird in dieser Arbeit ein integriertes, graphenbasier-
tes Konzept entworfen, welches das Component Encoding Stream Construction (CESC), die
Verwendung dynamisch ladbarer, funktionaler Komponenten (Compresslets) und eine auto-
matisierte Flussgraphenkonstruktion miteinander kombiniert. Ein geeignetes nebenläufiges
Ausführungsmodell sorgt für Skalierbarkeit bezüglich der Anzahl der Prozessoren, so dass
Streaming-Anwendungen optimal von vorhandenen Ressourcen profitieren.
3In dieser Arbeit wird synonym der kürzere Begriff TOOLBOX oder das unmissverständliche Akronym MIST
verwendet.
2 Überblick über die Media Internet Streaming Toolbox
Der folgende Abschnitt gibt einen kurzen Überblick über Konzepte, Designziele, Funktions-
weisen und Bestandteile der Media Internet Streaming Toolbox, die im weiteren Verlauf dieser
Arbeit eingehend untersucht werden sollen und skizziert anhand eines einführenden Beispiels
deren Verwendung.
2.1 Entwurf von Streaming-Anwendungen
Die TOOLBOX stellt eine Infrastruktur zur Erstellung von Software-Bausteinen eines Strea-
mingsystems zur Verfügung. Diese Bausteine können mehrere der im vorangegangenen Ab-
schnitt beschriebenen Aufgaben erfüllen:
1. Gewinnung von Mediendaten aus lokalen oder entfernten Quellen
2. anwendungsbezogene Aufbereitung, Modifikation und Kombination der Daten ver-
schiedener Quellen zu neuen Medienströmen
3. Codierung der Mediendaten und Erstellung der für eine effiziente Stromkonstruktion
benötigten Komponenten
4. Konstruktion verschiedener netzwerkadaptiver Ströme mit unterschiedlichen Formaten
und unterschiedlichen Qualitätsstufen unter Rückgriff auf die im vorhergehenden Schritt
erstellten Komponenten
5. lokales Anzeigen, Abspeichern oder Versenden der erstellten Ströme über das Netzwerk
Sinnvolle Streaming-Anwendungen enthalten mindestens die obligatorischen Schritte 1 und 5,
verbinden also eine Datenquelle mit einer Senke. Durch eine problembezogene Auswahl und
Kombination der obigen Schritte, ähnlich wie mit einem „Baukasten“, können unterschied-
lichste Anwendungen realisiert werden (siehe Abbildung 2.1). Die TOOLBOX stellt die not-
wendige Funktionalität bereit, um solche Schritte zu integrieren und nahtlos miteinander zu
kombinieren.
Ein Beispiele dafür ist ein Streaming-Server zur gleichzeitigen Konstruktion, Codierung und
Versand mehrer Videoströme mit heterogenen Dienstegüteparametern. Eine weitere denkbare
Anwendung ist der dazugehörige Streaming-Klient zum Empfang und zur Anzeige eines sol-
chen Videostromes, der optional den empfangenen Strom in einer lokalen Datei abspeichert.
Ein anderes mögliches Szenario besteht in der Kombination dieser beiden Anwendungen, al-
so ein Streaming-Klient, der nicht nur zur Anzeige und Abspeicherung eines Videostromes
dient, sondern diesen gleichzeitig in originaler oder transcodierter Form an weitere Klienten
versendet. Eine solche Konfiguration würde beispielsweise einen kaskadierten Serverbetrieb
zur Erhöhung der Skalierbarkeit ermöglichen.
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Abbildung 2.1: Streaming-Anwendungen bestehen aus mehreren Teilschritten. Die Schritte 1 und 5 sind
obligatorisch, die anderen Schritte erweitern den Funktionsumfang der Anwendung auf sinnvolle Weise.
Letztlich besteht der Entwurf einer Streaming-Anwendung aus der geeigneten Auswahl und Kombination
der für die einzelnen Schritte zur Verfügung stehenden Komponenten. Aufgabe der TOOLBOX ist daher
die Integration und Kombination dieser Komponenten.
Darüber hinaus ist eine dynamische Beeinflussung der obigen Schritte und deren funktionaler
Komponenten zur Laufzeit möglich. So kann ein Streaming-Klient das von ihm gewünschte
Stromformat und dessen Codierungsparameter nach seinen Wünschen spezifizieren oder ein
Benutzer kann interaktiv den Verarbeitungsschritt beeinflussen und dadurch bestimmte Quel-
len auswählen, ein- oder ausblenden oder zusätzliche Bildmanipulationen zu- oder abschalten.
2.2 Konzepte und Funktionsweise
Die Architektur der TOOLBOX vereint mehrere, teilweise unabhängig voneinander entwickel-
te Ideen in sich, die je ein bestimmtes Designziel verfolgen und integriert diese zu einer neuen
Gesamtkonzeption. Eine Auswahl der wichtigsten dieser Prinzipien ist schematisch in Abbil-
dung 2.2 dargestellt. Im Einzelnen handelt es sich dabei um:
• Erweiterbarkeit durch die Verwendung einer modularen Plug-in Architektur für dyna-
misch ladbare funktionale Komponenten, die einen Dienst zur Ausführung eines Tei-
laspekts des Verarbeitungs- oder Codierungsprozesses anbieten, die sogenannten Com-
presslets [1].
• Skalierbarkeit bezüglich der Anzahl der bedienbaren Klienten durch die Verwen-
dung einer Reihe von Methoden, insbesondere der konzeptuellen Trennung von
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Abbildung 2.2: Überblick über die wichtigsten Konzepte auf denen die Architektur der Media Internet
Streaming Toolbox basiert: Zur Beschreibung von Medienverarbeitung und Stromerstellung werden An-
wendungsgraphen kombiniert und ein Flussgraph erstellt (links oben). Als funktionalen Einheiten der
Verarbeitung in den Knoten des Flussgraphen dienen native oder Java-Compresslets, die als Plug-ins
dynamisch zur Laufzeit eingebunden werden können (links unten). Die Verarbeitung der Daten basiert
zur Effizienzsteigerung auf der CESC-Architektur (rechts oben). Bei der Ausführung des Flussgraphen
können sowohl mehrere Knoten nebenläufig abgearbeitet werden als auch die Verarbeitung in einem
einzelnen Knoten nebenläufig erfolgen (rechts unten).
Medienverarbeitungs- und Stromerstellungsschritt, die unter dem Begriff Component
Encoding Stream Construction (CESC) [2] zusammengefasst werden. Eine ausführli-
che Darstellung der Konzepte der CESC-Architektur erfolgt in Kapitel 4.3.
• Skalierbarkeit bezüglich der Anzahl der verfügbaren Prozessoren durch Verwendung
eines Nebenläufigkeits- und eines Ausführungsmodells, das die Ausnutzung impliziter
und expliziter Nebenläufigkeit ermöglicht. Diese Modelle werden in Abschnitt 5.4 vor-
gestellt.
• Flexibilität durch die Verwendung minimaler, kombinierbarer Benutzervorgaben der
Semantik von Verarbeitungs- und Stromerstellungsschritt. Eine automatische Format-
verhandlung auf Parameterebene wandelt die Kombinationen dieser Beschreibungen in
einen Flussgraphen zur technischen Ausführung um. Das Konzept der Anwendungsgra-
phen wird in Kapitel 4.1 formalisiert, die Konstruktion von Flussgraphen wird in Kapitel
4.2 erläutert.
• Objektorientiertes, performantes und portables Design durch Verwendung geeigneter
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Abbildung 2.3: Dynamisch eingebundene Compresslets liefern Informationen über Typ, Funktionsweise
und unterstützte Formate für ihre Ein- und Ausgänge und führen in den Knoten des Flussgraphen die
Medienverarbeitung aus. Dabei können sie als Wrapper bestehende Bibliotheken nutzen oder ihren
Dienst selbst implementieren.
Abstraktionen, Entwurfsmuster und Frameworks, sowie des ADAPTIVE Communicati-
on Environment4 (ACE). Diese Aspekte werden in Kapitel 5.1 eingehender untersucht.
Die Schlüsselabstraktion, die von MIST-basierten Streaming-Applikationen verwendet wird,
ist der Flussgraph. Dabei handelt es sich um einen gerichteten Graphen, der mindestens ei-
ne Quelle besitzt und diese mit wenigstens einer Senke verbindet. Eine Kante symbolisiert
den Datenfluss zwischen zwei Knoten. Die Verwendung von Flussgraphen (häufig auch als
Filtergraphen bezeichnet) entspricht auf Anwendungsebene den Datenflussgraphen, die in
Datenfluss-Rechnerarchitekturen zur Programmbeschreibung verwendet werden. Dieses Prin-
zip wird in ähnlicher Weise (wenn auch in einer deutlich weniger flexiblen Form) von den
meisten Frameworks zur Verarbeitung von Mediendaten (z.B.: DirectShow, VideoLan Cli-
ent) eingesetzt. Eine bemerkenswerte Ausnahme bildet hierbei das von BAHMANN entwickel-
te netzwerktransparente Framework zur Verarbeitung von Multimediadaten [3], das für Me-
dienelemente eine Zwischendarstellung als Operatorbaum benutzt und ein imperatives Pro-
grammiermodell zu dessen Manipulation bietet.
Ein Knoten selbst repräsentiert eine bestimmte funktionale Komponente, das Compresslet,
dessen Dienst die Eingabedaten auf die Ausgabedaten abbildet. Ein- und Ausgabedaten müs-
sen dabei einer bestimmten Formatspezifikation genügen, die vom Compresslet für seine Ein-
und Ausgänge zur Verfügung gestellt wird. Je nach Semantik der Medienverarbeitung, die von
einem Compresslet ausgeführt wird, werden verschiedene Knotentypen definiert, deren detail-
lierte Darstellung sich in Kapitel 4.1.4 findet. Compresslets können beispielsweise das Medi-
enformat der Eingabedaten, also deren interne Repräsentation, ändern (Konverter), sie können
die Mediendaten selbst manipulieren (Filter, Multiplexer, Demultiplexer) oder als Quelle oder
Senke fungieren. Die dynamische Einbindung von Compresslets ist in Abbildung 2.3 sche-
matisch dargestellt. Eine Ausführliche Behandlung des Compresslet-Konzeptes findet sich in
Kapitel 4.4.
4http://www.cs.wustl.edu/∼schmidt/ACE.html
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Abbildung 2.4: Medienverarbeitungsgraphen beschreiben auf abstrakter Ebene die gewünschte Medien-
verarbeitung, Stromerstellungsgraphen beschreiben die Stromerszeugung. Aus der Kombination eines
Medienverarbeitungsgraphen mit einem oder mehreren Stromerstellungsgraphen konstruiert die For-
matverhandlung einen Flussgraphen zur technischen Ausführung.
Die Forderung nach der Modularität der Architektur impliziert, dass alle Teile der Medien-
verarbeitung frei miteinander kombinierbar sind. Beliebige Quellen sollen in jeder möglichen
Weise mit anderen Verarbeitungseinheiten verbunden und daraus wiederum alle denkbaren
Stromformate erzeugt werden können. Obgleich diese Forderung relativ einfach und offen-
kundig ist, ist ihre technische Realisierung aufgrund unterschiedlichster Randbedingungen
wie beispielsweise die Einhaltung der Formatspezifikationen der Compresslets oder deren Zu-
stand bei der De-/Codierung von Stromformaten mit komplexen Abhängigkeiten nicht ganz
einfach. Die Compresslets müssen dabei nicht unbedingt immer selbst die Medienverarbei-
tung umsetzen. Es existiert heutzutage eine große Zahl freier Bibliotheken, die bestimmte,
immer wiederkehrende Teilaufgaben der Medienverarbeitung implementieren, z.B. die De-
/Codierung von JPEG Bildern (libjpeg)5 oder das Versenden von Medienströmen über RTP
(GNU ccRTP)6. Solche Bibliotheken sind intensiv getestet und häufig hoch optimiert. Spe-
zielle Wrapper-Compresslets können die Bibliotheken verwenden und deren API auf die
Compresslet-Schnittstelle abbilden. Die durch die TOOLBOX zur Verfügung gestellte Infra-
struktur und die Wrapper-Compresslets bilden den „Leim“, um solche, normalerweise inkom-
patiblen Bibliotheken flexibel miteinander zu verbinden.
5http://www.ijg.org/
6http://www.gnu.org/software/ccrtp/
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Zur Beschreibung der anwendungsspezifischen Logik des Verarbeitungs- und des Stromerstel-
lungsprozesses werden sogenannte Anwendungsgraphen7 verwendet. Diese Anwendungsgra-
phen abstrahieren die Struktur der Medienverarbeitung und Stromerstellung und sind unab-
hängig von den konkreten Medienformaten, die bestimmte Compresslets als Ein- oder Aus-
gabe akzeptieren. Sie verwenden als Knoten nur Compresslets, die eine semantische Verän-
derung der Mediendaten bewirken, also insbesondere keine Konverter. Die automatische For-
matverhandlung verwendet eine Weiterentwicklung einiger von LOHSE et al. [4] vorgestellter
Definitionen, Prinzipien und Algorithmen, um aus einer Kombination von Anwendungsgra-
phen einen Flussgraphen zur technischen Ausführung zu konstruieren. Sie fügt für jede Kan-
te der Anwendungsgraphen Konverter-Knoten hinzu, die auf möglichst optimale Weise das
Eingabeformat des Endknotens aus dem Ausgabeformat des Startknotens der Kante erzeu-
gen. Einschränkende Formatvorgaben für die Knoten der Anwendungsgraphen werden von
der Flussgraphenkonstruktion dazu verwendet, die Einhaltung bestimmter Formate oder Pa-
rameter an einer beliebigen Stelle des Flussgraphen zu erzwingen. Dies gibt der Anwendung
die Möglichkeit, steuernd in den Konstruktionsprozess einzugreifen. Zusätzliche knotenspe-
zifische Parameter beeinflussen darüber hinaus das konkrete Verhalten der Compresslets zur
Laufzeit. Das Konzept der Anwendungs- und Flussgraphen ist in Abbildung 2.4 schematisch
dargestellt. Die Beschreibung der Verarbeitungssemantik einer Streaming-Anwendung durch
Anwendungsgraphen wird in Kapitel 4.1 vorgestellt.
Für die Flussgraphenkonstruktion werden zwei unterschiedliche Typen von Anwendungs-
graphen benötigt: Ausgangspunkt ist der sogennante Medienverarbeitungsgraph, der die
serverspezifische Medienverarbeitung beschreibt. Dieser wird mit beliebig vielen Anwen-
dungsgraphen kombiniert, die die Erzeugung je eines klientenspezifischen Stromformates
beschreiben und daher als Stromerstellungsgraph bezeichnet werden. Die Bezeichnungen
Medienverarbeitungs- und Stromerstellungsgraph ergeben sich aus der primären Anwen-
dungsdomäne der TOOLBOX zur Konstruktion von Streaming-Servern mit anwendungsspezi-
fischer Medienverarbeitung und klientenspezifischer Erstellung von Stromformaten. Darüber
hinaus kann die Kombination von Anwendungsgraphen jedoch auch zur Realisierung andere
Streaming-Applikation verwendet werden, beispielsweise zum Empfang und zur Wiedergabe
eines Stromes. Die Benennung der Anwendungsgraphen stimmt in diesem Fall jedoch nicht
vollständig mit deren Semantik überein.
Der Medienverarbeitungsgraph enthält mindestens einen Quell- und keinen Senke-Knoten.
Stromerstellungsgraphen enthalten dagegen genau eine Senke- und keinen Quellknoten.
Durch die Einhaltung dieser Forderung und durch die Kombination von Medienverarbeitungs-
und Stromerstellungsgraphen werden implizit immer die Quellen des Medienverarbeitungs-
graphen mit den Senken der Stromerstellungsgraphen verbunden. Das Ergebnis ist ein voll-
ständiger Flussgraph, der alle notwendigen Formatinformationen enthält, um die durch die
7Anwendungsgraphen sind eine Weiterentwicklung eines ähnlichen Konzeptes, das aus NMM stammt. Dort
werden diese Graphen Benutzergraphen genannt.
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Anwendungsgraphen beschriebenen Medienströme in den gewünschten Stromformaten zu er-
zeugen. Die Konstruktion von Flussgraphen aus den Anwendungsgraphen wird in Kapitel 4.2
erläutert.
Bei der Abarbeitung des Flussgraphen wird der Dienst der von den Knoten gekapselten Com-
presslets ihren Datenabhängigkeiten folgend nacheinander ausgeführt. Die Abarbeitung wird
durch die Quellknoten ausgelöst, wenn diese neue Daten liefern können. Bei der Abarbeitung
werden jedoch nur aktive Knoten berücksichtigt. Die Aktivierung eines Knotens erfolgt ad-
aptiv und hängt davon ab, ob sich dieser im Flussgraph auf dem Pfad zu einer aktiven Senke
befindet. Dadurch wird sichergestellt, dass nur diejenigen Knoten in die Verarbeitungsket-
te einbezogen werden, deren Ausgabedaten tatsächlich momentan benötigt werden. Bezieht
beispielsweise kein Klient das Stromformat einer Senke, so ist es auch nicht notwendig, die-
ses sowie alle dafür benötigten Ausgangsdaten zu erstellen. Die Senke ist dann inaktiv. Beim
Hinzufügen der ersten Verbindung zu einem Klienten wird die Senke aktiviert und der Akti-
vierungsgrad sämtlicher Knoten des Flussgraphen überprüft und gegebenenfalls aktualisiert.
Beendet der letzte Klient einer Senke seine Verbindung, wird diese wieder deaktiviert. Somit
ist es möglich, eine potenziell große Zahl von Stromformaten anzubieten ohne die Rechenlast
übermäßig zu erhöhen, wenn nur wenige unterschiedliche Stromformate gleichzeitig erstellt
werden müssen. Im Extremfall ist der komplette Flussgraph inaktiv und die Anwendung er-
zeugt überhaupt keine Rechenlast.
Durch die konzeptuelle Einteilung in Medienverarbeitungs- und Stromerstellungsgraphen ent-
steht eine Partitionierung des Flussgraphen in verschiedene Teilgraphen, die je einem Anwen-
dungsgraphen zugeordnet werden können. Partitionen, die zu einem bestimmten Stromerstel-
lungsgraphen gehören, können asynchron abgearbeitet werden, d.h. sie werden unabhänigig
vom restlichen Flussgraphen in einem eigenen Takt ausgeführt. Dies wird beispielsweise ver-
wendet, um eine temporale Skalierung eines Videostroms oder eine klientenspezifische, zu-
standsabhängige Stromcodierung, wie sie im Kapitel 4.3 beschrieben wird, zu ermöglichen.
Die Ausführung eines solchen Teilgraphen für eine Gruppe von Klienten mit gleichem Zu-
stand wird dann durch die Senke des betreffenden Teilgraphen ausgelöst, wenn diese dazu
bereit ist, neue Daten entgegenzunehmen.
2.3 Komponenten der TOOLBOX
In Abbildung 2.5 ist eine Übersicht der Komponenten, aus denen die Media Internet Strea-
ming Toolbox besteht, und ihrer Abhängigkeiten dargestellt. Alle Teile der TOOLBOX sind,
sofern sie nicht ohnehin durch die Wahl der Programmiersprache Java portabel sind, unter den
Betriebssystemen GNU/Linux, Mac OS X, sowie Windows Vista/XP lauffähig und getestet
und sollten darüber hinaus ohne größere Anpassungen unter allen POSIX8-konformen Be-
8Portable Operating System Interface, IEEE Std 1003.1, 2004 Edition
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Abbildung 2.5: Streaming-Anwendung, wie das Kommandozeilenprogramm fgrun, verwenden die Kern-
dienste der mist-Bibliothek. Dazu werden native und Java-Compresslets benutzt. Ein spezielles Com-
presslet ist beispielsweise das VidCapSource-Compresslet. Es verwendet die avcap-Bibliothek zur platt-
formunabhängigen Gewinnung von Bilddaten von einer Webcam. Die generierten Videoströme können
dann mit dem Java WebVideo-Klienten empfangen, decodiert, wiedergegeben und deren Anzeige in
HTML eingebettet werden.
triebssystemen lauffähig sein9. Die Komponenten der TOOLBOX werden direkt oder indirekt
von einer Streaming-Applikation verwendet. Ein Beispiel für eine solche Anwendung ist das
Kommandozeilenprogramm fgrun, das zur Verwaltung von Compresslets und Anwendungs-
graphen entwickelt wurde und mit dem es unter anderem möglich ist, Flussgraphen durch be-
liebige Kombinationen der verfügbaren Medienverarbeitungs- und Stromerstellungsgraphen
zu erzeugen, deren Darstellung zu exportieren und sie auszuführen.
Die folgenden Komponenten sind Teil der TOOLBOX:
• MIST-Kerndienste: libmist
• native Compresslets: libclets
• Java-Compresslet Unterstützung: libjcp, jproxies.jar
• Java-Compresslets: jcompresslets.jar
• plattformunabhängige Videogewinnung: libavcap
• Beispielanwendung: fgrun
9Für eine maximale Portabilität wurden als Build-System die GNU-Autotools (autoconf, automake und lib-
tool) verwendet (siehe http://sourceware.org/autobook/autobook/autobook_toc.html)
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Abbildung 2.6: Streaming-Anwendungen verwenden die Kerndienste von MIST zur Beschreibung und
Steuerung des Streaming-Prozesses. Sie spezifizieren Anwendungsgraphen, erzeugen aus deren Kom-
bination Flussgraphen und bringen diese zur Ausführung.
Diese Komponenten werden in den folgenden Abschnitten kurz vorgestellt und deren Funkti-
onsweise im Fortgang der Arbeit detailliert erläutert.
2.3.1 MIST-Kerndienste
Die Kerndienste der TOOLBOX sind in der Bibliothek libmist enthalten. Sie bestehen aus einer
Menge kooperierender C++-Klassen, die ein wiederverwendbares, modulares und erweiter-
bares Design für Streaming-Anwendungen bilden. Die TOOLBOX erfüllt damit formal die
Kriterien eines Frameworks [5]. Eine Übersicht der Komponenten der MIST-Bibliothek ist
im Paketdiagramm in Abbildung 2.6 dargestellt. Sie legt die Schnittstelle, die Compresslets
implementieren müssen, fest und sorgt für das Registrieren und Instanziieren der Compress-
lets zur Laufzeit. Weiterhin enthält sie Funktionen zur Konfiguration der streaming-bezogenen
Aspekte der Anwendung, zum Export von Darstellungen der Graphen, zum Import von An-
wendungsgraphen aus textuellen Beschreibungen und zur anwendungsspezifischen Erzeugung
der Anwendungsgraphen zur Laufzeit. Der Medienverarbeitungsgraph wird dazu verwendet,
einen Flussgraphen zu erstellen. Stromerstellungsgraphen können zum möglicherweise bereits
in der Ausführung befindlichen Flussgraphen hinzugefügt oder wieder entfernt werden. Die
notwendigen Formatverhandlungsschritte werden jeweils automatisch ausgeführt.
Wie nahezu alle objektorientierten Software-Architekturen verwendet MIST das Steuerungs-
umkehr-Paradigma (Inversion of Control) [5]: Compresslets werden bei der TOOLBOX re-
gistriert und liefern dabei eine Beschreibung ihrer Fähigkeiten. Die Applikation spezifiziert
unter Verwendung der Compresslets die gewünschte Medienverarbeitung, erzeugt mit deren
Hilfe den Flussgraphen und übergibt danach die Programm-Kontrolle an eine von der TOOL-
BOX zur Verfügung gestellte Ereignisschleife. Diese koordiniert den zeitlich korrekten Aufruf
der Methoden der Compresslets beim Vorliegen neuer Daten und ruft anwendungsspezifische
Funktionen zur Ereignisbehandlung auf beispielsweise zur Abwicklung von Ein- und Ausga-
beoperationen oder zur Ausgabe von Statusinformationen. Funktionen zum Starten, Stoppen,
Unterbrechen und Fortsetzen der Abarbeitung des Flussgraphen komplettieren die Ablauf-
steuerung.
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Abbildung 2.7: Compresslets residieren in verschiedenen Bibliotheken und implementieren die
Compresslet-Schnittstelle. Für die transparente Benutzung von Java-Compresslets wird der JavaVM-
Wrapper eingesetzt, um eine JVM zu instanziieren, in der die Compresslets ausgeführt werden. Da-
zu werden bei der VM C-Funktionen registriert, die für die Verwendung der JavaProxy-Klassen der
Compresslet-API über das Java Native Interface (JNI) notwendig sind. Für die TOOLBOX tritt dann ledig-
lich der JavaCompressletProxy als native Basisklasse der Java-Compresslets in Erscheinung.
2.3.2 Compresslet-Bibliotheken
Die verfügbaren Compresslets bestimmen die Anwendungsdomäne der TOOLBOX. Neben
dem in dieser Arbeit untersuchten Videostreaming ist auch eine Verwendung zum Streamen
von Audiodaten oder zur flexiblen Verarbeitung und Auswertung von Daten eines Messwer-
terfassungssystems denkbar, wenn die entsprechenden Compresslets verfügbar sind.
In Abbildung 2.7 sind die Abhängigkeiten der Compresslets im Paketdiagramm dargestellt.
Native Compresslets, d.h. diejenigen Compresslets, die die Compresslet-Schnittstelle in C++
implementieren, residieren in Programm-Bibliotheken und werden dynamisch zur Laufzeit
instanziiert. Die Compresslet-Bibliotheken können ihrerseits von weiteren Bibiliotheken ab-
hängen, die von den Compresslets verwendet werden. Um einen plattformunabhängigen
Mechanismus zur Realisierung von Compresslets zur Verfügung zu stellen, bietet der Ja-
vaVMWrapper die Möglichkeit eine Java Virtuelle Maschine (Java-VM) zu starten und Java-
Compresslets in dieser auszuführen. Dazu werden für die Compresslet-Schnittstelle und alle
mit ihr in Zusammenhang stehenden C++-Klassen spezielle Java-Proxyklassen verwendet, die
die Compresslet-Programmierschnittstelle10 Java-seitig abbilden. Der Aufruf der Methoden
eines solchen Compresslets erfolgt über ein spezielles Compresslet, den sogenannten Java-
CompressletProxy, der die Parameter der Aufrufe in Java-Objekte umwandelt und dann mit
Hilfe des Java Native Interface (JNI) die entsprechenden Methoden des Java-Compresslets
aufruft. Damit ist die Verwendung von Java-Compresslets vollkommen transparent für die
TOOLBOX und somit auch für eine MIST-basierte Streaming-Anwendung.
10engl.: Application Programming Interface (API)
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Abbildung 2.8: Die avcap-Bibliothek bietet eine plattformunabhängige Schnittstelle zur Gewinnung von
Videodaten. Die konkreten Implementierungen nutzen die jeweilige Mechanismen des zugrundeliegen-
den Betriebssystems zur Ansteuerung der Capture-Hardware.
In Tabelle 2.1 auf Seite 21 sind die implementierten Compresslets zusammen mit ihrem Typ,
einer kurzen Beschreibung und ihren Abhängigkeiten aufgelistet. Eine ausführliche Referenz
aller Compresslets befindet sich in Anhang A.
2.3.3 Videogewinnung
Ein wichtiges Ziel für das Design der TOOLBOX ist ein hohes Maß an Portabilität, also die
Möglichkeit mit geringem Aufwand aus dem Quellcode ein lauffähiges Programm für ver-
schiedene Betriebssysteme oder unterschiedliche Hardware zu erzeugen. Leider ist jedoch ge-
rade eine Kernaufgabe der TOOLBOX, nämlich die Gewinnung von digitalisierten Videodaten
von dafür vorgesehener Hardware, wie Webcams, DV-Kameras, TV- oder Encoder-Karten in
hohem Grade abhängig vom verwendeten Betriebssystem, da diese unterschiedliche, zueinan-
der inkompatible Programmierschnittstellen zur Verwendung der Capture-Hardware anbieten.
Sogar für ein und dasselbe Betriebssystem existieren dafür unter Umständen mehrere Mög-
lichkeiten (z.B. unter Linux: Video4Linux, Video4Linux2). Um trotzdem ein hohes Maß an
Portabilität und eine große Abdeckung unterschiedlicher Geräte zu gewährleisten, wurde die
eigenständige, plattformunabhängige C++-Bibliothek avcap (A Video CAPture library) zur
Verwendung von Capture-Hardware entwickelt11. Die wichtigsten Komponenten der Biblio-
thek ist in Abbildung 2.8 dargestellt. Sie bietet eine einheitliche, abstrakte Schnittstelle zur
Identifizierung, Verwaltung und Steuerung angeschlossener Capture-Hardware. Die konkre-
ten, systemabhängigen Implementierungen dieser Schnittstelle verwenden die Capture-API
des jeweiligen Betriebssystems. Damit ist es Anwendungen möglich, sowohl unter Linux
(Video4Linux, Video4Linux2, IEEE1394 DV-Kameras), unter Mac OS X (QuickTime) als
auch unter Windows Vista/XP (DirectShow) Capture-Hardware unter Benutzung der gleichen
Quellcodebasis zu verwenden. Die Bibliothek wird in Kapitel 5.7 ausführlich vorgestellt und
beispielsweise vom VidCapSource-Compresslet genutzt.
11Als quelloffenes Projekt veröffentlicht: http://sourceforge.net/projects/libavcap
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2.3.4 Java WebVideo-Klient
Häufig soll der Empfang und die Darstellung eines Videostromes nicht durch ein eigen-
ständiges Programm übernommen werden, sondern eingebettet in eine HTML-Seite in ei-
nem Web-Browser erfolgen. Zur Einbindung von Programmcode in eine HTML-Seite wird
das <object>- oder das nicht im HTML-Standard12 enthaltene <embed>-Tag verwen-
det. Der Browser bindet dann ein Plugin ein, das die Decodierung und Wiedergabe des
Stromes übernimmt. Dies hat den Nachteil, dass das Plugin von der proprietären Plugin-
Programmierschnittstelle des Browsers und von der Plattform, auf welcher der Browser läuft,
abhängig ist. Außerdem unterliegen die Plugins bezüglich des Zugriffs auf Systemressourcen
keinerlei Restriktionen und stellen somit ein erhebliches Sicherheitsrisiko dar. Eine weite-
re Möglichkeit, eigenen Programmcode in HTML einzubinden, bietet Microsofts ActiveX-
Technologie. Diese ist im Wesentlichen auf den Internet-Explorer als Browser beschränkt und
leidet unter den gleichen Einschränkungen wie andere Plugin-Technologien.
Als portabler und sicherer Weg für die Einbindung von Programmen in den Browser haben
sich Java Applets etabliert. Der Browser startet eine Java Virtuelle Maschine (meist durch la-
den eines entsprechenden Plugins), wenn er auf ein <applet>-Tag trifft und übergibt einem
speziellen Applet-Klassenlader die URL des Applets. Dieser lädt den Bytecode des Applets
über das Netzwerk, verifiziert diesen und instanziiert das Applet. Bei der Verifizierung des
Bytecodes handelt es sich um eine statische Analyse, bei der überprüft wird, ob keine direkten
Zugriffe auf die Hardware erfolgen können. Eine Übersicht über Algorithmen und Formali-
sierungen, die dabei zum Einsatz kommen, gibt LEROY [6].
Eine potentielle Schwierigkeit bei der Verwendung von Applets ist, dass das zeitliche Verhal-
ten von Java-Programmen bedingt durch die Ausführung der Freispeichersammlung, der Lauf-
zeitübersetzung und durch die unzureichende Genauigkeit der Zeitgeber-Methoden von Java,
indeterministisch und in hohem Maße abhängig von der konkreten Java-Laufzeitumgebung13
ist. Dies erschwert die zeitlich korrekte Präsentation der einzelnen Frames des Videos. Ak-
tuelle Implementierungen ermöglichen jedoch eine zeitliche Auflösung im Bereich weniger
Millisekunden und bilden Java-Threads direkt auf Betriebssystem-Threads ab, wodurch eine
qualitativ akzeptable Präsentation von Video möglich wird. Ein weiterer Vorteil bei der Ver-
wendung von Java-Applets besteht in der Verwendung eines Sicherheitsmodells, das die Aus-
führung von Applets in einer sogenannten Sandbox ermöglicht. Die Sandbox besteht aus dem
Bytecode-Verifizierer, einem Sicherheits-Manager und dem Applet-Klassenlader. Durch ihr
Zusammenwirken sorgen diese drei Komponenten für die notwendigen Überprüfungen beim
Laden des Applets und zur Laufzeit, um den Zugriff von nicht vertrauenswürdigen Program-
men auf die Systemressourcen einzuschränken. Eine technische Beschreibung der Zugriffs-
Beschränkung von Applets liefert YELLIN [7].
12http://www.w3.org/html/
13Als Java-Laufzeitumgebung bezeichnet man die Kombination aus Java-Klassenbibliotheken und der Java
Virtuellen Maschine.
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Aufgrund der großen Akzeptanz von Applets beim Benutzer und ihrer Portabilität wurde der
Java WebVideo-Klient zur Wiedergabe der wichtigsten Stromformate, die von der TOOLBOX
erstellt werden, entwickelt. Dieser kann sowohl als alleinstehendes Programm verwendet als
auch als Applet in HTML-Seiten eingebettet werden.
2.4 Fallstudie eines Streaming-Szenarios
Zur Demonstration der Verwendung der TOOLBOX soll im folgenden gezeigt werden, wie
ein konkretes Streaming-Szenario realisiert werden kann. In Kapitel 6 werden einige weite-
re Anwendungsmöglichkeiten der TOOLBOX vorgestellt. Das Beispiel-Szenario wird durch
folgende Medienverarbeitungs- und Stromerstellungsschritte charakterisiert:
• Es sollen zwei Quellen verwendet werden: Eine direkt angeschlossene Kamera und eine
Quelle zum Bezug eines codierten Videostromes über das Internet.
• Es sollen zwei neue Videoströme erstellt werden: Das Bild der einen Quelle wird ver-
kleinert als Bild-in-Bild Einblendung in das Bild der jeweils anderen Quelle eingeblen-
det und zusätzlich ein Lauftext, beziehungsweise Datums- und Zeitinformationen hin-
zugefügt.
• Einer der Videoströme soll als Vorschau lokal auf dem Server-Rechner dargestellt wer-
den.
• Es sollen folgende Stromformate erstellt und versendet werden:
– JPEG Server-Push (für das erste Video): Ein Stromformat geringer Komplexi-
tät, bei dem komplette JPEG-Bilder unter Benutzung von Netscapes proprietärer
Server-Push Technologie übertragen werden. JPEG Server-Push wird von einigen
Browsern direkt unterstützt.
– DeltaWCV (für das erste Video): Ein zustandsabhängiges Stromformat mittler-
er Komplexität, das auf der waveletbasierten Kompression einzelner, geänderter
Bildblöcke basiert (siehe Kapitel 6.1).
– MotionWCV (für das zweite Video): Ein zustandsabhängiges Stromformat hoher
Komplexität, das eine Bewegungsschätzung durchführt und darüber hinaus das
gleiche Kompressionsverfahren, wie DeltaWCV benutzt, um das Residuum der
Bewegungskompensation zu codieren (siehe Kapitel 6.2).
In Abbildung 2.9 sind die Anwendungsgraphen zur Beschreibung dieses Szenarios dargestellt.
Die Namen der Knoten werden mit dem Compresslet, das diese repräsentieren, identifiziert.
Der Medienverarbeitungsgraph verbindet die Quellen mit den beiden Bild-in-Bild Multiple-
xern (PIPMux), deren Ausgabe durch das Hinzufügen entsprechender Knoten mit einem Lauf-
text (TextScroller) beziehungsweise einer Zeitangabe (DateTimeRenderer) versehen wird. Die
2.4 FALLSTUDIE EINES STREAMING-SZENARIOS 17
Abbildung 2.9: Beschreibung des Beispielszenarios durch Anwendungsgraphen: Der Medienverarbei-
tungsgraph (oben) erzeugt zwei Videoströme, indem er das Bild je einer Quelle verkleinert in das Bild
der anderen Quelle einblendet und einen Lauftext bzw. Zeit-/Datumsinformationen hinzufügt. Die Stro-
merstellungsgraphen für Video 1 (unten links) beschreiben die Erstellung eines JPEG Server-Push,
eines DeltaWCV-Stroms und einer lokalen Vorschau. Für Video 2 soll ein MotionWCV-Strom erzeugt
werden (Stromerstellungsgraph unten rechts).
für die Eingänge der Multiplexer vorgegebenen Formateinschränkungen (in-constraint) sorgen
für die Einhaltung der gewünschten Bildgrößen für das Hauptbild und das eingeblendete Bild.
Die gestrichelten Kanten der Anwendungsgraphen symbolisieren, dass die Ausgabe des Kno-
tens nicht mit der Eingabe eines weiteren Knotens verbunden ist. An diesen Stellen werden
die Stromerstellungsgraphen angefügt. Zur Veranschaulichung des Aufbaus der so konstru-
ierten Ströme ist in Abbildung 2.10 ein Bildschirmfoto der Wiedergabe der beiden Videos
dargestellt.
Die beiden Videoströme werden mit den Stromerstellungsgraphen im linken beziehungswei-
se im rechten unteren Teil von Abbildung 2.10 kombiniert. Diese enthalten die Datensenken
und Beschreiben im weitesten Sinne auf einfache und wiederverwendbare Weise die Strom-
formate, die aus den generierten Strömen abgeleitet werden sollen. So sorgt beispielsweise
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Abbildung 2.10: Bildschirmfoto der durch den Medienverarbeitungsgraphen aus Abbildung 2.9 konstru-
ierten Videoströme.
der Graph, der lediglich das Java-Compresslet JVideoRenderer enthält (schwarz) für die lo-
kale Präsentation des Videos. Alle weiteren Stromerstellungsgraphen enthalten den Knoten
HTTPSink, der dazu benutzt wird, verschiedene Stromformate über eine bestehende TCP-
Verbindung als Antwort auf einen HTTP-Request14 zu versenden. Welches konkrete Strom-
format für die jeweilige Senke erstellt wird (Anwendungsgraph für JPEG Server-Push: grün;
DeltaWCV: rot; MotionWCV: blau), kann wiederum durch die Angabe einer entsprechenden
Formatvorgabe beeinflusst werden. Zusätzlich wird zur Erstellung der zustandsabhängigen
Stromformate ein weiteres Compresslet benötigt, das eine Entkopplung der Stromerstellung
von der Verarbeitung realisiert. Für das DeltaWCV-Format wird dazu eine klientenabhängi-
ge Extraktion der geänderten Bildbereiche vorgenommen (ClientChangeDetector). Für das
MotionWCV-Format wird ein Zyklus in den Graph eingeführt (ClientMotionEstimator →
NullFilter → ClientMotionEstimator), der die Dekodierung des erstellten Stromes und da-
mit die Rekonstruktion eines klientenabhängigen Referenzframes als Ausgangspunkt für die
Bewegungsschätzung ermöglicht. Auf die Details der Stromformate und ihre Beschreibung
durch die Anwendungsgraphen wird auf die Kapitel 6.1 und 6.2 verwiesen.
Die Formatverhandlung erzeugt schrittweise aus den Anwendungsgraphen in Abbildung 2.9
den Flussgraphen in Abbildung 2.11. Das dabei zugrunde liegende Problem ist äußerst kom-
plex und zeichnet sich durch eine hohe kombinatorische Vielfalt aus. Sie resultiert aus einer
großen Zahl möglicher Formatkonvertierungen und einer großen Zahl von Kombinationsmög-
lichkeiten von Lösungen einzelner Teilprobleme. Eine dedizierte Betrachtung der Aufwands-
abschätzung der Flussgraphenkonstruktion wird in Kapitel 4.2.4 vorgenommen.
Der Flussgraph enthält eine vollständige Spezifikation der Medienformate für jede Kante.
Aus Gründen der Übersichtlichkeit wurden in der Darstellung einige Formatparameter (Re-
solution, Subsampling), die auf einem bestimmten Pfad konstant sind, weggelassen. Ist es
14RFC 2616
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Abbildung 2.11: Die Formatverhandlung konstruiert aus der Kombination der Anwendungsgraphen den
Flussgraph für das Beispiel-Szenario. Überflüssige Format-Parameter wurden zur besseren Übersicht-
lichkeit an einigen Kanten weggelassen. Die zweifache Ausführung des ColorspaceConverters im obe-
ren Teil ist darauf zurückzuführen, dass die direkte Konvertierung von YUYV→YV12 nicht implementiert
ist. Es wird daher automatisch eine zweite Farbraumtransformation eingefügt.
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nicht möglich, Start- und Endknoten einer Kante eines Anwendungsgraphen direkt mitein-
ander zu verbinden, weil diese inkompatible Aus- und Eingabeformate aufweisen, wird eine
möglichst minimale Anzahl von Konverter-Knoten eingefügt. So empfängt im Beispiel der
Knoten HTTPSource (das Pendant zum Knoten HTTPSink) einen DeltaWCV-codierten Strom
über das Internet. Der Knoten PIPMux akzeptiert als Eingabe jedoch nur eines von mehre-
ren planaren YUV-Pixelformaten. Ein Knoten zur Dekodierung des entropiecodierten Stro-
mes (NEWDRDecoder) und einer zur inversen Wavelet-Transformation (InverseDWT) müs-
sen daher eingefügt werden, um ein solches YUV-Format zu erzeugen. Anschließend muss
noch für einen der PIPMux-Eingänge die Bildgröße skaliert werden (Scaler). Eine zusätzliche
Randbedingung ergibt sich aus der Notwendigkeit, dass die Eingabebildformate für den Bild-
in-Bild-Multiplexer übereinstimmen müssen und dieses Format auch dessen Ausgabeformat
determiniert.
Die durch die Kombination aus unterschiedlichen Anwendungsgraphen induzierte Partitio-
nierung des Flussgraphen wird in Abbildung 2.11 durch die Färbung dieser Partitionen ver-
deutlicht. Die mit einer gestrichelten Kante verbundenen, eingerahmten, farbigen Teile des
Flussgraphen entsprechen den Partitionen, die mit dem Anwendungsgraphen gleicher Farbe in
Abbildung 2.9 assoziiert sind. Diese Teile werden entkoppelt vom restlichen Flussgraphen für
Gruppen von Klienten mit gleichem Zustand abgearbeitet und erlauben so die klientenabhän-
gige Stromcodierung mit variablen Frameraten. Andere Partitionen wie die zum JVideoRende-
rer gehörende, werden nicht entkoppelt, sondern gemeinsam mit dem Rest des Flussgraphen
ausgeführt, also immer dann, wenn eine der Quellen neue Daten zur Verarbeitung bereitstellt.
Nach der Erstellung des Flussgraphen kann dieser gestartet und dessen Partitionen asynchron
abgearbeitet werden. In Abhängigkeit von der Zahl der vorhandenen Prozessoren werden meh-
rere Threads gestartet und die Ablaufsteuerung an die Ereignisschleife des Flussgraphen über-
geben. Während des Startvorgangs registrieren die HTTPSink-Knoten eine Beschreibung des
Stromformates, das sie liefern. Diese Beschreibung enthält auch die Pfadangabe, die Klienten
für die URL15 in einer HTTP-Anfrage verwenden müssen, um das Stromformat zu beziehen.
Die Anwendung nimmt solche Anfragen entgegen, analysiert diese und bildet sie mit Hilfe des
Pfades auf den entsprechenden HTTPSink-Knoten ab. Handelt es sich um den ersten Klienten
für diese Senke, so wird sie aktiviert. Die neue Verbindung wird zur Senke hinzugefügt und
der Klient erhält das gewünschte Stromformat.
15RFC 3986
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Compresslet Typ Beschreibung Abhängigk.
VidCapSource Quelle Videogewinnung von Capture-Hardware avcap
WCVFileSource Quelle Videogewinnung aus Datei, die DeltaWCV- oder
MotionWCV-Strom enthält
-
RAWFileSource Quelle Videogewinnung aus Datei, die Sequenz von
YUV-Frames enthält
-





Quelle liefert Einzelbild aus Datei simage
JVideoRenderer Senke Java-Compresslet zur Anzeige eines Videos JRE




Versand von Medienströmen über HTTP, ins-
besondere DeltaWCV, MotionWCV und JPEG
Server-Push
-
FileSink Senke Speicherung von Medienströmen in eine Datei -
DropSink Senke Verwerfen von Daten (zur Komplettierung einesFlussgraphen) -
TextScroller Filter Einblendung einer Laufschrift freetype2
DateTime-
Renderer
Filter Einblendung von Datums-/Zeitinformationen freetype2
Flip Filter horizontale und/oder vertikale Bildspiegelung -
NullFilter Filter keine Operation -
ClientChange-
Detector









Multipl. Berechnung von Qualitätsmaßen zur Beurteilungder Bildqualität -
PIPMux Multipl. Bild-in-Bild Einblendung zweier Quellen -
MultiPIPMux Multipl. Kombination beliebig vieler Quellen -
MultiSwitch Multipl. Auswahl einer Quelle aus mehreren -
ME_Demon-
strator




Tabelle 2.1: Liste und Kurzbeschreibung der implementierten Compresslets.
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Compresslet Typ Beschreibung Abhängigk.
ForwardDWT Konverter Diskrete Wavelet-Transformation -
InverseDWT Konverter Inverse diskrete Wavelet-Transformation -
ExplcitDWT-
Quantizer Konverter
Quantisierung der DWT-Koeff. der Transforma-
tion des Residuums der Bewegungsschätzung -
NEWDREncoder Konverter NEWDR-Entropiecodierung der DWT -
NEWDRDecoder Konverter NEWDR-Entropiedecodierung der DWT -
ForwardDCT Konverter Diskrete Kosinustransformation für JPEG -
DCTQuantizer Konverter Quantisierung der DCT nach JPEG-Standard -
JpegEncoder Konverter Huffman-Kodierung und Erstellung von JFIF-
konformen JPEG-Bildern
-





Bewegungskompensation und hinzufügen des
Residuums
-
Tabelle 2.1: Liste und Kurzbeschreibung der implementierten Compresslets (Fortsetzung).
3 Video als Perzeptionsmedium
Das nachfolgende Kapitel gibt einen kurzen Überblick über die Grundlagen der digitalen Re-
präsentation von Videodaten und deren Kompression. Die Grundzüge des menschlichen visu-
ellen Wahrnehmungssystems werden vorgestellt. Dessen Verständnis bildet die Voraussetzung
für die Entwicklung leistungsfähiger Kompressionsverfahren. Dieses Kapitel kann aus Grün-
den des Umfangs nicht den Anspruch auf eine vollständige Behandlung der Thematik erhe-
ben. Vielmehr werden einige Aspekte hervorgehoben, die für den Fortgang der Arbeit relevant
erscheinen. Für eine ausführliche Behandlung der Thematik sei daher auf die umfangreiche
Literatur verwiesen, beispielsweise [8, 9, 10, 11].
3.1 Das menschliche visuelle Wahrnehmungssystem
Der Begriff Licht bezeichnet das für den Menschen wahrnehmbare Spektrum der elek-
tromagnetischen Strahlung. Es erstreckt sich in etwa von einer Wellenlänge von 380
bis 780 Nanometer. In unterschiedlichen Experimenten kann – je nach beobachteter Ei-
genschaft – nachgewiesen werden, dass Licht sowohl die Eigenschaften eines Teilchens
(Compton-Effekt) als auch Welleneigenschaften (Doppelspaltexperiment) besitzen kann
(Welle-Teilchen-Dualismus). Die theoretische Klärung dieses Sachverhaltes erfolgt innerhalb
der Quantenelektrodynamik (QED); die Quanten des Lichts werden als Photonen bezeichnet.
Das menschliche Sinnesorgan zur Wahrnehmung elektromagnetischer Strahlung ist das Auge.
Eine schematische Darstellung des Auges zeigt Abbildung 3.1.
Abbildung 3.1: Schematische Darstellung des menschlichen Auges16.
16Quelle: http://de.wikipedia.org/wiki/Datei:Eye_scheme.svg
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Der Aufbau des Auges ähnelt in gewisser Weise dem einer Kamera: Das Licht der Umgebung
tritt durch die Hornhaut in das Auge ein und passiert die Linse im Bereich der Pupille. Die
Größe der Pupille wird durch die Iris den aktuellen Lichtverhältnissen angepasst (Adaption).
Die Linse dient der scharfen Abbildung des betrachteten Objektes auf die Netzhaut (Reti-
na). Die Akkommodation, also die Variation der Brechkraft der Linse in Abhängigkeit vom
Objektabstand, erfolgt durch die Anpassung der Linsen-Geometrie durch spezielle Muskeln.
Die Netzhaut enthält lichtempfindliche Sinneszellen der folgenden beiden Typen:
• Die Stäbchen sind sehr lichtempfindlich und ermöglichen das Sehen bei schlechten
Lichtverhältnissen. Das Absorptionsmaximum liegt bei ca. 500 nm. Da alle Stäbchen
das gleiche Absorptionsspektrum aufweisen, ist mit ihnen keine Unterscheidung von
Photonen verschiedener Wellenlängen und damit kein Farbsehen möglich. Die räumli-
che Auflösung, die mit ihnen erreicht werden kann, ist relativ gering.
• Die Zapfen sind sowohl farb- als auch helligkeitsempfindlich. Sie sind nur bei ausrei-
chender Intensität aktiv. Das menschliche Auge besitzt drei Varianten von Sehzapfen,
die durch unterschiedliche Pigmentierung in ihren Apsorptionsspektren variieren und
gemeinsam durch eine heterogene Aktivierung das Farbsehen (trichromatisches Sehen)
ermöglichen:
1. S-Zapfen: Absorptionsmaximum bei ca. 420 nm (blauviolett)
2. M-Zapfen: Absorptionsmaximum bei ca. 534 nm (smaragdgrün)
3. L-Zapfen: Absorptionsmaximum bei ca. 564 nm (gelbgrün)
Das Absorptionsspektrum der verschiedenen Photorezeptoren wurde von BOWMAKER und
DARTNALL untersucht [12]. Das Resultat ist in Abbildung 3.2 dargestellt.
Die Retina nimmt eine beträchtliche Vorverarbeitung der Reize in speziellen Nervenzellen,
den Bipolar- und Amakrinzellen vor. Diesen nachgeschaltet sind die Ganglienzellen, die die
visuelle Information an den Sehnerv weiterleiten. Von dort gelangen sie schließlich zum vi-
suellen Kortex, dem Teil der Großhirnrinde, der die Verarbeitung der visuellen Information
vornimmt.
Neueste Forschungsergebnisse zeigen, dass die Retina bis zu zwölf verschiedene Abstrak-
tionen der beobachteten Szene erstellt. Jede dieser Repräsentationen enthält einen anderen
Aspekt der visuellen Szene. So überträgt eine „Filmspur“ beispielsweise Umrisse von Ob-
jekten, eine andere enthält Informationen über Bewegungen in einer bestimmten Richtung.
Wiederum andere Abstraktionen lassen sich schwer in klare Kategorien einteilen. Zu jeder der
Datenspuren gehört im Sehnerv eine eigene Gruppe von Fasern, die die Daten zu den höhe-
ren visuellen Zentren weiterleiten, wo deren Inhalte weiterverarbeitet und zusammengeführt
werden [13].
Es sind eine Reihe von physiologischen Eigenschaften des Auges bekannt, die für die effizi-
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Abbildung 3.2: Absorptionsspektren der Photorezeptoren der menschlichen Retina nach BOWMAKER
und DARTNALL [12]: Die Kurven S, M und L sind die Spektren der entsprechenden Zapfentypen, die
Kurve R ist das Spektrum der Stäbchen.
ente Darstellung von Videosignalen durch nicht wahrnehmbare Datenreduktionen ausgenutzt
werden können. So kann das Auge im adaptierten Zustand bis zu 500 Helligkeitswerte unter-
scheiden. Für die Anzeige mit technischen Bildgebungsverfahren genügt daher in der Regel
durch eine nichtlineare Grauwertskalierung eine Tiefe von 8 Bit pro Pixel für die Darstellung
von Graustufenbildern [8, S. 146].
Das Auflösungsvermögen des Auges ist bei ruhenden Bildern am größten. Die örtliche Auflö-
sung des Farbsehens ist dabei wesentlich geringer als die des Helligkeitssehens. Die Ursache
dafür liegt vermutlich in der unterschiedlichen Vorverarbeitung der Reize in der Retina und
in der variierenden Zahl von Stäbchen und Zapfen der verschiedenen Typen. Als Folge des-
sen können Farbkanten nur schlecht wahrgenommen werden, ein Umstand, der in technischen
Systemen zur Datenreduktion durch die Unterabtastung der Chrominanzkomponenten eines
Videosignals ausgenutzt wird.
Das zeitliche Auflösungsvermögen des Auges beträgt je nach Helligkeit des Bildes im Verhält-
nis zur Umgebung 20 - 40 Einzelbilder pro Sekunde. Darüber hinausgehende Bildwechselfre-
quenzen werden als kontinuierlich fließendes Bild wahrgenommen. Die Kontrastauflösung ist
richtungsabhängig, d.h. vertikale und horizontale Strukturen werden besser wahrgenommen
als diagonale Strukturen. Desweiteren ist die Kontrastauflösung auch abhängig von der räum-
lichen Ausdehnung des Kontrastes: Kontraständerungen auf einer mittleren Skala werden bes-
ser wahrgenommen als auf einer sehr großen oder sehr kleinen Skala. Helligkeitsänderungen
sind in der Nähe von Kanten oder in Texturen schwieriger zu erkennen als in homogenen
Flächen (örtliche Maskierung).
Nach einem Szenenwechsel in einer Bildsequenz benötigt das Auge ca. 1/15 Sekunde zur An-
passung an den neuen Bildinhalt. In dieser Zeit sind Störungen des Bildinhaltes kaum erkenn-
3.2 REPRÄSENTATION VON VIDEOSIGNALEN 26
bar (zeitliche Maskierung). All diese Faktoren können bei der Codierung von Videosequenzen
für eine wahrnehmungsangepasste Quantisierung ausgenutzt werden [8, S. 146 ff.].
3.2 Repräsentation von Videosignalen
Es existieren mehrere gleichwertige und ineinander konvertierbare Möglichkeiten, ein Bild-
signal zu repräsentieren beispielsweise durch eine räumliche Darstellung des Signals, durch
dessen Fourier-Transformierte oder Wavelet-Transformierte. Nicht alle diese Repräsentatio-
nen sind zur Verarbeitung in technischen Systemen geeignet. Nachfolgend sollen die wich-
tigsten Möglichkeiten dargestellt werden.
3.2.1 Mathematische Repräsentation
Eine besonders intuitive Repräsentation ist die mathematische Beschreibung eines Bildes im
Ortsraum durch eine kontinuierliche, zweidimensionale Funktion. Da der Mensch ein Trichro-
mat ist, sind zur Darstellung des kompletten wahrnehmbaren Farbraumes mindestens drei li-
near unabhängige Signalkomponenten notwendig. Die Funktion
I(x,y) : [0,1]2 7→ [0,1]3
mit den Ortsparametern (x,y) beschreibt ein Bild im Ortsraum und kann als flächenhafte Ver-
teilung der Intensitäten der Signalkompenenten in einer Ebene interpretiert werden. Die In-
tensitäten sind dabei, genau wie die Bildgröße, auf das Intervall [0,1] normiert. Zusätzlich zu
den Komponenten zur vollständigen Darstellung des Farbraums können weiter Signalkom-
ponenten hinzugefügt werden, die beispielsweise als Transparenzwert (α-Kanal) interpretiert
werden können.
Unterliegt ein solches Bild zeitlichen Änderungen, so kann dies durch das Hinzufügen eines
weiteren kontinuierlichen Parameters t für die Zeit modelliert werden. Die Funktion
I(x,y, t) : [0,1]2×R+ 7→ [0,1]3
ist dann die mathematische Repräsentation eines Videos. Während beispielsweise CCD17-
Sensoren einen direkten Zugriff auf die drei Dimensionen erlauben, ist dies nicht möglich,
wenn das Video als analoges elektrisches Signal (z.B.: PAL, NTSC) dargestellt werden soll,
da man dann auf die Änderung eines einzelnen Parameters (z.B. Spannung) beschränkt ist.
Um dieses Problem zu lösen, wird das Video in eine Folge von Einzelbildern mit einer festen
Frequenz zerlegt und die zweidimensionalen Bilder als Folge von Rasterzeilen abgetastet. So-
17engl.: Charge-coupled Device
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mit sind die Ortsparameter (x,y) nur abhängig von t und man erhält einen einzelnen zeitlich
variierenden Spannungswert, der digitalisiert oder übertragen werden kann [14, S. 33].
Eine solche Repräsentation des Bildsignals als stetige oder diskretisierte Funktion ist der Aus-
gangspunkt für die Anwendung mathematischer Transformationen wie der Wavelet- oder der
Fouriertransformation. Solche Transformationen werden zur Dekorrelation des Signals und
damit für eine effiziente Datenreduktion benötigt [8, Kapitel 6].
3.2.2 Digitale Repräsentation
Zur Verarbeitung und Speicherung von Videosignalen in Computersystemen ist es notwendig,
die analogen Videosignale in eine digitale, d.h. zeit- und wertdiskrete Repräsentation zu über-
führen. Das bedeutet, dass der zweidimensionale Ortsbereich der Einzelbilder in ein diskretes,
äquidistantes Gitter unterteilt und jedem Gitterpunkt ein diskreter Wert zugeordnet wird, der
die mittlere Intensität der entsprechenden Elementarzelle repräsentiert. Eine solche Elementar-
zelle wird als Pixel (kurz für picture element) bezeichnet; eine derartige Beschreibung eines
Bildes wird als Raster-, Bitmap- oder Pixelgrafik bezeichnet.
Die Anzahl der zu verwendenden Pixel in horizontaler und vertikaler Richtung hängt von
mehreren Faktoren ab. Um den Eindruck eines kontinuierlichen Bildes zu erlangen, muss die
(abstandsabhängige) Größe der Pixel unterhalb des Auflösungsvermögens des menschlichen
Auges liegen. Andernfalls werden Pixelartefakte durch die Intensitätsunterschiede an den Pi-
xelrändern wahrgenommen. Für die Rekonstruierbarkeit räumlicher und zeitlicher Strukturen
gilt das Nyquist-Shannon-Abtasttheorem [15, Theorem 13, S. 34], wonach ein Signal mindes-
tens mit der doppelten Frequenz der höchsten im Signal vorkommenden Frequenz abgetastet
werden muss, wenn dieses (mit unendlichem Aufwand) exakt rekonstruierbar sein soll. In der
Praxis wird ein Faktor größer als zwei verwendet, da die notwendigen Anti-Aliasing- und
Rekonstruktionsfilter im Frequenzbereich aus Kausalitätsgründen nicht die notwendige Flan-
kensteilheit aufweisen können [14, S. 38 ff.].
Eine weitere kritische Größe bei der Digitalisierung ist die Quantisierungstiefe, also die Zahl
der diskreten Werte, auf die die stetigen Intensitätswerte abgebildet werden. Oft wird eine
Tiefe von 8 Bit (1 Byte) pro Pixel und Komponente verwendet. Dieses Vorgehen bietet sich
an, da Computer den Hauptspeicher normalerweise Byte-weise adressieren. Für professionelle
High-End Systeme kommen jedoch auch Quantisierungstiefen von 10 Bit oder mehr zum
Einsatz.
3.2.3 Farbräume
Der Standard ITU-R BT 601 (früher CCIR-601) enthält Methoden zur Digitalisierung analo-
ger Fernsehsignale. Er legt unter anderem die Verwendung des Farbraumes YCbCr mit 8 Bit-
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Abbildung 3.3: Position der Luma- und Chromawerte gebräuchlicher Unterabtastungen nach LI und
DREW [10].
Werten pro Komponente fest. Die Y -Komponente bildet in diesem Farbraum die Helligkeits-
oder Luminanzkomponente, die Cb- und Cr-Komponenten werden als Chrominanzkomponen-
ten bezeichnet. Die Bestimmung der YCbCr-Werte erfolgt durch die Berechnung gewichteter
Differenzen von RGB-Farbwerten.
Der RGB-Farbraum beschreibt den Farbraum, der durch additive Lichtmischung der drei
Grundkomponenten Rot (700.0 nm), Grün (546.1 nm) und Blau (435.8 nm) entsteht. Die
Werte der einzelnen Farbkkomponenten liegen zwischen 0 und 255. Dieser Farbraum wird
häufig von technischen Anzeigegeräten verwendet, da deren Bildgebungsverfahren auf der
Mischung dieser drei Komponenten beruht. RGB- und YCbCr-Farbwerte werden durch eine
lineare Transformation, die das Antwortverhalten der Zapfentypen des menschlichen Auges


















0 ≤ Y ′ ≤ 255, −127.5≤C′b,C′r ≤ 127.5
Die tatsächlichen Cb- und Cr-Werte ergeben sich durch eine Verschiebung der Werte C′b und C′r
um einen Wert von 128 in den positiven Zahlenbereich und eine Einschränkung auf das Inter-
vall [16;240]. Die Luminanzwerte Y entstehen aus Y ′ durch Einschränkung auf das Intervall
[16;235]. Die nicht benutzten Werte sind zur Übertragung von Steuerinformationen reserviert.
Die Dekorrelation von Luminanz und Chrominanz im YCbCr-Farbraum gegenüber dem RGB-
Farbraum ermöglicht die Ausnutzung des gegenüber der Luminanz verringerten Farbauflö-
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sungsvermögens des Auges durch vertikale und/oder horizontale Unterabtastung der Chro-
minanzkomponenten um einen Faktor 2 oder 4. Dazu existieren mehrere Schemata, die sich
durch die richtungsabhängigen Unterabtastungsfaktoren und die Platzierung der Chrominanz-
werte relativ zu den Luminanzwerten unterscheiden. Abbildung 3.3 zeigt die relative Posi-
tion von Luma- und Chromawerten praxisrelevanter Unterabtastungen. Die Benennung der
Unterabtastungen erfolgt durch die Angabe der Anzahl der vorhandenen Pixelwerte pro vier
ursprünglicher Pixelwerte für jede Komponente, was in einer nicht besonders intuitiven Be-
nennung resultiert.
Zahlreiche weitere Farbräume befinden sich in verschiedenen Systemen in Gebrauch. Erwäh-
nenswert ist hier das CIE18-Normfarbsystem, das versucht eine objektive Farbbeschreibung
für einen definierten Normalbeobachter zu geben, sowie dessen Weiterentwicklung, das ge-
räteunabhängige L*a*b*-System. Weitere Y xx-Farbräume entstehen durch die Verwendung
anderer Wertebereiche für die einzelnen Kanäle und abweichender Koeffizienten für die Trans-
formation insbesondere der Chrominanzkomponenten. So kommt der YUV -Fabraum bei PAL
und Y IQ bei NTSC zum Einsatz.
Von den Y xx- und RGB-Farbräumen werden zahlreiche Pixelformate abgeleitet, die sich durch
die Zahl der Bits pro Pixel und Komponente sowie durch die Anordnung der einzelnen Kom-
ponenten im Speicher unterscheiden. So verwendet das RGB565-Format je 5 Bits zur Dar-
stellung der roten und blauen Farbkomponente und 6 Bits für die grüne Komponente, was in
einer Gesamtzahl von 16 Bit pro Pixel resultiert. Y xx-Formate sind entweder planar, d.h. jede
Komponente wird unabhängig als separate Komponente gespeichert oder gepackt, d.h. Luma-
und Chromawerte werden zu einem Makropixel kombiniert und in einem einzigen zusammen-
hängenden Bereich gespeichert. Das Speicher-Layout einiger gebräuchlicher Pixelformate ist
in Abbildung 3.4 dargestellt.
3.3 Grundlagen der Videokompression
Ein System zur effektiven Kompression von Videodaten besteht aus einer Kombination meh-
rerer Verfahren. Die Übertragung von Informationen ist prinzipiell an einen Datenstrom ge-
koppelt, der als „informationstheortische Verpackung“ dient [8, S. 2]. Als Ausgangspunkt
wird ein digitalisiertes also zeit- und wertdiskretes Videosignal in Rohform angenommen. Der
Datenstrom besteht daher zunächst aus einer Sequenz von Einzelbildern in einem der Pixel-
formate aus dem vorangegangenen Abschnitt. Das Ziel eines Kompressionsverfahrens ist es,
das Volumen des Datenstroms bei möglichst hoher Bildqualität und geringer Ausführungszeit
zu minimieren. Die Methoden, die dabei zum Einsatz kommen, können in drei verschiedene
Gruppen eingeteilt werden:
1. Datenreduktion: Entfernung und Veränderung von Information
18CIE: Commission internationale de l’éclairage, deutsch: Internationale Beleuchtungskommission
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Abbildung 3.4: Speicher-Layout einiger gebräuchlicher Pixelformate.
2. Dekorrelation: Prädiktionen und Transformationen
3. Codierung: Entfernung von Redundanz
Diese Gruppen von Verfahren sollen im Folgenden kurz erläutert werden.
3.3.1 Datenreduktion
Wenn Datenreduktionsverfahren in das Kompressionssystem mit einbezogen werden, so ist
die Information nach der Kompression nicht mehr vollständig rekonstruierbar und man spricht
von verlustbehafteter Codierung, andernfalls spricht man von verlustfreier Codierung. Eine
Datenreduktion wird beispielsweise durch Unterabtastung, d.h. durch die Verringerung der
zeitlichen und/oder örtlichen Auflösung des digitalisierten Signals erreicht. Eine weitere Mög-
lichkeit zur Datenreduktion ist die Quantisierung, also die Abbildung ähnlicher Signalwerte
auf einen gemeinsamen Wert. Durch die Festlegung der benutzten Quantisierungstiefe und der
Unterabtastung kann erheblich Einfluss auf die resultierende Datenmenge und Bildqualität ge-
nommen werden.
3.3.2 Dekorrelation
Verfahren zur Dekorrelation können wiederum in zwei Gruppen eingeteilt werden. Bei den
Prädiktionsverfahren werden die bereits verarbeiteten Signalwerte dazu verwendet, den mo-
mentanen Wert möglichst exakt vorherzusagen. Es muss dann lediglich die Differenz zwi-
schen Vorhersage und tatsächlichem Wert codiert werden. Bei guter Prädiktion ist diese Diffe-
renz wesentlich geringer als der Wert selbst und kann daher mit einer geringeren Anzahl von
Bits codiert werden. Zur Rekonstruktion des Signals wird ein identischer Prädiktor verwen-
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det und die übertragene Differenz zur Prädiktion addiert. Effiziente Prädiktoren machen sich
das Wissen über die Eigenschaften des Signals zu Nutze. Sie können zwischen verschiede-
nen Modellen umschalten, die in speziellen Situationen, beispielsweise an Signalkanten oder
großflächigen Texturen besonders gute Ergebnisse liefern.
Ein spezielles Prädiktionsverfahren, das sich besonders für die Videokompression eignet, ist
die Bewegungsschätzung. Die Bilder einer Videosequenz werden dabei durch die Angabe von
Bewegungsvektoren aus einem oder mehreren Referenzbildern vorhergesagt. Es wird dann die
Differenz zum tatsächlichen Bild zusammen mit den Bewegungsvektoren codiert. In Kapitel
6.2 wird ein solches Verfahren detailliert beschrieben.
Die zweite Klasse der Dekorrelationsverfahren bilden die Transformationen und die mit ih-
nen in Verbindung stehenden Filterbänke. Sie überführen die Signale in eine Darstellung, die
als Superposition von gewichteten, unter Umständen überlappenden Basisfunktionen inter-
pretiert werden kann. Die Berechnung der Transformation erfolgt durch die Bestimmung der
Gewichte bzw. der Koeffizienten zur Darstellung des Signals durch die Basisfunktionen. Die
Transformation ist reversibel und führt selbst zu keiner Reduktion der Datenmenge. Eine ge-
schickte Wahl der Basisfunktionen resultiert jedoch in der Konzentration der Signalenergie in
einigen wenigen Koeffizienten. Ihre eigentliche Stärke spielen die Transformationen deshalb
erst im Zusammenspiel mit Datenreduktionsverfahren aus: Koeffizienten mit kleineren Beträ-
gen können mit einem relativ geringen Verlust der Signalqualität stärker quantisiert oder bei
der Codierung komplett weggelassen werden. Wenn darüber hinaus noch die Erkenntnisse zu
Aufbau und Funktionsweise des menschlichen Wahrnehmungssystems für eine psychovisuel-
le Quantisierung genutzt werden, führt dies – im Vergleich zur reinen verlustfreien Codierung
– zu einer enormen Erhöhung der Kompressionsrate bei akzeptablem Qualitätsverlust. Bei-
spiele für solche Transformationen sind die diskrete Kosinustransformation (DCT), die bei
JPEG und MPEG verwendet wird, und die diskrete Wavelet-Transformation (DWT), die bei
JPEG2000, H.264 bzw. MPEG-4/AVC und in den Kompressionsverfahren, die in dieser Arbeit
vorgestellt werden, benutzt wird.
3.3.3 Codierung
Die elementare Größe für die verlustfreie Kompression von Daten ist die Information. Sie
kann in einer Reihe verschiedener Formen vorliegen. So wurden für Video im Abschnitt 3.2
Repräsentationen als zeitlich veränderlicher Spannungswert oder als diskretisiertes und quan-
tisiertes Signal mit oder ohne Unterabtastung der Chrominanzkomponenten vorgestellt.
Eine Formalisierung des Informationsbegriffes erfolgt innerhalb der Informationstheorie, ein
von CLAUDE SHANNON in [15] begründeter Forschungszweig, der auf Erkentnissen aus zahl-
reichen Fachgebieten wie der mathematischen Statistik und Stochastik, der Kommunikations-
theorie oder der Physik fußt und Anwendungen in der Nachrichtentechnik, bei der Datenkom-
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pression und in vielen anderen Gebieten findet. Eine ausführliche mathematische Beschrei-
bung der Konzepte der Informationstheorie stammt von COVER und THOMAS [16].
Die Informationstheorie beantwortet die Frage nach der Konstruktion eines optimalen Codes
zur kompakten Darstellung von Symbolen einer Nachrichtenquelle ohne Informationsverlust.
Eine gedächtnislose Nachrichtenquelle wird als Zufallsgröße X mit einer Wahrscheinlichkeits-
dichte p modelliert. Die Entropie
H(X) =−∑
x
p(x) · log2 p(x) [bit]
bildet ein Maß für die Unbestimmtheit der Zufallsgröße. Sie kann interpretiert werden als
die minimale Zahl von Bits, die benötigt wird, um die Zufallsgröße zu beschreiben. Eine
kompakte Beschreibung der Nachrichtenquelle und damit eine hohe Kompressionsrate wird
dann erreicht, wenn die Symbole, die eine hohe Auftrittswahrscheinlichkeit besitzen, durch
kurze Codewörter und die Symbole mit einer geringeren Auftrittswahrscheinlichkeit durch
längere Codewörter repräsentiert werden. Um eine eindeutige Decodierung zu gewährleisten,
muss der verwendete Code präfixfrei sein. Diese Eigenschaft bedeutet, dass kein Codewort als
Präfix eines anderen auftreten darf.
Es wird nun nach einem optimalen Code zur Beschreibung der Zufallsgröße gesucht, d.h. ein
Code für die Symbole der Nachrichtenquelle, dessen Erwartungswert für die mittlere Code-
wortlänge L = ∑x p(x) · l(x) minimal ist. Die Abweichung R = L−H(X) zwischen der mittle-
ren Codewortlänge eines Codes und der Entropie wird als Codierungsredundanz bezeichnet.
Anders formuliert besitzt ein optimaler Code eine minimale Codierungsredundanz. Es kann
gezeigt werden, dass immer ein Code existiert, für den
H(X)≤ L < H(X)+1
gilt [16, S. 112 ff.]. Die Entropie der Nachrichtenquelle bildet somit eine natürliche untere
Grenze für die mittlere Codewortlänge eines Codes, der die Nachrichtenquelle korrekt be-
schreibt (Quellencodierungstheorem). Durch die Beschränkung auf eine ganze Zahl von Bits
für die Codewortlänge ist es nicht immer möglich, die untere Schranke der Ungleichung zu
erreichen. Die mittlere Codewortlänge vergrößert sich durch diese Einschränkung jedoch ma-
ximal um 1 Bit.
Ein Verfahren, das zu einer gegebenen Verteilung der Zufallsgröße beweisbar optimale, prä-
fixfreie Codes erzeugt und beispielsweise bei JPEG oder der Intraframe-Codierung von MPEG
zum Einsatz kommt, stellte HUFFMAN bereits 1952 vor [17]. Eine asymptotische Annäherung
an die durch die Entropie vorgegebene Untergrenze kann durch die Abbildung von Codewör-
tern auf ganze Zeichenketten, die aus mehreren Symbolen bestehen, erfolgen. Diese Methode
wird bei der Arithmetischen Codierung angewendet [18].
3.3 GRUNDLAGEN DER VIDEOKOMPRESSION 33
Das Modell der gedächtnislosen Nachrichtenquelle setzt voraus, dass die Wahrscheinlichkeit,
mit der einzelne Symbole auftreten, unabhängig von den Vorgängersymbolen ist. In der Pra-
xis bestehen jedoch häufig statistische Bindungen zwischen den Symbolen. Benachbarte Pixel
eines Bildes haben beispielsweise häufig einen ähnlichen Wert, genau wie die Pixel an der glei-
chen Position aufeinanderfolgender Einzelbilder einer Videosequenz. Die Differenz zwischen
der Entropie der gedächtnislosen Nachrichtenquelle und der Verbundentropie, die diese Korre-
lationen berücksichtigt, wird auch als Intersymbolredundanz bezeichnet. Für die Entwicklung
leistungsfähiger Kompressionsverfahren werden Methoden zur Minimierung der Intersym-
bolredundanz benutzt. Beispiele für solche Verfahren sind Präcodierungsverfahren wie die
Lauflängencodierung oder die Phrasencodierung. Auch die im Abschnitt 6.1.2 vorgestellten
Algorithmen zur Kompression der wavelettransformierten Bilddaten verwenden Techniken
der Präcodierung und kombinieren diese mit der eigentlichen Entropiecodierung.
3.3.4 Bewertung der Bildqualität
Zur Beurteilung verlustbehafteter Kompressionsverfahren ist es notwendig, die Qualität des
Verfahrens einzuschätzen. Eine objektive Beurteilung des rekonstruierten Signals erfolgt an-
hand spezieller Verzerrungsmaße und darauf aufbauender Qualitätsmaße. Die am häufigsten
















wobei (xn) die Werte des Originalsignals und (xˆn) die Werte des rekonstruierten Signals sind.
Das Spitzen-Signal-Rauschverhältnis PSNR (Peak Signal to Noise Ratio) wird vom MSE ab-
geleitet und ist das übliche Qualitätsmaß zur Beurteilung von Bildern:






xp bezeichnet den Spitzenwert des Signals; bei Verwendung von 8 Bit-Werten gilt xp = 255.
Eine bessere Bildqualität – also eine größere Übereinstimmung mit dem Original – führt zu
einer Verringerung von MSE und MAD sowie zu einer Vergrößerung des PSNR. Sollen nicht
Einzelbilder sondern Videosequenzen miteinander verglichen werden, können die Mittelwerte
der Verzerrungs- und Qualitätsmaße über alle Frames herangezogen werden.
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Obwohl eine starke Korrelation zwischen PSNR und wahrgenommener Bildqualität besteht,
resultieren viele Kompressionsverfahren in Verzerrungen, die trotz eines hohen PSNR die sub-
jektive Qualität nicht beeinflussen. Umgekehrt werden wiederum andere Verzerrungen vom
Betrachter wesentlich stärker wahrgenommen, als dies das PSNR vermuten lässt. In solchen
Fällen kann eine subjektive Qualitätsbewertung durch Testpersonen vorgenommen werden. Im
Allgemeinen ist es schwer, solche subjektiven Tests durch objektive Verfahren zu ersetzen, da
dies die Nachbildung des menschlichen Wahrnehmungssystems mit all seinen Eigenschaften
bedeutet. Das Programm JNDMetrix19 verfolgt beispielsweise diesen Ansatz.
3.4 Verteilung von Videoströmen über das Internet
Zur Übertragung der codierten Ströme zum Empfänger bietet sich wegen seiner weiten Ver-
breitung das Internet an. Das Internet ist ein heterogener, dezentraler Zusammenschluss von
Netzen, die innerhalb der Sicherungs- und Bitübertragungsschicht des OSI20-Modells auf
verschiedensten Technologien und Verbindungsarten basieren, z.B. Einwahlmodems, DSL,
Ethernet, Glasfaser, Funk- und Satellitenverbindung. Das Internet-Protokoll (IP) transformiert
diesen Zusammenschluss auf der Netzwerkschicht zum globalen Internet, die entsprechende
Hardware zur Verbindung der Netze nennt man Router. Der von IP zur Verfügung gestellte
Dienst ist dabei sehr einfach: Datenpakete werden ohne Zustellungsgarantie an ein durch eine
IP-Adresse beschriebenes Ziel ausgeliefert21. Der Preis für diese einfache Funktionsweise ist
die Unzuverlässigkeit des Dienstes. IP-Datagramme können verloren gehen, verzögert oder
beschädigt werden oder in der falschen Reihenfolge ausgeliefert werden [19].
Für die Architektur eines Streaming-Systems ist es entscheidend, die Vor- und Nachteile zu-
verlässiger und unzuverlässiger Dienste und deren Limitierungen zu kennen. Insbesondere
basieren Teilkonzepte der CESC-Architektur auf der Zuverlässigkeit des zugrunde liegenden
Transportmechanismus. Dieser Abschnitt untersucht daher einige Alternativen, die zum Trans-
port von Videoströmen über das Internet existieren.
Anwendungen verwenden nicht direkt das IP-Protokoll, sondern ein Protokoll der darüber an-
geordneten Transportschicht. Dort stehen im wesentlichen das User Datagram Protocol (UDP)
und das Transmission Control Protocol (TCP) zur Verfügung. Eine ausführliche Beschreibung
der Funktionsweise von IP, UDP und TCP liefert STEVENS [20]. UDP beschränkt sich auf die
Bereitstellung eines Dienstes zum (De-)Multiplexen der Daten verschiedener Anwendungen
unter Verwendung eines Portkonzeptes, erbt aber ansonsten die Eigenschaften von IP, insbe-
sondere die Unzuverlässigkeit.
19http://www.sarnoff.com
20Open Systems Interconnection, ISO/IEC standard 7498-1:1994
21Diese Dienstegütesemantik wird oft auch als best-effort bezeichnet.
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3.4.1 Das Transmission Control Protocol (TCP)
TCP bietet im Gegensatz zu UDP einen verbindungsorientierten, zuverlässigen, bidirektiona-
len Bytestromdienst an, indem es die folgenden Funktionen zur Verfügung stellt:
• Verbindungsmanagement: Daten werden erst nach erfolgtem Verbindungsaufbau gesen-
det. Bei diesem werden die für den Datentransfer notwendige Parameter wie beispiels-
weise die Größe des Empfangspuffers oder die maximal erlaubte Segmentgröße ausge-
tauscht. Nach Beendigung des Datentransfers wird die Verbindung wieder abgebaut.
• Bytestromdienst: Die Informationseinheiten, die von TCP an IP übergeben werden,
nennt man Segmente. TCP übernimmt die Segmentierung der Anwendungsdaten mit
einer möglichst optimalen Segmentgröße und verwendet Sequenznummern, um sie der
empfangenden Anwendung in der selben Reihenfolge zur Verfügung zu stellen, in der
sie von der sendenden Anwendung abgeschickt wurden.
• Fehlerkontrolle: IP-Datagramme können verloren gehen, dupliziert oder korrumpiert
werden. TCP verwendet einen Bestätigungsmechanismus für empfangene Segmente,
adaptive Timer zur Retransmission sowie eine Prüfsumme zur Sicherstellung der Inte-
grität der empfangenen Segmente22.
• Flusskontrolle: Zur Vermeidung der Überflutung eines langsamen Empfängers durch
den Sender mit Daten wird die Geschwindigkeit der Übertragung durch ein Schiebe-
fensterverfahren gesteuert.
• Verstopfungskontrolle: TCP versucht das Netzwerk so gut wie möglich auszunutzen oh-
ne dieses zu verstopfen. Als Verstopfung bezeichnet man eine Überlastsituation im Netz
insbesondere aufgrund der Überlastung von Routern, die zum Paketverlust führt. Die
Senderate wird erhöht, solange die sendende Anwendung genügend Daten liefert, um
sich an die maximal mögliche Übertragungsrate heranzutasten. Liegt eine Verstopfung
des Netzes vor, wird die Senderate zunächst reduziert und dann nach einem von der
konkreten TCP-Implementierung abhängigen Verfahren wieder vergrößert. Die TCP-
Verstopfungskontrolle wurde ursprünglich von VAN JACOBSEN [21] als Reaktion auf
einige Ereignisse entwickelt, bei denen es zum Zusammenbruch der Übertragungsrate
im frühen Internet Mitte der 1980er Jahre kam (Verstopfungskollaps).
Zur Realisierung der Verstopfungskontrolle werden von den meisten TCP-Implementierungen
(z.B.: Tahoe, Reno) zwei Variablen verwendet: Das Sendefenster oder congestion window
(cwnd) begrenzt die Anzahl der Segmente, deren Bestätigung noch aussteht, bevor neue Seg-
mente gesendet werden können, und der Grenzwert slow start threshold (ssthresh), der
22Als Prüfsumme wird die Einerkomplementsumme aller 16-Bitwerte über einen Pseudoheader und die Da-
ten gebildet. Im Vergleich zu CRC-Prüsummen, die häufig für den Link-Header verwendet werden, können
allerdings nur wenige Fehler entdeckt werden. Korrumpierte Pakete werden daher meist bereits vom Link-Layer
„entsorgt“.
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Abbildung 3.5: Prinzipieller Verlauf der Senderate von TCP unter dem Einfluss der Verstopfungskontrol-
le.
festlegt, in welchem Modus die Verstopfungskontrolle arbeitet. Befindet sich cwnd unterhalb
dieses Grenzwertes wird cwnd - und damit die Senderate - beim Empfang von Bestätigun-
gen exponentiell (slow start) und oberhalb dessen zur Verstopfungsvermeidung (congestion
avoidance) linear erhöht. Slow start und congestion avoidance besitzen unterschiedliche Zie-
le, werden aber unter Verwendung von cwnd und ssthresh zusammen implementiert. Das
tatsächlich verwendete Sendefenster ist das Minimum aus cwnd und aus dem vom Empfänger
angebotenen Fenster zur Flusskontrolle awnd (advertised window). Das variable Sendefenster
passt die Senderate adaptiv an die momentan zur Verfügung stehende Übertragungsrate an.
Als Indikator für eine Verstopfung des Netzes wird der Verlust eines Segmentes, d.h. das Ab-
laufen eines Zeitintervalls für die Bestätigung oder der Empfang duplizierter Bestätigungen
für das Segment verwendet. Damit dieses Modell hinreichend gut funktioniert, wird voraus-
gesetzt, dass die Häufigkeit von Paketverlusten aufgrund von Übertragungsfehlern weit unter
1% liegt. Diese Annahme ist jedoch nicht immer zutreffend. So ist sie beispielsweise bei funk-
basierter Übertragung nicht erfüllt, da die Bitfehlerrate hier wesentlich größer ist als bei der
Verwendung anderen Übertragungsmedien. Um effizient zu arbeiten, benötigt TCP in solchen
Netzen zusätzliche Protokolle, die die Übertragung auf der Verbindungssicherungsschicht zu-
verlässiger machen oder eine Möglichkeit verstopfungsinduzierte Paketverluste zu erkennen
(beispielsweise durch selektive Bestätigungen). Ein Vergleich von Verfahren, die dies ermög-
lichen, liefern BALAKRISHNAN et al. [22].
Aktuelle TCP-Implementierungen versuchen durch Abschätzen und Vergleich von erwarteter
und tatsächlicher Rate Verstopfungssituationen zu erkennen, bevor es zum Verlust von Seg-
menten kommt (TCP Vegas [23]). Duplizierte Bestätigungen zeigen den Verlust eines einzel-
nen Segmentes an, ohne dass eine Verstopfungssituation vorliegt. Das entsprechende Segment
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wird daher nach dem Empfang der dritten duplizierten Bestätigung erneut gesendet, noch
bevor der dafür gesetzte Zeitgeber beim Sender abgelaufen ist (fast retransmit). Das Sende-
fenster wird in diesem Fall nur halbiert und um die Anzahl der empfangenen duplizierten
Bestätigungen erhöht und nicht auf seinen Startwert gesetzt. Dadurch wird anschließend nicht
wie beim Ablauf eines Zeitgebers der slow start ausgeführt und die Senderate wird schneller
wieder an die maximale Übertragungsrate herangeführt (fast recovery). Der zeitliche Verlaufes
der Übertragungsrate hängt stark von den Details des konkreten Algorithmus zur Steuerung
der Variablen cwnd und ssthresh und damit von der verwendeten TCP-Implementierung
ab. Es ergibt sich jedoch immer ein charakteristischer Verlauf, der dem in Abbildung 3.5 darge-
stellten Schema ähnelt. Der Vergleich verschiedener Implementierungen bezüglich Fairness,
Effizienz und Stabilität in unterschiedlichen Konfigurationen ist Gegenstand zahlreicher Un-
tersuchungen beispielsweise von LUIGI et al. [24].
Der Nachteil, mit dem man sich die Zuverlässigkeit von TCP erkauft, ist, dass Anwendungen,
die TCP nutzen, nahezu keine Kontrolle über den Zeitpunkt der Auslieferung der Daten an die
Zielanwendung haben. Die Charakteristik der Verzögerung zwischen Senden und Empfang
der Daten ist dabei eine andere als bei der Verwendung von UDP. Die Verzögerung von UDP-
Datagrammen wird durch die Verzögerung der IP-Pakete bestimmt, die zu deren Übertragung
verwendet werden. Beim Senden von IP-Paketen kommt es zu Verzögerungen (Delay), die im
Wesentlichen auf die Latenz zur Ausbreitung des Signals im Übertragungsmedium und auf
die Dauer der Verarbeitung in den Routern zurückzuführen ist. Diese Verzögerung ist zeitlich
nicht konstant. Da jedes IP-Paket individuell durch das Netz geleitet wird, können unterschied-
liche Pfade entstehen, auf denen diese das Ziel erreichen. Weiterhin kann sich die Lastsituation
in den Routern ändern, was zu einer ebenfalls variierenden Verarbeitungsdauer führt. Die Va-
rianz der Verzögerung zwischen zwei Endpunkten wird als Verzögerungsschwankung (Jitter)
bezeichnet. Sollen Medienströme zeitlich korrekt wiedergegeben werden, so muss der Jitter
beim Empfänger durch Pufferung der Daten ausgeglichen werden. Die Größe des Puffers und
der optimale Startzeitpunkt der Wiedergabe ist abhängig von der Größe des Jitters, der aus-
geglichen werden soll. Die Pufferung führt zu einer zusätzlichen Latenz bei der Wiedergabe
und entspricht dem maximal ausgleichbaren Jitter. Eine ausführliche Beschreibung in einem
allgemeineren Kontext liefert STEINMETZ [25].
Zu der durch IP induzierten Verzögerung und deren Schwankung kommen bei der Verwen-
dung von TCP noch Verzögerungen durch die Retransmission verloren gegangener Segmente
und Verzögerungen, die durch eine von der Verstopfungskontrolle beeinflusste, variierende
Senderate hervorgerufen wird. Außerdem müssen die Segmente von der empfangenden TCP-
Instanz zur Einordnung in die korrekte Reihenfolge zunächst zwischengespeichert werden,
bevor sie an die empfangende Anwendung weitergegeben werden können. Diese zusätzlichen
Verzögerungen sind jedoch in ihrem Ausmaß nicht deterministisch. Ein Ausgleich des Jitters
beim Empfänger ist dann nicht mehr uneingeschränkt möglich.
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3.4.2 Das Real-time Transport Protocol (RTP)
Opfert man die Forderung nach der Zuverlässigkeit des Übertragungsdienstes zu Gunsten der
zeitlichen Vorhersagbarkeit, so bietet sich die Verwendung des Real-time Transport Protocol23
(RTP) über UDP an. RTP wurde von der Internet Engineering Task Force (IETF) entwickelt
und bietet verschiedene Dienste für den robusten Transport von Video und Audio in Echtzeit
an. Diese Dienste umfassen die Synchronisation von Medienströmen, das Erkennen und Kor-
rigieren von Paketverlusten, sowie Funktionen zur Medienverarbeitung24 im Netz. Damit han-
delt es sich bei RTP nicht wie der Name (Transport) suggeriert, um einen Übertragungsdienst,
sondern eher um einen Anwendungsdienst [26]. Dieser Sachverhalt spiegelt sich auch in den
Designphilosophien wider, die der Entwicklung von RTP zugrunde liegen: Das Application-
Layer Framing25 [27] und das End-to-End Pinzip26 [28]. Dies führt dazu, dass Anwendungen,
die RTP verwenden, im Umgang mit den Daten flexibler, intelligenter, häufig aber auch kom-
plexer sind.
Während RTP den eigentlichen Datentransfer implementiert, ist das mit RTP assoziierte Real-
time Control Protocol (RTCP) für das periodische Versenden von zusätzlichen Informatio-
nen zuständig. Dabei handelt es sich um Informationen über Paketverlustraten und Jitter des
empfangenen Stromes (receiver report), Teilnehmeridentifikation und Änderungen der Mit-
gliedschaft in einer Session (membership control) sowie um Beschreibungen der Medienströ-
me (source description) und Informationen zur Synchronisation der Medienströme (sender
report). Diese werden insbesondere im Zusammenhang mit Multicast verwendet. Eine sehr
detaillierte Beschreibung von RTP und RTCP gibt PERKINS [19].
Die Designphilosophien von RTP implizieren, dass von der Anwendung geeignete Maßnah-
men getroffen werden müssen, um mit der Unzuverlässigkeit des Netzes umzugehen. Konti-
nuierliche Medien wie Video sind in einem gewissen Rahmen robust gegenüber dem Verlust
von Paketen, da dessen Effekte sehr schnell durch die Präsentation neu eintreffender Daten
überdeckt werden können. Hängt die Decodierung aufeinanderfolgender Frames des Videos
jedoch stark voneinander ab, wie dies bei hybriden, prädiktiven Kompressionsverfahren (bei-
spielsweise MPEG) der Fall ist, kann es dazu kommen, dass sich der Fehler auch in nachfol-
genden Frames fortsetzt. Stromformat und Kompressionsverfahren müssen dann so gewählt
sein, dass eine Vorwärtsfehlerkorrektur (forward error correction) durch eine geeignete Ka-
nalcodierung möglich ist. Das bedeutet, dass die inhärenten Codierungsabhängigkeiten zwi-
schen den Frames möglichst gering gehalten werden und in periodischen Abständen Frames
gesendet werden müssen, die keine Abhängigkeit zu anderen Frames besitzen (key frames).
23RFC 3550
24z.B. das Mischen und Transcodieren von Medienströmen in sogenannten Brücken.
25Paketisierung, Sequenzierung und Sicherung der Daten werden von der Transportschicht in die Anwendung
verlagert, da nur diese Kentnisse über die Datensemantik verwenden kann, um geeignet auf Fehlersituationen zu
reagieren.
26Die Verantwortlichkeit für die korrekte Zustellung der Daten über ein unzuverlässiges Netz wird auf die
Endpunkte übertragen. Dies entspricht auch der best-effort Semantik des Internets.
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Abbildung 3.6: Funktionsweise der Paritäts-Codierung: Aus je zwei Paketen wird durch eine XOR-
Verknüpfung ein drittes mit den Paritäts-Bits erstellt und zusätzlich übertragen. Der Verlust eines der
ursprüglichen Pakete ist dann korrigierbar.
Das erschwert die Verwendung prädiktiver Codierungsverfahren wie die Bewegungskompen-
sation; die Codiereffizienz sinkt und die Datenmenge steigt.
Für die Kanalcodierung der RTP-Nutzdaten werden beispielsweise die in Abbildung 3.6 dar-
gestellte Fehlerkorrektur mit Hilfe von Paritätsbits (RFC 2733) oder Reed-Solomon Codes
[29] verwendet. Diese erhöhen die Redundanz der Stromdaten, um eine Rekonstruktion bei
Paketverlusten zu ermöglichen. Eine adaptive Anpassung der Menge der Redundanz an die
momentane Paketverlustrate ist realisierbar, muss jedoch maßvoll eingesetzt werden. Die Red-
undanz und damit das Datenvolumen wird dann bei hohen Verlustraten vergrößert, was wie-
derum die Wahrscheinlichkeit von Paketverlusten durch Verstopfung im Netz erhöht. Nach-
teilig an der Vorwärtsfehlerkorrektur ist, dass die Menge der hinzugefügten Redundanz von
der durchschnittlichen Paketverlustrate aller Empfänger abhängt. Hat ein Empfänger eine un-
terdurchschnittlicher Verlustrate, dann empfängt er eine größere Datenmenge als nötig wäre,
um den Strom zu rekonstruieren. Hat ein Empfänger dagegen eine überdurchschnittliche Ver-
lustrate, genügt die Redundanz nicht, um alle Fehler zu korrigieren. Stoßen die Verfahren der
Fehlerkorrektur an ihre Grenzen, wird versucht, durch die Ermittlung von Schätzwerten den
Fehler so gut wie möglich zu verdecken (error concealment). Ein weit verbreitetes Beispiel
für ein solches Verfahren ist die bewegungskompensierte Wiederholung [19, S. 242 ff.]: Viele
Codierungsverfahren basieren auf der Unterteilung des Frames in Blöcke und einer Schätzung
der Bewegungsvektoren dieser einzelnen Blöcke. Liegen diese Bewegungsvektoren vor, so
kann der Bewegungsvektor eines verlorenen Bildblocks durch Interpolation aus den Vektoren
der Nachbarblöcke gewonnen werden. Anschließend wird der Block, der durch diesen Vektor
im Vorgängerframe referenziert wird, zur Ersetzung des verlorenen Blocks verwendet.
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Abbildung 3.7: Entstehende Last im Netz bei Verwendung von Multicast (links) und Unicast.
3.4.3 IP-Multicast
Streaming gleicht in seiner Semantik oft der Verteilung von Medien per Rundfunk, d.h. das
Medium wird von einer einzelnen Quelle ausgehend an viele Empfänger übermittelt. Ein wich-
tiges Merkmal von Rundfunk ist, dass der Aufwand für Codierung und Versand prinzipiell
unabhängig von der Zahl der Empfänger ist. Die Skalierbarkeit bezüglich der Anzahl der be-
dienbaren Klienten ist damit eine inhärente Eigenschaft des Rundfunks. Beim Streaming wird
versucht, dieses Merkmal möglichst gut nachzubilden. Eine Möglichkeit dieses Problem im
Internet auf der Netzwerkebene zu lösen bietet der IP-Multicast27. Dabei erstellen die Rou-
ter auf dem Weg zu den Empfängern Kopien von Datenpaketen, wenn sich die Empfänger in
verschiedenen Subnetzen befinden, so dass jeweils nur eine einzige Kopie über ein konkre-
tes Verbindungsstück transportiert werden muss. Die entstehenden Datenströme mit und ohne
Verwendung von Multicast sind in Abbildung 3.7 dargestellt. Die Gruppe der Empfänger wird
über eine IP-Adresse aus einem für Multicast reservierten Bereich28 spezifiziert. Auf LAN-
Ebene werden spezielle Hardware-Adressen gebildet, indem die IP-Adresse in diese einge-
bettet wird. Zusätzliche Protokolle zur Gruppenverwaltung29 und zum Aufbau des Multicast-
Baumes, der zur Weiterleitung der Datagramme an die Gruppenmitglieder30 verwendet wird,
werden benötigt. Die Unterstützung von Multicast durch die Router im Internet ist optional
und hat bei kommerziellen Anbietern bisher keine große Verbreitung gefunden [19]. Um die
Funktionsfähigkeit von Multicast im Internet dennoch zu gewährleisten, bildet die Menge
der multicastfähigen Router ein virtuelles Netz, das M-Bone (Multicast-Backbone). Dieses
verwendet einen Tunnel-Mechanismus, um Multicast-Pakete in gewöhnliche IP-Pakete einzu-
kapseln, wenn diese über Routen übertragen werden sollen, die nicht durchgängig Multicast
unterstützen [30].
27RFCs 966 und 988
28Es handelt sich dabei um die Adressen der Klasse D: 224.0.0.0 - 239.255.255.255
29z.B. IGMP: Internet Group Management Protocol Version 3 (RFC 3376)
30z.B. PIM-SM: Protocol Independent Multicast - Sparse Mode (RFC 2362)
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Abbildung 3.8: Zugangsart zum Internet bei Privathaushalten in Deutschland [31].
3.4.4 Eignung von TCP zur Verteilung von Videoströmen
Seit der Kommerzialisierung des Internets Mitte der 1990er Jahre wurde der Ausbau der Netz-
werkinfrastruktur und deren Ablösung vom Telefonnetz stark vorangetrieben. Als Folge des-
sen besitzen heute viele Computer einen Zugang zum Internet mit einer hohen Übertragungs-
rate, was eine Grundvoraussetzung für die sinnvolle Nutzung von Streaming-Anwendungen
ist. Die Entwicklung ausgewählter Zugangsarten in den letzten Jahren ist in Abbildung 3.8
dargestellt. Die Heterogenität des Internets, deren Grad sich auch in Zukunft kaum verringern
dürfte, manifestiert sich besonders durch diese Vielfalt unterschiedlicher Zugangsarten (z.B.:
ADSL, Cable, ISDN, zukünftig WiMAX). Folglich variieren Dienstegüteparameter wie Über-
tragungsrate, Paketverlust-Wahrscheinlichkeiten, Delay und Jitter zwischen zwei beliebigen
Rechnern im Internet in weiten Bereichen. Die Analyse31 von Paketverlustraten im Internet
zeigt, dass Paketverluste aufgrund von Überlastsituationen heutzutage sehr selten sind. Wenn
überhaupt, dann treten diese häufig nur in kurzen Spitzenzeiten auf und haben in wenigen
Fällen eine Rate von mehr als 3%.
TCP ist für Streaming-Anwendungen sinnvoll einsetzbar, solange nur Verluste einzelner Pa-
kete auftreten, die zum Auslösen von fast retransmit und fast recovery führen, die Verbindung
also nicht in den slow start Modus versetzen. Das ist dann der Fall, wenn die Datenrate des
Stromes unter der zur Verfügung stehenden Übertragungsrate der Verbindung liegt. Aufgrund
des guten Ausbaus der Netzwerkinfrastruktur ist das in vielen Fällen eine gültige Annahme.
Der slow start Modus wirkt sich besonders bei Verbindungen mit einem großen Bandbreiten-
Verzögerungs-Produkt32 negativ aus, da die Anlaufzeit bis zum Erreichen der vollen Übertra-
gungsrate bei solchen Verbindungen recht lang ist und zu indeterministischen Verzögerungen
führt. Bei den heute typischen Paketverlustraten ist es in vielen Situationen durchaus sinnvoll
31http://www.internettrafficreport.com
32Das Bandbreiten-Verzögerungs-Produkt beschreibt die „Speicherkapazität“ einer Verbindung und damit
die maximale Anzahl von Segmenten, die gleichzeitig im Transit zwischen Sender und Empfänger sein können.
Korrekterweise sollte der Begriff „Durchsatz-Verzögerungs-Produkt“heißen; in der Literatur werden die Begriffe
„Bandbreite“ und „Durchsatz“ jedoch fälschlicherweise oft synonym verwendet.
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möglich, TCP als Transport-Protokoll für Streaming-Anwendungen mit akzeptabler Verzöge-
rung zu verwenden, insbesondere dann, wenn es keine harten zeitlichen Anforderungen für die
Wiedergabe gibt. Der Einsatz von TCP zum Streamen von Mediendaten wird beispielsweise
von WONG et al. [32] für eine spezielle drahtlose Umgebung und von SEHGAL et al. [33] für
das On-Demand streaming verwendet.
Die Zuverlässigkeit des Dienstes ermöglicht darüber hinaus den Zugang zu einer ganzen Klas-
se von Verfahren zur Codierung von Video: die individuelle, zustandsabhängige Stromcodie-
rung. Jeder Strom besitzt zu jedem Zeitpunkt einen fest definierten Zustand in Form der Se-
quenznummer des zuletzt übtertragenen Frames. Ausgehend von diesem Zustand ist es mög-
lich, die Unterschiede vom zuletzt versandten zum aktuellen Frame zu extrahieren und zu co-
dieren. Da die Stromcodierung für jeden Klienten individuell erfolgt, können diese in Abhän-
gigkeit vom Durchsatz ihrer Verbindung mit unterschiedlichen Frameraten bedient werden.
Um trotz des erhöhten Aufwandes für die individuelle Stromcodierung hohe Skalierbarkeit
zu gewährleisten, müssen die zur Stromcodierung benötigten Komponenten vorberechnet und
geeignete Datenstrukturen zur Ermittlung des zu übertragenden Bereiches für den Empfänger
entworfen werden. Dies sind die Grundzüge der Component Encoding Stream Construction
(CESC) Architektur, die im Detail in Kapitel 4.3 auf Seite 86 vorgestellt wird.
RTP wird häufig in Verbindung mit Multicast für die Verteilung von Medienströmen unter
Einhaltung zeitlicher Vorgaben verwendet. Paketverlustrate und -verteilung sind bei Verwen-
dung von RTP für jeden Empfänger verschieden und dem Sender allenfalls als Statistik aus
dem RTCP-Empfangsbericht bekannt. Damit ist eine individuelle, zustandsabhängige Strom-
codierung oder eine zeitliche Skalierung der Ströme nicht ohne weiteres möglich. Außerdem
wird ein großer Teil der Komplexität des Streamingprozesses zum Empfänger verlagert, da
dieser Fehlerkorrektur und -verdeckung, sowie Verstopfungskontrollmechanismen und viele
weitere Aspekte von RTP und RTCP implementieren muss.
Die Frage, ob die Anforderung nach zeitlicher Vorhersagbarkeit oder nach zuverlässiger Über-
tragung höher gewichtet werden soll und welches Transportprotokoll somit zu verwenden ist,
ist letztlich immer eine Frage der konkreten Anwendung. Für die Übertragung eines Echtzeit-
Audiostroms wird TCP häufig schlechtere Ergebnisse liefern. Die Verwendung von RTP ist
in diesem Fall sehr einfach, da zwischen den einzelnen Datenpaketen in der Regel keine Co-
dierungsabhängigkeiten bestehen und die Fehlerkorrektur auf ein Minimum reduziert wer-
den kann. Einzelne Paketverluste führen dann nur zu einem kurzen, kaum wahrnehmbaren
Knacken oder Rauschen. Bei der Übertragung von Videoströmen liefert dagegen mit gerin-
gen Einschränkungen auch die Verwendung von TCP akzeptable Ergebnisse. Auf aufwändige
Verfahren zur Fehlerkorrektur und Fehlerverdeckung kann dann verzichtet werden. Stattdes-
sen ist eine zustandsabhängige, individuelle Stromerstellung möglich. Obwohl der Integration
von Komponenten zur Verwendung von RTP und Multicast mit der Media Internet Streaming
Toolbox ausdrücklich nichts im Wege steht, sind viele der in dieser Arbeit vorgestellten Kon-
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zepte und Verfahren auf die Verwendung von zustandsabhängigen Stromformaten und damit
auf die Verwendung von TCP als Transportprotokoll zugeschnitten.
3.5 Aktuelle Live-Streaming Technologien
Seit im letzten Jahrzehnt die Kommerzialisierung des Internets vorangetrieben wurde, ha-
ben sich eine ganze Reihe von Technologien etabliert, die die verschiedensten Aspekte eines
Live-Streaming Systems berühren. Es existieren zahlreiche Multimedia-Frameworks, Codie-
rungsverfahren für unterschiedlichste Einsatzbereiche, Streaming-Protokolle und Server- und
Player-Implementierungen. Die meisten dieser Technologien sind proprietär und durch Paten-
te geschützt. Daneben existieren einige quelloffene Projekte. Die folgenden Abschnitte sol-
len einen kurzen Überblick über relevante Techniken und Systeme geben. Wegen des großen
Umfanges des Themengebietes, erhebt dieser Überblick jedoch keinesfalls den Anspruch auf
Vollständigkeit.
3.5.1 Multimedia-Frameworks
Viele Streaming-Systeme nehmen eine strikte Trennung zwischen der eigentlichen Stromer-
zeugung und der Verteilung durch den Streaming-Server vor. Die Stromerzeugung wird von
einem sogenannten Producer vorgenommen und beinhaltet die Datengewinnung, die Me-
dienverarbeitung sowie die Kompression und Codierung in einem streamingfähigen For-
mat. Dieser Schritt wird häufig durch die Verwendung eines der im Folgenden vorgestellten
Multimedia-Frameworks unterstützt.
Auf Microsoft Windows-Platformen kommt zur Medienverarbeitung DirectShow zum Ein-
satz. Das DirectShow-Projekt wurde unter dem Namen Quartz begonnen und erstmals mit
Windows 95 ausgeliefert. Es sollte die Nachfolge der Video4Windows-Schnittstelle antreten
und vor allem das MPEG Format in der neuen 32-Bit Umgebung unterstützen. DirectShow
wurde später in DirectX integriert, heute ist es jedoch Teil des Windows SDK. Es basiert auf
einer modularen, erweiterbaren Architektur in der sogenannte Filter in einem Filtergraphen
miteinander verbunden werden und auf der Verwendung von Microsofts sprachunabhängigen
Schnittstellenstandard, dem Component Object Model (COM). Die Filter können benutzerde-
finierte Funktionalität implementieren und die Medienverarbeitung so erweitern oder zusätz-
liche Formate unterstützen. Im Lieferumfang von DirectShow sind bereits zahlreiche Filter
zur Medienverarbeitung enthalten. Die Kontrolle der Aktivität des Filtergraphen wird von an-
wendungsseite über den FilterGraphManager vorgenommen. Der Aufbau des Filtergraphen
erfolgt entweder manuell oder über einen speziellen GraphBuilder. Der GraphBuilder ver-
wendet eine rudimentäre automatische Graphenkonstruktion namens Intelligent Connect, bei
der für bestimmte Standardanwendungen wie beispielsweise der Wiedergabe eines Videos
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existierende Vorlagen verwendet werden. Unverbundene Pins werden versucht durch Einfü-
gen registrierter Filter zu verbinden. Eine sehr umfassende praxisorientierte Beschreibung von
DirectShow stammt von PESCE [34]. DirectShow wird von der avcap-Bibliothek zur Gewin-
nung von Videodaten unter Windows-Plattformen benutzt (siehe Kapitel 5.7).
Unter Mac OS X wird QuickTime als Multimedia-Architektur eingesetzt. Es enthält nicht nur
Funktionen zur Gewinnung von Mediendaten, sondern darüber hinaus zum Import und Ex-
port, Kompression und Dekompression, Streaming, Compositing, Synchronisation und Wie-
dergabe verschiedener Medientypen und kann durch Plugins um zusätzliche Komponenten
erweitert werden. Die API ist zur Verwendung in C und C++ konzipiert, kann aber auch in
anderen Sprachen wie Java und Objective-C verwendet werden. Die wichtigsten Bestandtei-
le der Architektur von QuickTime sind die Movie Toolbox, der Image Compression Mana-
ger und der Component Manager sowie das Component-Konzept. Components werden beim
Component Manager registriert und stellen eine Code-Ressource dar, die von Anwendungen
verwendet werden kann. Sie bieten eine festgelegte Menge von Diensten an und definieren
eine Schnittstelle zu deren Benutzung. QuickTime enthält bereits eine Reihe solcher Com-
ponents, kann aber auch um zusätzliche Components erweitert werden. QuickTime wird von
der avcap-Bibliothek zur Gewinnung von Videodaten in OS X verwendet (siehe Kapitel 5.7).
Eine quelloffenes plattformunabhängiges Multimedia-Framework, das bereits in zahlreichen
Programmen (vorzugsweise Player-Anwendungen) Verwendung findet, ist GStreamer. Das
Design basiert auf dem Pipelineprinzip, d.h. der linearen Verkettung der Verarbeitungsele-
mente. Die Pipelines selbst können dann ebenfalls miteinander verkettet werden und bilden
somit einen Filtergraphen. Die Verarbeitungselemtente werden als Plugins realisiert und über
ihre Pads miteinander verbunden. Eingabe- und Ausgabe-Pads verhandeln dabei das Format
in welchem sie mit einander Daten austauschen.
Ein Schlüsselkonzept der Media Internet Streaming Toolbox ist die graphenbasierte Beschrei-
bung der logischen Struktur von Streaming-Anwendungen durch Anwendungsgraphen und
die automatisierte Konstruktion von Flussgraphen zur technischen Ausführung. Anwendungs-
graphen gehen aus dem Konzept der Benutzergraphen hervor. Die Idee der Verwendung von
Benutzergraphen und die Erzeugung von Flussgraphen durch eine Formatverhandlung stammt
aus dem Projekt „Netzwerk-Integrierte Multimedia Middleware“ (NMM) [4, 35, 36], das am
Lehrstuhl für Computergrafik an der Universität des Saarlandes in Saarbrücken entwickelt
wird. NMM ist eine Multimedia-Architektur, bei der das Netzwerk integraler Bestandteil ist
und die Benutzung von im Netzwerk verteilten Geräten im Vordergrund steht. Das dort vor-
gestellte Verfahren bildet den Ausgangspunkt für den in der vorliegenden Arbeit entwickelten
graphenbasierten Ansatz (siehe Kapitel 4.1).
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3.5.2 Standards zur Videocodierung
Der heutzutage am weitesten verbreitete Standard zur Codierung von Video ist H.264/AVC
(AVC: Advanced Video Coding), der identisch zu MPEG-4 Part 10 ist. Die Entwicklung und
Standardisierung erfolgte gemeinsam durch die ITU-T Video Coding Experts Group und die
ISO/IEC Moving Pictures Expert Group (Joint Video Team). Eine erste Version des Standards
wurde 2003 verabschiedet. H.264 wurde entwickelt, um ein breites Spektrum von Anwendun-
gen vom Einsatz in mobilen Endgeräten über Broadcast-Anwendungen bis hin zur Speiche-
rung von HD-Video beispielsweise auf einer Blu-ray Disk zu unterstützen. Zu diesem Zweck
wird eine Reihe von Profilen für die unterschiedlichen Anwendungsklassen definiert. Einige
der Techniken, die eingesetzt werden, um den gewünschten hohen Grad an Flexibilität bei
gleichzeitig hohen Kompressionsraten zu ermöglichen sind:
• Verwendung von bis zu 16 Referenzframes zur Codierung von Inter-Frames (Long-Term
Prediction)
• Bewegungskompensation mit Blockgrößen von 16x16 bis zu 4x4 und Verwendung meh-
rerer Bewegungsvektoren pro Makroblock (Makroblock-Partitionierung)
• Bewegungskompensation mit Viertelpixel-Genauigkeit
• Integer-Transformation auf 4x4-Blöcken zur Verringerung von Ringing- und Block-
Artefakten
• Prädiktion von Blöcken innerhalb von Intra-Frames (Intra-Prediction)
• Beliebige Gewichtung von Referenzframes zur Mischung von Bildinhalten (Weighted
Prediction)
• Verwendung eines Deblocking-Filters auch für Referenzframes
• Eine 2007 verabschiedete Erweiterung des Standards erlaubt die Codierung von zeitlich,
räumlich und qualitativ skalierbarem Video
Insgesamt führt dies zu einer Steigerung der subjektiven und in geringerem Maße auch der
objektiven Bildqualität. Damit lassen sich bei gleicher Bildqualität Verbesserungen der Kom-
pressionsrate um bis zu 50% gegenüber MPEG-2 erreichen. Viele der verwendeten Verfahren
stehen unter patentrechtlichem Schutz. Die Verwendung eines H.264 Encoders zieht daher die
Entrichtung von Lizenzgebühren nach sich. Neben der Referenzimplementierung des Joint
Video Teams exisitieren einige weitere Implementierungen (Apple QuickTime ab Version
7, Nero Digital, Sorensen, Adobe Flash Media Live Encoder 3) die sich mehr oder min-
der an die Vorgaben des Standards halten. Die Bibliothek libavcodec, die Teil des freien
FFmpeg-Projektes33 ist, enthält eine Dekoder-Implementierung. Eine freie portable Encoder-
33http://ffmpeg.org
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Implementierung ist x26434, das Teil des VideoLAN-Projektes ist. Eine ausführliche Beschrei-
bung des H.264 Standards stammt von RICHARDSON [37].
Neben H.264 existieren zahlreiche weitere proprietäre Codierungsstandards35, die das Live-
Streaming unterstützen. Erwähnt sei an dieser Stelle RealVideo [38] der Firma RealNetworks
für das freie Codec-Implementierungen im FFmpeg-Projekt und mit dem Helix-Producer er-
hältlich sind. RealVideo basiert auf der Verwendung einer Bewegungskompensation und einer
modelladaptiven arithmetischen Codierung und wird mit einem unzuverlässigen Transport-
mechanismus, dem von RealNetworks entwickelten proprietären Real Data Transport (RDT)
Protokoll übertragen. Skalierbare Video Codierung wird ab Version 10 mit dem sogenannten
SureStream unterstützt. Dabei kann ein Video in bis zu sechs verschiedenen Bitraten codiert
und der für den Durchsatz einer Verbindung geeignetste Strom vom Real Server versendet
werden. Seit Serverversion G2 gibt es darüber hinaus noch die Möglichkeit eine Skalierung
bezüglich der Framerate vorzunehmen.
Weitere proprietäre Standards mit einem relevanten Verbreitungsgrad sind der Windows Me-
dia Encoder 9 von Microsoft, VP6 der Firma On2 und Ogg Theora, ein freier Video-Codec
der Xiph.org-Stiftung, der auf VP3 (einem Vorgängerstandard von VP6) aufbaut. Sie ver-
wenden, ähnlich wie H.264, hybride Codierungsverfahren und eignen sich ebenfalls für das
Live-Streaming. Eine weitere nennenswerte freie Alternative ist der 2008 fertiggestellte Dirac-
Codec bei dessen Entwicklung darauf geachtet wurde, dass keine geschützten Technologien
eingesetzt werden. Er basiert unter anderem auf der Wavelet-Transformation und verspricht
im Vergleich zu H.264 eine bessere subjektive Bildqualität bei gleicher Kompressionsrate.
3.5.3 Streaming-Server
Zur Verteilung der Medienströme über das Internet können prinzipiell zwei Technologien ein-
gesetzt werden: Entweder der Medienstrom wird mit Hilfe von Unicast-Verbindungen von
einem dedizierten Server an jeden Klienten einzeln übertragen (Client-Server-Modell) oder es
wird ein Peer-to-Peer-Netz aufgebaut, bei dem jeder Klient gleichzeitig als Server fungiert und
den empfangenen Strom an weitere Klienten verteilt. Der prinzipiell für das Streaming kon-
zipierte und geeignete Multicast-Modus wird heute praktisch nicht verwendet, da zu wenige
Router im Internet dies unterstützen.
Zur Erhöhung der Skalierbarkeit des Client-Server-Ansatzes kann ein Overlay-Netzwerk, das
als Mischform aus den beiden erstgenannten Methoden zu betrachten ist, verwendet wer-
den. Der Strom wird dann an netztopolgisch gesehen mehreren Orten gleichzeitig angeboten.
Dies entspricht der Kaskadierung mehrerer Streaming-Server und wird beispielsweise bei der
34http://www.videolan.org/developers/x264.html
35Da diese Standards nicht offen gelegt werden, ist es oft schwierig an detaillierte Informationen zu deren
Funktionsweise zu gelangen.
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Webserver-Verkettung von InternetLiveTV eingesetzt36. Der Nachteil bei diesem Verfahren
ist, dass eine relativ aufwändige Server-Infrastruktur betrieben werden muss.
Eine kommerzielle Software, die den Peer-to-Peer-Ansatz verwendet, ist PeerStream37. Peer-
to-Peer Streaming hat einige prinzipbedingte Nachteile. So haben die Klienten häufig eine
asymmetrische Internetverbindung (z.B. bei DSL) und eignen sich daher nicht sehr gut zur
Weiterleitung der Stromdaten. Muss während der Wiedergabe der Peer, von dem der Strom
empfangen wird, gewechselt werden (beispielsweise weil dieser den Empfang beendet hat),
so kann es bei allen direkt oder indirekt mit diesem verbundenen Klienten zu Sprüngen oder
Wiederholungen kommen. Obwohl diverse Techniken zur Lösung dieser Probleme existieren,
hat sich das Peer-to-Peer-Streaming bisher nicht durchsetzen können.
Bei klassischen Server-basierten Lösungen werden die Erzeugung und Codierung des Stromes
häufig von der eigentlichen Verteilung im Netz entkoppelt und von separaten Rechnern durch-
geführt. Das derzeit wohl am weitesten verbreitete Verfahren aus dieser Klasse ist das Flash
Media Streaming der Firma Adobe Systems38, das beispielsweise vom populären On-Demand
Video-Portal YouTube verwendet wird. Die zu streamenden Mediendaten liegen entweder be-
reits in codierter Form vor oder können in Echtzeit vom Flash Media Live Encoder in H.264
oder On2 VP6 codiert werden. Anschließend werden sie vom Flash Media Streaming Server
über Adobes proprietäres Real Time Messaging Protocol (RTMP, wurde inzwischen offenge-
legt) versendet. Dies setzt entweder direkt auf TCP oder auf HTTP auf. Zum Empfang und zur
Wiedergabe wird ein spezieller Flash Player benötigt. Für die Darstellung im Browser exis-
tiert ein Flash Player Plugin. Das Plugin wird jedoch nicht für alle Betriebssysteme und nur
für i386-kompatible Prozessoren angeboten. Die Programmiersprache ActionScript erweitert
den Flash Player um die Möglichkeit der Interaktion mit dem Benutzer.
Eine weitere kommerzielle Lösung ist Windows Media Services von Microsoft. Als Codie-
rungsstandard werden Windows Media Encoder 7, 8 oder 9 verwendet. Zur Wiedergabe
kommt Microsofts Media Player oder alternative Programme wie VLC oder MPlayer zum
Einsatz. Die Einbettung in einen Browser erfolgt mit Hilfe des Silverlight-Plugins, das auch
die Programmierung von Interaktionen mit dem Benutzer erlaubt.
Als freie portable Alternative zu den kommerziellen Produkten hat sich der VLC Media Player
aus dem VideoLAN-Projekt39 etabliert. Anders als der Name suggeriert kann dieser nicht nur
zur Wiedergabe benutzt sondern auch zur Codierung und zur Verteilung der Ströme verwen-
det werden. Bei der Codierung und Decodierung setzt VLC vorwiegend auf die libavcodec des
FFmpeg-Projektes und einige eigene Codecs wie den x264. Es werden nahezu alle gängigen
Container-Formate, Protokolle und Codecs unterstützt ohne auf zusätzliche Betriebssystem-





4 Konzepte und Algorithmen
Die Media Internet Streaming Toolbox basiert auf der Verwendung einer Reihe von Kon-
zepten, die teilweise unabhängig voneinander und für verschiedene Aspekte der Medienver-
arbeitung entwickelt worden sind. In diesem Kapitel sollen diese Prinzipien vorgestellt und
weiterentwickelt werden. Zunächst wird dazu der graphenbasierte Ansatz formalisiert und die
zur Beschreibung von Streaming-Anwendungen notwendigen Begriffe eingeführt. Ausgehend
von den getroffenen Definitionen erfolgt die Formulierung und Analyse des bei der Flussgra-
phenkonstruktion auftretenden Formatverhandlungsproblems und die Entwicklung der Algo-
rithmen zu dessen Lösung. Danach wird das zweite wichtige Grundprinzip der TOOLBOX –
das Component Encoding Stream Construction – vorgestellt und auf den graphenbasierten
Ansatz übertragen. Ein besonderer Schwerpunkt liegt hierbei in der Einbettung der Konzepte
zur optimierten, skalierbaren und klientenabhängigen Stromcodierung in das graphenbasierte
Grundgerüst. Abgeschlossen wird das Kapitel durch einige Betrachtungen zu den Elementen
der Medienverarbeitung, den Compresslets.
4.1 Formalisierung des graphenbasierten Ansatzes
Ein Schlüsselkonzept der Media Internet Streaming Toolbox ist die graphenbasierte Beschrei-
bung der logischen Struktur von Streaming-Anwendungen durch Anwendungsgraphen und die
automatisierte Konstruktion von Flussgraphen zur technischen Ausführung mittels einer For-
matverhandlung. Dieses Konzept stammt ursprünglich aus dem NMM-Projekt. Das dort vor-
gestellte Verfahren zum Aufbau von Flussgraphen bildet den Ausgangspunkt für den in dieser
Arbeit eingesetzten graphenbasierten Ansatz. In wichtigen Aspekten, die die Echtzeitfähigkeit
und die Anwendbarkeit des Ansatzes betreffen, existieren jedoch erhebliche Unterschiede. Im
Folgenden soll der graphenbasierte Ansatz erläutert und zur Bereitstellung einer eindeutigen
und einheitlichen Terminologie formalisiert werden. An den entsprechenden Stellen wird auf
die Unterschiede zum NMM-Ansatz eingegangen.
4.1.1 Charakterisierung des Konzeptes
Zur Realisierung der gewünschten Funktionalität einer Anwendung werden nacheinander be-
stimmte elementare Verarbeitungsschritte ausgeführt. Das Ergebnis ist dann häufig abhängig
von der konkreten Reihenfolge, in der diese ausgeführt werden. Zur Festlegung dieser Rei-
henfolge wird ein gerichteter Graph verwendet, der sogenannte Flussgraph. Die Knoten des
Graphen repräsentieren die elementaren Operationen und die Kanten zwischen den Knoten
den Datenstrom zwischen diesen. Zwei Knoten können offensichtlich nur dann miteinander
verbunden werden, wenn diese über ein „gemeinsames Austauschformat“ verfügen. Quell-
knoten produzieren Mediendaten, die dann über die mit ihnen verbundenen Zwischenknoten
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fließen, von diesen modifiziert werden und zu den Senken gelangen, welche die Daten konsu-
mieren. Ein solcher Flussgraph stellt in seiner Gesamtheit eine Multimediaoperation dar.
Ein Design, das auf der Verwendung von Flussgraphen basiert, ist inhärent modular und bietet
eine Menge von Vorteilen [36, S. 41]:
• Die einzelnen Elemente des Flussgraphen arbeiten unabhängig voneinander.
• Eine parallele Verarbeitung wird auf natürliche Weise unterstützt.
• Die Wiederverwendung der Verarbeitungselemente in verschiedenen Konfigurationen
ist problemlos möglich.
• Neue Elemente zur Erweiterung der Einsatzmöglichkeiten können problemlos eingefügt
werden.
• Flussgraphen bieten ein sehr einfaches und intuitives Modell zur Beschreibung der Me-
dienverarbeitung und erlauben auch den Aufbau komplizierter Konfigurationen.
Der Nachteil eines solchen Designs ist indes, dass die Knoten des Flussgraphen in der Re-
gel zustandsbehaftet arbeiten, d.h. ihr konkretes Verhalten ist abhängig von den Daten, die
sie bereits vorher verarbeitet haben. Dies erschwert eine Änderung und Umkonfiguration der
Struktur des Flussgraphen während seiner Ausführung oder macht diese sogar unmöglich.
Deshalb sind zeitliche Abhängigkeiten und dynamisches Verhalten der durchgeführten Ope-
ration nicht mit Hilfe eines graphenbasierten Konzeptes beschreibbar. In gewissem Umfang
wird dieser Nachteil in MIST durch die Verwendung dynamischer Parameter zur Steuerung
des Laufzeitverhaltens einzelner Knoten kompensiert. Generell eignen sich dafür jedoch Ver-
fahren besser, die die Komposition von Medien und deren temporale Bezüge unter Verwen-
dung einer Zeitachse beschreiben, wie dies zum Beispiel in SMIL (Synchronized Multimedia
Integration Language) [39] erfolgt.
Für die in der vorliegenden Arbeit gesteckten Ziele und Anwendungsbereiche überwiegen
jedoch die Vorteile eines graphenbasierten Ansatzes. Dieser bildet somit das Mittel der Wahl
zur Beschreibung der Multimediaverarbeitung in MIST.
4.1.2 Medienformate
Zur Verbindung der Verarbeitungselemente des Flussgraphen muss die Repräsentation der Da-
ten, die sie untereinander austauschen, zueinander „passen“. Diese Repräsentation der Medi-
endaten wir durch ein Medienformat beschrieben. Als Medienformat wird die Gesamtheit der
Metadaten bezeichnet, die den Aufbau eines Medienstroms beschreiben und notwendig sind,
um diesen vollständig und korrekt interpretieren zu können. Eine ausführliche Zusammenfas-
sung der Möglichkeiten Medienformate zu beschreiben und deren Verwendung in verschiede-
nen Systemen gibt WAMBACH [35]. Diese unterscheiden sich weniger durch die Information,
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die sie repräsentieren, sondern eher durch deren Handhabbarkeit und intuitive Interpretierbar-
keit. Ein Medienformat umfasst neben Angaben zum generellen Typ des Mediums weitere
zusätzliche Parameter, wie zum Beispiel für Video die Bildgröße, Framerate, Angaben zum
Farbraum und dessen Unterabtastung oder Parameter zur Steuerung der Entropiecodierung.
Ein solcher Formatparameter besteht aus einem Namen und einer Menge von möglichen Wer-
ten:
Definition 4.1 Es gelten die folgenden Definitionen:
1. Das Tripel p = (n,V,D) heißt Parameter über den Wertebereich D. Die Zeichenkette n∈
A∗ über einem Alphabet A ist der Name des Parameters und V ⊆ R,Z,A∗,{0,1} seine
Wertemenge. Der Parameter heißt dann, je nach Bereich, aus dem seine Werte stammen,
Fließkomma-, Integer-, String- oder Boolean-Parameter. Die Menge aller Parameter
wird mit P bezeichnet.
2. Der Parameter (n,∗,D) heißt Wildcard-Parameter und dient als Platzhalter für einen
nicht näher bestimmten Wert eines konkreten Typs.
3. Die Qualitäts-Funktion Qp : V 7→ [0,1] ordnet jedem Wert i des Parameters p einen
Qualitätswert qi zu. Ein Wert von 1 stellt die höchste Qualität dar, ein Wert von 0 die
niedrigste.
4. Der Parameter p heißt eindeutig, falls |V |= 1 gilt und leer, falls V = /0 gilt.
5. Zwei Parameter p = (np,Vp,Dp) und q = (nq,Vq,Dq) heißen äquivalent, wenn gilt np =
nq und Dp = Dq und identisch, wenn darüber hinaus noch gilt Vp = Vq.
Ein Formatparameter muss also zunächst nicht eindeutig sein und kann mehrere mögliche
Ausprägungen unterstützten. So kann beispielsweise eine Webcam mehrere unterschiedliche
Auflösungen oder Frameraten liefern. Da zur Verarbeitung des Medienstromes eindeutige For-
matparameter vorliegen müssen, wird im Rahmen der Flussgraphenkonstruktion dafür ge-
sorgt, dass die resultierenden Formate eine eindeutige Parameterausprägung realisieren. Wenn
für eine eindeutige Parameterausprägung mehrere Alternativen existieren, kann der Qualitäts-
wert als Entscheidungshilfe herangezogen werden.
Für die Parameter wird nun, basierend auf dem mengentheoretischen Durchschnitt ∩, die fol-
gende binäre Verknüpfung definiert:
Definition 4.2 Seien p = (n,Vp,D) und q = (n,Vq,D) zwei äquivalente Parameter. Dann heißt
p ⊓ q = (n,Vp ∩Vq,D) ihr Durchschnitt40. Für das Qualitätsmaß Q des Durchschnitts gilt
Q(v) = min(Qp(v),Qq(v)) für alle Werte v ∈Vp∩Vq.
Der Durchschnitt eines Wildcard-Parameters mit einem äquivalenten Parameter p, führt zur
Übernahme aller Werte von p in das Ergebnis. Für die Existenz des Durchschnitts gelten dabei
40Zur Unterscheidung des Durchschnitts für Parameter vom mengentheoretischen Durchschnitt wird das
Symbol ⊓ verwendet.
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Abbildung 4.1: Klassifikation und Spezifikation von Medienformaten nach WAMBACH [35]. Links: Spezi-
fikation mit mehreren Parameter-Werten und Wildcard; Rechts: eindeutige Formatspezifikation.
die gleichen Bedingungen wie in Definition 4.2. Der Durchschnitt existiert demnach nur für
Parameter mit identischen Namen und Definitionsbereichen. Die so formalisierten Parameter
werden nun zur Definition des Begriffs des Medienformats verwendet:
Definition 4.3 Das Tripel m = (t,s,P) heißt Medienformat. Die Zeichenkette t ∈ A∗ über dem
Alphabet A ist der Typ des Formats, s∈ A∗ der Subtyp und P⊆P die Menge seiner nichtäqui-
valenten Parameter. Die Menge aller Medienformate wird mit M bezeichnet. Ein Medienfor-
mat ist eindeutig, wenn alle seine Parameter eindeutig sind. Die Qualität Q eines eindeutigen
Medienformats wird als bezüglich der Gewichte 0≤ gi ≤ 1, Σgi = 1 berechneter Durchschnitt
der Qualitäten qi der Werte seiner n Parameter definiert durch Q := Σgi ·qi ≤ 1.
Der Typ eines Medienformats wird durch den primären Perzeptionstyp des Mediums eines
Datenstroms bestimmt, beispielsweise Video, Audio oder Text. Handelt es sich um einen Da-
tenstrom, der mehrere Medien enthält, so muss hier natürlich ein Kompromiss für dessen
Festlegung eingegangen werden. Demgegenüber orientiert sich der Subtyp mehr an der Re-
präsentation der Daten und damit an der Art ihrer Darstellung im Rechner. Der Subtyp er-
möglicht eine feingranularere Einteilung des Typs. Typ und Subtyp erzeugen eine zweistufige
Hierarchie, die als Format-Klassifikation bezeichnet wird. Die konkrete Beschreibung der Ei-
genschaften eines Formats durch seine Parameter wird als Format-Spezifikation bezeichnet.
Beispiele für die Klassifikation und Spezifikation von Medienformaten sind in Abbildung 4.1
dargestellt.
Für Medienformate werden nun die folgenden binären Verknüpfungen definiert:
Definition 4.4 Seien m1 = (t1,s1,P1) und m2 = (t2,s2,P2) zwei Medienformate mit den Pa-
rametermengen P1,P2 ⊆P . Dann werden die beiden folgenden binären Verknüpfungen defi-
niert:
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1. Der Formatdurchschnitt von m1 und m2 mit m1 ⊓m2 = (t1,s1,PD) existiert, wenn gilt
t1 = t2 und s1 = s2 und die Parametermenge PD enthält die folgenden Parameter:
• alle Parameter aus P1, zu denen kein äquivalenter Parameter in P2 existiert,
• alle Parameter aus P2, zu denen kein äquivalenter Parameter in P1 existiert und
• alle Durchschnitte äquivalenter Parameter p⊓q mit p ∈ P1 und q ∈ P2.
Enthält der Formatdurchschnitt41 keine leeren Parameter, d.h. besitzen die Wertemengen
der geschnittenen Parameter mindestens einen gemeinsamen Wert, so wird das Resultat
Match genannt.
2. Die Formatfortsetzung von m1 durch m2 mit m1⊲m2 = (t2,s2,PF) und die Parameter-
menge PF enthält die folgenden Parameter:
• alle Parameter aus P2
• alle Parameter aus P1, zu denen kein äquivalenter Parameter in P2 existiert.
Diese Verknüpfungen werden von der Formatverhandlung für den Aufbau des Flussgraphen
benutzt. Existiert zwischen den möglichen Ausgabeformaten eines Knotens und den Eingabe-
formaten des Nachfolgeknotens mindestens ein Match, dann können diese Knoten miteinan-
der verbunden werden. Für den Datenstrom zwischen den beiden Knoten wird dann das durch
dieses Match beschriebene Medienformat verwendet.
In der von NMM benutzten Formatverhandlung wird eine etwas abweichende Definition für
den Formatdurchschnitt42 verwendet: Der Durchschnitt zweier Formate existiert nur dann,
wenn alle Parameter in beiden Formaten existieren und diese einen nichtleeren Durchschnitt
besitzen. Die Knoten müssen daher ihre Ein- und Ausgabeformate vollständig spezifizieren,
wogegen die Knoten in dieser Arbeit lediglich diejenigen Teilaspekte ihrer Formate spezifi-
zieren müssen, die für ihre Funktionsweise relevant sind.
Um für alle Knoten zu einer vollständigen Formatbeschreibung zu gelangen, wird die Format-
fortsetzung verwendet: Ausgehend von der Quelle werden stromabwärts die Matches durch
die zugehörigen Ausgabeformate fortgesetzt. Das resultierende Ausgabeformat wird dann für
die Ermittlung des Matches auf dem nächsten Teilstück verwendet. Anders formuliert, über-
trägt die Formatfortsetzung bei der Konstruktion des Flussgraphen die durch den Knoten vor-
genommenen Änderungen des Eingangsformates auf das Ausgabeformat. Diese Änderungen
können sich auf Typ, Subtyp und Parameter beziehen. Das resultierende Ausgabeformat dient
dann als Ausgangspunkt für die Anbindung des nächsten Knotens.
41Diese Definition widerspricht unter Umständen der intuitiven Wahrnehmung des Durchschnitts, da das Er-
gebnis mehr Parameter enthalten kann als die Ausgangsformate. Die Begriffsbezeichnung wird jedoch durch den
dritten Punkt der Definition gerechtfertigt.
42Das entstehende Format wird dort Intersection-Format genannt.
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Abbildung 4.2: Formatdurchschnitt (oben) und Formatfortsetzung (unten) sind die elementaren Format-
verknüpfungen für den Aufbau von Flussgraphen. Der Formatdurchschnitt wird verwendet um ein ge-
meinsames Format zwischen zwei Knoten zu finden. Die Formatfortsetzung beschreibt die Modifikatio-
nen von Typ, Subtyp und Parametern, die von einem Koten am Eingabeformat vorgenommen werden.
Um zu garantieren, dass die so konstruierten Formate eine vollständige Interpretation der
Stromdaten zulassen, müssen lediglich die Quellknoten eine vollständige Formatbeschreibung
liefern. Die Teile des Medienformats, die von einem Zwischenknoten nicht explizit spezifiziert
werden, können als unverändert betrachtet werden und werden aus dem Format der Quelle
übernommen.
Abbildung 4.2 stellt die Verwendung von Formatdurchschnitt und Formatfortsetzung an ei-
nem konkreten Beispiel dar. Im oberen Teil verwenden die Knoten A und B den Format-
durchschnitt ihres Ausgabe- respektive Eingabeformats, um sich auf ein gültiges gemeinsames
Format zu einigen (Match). Im unteren Teil ändert ein hypothetischer Knoten A die Unterab-
tastung (Subsampling-Parameter) und erzeugt aus einer Diskreten Wavelet Transformation
(DWT) einen NEWDR-codierten Datenstrom (Subtyp). Das Eingabe-Match wird durch das
vom Knoten spezifizierte Ausgabeformat, in dem die vorgenommenen Änderungen am For-
mat festgehalten sind, fortgesetzt. Das resultierende Format wird dann zur Ermittlung des
nächsten Matches mit dem Nachfolgeknoten verwendet.
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4.1.3 Pins
Die Knoten von Fluss- und Anwendungsgraphen repräsentieren die durch die Compresslets
vorgenommene Verarbeitung der Stromdaten und müssen daher deren innere Struktur abbil-
den. Die Medienverarbeitung kann eine Vielfalt verschiedenster Schritte zur Änderung des
Inhalts umfassen wie zum Beispiel geometrische Transformationen, Dekomposition von Strö-
men, Kompositionen mit anderen Strömen oder künstlich erzeugten Daten. Im Allgemeinen
muss, in Abhängigkeit vom konkreten Verarbeitungsschritt, eine variable Zahl von Eingabe-
strömen auf eine unter Umständen ebenfalls variable Zahl von Ausgabeströmen abgebildet
werden. Diese gleichzeitige Verarbeitung mehrerer Medienströme erfordert eine Möglichkeit,
diese zu identifizieren, um deren Verarbeitung indivduell beschreiben zu können. Das wird
dadurch realisiert, dass Knoten mehrere „Anschlüsse“ für unterschiedliche Medienströme be-
sitzen können, die dann mit „kompatiblen“ Anschlüssen anderer Knoten verbunden werden.
Die abstrakte Repräsentation einer solchen Anschlussstelle eines Knotens ist ein Pin:
Definition 4.5 Das geordnete Paar p = (n,M) heißt Pin eines Knotens, n ∈ A∗ ist der Na-
me und M ∈ M die Menge der für den Pin zulässigen, nicht notwendigerweise eindeutigen
Medienformate. Die Menge aller Pins wird mit Π bezeichnet.
Das dem Pin entsprechende, wesentlich umfassendere Konzept in NMM wird Jack genannt.
Der Jack ist nicht nur, wie der Pin, die Abstraktion eines Anschlusses zum Austausch von
Medienstromdaten, sondern auch für die Implementierung der Transportstrategie zuständig,
die für die Übermittlung der Stromdaten zwischen den Knoten verwendet wird. Dies erlaubt,
gemeinsam mit einer Reihe weiterer Konzepte, die transparente Verteilung der Knoten und
damit der Medienverarbeitung über ein Netzwerk. Diese Funktionalität liegt indes außerhalb
des für die MIST-Architektur geplanten Umfanges, weshalb das Konzept des Jacks in der
vorliegenden Arbeit durch den Pin ersetzt wurde.
Die explizite Benennung der Pins wird dazu verwendet, die verschiedenen Medienströme zu
identifizieren und ermöglicht deren Weglenkung durch den Flussgraphen zur differenzierten
Verarbeitung der Ströme durch die gezielte Verbindung der einzelnen Pins. Konzeptuell wer-
den die Knoten von Fluss- oder Anwendungsgraphen also nicht direkt miteinander verbunden,
sondern indirekt über ihre Pins.
4.1.4 Knotentypen
In Abhängigkeit von der Semantik des Verarbeitungsschrittes, den ein Knoten realisiert, er-
geben sich für die Kardinalitäten der Mengen der Ein- und Ausgabe-Pins unterschiedliche
Kombinationsmöglichkeiten. Danach lassen sich die Knoten in die folgenden sechs Typen
einteilen:
1. Quelle: Knoten dieses Typs produzieren Mediendaten und besitzen deshalb exakt einen
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Aus- und keinen Eingabe-Pin. Beispiele sind Knoten, die eine Webcam zur Gewinnung
der Daten verwenden, eine Animation berechnen, einen codierten Datenstrom über das
Netzwerk empfangen oder aus einer Datei lesen.
2. Senke: Senken sind das Gegenstücke zu den Quellen. Sie konsumieren Daten und besit-
zen deshalb genau einen Eingabe- und keinen Ausgabe-Pin. Senken können beispiels-
weise Daten über das Netzwerk versenden, in einer Datei speichern oder auf einem
Anzeigegerät ausgeben.
3. Filter: Diese Knoten besitzen je genau einen Eingabe- und Ausgabe-Pin und nehmen
Manipulationen der Stromdaten vor, die sich nicht auf deren Repräsentation beziehen.
Dies impliziert insbesondere, dass Eingabe- und Ausgabeformat identisch sind. Beispie-
le für Filter sind Knoten zur Bildverbesserung (Weißabgleich, Kontrastverstärkung), zur
Einblendung zusätzlicher Informationen (Text, Datum, Zeit, Logo) oder geometrische
Transformationen (Spiegelung, Verschiebung, Rotation).
4. Konverter: Ähnlich wie Filter besitzen Konverter je genau einen Ein- und Ausgabe-
Pin. Im Unterschied zu diesen nehmen Sie jedoch keine Manipulation der Stromdaten
selbst vor, sondern verändern lediglich deren Repräsentation, d.h. das Eingabeformat
wird in ein geändertes Ausgabeformat überführt. Die Änderungen können sich sowohl
auf die Format-Klassifikation als auch auf die Spezifikation beziehen. Die Konverter
nehmen unter den Knotentypen eine Sonderstellung ein, da sie nicht explizit vom An-
wender spezifiziert werden müssen, sondern während der Flussgraphenkonstruktion au-
tomatisch eingefügt und konfiguriert werden. Konverterknoten werden unter anderem
zur Farbraumkonvertierung, zur Anwendung dekorrelierender Transformationen (DWT,
DCT) und deren inverser Transformationen, zur Bild-Skalierung, Quantisierung und zur
Entropiecodierung eingesetzt.
5. Multiplexer: Dieser Knotentyp besitzt mindestens zwei Eingabe-Pins und genau einen
Ausgabe-Pin. Die Eingabeströme werden zu einer neuen Ausgabe kombiniert, wobei
es keinerlei Restriktionen bezüglich der Art der Kombinationen gibt. So können bei-
spielsweise die Bilder mehrerer Video-Ströme zu einem neuen Gesamtbild kombiniert
werden ((mehrfacher) Bild-in-Bild Multiplex) oder wie bei einem Schalter einer der
Eingabeströme als Ausgabe ausgewählt werden oder Ströme verschiedener Medienty-
pen miteinander kombiniert werden (z.B. Audio und Video).
6. Demultiplexer: Das Gegenstück zu den Multiplexern bilden die Demultiplexer. Sie be-
sitzen einen Eingabe-Pin und mindestens zwei Ausgabe-Pins und werden zur Aufteilung
des Eingabestromes auf mehrere Ausgabeströme verwendet.
Eine Übersicht über die verschiedenen Knotentypen, deren Pin-Kardinalitäten und den kon-
zeptuellen Beziehungen zwischen Ein- und Ausgabeformaten ist in Abbildung 4.3 dargestellt.
Um den Typ eines Knotens einfacher identifizieren zu können, werden in allen Beispielen und
Illustrationen der vorliegenden Arbeit die dargestellten geometrischen Formen für die ver-
4.1 FORMALISIERUNG DES GRAPHENBASIERTEN ANSATZES 56
Abbildung 4.3: Verwendete Knotentypen, deren Pin-Kardinalitäten und Beziehung zwischen Ein- und
Ausgabeformaten.
schiedenen Knotentypen benutzt. Um einen Pin zu symbolisieren, der nicht durch eine Kante
mit einem anderen Pin verbunden ist, wird ein kleiner Kreis am Ende einer gestrichelten Kante
verwendet.
4.1.5 Modellierung von Formatabhängigkeiten
Die Aufgabe von Konverterknoten ist die Umwandlung der Repräsentation der Stromdaten aus
einem Format in ein anderes. Um einen größeren Grad an Flexibilität bei der Formatverhand-
lung zu erreichen, sind viele Konverter in der Lage, mehrere Eingabeformate zu verarbeiten,
die sich oft nur geringfügig unterscheiden. Sollen alle n Eingabeformate eines Konverters in
seine m Ausgabeformate umgewandelt werden, so wären n ·m mögliche Konvertierungen zu
implementieren. Oft ist es jedoch ausreichend, nur eine Teilmenge davon zu realisieren. Es
ist für einen Knoten im Allgemeinen nicht sinnvoll jedes beliebige Format, das er an einem
Eingang akzeptiert auf jedes beliebige Ausgabeformat, das er prinzipiell erstellen kann, abzu-
bilden.
Viele Filterknoten benutzen besipielsweise unterschiedliche planare YUV-Pixelformate43, d.h.
jede Komponente wird als separates Array abgespeichert, da sich auf diesen Formaten die vor-
zunehmende Manipulation des Bildinhalts häufig sehr effizient implementieren lässt. Diese
Formate verwenden 8 Bit zur Darstellung der Luma- und Chroma-Werte und unterscheiden
sich lediglich in der verwendeten Unterabtastung der Chroma-Werte. Ein Filter, der ein sol-
ches YUV-Format als Eingabeformat erwartet, kann häufig ohne großen Aufwand mit variie-
renden Unterabtastungen umgehen, da sich die zu implementiertenden Algorithmen dann oft
nur minimal voneinander unterscheiden. Die Festlegung auf eines der möglichen Formate am
Eingang hat jedoch implizit die Festlegung eines YUV-Formats mit identischer Unterabtas-
tung am Ausgang zur Folge. Andernfalls wäre eine Änderung der Unterabtastung nötig, was
wiederum mit der Anwendung eines Interpolations-Filters verbunden ist. Dessen Implemen-
tierung sollte aus Gründen eines orthogonalen Funktionsumfanges und der Wiederverwend-
43Siehe www.fourcc.org für eine umfangreiche Übersicht praxisrelevanter Pixelformate.
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Abbildung 4.4: Die komplexen Abhängigkeiten zwischen Formaten verschiedener Ein- und Ausgabe-
Pins eines Konverters (links), Multiplexers (mitte) und Demultiplexers (rechts) werden durch die I/O-
Partnerrelation modelliert.
barkeit der Knoten jedoch Gegenstand eines dedizierten Konverterknotens sein und nicht in
einem Filterknoten realisiert werden.
Ähnliche Abhängigkeiten existieren zusätzlich zwischen den Formaten der Eingänge eines
Multiplexerknotens und zwischen den Formaten der Ausgänge eines Demultiplexerknotens.
Die Eingabeformate eines Bild-in-Bild Multiplexers sollten beispielsweise identisch sein und
legen gleichzeitig das Ausgabeformat fest.
Um die Einhaltung solcher knoteninternen Formatabhängigkeiten während der Formatver-
handlung sicherzustellen und um so zu einer gültigen Konfiguration von Ein- und Ausgabefor-
maten im Flussgraphen zu gelangen, wird in NMM das Konzept der I/O-Partner verwendet:
Jedem Eingabeformat wird ein entsprechendes Ausgabeformat zugeordnet, das die vom Ein-
gabeformat geforderte Klassifikation und Spezifikation erfüllt.
Zur Erzeugung des Flussgraphen wird in NMM die Formatverhandlung für jede Kante des
Benutzergraphen unabhängig durchgeführt und anschließend die einzelnen Ergebnisse so mit-
einander kombiniert, dass ein gültiger Flussgraph entsteht. Dieses Vorgehen zieht eine Rei-
he von Konsequenzen nach sich, die in Kapitel 4.2 diskutiert werden. Im Unterschied dazu
funktioniert die in dieser Arbeit entwickelte Algorithmus zur Konstruktion des Flussgraphen
iterativ: Die Verhandlung wird, ausgehend von den Quellknoten, zur Senke hin durchgeführt
und die Ergebnisse des vorherigen Verhandlungsschrittes jeweils als Ausgangspunkt für den
nächsten Schritt verwendet. Dieses iterative Vorgehen verlangt allerdings die Kenntnis der
Formatabhängigkeiten zwischen den Eingängen der Multiplexer beziehungsweise zwischen
den Ausgängen der Demultiplexer, um zu den entsprechenden Start- respektive Endformaten
für den nächsten Iterationsschritt zu gelangen. Daher wird ein erweitertes Partner-Konzept be-
nötigt, das sämtliche Abhängigkeiten berücksichtigt und nicht nur diejenigen zwischen den
Ein- und Ausgabe-Formaten:
Definition 4.6 Sei (pi1, . . . , pin, po1 , . . . , pom) das geordnete Tupel der Pins eines Knotens, wo-
bei die pi ∈ Π den n Eingabe-Pins und die po ∈ Π den m Ausgabe-Pins des Knotens entspre-
chen. Mi1, . . . ,Min,Mo1, . . . ,Mom ∈ M seien die zugehörigen Format-Mengen der Pins. Dann
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ist RIO ⊆ (Mi1 × . . .×Min)× (Mo1 × . . .×Mom) die I/O-Partnerrelation des Knotens. Ein ge-
ordnetes Format-Tupel (mi1, . . . ,min,mo1 , . . . ,mom) ist genau dann Element der Relation RIO,
wenn die Belegung der Pins mit den entsprechenden Formaten des Tupels für den Knoten eine
gültige Kombination darstellt.
Die Festlegung der I/O-Partner-Relation obliegt letztlich dem Autor des vom Knoten reprä-
sentierten Compresslets, da nur dieser die notwendige Kenntnis der internen Abhängigkeiten
besitzt. Ein spezielles Format eines Pins kann dabei durchaus in mehreren Relationen vorkom-
men. Für die I/O-Partnerrelation der konkreten Knotentypen gelten, entsprechend der Kardi-
nalitäten der Mengen ihrer Ein- und Ausgabe-Pins, die folgenden Spezialfälle:
• für Quellen und Senken ist RIO eine einstellige Relation
• für Konverter und Filter ist RIO eine binäre Relation
• für einen Multiplexer mit n Eingabe-Pins ist RIO eine (n+1)-stellige Relation
• für einen Demultiplexer mit m Ausgabe-Pins ist RIO eine (m+1)-stellige Relation
Einige Beispiele für Formatabhängigkeiten in verschiedenen Knotentypen und die grafische
Darstellung ihrer I/O-Partnerrelation wird in Abbildung 4.4 skizziert.
4.1.6 Beschreibung von Medienverarbeitung und Stromerstellung durch
Anwendungsgraphen
Anwendungsgraphen sind gerichtete Graphen zur Beschreibung der logischen Struktur von
Medienverarbeitung und Stromerstellung. Ein Benutzer (also eine Applikation oder ein realer
Benutzer) kann mit ihrer Hilfe die zu verwendenden Datenströme festlegen, die Verarbeitungs-
schritte zu deren Manipulation spezifizieren und bestimmen, wie die fertigen Datenströme co-
diert, versendet oder anderweitig benutzt werden sollen. Zu dieser Beschreibung werden nur
jene Knotentypen benötigt, die tatsächlich eine Manipulation der Stromdaten bewirken und
nicht nur zur Änderung der Repräsentation der Daten führen. Die Elemente zur Beschreibung
dieses Gerüstes sind daher Knoten aller Typen außer den Konvertern, also insbesondere die
Quellen, Senken, Filter, Multiplexer und Demultiplexer.
Die Knoten der Anwendungsgraphen werden durch eine gerichtete Kante miteinander ver-
bunden, wenn das Resultat der Verarbeitung durch den Startknoten der Kante als Eingabe der
Verarbeitung durch den Endknoten dienen soll. Da ein Knoten in Abhängigkeit von seinem
Typ mehrere Ein- und Ausgabe-Pins besitzen kann, muss als zusätzliche Information, die zur
Realisierung dieser Verbindung zur Verfügung stehen muss, der Ausgabe-Pin des Startknotens
und der Eingabe-Pin des Endknotens spezifiziert werden. Diese Pin-Assoziation wird mit den
Kanten des Anwendungsgraphen annotiert. Die Verbindung der beiden Knoten (oder besser
Pins) abstrahiert dabei vollkommen von den tatsächlich vorhandenen Ein- und Ausgabeforma-
ten. Es ist irrelevant, ob die verbundenen Pins der beiden Knoten überhaupt über ein gültiges
4.1 FORMALISIERUNG DES GRAPHENBASIERTEN ANSATZES 59
Matching verfügen, da die sie verbindende Kante ja lediglich der Strukturbeschreibung dient.
Die technische Verbindung der beiden Knoten mit korrekt konfigurierten Formaten erfolgt bei
der Flussgraphenkonstruktion durch das Überführen der Anwendungsgraphenkante in einen
Pfad des Flussgraphen, der durch das Einfügen einer Folge geeigneten Konverterknoten aus
dem Ausgabeformat das Eingabeformat erzeugt. Die eben erläuterten Zusammenhänge kön-
nen in der folgenden Definition zusammengefasst werden:
Definition 4.7 Zur Definition eines Anwendungsgraphen werden die Begriffe der Knoten und
Kanten eines „gewöhnlichen“ Graphen erweitert, um die zusätzlichen Informationen, die mit
ihnen assoziiert sind und deren Beziehungen untereinander zu reflektieren:
1. Ein gerichteter Graph GA = (VA,EA) mit der Menge von Knoten VA gemäß 2. und der
Menge von Kanten EA gemäß 3. wird ein Anwendungsgraph genannt.
2. Das Quintupel v = (Pi,Po,Ci,Co,RIO) wird als Knoten eines Anwendungsgraphen be-
zeichnet. Dabei sind Pi,Po ⊆Π die Mengen der eindeutig benannten Ein- und Ausgabe-
Pins des Knotens v, die Mengen Ci,Co ⊆ M die zu den entsprechenden Pins gehö-
renden, nicht notwendigerweise vollständigen Constraint-Formate (siehe nächster Ab-
schnitt) und RIO die I/O-Partnerrelation des Knotens. Jedem Knoten kann eindeutig ei-
ner der folgenden Typen zugeordnet werden: Quelle, Senke, Multiplexer, Demultiplexer,
Filter.
3. Das Quadrupel e = (vs,ve, ps, pe) wird als gerichtete Kante eines Anwendungsgraphen
bezeichnet. Dabei sind (vs,ve) ∈ VA ×VA – wie für gewöhnliche Graphen definiert –
der Start- und Endknoten der Kante sowie (ps, pe) die Pin-Assoziation zwischen dem
Ausgabe-Pin ps des Startknotens und dem Eingabe-Pin pe des Endknotens, die durch
die Kante miteinander verbunden werden.
Eine der Philosophien auf denen die CESC-Architektur beruht, ist die konzeptuelle Trennung
des gesamten Streaming-Prozesses in zwei Teile, die mehr oder weniger unabhängig vonein-
ander sind. Der erste Teil – das Component Encoding – umfasst die Gewinnung der Ausgangs-
daten, die Medienverarbeitung, d.h. die Erstellung der Medienströme und die Vorberechnung
von Komponenten zur Ausführung des zweiten Teils. Der zweite Teil – bezeichnet als Stream
Construction – verwendet diese Komponenten zur Erzeugung unterschiedlicher Stromformate
und zu deren Versand (siehe Kapitel 4.3 für eine detaillierte Beschreibung). Die Charakteri-
sierung der Streaming-Anwendung durch Anwendungsgraphen muss diese Zweiteilung wi-
derspiegeln, wenn CESC und graphenbasierter Ansatz erfolgreich integriert werden sollen. In
der Media Internet Streaming Toolbox werden daher die folgenden zwei speziellen Arten von
Anwendungsgraphen verwendet:
Definition 4.8 Ein Anwendungsgraph heißt
1. Medienverarbeitungsgraph, wenn er azyklisch ist und mindestens einen Quellknoten
und keine Senke enthält und
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2. Stromerstellungsgraph, wenn er keinen Quellknoten und genau eine Senke enthält.
Medienverarbeitungsgraphen beschreiben den Prozess der Datengewinnung und Medienverar-
beitung (in CESC: Component Encoding), Stromerstellungsgraphen beschreiben den Prozess
der Stromerstellung für ein spezielles Stromformat (in CESC: Stream Construction). Die Ter-
minologie leitet sich aus der Hauptanwendungsdomäne der TOOLBOX – das Live-Video Stre-
aming – ab: Die durch den Medienverarbeitungsgraphen beschriebene Verarbeitung erzeugt
einen oder mehrere für alle Klienten inhaltlich identische Medienströme und ist somit eine
spezifische Eigenschaft der Streamingserver-Anwendung. Die Stromerstellungsgraphen be-
schreiben hingegen die Konstruktion unterschiedlicher Stromformate und den Versand dieser
Medienströme. Die TOOLBOX ist besonders für die Codierung klientenindividueller Strom-
formate ausgelegt und ein potentieller Empfänger hat die Möglichkeit unter den angebotenen
Formaten auszuwählen. Er kann unter Umständen (d.h. wenn die Server-Anwendung dies zu-
lässt) sogar bestimmte Eigenschaften wie Auflösung, Framerate oder Codierungsparameter
des von ihm gewünschten Stromes in seiner Anfrage spezifizieren (siehe Abschnitt 4.4.2). All
diese Anforderungen werden mit Hilfe der Stromerstellungsgraphen formuliert. Sie model-
lieren also die klientenabhängigen Aspekte des Streaming-Prozesses. Die Erweiterung eines
Flussgraphen zur Erzeugung eines zusätzlichen Stromformates oder das Entfernen von Fluss-
graphenteilen, die ein nicht mehr benötigtes Stromformat erstellen, kann dabei zur Ausfüh-
rungszeit des Flussgraphen erfolgen. Natürlich existieren Streaming-Applikationen, bei denen
sich die Anwendungssemantik nicht mit dieser Terminologie deckt44. Die Zweiteilung der Be-
schreibung bringt für solche Anwendungen indes keine Nachteile oder Einschränkungen mit
sich.
Praxisrelevante Streaming-Szenarien besitzten mindestens je eine Quelle und Senke. Um zu
deren vollständiger Beschreibung zu gelangen, die gleichzeitig die Einhaltung dieser Be-
dingung sicherstellt, wird genau ein Medienverarbeitungsgraph mit einer beliebigen Anzahl
von Stromerstellungsgraphen kombiniert und daraus ein entsprechender Flussgraph erzeugt.
Die Stromerstellungsgraphen verwenden die vom Medienverarbeitungsgraphen produzierten
Stromdaten, um das durch sie spezifizierte Stromformat zu erstellen. Der Vorteil dieses Ansat-
zes liegt in der Modularität der Anwendungsgraphen: Medienverarbeitung und Stromerstel-
lung sind unabhängig voneinander austauschbar und der gesamte Streaming-Prozess ist er-
weiterbar. Die Anwendungsgraphen können in gewisser Weise als wiederverwendbare „Black-
boxen“ betrachtet werden, die beliebig mit einander kombiniert werden können.
Aus der Definition von Medienverarbeitungs- und Stromerstellungsgraphen geht hervor, dass
diese Knoten besitzen müssen, deren Ausgabe- oder Eingabe-Pins unverbunden bleiben. Me-
dienverarbeitungsgraphen besitzen schließlich keine Senken und Stromerstellungsgraphen
keine Quellen. Für Stromerstellungsgraphen wird zwar nicht a priori die Kreisfreiheit gefor-
dert, um Rückbezüge im Codierungsprozess beschreiben zu können (siehe Kapitel 6.2 für ein
44Ein Beispiel dafür ist ein Streaming-Klient, bei dem der Medienverarbeitungsgraph zum Empfang eines
Stromes über das Netzwerk und der Stromerstellungsgraph zur Wiedergabe des Stromes verwendet wird.
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solches Stromformat). Sie müssen aus praktischen Gründen dennoch freie Eingabe-Pins besit-
zen, über die sie die Daten für ihre Stromerstellung beziehen. Solche unverbundenen Pins sind
die „Endpunkte“ der durch den Anwendungsgraphen beschriebenen Verarbeitung und bilden
die Schnittstellen, über welche die Medienverarbeitungsgraphen konzeptuell ihre Stromdaten
an die Stromerstellungsgraphen weitergeben. Demnach müssen im Flussgraphen die freien
Eingabe-Pins der Stromerstellungsgraphen mit den freien Ausgabe-Pins des Medienverarbei-
tungsgraphen verbunden werden. Je nach Anzahl freier Pins auf beiden Seiten kann es da-
bei zu Mehrdeutigkeiten kommen. Die technische Realisierung der Verbindung zwischen den
beiden Graphentypen gehört wiederum zu den Aufgaben der Flussgraphenkonstruktion. Als
Strategie zur Auflösung der Mehrdeutigkeiten können spezielle Anwendungsgraphenkanten
verwendet werden – die sogenannten Graphenverbinder – welche dem Verhandlungsprozess
zusätzlich zur Verfügung gestellt werden können. Diese unterscheiden sich von den gewöhn-
lichen Anwendungsgraphenkanten lediglich dadurch, dass sie nicht Knoten gleicher sondern
verschiedener Anwendungsgraphen miteinander verbinden. Stehen keine solchen Verbinder
zur Verfügung, wird stattdessen versucht, identisch benannte Pins miteinander zu koppeln45.
4.1.7 Formatvorgaben
Da die Pins der Knoten der Anwendungsgraphen zum einen oft mehrere verschiedene Forma-
te – und insbesondere viele unterschiedliche Belegungen ihrer Parameter-Werte – unterstützen
und diese Formate nicht vollständig spezifiziert werden müssen und zum anderen häufig die
Einhaltung bestimmter Formate an dedizierten Punkten des Flussgraphen gewünscht ist, wird
ein Mechanismus benötigt, um steuernd in den Konstruktionsprozess einzugreifen. In NMM
können dazu zusätzliche Bedingungen für die Kanten des Anwendungsgraphen definiert wer-
den, die nicht notwendigerweise vollständigen Formaten entsprechen. Jedes Format entlang
des für diese Kante resultierenden Pfades im Flussgraphen muss dann diese Formatvorgabe
erfüllen. Anders formuliert wird der Formatdurchschnitt des Matchings zwischen zwei Kno-
ten mit der Formatvorgabe als endgültiges Format zwischen diesen Knoten verwendet, falls
er existiert. Diese Art der Formatvorgabe ist recht unflexibel, da einerseits unter Umständen
nicht alle Knoten entlang des Pfades die geforderte Bedingung einhalten können und dann die
Formatverhandlung scheitert. Andererseits ist mit diesem Ansatz nicht die Beschreibung be-
stimmter gewünschter Formatkonvertierungen zwischen den zwei Knoten einer Anwendungs-
graphenkante möglich.
Um diese Nachteile zu überwinden, werden in dieser Arbeit die Formatvorgaben – die soge-
nannten Constraints (siehe auch Definition 4.8) – separat für den Ausgabe-Pin des Startkno-
tens und den Eingabe-Pin des Endknotens der Anwendungsgraphenkante spezifiziert und auf
deren Formate jeweils mittels Bildung des in Kapitel 4.1.2 definierten Formatdurchschnitts
45Die Namen der Pins beziehen sich meist auf den Typ des Perzeptionsmediums. Pins mit identischem Namen
sollten in der Lage sein den selben Medientyp zu verarbeiten und es ist daher „sinnvoll“ diese miteinander zu
verbinden.
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Abbildung 4.5: Die Beschreibung von Streaming-Szenarien durch Kombinationen von Anwendungsgra-
phen kann konzeptuell als das Zusammenstecken von „Blackboxen“ betrachtet werden. Zur technischen
Ausführung wird dagegen ein Flussgraph erzeugt.
angewandt. Damit wird die Einhaltung der Vorgabe nicht für alle Matching-Formate entlang
des gesamten Pfades erzwungen, sondern lediglich die Einhaltung spezifischer Vorgaben an
den „Enden“ des Pfades. Dazwischen können die Formate jede beliebige Ausprägung anneh-
men (siehe Abbildung 4.5). Dies ermöglicht die Festlegung gewünschter Konvertierungen und
resultiert in einer anpassungsfähigeren Beschreibung der Medienverarbeitung.
Mit der dargestellten graphenbasierten Beschreibung kann flexibel und intuitiv jede durch
die zur Verfügung stehenden Compresslets realisierbare Medienverarbeitung und Stromkon-
struktion formuliert werden. Einen Überblick des Konzeptes zur Beschreibung von Streaming-
Szenarien durch derartige Anwendungsgraphen ist in Abbildung 4.5 dargestellt.
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4.1.8 Flussgraphen
Anwendungsgraphen abstrahieren bei der Verbindung ihrer Knoten vollständig von den tat-
sächlichen Medienformaten ihrer Ein- und Ausgänge. Für die Beschreibung der gewünschten
Medienverarbeitung ist dieses Konzept sehr gut geeignet. Zur tatsächlichen Durchführung der
Medienverarbeitung, also das Aufrufen des Dienstes der Compresslets in der korrekten Rei-
henfolge mit den richtigen Eingabedaten im erwarteten Format, sind sie indes nicht geeignet,
da dafür die exakten, vollständigen und eindeutigen Medienformate benötigt werden. Zusätz-
lich zu den Knotentypen, die in Anwendungsgraphen verwendet werden, können Flussgraphen
Konverterknoten enthalten, um Konvertierungen zwischen verschiedenen Medienformaten zu
ermöglichen. Durch das Einfügen von Pfaden solcher Konverter können Verbindungen zwi-
schen Knoten realisiert werden, deren Aus- und Eingänge lediglich über inkompatible Forma-
te und damit über kein Matching-Format verfügen. Alle adjazenten Knoten des Flussgraphen
teilen sich ein gemeinsames Format, das beide Knoten unterstützen. Im Gegensatz zu den
Anwendungsgraphen können Flussgraphen für die technische Ausführung der Medienverar-
beitung verwendet werden. Sie genügen der folgenden Definition:
Definition 4.9 Analog zur Definition der Anwendungsgraphen werden die Begriffe der Kno-
ten und Kanten eines „gewöhnlichen“ Graphen erweitert und die Einhaltung zusätzlicher Be-
dingungen gefordert:
1. Ein gerichteter Graph GF = (VF ,EF) mit der Knotenmenge VF gemäß 2. und der Kan-
tenmenge EF gemäß 3. wird ein Flussgraph genannt.
2. Das Tripel v = (Pi,Po,RIO) wird als Knoten eines Flussgraphen bezeichnet. Dabei sind
Pi,Po ⊆ Π die Mengen der eindeutig benannten Ein- und Ausgabe-Pins des Knotens.
Die Pins besitzen je ein vollständiges und eindeutiges Medienformat. Die Belegung der
Pins mit den Formaten müssen der I/O-Partnerrelation des Knotens genügen, d.h. es gilt
(mi1, . . . ,min,mo1, . . . ,mom)∈RIO. Jedem Knoten kann eindeutig einer der folgenden Ty-
pen zugeordnet werden: Quelle, Senke, Multiplexer, Demultiplexer, Filter und darüber
hinaus Konverter.
3. Das Quadrupel e = (vs,ve, ps, pe) wird als gerichtete Kante eines Flussgraphen bezeich-
net. Dabei sind (vs,ve) ∈VF ×VF der Start- und Endknoten der Kante sowie (ps, pe) die
Pin-Assoziation zwischen dem Ausgabe-Pin ps des Startknotens und dem Eingabe-Pin
pe des Endknotens, die durch die Kante miteinander verbunden werden. Zusätzlich gilt,
dass das eindeutige und vollständige Format des Ausgabe-Pins ps identisch mit dem
Format des Eingabe-Pins pe ist.
Im vorangegangenen Abschnitt wurde bereits dargelegt, dass der Gesamtprozess der Medien-
verarbeitung und der Stromerstellung durch die Kombination von Medienverarbeitungs- und
Stromerstellungsgraphen beschrieben wird. Um sicher zu stellen, dass ein Flussgraph tatsäch-
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lich dem von einer Menge von Anwendungsgraphen beschriebenen Prozess entspricht, werden
diese mit Hilfe der folgenden Definition zueinander in Beziehung gesetzt:
Definition 4.10 Der Flussgraph GF = (VF ,EF) wird durch einen Medienverarbeitungsgraph
GM = (VM,EM), eine Menge von Stromerstellungsgraphen GSi = (VSi ,ESi), i = 1, . . . ,n und
eine Menge von Graphenverbindern EGV erzeugt, wenn die folgenden Bedingungen gelten:
1. Es existiert eine Abbildung φ : (VM∪VS1 ∪ . . .∪VSn) 7→VF die jedem Knoten aus einem
der Anwendungsgraphen seinen Repräsentanten im Flussgraph GF zuordnet. Die so
definierte Abbildung heißt Knoteninjektion.
2. Es existiert eine Abbildung ψ : (EM ∪ES1 ∪ . . .∪ESn ∪EGV ) 7→ PF die jeder Kante aus
einem der Anwendungsgraphen und allen Graphenverbindern einen Pfad p ∈ PF im
Flussgraph GF zuordnet. Die Menge PF besteht dabei aus allen Pfaden φ(sA) = sF  
k1  · · · kn  eF = φ(eA), die den Ausgabe-Pin eines Anwendungsgraphenknotens
sA mit dem Eigabe-Pin eines Anwendungsgraphenknotens eA über eine beliebige Anzahl
n≥ 0 von Konverterknoten im Flussgraphen GF verbindet. Die so definierte Abbildung
heißt Kanteninjektion.
3. Für jeden Knoten vA eines Anwendungsgraphen werden die Constraint-Formate Ci,Co
seiner Pins von den Formaten Mi,MO des Knotens φ(vA) im Flussgraph eingehalten.
Die beiden Injektionsabbildungen stellen sicher, dass die Struktur der Anwendungsgraphen
und damit die gewünschte Semantik der Medienverarbeitung und Stromerstellung erhalten
bleibt und auf den erzeugten Flussgraphen übertragen wird. Darüber hinaus werden sie dazu
benötigt, um zur Integration der CESC-Architektur den Flussgraphen in verschiedene Parti-
tionen zu unterteilen (siehe Kapitel 4.3.7). Die Definition stellt dabei weder sicher, dass zu
einer gegebenen Menge von Anwendungsgraphen ein Flussgraph existiert, noch dass dieser
eindeutig ist. Ein konstruktives Verfahren zur Erzeugung des Flussgraphen wird im nächsten
Abschnitt angegeben.
4.2 Konstruktion des Flussgraphen durch Formatverhandlung
Aufgabe der Flussgraphenkonstruktion ist es, aus einem Medienverarbeitungsgraphen, einer
Menge von Stromerstellungsgraphen und den zugehörigen Graphenverbindern einen Flussgra-
phen minimalen Gewichts zu konstruieren, der Definition 4.10 genügt. Ein Algorithmus, der
dieses Problem löst, muss also prinzipiell die Knoten der Anwendungsgraphen in den Fluss-
graphen übertragen, die Kanten der Anwendungsgraphen und die Graphenverbinder durch
geeignete Pfade von Konvertern ersetzen und jede Kante mit einem eindeutigen und voll-
ständigen Format versehen. Dieses muss sowohl die Formatabhängigkeiten in den Knoten
berücksichtigen als auch die Einhaltung der Formatvorgaben an den Pins der Knoten erfüllen.
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Input : Anwendungsgraph GA = (VA,EA); Startknoten s = (Pi,Po,Ci,Co,RIO) ∈VA;
Ausgabe-Pin ps ∈ Po; globale Compresslet-Registry CR
Output : Verhandlungsgraph NG für (s, ps)
NG← /0
Repräsentant rs für Ausgabe-Pin des Startknotens einfügen und eindeutige Ausgabeformate




Repräsentanten re für Eingabe-Pins der Endknoten einfügen und eindeutige Eingabeformate
hinzufügen, die Constraint ce des Eingabe-Pins genügen





Repräsentanten rc für Konverter mit allen Kombinationen aus eindeutigen Ein- und
Ausgabeformaten einfügen, die RIO genügen
foreach C ∈CR∨C Konverter mit Ein-/Ausgabe-Pins pi, po und I/O-Partnerrelation RIO do
Fi ← createUniqueFormatSet (pi, /0)
Fo ← createUniqueFormatSet (po, /0)






Beginnend bei rs Kanten für matchende Knoten durch Formatfortsetzung einfügen
addMatchingEdges(NG,rs)
Algorithmus 4.1 : createNegotiationGraph erzeugt den Verhandlungsgraphen zur Kon-
struktion der Verbindung eines einzelnen Ausgabe-Pins eines Knotens mit all seinen Anwendungs-
graphennachbarn.
In diesem Abschnitt soll diese Problemstellung näher untersucht und charakterisiert sowie die
Algorithmen zu deren Lösung vorgestellt werden.
4.2.1 Verhandlungsgraphen
Die Erweiterung der Definitionen der Knoten und Kanten gewöhnlicher gerichteter Graphen
um Pins und deren Assoziationen (Definition 4.7) ist ein unerlässliches Mittel zur Model-
lierung der kombinierten Verarbeitung mehrerer unterschiedlicher Medienströme durch die
Anwendungsgraphen. Für die Benutzung bekannter Graphenalgorithmen ist eine derartige Be-
schreibung jedoch nicht geeignet. Es wird daher ein spezieller Verhandlungsgraph aufgebaut,
der zur Konstruktion des Flussgraphen verwendet wird.
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Die Kante eines Anwendungsgraphen abstrahiert den Datenfluss zwischen den Pins zweier
Knoten. Da sich diese Vorgaben im Flussgraphen widerspiegeln müssen, ist das Verhandlungs-
problem für jeden Ausgabe-Pin eines Anwendungsgraphenknotens und die Menge der mit
ihm verbundenen Eingabe-Pins seiner Anwendungsgraphennachbarn getrennt zu betrachten,
ein separater Verhandlungsgraph aufzubauen, das Verhandlungsproblem zu lösen und diese
lokalen Ergebnisse zu einer global gültigen und möglichst minimalen Lösung zu kombinie-
ren. Somit ist für einen Verhandlungsgraphen eindeutig festgelegt, welche Pins und Knoten
dieser miteinander verbindet. Die Knoten des Verhandlungsgraphen benötigen daher keine In-
formationen über Pins. Sie abstrahieren die innere Struktur der Anwendungsgraphenknoten
und dienen, je nach Typ, als Platzhalter für die eindeutigen Formate eines Pins beziehungs-
weise einer fixen, eindeutigen Kombination von Ein- und Ausgabe-Pins eines Knotens. Für
die Kanten des Verhandlungsgraphen wird überdies eine Kostenmetrik definiert (siehe Kapitel
4.2.7), bezüglich der die Minimierung der Gesamtkosten erfolgt.
Der Pseudocode des Algorithmus für die Erzeugung des Verhandlungsgraphen ist in Algo-
rithmus 4.1 dargestellt. Er wird wie folgt konstruiert: Als Erstes erhält der Verhandlungs-
graph einen Knoten als eindeutigen Repräsentanten für den Ausgabe-Pin des Anwendungs-
graphenknotens für den die Formatverhandlung durchgeführt wird. Da die Medienformate im
Flussgraph eindeutig sein müssen, wird für jedes Format des Pins die Menge der eindeutigen
Formate gebildet, die aus allen möglichen Kombinationen der Parameterwerte des Formats
entstehen. Für diese Medienformate wird anschließend der Formatdurchschnitt (nach Defini-
tion 4.4) mit dem Constraint-Format (falls ein solches vorhanden ist) des Pins gebildet, um
die Vorgaben des Benutzers zu berücksichtigen. Die Erzeugung eindeutiger Formate ist in Al-
gorithmus 4.2 skizziert. Existiert dieser Durchschnitt, dann wird das Ergebnis in die Liste der
Ausgabeformate des entsprechenden Verhandlungsgraphenknotens übertragen.
Input : Pin p mit Menge F von mehrdeutigen Formaten; Constraint-Format c
Output : Menge M aller eindeutigen Formate von p, die Vorgaben von c erfüllen
M ← /0
foreach f ∈ F do
Enumeration der eindeutigen Parameter-Kombinationen
foreach fu Format mit eindeutiger Parmeter-Kombination von f do
Erfüllt Format die Vorgaben von c?
fc ← fu⊓ c
if fc 6= /0 then




Algorithmus 4.2 : createUniqueFormatSet erzeugt aus den mehrdeutigen Formaten eines
Pins die Menge aller Formate mit eindeutigen Parameterkombinationen, die gleichzeitig eine be-
stimmte Formatvorgabe erfüllen.
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Auf ähnliche Weise wird für jeden Eingabe-Pin eines Anwendungsgraphenknotens, der über
eine Kante mit dem in Frage stehenden Ausgabe-Pin des Startknotens verbunden ist, ein Re-
präsentant zum Verhandlungsgraphen hinzugefügt. Es wird ebenfalls die Menge seiner ein-
deutigen Formate gebildet, die das Constraint-Format des Eingabe-Pins erfüllen und diese in
die Liste der Eingabeformate des Knotens übertragen.
Anschließend werden für jedes verfügbare Konverter-Compresslet eine bestimmte Anzahl von
Repräsentanten in den Verhandlungsgraphen eingefügt. Dazu werden alle Ein- und Ausgabe-
formatpaare gebildet, die für einen speziellen Konverter bezüglich seiner I/O-Partnerrelation
möglich sind46. Für jedes Format eines solchen Paares werden nun wiederum – wie bereits
vorher bei den Repräsentanten der Anwendungsgraphenknoten – alle eindeutigen Formate
aus den Kombinationen der möglichen Parameterwerte gebildet. Für jede Kombination der
so entstandenen eindeutigen Ein- und Ausgabeformate eines Paares wird ein Repräsentant
des Konverters erzeugt, d.h. pro Konverter-Compresslet können durchaus mehrere Knoten im
Verhandlungsgraphen existieren. Damit ist sicher gestellt, dass der resultierende Flussgraph
ausschließlich eindeutige Medienformate enthält und jede realisierbare Formatkonvertierung
im Verhandlungsgraphen repräsentiert wird. Für ein solches Vorgehen wird eine zusätzliche
zentrale Instanz zum Verwalten und Auffinden aller verfügbaren Compresslets (speziell der
Konverter) benötigt, die sogenannte Compresslet-Registry.
Der Aufbau des Verhandlungsgraphen wird durch das Verbinden der Knoten, dargestellt in
Algorithmus 4.3, abgeschlossen: Jeder Knoten wird durch eine gerichtete Kante mit einem
beliebigen anderen Knoten verbunden, wenn die Ausgabeformate des Startknotens und die
Eingabeformate des Endknotens über wenigstens eine matchende Formatkombination – also
über einen gültigen, gemeinsamen Formatdurchschnitt – verfügen. Diese Kante wird mit dem
qualitativ besten matchenden Medienformat der beiden Knoten assoziiert und mit den entspre-
chenden Kosten bezüglich der gewählten Metrik versehen. Das Einfügen der Kanten erfolgt
vom Quellknoten ausgehend zu den Senken, so dass unter Verwendung der Formatfortsetzung
(Definition 4.4) die ungeänderten Parameterwerte der Eingabeformate auf die Ausgabeformate
übertragen werden und nur die Werte der durch den Konverter modifizierten Parameter ersetzt
werden. Abbildung 4.6 skizziert an einem einfachen Beispiel den Aufbau eines Verhandlungs-
graphen für den Ausgabe-Pin einer Quelle mit einer einzelnen Kante unter Verwendung der
Konverter der Compresslet-Registry.
4.2.2 Charakterisierung des Problems
Der Verhandlungsgraph enthält sämtliche realisierbare Datenflüsse zwischen dem Ausgabe-
Pin eines Anwendungsgraphenknotens und den mit ihm verbundenen Eingabe-Pins seiner
NachbarAnwendungsgraphenknoten. Die Aufgabe der Formatverhandlung lässt sich jetzt für
46Zur Erinnerung: Ein Konverter besitzt exakt je einen Ein- und Ausgabe-Pin.
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Input : Verhandlungsgraph NG = (V,E); Startknoten s
Output : Verhandlungsgraph NG mit hinzugefügten Kanten
foreach v ∈V\{s} ∨ (s,v) 6∈ E do
m ← /0
Finde bestes Match zwischen s und v
foreach ( fo, fi) mit fo Ausgabeformat von s und fi Eingabeformat von v do
fm ← fo⊓ fi




Füge neue Kante mit Kosten c(s,v) und Match m hinzu, falls Match existiert
if m 6= /0 then
e ← createEdge(NG,s,v,c(s,v),m)
Setze Matching m auf fo fort
foreach fo Ausgabeformat von v do
fo ← m⊲ fo
end




Algorithmus 4.3 : addMatchingEdges fügt rekursiv die Kanten zwischen allen Knoten des
Verhandlungsgraphen ein, die über ein gültiges Match verfügen und setzt dieses auf die Ausgabe-
formate fort.
den betrachteten Teil des Anwendungsgraphen wie folgt präzisieren: Gesucht wird ein mi-
nimaler, zusammenhängender Teilgraph des Verhandlungsgraphen, der die Repräsentanten
der Knoten der Anwendungsgraphen miteinander verbindet. Dieses Problem entspricht dem
Steinerbaum-Problem (benannt nach dem Schweizer Mathematiker JAKOB STEINER), bei
dem ein minimales Netzwerk in einem Graphen gesucht wird, das eine Teilmenge von Kno-
ten (Terminale) miteinander verbindet. RICHARD M. KARP konnte 1972 in einem berühm-
ten Artikel nachweisen, dass das (ungerichtete) Steinerbaum-Problem sowie 20 weitere gra-
phentheoretische und kombinatorische Probleme NP-vollständig ist [40]. Weiterhin ist be-
kannt, dass selbst die Approximation einer Lösung mit einer Güte unterhalb einer bestimmten
Schranke zu den NP-vollständigen Problemen gehört [41]. Steinerbäume spielen eine wichtige
Rolle in vielen Anwendungen, z.B. beim Netzwerk-Routing oder beim VLSI-Design. Es exis-
tieren viele Varianten des Problems sowie zahlreiche Approximationsalgorithmen [42, 43, 44].
Als Spezialfälle ergeben sich das kürzeste-Wege-Problem, falls die Anzahl der Terminale zwei
ist und das minimale-Spannbaum-Problem, wenn die Anzahl der Nichtterminale null ist. Ab-
bildung 4.7 zeigt ein Beispiel für einen gerichteten Steinerbaum der den Startknoten S mit den
Endknoten E1 und E2 über die Steinerknoten D,F und A verbindet. Im Verhandlungsgraphen
entsprechen die Repräsentanten der Anwendungsgraphenknoten den Terminalen und die Re-
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Abbildung 4.6: Der Verhandlungsgraph enthält Repräsentanten für Anwendungsgraphenknoten und alle
verfügbaren Konverter mit eindeutigen Formaten. Knoten zwischen denen ein Matching existiert werden
durch Kanten verbunden. Gesucht wird ein Steinerbaum, der die Knoten des Anwendungsgraphen ver-
bindet (hier äquivalent zum kürzesten Weg).
präsentanten der Konverter den Nichtterminalen, aus denen eine Teilmenge als Steinerknoten
auszuwählen ist.
4.2.3 Konstruktion des Flussgraphen in NMM
In NMM werden verschiedene Arten der Erzeugung von Flussgraphen vorgeschlagen und
miteinander kombiniert [36, S. 219 ff.]. Die unterschiedlichen Vorgehensweisen ergeben sich
daraus, dass einige Knoten unter Umständen erst komplett initialisiert und gestartet werden
müssen und bereits einen Teil der von ihren Vorgängerknoten verarbeiteten Stromdaten erhal-
ten und analysieren müssen, um zu einer vollständigen Spezifikation ihrer Ausgabeformate
zu gelangen. Werden solche Knoten verwendet, dann wird das sogenannte Graph-building
ausgeführt: Zur Verbindung matchender Knoten untereinander werden geeignete Suchstrate-
gien, z.B. eine Tiefen- oder Breitensuche, Backtracking-Strategien oder eine parallelisierte
Suche in unterschiedlichen Teilgraphen auf einer Menge von Hosts vorgeschlagen. Der Auf-
bau des Flussgraphen wird abgebrochen, sobald der vom Benutzer vorgegebene Zielknoten
erreicht wurde (first match Strategie). Die Optimierung bezüglich einer bestimmten Zielgröße
wie Ausführungszeit oder Qualität spielt keine Rolle. Primäres Ziel ist das Auffinden einer
gültigen Lösung. Dieses Vorgehen entspricht der direkten Lösung des Problems durch die
vollständige Analyse des Suchraums und impliziert, dass Aufbau und Start des Flussgraphen
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Abbildung 4.7: Beispiel für einen gerichteten Steiner-Baum (rot), der den Knoten S mit E1 und E2
verbindet.
untrennbar miteinander verwobene Prozesse sind. Für praktische Instanzgrößen ist das For-
matverhandlungsproblem auf solche Weise nicht echtzeitfähig lösbar.
In der vorliegenden Arbeit sind die Verarbeitungseinheiten nicht gezwungen, vollständige For-
matspezifikationen anzugeben, sondern nur diejenigen Teile, die zu deren Betrieb notwendig
sind oder die von ihnen modifiziert werden. Außerdem ist die Medienverarbeitung und der
Aufbau des Flussgraphen auf das lokale System beschränkt. Die benötigten Informationen zu
den Ein- und Ausgabeformaten stehen daher spätestens nach der Initialisierung des entspre-
chenden Compresslets zur Verfügung und der Aufbau des Flussgraphen kann komplett von
dessen Ausführung getrennt werden.
Sind die Formate der verwendeten Knoten nicht von den Vorgängerknoten und den von ihnen
gelieferten Stromdaten abhängig, wird in NMM eine qualitätsgesteuerte Formatverhandlung
durchgeführt. Diese erzeugt für jede Kante des Anwendungsgraphen unabhängig alle mög-
lichen Lösungen und kombiniert anschließend alle möglichen Teilergebnisse so miteinander,
dass ein gültiger, kostenoptimaler Flussgraph entsteht [4]. Dieses Vorgehen hat eine Reihe
wichtiger Implikationen:
• Eine globale Optimierung hinsichtlich der Qualität des schlechtesten Formats auf einem
Teilstück des Flussgraphen (Bottleneck-Problem) ist möglich.
• Es ist notwendig, die lokalen Lösungen, die für die einzelnen Anwendungsgraphen-
kanten unabhängig gefunden wurden, zu einer global gültigen Lösung zu kombinieren.
Dazu müssen die Formate an den Enden der Pfade, die die Anwendungsgraphenknoten
verbinden, zueinander „passen“, d.h. identische Formate aufweisen.
• Die Anzahl der möglichen Kombinationen wächst exponentiell und das zu Grunde
liegende kombinatorische Problem ist NP-vollständig. Somit ist auch das Bottleneck-
Problem NP-vollständig. WAMBACH argumentiert, dass die Anzahl der Kombinationen
in der Praxis eher gering ausfällt und schlägt daher eine direkte Lösung vor [35, S.
49]. Diese Aussage gilt jedoch nicht uneingeschränkt, insbesondere dann nicht, wenn
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die verwendeten Konverter viele verschiedene Parameterwerte unterstützen (siehe Ab-
schnitt 4.2.4). Um ein hohes Maß an Flexibilität zu erreichen, ist aber gerade diese
Eigenschaft von großer Bedeutung.
• Eine gemeinsame Betrachtung aller von einem Pin ausgehenden Anwendungsgraphen-
kanten wird nicht vorgenommen. Optimierungen, welche die lokale Charakteristik des
Problems als Steinerbaum berücksichtigen, können somit nicht eingesetzt werden; die
lokalen Lösungen werden jeweils durch die Bestimmung des kürzesten Weges im Ver-
handlungsgraphen für eine einzelne Anwendungsgraphenkante ermittelt.
• Zur Konstruktion eines global gültigen Flussgraphen aus den unabhängig voneinan-
der ermittelten lokalen Lösungen wird in NMM ein Abhängigkeitsgraph definiert, des-
sen genauer Aufbau und Verwendung etwas im Unklaren bleiben. Eine Voraussetzung
für das Funktionieren des Abhängigkeitsgraphen-Ansatzes ist das Vorhandensein einer
„schmalsten Stelle“ im Anwendungsgraphen also einer Kante, durch die sämtliche Me-
diendaten fließen und von der aus die globale Lösung konstruiert wird. Diese Voraus-
setzung stellt eine gravierende Einschränkung der Morphologie des Flussgraphen dar,
so dass eine Medienverarbeitung wie beispielsweise im einführenden Szenario (Kapitel
2.4), nicht möglich ist.
Abgesehen von einigen Spezialfällen und einfachen Standardanwendungen mit Pipelinecha-
rakter wie der Wiedergabe eines Videos, scheint das Formatverhandlungsproblem in NMM
nicht vollständig und befriedigend gelöst zu sein. Andere Medienverarbeitungssysteme wie
DirectShow oder GStreamer stellen enweder überhaupt keine oder wesentlich weniger mäch-
tige Werkzeuge zum automatisierten Aufbau von Flussgraphen aus logischen Benutzervorga-
ben zur Verfügung.
4.2.4 Plausibilitätsbetrachtungen zur Aufwandsabschätzung
Im Folgenden sollen einige Betrachtungen zur Verdeutlichung des Aufwandes zur Lösung
des allgemeinen Formatverhandlungsproblems gemacht werden. Im Wesentlichen entsteht der
Aufwand, der das Auffinden einer exakten Gesamtlösung in Echtzeit unmöglich macht, durch
die „kombinatorische Explosion“ an den folgenden zwei Punkten:
1. Konstruktion der Repräsentanten der Konverter im Verhandlungsgraphen
2. Überprüfung aller Kombinationen der Lösungen für einzelne Anwendungsgraphenkan-
ten
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Zur Veranschaulichung des ersten Punktes soll angenommen werden, dass die Knoten eine
vollständige Formatbeschreibung (wie in NMM) für das Medium Video benutzen. Dazu sollen
beispielsweise die folgenden Parameter verwendet werden47:
• Resolution: 320x256, 352x288, 640x480
• Subsampling: 4:4:4, 4:2:2, 4:2:0
• Framerate: 5, 10, 15, 20, 25, 30
Weiterhin soll angenommen werden, dass jeder Konverter in der Lage ist, je zwei Einga-
beformate auf zwei Ausgabeformate abzubilden, also insgesamt vier Konvertierungen (z.B.
des Subtyps) vorzunehmen, die die restlichen Parameter unberührt lassen. Dann müssten für
jeden Konverter 3 · 3 · 6 · 4 = 216 Knoten als Repräsentanten mit eindeutigen Ein- und Aus-
gabeformatkombinationen im Verhandlungsgraphen erzeugt werden. Es sei angemerkt, dass
diese Schätzung der Zahl der Parameter äußerst konservativ ist und bereits eine erhebliche
Einschränkung der darstellbaren Formate bedeutet. Zum Zeitpunkt der Niederschrift dieser
Arbeit sind 11 Konverter-Compresslets in MIST implementiert. Die Zahl der Knoten im Ver-
handlungsgraphen würde also leicht einige Tausend betragen. Auch wenn die Adjazenzmatrix
des Graphen keineswegs dicht besetzt ist und nur die Zusammenhangskomponente betrachtet
wird, die die betrachteten Start- und Endknoten enthält, ist die exakte Lösung des Steiner-
baumproblems für solche Instanzgrößen im Allgemeinen nicht in Echtzeit möglich.
Durch die Verwendung von Wildcard-Parametern (siehe Kapitel 4.2.9) und unvollständigen
Formaten, die lediglich diejenigen Aspekte spezifizieren, die durch den Konverter modifi-
ziert werden, wird eine Reduktion der Zahl der Knoten auf maximal 65 für die gegenwärtig
implementierten Konverter erreicht. Selbst für eine solche Instanzgröße ist eine exakte Lö-
sungsvorschrift des NP-vollständigen Steinerbaum-Problems nicht echtzeitfähig. Eine weitere
erhebliche Reduktion der Knotenzahl wird durch die schrittweise Erweiterung des Verhand-
lungsgraphen erreicht (siehe Kapitel 4.2.10), die allerdings nur im Zusammenhang mit der
vorgestellten Heuristik zur Bestimmung der Approximation des Steinerbaumes (siehe Kapitel
4.2.6) möglich ist.
Die zweite Stelle, an der ein hoher Aufwand entsteht, ist die Überprüfung der Kombinationen
der einzelnen lokalen Lösungen zum Auffinden einer gültigen Gesamtlösung. Von LOHSE et
al. wird in [4] vorgeschlagen für jede Anwendungsgraphenkante alle Pfade vom Start- zum
Endknoten zu konstruieren und diese Pfade dann so miteinander zu kombinieren, dass eine
global gültige Lösung entsteht, d.h. die Enden aller Pfade müssen zueinander „passen“. Diese
Pfadkombinationen müssten auf ihre Gültigkeit und Optimalität hin überprüft werden. LOH-
SE et al. argumentieren, dass die Zahl der möglichen Pfade und deren Kombination in der
Praxis eher gering ausfällt [4]. Dieser Argumentation kann sich der Autor dieser Arbeit nicht
anschließen, im Gegenteil: Die Zahl möglicher Pfade vi  v j mit Länge N in einem Graph
47In Abhängigkeit vom konkreten Konverter werden möglicherweise andere Parameter verwendet. Die Zahl
der Parameter und deren Werte liegt aber sicher in einer ähnlichen Größenordnung
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mit der Adjazenzmatrix A entspricht dem Eintrag (i, j) der N−ten Potenz AN der Adjazenz-
matrix [45, S. 229 ff]. Die Gesamtzahl sämtlicher Pfade vi  v j entspricht dem Eintrag (i, j)
der Matrix (I−A)−1 = I +A+A1 +A2 +A3 + . . . mit der Einheitsmatrix I. Es lässt sich leicht
nachvollziehen, dass die Zahl der entstehenden Pfade für Instanzgrößen, wie sie bei der For-
matverhandlung auftreten, selbst bei dünn besetzten Adjazenzmatrizen sehr groß ist.
Darüber hinaus wächst die Zahl der Kombinationen der einzelnen Pfade exponentiell mit der
Zahl m der Anwendungsgraphenkanten. Wird daher beispielsweise angenommen, dass nur
die Kombinationen der jeweils n kürzesten Pfade überprüft werden sollen, so beträgt deren
Zahl nm. Für das einführende Beispiel aus Kapitel 2.4 mit m = 15 Anwendungsgraphenkanten
und einer Zahl n = 5 der zu verwendenden kürzesten Wege pro Anwendungsgraphenkante
würden so mehr als 30 ·109 Kombinationen entstehen, die in Echtzeit keinesfalls überprüfbar
wären. Ob sich unter diesen Kombinationen bereits eine gültige Lösung befindet, kann jedoch
nicht garantiert werden. Für einige Spezialfälle kann zwar der im vorangegangenen Abschnitt
erwähnte Abhängigkeitsgraphen-Ansatz verwendet werden, dies stellt jedoch eine erhebliche
Einschränkung der Flussgraphenmorphologie dar.
Durch die eben gemachten Überlegungen lassen sich folgende Schlüsse für die Realisierung
einer echtzeitfähigen Formatverhandlung ziehen:
• Die echtzeitfähige Konstruktion einer global optimalen Lösung durch die unabhängige
Konstruktion konvertierender Pfade und die Untersuchung aller möglichen Kombinatio-
nen dieser Pfade ist nicht möglich.
• Die Verwendung von unvollständigen Formatbeschreibungen, Wildcard-Parametern und
der schrittweise Aufbau des Verhandlungsgraphen führen zu einer notwendigen Verrin-
gerung der Zahl der Knoten im Verhandlungsgraphen.
• Es wird eine Heuristik zur Approximation von lokalen Teillösungen vorgeschlagen.
• Es wird ein iterativer Ansatz verwendet, der ausgehend von den Quellknoten die Resul-
tate der gefundenen Teillösungen als Ausgangspunkt für den nächsten Verhandlungs-
schritt verwendet und so zu einer Gesamtlösung kommt.
4.2.5 Charakterisierung der Lösungsstrategie
Um die beschriebenen Nachteile der in NMM vorgeschlagenen Formatverhandlung zu umge-
hen, wird in dieser Arbeit der in Abbildung 4.8 illustrierte iterative Ansatz verwendet: Aus-
gehend von den Quellenknoten werden die Knoten der Anwendungsgraphen nacheinander
untersucht und eine lokale Lösung für jeden einzelnen ihrer Ausgabe-Pins ermittelt. Mit Hil-
fe der im nächsten Abschnitt vorgestellten Heuristik wird dazu eine Approximationslösung
des lokalen Steinerbaum-Problems bestimmt. Dieser Steinerbaum verbindet den betrachte-
ten Ausgabe-Pin mit all seinen Anwendungsgraphennachbarn. Anders ausgedrückt wird ein
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Abbildung 4.8: Das Formatverhandlungsproblem wird für jeden Ausgabe-Pin der Anwendungsgraphenk-
noten durch die Approximation eines Steinerbaumes gelöst. Die resultierenden Formate an den Pfad-
enden des Steinerbaumes werden auf die Formate der verbleibenden Pins übertragen und die Verhand-
lung stromabwärts fortgesetzt.
Teilgraph des Verhandlungsgraphen mit möglichst geringem Gewicht gesucht, der den Re-
präsentanten des Startknotens mit allen Repräsentanten seiner Anwendungsgraphennachbarn
durch konvertierende Pfade und unter Berücksichtigung der Pin-Assoziationen verbindet.
Der Steinerbaum-Ansatz lohnt sich besonders dann, wenn ein einzelner Ausgabe-Pin eines
Knotens mit den Eingabe-Pins von mehr als nur einem Nachbarknoten verbunden werden soll.
Das ist vor allem an den Verbindungsstellen zwischen Medienverarbeitungs- und Stromer-
stellungsgraph der Fall, wenn mehrere Stromerstellungsgraphen den gleichen Medienstrom
weiterverarbeiten. Diese Erstellung mehrerer unterschiedlicher Stromformate für den selben
Medienstrom stellt einen wesentlichen Anwendungsfall von MIST dar. Die Startknoten der
Stromerstellungsgraphen werden dann mit dem selben Ausgabe-Pin des Medienverarbeitungs-
graphenknotens verbunden und der Steinerbam ist die optimale Lösung für die Verbindung der
Knoten.
Die durch den Steinerbaum festgelegten eindeutigen Medienformate an den Eingabe-Pins der
Endknoten des Steinerbaums werden dann dazu verwendet, die möglichen Medienformate für
die restlichen noch nicht verhandelten Pins dieser Knoten zu bestimmen. Dazu müssen die I/O-
Partnerrelationen der Knoten und die Formatvorgaben für diese Pins berücksichtigt werden.
Da die Formatverhandlung im nächsten Schritt die resultierenden Formate des vorhergehenden
Schrittes verwendet, werden lokale Lösungen im Graphen stromabwärts propagiert und es
wird somit eine global gültige Lösung erzeugt.
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Eine mögliche Schwachstelle des iterativen Ansatzes besteht in der Einschränkung der ver-
wendbaren Formate der Pins eines Anwendungsgraphenknotens durch seine bereits verhan-
delten Pins über die I/O-Partnerrelation (insbesondere bei (De-)Multiplexern). In Folge dieser
Einschränkung ist es möglich, dass für einen solchen Pin die Formatverhandlung scheitert, ob-
wohl eine Lösung für die gleichzeitige Verbindung aller Pins des Knotens existiert. Durch eine
geschickte Auswahl der implementierten Konverter-Compresslets (z.B. Implementierung von
Transformationen zusammen mit deren inverser Transformation) und durch eine große Zahl
unterstützter Formatparameter kann dies in der Praxis jedoch in der Regel verhindert werden.
4.2.6 Heuristik zur Lösung des Steinerbaum-Problems
Die Erzeugung von Repräsentanten für jede eindeutige Formatkombination, die von einem
Konverter unterstützt wird, bewirkt eine „kombinatorische Explosion“. Das Formatverhand-
lungsproblem entzieht sich damit einer direkten Lösung für praktische Instanzgrößen48. Ty-
pischerweise ist die Anzahl der Terminale (die Repräsentanten der gleichzeitig betrachteten
Anwendungsgraphenknoten) sehr gering gegenüber der Anzahl der Nichtterminale (die Re-
präsentanten der Konverter). Dies begünstigt die Verwendung einer Heuristik zur Lösung des
Problems, die auf der Bestimmung des kürzesten Weges zwischen zwei Knoten beruht (single-
source shortest path problem). Das kürzeste-Wege-Problem ist ein wohlbekanntes und gut un-
tersuchtes elementares Graphenproblem, zu dessen Lösung mehrere polynomiale Algorithmen
existieren (A*-, Floyd-Warshall-, Bellman-Ford-Algorithmus). In dieser Arbeit wird der theo-
retisch effizienteste Algorithmus verwendet, der bekannte Dijkstra-Algorithmus (Algorithmus
4.4) [46].
Der Algorithmus verwendet einen Vektor dist[v] für die ermittelten vorläufigen Gesamtkosten
eines Pfades ausgehend vom Startknoten s zu allen anderen Knoten v. Mit dem Fortschreiten
des Algorithmus reduzieren sich diese Kosten. Beim Terminieren enthält der Vektor schließ-
lich die minimalen Kosten eines Weges von s nach v. Indem zusätzlich der Vektor pred[v]
jeweils den Vorgängerknoten von v auf diesem Weg speichert, kann der kürzeste Weg für je-
den Knoten rekonstruiert werden. Die Knoten des Graphen werden vom Algorithmus in drei
Zustände eingeteilt:
1. unmarkiert: dist[v] = ∞,
2. markiert: dist[v] < ∞; die Kosten für den kürzesten Weg sind jedoch noch nicht endgül-
tig bekannt (v befindet sich noch nicht in der Menge S der gescannten Knoten),
3. gescannt: dist[v] < ∞; die Kosten für den kürzesten Weg sind bekannt (v befindet sich
bereits in der Menge S der gescannten Knoten).
Zu Beginn sind alle Knoten außer s unmarkiert. Wiederholt wird derjenige Knoten v als
48Typische Verhandlungsgraphen können durchaus einige tausend Knoten enthalten.
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Input : Graph G = (V,E); Startknoten s ∈V
Kostenfunktion c : V ×V 7→ R+ mit c(u,v) := ∞ falls (u,v) 6∈ E
Output : Distanzvektor dist[v] := Kosten, um v von s aus zu erreichen
Vorgängervektor pred[v] := Vorgängerknoten von v auf Weg von s zu v
S ← /0; dist[s] ← 0; dist[v] ← ∞ für alle v ∈V\S
PQ sei Prioritätsschlange mit allen Knoten v ∈V und Prioritäten dist[v]
while S 6= V do
v← extractMin(PQ)
S ← S∪{v}
foreach w ∈V\S do
if dist[v]+ c(v,w) < dist[w] then





Algorithmus 4.4 : shortestPath berechnet den kürzesten Weg und dessen Länge zwischen
einem Startknoten und allen anderen Knoten eines Graphen nach dem Dijkstra-Algorithmus. Auf
der Berechnung des kürzesten Weges basiert die Heuristik zur Bestimmung eines Steinerbaumes.
gescannt deklariert (d.h. in die Menge S übertragen), der die geringste vorläufige Distanz
dist[v] besitzt. Dabei werden für alle noch nicht gescannten Knoten w die Kosten dist[w] ak-
tualisiert, falls diese mit geringeren Kosten über den Zwischenknoten v erreichbar sind. Der
Schlüssel zu einer effizienten Implementierung liegt in der effizienten Ermittlung des Knotens
mit minimalen vorläufigen Gesamtkosten. Dazu wird eine Prioritätsschlange als Datenstruk-
tur verwendet, deren Operation extractMin jeweils dieses minimale Element liefert. Wird
die Prioritätsschlange mit Hilfe eines Fibonacci-Heaps implementiert [47], ergibt sich eine
obere Schranke von O(m + n · log n) für die Ausführungszeit (mit m Kanten und n Knoten)
des Dijkstra-Algorithmus.
Zur Approximation eines Steinerbaums (Algorithmus 4.5) kann nun ausgenutzt werden, dass
die Konverterknoten die Mediendaten inhaltlich nicht verändern, sondern diese lediglich in
eine andere Darstellung überführen. Somit kann als Ausgangspunkt an Stelle des eigentlichen
Startknotens jeder Konverterknoten verwendet werden, der bereits mit diesem Startknoten
verbunden ist und Teil der Approximation des Steinerbaums zur Verbindung der bereits zu-
vor untersuchten Nachbarn ist. Hat ein Knoten im Anwendungsgraphen mehrere Nachbarn,
dann können diese sich daher zumindest einige Formatkonvertierungen „teilen“, wenn die
Gesamtkosten dadurch reduziert werden. Der Steinerbaum wird somit sukzessive um den kür-
zest möglichen konvertierenden Pfad erweitert, der den betrachteten Nachbarknoten mit dem
Rest des Steinerbaums verbindet. Abbildung 4.9 skizziert diese Heuristik an einem einfa-
chen Beispiel. Die resultierende Lösung ist nicht eindeutig und hängt in der Regel von der
Reihenfolge ab, in der die Anwendungsgraphenkanten abgearbeitet werden. Obwohl der Al-
gorithmus keine Optimalität garantieren kann, erzeugt er unter praktischen Bedingungen (ge-
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Input : Anwendungsgraph GA = (VA,EA), Startknoten s ∈VA, Ausgabe-Pin ps von s
Output : Approximation ST eines Steinerbaums, der ps mit allen Eingabe-Pins seiner Nachbarn
in GA über konvertierende Pfade verbindet
NG← createNegotiationGraph(GA,s, ps); ST ← /0
foreach e = (s, ps,ve, pe) ∈ EA do




Finde kürzeste Verbindung ausgehend von allen Kandidaten c
foreach c ∈C do
Verwende Dijkstra-Algorithmus zur Berechnung der kürzesten Pfade und erzeuge den
Pfad (aus dist[·] und pred[·]), der c mit Repräsentanten von ve in NG verbindet.
path ← createShortestPath(NG,c,ve)




Erweitere Steinerbaum um kürzeste Verbindung zu ve
ST ← ST ∪best
end
Algorithmus 4.5 : createSteinerTree approximiert einen Steinerbaum im Verhandlungsgra-
phen durch die Bestimmung der kürzesten Wege ausgehend von allen potentiellen Startknoten zu
den Repräsentanten der Nachbarn im Anwendungsgraphen. Der Steinerbaum verbindet so im Ver-
handlungsgraphen einen Ausgabe-Pin mit seinen Nachbarn.
ringe Anzahl von ausgehenden Kanten für Anwendungsgraphenknoten; Kosten werden von
der Anzahl der Konverter dominiert) wesentlich bessere Resultate als die isolierte Lösung des
kürzesten-Wege-Problems für jede einzelne Anwendungsgraphenkante.
Ein häufiger Spezialfall liegt vor, wenn der betrachtete Ausgabe-Pin lediglich einen einzigen
Anwendungsgraphennachbarn besitzt. Dann entspricht die Heuristik der Berechnung des kür-
zesten Weges zwischen Start- und Endknoten der Anwendungsgraphenkante und liefert somit
das für diesen Fall erwartete Ergebnis.
4.2.7 Betrachtungen zur verwendeten Metrik
Eine geeignete Metrik zur Bestimmung der Kosten sollte sowohl die Ausführungszeit als auch
die Qualität des erstellten Formats berücksichtigen. Die Kosten einer Kante, welche die Kno-
ten s und e miteinander verbindet, wird daher wie folgt berechnet:
c : V ×V → R+; (s,e) 7→ c(s,e) := α ·Ce +β · (1−Qm) mit α,β ,Ce,Qm ∈ R+
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Abbildung 4.9: Approximation eines Steinerbaums durch die Bestimmung der kürzesten Wege (hier
bezüglich der Anzahl der Knoten) für die Kannten eines Anwendungsgraphenknotens unter Berücksich-
tigung der Verwendung aller möglichen Konverter als Ausgangspunkt.
In diese Metrik fließt zum einen die Größe Ce ein, die die Ausführungsdauer des Dienstes des
mit dem Endknoten der Kante assoziierten Compresslets charakterisiert und zum anderen das
Qualitätsmaß Qm (siehe Definition 4.3 auf Seite 51) für das eindeutige Matching-Format der
Kante, die die beiden Knoten verbindet. Die Konstanten α und β dienen der Gewichtung des
Einflusses der jeweiligen Größe auf die Gesamtkosten. Zur Erzeugung eines Flussgraphen für
ein Live-Szenario spielt die Minimierung der Gesamtausführungszeit eine wichtigere Rolle als
die Qualität und man wählt in einem solchen Fall α wesentlich größer als β . Die Qualität wird
nur dann berücksichtigt, wenn mehrere Lösungen mit gleicher Ausführungszeit existieren: Je
geringer die Qualität eines Formats ist, desto höher sind die Kosten der entsprechenden Kante.
Zur Abschätzung der Ausführungszeit des gesamten Flussgraphen müssen die Zeiten für die
Datenverarbeitung in den einzelnen Knoten summiert werden. Durch Übertragung dieser Kos-
ten auf die Kanten können herkömmliche Graphenalgorithmen wie der Dijkstra-Algorithmus
verwendet werden. Die Bestimmung der Kosten ist insbesondere für Kanten relevant, deren
Endknoten Konverter sind. Alle anderen Knotentypen sind fester Bestandteil des resultieren-
den Flussgraphen und verursachen damit bezüglich der Ausführungszeit fixe Kosten. Da Kon-
verter mehrere ausgehende Kanten besitzen können (wenn alle Nachfolgeknoten die selben
Daten weiterverarbeiten), jedoch immer nur eine eingehende Kante besitzen, werden die Kos-
ten für die Ausführung des Startknotens unberücksichtigt gelassen. Damit wird verhindert,
dass dieser (aufgrund mehrerer ausgehender Kanten) mehrfach zum Gesamtgewicht beiträgt,
obwohl der Dienst des entsprechenden Compresslets jeweils nur ein einziges mal ausgeführt
werden muss. Die Kosten eines Compresslets werden somit (entsprechend der einzelnen ein-
gehenden Kante) nur einmal berücksichtigt und die Metrik spiegelt den tatsächlichen Aufwand
für die Verarbeitung der Daten in den Knoten wider.
Eine Approximation der Größe Ce durch die tatsächlich benötigte Zeit zur Ausführung des
Dienstes eines speziellen Compresslets ist sehr schwierig, da diese von einer Menge von Fak-
toren abhängt. So wird sie beispielsweise von der konkreten Ziel-Plattform, deren Cache-
Verhalten vom Detailgrad des Bildinhaltes und vom Umfang der Änderungen im Bild beein-
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flusst. Insbesondere spielt bei den Konverterknoten die Kombination der gewählten Ein- und
Ausgabeformate eine ausschlaggebende Rolle. So ist bei gleicher Komplexität die Transfor-
mation eines planaren YUV-Formats mit horizontaler Unterabtastung (4:2:2) in ein RGB565-
Format – abgesehen von Unterschieden, die sich aus der Qualität der Implementierung erge-
ben – sicherlich wesentlich zeitaufwändiger als dessen Konvertierung in das YUYV-Format49.
Beide Transformationen werden jedoch aus semantischen Gründen (beides sind Farbraum-
transformationen) vom gleichen Compresslet implementiert. Eine Messung der Ausführungs-
zeit für sämtliche Formatkombinationen während der Initialisierungsphase des Compresslets
wäre denkbar, ist jedoch unpraktikabel, da deren Zahl sehr groß sein kann und dies den Pro-
grammstart erheblich verlangsamen würde. Daher wird eine einfache, empirische Kategori-
sierung der Compresslets bezüglich der zu erwartenden Ausführungszeit aufgrund ihrer Kom-
plexität verwendet (1 =gering, 2 =mittel, 3 =hoch).
4.2.8 Konstruktion des Flussgraphen
Nachdem in den vorangegangenen Abschnitten die prinzipielle Funktionsweise der Format-
verhandlung für einzelne Ausgabe-Pins erläutert wurde, können die einzelnen Algorithmen
zur Erzeugung einer lokalen Lösung nun dazu verwendet werden, einen vollständigen Fluss-
graphen zu konstruieren. Der entsprechende Algorithmus 4.6 führt die Verhandlung dabei
konzeptuell für einen einzigen kombinierten Anwendungsgraphen durch. Dieser besteht aus
dem Medienverarbeitungsgraphen und den mit diesem durch die Graphenverbinder gekop-
pelten Stromerstellungsgraphen. Damit ist eine Unterscheidung zwischen den einzelnen An-
wendungsgraphen beziehungsweise zwischen den Anwendungsgraphenkanten und den Gra-
phenverbindern aus Sicht der Formatverhandlung überflüssig. Es bleibt jedoch anzumerken,
dass die eigentliche Implementierung sehr wohl eine Formatverhandlung für einzelne Anwen-
dungsgraphen erlaubt. Dadurch wird die Erzeugung von eventuell unvollständig verbundenen
Flussgraphen ermöglicht, die als Ausgangspunkt für das spätere „Anhängen“ von Stromerstel-
lungsgraphen (wie in Abbildung 4.5 skizziert) durch eine weitere Formatverhandlung dienen.
Darüber hinaus ist es ebenso möglich, bestimmte Teile aus einem Flussgraphen wieder zu
entfernen, wenn die Medienverarbeitung, die durch den Stromerstellungsgraphen beschrieben
wird, nicht mehr benötigt wird und die entsprechenden Knoten nicht gleichzeitig noch von
anderen Teilen des Flussgraphen verwendet werden (siehe Kapitel 4.3.7 zur Identifikation der
zu einem Stromerstellungsgraphen gehörenden Partitionen). Für das Verständnis der Format-
verhandlung ist eine Unterteilung in unterschiedliche Anwendungsgraphen jedoch irrelevant.
Auf eine Umkonfiguration des Flussgraphen in dem Sinne, dass innerer Knoten und Kanten als
Reaktion auf eine veränderte Menge zu erstellender Stromformate hinzugefügt oder entfernt
werden, wird aus Gründen der Einfachheit verzichtet. Die Hauptschwierigkeit besteht dann
49Erstere Transformation besteht aus einer Interpolation, einer Matrix-Multiplikation und einer Requantisie-
rung, Zweitere lediglich aus einer Umsortierung der Werte.
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Input : Anwendungsgraph GA = (VA,EA); Menge der Startknoten S ∈VA
Flussgraph GF = (VF ,EF)
Output : erweiterter Flussgraph GF
Verbinde alle Ausgabe-Pins der Startknoten
foreach s = (PI,PO,CI ,CO,RIO) ∈ S do
foreach ps ∈ PO do
Approximiere Steinerbaum zur Verbindung des Pins mit seinen Nachbarn
ST ← createSteinerTree(s, ps)
Erweitere Flussgraph um den für (s, ps) ermittelten Steinerbaum mit eindeutigen
Medienformaten
GF ← GF ∪ createFlowgraphPart(ST,s, ps)
Ermittle alle Anwendungsgraphennachbarn von (s, ps)
N ← getUsergraphNeighbours(s, ps)
Eliminiere für die verbleibenden unverbundenen Pins dieser Nachbarn alle Formate, die
aufgrund ihrer I/O-Partnerrelation und aufgrund des festgelegten Medienformates des
durch den Steinerbaum verbundenen Eingabe-Pins nicht mehr in Frage kommen
eliminateFormats(N,ST)
Setze die an den Eingabe-Pins der Anwendungsgraphenknoten ermittelten Formate auf
die Formate der Ausgabe-Pins fort
continueFormats(N,ST)





Algorithmus 4.6 : createFlowgraph erzeugt rekursiv einen Flussgraphen, indem das Steiner-
baumproblem für jeden einzelnen Ausgabe-Pin gelöst wird.
in einer nahtlosen und unterbrechungsfreien Überführung des ausgeführten Flussgraphen aus
dem alten in den neuen Zustand. Viele Knoten besitzen einen internen Zustand und deren
Funktionsweise hängt somit von den zuvor verarbeiteten Stromdaten ab, was die Umkonfigu-
rierung aktiver Flussgraphen zu einem äußerst aufwändigen Prozess macht. Einige Lösungs-
ansätze für die Probleme, die in diesem Zusammenhang entstehen sind in [48] zu finden. Ein
Flussgraph ist jedoch insofern dynamisch, dass neue Teilgraphen zum Zwecke der Stromer-
stellung an bereits vorhandene Knoten angehängt und auch wieder entfernt werden können.
Außerdem werden vorhandene Knoten nach bestimmten Kriterien aktiviert oder deaktiviert
(siehe Abschnitt 4.2.11).
Der Flussgraph wird sukzessive durch die Ergebnisse der Approximation des Steinerbaums für
die Ausgabe-Pins der Anwendungsgraphenknoten erweitert. Es wird mit der Verhandlung bei
den Pins der Quellknoten begonnen und die Knoten und Kanten des ermittelten Steinerbaums
in den Flussgraphen übertragen. Sind die Pins zweier Knoten im Flussgraphen miteinander
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verbunden, so werden diese mit dem Match der Verhandlungsgraphenkante konfiguriert, die
diese miteinander verbindet.
Eine zusätzliche Anforderung an die Formate von Quellknoten ist, dass deren Medienformate
vollständig qualifiziert sind, d.h. die Mediendaten können mit den Formatinformationen voll-
ständig interpretiert werden. Für alle anderen Knotentypen ist dies nicht zwingend notwendig.
Die vollständig qualifizierten Medienformate für die Pins aller anderen Knoten entstehen dann
durch die Fortsetzung der Medienformate der Quellknoten entlang der konvertierenden Pfade.
Dabei werden Formatparameter übernommen, wenn diese unverändert bleiben oder ersetzt,
wenn diese vom Knoten modifiziert werden.
Am Ende eines solchen Pfades befindet sich immer der Repräsentant eines Benutzergraphen-
knotens. Da dieser, falls es sich nicht um eine Senke handelt, als Ausgangspunkt für einen wei-
teren Verhandlungsschritt dient, müssen die Formate an seinen verbleibenden unverbundenen
Pins die Ergebnisse des vorherigen Verhandlungsschrittes widerspiegeln. Dazu müssen für den
Anwendungsgraphenknoten zunächst all jene Medienformate der unverbundenen Pins elimi-
niert werden (im Algorithmus: eliminateFormats), die bezüglich der I/O-Partnerrelation
des Knotens nicht mit dem aus dem letzten Verhandlungsschritt hervorgegangenen Medien-
format des verbundenen Pins in Relation stehen. Diese Formate können aufgrund der internen
Abhängigkeiten des Knotens nicht mehr Teil einer global gültigen Lösung sein. Die Auswahl
der verbleibenden möglichen Formate unverbundener Pins wird daher mit jedem neu verbun-
denen Pin des Knotens eingeschränkt.
Im nächsten Schritt werden – in Analogie zur Fortsetzung der Formate entlang der kon-
vertierenden Pfade – die verhandelten Parameter auf die verbleibenden Medienformate der
Ausgabe-Pins fortgesetzt (im Algorithmus: continueFormats). Für Filterknoten ist diese
Fortsetzung sinnvoll und immer eindeutig durchführbar50. Für Multiplexer und Demultiplexer
hingegen ist dieses Vorgehen jedoch nicht immer schlüssig, da es deren Operationssemantik
nicht ausschließt, dass die Ausgabe-Pins Formate verwenden, die vollkommen unabhängig
von denen der Eingabe-Pins sind. Für Multiplexer kommt erschwerend hinzu, dass mehrere
Eingabe-Pins zur Verfügung stehen, deren Formate auf den Ausgabe-Pin fortgesetzt werden
können. Um solche Mehrdeutigkeiten aufzulösen, kann das durch den Knoten repräsentierte
Compresslet auf Ebene der Eingabe-Pins entscheiden, ob ein Format überhaupt fortgesetzt
werden soll oder nicht. Nach diesen Formatmodifikationen kann die Verhandlung bei den ge-
rade verbundenen Anwendungsgraphennachbarn bis zu den Senken fortgesetzt werden (im
Algorithmus: rekursiver Aufruf von createFlowgraph).
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Abbildung 4.10: Die Auflösung von Wildcard-Parametern erfolgt für Eingabe-Pins stromaufwärts und für
Ausgabe-Pins stromabwärts.
4.2.9 Auflösung von Wildcard-Parametern
Die Formatverhandlung wird dadurch abgeschlossen, dass die Wildcard-Parameter mit kon-
kreten Werten versehen werden. Wildcard-Parameter finden Verwendung, wenn Knoten belie-
bige Werte für einen bestimmten Parameter akzeptieren können. Spätestens dann, wenn der
Flussgraph ausgeführt werden soll, ist es jedoch zwingend erforderlich, dass den Wildcards
ein konkreter Wert zugewiesen wird. Zu deren Auflösung werden die Formate ausgehend vom
entsprechenden Pin entlang der Pfade des Flussgraphen verfolgt, bis ein identischer Para-
meter mit einer konkreten Ausprägung angetroffen wird. Dieser Wert entspricht dann dem
tatsächlich realisierbaren Wert des Parameters oder er resultiert aus einer Formatvorgabe des
Benutzers. Ist der Wildcard-Parameter Teil eines Formats eines Ausgabe-Pins, dann werden
die Pfade von diesem ausgehend stromabwärts verfolgt. Handelt es sich um den Teil eines
Formats eines Eingabe-Pins, dann werden die Pfade stromaufwärts verfolgt. Der gefundene
Wert wird dann als tatsächlicher Wert des Wildcard-Parameters verwendet.
In Abbildung 4.10 ist die Auflösung eines solchen Wildcard-Parameters an einem konkreten
Beispiel dargestellt: Die Quelle ist in der Lage, eine feste Bildgröße zu liefern. Vom Benutzer
wird durch eine Formatvorgabe jedoch eine andere Auflösung für das Eingabeformat der Sen-
ke spezifiziert. Diese widersprüchlichen Parameterwerte führen dazu, dass die Formatverhand-
lung einen konvertierenden Pfad von der Quelle zur Senke ermittelt, der einen Skalierungs-
knoten enthält. Dabei handelt es sich um einen Konverter, der sowohl für seine Ein- als auch
seine Ausgabeformate den Parameter „Resolution“ als Wildcard definiert. Durch Rückverfol-
gung der Medienformate stromauf- bzw. abwärts können dann die konkreten Werte gefunden
werden, die die tatsächlich durchzuführende Skalierung der Bildgröße festlegen.
50Filter verwenden per Definition immer das gleiche Medienformat für ihren Ein- und Ausgabe-Pin.
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4.2.10 Optimierte Formatverhandlung
Die Echtzeitfähigkeit aller Teilkomponenten von MIST ist ein wichtiges Designziel. Dies be-
trifft auch die Formatverhandlung: Flussgraphen, die bereits ausgeführt werden und Medien-
daten verarbeiten bzw. streamen, sollen ohne spürbare Verzögerung um die Erstellung weiterer
Stromformate erweitert oder um diese reduziert werden können. Grundlage dafür ist eine echt-
zeitfähige Formatverhandlung, die den aktuellen Flussgraphen als Ausgangspunkt verwendet.
Die Echtzeitfähigkeit der Formatverhandlung kann durch die im Folgenden vorgestellten ein-
fachen aber wirkungsvollen Optimierungen wesentlich verbessert werden.
Das Erreichen eines hohen Grades an Flexibilität bei der Erzeugung des Flussgraphen und
eines breiten, erweiterbaren Spektrums für realisierbare Streaming-Anwendungen bedingt das
Vorhandensein einer großen Anzahl von Compresslets und die Verwendung von Ein- und Aus-
gabeformaten, die viele Parameterwerte unterstützen. Gleichzeitig führt diese große Vielfalt
an Parameterwerten bei den Konvertern direkt zu einer großen Zahl möglicher Kombinationen
eindeutiger Ein- und Ausgabeformate. Da für jede dieser Kombinationen ein eigener Reprä-
sentant im Verhandlungsgraph erzeugt werden muss, ist das Ergebnis eine „kombinatorische
Explosion“ und mithin entstehen Verhandlungsgraphen mit einer großen Anzahl von Knoten
und Kanten.
Die reale Ausführungsgeschwindigkeit vieler Algorithmen, die selbst keine komplexen ma-
thematischen Berechnungen durchführen, wird oft wesentlich durch die Anzahl und Art ihrer
Speicherzugriffe beeinflusst. Besonders effizient können diese Zugriffe nur dann ausgeführt
werden, wenn sich die Daten bereits im Prozessor-Cache des Rechners befinden. Aus Kosten-
gründen ist die Größe dieses Caches in der Regel eher klein im Vergleich zu dem zu cachenden
Hintergrundspeicher. Daher ist es wichtig, die Datenstrukturen, auf denen die Algorithmen
operieren, klein zu halten und die Zugriffsmuster so zu gestalten, dass zeitliche und örtliche
Lokalitätseigenschaften ausgenutzt werden können.
Die Konstruktion großer Verhandlungsgraphen ist zeitaufwändig und deren Verwendung zu-
sammen mit den vorgestellten Algorithmen führt zu einem schlechten Cache-Verhalten. Die
Verringerung der Knotenzahl lässt daher eine Verkürzung der Laufzeit erwarten. Eine na-
heliegende Alternative zum kompletten Aufbau des Verhandlungsgraphen für jeden Ver-
handlungsschritt ist es, diesen nur soweit zu konstruieren, dass ein korrektes Funktionie-
ren des Konstruktions-Algorithmus gewährleistet ist. Dies betrifft insbesondere den Dijkstra-
Algorithmus als Grundlage für die Bestimmung des Steinerbaums (vergleiche Algorithmus
4.4 und Kapitel 4.2.6).
Konkret muss der Verhandlungsgraph für eine korrekte Arbeitsweise wenigstens all jene Kno-
ten enthalten, die im Dijkstra-Algorithmus den Zustand „markiert“ besitzen. Knoten, die Kon-
verter repräsentieren und deren Zustand „unmarkiert“ ist, sind keine Kandidaten zur Auswahl
des Knotens mit minimaler momentaner Distanz im nächsten Schritt des Algorithmus durch
die Operation extractMin. Solche unmarkierten Konverterknoten und alle ihre ein- oder
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Abbildung 4.11: Schrittweise Erweiterung des Verhandlungsgraphen: Die Größe des Verhandlungsgra-
phen wird reduziert, indem er nur soweit aufgebaut wird, wie es für den nächsten Schritt des Algorithmus
nötig ist. Dazu werden nach jedem Schritt des Dijkstra-Algorithmus die Nachbarn des eben gescannten
Knotens neu in den Verhandlungsgraph aufgenommen, wenn diese ein noch nicht vorhandenes Format
produzieren (schwarze Knoten). Ist der Zielknoten erreicht, kann die Konstruktion abgebrochen werden.
ausgehenden Kanten können daher vorerst beim Aufbau des Verhandlungsgraphen unberück-
sichtigt bleiben. Stattdessen ist nach jedem Schritt des Dijkstra-Algorithmus – also der Über-
tragung eines markierten Knotens v in die Menge S der gescannten Knoten – der Verhand-
lungsgraph zu aktualisieren. Dazu müssen alle Knoten w, die über ein matchendes Eingabe-
format mit dem Ausgabeformat von v verfügen und so von v aus erreichbar sind sowie die
entsprechende Kante zum Verhandlungsgraphen hinzugefügt werden. Die sukzessive Erwei-
terung des Verhandlungsgraphen ist in Abbildung 4.11 skizziert.
Ein weiteres Kriterium zur Auswahl der zu verwendenden Knoten ergibt sich aus der Tatsache,
dass bei der Verbindung von Knoten während der Konstruktion des Verhandlungsgraphen nur
berücksichtigt wird, ob diese über ein matchendes Format verfügen oder nicht. Außer Acht
bleibt dabei allerdings die Frage, welches Medienformat vom Zielknoten tatsächlich als Aus-
gabe produziert wird, wenn es sich bei diesem um den Repräsentanten eines Konverters han-
delt. Es ist durchaus möglich, dass der Verhandlungsgraph bereits einen Knoten besitzt, der
ein identisches Format als Ausgabe produziert, jedoch eine kürzere Distanz zum Startknoten
besitzt. In diesem Falle ist es überflüssig, den Knoten hinzuzufügen. Durch einen Vergleich
während der Aktualisierung mit sämtlichen Ausgabeformaten, die durch die Knoten des Ver-
handlungsgraphen bereits produzierbar sind, kann daher eine weitere Reduktion seiner Größe
erreicht und die Formatverhandlung beschleunigt werden.
Für die Formatverhandlung ist lediglich die Bestimmung der Distanz und die Konstruktion ei-
nes kürzesten Weges zwischen dem Startknoten und dem Repräsentanten des aktuell betrach-
teten Anwendungsgraphenknotens im Verhandlungsgraph von Interesse. Neben der Redukti-
on der Größe des Verhandlungsgraphen führt daher die Verwendung eines Abbruchkriteriums
für den Dijkstra-Algorithmus zu einer weiteren Verringerung der Ausführungszeit: Wird der
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Abbildung 4.12: Validierung und Aktivierung der Knoten eines Flussgraphen. Inaktive Knoten (grau)
werden bei der Abarbeitung des Flussgraphen nicht berücksichtigt.
Zielknoten des Verhandlungsschrittes – also der Repräsentant des entsprechenden Anwen-
dungsgraphenknotens – als „gescannt“ markiert und somit seine endgültige Entfernung zum
Startknoten bestimmt, kann der Dijkstra-Algorithmus abgebrochen werden, da die Bestim-
mung der Distanzen zu den anderen Knoten irrelevant ist.
4.2.11 Validierung und Aktivierung
Nach der Konstruktion des Flussgraphen muss sicher gestellt werden, dass jedem Knoten
sämtliche Informationen zur Verfügung stehen, die dieser zur Ausführung seines Dienstes
benötigt. Dazu genügt es zu überprüfen, ob alle seine Ein- und Ausgabe-Pins mit dem Pin ei-
nes anderen Knotens verbunden sind. Durch den oben beschriebenen Konstruktionsprozess für
Flussgraphen wird darüber hinaus sichergestellt, dass das Medienformat für diese Verbindung:
• vollständig und gültig ist,
• der Formatspezifikation der verbundenen Pins entspricht und
• keine unaufgelösten Wildcard-Parameter enthält.
Knoten, die unverbundene Pins besitzen, werden als ungültig markiert und bleiben bei der
späteren Aktivierung sowie der Ausführung der Verarbeitungselemente des Flussgraphen un-
berücksichtigt. Somit ist es möglich, die gültigen Teile unvollständig verbundener Flussgra-
phen auszuführen. Da sich der Verbindungszustand eines Knotens durch das Hinzufügen oder
Entfernen der Partition eines Stromerstellungsgraphen zum Flussgraphen ändern kann, ist es
notwendig, nach einem solchen Schritt die Validierung erneut vorzunehmen. Eine Anwen-
dung kann also zunächst einen unvollständigen Flussgraphen, der unter Umständen ohne die
Erstellung eines einzigen Stromformates auskommt, starten und diesen adaptiv während der
Ausführung um die Erstellung der benötigten Formate ergänzen.
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Flussgraphen können eine große Zahl von Senken enthalten, wenn eine große Zahl unter-
schiedlicher Stromformate angeboten werden soll. Sind mit den entsprechenden Senken je-
doch keine Klienten verbunden, so ist es auch nicht notwendig, das entsprechende Stromfor-
mat und alle dafür notwendigen Komponenten zu erstellen. Diejenigen Knoten, die sich nicht
auf einem Pfad zu wenigstens einer aktiven Senke befinden oder die bei der Validierung als
ungültig markiert wurden, werden deaktiviert und bei der Ausführung nicht berücksichtigt.
Um zu bestimmen, ob ein Knoten aktiv ist oder nicht, werden zunächst alle Knoten als inaktiv
markiert. Anschließend werden – ausgehend von den aktiven Senken – mit einer Tiefensuche
alle Vorgänger auf dem Weg zu den Quellknoten gesucht und als aktiv markiert. Da Zyklen
in den Stromerstellungsgraphen ausdrücklich zugelassen sind, ist es notwendig, in einem ab-
schließendem Schritt alle Knoten zu aktivieren, die Teil eines Zyklus sind, der einen bereits
im ersten Schritt aktivierten Knoten enthält. Die Neubewertung des Aktivierungszustandes der
Knoten wird immer dann vorgenommen, wenn eine Senke, die vorher mit keinem Klienten
verbunden war, eine neue Verbindung entgegennimmt, die letzte Verbindung einer Senke be-
endet wird oder wenn eine Validierung des Flussgraphen notwendig geworden ist. Ein Beispiel
für den Aktivierungszustand der Knoten eines Flussgraphen ist in Abbildung 4.12 dargestellt.
4.3 Component Encoding Stream Construction
Einer der wichtigsten Ausgangspunkte für die Entwicklung der Media Internet Streaming
Toolbox ist das Component Encoding Stream Construction (CESC). Die CESC-Architektur
wurde 1999 an der Universität Ulm als ein generischer Ansatz zur effizienten Codierung von
Live-Videoströmen entwickelt und im Programm WebVideo implementiert [2]. Das Hauptziel
der Architektur ist die gleichzeitige Codierung verschiedener Stromformate und deren Über-
tragung an eine große, bezüglich Netzwerkverbindung und Rechenleistung heterogene Menge
von Klienten. Im Folgenden werden die relevanten Ansatzpunkte von CESC vorgestellt und
auf die graphenbasierten Konzepte der MIST-Architektur übertragen.
4.3.1 Skalierbarkeitsbegriff
Skalierbarkeit bezieht sich im Kontext von CESC auf eine möglichst große Anzahl von be-
dienbaren Klienten. Für diese gibt es prinzipiell zwei beschränkende Faktoren:
1. die Übertragungsrate des Netzzuganges des Servers und
2. die zur Verfügung stehende Rechenkapazität des Servers.
Der Einfluß des ersten Faktors kann beispielsweise durch die Verwendung von IP-Multicast
verringert werden. Besteht diese Möglichkeit nicht, dann teilen sich die verbundenen Klienten
die Übertragungsrate und eine effiziente Kompression ist von großer Bedeutung.
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In der Praxis ist jedoch der zweite Faktor häufig der limitierende. Wird die Stromcodierung für
jeden Klienten vollständig individuell vorgenommen, hängt die Rechenlast linear von der An-
zahl der Klienten ab (naiver Ansatz). Wird die Rechenlast zu groß, können nicht mehr alle von
der Quelle gelieferten Bilder in der vorgegebenen Zeit verarbeitet werden und es müssen ein-
zelne Frames verworfen werden. Daraus resultiert eine sinkende Framerate für alle Klienten.
Die Framerate ist ein wichtiges Kriterium zur Beurteilung der Qualität von Video. Das Haupt-
ziel einer skalierbaren LiveStreaming-Architektur muss es also sein, eine hohe Framerate für
eine große Anzahl von Klienten zu ermöglichen. Für eine echte Skalierbarkeit darf der Re-
chenaufwand also entweder nicht von der Klientenzahl abhängen oder er muss asymptotisch
gegen einen festen Grenzwert streben.
Eine Möglichkeit, das Problem der Beschränkung der Skalierbarkeit aufgrund begrenzter
CPU-Ressourcen zu adressieren, ist die sogenannte skalierbare Codierung. Sie versetzt den
Empfänger in die Lage, Teile des Bitstromes zur Decodierung auszuwählen. Der Bitstrom ist
in mehrere Ebenen unterteilt (layered Coding) und enthält eine Basis-Ebene und eine oder
mehrere Erweiterungsebenen. Ein Empfänger, der nur an einer Basis-Version des Videos in-
teressiert ist, decodiert nur die Basis-Ebene, während Empfänger, die eine höhere Qualität
wünschen, zusätzlich die Erweiterungsebenen decodieren. Dieses Konzept findet vielerlei An-
wendungsmöglichkeiten, Beispiele für skalierbare Größen sind:
• Auflösung: Die Basis-Ebene enthält ein Bild in geringer Auflösung und die Erweite-
rungsebenen codieren jeweils das Residuum zur vergrößerten Version der vorherigen
Ebene.
• Framerate: Die Basis-Ebene ist mit einer geringen Framerate codiert, die Erweiterungs-
ebenen fügen weitere Frames zur Erhöhung der Framerate hinzu.
• Qualität: Durch die zusätzliche Decodierung der Erweiterungsebenen wird eine Verbes-
serung der Bildqualität erreicht.
• Komplexität: Die Algorithmen zur Decodierung aufeinanderfolgender Erweiterungs-
ebenen besitzen eine zunehmende Komplexität.
Eine weitere Form der skalierbaren Codierung ist die feingranulare Skalierung (FGS), bei
der zur Codierung der Erweiterungsebene ein progressives Verfahren verwendet wird, dessen
Bitstrom nach der Codierung an einer beliebigen Stelle abgeschnitten werden kann. Daraus
resultiert eine hohe Flexibilität bezüglich der Beeinflussbarkeit von Bitrate und Bildqualität.
Einen umfangreichen Überblick über die feingranulare Skalierung in MPEG-4 gibt LI in [49].
Skalierbare Codierung sollte nicht mit der Skalierbarkeit bezüglich der bedienbaren Klien-
tenzahl verwechselt werden. Sie kann jedoch helfen diese zu erreichen, da der Bitstrom nur
einmal für alle Empfänger codiert werden muss. Der Codierungsaufwand ist also konstant
und unabhängig von der Anzahl der verbundenen Klienten. Nachteilig ist, dass die Effizienz
der Codierungsverfahren unter Umständen sinkt, deren Komplexität insgesamt jedoch steigt.
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Ein Beispiel für die Verwendung skalierbarer Codierung findet sich im MPEG-4 Standard.
Dieser definiert mehrere skalierbare Profile, die sich bezüglich der Größen und der Objekte
unterscheiden, auf die die Skalierung anwendbar ist [37].
Aufgrund der Heterogenität des Netzzuganges der Empfänger ist das Versenden des komplet-
ten skalierbar codierten Bitstromes an alle Klienten nicht praktikabel. Die Entscheidung, wel-
che Erweiterungsebenen an einen bestimmten Klienten versendet werden, obliegt entweder
dem Streaming-Server, dem Klienten oder muss von einem Netzknoten vorgenommen wer-
den. Findet die Skalierung serverseitig statt, kann als Kriterium für diese Entscheidung eine
Ende-zu-Ende Schätzung des verfügbaren Durchsatzes herangezogen werden. Die Verfahren,
die bei Verwendung verbindungsloser Übertragungsdienste für eine solche Schätzung zum
Einsatz kommen, analysieren anhand eines statistischen Modells das Verhältnis von Sende-
und Empfangsdatenrate und die relative Änderung der Übertragungsdauer von Folgen von
Probepaketen. Steigt die Verweildauer eines Probepaketes in der Warteschlange eines Rou-
ters aufgrund des Überschreitens des verfügbaren Durchsatzes an, so manifestiert sich dies in
einer wachsenden Übertragungszeit der Probepakete und in einer gegenüber der Eingaberate
verminderten Ausgaberate des Probestroms. Die Ergebnisse sind jedoch häufig sehr ungenau
und passen sich nur langsam an einen variierenden Durchsatz an. JAIN und DOVROLIS [50]
stellen einige dieser Verfahren vor und zeigen die Probleme auf, die mit der Verwendung sol-
cher Verfahren verbunden sind.
Alternativ kann die Skalierung von den Klienten vorgenommen werden, beispielsweise indem
sie dem Server die Bitrate, mit der sie einen Strom beziehen möchten, bei der Stromanforde-
rung mitteilen. Diese basiert jedoch ebenfalls meist auf einer Schätzung oder orientiert sich
am Netzzugang des Empfängers. Sie muss daher nicht notwendigerweise dem real zur Verfü-
gung stehenden Durchsatz entsprechen. Eine Adaption an einen variierenden Durchsatz ist in
diesem Fall ohne die Verwendung einer zusätzlichen Flusskontrolle innerhalb der Streaming-
Anwendung kaum möglich.
Soll die Skalierung in einem Netzknoten vorgenommen werden, so muss dieser Kentnisse
über den konkreten Aufbau des Stromformates besitzen, um ihn analysieren zu könenn und
zu entscheiden, welche Erweiterungsebenen an welchen Klienten übertragen werden sollen.
Dieses Vorgehen stellt jedoch häufig einen nicht vertretbaren zusätzlichen Aufwand für den
Netzknoten dar.
Wenn zur Übertragung ein unzuverlässiger Transportdienst ohne Retransmission verwendet
wird (z.B. RTP über UDP), besteht eine weitere Möglichkeit in der Auswertung der Paketver-
luststatistiken der einzelnen Klienten. Eine hohe Verlustrate ist ein Indiz für Verstopfung und
die Senderate sollte reduziert werden. Dieses Vorgehen erfordert die Verwendung fehlerrobus-
ter Codierungen und einen Mechanismus zur Rückmeldung der Verlustraten (z.B. RTCP für
RTP). Diese impliziert jedoch eine zusätzliche Vergrößerung des benötigten Durchsatzes.
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Kommen verbindungsorientierte, zuverlässige Übertragungsdienste zum Einsatz, wird der rea-
le Durchsatz von Verstopfungs- und Flußkontrolle beeinflußt. Der Durchsatz, welcher der An-
wendung zur Verfügung gestellte wird, ist dann häufig eine sehr grobe Schätzung des realen
Durchsatzes und unterschätzt diesen in der Regel.
4.3.2 Ansatz der CESC-Architektur
Die CESC-Architektur verwendet einen etwas anderen Ansatz. Grundannahme ist zunächst,
dass ein zuverlässiger Transportdienst wie TCP verwendet wird. Das hat zum einen den Vor-
teil, dass jeder Strom zu einem Klienten einen fest definierten Zustand in Form der Sequenz-
nummer des zuletzt erhaltenen Frames hat. Das Wissen über diesen Zustand kann bei der
Codierung dazu genutzt werden, eine effiziente, individuell auf den Klienten zugeschnittene
Stromcodierung unter Verwendung eines klientenspezifischen Referenzframes vorzunehmen.
Zum anderen entfällt die Notwendigkeit einer komplizierten und ungenauen Durchsatzschät-
zung. Stattdessen wird der Durchsatz von den Mechanismen, die von TCP zur Regulierung des
Datenflusses verwendet werden, begrenzt. Die Anforderung und Erstellung eines neuen Fra-
mes für einen Klienten erfolgt implizit immer dann, wenn der vorhergehende Frame vollstän-
dig an die TCP-Instanz zum Versand übergeben worden ist. Ist der Durchsatz der Verbindung
größer als die Datenrate des Stromes, dann wird mit der maximal möglichen Framerate über-
tragen. Ist der Durchsatz einer Verbindung geringer als die Datenrate, so verzögert sich die
Anforderung neuer Frames aufgrund des Füllstandes des TCP-Sendepuffers und die Frame-
rate reduziert sich automatisch. Das Ergebnis ist eine klientenindividuelle, durchsatzadaptive,
zeitliche Skalierung des Datenstromes, wie in Abbildung 4.13 dargestellt.
Da die Stromcodierung für jeden Klienten individuell erfolgt, besteht im Prinzip eine lineare
Abhängigkeit des Codierungsaufwandes von der Klientenzahl. Um den zusätzlichen Aufwand
der, verglichen mit dem naiven Ansatz, pro Klient betrieben werden muss zu reduzieren, wer-
den die folgenden Konzepte verwendet:
• Nutzung von Synergien
• Nutzung temporaler Redundanz
• Entkopplung von Verarbeitung und Versand
Die folgenden Abschnitte geben eine kurze Beschreibung dieser Konzepte und erläutern an-
schließend, wie diese auf die MIST-Architektur übertragen und weiterentwickelt werden.
4.3.3 Nutzung von Synergien
Sollen mehrere unterschiedliche Stromformate oder gleiche Stromformate in unterschiedli-
chen Qualitätsstufen erzeugt werden, kann die modulare Struktur von transformationsbasier-
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Abbildung 4.13: Um jedem Klienten mit einem Videostrom bestmöglicher Qualität zu beliefern, muss die
Bitrate des Stromes an den verfügbaren Durchsatz angepasst werden. Die CESC-Architektur verwendet
dazu eine durchsatzadaptive, variable Framerate: Klienten, deren Verbindung einen hohen Durchsatz
aufweist, erhalten alle von der Quelle gelieferten Frames, während Klienten mit geringerem Durchsatz
einige Frames nicht erhalten.
ten Codierungsverfahren dazu verwendet werden, strukturelle Gemeinsamkeiten zwischen den
Strömen zur Verminderung des Berechnungsaufwandes zu nutzen. Dazu werden die Codie-
rungsverfahren in geeignete Teilschritte aufgebrochen und die gemeinsam verwendeten identi-
fiziert und zusammengefasst. In der Terminologie der CESC-Architektur heißen die so gefun-
denen Bausteine, die eine Repräsentation oder Codierung der Framedaten in einem bestimm-
ten Format (beispielsweise als YUV-Pixmap, DWT-Koeffizienten oder in entropiecodierter
Form) darstellen, Components51; die funktionalen Komponenten bzw. Algorithmen, die zu
ihrerer Erstellung verwendet werden, sind die Component Codecs. Deren Analogon in MIST
sind die Compresslets. Die Components entsprechen den Ein- und Ausgaben der Compresslets
und enthalten neben den Mediendaten selbst noch zusätzliche Metadaten, wie Sequenznum-
mer und Zeitstempel. Die Components sind die Dateneinheiten, die zwischen den Knoten des
Flussgraphen entlang der gerichteten Kanten übergeben werden.
Die Reihenfolge, in der bei CESC die Component Codecs aufgrund der identifizierten Abhän-
gigkeiten aufgerufen werden, ist fest im Programm codiert. Die Ablaufsteuerung der Compo-
nenterzeugung wird von einer Kontrollinstanz namens Component Coordinator übernommen.
Die für die letztendliche Zusammensetzung der Stromdaten eines konkreten Videostromes aus
den Components zuständige funktionale Einheit heißt Stream Encoder.
51Der Begriff Component ist möglicherweise etwas missverständlich, da er in Apples Multimedia-Architektur
QuickTime für funktionale Komponenten steht, die zur Erzeugung bestimmter Formate verwendet werden. Um
eine mit der CESC-Architektur weitgehend konsistente Terminologie zu verwenden, wird er hier jedoch mit der
im Text definierten Semantik verwendet.
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Die statische Festlegung von Abhängigkeiten und Ausführungsreihenfolge ist einer der gra-
vierendsten Nachteile von CESC, da eine flexible Beschreibung von Videoverarbeitung und
zu erstellenden Stromformaten nicht möglich ist. Eine Änderung in der Verarbeitungssemantik
oder das Hinzufügen eines neuen Stromformates hat immer auch eine Modifikation und Neu-
übersetzung des Programms zur Folge. Diese Schwachstelle beseitigt die TOOLBOX durch
ihr graphenbasiertes Konzept. Der Medienverarbeitungsgraph beschreibt die Medienverarbei-
tung und ersetzt somit den Component Coordinator; die Stream Encoder werden durch die
Stromerstellungsgraphen ersetzt. Die Formatverhandlung sorgt für die Verbindung der An-
wendungsgraphen sowie die Identifikation und Zusammenfassung der gemeinsam nutzbaren
Komponenten, so dass redundante Schritte automatisch eliminiert werden.
4.3.4 Nutzung temporaler Redundanz
Aufeinander folgende Frames weisen meist große inhaltliche Ähnlichkeiten auf. In vielen Sze-
narien ändert sich nur der Vordergrund vor einem eher statischen Bildhintergrund. Änderungen
des kompletten Bildinhaltes, wie diese zum Beispiel bei Filmproduktionen beim Umschnitt
von einer Szene auf die nächste auftreteten, sind beim LiveStreaming eher selten. Die Ähn-
lichkeiten sind umso größer, je höher die Framerate ist und desto langsamer die Bewegungen
und Änderungen im Bild erfolgen. Der Gedanke liegt nahe, diese temporale Redundanz für
eine Verringerung des Codierungsaufwandes und eine Reduzierung des zu übertragenden Da-
tenvolumens auszunutzen. CESC verwendet dazu eine Änderungserkennung, die mit Hilfe
einer geeigneten Metrik für einzelne Bildblöcke entscheidet, ob sich diese geändert haben
oder nicht. Zur Verwaltung der Information über die geänderten Blöcke eines Frames unab-
hängig von der Struktur der konkreten Darstellungsform, die eine Component für die Bildin-
formationen verwendet, erweitert MIST die Component um eine sogenannte Änderungskarte
(ChangeMap). Sie repräsentiert die Änderungen im Bildbereich, die an der Component im
Vergleich zu ihrer Vorgänger-Component vorgenommen wurden.
Compresslets können die ChangeMap ihrer Eingabe-Component dazu verwenden, die not-
wendigen Änderungen in ihren Ausgabe-Components zu bestimmen und um diese zu aktua-
lisieren anstatt sie komplett neu zu berechnen. Ob eine solche Teilberechenbarkeit überhaupt
möglich ist, hängt von der Art der Abbildung, die das Compresslet implementiert und von der
Struktur der Component, die es erstellt, ab: Besitzen Teile der Daten keine oder nur geringfü-
gige, bekannte innere Abhängigkeiten, können also durch andere Inhalte substituiert werden,
ohne die restlichen Daten zu beeinflussen, dann können unveränderte Teile von der Berech-
nung ausgeschlossen werden. Häufig existiert beispielsweise eine bijektive Abbildung zwi-
schen einzelnen Ein- und Ausgabe-Werten oder wenigstens zwischen Blöcken von Ein- und
Ausgabewerten. Eine Transformation, bei der eine solche Abbildung existiert, ist die Diskrete
Cosinus Transformation (DCT), bei der Blöcke von 8x8 Luminanz- oder Chrominanz-Werten
auf 8x8 Blöcke von Transformationskoeffizienten abgebildet werden. Die Teilberechenbarkeit
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Abbildung 4.14: Quellknoten führen eine blockweise Änderungserkennung durch und speichern deren
Resultat in der ChangeMap als Teil der erzeugten Component. Diese kann dazu verwendet werden
nachfolgende Components partiell zu aktualisieren.
und die für die ChangeMap zu verwendende optimale Blockgröße ergibt sich hier auf natürli-
che Weise. Weitaus komplizierter gestalteten sich die Abhängigkeiten bei der Diskreten Wa-
velet Transformation (DWT), bei der eine Bijektion lediglich zwischen dem kompletten Bild-
und Waveletbereich besteht. Mit einigem Aufwand gelingt es dennoch, die Abhängigkeiten
zwischen Bildblöcken und Transformationskoeffizienten zu identifizieren und eine Teilbere-
chenbarkeit zu realisieren (vgl. Kapitel 6.1). Für wiederum andere Darstellungen, wie zum
Beispiel für ein entropiecodiertes Bild, ist eine Teilberechenbarkeit oft gänzlich unmöglich. In
solchen Fällen muss die Component jedes mal komplett neu berechnet werden.
Die Initialisierung der ChangeMap wird von den Quellknoten für jeden neuen Frame vorge-
nommen, beispielsweise durch die Verwendung der Änderungserkennung. Die ChangeMap
wird dann im Flussgraphen über die Components stromabwärts an die Nachfolgeknoten pro-
pagiert (Abbildung 4.14). Geht die Funktionalität eines Compresslets über die reine Änderung
der Darstellungsform der Bildinformation hinaus, manipuliert es also den Bildinhalt, dann
muss die ChangeMap der Ausgabe-Component diese Änderungen reflektieren, da die Infor-
mationen über geänderte Bereiche im Flussgraphen immer an die Nachfolgeknoten weiter
gegeben werden müssen. Wird beispielsweise von einem Compresslet an einer bestimmten
Position des Bildes ein variabler Text eingeblendet (TextScroller in Abbildung 4.15), dann
muss die Änderung des Bildinhaltes in der ChangeMap der Ausgabe-Component festgehalten
werden. Nimmt das Compresslet dagegen lediglich eine Konvertierung des Medienformats
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vor, dann kann die ChangeMap unverändert an die nachfolgenden Knoten weiter gegeben
werden.
Die optimale Blockgröße für die Verwendung der Teilberechenbarkeit hängt von den Erforder-
nissen des konkreten Compresslets ab. Prinzipiell wünschenswert ist eine kleine Blockgröße,
um eine hohe Granularität der Änderungserkennung zu gewährleisten. Eine Einschränkung für
die minimale Blockgröße ergibt sich aus der Tatsache, dass viele Bildquellen ein verrausch-
tes Signal liefern (z.B. durch Quantisierungsrauschen des CCD-Sensors einer Webcam). Um
dieses zu kompensieren, arbeitet die Metrik der Änderungserkennung auf Bildblöcken und
funktioniert daher umso besser, je größer die Blöcke sind. Hinzu kommen gewisse Einschrän-
kungen, die sich aus der Arbeitsweise der Compresslets ergeben. So ist es für ein Compress-
let zur Berechnung der DCT nicht sinnvoll, kleinere Blöcke als 8x8 zu aktualisieren52. Ein
Compresslet zur Berechnung der DWT wird aus Effizienzgründen eher größere Blöcke ver-
wenden, da dann das Verhältnis zwischen den neu zu berechnenden Transformationskoeffi-
zienten und den dazu benötigten Bildpunkten günstiger ist. Daher kann die Blockgröße auf
dem Pfad von der Quelle zur Senke von einem Compresslet unter Umständen seinen eigenen
Bedürfnissen angepasst werden. Um eine einfaches Über- und Unterabtasten der ChangeMap
zu ermöglichen, sollten vorwiegend Potenzen von zwei für die Kantenlänge der Blöcke ver-
wendet werden (Abbildung 4.15). Desweiteren kann ein Compresslet, das keine Quelle ist,
die ChangeMap für seine Ausgabe-Components komplett neu bestimmen, wenn die Struk-
tur seiner Eingabe- bzw. Ausgabe-Components Rückschlüsse auf die geänderten Bildbereiche
zulässt und das Compresslet die dazu notwendigen Zustandsinformationen selbst verwaltet.
Diese Technik wird beispielsweise vom ClientChangeDetector-Compresslet verwendet, um
asynchron jene Bildbereiche zu extrahieren, die sich für einen Klienten seit dem Versand des
Vorgängerframes an diesen geändert haben (siehe Kapitel 6.1.3).
Neben der partiellen Aktualisierung der Components zur Verringerung des Berechnungsauf-
wandes ist die partielle Codierung der zweite wichtige Aspekt, den die Ausnutzung temporaler
Redundanz impliziert. Dabei werden nur diejenigen Bildblöcke codiert und versandt, die sich
im Vergleich zum Vorgängerframe verändert haben. Die Eingabe-Components, die für eine
solche blockweise Codierung verwendet werden, müssen die Eigenschaft der Ausschnittfähig-
keit besitzen, d.h. die Abhängigkeiten zwischen den geänderten Bildblöcken und den Daten
einer Component müssen bekannt und berechenbar sein. Anders formuliert, ist eine Compo-
nent dann ausschnittfähig, wenn eine Teilmenge der Daten einer Component bestimmbar ist,
welche die geänderten Bildblöcke vollständig repräsentiert. Im Unterschied zur Teilberechen-
barkeit ist es jedoch nicht notwendig, die Teilmenge der Daten der Ausgangscomponent zu
bestimmen, die zur Neuberechnung dieser Teilmenge notwendig sind. Die Daten, die geän-
derte Bildblöcke repräsentieren, können dann extrahiert, codiert und zum Klienten versandt
werden. Der Klient kann nach der Decodierung die Daten fortwährend an der korrekten Po-
sition in der Component, aus der sie entnommen wurden, einsetzen und verfügt somit stets
52Die von der ChangeMap verwendeten Blöcke müssen nicht notwendigerweise quadratisch sein.
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Abbildung 4.15: Änderungen am Bildinhalt (TextScroller) werden in der ChangeMap festgehalten. Deren
Auflösung ist variabel und abhängig von den Erfordernissen der Compresslets. Die Teilmenge der Daten
der Component, die die geänderten Blöcke repräsentiert, ist abhängig von deren Struktur.
über die komplette Repräsentation des aktuellen Frames. Dieses Vorgehen wird als bedingte
Ersetzung (Conditional Replenishment) bezeichnet, ist in Abbildung 4.16 skizziert und wurde
erstmals von MOUNTS [51] beschrieben.
Die Codierung kompletter Bildblöcke hat den Vorteil, dass der so gewonnene Ausschnitt der
Daten isoliert von den restlichen Daten vollständig und korrekt interpretiert werden kann.
Nachteilig wirkt sich aus, dass die temporale Redundanz nur auf Blockebene ausgenutzt wird.
Korrespondierende Blöcke aufeinanderfolgender Frames werden nicht dazu verwendet, mit
prädiktiven Verfahren zur Steigerung der Codiereffizienz beizutragen: Ein Block wird entwe-
der komplett und unabhängig von anderen Blöcken oder gar nicht codiert53. Andererseits hat
die Verwendung nichtprädiktiver Verfahren den Vorteil, dass es nicht zu Bildverfälschungen
aufgrund von Fehlerfortpflanzungen in den Prädiktionen kommen kann, die beispielsweise
durch implementierungsbedingte Rundungsfehler bei den dekorrelierenden Transformationen
entstehen können. Da bereits kleine Änderungen innerhalb eines Blocks zu dessen kompletter
Codierung führen, ist die Verwendung kleiner Blöcke von Vorteil. Für die optimale Blockgrö-
ße gelten allerdings die selben Einschränkungen wie bei der Teilberechenbarkeit.
4.3.5 Änderungsdetektion
Eine elementare Voraussetzung für die im vorhergehenden Abschnitt beschriebene Nutzung
temporaler Redundanz ist die zuverlässige Erkennung geänderter Bildblöcke in aufeinander-
53Ein Stromformat, das prädiktive Codierungsverfahren mit den Prinzipien von CESC verbindet, ist das
MotionWCV-Format (siehe Kapitel 6.2).
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Abbildung 4.16: Bei der bedingten Ersetzung (Conditional Replenishment) werden nur die bezüglich
eines Referenzframes geänderten Bildblöcke codiert und zum Klienten übertragen. Dort werden sie an
der entsprechenden Position des Referenzframes eingesetzt. Der Klient verfügt dann über den aktuellen
Frame.
folgenden Frames der Videosequenz. Solche Änderungen können vielerlei Ursache haben,
beispielsweise die Bewegung von Objekten oder der Kamera, Änderungen von Position und
Intensität direkter oder indirekter Beleuchtung oder die Änderungen von Helligkeit und Farbe
der Objekte. Die Änderungsdetektion wird im Allgemeinen von den Quellknoten durchge-
führt und deren Ergebnisse mit Hilfe der ChangeMap an die Nachfolgeknoten weitergegeben.
Knoten, die den Bildinhalt aktiv verändern, können das explizite Wissen über die Position der
Änderungen dazu verwenden, die ChangeMap zu modifizieren oder ebenfalls eine Änderungs-
detektion vornehmen (unter Umständen eingeschränkt auf den modifizierten Bildbereich).
Für gewöhnlich wird das Bildsignal von CCD-sensorbasierten Kameras durch ein Rauschsig-
nal überlagert. Das Rauschsignal setzt sich aus zahlreichen Quellen zusammen:
• Dunkelrauschen (spontane Bildung freier Ladungsträger durch Wärme auch ohne Be-
leuchtung eines Pixelelements)
• Ausleserauschen (verursacht durch den Ausleseverstärker)
• Schrotrauschen (statistische Effekte bei der Beleuchtung, Unterschiede in der Lichtemp-
findlichkeit der Pixelelemente)
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• Quantisierungsrauschen (Rundungsfehler bei der Quantisierung analoger Werte)
Außerdem wird das Rauschsignal durch Abstand und Größe der Pixel des Bildsensors be-
einflusst. Größere Pixel können mehr Photonen aufnehmen und weisen daher ein geringeres
Rauschen auf als kleinere.
Das Ziel der Änderungserkennung ist es, die „signifikanten“ Änderungen zu detektieren und
von solchen zu unterscheiden, die auf Rauschen zurückzuführen sind. Dazu wird die Ände-
rungserkennung zunächst auf Pixelebene durchgeführt. Ein Bildblock wird dann als „geän-
dert“ markiert, wenn er geänderte Pixel enthält. Die Änderungserkennung ist in Abbildung
4.17 skizziert und wird immer zwischen dem aktuellen und einem speziellen Referenzframe
durchgeführt. Im Referenzframe werden dann die geänderten Blöcke ersetzt. Damit ist sicher-
gestellt, dass auch marginale Änderungen, die zwischen zwei aufeinanderfolgenden Frames
nicht erkannt werden, sich über mehrere Frames kumulieren und schließlich doch detektiert
werden.
Für die Änderungserkennung auf Pixelebene kommen eine große Zahl von Algorithmen in
Frage. Das Spektrum reicht von einfacher Differenzbildung über Algorithmen, die auf statisti-
schen Signifikanz- und Hypothesentests beruhen, bis zu modellbasierten Algorithmen. Einen
umfangreichen und systematischen Überblick über solche Verfahren geben RADKE et al. [52].
Da die Änderungserkennung echtzeitfähig sein muss, sollte die Komplexität des Verfahrens
eher gering sein. Da Verfahren, die auf einfacher Differenzbildung basieren, insbesondere in
Gegenwart von Rauschen, schlechte Ergebnisse liefern, wird ein Verfahren verwendet, das auf
einem Signifikanztest beruht und von AACH et al. vorgestellt wurde [53].
Der Algorithmus arbeitet auf dem Differenzbild des Luminanzkanals zweier Frames. Um zu
entscheiden, ob sich ein Pixel geändert hat, wird für die Pixel innerhalb eines über das Bild
gleitenden Messfensters eine Teststatistik berechnet. Der berechnete Wert wird mit einem
Schwellwert verglichen. Das Pixel im Zentrum des Fensters wird als „geändert“ markiert,
wenn der berechnete Wert den Schwellwert übersteigt. Ausschlaggebend für die Qualität der
Detektion und die Robustheit gegenüber dem Rauschen ist die Wahl der konkreten Statis-
tik und des Schwellwertes. Der Schwellwert wird berechnet, indem die Hypothese, dass die
gemessenen Intensitätsänderungen auf Rauschen zurückzuführen sind, einem Signifikanztest
unterzogen wird. Der Vorteil ist dabei, dass der Schwellwert an jedes gewünschte Signifikanz-
niveau angepasst werden kann.
Für das Rauschen wird eine mittelwertfreie Normalverteilung mit Varianz σ 2 angenommen.
Unter der Hypthese H0, dass sich das Pixel an der Position (x,y) nicht geändert hat, gilt für
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Abbildung 4.17: Die Änderungserkennung führt auf Pixelebene einen Signifkanztest der Hypothese H0
(Pixel hat sich nicht geändert) durch, indem eine Statistik über die Pixel des Messfensters berechnet
wird. Ist der resultierende Wert größer als der Schwellwert, wird das Pixel als „geändert“ markiert (weiß).
Ein Block hat sich dann geändert (schwarzer Rahmen), wenn er geänderte Pixel enthält.
Dieser Ausdruck hängt nur vom Quadrat der durch die Standardabweichung normierten Diffe-
renzwerte (D(x,y)/σ)2 ab. Der Wert für σ kann vorab geschätzt werden, indem beispielsweise
ein änderungsfreies Differenzbild der Kamera ausgewertet wird. Als Teststatistik für das Pixel






der Quadrate der normierten Differenzen der Pixel innerhalb des Messfensters w (in dessen
Zentrum sich (xc,yc) befindet) berechnet. Die Überlagerung der Verteilungen soll zu einer
Reduzierung des Fehlers 1. Art führen. Die normierten Differenzen D(x,y)/σ folgen dabei
einer mittelwertfreien Normalverteilung N(0,1). Die Summe dieser Verteilungen (und damit
∆2(xc,yc)) ist χ2n -verteilt und die Zahl n der Freiheitsgrade dieser Verteilung entspricht der Zahl
der Pixel im Messfenster. Für ein festzulegendes Signifikanzniveau α kann nun eine Schranke
tα für die Annahme der Hypothese H0 bestimmt werden
α = χ2n (∆2(x,y) > tα |H0)
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Wenn ∆2(xc,yc) den Wert tα überschreitet, wird das entsprechende Pixel an Position (xc,yc) als
„geändert“ markiert. Das Signifikanzniveau α ist dabei die Wahrscheinlichkeit des Fehlers 1.
Art, d.h. das Pixel wird als „geändert“ markiert, obwohl es sich nicht geändert hat.
4.3.6 Entkopplung von Verarbeitung und Versand
Ein vorrangiges Ziel von CESC ist die Verringerung des Berechnungsaufwandes, der für
die Erstellung des Videostromes pro Klient betrieben werden muss. Dazu kann der Teil des
Verarbeitungs- und Codierungsprozesses, der für alle Klienten identisch ist, vom klientenspe-
zifischen Teil abgetrennt und entkoppelt von diesem ausgeführt werden. Aus dieser Zweitei-
lung geht auch der Name der CESC-Architektur hervor: Der klientenunabhängige Teil wird
als Component Encoding bezeichnet und wird immer dann ausgeführt, wenn von einer Quelle
neue Daten geliefert werden. Der klientenabhängige Teil heißt Stream Construction. Er ver-
wendet die Components, die vom klientenunabhängigen Teil im Voraus erstellt wurden und
wird für jeden Klienten individuell immer dann ausgeführt, wenn dieser einen neuen Frame
anfordert, d.h. der jeweilige TCP-Sendepuffer in der Lage ist, neue Daten entgegenzunehmen.
Die Verwendung vorberechneter Daten zur Erstellung eines Frames hat überdies den Vorteil,
dass die Latenzzeit, also die Verzögerung zwischen Anforderung und Auslieferung eines Fra-
mes, auf ein Minimum reduziert wird.
Wenn nun nur die geänderten Bereiche vom letzten übertragenen Frame – dem klientenspe-
zifischen Referenzframe – zum aktuellen Frame codiert werden sollen, so bedeutet dies zum
einen, dass für jeden Strom eine individuelle Änderungserkennung durchgeführt werden muss
und zum anderen, dass alle Frames, die gerade versandt wurden, für spätere Vergleiche zwi-
schengespeichert werden müssen. Dieses Vorgehen ist mit einem hohen Berechnungsaufwand
und Speicherbedarf verbunden und widerspricht prinzipiell einer guten Skalierbarkeit. Da die
Framedaten aufeinander aufbauen, ist es für die Stromcodierung wichtig zu wissen, welcher
Frame als Referenzframe für einen bestimmten Klienten heranzuziehen ist. Die Übertragung
der Stromdaten für unterschiedliche Klienten erfolgt im Allgemeinen nicht mit identischer
Rate. Der Referenzframe kann sich demzufolge von Klient zu Klient unterscheiden und ist
vollständig durch die Sequenznummer bestimmt. Überdies besteht ein weiteres Problem dar-
in, dass die in der Videoverarbeitung integrierte Änderungserkennung immer das von der Vi-
deoquelle gelieferte aktuelle Bild mit dem vorherigen Bild der Quelle vergleicht. Das für den
klientenabhängigen Vergleich heranzuziehende Bild wurde aber oft zu einem früheren Zeit-
punkt erzeugt als das zuletzt von der Quelle gelieferte, da die Stromcodierung asynchron zu
deren Takt ausgeführt wird.
Um die Ergebnisse der Änderungserkennung zwischen aufeinanderfolgenden Frames der
Quelle auf die Änderungserkennung zwischen dem klientenspezifischen Referenzframe und
dem letzten von der Quelle gelieferten Frame übertragen zu können, wird eine sogenannte
Generationenkarte (GenerationMap) verwendet. Sie enthält für jeden Block einen Eintrag mit
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Abbildung 4.18: Die Generationenkarte erlaubt die Übertragung der Ergebnisse der quellenabhängigen
Änderungserkennung auf die klientenabhängige Änderungserkennung.
der Sequenznummer des Frames, der für die letzte Änderung des betreffenden Bildbereiches
zuständig war und speichert somit auf Blockebene die Historie der Veränderungen. Die quel-
lenabhängige Änderungserkennung wird nun dazu verwendet, die Einträge der Generationen-
karte zu aktualisieren: Hat sich der Bildblock eines von der Quelle gelieferten Frames im Ver-
gleich zum Vorgängerframe geändert, wird dessen Sequenznummer in der Generationenkarte
festgehalten. Gleichzeitig wird die Generationenkarte dazu benutzt, um unter Verwendung der
Sequenznummer des klientenspezifischen Referenzframes diejenigen Bereiche zu extrahieren,
die sich in Bezug auf diesen geändert haben: Ein betroffener Block hat sich nur dann geändert,
wenn der Eintrag des Blocks in der Generationenkarte größer ist als die Sequenznummer des
Referenzframes, sonst nicht. Die Verwendung der Generationenkarte wird in Abbildung 4.18
an einem konkreten Beispiel demonstriert.
4.3.7 Übertragung der Entkopplung auf das graphenbasierte Konzept
Die Übertragung der Entkopplung von Verarbeitung und Versand auf das graphenbasierte
Konzept von MIST ergibt sich nun nahezu von selbst. Durch die zweigeteilte Beschreibung
des Verarbeitungs- und Stromerstellungsprozesses durch Medienverarbeitungs- und Stromer-
stellungsgraphen wird eine Partitionierung des Flussgraphen in mehrere Teile induziert. Die
Partitionierung eines Flussgraphen wird wie folgt definiert:
Definition 4.11 Sei GF = (VF ,EF) der durch den Medienverarbeitungsgraph GM = (VM,EM)
und die Stromerstellungsgraphen GSi = (VSi,ESi) erzeugte Flussgraph und φ die Knoteninjek-
tion. Der Knoten u ∈VF gehört zur
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Abbildung 4.19: Die Verwendung von Anwendungsgraphen induziert eine Partitionierung des Flussgra-
phen zur Entkopplung von Verarbeitung und Stromerstellung/Versand.
1. durch den Medienverarbeitungsgraphen GM in GF induzierten Partition PM, wenn eine
der folgenden Bedingungen gilt:
• u liegt entweder auf einem Pfad φ(v) φ(w), der zwei Knoten v,w ∈ VM des
Medienverarbeitungsgraphen in GF miteinander verbindet (inklusive Start- und
Endknoten) oder
• u liegt auf einem Pfad φ(v)  φ(w), der einen Knoten v ∈ VM des
Medienverarbeitungsgraphen mit einem Knoten w ∈VSi eines beliebigen Stromer-
stellungsgraphen GSi in GF miteinander verbindet und zusätzlich gilt φ(w) 6= u
(exklusive Endknoten)
2. durch den Stromerstellungsgraphen GSi in GF induzierten Partition PSi , wenn u auf
einem Pfad φ(v) φ(w) liegt, der zwei seiner Knoten v,w ∈ VSi in GF miteinander
verbindet.
Für die Abarbeitung der Knoten der Partitionen der Stromerstellungsgraphen gibt es nun die
folgenden zwei Möglichkeiten:
Definition 4.12 Ein Stromerstellungsgraph GS heißt:
1. asynchron, wenn die Abarbeitung der durch GS induzierten Partition durch die in GS
enthaltene Senke ausgelöst werden soll
2. synchron, wenn die Abarbeitung der durch GS induzierten Partition durch die Quellkno-
ten des Medienverarbeitungsgraphen ausgelöst werden soll.
Das bedeutet, dass die Partitionen synchroner Stromerstellungsgraphen im Takt der Quellkno-
ten ausgeführt werden, während die Partitionen der asynchronen Stromerstellungsgraphen im-
mer dann ausgeführt werden, wenn deren Senke explizit neue Daten anfordert. Anders ausge-
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drückt werden für die synchronen Partitionen die Daten von den Quellknoten „eingeschoben“
(Push-Semantik), während sie für die asynchrone Partitionen von den Senken „herausgezo-
gen“ werden (Pull-Semantik).
Mit Hilfe der synchronen Partitionen kann das Verhalten klassischer flussgraphenbasierter
Konzepte nachgebildet werden: Die Quelle produziert Daten, die von den Zwischenknoten
transformiert und der Senke konsumiert werden. Die asynchronen Anwendungsgraphen kön-
nen hingegen zur Entkopplung von Verarbeitung und Versand verwendet werden: Die Partition
des Medienverarbeitungsgraphen entspricht der Berechnung der Components im Voraus und
wird im Takt der Quellknoten ausgeführt, während die asynchronen Partitionen die Stromer-
stellung und den Versand für jeden Klienten individuell aus den vorberechneten Components
übernimmt, wenn eine Frameanforderung für den Klienten stattfindet.
Die Partition des Medienverarbeitungsgraphen und die Partitionen der synchronen Stromer-
stellungsgraphen werden gemeinsam ausgeführt. In den Darstellungen der Beispiele im Fort-
gang der Arbeit werden sie daher nicht explizit voneinander unterschieden. Die Partitionen
asynchroner Anwendungsgraphen werden dagegen von einer Box umrandet dargestellt, um
sie vom restlichen Flussgraphen abzuheben. Kanten, die Knoten des Medienverarbeitungs-
graphen mit einer solchen Partition verbinden, sind gestrichelt dargestellt. Ein Beispiel für
die Partitionierung eines Flussgraphen ist in Abbildung 4.19 und überdies im einführenden
Beispiel in Kapitel 2.4 dargestellt.
Da die asynchron ausgeführten Flussgraphen-Teile in der Regel eine zustandsabhängige, kli-
entenindividuelle Stromcodierung durchführen sollen, wird die Generationen-Karte in einem
speziellen Compresslet, dem ClientChangeDetector eingebettet (vergleiche Kapitel 6.1.3 für
eine ausführliche Diskussion). Dieses Compresslet kann als Startknoten eines asynchronen
Stromerstellungsgraphen verwendet werden und verwaltet die notwendigen Zustandsinforma-
tionen, um die individuelle Extraktion der geänderten Bereiche vorzunehmen. Dafür muss
bekannt sein, für welchen Klienten der Teilgraph gerade abgearbeitet wird, da für die Verwen-
dung der Generationenkarte die Sequenznummer des zuletzt versandten Frames als Zustands-
information benötigt wird. Daher verwendet die Senke, die die Abarbeitung des Teilgraphen
auslöst, für jeden Klienten, der mit ihr verbunden ist, eine eindeutige Identifikationsnummer.
Diese ID wird über die Compresslet-Schnittstelle an den ClientChangeDetector und dann an
alle Nachfolgeknoten weitergegeben. Ist eine Verbindung in der Lage, neue Daten zu emp-
fangen, so wird die Abarbeitung mit der Identifikationsnummer des entsprehenden Klienten
ausgelöst. Die Senke kann wiederum anhand dieser Nummer die durch den Teilgraphen co-
dierten Daten der korrekten Verbindung zuordnen.
4.3.8 Gruppierung von Frameanforderungen
Die asynchronen Partitionen eines Flussgraphen werden zur klientenabhängigen Stromcodie-
rung verwendet. Für eine solche Partition ist es möglich den Takt, also die maximale Fra-
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Abbildung 4.20: Die Quelle liefert periodisch Frames mit einer bestimmten Rate. Die Frameanforde-
rungen verschiedener Klienten einer Senke werden in der Zeitspanne zwischen zwei solchen Frames
gesammelt und ausgewertet, wenn ein neuer Frame vorliegt: Die Klienten einer Senke werden nach
identischem Zustand (gleicher Vorgängerframe) gruppiert und die Stromerstellung für die komplette
Gruppe durchgeführt.
merate, mit der diese für einen Klienten ausgeführt werden soll, vorzugeben. Obwohl die
Verbindungen zu den Klienten im Allgemeinen unterschiedliche Durchsätze aufweisen und
die Klienten daher auch mit unterschiedlichen Frameraten bedient werden, wird es bei einer
großen Zahl von Klienten häufig zu der Situation kommen, dass mehrere Ströme einen iden-
tischen Zustand aufweisen, d.h. den gleichen Referenzframe zur Extraktion des geänderten
Bereichs verwenden. Für eine solche Gruppe von Klienten ist der durch die Partition beschrie-
bene Codierungsprozess vollkommen identisch. Es liegt also nahe, das Ausführungskonzept
so zu erweitern, dass Frameanforderungen verschiedener Klienten zwischen zwei aufeinan-
derfolgenden zu versendenden Frames gesammelt, nach ihrem Zustand gruppiert und die Co-
dierung dann einmalig für die gesamte Klientengruppe durchgeführt wird. Die Gruppierung
der Klienten ist exemplarisch in Abbildung 4.20 dargestellt. Die Zeitspanne für diese zwei
aufeinanderfolgenden Frames ergibt sich aus der für den Teilgraphen festgelegten, maximalen
Framerate. Existieren für eine Gruppe, für die auf diese Weise die Frameerstellung ausgelöst
wurde, noch keine neuen, vom restlichen Flussgraphen vorberechneten Components54, dann
wird die Frameerstellung erneut ausgelöst, sobald neue Daten eintreffen. Die Gruppierung
wird dadurch realisiert, dass statt der Identifikationsnummer eines einzelnen Klienten eine
Liste aller Klientennummern der Gruppe an die Knoten der asynchronen Partition gegeben
wird.
Mit Hilfe der Gruppierung ist es möglich, die Abhängigkeit der Rechenlast von der Anzahl der
Klienten auf eine Abhängigkeit von der Anzahl der Klienten mit unterschiedlichem Zustand
zu reduzieren.
54Das kommt beispielsweise dann häufig vor, wenn die asynchrone Partition mit einer maximalen Framerate
ausgeführt wird, die größer oder gleich der des restlichen Graphen ist.
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4.3.9 Abschätzung des Berechnungsaufwandes für die verschiedenen Ansätze
In den folgenden Betrachtungen wird der Berechnungsaufwand in Abhängigkeit von der Zahl
der zu bedienenden Klienten für die vorgestellten Ansätze untersucht. Die charakteristische
Operation ist dabei die Erstellung eines versandfertigen Frames für einen Klienten, die In-
stanzgröße ist die Anzahl der Klienten n. Ohne Beschränkung der Allgemeinheit wird die
Verwendung eines Codierungsverfahrens angenommen, das sich mit geringem Aufwand auf
jeden der folgenden Ansätze adaptieren lässt:
• naiver Ansatz: vollständige Verarbeitung, Codierung und Stromerstellung für jeden
Klienten
• feingranulare skalierbare Codierung (FGS): einmalige, progressive Codierung für alle
Klienten
• CESC: Nutzung temporaler Redundanz, Entkopplung von Verarbeitung und klientenin-
dividueller Stromerstellung
• MIST: Übertragung der CESC-Ansätze auf graphenbasiertes Konzept und Stromerstel-
lung für Gruppen von Klienten mit identischem Zustand.
Ein solches auf alle Ansätze übertragbares Verfahren ist beispielsweise das in Kapitel 6.1
vorgestellte waveletbasierte DeltaWCV, welches in CESC und MIST bereits integriert wurde.
Die dabei verwendete Entropiecodierung lässt sich leicht in ein progressives Codierungsver-
fahren55 umwandeln und kann damit für ein (zumindest einfaches) skalierbares Codierungs-
verfahren verwendet werden, bei dem der Bitstrom an jeder beliebigen Stelle abgebrochen
werden kann.
Der durchschnittliche Aufwand für die Bedienung von n Klienten lässt sich beim naiven An-
satz durch f (n) = tN ·n mit einer Konstante tN , die der Zeitspanne für die komplette Erstellung
eines einzelnen Frames entspricht, nach oben abschätzen. Der Aufwand ist linear von der An-
zahl der Klienten abhängig, also O(n). Im Gegensatz dazu lässt sich für die skalierbare Co-
dierung der Aufwand durch f (n) = tS abschätzen, wobei tS die konstante Zeit zur einmaligen
Codierung des Frames ist und damit gilt O(1). Bei Verwendung der CESC-Architektur lässt
sich der durchschnittliche Aufwand durch
f (n) = tCE +(tCD + tSC) ·n (4.1)
mit einem konstanten Wert tCE (CE: Component Encoding) für die einmalige Ausführung für
das Component Encoding und mit einem linearen Faktor, der sich zusammensetzt aus dem
Aufwand tSC (SC: Stream Construction) für die klientenindividuelle Stromcodierung sowie
einem zusätzlichen Aufwand tCD (CD: Component Decoupling) für die Entkopplung von Ver-
arbeitung und Versand durch die Anwendung der klientenabhängigen Änderungserkennung.
55Tatsächlich geht die verwendete Entropiecodierung aus einem solchen progressiven Verfahren hervor.
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Abbildung 4.21: Schematische Darstellung von Rechenlast und maximaler Framerate eines Streaming-
Servers. grau: vollständige Codierung für jeden Klienten (naiver Ansatz); grün: skalierbare Codierung;
rot: CESC; blau: MIST
Es gilt näherungsweise tN = tCE + tSE . Der Aufwand ist wie beim naiven Ansatz O(n). Es
handelt sich also lediglich um eine lineare Beschleunigung und nicht um eine echte Verbes-
serung im komplexitätstheoretischen Sinne. Der Ansatz macht in der Praxis vor allem dann
Sinn, wenn tCE >> tSC gilt. Für das Stromformat DeltaWCV gilt diese Annahme nicht, weil
der Aufwand für die zum klientenabhängigen Teil gehörende Entropiecodierung in etwa von
der selben Größenordnung ist wie die zum klientenunabhängigen Teil gehörende Wavelet-
Transformation.
Der gleiche Aufwand gilt im schlechtesten Fall für den Ansatz der MIST-Architektur. Dann
besitzt jeder Klient einen anderen Zustand, die Gruppierung der Klienten resultiert also in
einelementigen Gruppen und die Stromerstellung muss für jeden Klienten individuell durch-
geführt werden. In der Praxis kann jedoch angenommen werden, dass die durchsatzabhängige
Framerate, mit der die Klienten bedient werden, durch einen Wert rmin nach unten beschränkt
ist. Die maximale Framerate rmax ist für den Stromerstellungsgraphen vorgegeben bzw. wird
durch den Takt der Quelle beschränkt. Zwischen diesen beiden Frameraten sei für einen be-
liebigen Klienten jede ganzzahlige Framerate möglich. Dann ist die Anzahl der möglichen
Vorgängerframes und damit die Zahl möglicher Zustände Ns zu jedem beliebigen Zeitpunkt
durch Ns = rmax/rmin beschränkt. Da pro Sekunde höchstens rmax Frames pro Klient codiert
und versendet werden, beträgt die maximale Zahl der Durchläufe des Graphenteils zur Strom-
codierung pro Sekunde
Nmax = NS · rmax = r2max/rmin (4.2)
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Abbildung 4.22: Das ursprüngliche Compresslet-Konzept nach BÖNISCH [1] sieht die Verwendung
optimierter, nativer Standardfunktionen in einer Multimedia-Toolbox und Compresslets als Java-
Componenten zur Stromkonstruktion und zur Realisierung von Transport-Mechanismen vor. Die Kom-
munikation der beiden Teile erfolgt über das JNI beziehungsweise über ein gemeinsames Speicherseg-
ment. Für eine optimierte Stromkonstruktion wird intern CESC verwendet.
Bemerkenswert ist dabei, dass diese obere Schranke unabhängig von der Zahl der zu bedie-
nenden Klienten ist. Es ergibt sich damit für den Aufwand analog zu Gleichung (4.1)
f (n) = tCE +(tCD + tSC) ·Nmax (4.3)
und damit ein asymptotisch konstanter Aufwand O(1), also eine echte Reduktion im kom-
plexitätstheoretischen Sinne gegenüber der CESC-Architektur. In praktischen Anwendungen
wird die Anzahl der tatsächlich zu codierenden Frames weitaus geringer sein als Nmax. Die
Architektur der Media Internet Streaming Toolbox ist daher echt skalierbar bezüglich der be-
dienbaren Klientenzahl. Abbildung 4.21 stellt schematisch die zu erwartende Rechenlast und
die resultierende maximal ereichbare Framerate eines Streaming-Servers in Abhängigkeit von
der Zahl der verbundenen Klienten für die verschiedenen Ansätze dar.
4.4 Compresslet-Konzept
Der Terminus Compresslet wurde von KONRAD FROITZHEIM und HOLGER BÖNISCH einge-
führt [1, 54] und beschreibt eine von einem Streaming-Klienten gelieferte Programmkompo-
nente zur dynamischen Einbindung in ein Media-Streaming Server-Framework. Solche Com-
presslets waren ursprünglich als Erweiterung von Suns Java Servlet-Technologie gedacht und
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sollten der an die Bedürfnisse des Klienten angepassten, individuellen Codierung und Stro-
merstellung dienen, sowie eigene Transportmechanismen implementieren. Der Streaming-
Server selbst stellt eine Multimedia-Toolbox mit hochperformant implementierten, häufig be-
nötigten Standardalgorithmen zur Verfügung und fungiert selbst nur noch als Framework zum
Management der Compresslets und zur Kommunikation mit einer javaseitigen Compresslet-
Engine. Nativer Teil und Java-Teil kommunizieren miteinander über das Java Native Interface
(JNI) beziehungsweise über ein gemeinsames Speichersegment (Shared Memory). Das ur-
sprüngliche Compresslet-Konzept ist in Abbildung 4.22 skizziert. Nachteil einer solchen Ar-
chitektur sind die durch die hauptsächliche Verwendung von Java-Komponenten zur Codie-
rung und Stromerstellung zu erwartenden Sicherheits- und Performanzprobleme, was durch
ein angepasstes Puffermanagement und die Verwendung der Toolbox kompensiert werden
sollte. Auch wenn die Compresslets in einer Sandbox mit eingeschränkten Rechten arbeiten,
ist beispielsweise nicht zu kontrollieren, ob diese unter Umständen mehrere Threads starten
oder aufwändige Operationen ausführen, die den restlichen Server blockieren würden.
4.4.1 Compresslets in der Media Internet Streaming Toolbox
Da das von BÖNISCH vorgeschlagene Design nicht über ein konzeptuelles Stadium hin-
ausgekommen ist, wurde das Compresslet-Konzept für die Verwendung in MIST adaptiert.
Compresslets sind demnach native, dynamisch ladbare Komponenten, die entweder zum Pro-
grammstart oder während des laufenden Server-Betriebs geladen, konfiguriert und in den
Server-Prozess eingebunden werden können (Server-Plugins). Sie residieren in Programm-
bibliotheken und implementieren das von der TOOLBOX vorgegebene Compresslet-Interface
(siehe Kapitel 5.3). Compresslets realisieren einen spezifischen Teilaspekt der Medienverar-
beitung beziehungsweise der Stromerstellung (z.B.: Wavelet- oder DCT-Transformation und
deren Inverse, Bildgewinnung, Texteinblendung, Mischen von Bildquellen usw.) und bilden
damit die kombinierbaren Grundkomponenten des Streaming-Systems. Es werden alle in Ab-
schnitt 4.1.4 definierten Knotentypen (Quelle, Senke, Konverter, Filter, Multiplexer, Demul-
tiplexer) als Compresslets realisiert. Auf eine explizite Unterscheidung der Verarbeitung der
Mediendaten in Component- und Stream-Encoder, Toolbox-Funktionen und deren Erweite-
rungen durch Java-Compresslets, wie im ursprünglichen Ansatz vorgesehen, wird bewusst
verzichtet, da eine solche Architektur keine entscheidenden Vorteile für die Erstellung flexibler
und skalierbarer Streaming-Anwendungen verspricht. Stattdessen werden sämtliche Aspekte
der Medienverarbeitung durch die Compresslets realisiert. Die Aufteilung in Component- und
Stream-Encoder wird durch das wesentlich flexiblere Konzept der Konstruktion eines Fluss-
graphen aus kombinierbaren Medienverarbeitungs- bzw. Stromerstellungsgraphen ersetzt. Die
Media Internet Streaming Toolbox selbst dient der Einbindung und Verwaltung der Com-
presslets, der Verwaltung von Anwendungsgraphen, der Erzeugung der Flussgraphen und de-
ren Ablaufsteuerung und Ausführung. Für die TOOLBOX sind die Compresslets vollkommen
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tranparent, d.h. es muss nicht explizit zwischen nativen und Java-Compresslets unterschieden
werden.
Zur kompletten Charakterisieung der Eigenschaften eines Compresslets wird ein sogenann-
ter Compresslet-Deskriptor verwendet. Während der Initialisierung kann der Deskriptor ent-
sprechend den Eigenschaften der Systemumgebung angepasst werden. Er reflektiert somit die
Fähigkeiten eines Compresslets in einem bestimmten System. Der Deskriptor liefert sowohl
syntaktische Informationen über den Namen, den Typ, die Kosten für die Ausführung ihres
Dienstes, die Pins, die von ihnen unterstützten Medienformate (siehe Definitionen in Kapitel
4.1) und verwendete knotenspezifische Laufzeitparameter als auch semantische Informatio-
nen in Form von menschenlesbaren, textuellen Beschreibungen der an den Pins erwarteten
Ein- und Ausgabeströme, des Dienstes des Compresslets und der unterstützten Knotenpara-
meter.
Der Name eines Compresslets ist ein eindeutiger Bezeichner. Er wird bei der Konstruktion
der Anwendungsgraphen dazu verwendet, das durch einen Knoten repräsentierte Compress-
let und somit die dadurch bestimmte Medienverarbeitung zu referenzieren. Es ist möglich
dasselbe Compresslet mehrfach unter verschiedenen Namen zu instanziieren. Dies ist insbe-
sondere dann sinnvoll, wenn die übergebenen Initialisierungsparameter ein unterschiedliches
Verhalten der Instanzen bewirken. Das Compresslet VidCapSource ermöglicht beispielswei-
se die Bildgewinnung von an den Rechner angeschlossenen Kameras unter Verwendung der
avcap-Bibliothek (siehe Kapitel 5.7). Um mehrere Kameras gleichzeitig zu unterstützen, muss
das Compresslet für jede einzelne vorhandene Kamera instanziiert werden. Über einen Initia-
lisierungsparameter wird dabei gesteuert, welche der Kameras die entsprechende Instanz ver-
wenden soll. Während der Initialisierung werden die von der gewählten Kamera unterstützten
Formate abgefragt und an den Deskriptor übergeben, um die Format-Informationen für den
Ausgabe-Pin bereitzustellen.
Die Knotenparameter passen das Verhalten eines Compresslets zur Laufzeit für einen kon-
kreten Knoten des Flussgraphen, in dem es verwendet wird, an. Es wird zwischen statischen
und dynamischen Knotenparametern unterschieden je nachdem, ob die Änderung ihres Wer-
tes während der Ausführung des Flussgraphen möglich ist oder nicht. Da Flussgraphen eine
zeitlich eher statische Beschreibung der Medienverarbeitung darstellen, kann mit Hilfe dy-
namischer Parameter wenigstens in einem gewissen Rahmen ein zeitlich veränderliches Ver-
halten beschrieben werden. So können beispielsweise bestimmte Filter zu- oder abgeschalten
werden, der Text einer Laufschrift modifiziert oder verschiedene Quellen zur Einblendung
ausgewählt werden. Da dabei jedoch keine Umkonfiguration des Flussgraphen selbst erfolgt,
sondern lediglich das Verhalten der einzelnen Knoten angepasst wird, müssen bereits alle
Verarbeitungsschritte, die zu einem bestimmten Zeitpunkt vorgesehen sind, im anfänglichen
Flussgraphen enthalten sein.
Nach der Initialisierung werden die Compresslets im Compresslet-Repository gespeichert und
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Abbildung 4.23: Die Stream-ID und die Parameter des gewünschten Formates werden in der Anfrage-
URL codiert und für die dynamische Erweiterung des Flussgraphen zur Erstellung eines den Anforde-
rungen des Klienten angepassten Stromformates verwendet.
somit zur Erzeugung von Knoten für die unterschiedlichen Graphentypen und für den Format-
verhandlungsprozess zur Verfügung gestellt. Die Formatverhandlung basiert allein auf den
im Deskriptor zusammengefassten Informationen über die Eigenschaften der Compresslets.
Der Dienst eines Compresslets kann von mehreren Knoten des Flussgraphen verwendet wer-
den. Diese müssen also in der Lage sein, knotenspezifische Zustandsinformationen und die
Knotenparameter, die das Verhalten des Compresslets beeinflussen, für jeden einzelnen die-
ser Knoten zu verwalten. Die zweite wichtige Aufgabe der Compresslets ist es daher, neben
dem zur Verfügung stellen der für die Formatverhandlung notwendigen Informationen, die
Verarbeitungselemente bereitzustellen, die die tatsächliche Medienverarbeitung für einen be-
stimmten Knoten des Flussgraphen übernehmen und die dazu notwendige Verwaltung knoten-
spezifischer Daten realisieren. Compresslets müssen daher eine Factory-Methode [55, S. 107
ff.] bereitstellen, die ein solches knotenspezifisches Verarbeitungselement, das den Dienst des
Compresslets auf Knotenebene implementiert, liefert.
4.4.2 Klientengesteuerte Stromkonstruktion
Ein Hauptziel des Compresslet-Konzeptes ist die Konstruktion von Videoströmen, die auf die
individuellen Bedürfnisse der Klienten und deren Verbindung zum Server zugeschnitten sind.
Der Ansatz des ursprünglichen Konzeptes für dieses Problem ist die Bereitstellung von Com-
presslets durch die Klienten. Ungeklärt bleibt aber die Frage, wie diese Compresslets in den
Codierungsprozess eingebaut werden. Nach BÖNISCH sollten die Compresslets sich dazu für
bestimmte Rückruffunktionen anmelden können, die als Einstiegspunkte für die gewünschten
Modifikationen an fixen Punkten der Verarbeitungskette dienen [1].
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Bei der Verwendung von Flussgraphen eignet sich dieser Ansatz weniger, da eine feste Defi-
nition von Einstiegspunkten dessen Flexibilität einschränkt und eher schwer möglich ist. Die
Realisierung der klientengesteuerten Stromcodierung auf der Ebene der Compresslets wird
daher auf der Ebene der Anwendungsgraphen ergänzt: Klienten liefern zur individuellen Co-
dierung nicht mehr in jedem Fall komplette Programmteile in Form von Compresslets, sondern
eine unter Umständen partielle Beschreibung des gewünschten Stromformates bis hinab auf
Parameterebene. Diese Beschreibung kann beispielsweise neben der Angabe einer eindeutigen
Stream-ID zur Identifikation des gewünschten Stromes, im Query-Teil einer Anfrage-URL co-
diert werden. Die Server-Anwendung decodiert Typ, Subtyp und Parameter des angefragten
Stromformates und überprüft, ob dessen Formatdurchschnitt mit einer anwendungsbezogenen
Formatvorgabe existiert. Damit kann die Einhaltung gewisser anwendungsspezifischer Ein-
schränkungen beispielsweise für Bildgröße oder Framerate erzwungen werden. Anschließend
wird unter Rückgriff auf die vorhandenen Compresslets und mit der Kentniss des gewünsch-
ten Stromformats ein Stromerstellungsgraphen erzeugt, der die Erstellung des Stromformats
strukturell beschreibt und die decodierten Parameter als Formatvorgabe für das Eingabeformat
der Senke platziert.
Dieser Stromerstellungsgraph wird, falls er nicht schon Teil des ausgeführten Flussgraphen ist,
dazu verwendet, diesen durch einen neuerlichen Formatverhandlungsschritt zu erweitern. Da-
nach wird der Klient mit der Senke in der entsprechenden Stromerstellungsgraphen-Partition
verbunden, um das durch ihn spezifizierte Stromformat zu beziehen. Schließt der letzte Klient
seine Verbindung mit der Senke, wird die Partition wieder aus dem Flussgraphen entfernt. Aus
Performanzgründen kann es sinnvoll sein, die Maximalzahl der so erzeugbaren individuellen
Stromformate zu begrenzen. Neue Anfragen können beim Überschreiten dieser Obergrenze
auf dasjenige bereits vorhandene Stromformat abgebildet werden, das dem angefragten For-
mat am nächsten kommt. Die Erstellung von klientenspezifischen Stromformaten auf Basis
der Erweiterung des Flussgraphen zur Laufzeit wird in Abbildung 4.23 veranschaulicht. Die
Codierung der URL muss nach einem von der Anwendung festgelegten Schema erfolgen.
Das Programm fgrun (siehe Kapitel 2.3) erkennt zur Anforderung eines klientenspezifischen
Stromformates56 über einen HTTPSink-Knoten eine URL, die der folgenden (unvollständig
dargestellten) Grammatik genügt:
56Auch für die von der Applikation vorgegebenen Stromformate wird diese Grammatik verwendet, allerdings




<Param-Liste> ::= <Parameter> | <Parameter>&<Param-Liste>




<URI-Zeichenkette> ::= <Zeichenkette codiert nach RFC 398657>
<Stream-ID> ::= <Zeichenkette ohne reservierte Zeichen
nach RFC 3986>
Ein weiterer denkbarer Ansatz ist es, den Stromerstellungsgraphen nicht serverseitig zu kon-
struieren, sondern dies dem Klienten zu überlassen und dessen komplette Beschreibung als
Teil der Anfrage zu übermitteln. Beide deskriptiven Ansätze haben den Vorteil, dass sie nicht
unter den Sicherheits- und Performanzproblemen leiden, die die Übertragung und Einbindung
von Java-Compresslets mit sich bringt. Natürlich kann es in bestimmten Situationen wün-
schenswert sein, Compresslets zu verwenden, die von den Klienten geliefert werden, wenn
eine Kombination der serverseitig vorhandenen Compresslets die gewünschte Stromerstel-
lung nicht leisten kann. Das Design der TOOLBOX schließt dies nicht aus und beide Ideen zur
Realisierung klientengesteuerter Codierung können sich gegenseitig ergänzen. Welcher der
aufgeführten Mechanismen tatsächlich Verwendung findet, hängt letztlich von den Bedürfnis-
sen der konkreten Anwendung ab.
57RFC 3986 beschreibt die generische Syntax eines Uniform Ressource Identifiers (URI).
5 Architektur und Design
Nachdem im vorrangegangenen Kapitel die grundlegenden Konzepte der Media Internet Stre-
aming Toolbox erläutert worden sind, soll nun die Architektur des Systems vorgestellt werden
und einige Designaspekte detaillierten Einblick in dessen Funktionsweise liefern. Die Archi-
tektur eines auf der Media Internet Streaming Toolbox basierenden Servers lässt sich kon-
zeptuell in die beiden Subsysteme Medienverarbeitung und Ein-/Ausgabe unterteilen. Die-
se beiden Subysteme und deren Beziehungen zueinander sind in Abbildung 5.1 dargestellt.
Der erste Teil dieses Kapitels diskutiert das Ein-/Ausgabe-Subsystem und erläutert, wel-
che Herausforderungen bei der Architektur eines skalierbaren hochperformanten Streaming-
Servers gelöst werden müssen. Der zweite Teil beschäftigt sich dann mit einigen Aspekten
des Medienverarbeitungs-Subsystems. Diese zeigen unter Anderem, auf welche Weise Com-
presslets zu implementieren sind, wie ein Flussgraph aufzubauen ist und nebenläufig ausge-
führt wird. Abgeschlossen wird das Kapitel mit einigen Betrachtungen zur Verwendung von
Java-Compresslets und zur platformunabhängigen Gewinnung von Videodaten mit der avcap-
Bibliothek.
5.1 Das Ein-/Ausgabe-Subsystem
Das Ein-/Ausgabe-Subsystem wartet an einem spezifizierten Serverport passiv auf eingehen-
de Verbindungen von Klienten. Es realisiert das Verbindungsmanagement und den Datenaus-
tausch. Dazu nimmt es die Anfragen der Klienten entgegen, wertet diese aus und veranlasst
das Medienverarbeitungssubsystem zur Erstellung des angeforderten Stromformates. Die Me-
dienverarbeitung verwendet dafür einen nach den Prinzipien in Kapitel 4 erstellten Flussgra-
phen. Die mit den Klienten verbundenen Senken nehmen die codierten Stromdaten entgegen
Abbildung 5.1: Die Architektur eines MIST-Streamingervers wird konzeptuell in Medienverarbeitungs-
und Ein-/Ausgabe-Subsystem eingeteilt.
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und übergeben sie zum Versand an das Ein-/Ausgabe-Subsystem. Nach dem erfolgreichen
Versand über das Netzwerk kann die Erstellung weiterer Stromdaten initiiert werden. Wird
die Verbindung zu einem Klienten beendet, so werden die klientenbezogenen Verwaltungs-
daten gelöscht und es muss überprüft werden, ob das entsprechende Stromformat weiterhin
erstellt werden soll. Eine weitere Aufgabe des Ein-/Ausgabe-Subsystems ist der Empfang von
Stromdaten von einem anderen Streamingserver, die wiederum als Ausgangspunkt für die Me-
dienverarbeitung dienen.
Die Erstellung von hochperformanter Server-Software bringt gänzlich andere Herausforde-
rungen mit sich, als dies für Einzelanwendungen der Fall ist. Die Verbindungen zu einem
Streaming-Server sind charakteristischerweise eher langlebig und übertragen eine relative
große Datenmenge, deren Erstellung wesentlich rechenzeitintensiver ist als deren reiner Ver-
sand. Die Medienverarbeitung dominiert also das Ein-/Ausgabe-Subsystem. Das Design des
Ein-/Ausgabe-Subsystems muss diese Charakteristik berücksichtigen, gerade wenn Klienten-
zahlen in der Größenordnung mehrerer Hundert bedient werden sollen.
Folgende Ziele beeinflussen wesentlich das Design des Ein-/Ausgabe-Subsystems:
• Skalierbarkeit bezüglich der Anzahl gleichzeitig bedienbarer Klienten




Zum Erreichen dieser Ziele stehen sowohl auf Betriebssystemebene als auch auf Designebene
eine große Zahl von Alternativen zur Verfügung. Das Hauptproblem besteht vorrangig in der
Auswahl und Kombination der richtigen Alternativen. Dieser Prozess wird wesentlich durch
das ADAPTIVE Communication Environment (ACE) (siehe Abschnitt 5.2) erleichtert. Es ent-
hält zahlreiche Frameworks und Entwurfsmuster für das Design von Serversoftware sowie ei-
ne Plattformanpassungsschicht und stellt daher das Mittel der Wahl für die Implementierung
der TOOLBOX dar.
5.1.1 Die Socket-API
Sockets bilden einen Mechanismus zur entfernten Interprozess- (IPC) oder Netzwerkkommu-
nikation. Sie stellen in modernen Betriebssystemen58 eine maßgeblich plattformunabhängige,
standardisierte Schnittstelle (API) zwischen der Implementierung der Netzwerkprotokolle und
den Anwendungsprogrammen zur Verfügung. Sockets wurden erstmals 1983 in BSD UNIX
als Schnittstelle zur TCP/IP Protokollsuite verwendet und bilden heutzutage einen de facto
58Bei Microsoft Windows Betriebssystemen wird die API Winsocks genannt.
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Standard für diesen Anwendungsbereich. Die wohl umfassendste und vollständigste Beschrei-
bung der Socket-API stammt von STEVENS et al. [56], SCHMIDT et al. liefern eine kompakte
Übersicht [57, S. 33 ff.]. Zur Entwicklung eines hochperformanten Streaming-Servers ist ein
tiefes Verständnis der Socket-API und ihrer Schwächen unerlässlich. Sie soll daher im Fol-
genden kurz vorgestellt werden.
Ein Socket stellt eine Abstraktion eines Kommunikationsendpunktes dar, der an eine Adresse
gebunden werden kann. Die Adresse besteht bei Verwendung von TCP/IP aus der IP-Adresse
zur Identifikation des Hosts und aus einer Portnummer zur Identifikation eines Prozesses auf
dem Host. Ein Socket-Paar, bestehend aus lokalem und entferntem Socket, abstrahiert somit
eine Verbindung zwischen zwei Prozessen. Der Zugriff auf ein Socket erfolgt über ein soge-
nanntes Handle59. Die Funktionen der API lassen sich in folgende Bereiche kategorisieren:
1. Kontextmanagement: Funktionen zum Anlegen, Initialisieren und Freigeben von
Sockets
2. Verbindungsmanagement: aktiver und passiver Verbindungsauf- und Verbindungsabbau
3. Datentransfer: Funktionen zur verbindungslosen (UDP) und verbindungsorientierten
(TCP) Übertragung von Daten
4. Verwaltung von Optionen: Manipulation betriebssystem- und protokollabhängiger Op-
tionen
5. Adressierung: Auflösung von DNS-Namen in IP-Adressen und umgekehrt
Sockets werden zwar vorwiegend im Zusammenhang mit TCP/IP genutzt, sind aber nicht
prinzipiell auf diese Protokolle beschränkt. So werden weitere Protokollfamilien wie UNIX-
Domain und dazugehörige Adressfamilien unterstützt. Um den Zugriff auf die verschiede-
nen Transportprotokolle zu ermöglichen, werden Servicetypen definiert: SOCK_STREAM für
TCP und SOCK_DGRAM für UDP, falls die Protokollfamilie TCP/IP (PF_INET) verwendet
wird. Werden verbindungsorientierte Protokolle verwendet, dann erfolgt der Verbindungsauf-
bau asymmetrisch. Die eine Seite legt einen passiven Socket zur Entgegennahme von Verbin-
dungen an und wartet dann auf eingehende Verbindungen. Der andere Endpunkt nimmt eine
aktive Rolle bei der Verbindung ein und initiiert die Aufnahme der Verbindung mit dem pas-
siven Endpunkt. Als Ergebnis werden an beiden Endpunkten Sockets erzeugt, die dann zum
Datentransfer verwendet werden können. Die aktive oder passive Rolle, die die Endpunkte
beim Verbindungsaufbau Einnehmen, deckt sich dabei nicht immer zwingend mit der Rolle,
die sie bei der Kommunikation im Sinne eines klassischen Client/Server-Modells einnehmen.
Leider ergeben sich bei der portablen Verwendung der Socket-API zahlreiche schwerwiegende
Limitierungen. So identifizieren SCHMIDT et al. [57, S. 37 ff.] unter anderem die folgenden
Probleme:
59In der UNIX-Literatur wird auch häufig der Begriff Deskriptor verwendet.
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1. Fehleranfälligkeit der API durch
• Benutzung schwach typisierter Handles
• nichtintuitive Initialisierung und Benutzung von Strukturen
• überlagerte Verwendung von Strukturelementen und Funktionen für unterschiedli-
che Protokoll- und Adressfamilien
2. Übermäßige Komplexität der API, verursacht durch Unterstützung zahlreicher
• Protokollfamilien (z.B. TCP/IP, IPX/SPX, ISO OSI, ATM)
• Kommunikations- und Verbindungsrollen (Datentransfer, aktiver und passiver Ver-
bindungsaufbau)
• Optimierungen (z.B. zusammengefasstes Empfangen oder Senden mit einem ein-
zigen Aufruf)
• Optionen (z.B. für Broadcasting, Multicasting, asynchrone Ein-/Ausgabe)
3. Nichtportable und uneinheitliche APIs resultierend aus syntaktischen und semantischen
Inkompatibilitäten, wie beispielsweise
• unterschiedliche Funktionsnamen (die Winsocks-API verwendet beispielsweise
ReadFile() und WriteFile() statt read() und write())
• verschiedene Handle-Typen
• inkonsistente Benennung der Headerdateien
Zur Lösung dieser Probleme stellt ACE eine Sammlung von C++-Klassen zur entfernten In-
terprozesskommunikation zur Verfügung (ACE Socket Wrapper Facade) [57, S. 45 ff.], die die
Details der systemnahen Socket-API kapseln und eine objektorientierte, wiederverwendbare
Schnittstelle anbieten. Diese Klassen benutzen das Wrapper Facade Entwurfsmuster [58]. Sie
verbergen die betriebssystem- und compilerabhängigen Codefragmente, die sich aus der direk-
ten Verwendung der nativen Socket-API ergeben, hinter einer einheitlichen API auf höherer
Ebene. Außerdem wird die Komplexität der Schnittstelle verringert, indem einige Konzepte
(z.B. Verbindungs- und Kommunikationsrollen, Protokoll- und Adressfamilien) vereinfacht
und voneinander getrennt werden.
5.1.2 Das Acceptor-Connector Entwurfsmuster
Ein vielversprechender Ansatz, der besonders die Lösung der Probleme 1. und 2. aus
dem vorhergehenden Abschnitt mit objektorientierten Mitteln adressiert, stellt das Ent-
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Abbildung 5.2: Das Klassendiagramm des Acceptor-Connector Entwurfsmuster.
wurfsmuster Acceptor-Connector [59] dar60. Dieses Entwurfsmuster wird ebenfalls von
ACE zur Verfügung gestellt und von der TOOLBOX intensiv für die verbindungsorientier-
te Kommunikation verwendet. Es separiert die Mechanismen zum Datentransfer von de-
nen zum Aufbau und Einrichten einer Verbindung und ermöglicht somit beispielsweise
eine flexible Änderung der zugrunde liegenden Netzwerk-API, ohne Änderungen am ap-
plikationsspezifischen Kommunikationsprotokoll vornehmen zu müssen. Die Struktur des
Entwurfsmusters ist im Klassendiagramm in Abbildung 5.2 dargestellt. Acceptor und
Connector nehmen die Rolle einer Factory ein. Der Acceptor enthält einen passiven
Endpunkt zur Verbindungsaufnahme und erstellt für jede neu aufgebaute Verbindung einen
ServiceHandler. Dieser wird mit einem Verbindungsendpunkt zum Datentransfer (al-
so beispielsweise einem Socket) ausgestattet. Der Connector implementiert die Strate-
gie zur aktiven Verbindungsaufnahme zu einem entferntern Acceptor und erzeugt für je-
de erfolgreich aufgebaute Verbindung einen ServiceHandler, der das Gegenstück des
vom Acceptor erstellten ServiceHandlers bildet. Gemeinsam implementieren diese
beiden ServiceHandler das applikationsspezifische Kommunikationsprotokoll, während
Acceptor und Connector die Details des Verbindungsaufbaus kapseln.
Der Dispatcher verwendet einen der im Kapitel 5.1.4 vorgestellten Mechanismen
zur Überwachung von Verbindungsendpunkten. Ein Acceptor registriert sich beim
Dispatcher, der wiederum Verbindungsanfragen an den überwachten Endpunkten dem
entsprechenden Acceptor zuordnet und dessen Ereignisbehandlungsmethoden aufruft. Von
60Die Darstellung des Acceptor-Connector-Entwurfsmusters und des Reactor-Frameworks (Kapitel 5.1.4)
soll hier zunächst unabhängig von einer konkreten Middleware oder Klassenbibliothek erfolgen. Für die eigent-
liche Implementierung in MIST wurde ACE verwendet (Kapitel 5.2).
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dieser wird dann der eigentliche Verbindungsaufbau realisiert, der ServiceHandler er-
stellt und ebenfalls beim Dispatcher registriert. Die vom ServiceHandler bereitge-
stellte Methode zur Ereignisbehandlung wird vom Dispatcher immer dann aufgerufen, wenn
dessen Socket neue Daten zum Empfang bereit hält bzw. wenn dieser in der Lage ist, neue
Daten zu versenden. Vom Connector kann der Dispatcher zur Benachrichtigung beim
Komplettieren eines asynchronen Verbindungsaufbaus verwendet werden. Für den synchro-
nen Verbindungsaufbau benötigt der Connector den Dispatcher indes nicht.
5.1.3 Designalternativen für die gleichzeitige Bedienung mehrerer Verbindungen
Ein leistungsfähiger Streaming-Server muss dazu in der Lage sein, gleichzeitig mit einer
großen Zahl von Netzwerkverbindungen umgehen zu können. Der Terminus „gleichzeitig“
bezieht sich auf die simultane Bedienung mehrerer Klientenanfragen (überlappende Ein-
/Ausgabe) und ist nicht zu verwechseln mit echter Nebenläufigkeit, also der gleichzeitigen
Verwendung mehrer Prozessoren. Da zudem kontinuierlich ein intensiver Berechnungsauf-
wand getrieben werden muss, um die gewünschten Stromformate zu erstellen, befindet sich
ein solcher Server häufig unter großer Auslastung. Dies führt zu einem Ressourcenwettstreit
und zu subtilen Effekten, die durch das Scheduling von Prozessen und Threads hervorgeru-
fen werden. Das Design des Servers muss diesen Umständen Rechnung tragen. Traditionell




Das ereignisgesteuerte Modell ist im linken Teil der Abbildung 5.3 dargestellt und wird, neben
dem hier beschriebenem Anwendungsbereich, auch häufig für die Programmierung graphi-
scher Benutzeroberflächen (GUI) eingesetzt. Das ereignisgesteuerte Modell bedeutet, dass die
Programmausführung auf mehrere designierte Rückruffunktionen zur Behandlung spezieller
Ereignisse aufgeteilt wird. Ein Ereignis repräsentiert eine signifikante Zustandsänderung wie
z.B. das Eintreffen von Daten oder einer Verbindungsanfrage an einem Verbindungsendpunkt.
Alternativ können Ereignisse auch explizit vom Programm selbst generiert werden. Die Rück-
ruffunktionen werden registriert und eine Ereignisschleife (auch Dispatcher genannt), die
von einem einzelnen Thread abgearbeitet wird, überprüft permanent das Eintreten der regis-
trierten Ereignisse. Dazu wird einer der in Kapitel 5.1.4 vorgestellten Multiplex-Mechanismen
verwendet. Tritt ein Ereignis ein, so wird die entsprechende Rückruffunktion aufgerufen und
von dieser die Aufgabe ausgeführt, die mit dem Ereignis verbunden ist. Trifft die Ereignisbe-
handlung auf eine I/O-Operation, die blockieren würde, da sie nicht sofort komplett ausgeführt
werden kann (z.B.: read(), write()), dann kann die Ereignisbehandlung abgebrochen
und zu einem späteren Zeitpunkt erneut ausgeführt werden (synchrones I/O) oder die Ausfüh-
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Abbildung 5.3: Mögliche reine Modelle für das Design eines Servers: ereignisgesteuertes Modell (links)
und threadbasiertes Modell.
rung der Operation wird nichtblockierend initiiert und eine weitere Ereignisbehandlung wird
dann durchgeführt, wenn die Operation beendet wurde (asynchrones I/O).
Beim threadbasierten Modell im rechten Teil der Abbildung 5.3 werden die gleichzeitig zu
bearbeitenden Anfragen mehreren Ausführungskontexten zugeordnet. Als solcher kommen
Threads oder Prozesse in Frage. Wegen ihres geringeren Ressourcenverbrauches, der Verwen-
dung eines gemeinsamen Adressraumes und des geringeren Aufwandes zu deren Erzeugung
sind Threads häufig das geeignete Mittel der Wahl. Das threadbasierte Modell kann auf unter-
schiedliche Arten strukturiert werden. So ist es möglich einen speziellen Thread zu definieren,
der eingehende Anfragen entgegennimmt und auf weitere Threads verteilt, die die eigentliche
Beantwortung der Anfrage nebenläufig realisieren. Übliche Strategien sind die Erzeugung von
je einem Thread pro Verbindung oder pro Anfrage. Eine weitere Variante, die den zur Erzeu-
gung der Threads benötigten Aufwand eliminiert, ist die Verwendung eines Thread-Pools.
Dazu wird eine Menge von Threads vorab erzeugt und in einer geeigneten Datenstruktur –
dem Thread-Pool – verwaltet. Soll eine Anfrage bearbeitet werden, wird einer der inaktiven
Threads des Pools aktiviert, der sich dann um die Bearbeitung der Anfrage kümmert. Ist die
Bearbeitung beendet, wird der Thread wieder deaktiviert und wartet auf die Bearbeitung der
nächsten Anfrage.
Ein hybrides Modell, wie es beispielsweise von LI und ZTANCEVIC vorgeschlagen wird [60],
ist eine Mischform aus ereignisgesteuertem und threadbasiertem Modell. Threads werden
dort eingesetzt, wo sie die geeignetere Abstraktion darstellen, z.B. bei der Bearbeitung von
klientenspezifischen Programmteilen. Eine Ereignisschleife wird dagegen eingesetzt, wenn
Threads weniger effizient arbeiten, z. B. bei der Verwendung von asynchronem I/O. Eine
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solche Mischform ist in mehr oder minder stark ausgeprägter Form in den meisten Implemen-
tierungen hochperformanter Server zu finden.
Es gibt seit mehreren Jahrzehnten eine ausführliche Debatte darüber, welches der Program-
miermodelle für welche Zwecke „am Besten“ geeignet sei. Eine ultimative, allgemeingültige
Antwort auf diese Frage zu geben ist nahezu unmöglich. LAUER und NEEDHAM postulieren
die Äquivalenz beider Ansätze, mit identischer Effizienz bei einer hinreichend optimierten Im-
plementierung [61]. BEHREN et al. kommen zu dem Schluss, dass bei Verwendung geeigneter
Optimierungen von Compilern und Thread-Bibliotheken das threadbasierte Modell effizien-
ter ist [62]. OUSTERHOUT hingegen führt eine Reihe von Gründen an, die das Vorziehen des
ereignisorientierten Modells rechtfertigen [63].
Die Argumente lassen sich bei dieser Diskussion in zwei Bereiche unterteilen: Implikationen
bezüglich des Programmiermodells und der Performanz. So bieten Threads die natürlichere
und wesentlich intuitivere Abstraktion einer bestimmten abgeschlossenen Aufgabe, da diese
von Anfang bis Ende von diesem ausgeführt werden kann. Das ereignisgesteuerte Program-
miermodell erfordert die Unterteilung einer Gesamtaufgabe in mehrere kleinere Teile, die von
reentranten Rückruffunktionen implementiert werden. Dazu ist es notwendig, den Zustand
der Bearbeitung einer Anfrage zwischen den Aufrufen zu speichern. Dafür wird häufig ein
endlicher Zustandsautomat eingesetzt. Ein solches Design ist flexibel, leicht anzupassen und
erweiterbar, im Regelfall jedoch weniger intuitiv.
Die Verwendung von Threads erfordert den Einsatz von Synchronisationsprimitiven, wie Mu-
texen oder Semaphoren, wenn auf gemeinsam genutzte Ressourcen zugegriffen werden soll.
Dies bringt wiederum eine ganze Klasse neuer Probleme mit sich. Zirkuläre Abhängigkeiten
zwischen Mutexen können zu Verklemmungen führen, die Nichtberücksichtigung von gleich-
zeitigen Zugriffen führt zu korrupten Daten. Das preemptive Threadkonzept moderner Be-
triebssysteme resultiert in nichtdeterministischem Laufzeitverhalten und erschwert die Fehler-
diagnose. Der Einsatz von Synchronisationsprimitiven führt zur Kopplung unterschiedlicher
Programmteile und zur serialisierten Ausführung der durch die Synchronisationsprimitiven
eingeschlossenen Programmabschnitte. Die Strukturierung des Programms bezüglich der Gra-
nularität solcher synchronisierter Abschnitte ist eine überaus schwierige Aufgabe und bedarf
höchster Sorgfalt. Eine zu feine Granularität führt zu schwer verständlichem, fehleranfälligem
und schlecht erweiterbarem Code mit einem hohen Kopplungsgrad. Eine zu grobe Granula-
rität führt dagegen wegen der Verringerung des Parallelisierungsgrades zu einer ineffizienten
Ausführung, wenn mehrere Prozessoren zur Verfügung stehen.
Vergleicht man die Effizienz eines nebenläufigen Programms mit seinem nichtnebenläufigen
Pendant, so ergibt sich nicht immer automatisch eine Verkürzung der Ausführungszeit. Es hat
wenig Sinn, gleichzeitig mehr aktive Threads zu verwenden, als Ausführungseinheiten tat-
sächlich im System zur Verfügung stehen, da dies zu einem Wettstreit der Threads um den
Prozessor als Ressource führt. Der mit häufigen Kontextwechseln verbundene Aufwand und
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die resultierende Invalidierung des Prozessor-Caches können dann eine drastische Vermin-
derung der Ausführungsgeschwindigkeit zur Folge haben. Gerade bei der Bearbeitung vieler
kurzer Anfragen, die mit geringem rechnerischem Aufwand einhergehen, hat das ereignisge-
steuerte Modell den Vorteil, dass mehrere Anfragen ohne Kontextwechsel vom selben Thread
bearbeitet werden können, bevor der Scheduler des Betriebssystems einen anderen Thread
oder Prozess zur Ausführung bringt.
Ist die Bearbeitung der einzelnen Anfragen aufwändiger und stehen mehrere Prozessoren zur
Verfügung, dann ist das hybride Modell effizienter: Die ein-/ausgabebezogenen Aspekte einer
Anfrage werden ereignisorientiert behandelt, während die eigentliche Berechnung des Ergeb-
nisses der Anfrage von der Ereignisbehandlung an einen Thread aus einem Thread-Pool dele-
giert wird. Die Zahl der Threads im Pool sollte sich nach der Zahl vorhandener Prozessoren
richten. Liegt das Ergebnis der Berechnung vor, wird wiederum ein Ereignis ausgelöst, dessen
Behandlung die berechneten Daten an den anfragenden Klienten sendet. Einen performanz-
kritischen Punkt bildet hier die Verteilung einzelner Anfragen auf die Threads. BAHMANN
und FROITZHEIM weisen beispielsweise auf die Probleme hin, die beim Benachrichtigen
der Threads eines Thread-Pools, der das sehr gebräuchliche Leader/Followers Entwurfsmus-
ter [64] benutzt, mit Hilfe einer Ereignisvariable entstehen können (z.B. „thundering herd“
-Problem61) [65]. Es wird für den Linux-Kernel eine Erweiterung des futex-Konzeptes vor-
geschlagen (kfutex), die die Verlagerung von Strategien zur Aktivierung von Threads aus
dem Kernel- in den Userspace und somit eine effizientere Verteilung der Anfragen auf die
einzelnen Threads ermöglicht.
Dieser Ansatz zeigt auch eine allgemeine Tendenz für das Design hochperformanter Server. Es
exisitiert kein Design, das für alle möglichen Anwendungen optimal ist. Das tatsächlich ver-
wendete Modell ist in hohem Grad abhängig von der konkreten Anwendung. Ist die Struktur
des Problems bekannt, können hochspezialisierte Optimierungen – wie das kfutex-Konzept
für das Leader/Followers-Entwurfsmuster – zum Einsatz kommen. Solche Optimierungen
funktionieren jedoch häufig nur in sehr speziellen Anwendungsfällen und sind oft nicht porta-
bel.
Das in der Media Internet Streaming Toolbox eingesetzte Modell entspricht dem hybriden
Modell. Wie in Abbildung 5.1 dargestellt, erfolgt eine Trennung in zwei Teile: Ein Teil enthält
alle Aspekte, die die Medienverarbeitung und Stromerstellung betreffen. Dieser Teil ist durch
einen großen Rechenzeitbedarf gekennzeichnet und wird von mehreren Threads gleichzeitig
abgearbeitet. Die Anzahl der verwendeten Threads richtet sich nach der Zahl der Prozesso-
ren, so dass vom Vorhandensein mehrerer Ausführungseinheiten effektiv Gebrauch gemacht
werden kann. Weitergehende Ausführungen zur Ausgestaltung der nebenläufigen Medienver-
61Der Begriff beschreibt das gleichzeitige Aktivieren mehrerer Threads, die dann um eine exklusive Ressour-
ce konkurrieren. Lediglich ein Thread kann Zugriff auf diese Ressource erhalten und alle anderen werden wieder
deaktiviert. Der Aufwand für die Aktivierung aller Threads und die massiv ansteigende Zahl von Kontextwech-
seln führen zu erheblichen Performanzeinbußen.
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Tabelle 5.1: Mechanismen zur synchronen Ereignisbenachrichtigung und deren Verfügbarkeit unter ver-
schiedenen Betriebssystemen.
arbeitung finden sich in Kapitel 5.4. Entsprechend der in Kapitel 4.3 vorgestellten CESC-
Prinzipien werden die Daten zur Stromerstellung soweit wie möglich vorberechnet und die
Stromdaten selbst aus diesen zusammengesetzt, wenn neue Daten gesendet werden sollen.
Der zweite Teil – das I/O-Subsystem – besteht aus allen Ein-/ Ausgabe-bezogenen Aspek-
ten, also der Annahme von Verbindungsanfragen, deren Auswertung und Zuordnung zur ent-
sprechenden Senke des Flussgraphen, der dynamischen Erweiterung des Flussgraphen, der
Überwachung der Verbindungsendpunkte sowie dem Versand der im Medienverarbeitungsteil
erstellten Stromdaten. Da dieser zweite Teil durch sehr kurzzeitige Aufgaben mit eher ge-
ringfügigem Berechnungsaufwand gekennzeichnet ist, wird er von einem einzelnen Thread
ausgeführt und arbeitet nach dem ereignisorientierten Modell.
5.1.4 Das Reactor-Framework
Ein Reactor [66] ist ein objektorientiertes Programmgerüst (Framework) zur effizienten Ver-
teilung von gleichzeitig auftretenden Ereignissen und wird vom I/O-Subsystem von MIST zur
Implementierung des ereignisorientierten Modells verwendet. Als Quellen für die Ereignisse
können verschiedene Ereignistypen, z.B. Socket-Handles, Zeitgeber, Betriebssystem-Signale
und Synchronisationsobjekte benutzt werden. Der Anwendungsbereich eines Reactors geht
daher weit über die reine Ein-/Ausgabe hinaus und umfasst zusätzlich die komplette Ablauf-
steuerung von Anwendungen. Der Kern der Ereignisbehandlung besteht aus einem synchronen
Demultiplexing-Mechanismus, der vom Betriebssystem über spezielle Systemaufrufe zur Ver-
fügung gestellt wird. Die wichtigsten Alternativen dafür sind in Tabelle 5.1 zusammengefasst.
Diese Mechanismen überwachen eine Menge von Handles bzw. Deskriptoren, die eine Ereig-
nisquelle repräsentieren. Sie blockieren nach ihrem Aufruf solange, bis eines oder mehrere der
überwachten Ereignisse eingetreten ist, also beispielsweise eines der Ein-/Ausgabe-Handles
bereit für eine nichtblockierende Operation ist (z.B. read() oder write()) oder eine
62Im Unterschied zu poll() erlaubt epoll_*() zusätzlich die Verwendung als zustandsbehaftete Schnitt-
stelle, welche die Erkennung von Zustandsübergängen (Edge Triggered) anstelle des Zustandes selbst (Level
Triggered) ermöglicht. Dies wird im Zusammenhang mit nichtblockierenden Deskriptoren verwendet. Außer-
dem skaliert epoll_*() wesentlich besser auf eine große Zahl von zu überwachenden Deskriptoren und ist
damit unter Linux die Methode der Wahl.
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Abbildung 5.4: Das Klassendiagramm des Reactor -Frameworks.
vorgegebene Zeitspanne abgelaufen ist. Nach dem Aufruf der Funktion können die aktiven
Quellen ermittelt (Demultiplexing) und die entsprechenden Methoden zur Ereignisbehandlung
für diese Quellen aufgerufen werden (Dispatching). Leider unterscheiden sich die Mecha-
nismen zur Ereignisbenachrichtigung hinsichtlich Syntax, Semantik, Ereignistypen, Verfüg-
barkeit und Leistungsfähigkeit zwischen den verschiedenen Betriebssystemen erheblich. Die
Aufgabe des Reactors ist es daher, auch die betriebssystemabhängigen Eigenheiten der nativen
API zu verbergen und eine portable, objektorientierte und leicht zu verwendende Schnittstelle
zur Verfügung zu stellen. Dazu wird zum einen das Facade-Entwurfsmuster [55, S. 185 ff.] zur
Abstraktion der Schnittstelle benutzt und zum anderen das Bridge-Entwurfsmuster [55, S. 151
ff.] zur Entkopplung der betriebssystemabhängigen Implementierung von dieser Abstraktion.
Die Struktur des Reactor-Frameworks ist im Klassendiagramm in Abbildung 5.4 dargestellt.
Es besteht aus einer Klasse namens Reactor (häufig auch Dispatcher genannt) und aus
der abstrakten Basisklasse EventHandler. Die Klasse Reactor stellt mehrere Methoden
unterschiedlicher Signatur zur Registrierung von applikationsspezifischen EventHandler-
Objekten und den zugehörigen Handles zur Verfügung. Dies erlaubt die Registrierung für
Ereignisse unterschiedlichen Typs. Konkrete EventHandler erben von der abstrakten Ba-
sisklasse EventHandler und überladen jene virtuellen Funktionen, die für die Behand-
lung eines konkrete Ereignisses vom Reactor aufgerufen werden. Gleichzeitig können die
EventHandler notwendige Zustandsinformationen speichern. Über die Rückgabewerte der
Methoden zur Ereignisbehandlung wird dem Reactor mitgeteilt, wie zukünftig mit der Er-
eignisbehandlung fortgefahren werden soll: Ein EventHandler kann beispielsweise wie-
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derholt aufgerufen werden, wenn alle anderen Ereignisse behandelt wurden63 oder automa-
tisch aus dem Reactor entfernt werden, wenn die zugehörige Verbindung beendet wurde.
Insbesondere im Zusammenspiel mit nichtblockierenden Sockets kann so durch kooperative
EventHandler eine sehr effiziente gleichzeitige Handhabung mehrerer Netzwerkverbin-
dungen realisiert werden.
Der Reactor enthält darüber hinaus die Ereignisschleife, die solange abgearbeitet wird, bis
der Reactor beendet wird oder ein Fehler eintritt (run_reactor_event_loop()). Die
Ereignisschleife benutzt je nach Implementierung einen der Benachrichtigungsmechanismen
aus Tabelle 5.1 und ruft für auftretende Ereignisse die zum Ereignistyp gehörende Methode
des registrierten EventHandlers auf.
Ein Beispiel für die Verwendung des Reactor-Framerworks liefert das Acceptor-Connector-
Entwurfsmuster aus Kapitel 5.1.2, das sich nahtlos in das Reactor-Framework integrieren
lässt. Der im Klassendiagramm in Abbildung 5.2 verwendete Dispatcher entspricht dem
Reactor. Acceptor, Connector und ServiceHandler sind konkrete Implementie-
rungen eines EventHandlers und können somit beim Reactor registriert werden. Reac-
tor-Framework und das Acceptor-Connector-Entwurfsmuster bilden gemeinsam den Haupt-
bestandteil des I/O-Subsystems der TOOLBOX.
5.2 ADAPTIVE Communication Environment (ACE)
Das ADAPTIVE64 Communication Environment (ACE) ist seit 1992 aus der Forschungs- und
Entwicklungsarbeit von DOUGLAS C. SCHMIDT an der University of California, Irvine her-
vorgegangen. Es handelt sich um eine quelloffene, objektorientierte C++-Klassenbibliothek,
für die es durch die Firma Riverace auch kommerzielle Unterstützung gibt und an der von
einer großen Entwicklergemeinde nach wie vor aktiv gearbeitet wird. ACE ist für dutzende
Betriebssysteme verfügbar, unter anderem auch für GNU/Linux, Mac OS X und Windows
XP/Vista also die Betriebssysteme, auf denen MIST mindestens lauffähig sein soll. Es unter-
stützt zahlreiche Compiler und wurde bereits in vielen großen und kleinen Softwareprojekten
in Industrie und Forschung erfolgreich eingesetzt. Im Vorwort von [67] wird ACE als „host in-
frastructure middleware for performance-driven, multiplatform, networked and/or concurrent
software systems“ beschrieben. Tatsächlich ist es schwierig den kompletten Funktionsumfang,
den ACE bietet, in einem einzigen Satz zusammenzufassen. Es besteht aus einer großen Zahl
von Klassen, Schnittstellen, Entwurfsmustern und Frameworks für Programme, deren Fokus
im Bereich der portablen und hochperformanten Netzwerkkommunikation und nebenläufigen
Programmausführung liegt. Bei näherer Betrachtung lassen sich die vielen Komponenten in
63Dies kann notwendig sein, wenn aus Fairnessgründen nicht sofort alle vorhandenen Daten von einem Socket
gelesen und verarbeitet werden sollen.
64ADAPTIVE: A Dynamically Assembled Protocol Transformation, Integration and eValuation Environment
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Abbildung 5.5: Die Architektur von ACE ist in mehrere funktionale Schichten unterteilt.
mehrere funktionale Schichten aufteilen. Eine vereinfachte Ansicht dieser Architektur ist in
Abbildung 5.5 dargestellt. Sie besteht aus den folgenden Schichten:
• Betriebssystem-Anpassungsschicht (OS Adaptation Layer): Sie setzt direkt auf den C-
APIs des Betriebsysstems auf und bietet eine einheitliche Menge von Systemfunktionen
für alle Betriebssysteme, für die ACE implementiert ist. Wird eine Funktion nicht vom
Betriebssystem bereitgestellt, so wird sie emuliert (falls dies möglich ist), andernfalls
wird der Aufruf durch Inline-Code ersetzt. Dadurch werden die übrigen Schichten und
Anwendungen, die ACE verwenden, von plattformspezifischen Eigenheiten und Abhän-
gigkeiten abgeschirmt.
• Wrapper Facade Schicht: Diese Schicht bietet typsichere C++-Schnittstellen, die die C-
APIs kapseln und erweitern. Damit wird eine objektorientierte, portable Schnittstelle
geschaffen, die eine einfachere und sicherere Benutzung der verschiedenen Subsysteme
erlaubt. Ein Beispiel für einen solchen Wrapper Facade ist der Socket Wrapper Facade.
Dieser versteckt die Socket-API hinter einer typsicheren C++-Schnittstelle, die die im
Kapitel 5.1.1 genannten Schwachstellen und Problem der Socket-API behebt.
• Programmgerüste/Entwurfsmuster: Ein Framework ist eine integrierte Sammlung zu-
sammenwirkender Komponenten, die eine wiederbenutzbare Architektur für Anwen-
dungen aus einem bestimmten Bereich bilden [68, S. 3]. Dazu wird sowohl die Funk-
tionalität der Wrapper Facades erweitert als auch zahlreiche Entwurfsmuster implemen-
tiert. Beispiele für Komponenten dieser Ebene sind das von ACE implementierte und in
Kapitel 5.1.4 vorgestellte Reactor-Framework oder das von ACE ebenfalls zur Verfü-
gung gestellte und in Kapitel 5.1.2 erläuterte Acceptor-Connector-Entwurfsmuster.
• Anwendungsebene: Sie besteht aus den Anwendungen, die ACE direkt oder indirekt
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Abbildung 5.6: Compresslets liefern zum einen Informationen über ihre Fähigkeiten, die von der
Formatverhandlung benötigt werden. Zum anderen fungieren sie als Factory zur Erzeugung von
CompressletImpl-Objekten. Diese realisieren die Medienverarbeitung in den Knoten des Fluss-
graphen. Verwaltet werden die Compresslet-Instanzen vom CompressletRepository-Singleton.
nutzen. Die Programme können dabei selektiv die Funktionen aller Schichten nutzen.
Es ist daher möglich unter Umgehung sämtlicher Frameworks und Wrapper/Facades
direkt die Betriebssystem-Anpassungsschicht zu verwenden, um portable Software zu
erstellen. Auf dieser Schicht ist die MIST-Bibliothek angesiedelt.
Einer der Hauptgründe für die Verwendung von ACE in der Media Internet Streaming Tool-
box ist das Erreichen eines hohen Grades an Portabilität mit relativ geringem Aufwand
durch die Verwendung der Betriebssystem-Anpassungsschicht. Darüber hinaus macht das
I/O-Subsystem intensiven Gebrauch von Reactor und Acceptor-Connector. Die Ablaufsteue-
rung und nebenläufige Ausführung der Elemente des Flussgraphen beruht wesentlich auf den
Thread- und Synchronisations-Wrappern. Die Einbindung der Compresslets zur Laufzeit wird
durch die Benutzung des Service-Configurator-Frameworks von ACE erleichtert.
5.3 Die Compresslet-Schnittstelle
Compresslets führen die Verarbeitung der Mediendaten in den Knoten des Flussgraphen durch
(siehe Kapitel 4.4 für Informationen zum Compresslet-Konzept). Um von der Media Internet
Streaming Toolbox eingebunden werden zu können, müssen sie die Compresslet-Schnittstelle
implementieren. Das Klassendiagramm für die Klasse Compresslet und der wichtigsten
mit ihr in Verbindung stehenden Klassen ist in Abbildung 5.6 dargestellt. Zum Laden und
Instanziieren der Compresslets wird das ACE Service Configurator Framework verwendet
[67, S. 419 ff.]. Es ermöglicht die Übergabe von Initialisierungsparametern und die mehrfa-
che Einbindung der Compresslets unter verschiedenen Namen. Die Konfiguration der einzu-
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Abbildung 5.7: Der CompressletDescriptor enthält Informationen über die Knotenparame-
ter, die das Verhalten des Compresslets zur Laufzeit bestimmen und die Struktur der Compress-
lets, also über deren Ein- und Ausgabe-Pins (Pin) sowie die von diesen unterstützten Medienfor-
mate (MediaFormat). Die Spezifikation der Medienformate erfolgt durch ein Objekt der Klasse
ParameterSet, das eine Menge von Parameter-Objekten unterschiedlichen Typs verwaltet.
bindenden Compresslets kann entweder über eine spezielle Konfigurationsdatei65 oder direkt
von der Anwendung durch Aufrufe von Methoden der Klasse ACE_Service_Config mit
Textzeilen, die sonst in der Konfigurationsdatei stehen würden, erfolgen. Compresslets, die
so eingebunden werden sollen, müssen von der Klasse ACE_Service_Object erben. Die
Compresslet-Instanzen werden im Singleton [69, S. 129 ff] CompressletRepository
verwaltet und über dieses der Formatverhandlung und der Flussgraphenkonstruktion zur Ver-
fügung gestellt. Bei einem Singleton handelt es sich um ein Entwurfsmuster, das sicherstellt,
dass nur eine einzelne Instanz einer Klasse existiert und diese global verfügbar macht.
Die Compresslets müssen die beiden folgenden Aufgaben bewältigen:
1. Bereitstellung einer Beschreibung der Fähigkeiten eines Compresslets über ein Objekt
der Klasse CompressletDescriptor und
2. Erzeugung von Objekten, die von der Klasse CompressletImpl erben, die kno-
tenabhängige Verwaltung der Zustandsinformationen übernehmen und die eigentliche
Medienverarbeitung in den einzelnen Flussgraphen-Knoten realisieren.
Die Klasse CompressletDescriptor ist zusammen mit den wichtigsten mit ihr in
65Der Standardname der Konfigurationsdatei lautet compresslets.conf.
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Abbildung 5.8: Zustandsdiagramm eines Compresslets und seiner CompressletImpl-Objekte.
Ein Compresslet ist eine Factory und erzeugt für jeden Knoten, in dem es verwendet wird, ein
CompressletImpl-Objekt. Dieses übernimmt die Zustandsverwaltung im Knoten und implementiert
den Dienst des Compresslets.
Verbindung stehenden Klassen in Abbildung 5.7 dargestellt. Die vom Compresslet-
Descriptor gelieferten Informationen beschreiben die Struktur des Compresslets und den
Dienst, den es erbringt. Sie bilden die Grundlage der Formatverhandlung und setzen sich aus
den folgenden Daten zusammen:
• Name: Ein eindeutiger Bezeichner zur Referenzierung des Dienstes des Compresslets
in den Knoten der Anwendungsgraphen.
• Typ: Quelle, Senke, Filter, Konverter, Multiplexer oder Demultiplexer (siehe auch Ab-
schnitt 4.1.4).
• Definition der Ein- und Ausgabe-Pins: Name der Pins, unterstützte Medienformate, Ab-
hängigkeiten nach der I/O-Partnerreleation, menschenlesbare Beschreibung der Daten,
die sie entgegennehmen/ausgeben.
• Verwaltungsinformationen: Version, Autor und menschenlesbare Beschreibung des
Compresslets und seiner Initialisierungs- und Knotenparameter.
• Kosten: Die zur Ausführung des Dienstes eines Compresslets in einem Flussgraphen-
Knoten veranschlagten Kosten (siehe auch Abschnitt 4.2.7).
• Knotenparameter: Die Menge der Knotenparameter zur Beeinflussung des Laufzeitver-
haltens mit Beschreibung und Standardwerten.
5.3.1 Der Compresslet-Lebenszyklus
Der Lebenszyklus eines Objektes der Klasse Compresslet steht eng in Verbin-
dung mit der Klasse CompressletImpl und ist im Zustandsdiagramm in Abbildung
5.8 dargestellt. Das Laden und Instanziieren der Compresslets wird von der Metho-
de ConfigManager::open() vorgenommen. Die Klasse ConfigManager ist ein
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Singleton, das die Grundkonfiguration (z.B.: Log-Dateien, Server-Einstellungen, Klassen-
pfade für Java-VM) der TOOLBOX übernimmt. Sie liest dazu die Konfiguration aus ei-
ner Datei (standardmäßig mist.conf), importiert die Anwendungsgraphen (aus .spec-
Dateien, die in bestimmten Verzeichnissen gesucht werden) und wertet die Einträge
der Compresslet-Konfigurationsdatei (standardmäßig: compresslets.conf) aus. Die-
se enthält für jedes zu ladende Compresslet einen Eintrag, in dem Name, Biblio-
thek und Initialisierungsparameter in einer bestimmten Form angegeben werden [68,
S. 145]. Wird die Anwendung bereits ausgeführt, so kann mit der statischen Methode
ACE_Service_Config::process_directive() ein einzelner solcher Eintrag ver-
arbeitet und ein Compresslet geladen werden.
Compresslets können mehrfach mit unterschiedlichem Namen instanziiert werden, was bei-
spielsweise sinnvoll ist, wenn ein Initialisierungsparameter verwendet wird, von dem das
konkrete Verhalten des Compresslets abhängig ist. So können mehrere Webcams durch das
Anlegen einer dedizierten Instanz des VidCapSource-Compresslets für jede dieser Webcams
verwendet werden. Ein weiteres Beispiel für eine sinnvolle Anwendung dieses Mechanis-
mus demonstrieren die Compresslets MultiPIPMux und MultiSwitch, bei denen die Zahl der
Eingabe-Pins über einen Initialisierungsparameter gesteuert wird.
Nach dem Anlegen der Compresslet-Instanz wird zunächst einmalig die Methode init()
zur Initialisierung des Objektes aufgerufen. Hier sollte die Auswertung der übergebenen
Initialisierungs-Parameter erfolgen. Weiterhin sollte in dieser Methode die Initialisierung des
CompressletDescriptor-Objektes vorgenommen werden. Eine Instanz des Compress-
lets VidCapSource identifiziert hier beispielsweise die Webcam, die verwendet werden soll,
ermittelt von dieser die verfügbaren Formate und erzeugt die entsprechenden MediaFormat-
Objekte für den Ausgabe-Pin.
Die zu init() korrespondierende Methode beim Entladen des Compresslets heißt fini().
Sie wird einmalig unmittelbar vor der Objekt-Destruktion aufgerufen und sollte für abschlie-
ßende Aufräumarbeiten wie das Schließen von Geräten und Dateien benutzt werden.
Oft hängen die Medienformate, die der Pin eines Compresslets unterstützt, von den konkre-
ten Knotenparametern des Anwendungsgraphenknotens ab, in dem das Compresslet verwen-
det werden soll. Da die Knotenparameter zum Zeitpunkt der Initialisierung des Compresslets
nicht bekannt sind und sich von Knoten zu Knoten unterscheiden, können in solchen Fäl-
len die Medienformate nicht direkt für den Pin des Compresslets angegeben werden, sondern
werden als knotenabhängige Constraint-Formate spezifiziert. Constraint-Formate werden in
Anwendungsgraphen dazu verwendet, steuernd in die Formatverhandlung einzugreifen. Sie
werden für die Pins der Anwendungsgraphen, die die Compresslets repräsentieren, spezifi-
ziert und erzwingen die Einhaltung bestimmter Formatvorgaben an der entsprechenden Stelle
des Flussgraphen (siehe Kapitel 4.1.7).
Um einem Compresslet die Gelegenheit zu geben, die parameterabhängigen Formatvorgaben
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für einen konkreten Knoten zu initialisieren, wird die Methode initConstraints() des
Compresslets aufgerufen. Als Argument werden die Parameter des Knotens übergeben, für
den die Constraint-Initialisierung erfolgt, sowie ein Container zur Aufnahme der erzeugten
Constraint-Formate. Der Aufruf erfolgt vor der Formatverhandlung für jeden Anwendungs-
graphen separat und mit dessen Knotenparametern als Argument.
Für das Compresslet WCVFileSource wird beispielsweise der Name einer Datei, die einen
komprimierten Videostrom im DeltaWCV- oder MotionWCV-Format enthält, als Knotenpa-
rameter angegeben. Die konkrete Formatdefinition und -spezifikation des in der Datei gespei-
cherten Stromes werden zum Aufbau des Flussgraphen benötigt. Sie sind jedoch erst nach der
Analyse der Stromdaten bekannt. Da Aufbau und Start des Flussgraphen als getrennte Prozes-
se realisiert werden, muss diese Analyse vor der Formatverhandlung geschehen. Das WCVFi-
leSource-Compresslet öffnet in initConstraints() beispielsweise die für den Knoten
spezifizierte Datei, analysiert den Strom-Header und erzeugt ein entsprechendes Constraint-
Format für seinen Ausgabe-Pin.
Nachdem der Flussgraph konstruiert wurde, muss für jeden seiner Knoten ein spezielles,
Compresslet-spezifisches, von CompressletImpl abgeleitetes Objekt erzeugt werden,
das die Verwaltung der Zustandsinformationen und die Medienverarbeitung in dem Knoten
übernimmt. Dieses Objekt wird von der Factory-Methode createCompressletImpl()
des Compresslets, das im entsprechenden Knoten verwendet werden soll, erzeugt.
Durch das Überladen der ohne Funktionalität implementierten Methoden der Basisklasse
CompressletImpl wird dann die eigentliche Funktion des Compresslets realisiert.
Die Methoden der Klasse CompressletImpl spiegeln die Ablaufsteuerung auf Knoten-
Ebene wider: start() und stop() werden aufgerufen, wenn die Verarbeitung in dem
Knoten gestartet oder beendet wird. suspend() und resume() werden aufgerufen, wenn
die Verarbeitung temporär unterbrochen bzw. fortgesetzt wird. Das ist beispielsweise dann
der Fall, wenn der Flussgraph erweitert oder reduziert wird. Die Methode service() wird
schließlich immer dann aufgerufen, wenn neue Eingabe-Daten für einen Knoten vorliegen;
hier erfolgt die Medienverarbeitung. Die Methode updateDynamicParams()wird aufge-
rufen, wenn die als dynamisch deklarierten Knotenparameter vom Anwender geändert wurden
und neu ausgewertet werden müssen.
5.3.2 Kommunikation der Compresslets mit der TOOLBOX
Die Klasse CompressletImpl deklariert die Methoden start(), stop(), sus-
pend(), resume() und service(), um den Dienst eines Compresslets in einem Fluss-
graphen-Knoten zu implementieren. Dazu müssen die CompressletImpl-Objekte in der
Lage sein, die folgenden Aktionen auszuführen:
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Abbildung 5.9: Über ein Objekt der Klasse CompressletContext, das die Methoden von Com-
pressletImpl als Argument erwarten, werden die konkreten Medienformate bestimmt, Ein- und
Ausgabedaten entgegengenommen und ausgegeben, die Knotenparameter ermittelt und diverse Steue-
rungsaufgaben abgewickelt.
• Ermitteln der aus der Formatverhandlung hervorgegangenen, eindeutigen Medienfor-
mate ihrer Ein- und Ausgabe-Pins.
• Beziehen der aktuellen Eingabe-Daten und Generieren von Ausgabe-Daten.
• Ermitteln der aktuellen Knotenparameter.
• Zugriff auf die Klienten-IDs, für die der Knoten gerade ausgeführt wird (nur für asyn-
chrone Partitionen).
• Auslösen der Abarbeitung der entsprechenden Partition des Flussgraphen, wenn neue
Daten
– zur Verarbeitung vorliegen (Quellen) oder
– konsumiert werden können (Senken asynchroner Partitionen).
• Aktivierung/Deaktivierung des Knotens, den sie repräsentieren (nur für Senken) und
Auslösen der Neubewertung der Aktivierung aller Knoten des Flussgraphen.
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• Registrierung diverser Objekte zur Behandlung von Ereignissen (z.B. Verbindungsan-
frage für spezielle Senke).
Diese Aufgaben realisieren die CompressletImpl-Objekte über den Compresslet-
Context, der im Klassendiagramm in Abbildung 5.9 dargestellt ist. Er wird als Parameter
an die CompressletImpl-Methoden übergeben und ist nur während der Ausführung die-
ser Methoden gültig, da er jeweils vor deren Aufruf von der TOOLBOX aktualisiert wird. Die
bereitgestellten Zeiger auf die Objekte vom Typ, FG_Trigger, FG_VertexActivator,
Clock und ACE_Reactor können jedoch gespeichert und zu jedem beliebigen Zeitpunkt
benutzt werden.
Durch die Verwendung des FG_Trigger-Objektes wird die Ausführung des Flussgraphen
ausgelöst. Dies kann entweder durch einen Quellknoten oder durch die Senke eines asyn-
chronen Stromerstellungsgraphen geschehen (siehe Kapitel 5.4). So verwendet beispielsweise
VidCapSource den FG_Trigger, um die Abarbeitung des Flussgraphen auszulösen, wenn
neue Daten von der entsprechenden Webcam geliefert wurden, HTTPSink verwendet ihn, um
die Erstellung neuer Stromdaten für einen bestimmten Klienten auszulösen.
Der FG_VertexActivator verändert den Aktivierungszustand eines Knotens und löst die
Neubewertung des Aktivierungszustandes aller seiner Vorgängerknoten im Flussgraphen aus
beispielsweise, wenn eine Senke mit ihrem ersten Klienten verbunden wird oder die letzte
Verbindung einer Senke beendet wird (siehe Abschnitt 4.2.11).
Der FG_Scheduler koordiniert für einen Flussgraphen die nebenläufige Ausführung der
einzelnen Knoten, der JobScheduler kann hingegen von einem Knoten selbst dazu ver-
wendet werden, seinen Dienst nebenläufig von mehreren Threads ausführen zu lassen, ohne
dazu selbst Threads erzeugen zu müssen (siehe Kapitel 5.4 für eine detaillierte Beschreibung).
Mit jedem Flussgraphen ist außerdem ein ACE_Reactor assoziiert, der von den Compress-
lets dazu benutzt wird, ihre Ein-/Ausgabe abzuwickeln (z.B.: Senden der Stromdaten im
HTTPSink) oder bestimmte Aufgaben zu festgelegten Zeitpunkten zu erledigen (z.B. Dar-
stellung der Frames durch den XVideoRenderer).
Das Clock-Objekt des Flussgraphen stellt den Knoten eine einheitliche Zeitbasis zur Ab-
leitung ihrer Zeitstempel und zur Synchronisation der Medienverarbeitung zur Verfügung.
Durch Verwendung eines Clock-Objektes, das eine gegenüber der normalen Zeit skalierte
Zeit verwendet, kann beispielsweise eine beschleunigte oder eine verlangsamte Wiedergabe
eines Stromes aus einer Datei realisiert werden (alternativ kann auch die Framerate der Quelle
über einen Knotenparameter manipuliert werden).
Die Methode getClientIDList() gestattet den Zugriff auf die IDs der Klienten für die
der entsprechende Knoten gerade ausgeführt wird. Sie wird vom FG_Trigger durch die
Gruppierung der Klienten bezüglich ihres Vorgängerframes erstellt und erlaubt die Verwal-
tung eines klientenspezifischen Zustandes. Der ClientChangeDetector verwaltet beispielswei-
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Abbildung 5.10: Sequenzdiagramm für die Verwendung des ConnectionHandlers. Eine Senke re-
gistriert beim Start ein ConnectionHandler-Objekt. Dieses enthält einen StreamDescriptor
zur Beschreibung des Stromes. Bei eingehenden Verbindungen kann dieser von der Anwendung (hier:
HTTPCommonService) dazu verwendet werden, nach der Analyse der URL die Anfrage der korrek-
ten Senke zuzuordnen. Registrierung und Verwendung der ConnectionHandler erfolgen in der
Regel aus unterschiedlichen Threads (weiß und blau) heraus. Der Zugriff auf die Liste der Handler und
auf die Handler selbst muss daher synchronisiert werden.
se anhand der Klienten-ID die Sequenznummer des Vorgängerframes, um mit der Generatio-
nenkarte die klientenabhängigen, geänderten Bereiche zu extrahieren.
5.3.3 Abbildung von Verbindungsanfragen auf die Senken
Da der Flussgraph für gewöhnlich mehrere Senken besitzt, wird ein Mechanismus benötigt,
der es der Anwendung ermöglicht, nach der Analyse der URL der Strom-Anforderung die
Verbindung eindeutig einer der Senken zuzuordnen. Dazu muss die Senke bei ihrem Start ein
von ConnectionHandler abgeleitetes Objekt mittels registerHandler() registrie-
ren. Die Registrierung von ConnectionHandlern kann jedoch auch direkt von der An-
wendung bei der Klasse FlowGraph vorgenommen werden. Eine spezielle Implementierung
des ConnectionHandlers decodiert beispielsweise aus der Anfrage-URL benutzerdefi-
nierte Formatparameter, konstruiert einen entsprechenden Stromerstellungsgraphen und hängt
diesen an den Flussgraphen an.
Ein konkreter ConnectionHandler implementiert die Rückrufmethoden, die aufge-
rufen werden, wenn ein Klient zur Senke, für die der Handler registriert ist, hinzuge-
fügt oder entfernt werden soll (addClient(), removeClient()). Zur Unterschei-
dung der ConnectionHandler verschiedener Quellen wird dieser mit einem Stream-
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Descriptor instanziiert, der eine menschenlesbare Beschreibung des Stromes und dessen
Stream-ID enthält.
Der ConnectionHandler selbst ist vollkommen unabhängig vom konkreten Mechanis-
mus, der zur Verbindungsanfrage verwendet wird. Er enthält lediglich eine Beschreibung des
Stromes der Senke, auf die er Klienten-Verbindungen abbildet. Es liegt im Verantwortungs-
bereich der Applikation, den Anfragemechanismus zu implementieren und die Anfragen dem
passenden ConnectionHandler zuzuordnen. Andere Anfragemechanismen als die in die-
ser Arbeit verwendeten Anfrage-URLs sind daher durchaus denkbar.
Das Sequenzdiagramm, das den Ablauf der Registrierung und die Verwendung der
ConnectionHandler zeigt, ist in Abbildung 5.10 dargestellt. Da die Registrierung und
die Verwendung der ConnectionHandler aus unterschiedlichen Threads heraus erfolgen,
ist eine Synchronisation des Zugriffs unerlässlich und wird durch die entsprechenden lock()
und release()-Methoden realisiert.
Erhält die Anwendung nun eine Verbindungsanfrage, beispielsweise in Form einer HTTP-
Anforderung, kann die Anforderungs-URL (siehe Kapitel 4.4.2) analysiert und in ihre Be-
standteile zerlegt werden. Es wird dann derjenige ConnectionHandler ausgewält, des-
sen Stream-ID mit der Stream-ID der URL übereinstimmt. Die Methode addClient() des
Handlers wird aufgerufen und fügt – je nach Implementierung des Handlers – die neue Ver-
bindung entweder direkt einer existierenden Senke hinzu oder erzeugt einen Stromerstellungs-
graphen, der das gewünschte Format beschreibt, verbindet diesen mit dem Flussgraphen und
fügt die Verbindung zu der neu entstandenen Senke hinzu.
5.3.4 Austausch von Mediendaten über die Klasse ComponentBuffer
Der Austausch von Mediendaten zwischen den verbundenen Pins benachbarter Knoten er-
folgt über einen sogenannten ComponentBuffer. Dieser wird von den dafür vorgesehenen
Methoden des CompressletContext-Objektes zurückgegeben: Die aktuellen Eingabeda-
ten liefert getInBuffer(); getOutBuffer() übergibt eine änderbare Kopie der letzten
Ausgabedaten.
Die Nutzung temporaler Redundanz zur blockweisen Aktualisierung der Ausgabedaten ei-
nes Knotens stellt eines der Schlüsselkonzepte der CESC-Architektur dar (siehe Abschnitt
4.3.4). Neben den eigentlichen Mediendaten enthält der ComponentBuffer zusätzliche
Metadaten wie die Sequenznummer, den Zeitstempel und die für die blockweise Aktuali-
sierung benötigte BlockChangeMap. Sie verwaltet Informationen über die Blockeintei-
lung und darüber, welche Blöcke sich bezüglich eines Referenzframes geänderten haben. Die
BlockChangeMap ist das Resultat der Änderungserkennung (siehe Abschnitt 4.3.5) und
beschreibt die Änderungen im originalen Bildbereich. Zusätzliche von den Knoten vorgenom-
mene Modifikationen müssen in der BlockChangeMap ebenfalls festgehalten werden. Mit
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Abbildung 5.11: Die Eingabe-Pins der Knoten verwenden eine FIFO-Warteschlange zur Speicherung
der ComponentBuffer. An der Schnittstelle zwischen den Partitionen des Medienverarbeitungsgra-
phen und der asynchronen Stromerstellungsgraphen ist der Knoten selbst dafür verantwortlich, alle
Eingabe-ComponentBuffer zu entnehmen und die Strategie zum verwerfen überflüssiger Medien-
daten zu implementieren.
speziellen Iteratoren kann auf die Koordinaten der geänderten Bildblöcke entweder einzeln zu-
gegriffen werden oder diese zu größeren horizontalen Blöcken zusammengefasst werden. Die
Bildung großer Blöcke ist bei der Teilberechnung von Vorteil, da sie häufig eine effizientere
blockweise Aktualisierung erlauben (z.B. bei der diskreten Wavelet-Transformation).
Die nebenläufige Ausführung eines Flussgraphen garantiert lediglich, dass die Knoten in
der korrekten Reihenfolge entsprechend ihrer Abhängigkeiten abgearbeitet werden. Der ge-
naue zeitliche Ablauf ist dabei jedoch nicht deterministisch. Demzufolge ist es möglich, dass
beispielsweise ein Quellknoten zunächst mehrere Ausgabe-ComponentBuffer erzeugt,
bevor seine Nachfolge-Knoten für jede einzelne dieser Ausgaben ausgeführt werden. Da-
her sind die Eingabe-Pins mit einer FIFO66-Warteschlange ausgestattet, mit deren Hilfe die
ComponentBuffer zwischengespeichert und den Nachfolge-Knoten in der korrekten Rei-
henfolge übergeben werden. Die Verwendung der FIFO-Warteschlangen wird in Abbildung
5.11 illustriert.
Die asynchrone Partition eines Stromerstellungsgraphen wird jedoch nicht für jeden Eingabe-
ComponentBuffer ausgeführt. An der Schnittstelle zwischen der Partition des Medien-
verarbeitungsgraphen und der asynchronen Partition eines Stromerstellungsgraphen findet die
Entkopplung von Medienverarbeitung und Stromerstellung statt. Die Knoten an dieser Schnitt-
stelle sind selbst für die vollständige Entnahme aller ComponentBuffer durch den wieder-
holten Aufruf von getInBuffer() sowie deren Verwaltung verantwortlich. Sie sind eben-
falls für die Strategie zur Auswahl der zu verwerfenden Eingabedaten zuständig, wenn die
asynchrone Partition mit einer geringeren Framerate arbeitet als der Rest des Flussgraphen.
So gibt der ClientChangeDetector beispielsweise jeweils nur den aktuellen zuletzt von der
Medienverarbeitung gelieferten Frame zur Stromerstellung weiter und verwirft alle anderen
ComponentBuffer, wenn sie nicht mehr benötigt werden.
Oft entsteht die in Abbildung 5.12 dargestellte Situation, dass mehrere Knoten auf die glei-
66FIFO: first in-first out
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Abbildung 5.12: Mehrere Knoten wollen auf die gleichen Mediendaten zugreifen. Um nicht unnötige
Kopien der Mediendaten im Speicher aufbewahren zu müssen (links), wird ein separates Objekt ver-
wendet, das mit einem Referenzzähler ausgestattet ist und die Mediendaten kapselt (mitte). Sollen die
Mediendaten verändert werden, muss zuvor eine Kopie der gemeinsam genutzten Daten angefertigt
werden (rechts).
chen Mediendaten zugreifen wollen. Das ist beispielsweise dann der Fall, wenn die Aus-
gabedaten eines Knotens von mehreren Nachfolgeknoten als Eingabe genutzt werden, wie
dies häufig an der Schnittstelle zwischen Medienverarbeitungs- und Stromerstellungsgra-
phen der Fall ist. Statt aufwändig mehrere Kopien der Daten im Speicher anzulegen, ist es
in einem solchen Fall effizienter, lediglich eine Kopie dieser Daten im Speicher zu halten,
die von den Knoten gemeinsam genutzt wird. Der ComponentBuffer unterstützt die-
ses Konzept durch die Verwendung einer Referenzzählung. Dazu werden die Mediendaten,
die das ComponentBuffer-Objekte enthält, vom eigentlichen ComponentBuffer ge-
trennt und mit einem Referenzzähler ausgestattet. Da die Mediendaten häufig strukturiert sind,
verwaltet das daraus resultierende Mediendaten-Objekt (RC_ComponentBufferValue)
nicht einen zusammenhängenden Speicherbereich, sondern eine Liste von Elementen, die
BufferItems. Mehrere ComponentBuffer, deren genaue Zahl durch den Referenzzäh-
ler mitgeführt wird, können sich dann dasselbe Mediendaten-Objekt teilen. Möchte ein Knoten
die Mediendaten verändern, muss für den entsprechenden ComponentBuffer zuvor eine
echte Kopie der Mediendaten angefertigt werden (copy-on-write). Für die Erzeugung der dazu
notwendigen Objekte kommt aus Effizienzgründen ein spezieller Allokator zum Einsatz, der
Speicheranforderungen aus einem Speicher-Pool bedient.
Ein zusätzlicher Vorteil der Referenzzählung ergibt sich aus einer vereinfachten Speicherver-
waltung: Es gibt keinen Besitzer, der für die Freigabe des Speichers des Objektes verantwort-
lich ist, sondern das Objekt „besitzt“ sich selbst, d.h., nachdem der Referenzzähler den Wert 0
erreicht hat, löscht sich das Objekt selbst. Eine detaillierte Beschreibung der Referenzzählung
mit copy-on-write gibt MEYERS [70, S. 183 ff.].
Auf der Implementierungsebene muss dafür gesorgt werden, dass beim Anlegen, Zuweisen
und Zerstören von ComponentBuffer-Objekten der Referenzzähler und der Zeiger auf das
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Abbildung 5.13: Zur vereinfachten Speicherverwaltung und Vermeidung überflüssiger Kopien werden
die Mediendaten in einem referenzgezählten ComponentBuffer gespeichert und ausgetauscht. Der
Wert des ComponentBuffers wird separat verwaltet (ComponentBufferValue). Dieser Wert
kann von mehreren ComponentBuffer-Objekten gleichzeitig genutzt werden. Eine Kopie des Wer-
tes muss erst dann erstellt werden, wenn dieser tatsächlich modifiziert werden soll. Die eigentliche
Referenzzählung wird von einem Smart-Pointer (RCPtr) unter Verwendung der refcount-Schnittstelle
vorgenommen.
Mediendaten-Objekt korrekt aktualisiert wird. In C++ kann dies auf elegante Weise durch die
Verwendung eines Smart-Pointers realisiert werden, der den eigentlichen Zeiger kapselt. Ein
Smart-Pointer lässt sich wie ein regulärer Zeiger benutzen, ist aber mit zusätzlichen Funktio-
nen ausgestattet. Die benötigten Operatoren (Zuweisung, Dereferenzierung, Zugriff auf Mem-
ber), der (Kopier-)Konstruktor und der Destruktor des Smart-Pointers werden so implemen-
tiert, dass der Referenzzähler in konsistenter Weise erhöht oder erniedrigt wird. Der Zugriff
auf das referenzgezählte Objekt erfolgt ausschließlich über den Smart-Pointer. Die Referenz-
zählung ist somit für den Benutzer des ComponentBuffers vollkommen transparent. Das
entsprechende Klassendiagramm ist in Abbildung 5.13 dargestellt.
5.4 Ausführung von Flussgraphen
Bei der Ausführung eines Flussgraphen stehen zwei Aufgaben im Vordergrund. Erstens müs-
sen die service()-Methoden der CompressletImpl-Objekte der Flussgraphen-Knoten
in der korrekten Reihenfolge mit den korrekten Eingabe-Daten aufgerufen werden, um die
beabsichtigte Medienverarbeitung und Stromerstellung zu erzielen. Um möglichst hohe Bild-
auflösungen, Frameraten und komplexere Kompressionsverfahren nutzen zu können, sollen
zum Zweiten alle zur Verfügung stehenden CPU-Ressourcen des Systems optimal ausgenutzt
werden. Dazu muss das Design der Flussgraphen-Ausführung so gewählt sein, dass sie trans-
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parent vom höchstmöglichen Grad an Parallelisierung Gebrauch macht, den ein System er-
möglicht. Die Compresslets selbst sollen dabei von den Details der parallelen Ausführung wie
Thread-Erzeugung und Synchronisation befreit werden.
Diese beiden Aufgaben sind nicht immer vollständig miteinander vereinbar. Da zwischen auf-
einander folgenden Knoten Datenabhängigkeiten bestehen und der Dienst der Compresslets
als atomar zu betrachten ist, können solche Knoten für einen bestimmten Frame nur nachein-
ander ausgeführt werden. Die Grundannahme für eine sinnvolle Parallelisierbarkeit ist, dass
die Dauer der zu parallelisierenden Aufgabe67 wesentlich größer ist als die für einen Kon-
textwechsel benötigte Zeitspanne und dass die notwendige Synchronisation einen hinreichend
hohen Parallelisierungsgrad zulässt. Dazu wird bei der Ausführung eines Flussgraphen Ne-
benläufigkeit konzeptuell auf den folgenden Ebenen unterstützt:
1. auf Flussgraphenebene: Knoten, deren Datenabhängigkeiten es zulassen, sollen neben-
läufig ausgeführt werden.
2. auf Knotenebene: Knoten, deren Dienst mit einem hohen Berechnungsaufwand verbun-
den ist, sollen diesen nebenläufig ausführen können.
3. auf Ein-/Ausgabe-Ebene: Zur gleichzeitigen Bedienung mehrerer Klienten-
Verbindungen verwendet das Ein-/Ausgabe-Subsystem das in Kapitel 5.1.4 vorgestellte
Reactor-Framework.
Für die Realisierung der Nebenläufigkeit auf den beiden ersten Ebenen, die zusammen das
Medienverarbeitungs-Subsystem bilden, wird jeweils von Varianten des Entwurfsmusters Ac-
tive Object Gebrauch gemacht. Die Ereignisschleife des Reactors wird unabhängig davon von
einem oder mehreren eigenen Threads68 abgearbeitet.
5.4.1 Das Entwurfsmuster Active Objekt
Das Active Object-Entwurfsmuster [71] wird zur Entkopplung von Ausführung und Aufruf
einer Methode verwendet. Es vereinfacht die Verwendung von Operationen, die asynchron
zum aufrufenden Thread von einem oder mehreren Threads ausgeführt werden. Das Active
Object-Entwurfsmuster wird für die nebenläufige Abarbeitung des Flussgraphen auf Knoten-
und auf Flussgraphenebene eingesetzt. Die Schnittstellen der dabei verwendeten Varianten
unterscheiden sich leicht von der hier vorgestellten Grundvariante. Die Betrachtung des dyna-
mischen Verhaltens des Active Objects-Entwurfsmusters erfolgt daher in den entsprechenden
Abschnitten.
Mit den Klassen ACE_Task_Base, ACE_Activation_Queue und ACE_Method_-
Request stellt ACE bereits alle nötigen Basisklassen zur Implementierung des Active Ob-
67Für den Dienst eines Compresslets liegt diese Zeit typischerweise im Bereich einiger Millisekunden.
68Deren genaue Zahl hängt vom verwendeten Reactor ab: epoll-basierter Reactor (Linux) und WFMO-
Reactor (Windows) verwenden nur einen einzelnen Thread, ein Threadpool-Reactor kann mehrere benutzen.
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Abbildung 5.14: Ein Active Object ermöglicht die asynchrone Ausführung von Operationen durch die
Entkopplung des Klienten-Threads, der die Operationen initiiert, von den Scheduler-Threads, die diese
ausführen. Die Entkopplung erfolgt durch die Verwendung einer ActivationQueue zum synchro-
nisierten Zugriff auf MethodRequests, welche die Operation implementieren. Zur Übergabe des
Ergebnisses einer asynchronen Operation wird ein Future-Objekt verwendet.
jects zur Verfügung. Die Betrachtung soll hier jedoch losgelöst von der konkreten ACE-
Implementierung in einem allgemeinen Kontext erfolgen. Die partizipierenden Klassen sind
im Klassendiagramm in Abbildung 5.14 dargestellt.
Der Scheduler bildet die Schnittstelle zum Benutzer oder Klienten des Active Ob-
jects. Bei seiner Initialisierung wird eine beliebige Zahl von Threads erzeugt, welche par-
allel die svc()-Methode abarbeiten. In dieser werden fortwährend MethodRequest-
Objekte aus einer mit dem Scheduler assoziierten ActivationQueue entnommen
und deren call()-Methode aufgerufen. Die konkreten Implementierungen dieser Metho-
de führen die eigenlichen asynchron auszuführenden Operationen aus, und das spezifische
MethodRequest-Objekte verwaltet die dafür notwendigen Zustandsinformationen.
Die MethodRequests werden durch die vom Scheduler bereitgestellten Schnittstellen-
methoden (im Klassendiagramm m1() und m2()) erzeugt und in die ActivationQueue
eingefügt. Bei dieser handelt es sich um eine Warteschlange mit FIFO-Semantik, die den Zu-
griff auf die MethodRequest-Objekte synchronisiert. Threads, die dequeue() aufrufen,
wenn die Warteschlange leer ist, werden solange deaktiviert, bis neue MethodRequest-
Objekte mit enqueue() aus dem Klienten-Thread eingefügt wurden. Dadurch wird der
Klienten-Thread von den Scheduler-Threads entkoppelt.
Um den Benutzer des Active Objects über das Resultat einer asynchron ausgeführten Opera-
tion zu informieren, erhält dieser beim initiieren der Operation ein Objekt vom Typ Future.
Dessen get()-Methode liefert das Ergebnis, blockiert dabei allerdings solange, bis die Ope-
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Abbildung 5.15: Ein Knoten kann seinen Dienst nebenläufig ausführen, indem er diesen in mehrere
Einzelprobleme unterteilt. Sie werden durch eigene Implementierungen der Klasse MethodRequest
repräsentiert und an den JobScheduler übergeben. Dieser führt die MethodRequests aus und
übergibt das Ergebnis an das entsprechende Future. Liegen die Ergebnisse aller Einzelprobleme vor,
ist die gesamte Operation ausgeführt.
ration tatsächlich abgeschlossen wurde und das Ergebnis mittels set() von dem ausführen-
den Scheduler-Thread an das Future übergeben wurde.
5.4.2 Nebenläufige Ausführung auf Knotenebene
Die Notwendigkeit einer Modifikation des klassischen Active Objects aus dem vorhergehen-
den Abschnitt ergibt sich aus der Tatsache, dass die Schnittstelle zu dessen Verwendung
generisch genug sein muss, beliebige Compresslet-spezifische MethodRequests zu ver-
wenden. Diese und die zur Übergabe des Ergebnisses notwendigen Futures werden daher
nicht von speziell dafür bereitgestellten Schnittstellenfunktionen des Schedulers erzeugt,
sondern vom Benutzer des Active Objects selbst, also den CompressletImpl-Objekten,
die ihren Dienst parallelisieren möchten. Der für die Nebenläufigkeit auf Knotenebene be-
nutzte Scheduler heißt JobScheduler und kann über den CompressletContext be-
zogen werden. Er besitzt keine Methoden zur Erzeugung von MethodRequests und er-
setzt diese durch spezielle enqueue()-Methoden zum Einfügen von einzelnen oder mehre-
ren MethodRequest-Objekten in die ActivationQueue. Das zugehörige Sequenzdia-
gramm ist in Abbildung 5.15 dargestellt.
Knoten, die ihren Dienst nebenläufig ausführen wollen, müssen nun das Gesamtproblem in
geeignete Teilprobleme zerlegen. Eine solche Zerlegung ergibt sich für die meisten Com-
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Abbildung 5.16: Für teilberechenbare Komponenten kann die Zerlegung in mehrere Probleme auf ein-
fache Weise anhand der geänderten Blöcke erfolgen. Job 1 aktualisiert von links oben nach rechts
unten gehend die erste Hälfte der geänderten Blöcke (rot), Job 2 aktualisiert die zweite Hälfte (grün).
Ungeänderte Blöcke werden übergangen.
presslets auf natürliche Weise unter Verwendung der blockweisen Änderungserkennung und
der Anwendung der Teilberechenbarkeit auf Blockebene. Die Zahl der Teilprobleme richtet
sich nach der Zahl der verfügbaren Ausführungseinheiten. Es ist nicht sinnvoll, mehr Teilpro-
bleme zu erzeugen als Ausführungseinheiten zur Verfügung stehen, es sei denn, die Struktur
des Problems erfordert es. Für jedes der Teilprobleme wird nun eine Compresslet-spezifische
Implementierung der Klasse MethodRequest erzeugt, deren call()-Methode das Teil-
problem löst. Die MethodRequests enthalten die notwendigen Daten und Zustandsinfor-
mationen und werden an den JobScheduler übergeben. Nachdem alle Teilprobleme durch
die Threads des JobSchedulers berechnet wurden, ist das Gesamtproblem gelöst. Abbil-
dung 5.16 zeigt die Unterteilung eines Problems in Teilprobleme, basierend auf der Zahl der
geänderten und mithin zu aktualisierenden Bildblöcke: Job 1 aktualisiert die obere Hälfte der
geänderten Blöcke und Job 2 die untere Hälfte.
5.4.3 Nebenläufige Ausführung auf Flussgraphenebene
Die Steuerung der nebenläufigen Ausführung eines Flussgraphen wird vom FG_Scheduler
vorgenommen. Dabei handelt es sich um eine weitere Variante des Active Object-Entwurfs-
musters. Das Sequenzdiagramm der Flussgraphenausführung ist in Abbildung 5.17 dargestellt.
In der Startphase des Flussgraphen wird die start()-Methode aller Knoten und da-
mit die start()-Methode der mit ihnen assoziierten CompressletImpl-Objekte vom
FG_Scheduler aufgerufen. Dieser Aufruf erfolgt synchron in topologisch umgekehrter
Reihenfolge, d.h. von den Senken zu den Quellen, um sicherzustellen, dass alle Knoten gestar-
tet wurden, bevor die ersten Daten zur Verarbeitung in den Flussgraphen eingegeben werden.
In gleicher Weise erfolgt der Aufruf der resume()-Methoden, wenn die Ausführung ei-
nes unterbrochenen Flussgraphen fortgesetzt werden soll. Wird der Flussgraph gestoppt oder
unterbrochen, findet der Aufruf der entsprechenden stop() bzw. suspend()-Methoden
ebenfalls synchron statt, jedoch in der topoligisch korrekten Reihenfolge, d.h. von den Quell-
knoten zu den Senkeknoten.
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Abbildung 5.17: In der Startphase wird die start()-Methode aller Knoten in topologisch umgekehrter
Reihenfolge aufgerufen. Die Ausführungsphase erfolgt asynchron und wird durch den FG_Trigger
für die einzelnen Partitionen des Flussgraphen initiiert. Dazu wird ein spezieller Service-MethodRequest
(ServiceMR) erzeugt. Nach dem Aufruf der service()-Methode der Knoten erzeugt dieser weitere
ServiceMR-Objekte für seine Nachfolgekoten. Dadurch wird die service()-Methode aller Knoten
in der topologisch korrekten Reihenfolge durch den FG_Scheduler aufgerufen.
Die eigentliche Ausführungsphase, also der Aufruf der service()-Methoden der einzel-
nen Knoten, erfolgt dann asynchron. Er wird vom FG_Trigger beim Auftreten externer
Ereignisse wie dem Eintreffen neuer Daten für einen Quellknoten oder die Anforderung eines
neuen Frames für einen Klienten einer Senke ausgelöst. Da die Ausführung von Partitionen
asynchroner Stromerstellungsgraphen vom restlichen Anwendungsgraphen getrennt durchzu-
führen ist, beginnt die Abarbeitung immer beim Startknoten der jeweiligen Partition.
Die service()-Methode des Schedulers erzeugt den entsprechenden MethodRequest
(ServiceMR) und übergibt diesen an die ActivationQueue, so dass die service()-
Methode des Knotens von einem der Scheduler-Threads ausgeführt wird. Nach dem Auf-
ruf der service()-Methode erzeugt das ServiceMR-Objekt einen weiteren MethodRe-
quest für alle seine Nachfolgeknoten, die sich in der gleichen Partition befinden. Daten,
deren Verarbeitung bei den Startknoten einer Partition beginnt, passieren so alle Knoten bis zu
den Endknoten der Partition.
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5.4.4 Initiieren der Flussgraphen-Ausführung
Zum Auslösen der Ausführung des Flussgraphen wird der FG_Trigger verwendet, der von
den Knoten über den CompressletContext bezogen werden kann. Die Semantik die-
ses Auslöseprozesses unterscheidet sich dabei für die beiden Partitions-Typen (siehe Kapitel
4.3.7).
Für die Partition des Medienverarbeitungsgraphen wird die Ausführung von den Quellknoten
durch den Aufruf der Methode triggerSyncPart() veranlasst, wenn diese neue Daten
zur Verarbeitung in den Flussgraphen „einschieben“ möchten (Push-Semantik). Sie beginnt
bei den Quellknoten und endet an den Endknoten der Partition. Bei den Endknoten kann es
sich entweder um Senken handeln, die zu einem synchronen Stromerstellungsgraphen gehö-
ren (und die deshalb der Partition des Medienverarbeitungsgraphen zugeordnet wird), oder
es sind Knoten, deren Nachfolger die Startknoten der Partitionen eines asynchronen Stromer-
stellungsgraphen sind und somit an der Schnittstelle zwischen Partitionen verschiedenen Typs
liegen.
Für die Partition eines asynchronen Stromerstellungsgraphen wird die Ausführung durch das
FG_Trigger-Objekt der eindeutigen Senke der Partition ausgelöst, sobald die folgenden
drei Bedingungen erfüllt sind:
1. Die Senke kann neue Daten verarbeiten, d.h. einer der Klienten, für den die Partition
ausgeführt werden soll, hat neue Daten angefordert (Pull-Semantik). Die Anforderung
erfolgt durch den Aufruf der Methode triggerAsyncPart() und die ID des Klien-
ten wird als Parameter übergeben.
2. Das für die Partition zur Steuerung der maximalen Framerate vorgegebene Zeitintervall
seit der letzten Ausführung ist abgelaufen.
3. Es stehen neue Daten an einem der Startknoten der Partition zur Verarbeitung bereit.
Die Ausführung beginnt beim Startknoten der Partition und endet bei der auslösenden Senke.
Als Argument für triggerAsyncPart() muss die ID des Klienten angegeben werden,
für den die asynchrone Partition ausgeführt werden soll. Der FG_Trigger sammelt diese
Ausführungsanforderungen, bis alle drei Bedingungen erfüllt sind. Dann werden die IDs vom
FG_Trigger nach der Sequenznummer des zuletzt erhaltenen Frames gruppiert (siehe Kapi-
tel 4.3.8) und die Ausführung der Partition für jede dieser Klientengruppen initiiert. Die Liste
der Klientengruppe, für die ein Knoten einer asynchronen Partition gerade ausgeführt wird,
kann dieser mit getClientIDList() über den CompressletContext beziehen und
zur zustandsabhängigen Stromcodierung verwenden. Die Auswahl der IDs und deren korrekte
Zuordnung zu den Verbindungen liegt im Verantwortungsbereich der Senke.
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Abbildung 5.18: Anwendungen benötigen nur wenige Klassen zur Verwenung der TOOLBOX.
5.5 Die Anwendungsschnittstelle
Die Anwendungsschnittstelle, die Applikationen verwenden müssen, um die Media Internet
Streaming Toolbox zu benutzen, besteht aus einer relativ geringen Zahl von Klassen, die
im Klassendiagramm in Abbildung 5.18 dargestellt sind. In deren Zentrum steht die Klasse
FlowGraph. Sie repräsentiert den Flussgraphen sowie die mit ihm verbundene Streaming-
Session und erlaubt dessen Konstruktion mit Hilfe der Anwendungsgraphen. Dazu wird ein
Objekt der Klasse FlowGraphmit einem Medienverarbeitungsgraphen instanziiert und kann
durch attachSCGraph() bzw. detachSCGraph() um zusätzliche Stromerstellungs-
graphen erweitert oder reduziert werden. Die dazu notwendige Formatverhandlung wird auto-
matisch unter Verwendung der Klasse NegotiationGraph ausgeführt.
Die Anwendungsgraphen können entweder durch die Anwendung selbst erzeugt oder während
der Grundkonfiguration der TOOLBOX (ConfigManager::open()) aus speziellen Spezi-
fikationsdateien importiert werden. Diese .spec-Dateien werden in einer festgelegten Reihen-
folge in bestimmten Verzeichnissen gesucht, die in ihnen enthaltenen Anwendungsgraphen
importiert und in das AppGraphRepository-Singleton übertragen.
Über die polymorphen Versionen von registerHandler() und removeHandler()
kann zum einen ein FG_EventHandler zur anwendungsspezifischen Behandlung solcher
Ereignisse wie das Hinzufügen/Entfernen eines Klienten zu einer Senke, die Aktivierung/De-
aktivierung von Teilen des Flussgraphen oder die Erweiterung/Reduzierung des Flussgraphen
registriert werden. Zum anderen kann ein benutzerdefinierter ConnectionHandler zur
Entgegennahme von Verbindungen registriert werden (siehe Abschnitt 5.3.3).
Die Methoden start(), stop(), suspend() und resume() dienen der Ablaufsteue-
rung des Flussgraphen. Aus Sicht der Anwendung verhält sich ein Flussgraph wie ein ak-
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// Importiere Basiskonfiguration/Anwendungsgraphen und lade Compresslets
mist::CONFIG MANAGER::instane()−>open(arg, argv);
// Finde gewuenshten Medienverarbeitungs- und Stromerstellungsgraphen




// Erzeuge und oeffne Flussgraph und fuege Stromerstellungsgraph an 10
mist::FlowGraph fg(mp graph);
fg.open();
if(fg.attahSCGraph(s graph) != 0)
exit(EXIT FAILURE);
15
// registriere Ereignisbehandlung zur Ausgabe aller Ereignisse
mist::DumpHandler handler;
fg.registerHandler(&handler, FG EventHandler::ALL EVENTS MASK);
// starte Ausfuehrung des Flussgraphen 20
if(fg.start() != 0)
exit(EXIT FAILURE);
// warte auf Beendigung (z.B. SIGINT)
wait finish(); 25
// stoppe und shliesse den Flussgraph
fg.stop();
fg.lose();
Abbildung 5.19: Minimales Codebeispiel zur Verwendung der Media Internet Streaming Toolbox.
tives Objekt [71], d.h. er verwendet dedizierte Threads zur Ausführung seiner eigentlichen
Aufgaben sowie asynchrone Methodenaufrufe zur Initiierung dieser Aufgaben. Die Metho-
de start() ist daher nichtblockierend: Sie startet die einzelnen Knoten des Flussgraphen
und kehrt danach sofort zum Aufrufer zurück. Die weitere Ausführung des Flussgraphen wird
entkoppelt vom Kontrollfluss des aufrufenden Threads durchgeführt, bis eine der Methoden
stop() oder suspend() zum Anhalten oder Unterbrechen des Flussgraphen aufgerufen
wird. Die Methode resume() setzt die Ausführung eines unterbrochenen Flussgraphen fort.
Ein minimales Codebeispiel, das einen Flussgraphen aus einem Medienverarbeitungsgraphen
und einem Stromerstellungsgraphen konstruiert und diesen ausführt, ist in Abbildung 5.19
dargestellt.
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Abbildung 5.20: Die Java Laufzeitumgebung besteht aus der Java VM, in welcher der Bytecode einer
Java-Anwendung ausgeführt wird, und den Java-APIs. Über das JNI werden Funktionen aus einer nati-
ven Bibliothek eingebunden oder es wird dazu verwendet, eine Java VM in eine Applikation einzubetten.
5.6 Einbindung von Java-Compresslets
Zur Steigerung der Flexibilität der Media Internet Streaming Toolbox soll es möglich sein,
spezielle Java-Compresslets einzubinden. Java-Komponenten haben prinzipiell den Vorteil
der Plattformunabhängigkeit, d.h. die Entwicklung der Komponenten kann in einer anderen
Host-Umgebung stattfinden als deren Anwendung. Dies ermöglicht die Erstellung klienten-
spezifischer Compresslets und deren Übermittlung und Einbindung in einen MIST-basierten
Server-Prozess ohne Kentniss von Betriebssystem und Hardware, unter denen der Server läuft.
5.6.1 Java und das Java Native Interface
Die Plattformunabhängigkeit wird von Java durch die Verwendung einer speziellen Laufzeit-
umgebung erzielt. Sie besteht aus einer Java Virtuellen Maschine (JVM), die für die Aus-
führung des plattformunabhängigen Java Bytecodes zuständig ist. Die Implementierung der
Java VM ist von der Host-Plattform, also vom Betriebssystem, den System-Bibliotheken und
der Hardware des Systems, auf dem sie ausgeführt wird, abhängig. Sie bildet die Schnittstelle
zwischen Java-Programm und Host-System und besteht aus Klassenlader, Speicherverwaltung
und Ausführungseinheit.
Den zweiten Teil der Laufzeitumgebung bilden die Java-APIs. Dabei handelt es sich um Klas-
senbibliotheken, die den Anwendungen zur Realisierung von Funktionalitäten aus den ver-
schiedensten Bereichen (z.B. Sicherheit, Datenbankzugriff, Kernkomponenten, GUI, Sound)
zur Verfügung gestellt werden.
Eine Kernkomponente der Java-Plattform ist das Java Native Interface (JNI), eine standardi-
sierte Schnittstelle zur Einbeziehung nativer Programmteile, die beispielsweise in C oder C++
geschrieben sind. Eine ausführliche Beschreibung der Verwendung des JNI mit Spezifikation
stammt von LIANG [72]. JNI wurde für die folgenden zwei Anwendungsfälle konzipiert:
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1. Aufruf von Funktionen in C-Bibliotheken aus Java heraus: C-Funktionen werden in
Java genau wie Java-Methoden verwendet mit dem Unterschied, dass sie als native
deklariert werden müssen. Die Programmbibliothek, in der die Methode implementiert
ist, muss vor der Benutzung mit System.loadLibrary() geladen werden. Mit dem
Programm javah69 wird aus dem übersetzten Java-Programm eine Header-Datei mit der
C-Funktionsdeklaration erzeugt, die zur Erstellung der Programmbibliothek benötigt
wird.
2. Einbettung einer Java VM in eine Anwendung: JNI bietet ein sogenanntes Invocation
Interface. Damit können native Programme zusammen mit der Programmbibliothek,
in der sich die Implementierung der Java VM befindet, eine Java VM starten, Java-
Programme in diese laden und ausführen.
Der Zugriff auf Daten und Strukturen in der JVM erfolgt von nativer Seite aus über spezielle
JNI-Funktionen, auf die über einen JNIEnv-Schnittstellenzeiger zugegriffen wird. Primitive
Java-Datentypen wie int, float oder charwerden in C/C++ auf spezielle Datentypen, wie
jint, jfloat oder jchar abgebildet. Eine zweite Klasse von Typen bilden die Referenz-
Typen, die für Klassen, Objekte und Felder eingesetzt werden. Diese Referenzen sind C-Zeiger
auf interne Datenstrukturen der JVM, deren exaktes Layout und Bedeutung für den Program-
mierer verborgen bleiben. Der C-Code muss daher die referenzierten Objekte mittels speziel-
ler JNI-Funktionen über den JNIEnv-Schnittstellenzeiger manipulieren [72, S. 23 ff.]. Zum
Austausch von Argumenten und Rückgabewerten zwischen C- und Java-Methoden ist daher
eine aufwändige Konvertierung aller nichtprimitiven Datentypen mit Hilfe der JNI-Funktionen
vonnöten.
Weitere JNI-Funktionen widmen sich der Behandlung von Ausnahmesituationen und der Ab-
bildung von Betriebssystem-Threads auf Java-Threads. Außerdem wird ein alternativer Me-
chanismus zur Anbindung der C-Funktionen bereitgestellt, der die Java-seitige Verwendung
der Methode System.loadLibrary() und damit die explizite Kenntnis der Bibliothek
überflüssig macht. Dieser Mechanismus benutzt die JNI-Funktion RegisterNatives()
zur Registrierung der C-Funktionen von C/C++ aus. Da dieses Verfahren praktikabler ist,
wenn Java-Code mit nativen Methoden in einer eingebetteten Java VM ausgeführt werden
soll, kommt es beim Java Compresslet Proxy (siehe Abschnitt 5.6.3) zum Einsatz.
5.6.2 Simplified Wrapper and Interface Generator (SWIG)
Die Konvertierung und Überprüfung der Datentypen der Argumente und der Rückgabewerte
beim Aufruf von C-Funktionen von Java aus oder umgekehrt muss über die dafür vorgesehe-
nen JNI-Funktionen vorgenommen werden. Für jede Methode der Compresslet-API muss eine
sogenannte Wrapper-Funktion geschrieben werden, die diese Konvertierung übernimmt und
69Dieses Programm ist Teil des Java Software Developement Kits.
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dann die entsprechende Funktion auf nativer oder Java-Seite über das JNI aufruft70. Soll die
Compresslet-API unter Java genau wie in C++ verwendet werden können, muss außerdem für
jede Klasse der Compresslet-Schnittstelle ein Äquivalent in Java geschaffen werden und deren
Methoden mit den entsprechenden Wrapper-Funktionen verbunden werden. Dieser Prozess ist
äußerst aufwändig und fehleranfällig.
Das Programmierwerkzeug Simplified Wrapper and Interface Generator (SWIG)71 bietet für
dieses Problem einen Ausweg. SWIG ist ein quelloffenes Projekt, das seit 1995 entwickelt
wird und der automatisierten Erzeugung von Schnittstellen für Skriptsprachen zur Verwen-
dung von C/C++-Bibliotheken dient. Es unterstützt eine Vielzahl von Zielsprachen (z.B. Java,
Python Ruby, Perl) und nahezu alle Sprachmerkmale von C++ (mit Ausnahme der Überladung
von Operatoren und inneren Klassen). SWIG arbeitet nichtintrusiv, d.h., es sind keine Ände-
rungen am bestehenden Quellcode notwendig. Als Eingabe wird eine spezielle Schnittstellen-
Datei benutzt, welche die Deklarationen der Klassen und Variablen sowie die Funktionsproto-
typen enthält, für die Wrapper-Funktionen zur Verwendung in der Zielsprache erzeugt werden
sollen. Die Deklarationen können sowohl direkt in der Schnittstellen-Datei als auch durch das
Einbinden und Analysieren der C/C++-Headerdateien erfolgen. Außerdem können sogenannte
Typemaps spezifiziert werden, mit denen die Code-Erzeugung zur Abbildung von Datentypen
von Argumenten und Rückgabewerten für eine Zielsprache angepasst werden kann.
Die Java-Erweiterung von SWIG erzeugt die notwendigen Wrapper-Funktionen und den JNI-
Code aus dem existierenden C/C++-Code. Dieser Ansatz unterscheidet sich grundlegend vom
Ansatz, den das Programm javah verfolgt, das lediglich die C-Funktionsprototypen aus dem
Java-Bytecode erzeugt. Zur Realisierung einer vollständigen, bidirektionalen Integration von
C++ und Java werden die folgenden beiden Konzepte benutzt:
1. Proxy-Klassen: Für jede C++-Klasse wird eine spezielle Java Proxy-Klasse erzeugt, die
diese Klasse in Java auf natürliche, objektoriente Weise repräsentiert. Sie ermöglichen
die transparente Verwendung von C++-Klassen von Java aus. Eine Proxy-Klasse enthält
einen Zeiger auf das zugrunde liegende C++-Objekt, Mechanismen zur Speicherverwal-
tung für dieses Objekt sowie alle Methoden der C++-Klasse und Methoden zum Setzen
und Auslesen der als public deklarierten Attribute.
Die Methoden der Proxy-Klasse rufen ihrerseits die eigentlichen als native deklarier-
ten Methoden auf, die für alle Proxies in einer speziellen Java JNI-Klasse zusammen-
gefasst werden. Der erzeugte C Wrapper-Code verwendet dann die JNI-Funktionen, um
auf den C-Zeiger des Proxies zuzugreifen. Über den Zeiger wird dann die entsprechende
Methode der C++-Klasse aufgerufen.
2. Director-Klassen: Sie ermöglichen sprachübergreifende Polymorphie, d.h. durch das
Erben einer Java Proxy-Klasse und das Überladen der in C++ als virtuell deklarierten
70Für die komplette Compresslet-API sind das einige hundert Funktionen.
71http://www.swig.org/
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Methoden kann eine C++-Vererbungshierarchie in Java fortgesetzt werden. Dazu wird
der Director an das Ende der C++-Vererbungskette angefügt. Dessen Aufgabe ist es,
virtuelle Methoden-Aufrufe korrekt weiterzuleiten: Ist die Methode in Java implemen-
tiert, so wird der Aufruf über das JNI weiter nach unten in der Vererbungskette an die
Java-Klasse weitergeleitet. Ist sie nicht implementiert, so wird der Aufruf an die C++-
Klasse weiter oben in der Vererbungskette weitergeleitet. Dadurch können C++-Klassen
transparent in Java erweitert werden.
Die Kombination aus Proxy- und Director-Klassen, JNI und C Wrapper Funktionen resultiert
in einer vollkommen transparenten Java-Erweiterung. Für beide Seite ist es unerheblich und
nicht erkennbar, ob eine Methode in Java oder in C++ implementiert ist.
Für die Verwendung von Java-Compresslets wird SWIG eingesetzt, um für die Klassen der
Compresslet-API die entsprechenden Proxy-Klassen und den C Wrapper-Code zu erzeugen.
Darüber hinaus werden für die Klassen Compresslet und CompressletImpl Director-
Klassen generiert. Java-Compresslets können somit genau wie native Compresslets implemen-
tiert werden.
5.6.3 Der Java Compresslet Proxy
Beim Java Compresslet Proxy (jcp) handelt es sich um ein spezielles natives Compresslet
zur transparenten Verwendung von Java Compresslets. Dazu müssen die folgenden Aufgaben
erledigt werden:
• Starten der Java VM: Diese Aufgabe wird von einem speziellen Singleton, dem
JVMWrapper übernommen. Er erzeugt die Java VM über das Invocation Interface
mit den korrekten Parametern (die vom SWIG erzeugten Proxy-Klassen und die Java-
Compresslets müssen sich im Klassenpfad der VM befinden) und registriert die C
Wrapper-Funktionen der Compresslet-API. Der JVMWrapper bildet den eindeutigen
Zugangspunkt für die Erledigung der Java-bezogenen Aufgaben.
• Laden der Java-Compresslets: Der Klassenname eines Java-Compresslets wird als ers-
ter Initialisierungs-Parameter an die init()-Methode des Java Compresslet Proxies
übergeben. Dieser wird vom JVMWrapper dazu verwendet, die Klasse des Com-
presslets im Klassenpfad zu lokalisieren und ein Objekt der Klasse zu erstellen. Die
restlichen Initialisierungs-Parameter werden dann an die init()-Methode des Java-
Compresslets weitergegeben.
• Weiterleiten der Methoden-Aufrufe an das Java-Compresslet: Für die C++-Basisklassen
JavaCompresslet und JavaCompressletImpl werden von SWIG Director-
Klassen erzeugt, die automatisch die Weiterleitung der Methoden-Aufrufe an die kor-
rekte Stelle der sprachübergreifenden Vererbungshierarchie erledigen.
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Ein Compresslet, das die Verwendung der Java-Compresslet API demonstriert, ist der JVideo-
Renderer zur Anzeige einer Sequenz von Frames im RGB-Pixelformat. Es kann beispielsweise
serverseitig zur Vorschau oder klientenseitig zur Anzeige des Videos benutzt werden.
5.7 Video-Gewinnung mit der avcap-Bibliothek
Die Gewinnung von Videodaten von einer an das System angeschlossenen Capture-Hardware
ist eine der Kernaufgaben einer Livestreaming-Applikation und stellt oft den ersten Schritt
in der Medienverarbeitung dar. Für die Betriebssysteme, auf denen die MIST lauffähig sein
soll, unterscheiden sich die bereitgestellten Möglichkeiten zur Video-Gewinnung erheblich;
die APIs und die zugrunde liegende Architektur sind zueinander komplett inkompatibel.
Eine Möglichkeit, mit solchen Inkompatibilitäten umzugehen, besteht in der Einführung einer
Abstraktionsschicht, die dem Anwender eine einheitliche, portable API bietet und die betriebs-
systemabhängigen Aspekte verbirgt. Die Zahl der verfügbaren freien Bibliotheken, die dieses
leisten, gestaltet sich allerdings recht übersichtlich:
• OpenML72 ist eine von der Khronos-Gruppe73 entwickelte Programmierumgebung für
die Gewinnung, den Transport, die Verarbeitung und die Wiedergabe digitaler Medien.
Die Spezifikation aus dem Jahr 2001 sollte eine schlanke Multimedia-Bibliothek nach
dem Vorbild von OpenGL schaffen. Auch aufgrund einer lange fehlenden Referenzim-
plementierung (erst seit 2004 verfügbar) fand OpenML keine nennenswerte Verbrei-
tung. Außerdem werden nur die Betriebssystem GNU/Linux und Windows unterstützt,
nicht jedoch Mac OS X.
• libvidcap74 ist eine schlanke, quelloffene C-Bibliothek, die seit April 2008 verfügbar
ist und auf allen drei Zielplattformen arbeitet. Allerdings werden unter Linux keine
DV-Kameras unterstützt und keine Geräte, welche die Video4Linux2-Schnittstelle ver-
wenden, sondern lediglich die veraltete Video4Linux-Schnittstelle.
Da beide Alternativen nicht vollständig sind bzw. zur Entwicklungszeit noch nicht zur Verfü-
gung standen, wurde im Rahmen dieser Arbeit die Bibliothek avcap (A Video CAPture libra-
ry) entwickelt. avcap ist eine C++-Bibliothek zur Identifikation, Verwaltung und Steuerung
von Capture-Hardware für GNU/Linux, Windows XP/Vista und Mac OS X. Sie wurde Mitte
2008 als quelloffenes Projekt veröffentlicht75 und erfreut sich seither großer Beliebtheit (zum
Zeitpunkt der Niederschrift über 1000 Downloads). Abbildung 5.21 illustriert die Einordnung
der Bibliothek als Abstraktionsschicht zwischen Anwendung und Betriebssystem-API.
72http://www.khronos.org/openml/
733Dlabs, ATI, Discreet, Intel, Nvidia, SGI und Sun Microsystems
74http://sourceforge.net/projects/libvidcap/
75http://sourceforge.net/projects/libavcap/
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Abbildung 5.21: Die avcap-Bibliothek stellt Applikationen eine einheitliche API zur Identifikation, Verwal-
tung und Steuerung von Capture-Hardware zur Verfügung. Sie verwendet dazu die spezifischen APIs
der einzelnen Betriebssysteme und kapselt die plattformabhängigen Aspekte.
Bevor die Architektur der avcap-Bibliothek eingehender erläutert wird, soll nachfolgend zu-
nächst kurz auf die einzelnen APIs zur Videogewinnung unter den Zielbetriebssystemen ein-
gegangen werden.
5.7.1 Videogewinnung unter GNU/Linux
Zur Gewinnung von Videodaten unter Linux wird die Video4Linux Kernelschnittstelle be-
nutzt. Sie existiert in zwei Versionen:
1. Video4Linux (v4l) ist die originale Schnittstelle zur Gewinnung von Audio- und Video-
daten. Sie wurde erstmals in der Version 2.1.x in den Linux-Kernel integriert.
2. Video4Linux2 (v4l2) ist die aktuelle Version der Schnittstelle. Sie behebt mehrere De-
signfehler und wurde erstmals in Version 2.5.x in den Linux-Kernel integriert.
v4l2 besitzt einen Kompatibilitätsmodus, der allerdings recht unvollständig ist. Viele Treiber
unterstützen lediglich die veraltete v4l-Schnittstelle und werden auch in absehbarer Zukunft
nicht v4l2 benutzen. Daher ist es sinnvoll, beide APIs in der avcap-Bibliothek zu integrieren,
um ein möglichst großes Spektrum von Kameras verwenden zu können.
Die Kommunikation mit dem Treiber erfolgt UNIX-typisch über eine spezielle Gerätedatei76.
Diese kann wie eine normale Datei geöffnet und behandelt werden. Mit dem Systemauf-
ruf ioctl() erfolgt dann der Austausch von Daten und Parametern mit dem Treiber und
die Übermittlung von Kommandos an den Treiber. Nach dem Setzen der gewünschten Wer-
te (z.B. für Format, Auflösung, Steuerelemente für Helligkeit, Kontrast usw.) und dem Start
der Videogewinnung kann der Deskriptor der Gerätedatei in einer Schleife periodisch auf das
Vorhandensein neuer Daten überprüft werden. Dies kann beispielsweise mit dem select()
Systemaufruf geschehen. Sind neue Daten vorhanden, können diese mit einem von mehreren
76Standard:/dev/video*; Eine Umbenennung der Gerätedateien und eine persistente Zuordnung zu einem
speziellen Gerät kann mit der dynamischen Geräteverwaltung udev erfolgen.
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in v4l2 spezifizierten Mechanismen, von denen mindestens einer durch den Treiber unterstützt
werden muss, an die Anwendung übergeben werden.
Über die Firewire-Schnittstelle angeschlossene DV-Kameras werden von v4l2 nicht unter-
stützt. Zur Verwendung solcher Geräte muss die Gerätedatei der IEEE1394-Schnittstelle di-
rekt verwendet werden77. Die Decodierung des DV-Formates kann beispielsweise mit Hilfe
der libdv-Bibliothek78 vorgenommen werden. Die Unterstützung für DV-Kameras ist in avcap
ebenfalls integriert.
5.7.2 Videogewinnung unter Windows
Unter Windows-Betriebssystemen wird zur Videogewinnung Microsofts Media Framework
DirectShow benutzt (siehe Kapitel 3.5.1). Es basiert auf einer modularen, erweiterbaren Ar-
chitektur in der sogenannte Filter in einem Filtergraphen miteinander verbunden werden und
auf der Verwendung von Microsofts sprachunabhängigen Schnittstellenstandard, dem Com-
ponent Object Model (COM).
Nach der COM-üblichen Initialisierung wird ein Filtergraph-Manager erzeugt. Dieser ent-
hält diverse Schnittstellen zur Konstruktion und Ablaufsteuerung des Filtergraphen. Auf dem
System verfügbare Capture-Geräte mit einem WDM-Treiber werden von DirectShow erkannt
und für jedes dieser Geräte ein CaptureSource-Filter erzeugt. Diese Hardware-Abstraktion
ermöglicht die Benutzung nahezu aller Capture-Geräte (USB, Firewire, PCI-Karten) mit Di-
rectShow. Der Filtergraph zur Videogewinnung wird von einem speziellen Hilfsobjekt, dem
CaptureGraphBuilder erzeugt. Der Filtergraph kann nun gestartet und die Videodaten über
eine dafür vorgesehene Methode eines zuvor registrierten Rückruf-Objektes bezogen werden.
Mit dem Filtergraphen wird ein eigener Thread erzeugt, in dessen Kontext die Videogewin-
nung ausgeführt wird.
5.7.3 Videogewinnung unter Mac OS X
Unter Mac OS X erfolgt die Videogewinnung unter Verwendung von Apples Multimedia-
Architektur QuickTime (siehe Kapitel 3.5.1). QuickTime enthält zu diesem Zweck die Com-
ponents SequenceGrabber und VideoDigitizer, mit denen die Gewinnung von Videodaten ge-
steuert wird.
Zur Dekompression von Daten, die von einer DV-Kamera stammen, kommen die Dienste des
Image Compression Managers zum Einsatz. Videogewinnung und Dekompression werden
nicht in einem separaten Thread ausgeführt, sondern im Kontext der Applikation. Dazu muss
77Standard: /dev/raw1394
78http://libdv.sourceforge.net/
5.7 VIDEO-GEWINNUNG MIT DER AVCAP-BIBLIOTHEK 151
Abbildung 5.22: Im Zentrum der Capture-API von avcap steht die Klasse CaptureDevice. Sie bietet
über diverse Manager-Klassen Zugriff auf die unterschiedlichen Funktionsbereiche eines Gerätes. Das
DeviceCollector-Singleton identifiziert die angeschlossene Hardware und erzeugt für jedes Gerät
einen DeviceDescriptor, über den dann auf das CaptureDevice selbst zugegriffen werden
kann.
die Funktion SGIdle() der SequenceGrabber-Component in geeigneten Zeitabständen pe-
riodisch von der Applikation aus aufgerufen werden.
5.7.4 Die Capture-API der avcap-Bibiliothek
Um die Gewinnung der Videodaten unabhängig vom Typ der tatsächlich auf einem System
vorhandenen Geräte API-agnostisch durchführen zu können, definiert die avcap-Bibliothek
eine abstrakte, objektorientierte Schnittstelle, die im Folgenden in ihren Grundzügen vorge-
stellt werden soll. Die Capture-API bietet dem Benutzer ein erhöhtes Maß an Typsicherheit,
befreit ihn von den zahlreichen Eigenheiten der zugrundeliegenden APIs und dem notwen-
digen Detailwissen, das zu deren Benutzung notwendig ist. Sie stellt eine plattformunabhän-
gige Schnittstelle auf einem hohen Abstraktionsniveau zur Verfügung. Diese aus mehreren
abstrakten Klassen bestehende Schnittstelle wird von Anwendungen dazu verwendet, die an-
geschlossenen Geräte zu identifizieren, deren Fähigkeiten zu ermitteln und sie zu steuern. Die
tatsächliche Abbildung der Funktionalität der abstrakten Schnittstelle auf die vom Gerät zu
verwendende API wird durch die konkrete Implementierung der abstrakten Klassen, dem so-
genannte back-end, realisiert. Welche APIs auf einem konkreten System zur Verfügung stehen,
wird vor der Erstellung der Bibliothek ermittelt und damit die Übersetzung der Klassen des
entsprechenden back-ends initiiert.
Die Struktur der abstrakten Capture-Schnittstelle ist in Abbildung 5.22 dargestellt. Der Zugriff
auf die Capture-Hardware erfolgt über die Klasse CaptureDevice. Sie fungiert als Abstract
Factory [55, S. 87 ff.] zur Erzeugung der konkreten plattformabhängigen Implementierungen
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diverser abstrakter Manager-Klassen und zum Zugriff auf diese. Die Manager-Klassen stellen
die Schnittstellen bereit, um bestimmte Eigenschaften des Gerätes zu konfigurieren und dessen
Funktionen zu steuern:
• FormatManager: Verwaltet die formatbezogenen Einstellungen des Gerätes, d.h. die
vorhandenen Ausgabeformate, die für diese Formate verfügbaren Auflösungen, Frame-
raten und Video-Standards
• ConnectorManager: Capture-Geräte können mehrere Ein- und Ausgänge besitzen
(beispielsweise: S-Video und Composite als analoge Eingänge einer Capture-Box) de-
ren Konfiguration über diesen Manager erfolgt. Verwaltet werden dabei Objektinstan-
zen, die Connector als Oberklasse besitzen.
• ControlManager: Capture-Geräte besitzen typischerweise durch den Benutzer ein-
stellbare Regler zur Steuerung bestimmter Bildparameter beispielsweise für Sättigung,
Helligkeit oder Kontrast. Typ (z.B. Integer, Double, Boolean oder Menü), Wert, Wer-
tebereich und Standardwert solcher Regler sind genauso von der konkreten Hardware
abhängig wie die Zahl der Regler und deren Bedeutung. Ein solcher Regler wird durch
eine von der Basisklasse Control abgeleiteten Klasse repräsentiert. Die Verwaltung
der Controls eines Gerätes wird vom ControlManager übernommen.
• CaptureManager: Dient zur Steuerung der Videogewinnung, d.h. das asynchrone
Starten79 und Stoppen sowie das Registrieren eines speziellen CaptureHandlers
dessen Methode handleCaptureEvent() immer dann aufgerufen wird, wenn neue
Daten vom Gerät geliefert werden können. Das Argument dieser Methode ist ein Ob-
jekt der Klasse IOBuffer, der die Daten selbst sowie Metadaten wie Zeitstempel und
Sequenznummer enthält. Da der IOBuffer vom CaptureManager zur Verfügung
gestellt wird, muss er durch Aufruf der release()-Methode freigegeben werden.
Das eindeutige CaptureDevice-Objekt für eine konkrete Capture-Hardware wird durch
die Methode getDevice() der Klasse DeviceDescriptor bereitgestellt. Dieser De-
skriptor liefert menschenlesbare Informationen über das Gerät und kapselt den Mechanismus
zum Zugriff auf den Geräte-Treiber. Eine Liste von DeviceDescriptor-Objekten, welche
die im System verfügbaren Capture-Geräte repräsentieren, wird vom DeviceCollector-
Singleton bei seiner Instanziierung erstellt. Diese Liste kann dem Benutzer dann zur Auswahl
des für die Videogewinnung gewünschten Gerätes präsentiert werden.
Für die Implementierung der Capture-Schnittstelle für eine konkrete API müssen die folgen-
den abstrakten Basisklassen implementiert werden: DeviceDescriptor, CaptureDe-
vice, die Manager-Klassen und die mit Ihnen assoziierten Klassen (z.B.: Control und
Connector). In Abbildung 5.22 wurde aus Gründen der Übersichtlichkeit lediglich die Un-
79Dies erfordert unter Umständen die Erzeugung eines dedizierten Threads.
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terklassen von CaptureDevice dargestellt. Auf die Darstellung der Implementierungen der
anderen abstrakten Basisklassen wurde verzichtet.
6 Anwendungsbeispiele
Das vorangegangene Kapitel hat gezeigt, wie sich die Konzepte der Media Internet Streaming
Toolbox in der Architektur und dem Design der Software niederschlagen. Dieses Kapitel soll
– über das einführende Komplexbeispiel aus Abschnitt 2.4 hinaus – an Beispielen demonstrie-
ren, wie mit einfachen Mitteln durch das Hinzufügen geeigneter Compresslets und Anwen-
dungsgraphen unterschiedliche Streaming-Anwendungen realisiert werden können. Die Bei-
spiele lassen sich entsprechend dem Konzept der Medienverarbeitungs- und Stromerstellungs-
graphen in die Bereiche Medienverarbeitung und Stromerstellung unterteilen. Zur Demonstra-
tion der Stromerstellung werden zwei Wavelet-basierte Stromformate vorgestellt, während als
Exempel für die Medienverarbeitung verschiedene Kombinationen und Manipulationen meh-
rerer Quellen dienen.
6.1 Beispiel DeltaWCV: Ein waveletbasiertes Stromformat für CESC
Das Live-Video Stromformat DeltaWCV (Delta Wavelet Compressed Video) wurde ursprüng-
lich in einer früheren Arbeit des Autors für das Programm WebVideo entwickelt und in [73]
vorgestellt. Das Ziel dieser Arbeit war es, die hervorragenden dekorrelierenden Eigenschaf-
ten von biorthogonalen Wavelets mit den Konzepten von CESC zu kombinieren. Dazu wurde
zum einen eine blockweise Aktualisierung der Wavelet-Transformation eingeführt, um deren
Teilberechenbarkeit zu ermöglichen. Zum anderen sollten für jeden Klienten individuell die
Transformationskoeffizienten, die die für ihn geänderten Bildblöcke repräsentieren, identifi-
ziert, entropiecodiert und versendet werden. Da die nötigen Komponenten des resultierenden
Verfahrens auch in die TOOLBOX integriert wurden, sollen dessen Grundzüge im Folgenden
kurz dargestellt werden. Für die Details wird auf die Originalarbeit verwiesen [73].
Für das Kompressionsverfahren kommt der klassische Ansatz eines transformationsbasierten
Codecs zum Einsatz: Das Signal wird einer dekorrelierenden Transformation (hier: diskrete
Wavelet-Transformation mit dem biorthogonalen 5/3- oder 9/7-Filter) unterzogen. Die ent-
stehenden Transformationskoeffizienten können zur Unterscheidung der für die menschliche
Wahrnehmung relevanten von der irrelevanten Information herangezogen werden. Insbeson-
dere betragsmäßig sehr kleine Koeffizienten, die vornehmlich in den hochpassgefilterten Teil-
bändern zu finden sind, tragen sehr wenig Information zum Signal bei und können bei der
anschließenden Entropiecodierung – je nach gewünschter Bildqualität oder gewünschtem Da-
tenvolumen – weggelassen werden.
Die Umsetzung des Verfahrens in der CESC-Architektur ist in Abbildung 6.1 dargestellt. Die
Aktualisierung der Generationenkarte und der Wavelet-Transformation erfolgen für jeden Fra-
me einmalig im Takt der Quelle. Die davon entkoppelt ausgeführte Stromkonstruktion wird
für Klientengruppen mit identischem Zustand immer dann ausgeführt, wenn deren Verbin-
dung neue Daten versenden kann. Die Stromkonstruktion verwendet die Generationenkarte
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Abbildung 6.1: Schematische Darstellung des DeltaWCV-Kompressionsverfahrens: der obere Teil (Com-
ponent Encoding) wird einmalig für jeden von der Quelle gelieferten Frame ausgeführt und aktualisiert
die Wavelet-Transformation und die Generationenkarte. Der untere Teil (Stream Construction) führt die
eigentliche Codierung für eine Gruppe Klienten mit identischem Zustand aus.
um die geänderten Bereiche bezüglich des klientenindividuellen Referenzframes zu ermitteln,
eine Änderungsmaske zu erstellen und mit deren Hilfe die Transformationskoeffizienten zu
identifizieren, die die geänderten Blöcke repräsentieren. Diese werden dann codiert und an
die Klientengruppe versendet. Der Empfänger rekonstruiert die Änderungsmaske und fügt
mit ihrer Hilfe die Koeffizienten an den korrekten Positionen der Wavelet-Transformation des
Referenzframes ein und erhält damit die Transformation des aktuellen Frame.
6.1.1 Blockweise Aktualisierung der Wavelet-Transformation
Wavelets eignen sich besonders für die Darstellung von Bildsignalen, die aus Objekten ver-
schiedener Größen an unterschiedlichen Positionen zusammengesetzt sind wie dies bei foto-
realistischen Bildern der Fall ist. Eine ausführliche und mathematisch fundierte Betrachtung
von Wavalet-Transformationen und deren Anwendung in der Bilddatenkompression liefern
beispielsweise STRANG und NGUYEN [74].
Die diskrete Wavelet-Transformation kann als eine Zerlegung des Signals in Tiefpass- bzw.
Approximationskoeffizienten (an) und Hochpass- bzw. Detailkoeffizienten (dn) mit einer
nachfolgenden Unterabtastung um den Faktor 2 interpretiert werden. Praktische Bedeutung
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Abbildung 6.2: Originalbild (links) und zweistufige Transformation des Lenna-Testbildes mit dem biortho-
gonalen 5/3-Filter. Je dunkler ein Pixel ist, desto größer ist der Betrag des entsprechenden Koeffizienten.
erlangt die Transformation jedoch erst durch die wiederholte Anwendung auf das Tiefpass-
Signal (an). Dadurch entsteht eine sogenannte Filterbank-Kaskade, die eine feinere Auflösung
des tiefpassgefilterten Signals bewirkt. In Abbildung 6.2 sind die ersten zwei Stufen des aus
der Kompressionsliteratur bekannten Lenna-Testbildes80 dargestellt. Die kaskadierte Anwen-
dung wurde von MALLAT eingeführt [75], weshalb die resultierende Teilbandstruktur auch
Mallat-Zerlegung genannt wird.
Zur Berechnung der Wavelet-Transformation wird diese im Takt der Quelle aktualisiert, in-
dem die Koeffizienten, die die zum Vorgängerframe geänderten Bildblöcke repräsentieren,
identifiziert, neu berechnet und in die Transformation des Vorgängerframes eingesetzt werden.
Mathematisch gesehen entspricht die Berechnung der Wavelet-Transformation einer Faltungs-
operation, weshalb Transformationskoeffizienten und Bildpixel nichttrivialen Abhängigkeiten
unterliegen. Zur Ermittlung der neu zu berechnenden Koeffizienten für einen bestimmten Bild-
block, müssen diese Abhängigkeiten zunächst analysiert und ermittelt werden.
Abbildung 6.3 stellt ein eindimensionales Signal mit einem einzelnen geänderten Signalwert
und die Transformationskoeffizienten des biorthogonalen 5/3-Filters sowie deren Abhängig-
keiten dar.
Die Identifikation und Neuberechnung der geänderten Koeffizienten, wie sie in Abbildung 6.3
für den nulldimensionalen Fall dargestellt ist (nur ein einziger Signalwert hat sich geändert),
kann auf einfache Weise auf den Fall zweidimensionaler Bildblöcke und die Verwendung
mehrerer Transformationsstufen übertragen werden. Durch die Analyse der Abhängigkeiten
kann der Zusammenhang zwischen den Start- und End-Indizes der geänderten Bildblöcke,
den geänderten Koeffizienten und der zu ihrer Neuberechnung erforderlichen Werte formali-
80siehe auch: www.lenna.org
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Abbildung 6.3: Der Wert eines eindimensionalen Signals (xn) hat sich an der Stelle x2 verändert. Die
Transformationskoeffizienten ((an) und (dn)) des 5/3-Filters, die von diesem Wert abhängen (leere Krei-
se), müssen zur Aktualisierung der Transformation neu berechnet werden. Führt man diese Neuberech-
nung von Koeffizienten für ganze Signalintervalle aus und überträgt dies auf den zweidimensionalen
Fall, erhält man die blockweise Aktualisierung für eine Transformationsstufe. An den Rändern endlicher
Signale (gestrichelte Linie) kommt bei biorthogonalen Filtern eine Signalspiegelung zum Einsatz.
siert werden. Die blockweise Aktualisierung wird dann für jeden Bildblock und jede Transfor-
mationsstufe wiederholt, um zu einer vollständig aktualisierten Transformation zu gelangen.
Die Ergebnisse der Neuberechnung aus der letzten Zerlegungsstufe bilden dabei gemeinsam
mit den unverändert gebliebenen Koeffizienten den Ausgangspunkt für die Aktualisierung der
nächsten Stufe.
6.1.2 Entropiecodierung
Zur eigentlichen Entropiecodierung kommen mehrere Algorithmen in Frage, welche die Ei-
genschaften der Teilbandstruktur der Mallat-Zerlegung für eine effiziente Codierung ausnut-
zen, z.B.: Set Partitioning in Hirarchical Trees (SPIHT) [76] oder Embedded Zerotree Wave-
let Coding (EZW). Die Unterschiede in der Leistungsfähigkeit zwischen diesen Algorithmen
bezüglich Rate-Distortion81 sind für das vorgestellte Kompressionsverfahren eher vernachläs-
sigbar. Das Hauptziel liegt vielmehr in einer klientenspezifischen Codierung, die bezüglich
der Zahl der Klienten gut skaliert. Die Ausführungszeit spielte daher bei der Auswahl des
Algorithmus eine wichtigere Rolle als die erzielbare Kompressionsrate.
Die Entropiecodierung wird entkoppelt von der Aktualisierung der Transformation vorgenom-
men und konzeptuell für jeden Klienten individuell ausgeführt. Dazu werden mit Hilfe der
Generationenkarte (siehe Kapitel 4.3.6) für den Klienten zunächst die im Vergleich zum ak-
tuellen Frame der Quelle geänderten und mithin zu codierenden Bildblöcke ermittelt. Mit der
im vorangegangenen Abschnitt erwähnten Formalisierung der Abhängigkeiten kann dann auf
effiziente Weise eine sogenannte Änderungsmaske erstellt werden, in der diejenigen Trans-
formationskoeffizienten markiert werden, die die geänderten Bildblöcke repräsentieren. Die
Transformation wird anschließend in einer festgelegten Reihenfolge82 abgetastet und alle Ko-
81Für diesen Begriff existiert keine gebräuchliche Übersetzung.
82Die Abtastreihenfolge nutzt die Eigenschaften der Subbandstruktur aus, um signifikante Koeffizienten mög-
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Abbildung 6.4: Für die geänderten Blöcke des Bildes (links) wird eine Änderungsmaske (rechts) erstellt.
In dieser sind die Koeffizienten markiert, die die geänderten Blöcke repräsentieren. Unter Verwendung
einer bestimmten Abtastreihenfolge werden die markierten Koeffizienten in einen Vektor übertragen und
dann entropiecodiert.
effizienten, die in der Änderungsmaske markiert sind, in einen Vektor übertragen. Die Koef-
fizienten des Vektors werden schließlich mit einer festgelegten Präzision entropiecodiert, mit
den notwendigen Header-Informationen versehen und an den Klienten übertragen. Der Klient
kann mit Kenntnis der geänderten Blöcke die Änderungsmaske rekonstruieren und die deco-
dierten Koeffizienten aus dem Vektor in die korrekte Position der Transformation einfügen.
Damit wird die Transformation des klientenspezifischen Referenzframes auf die Transfor-
mation des letzten von der Quelle gelieferten Frames aktualisiert. Aus der so entstandenen
Transformation kann dann das RGB-Bild zur Anzeige berechnet werden.
Für die eigentliche Codierung des Koeffizientenvektors kommt letztlich eine Modifikation
des von TIAN und WELLS JR. vorgeschlagenen Wavelet Difference Reduction-Algorithmus
(WDR) [77] zur Anwendung. Der WDR-Algorithmus basiert auf der effizienten Repräsentati-
on der Positionen signifikanter Koeffizienten durch das sogenannte Index Coding und besteht
aus mehreren aufeinanderfolgenden Sortier- und Verfeinerungsdurchgängen. Bei der Sortie-
rung wird entschieden, welche Koeffizienten bezüglich eines Schwellenwertes als signifikant
zu betrachten sind und somit codiert werden müssen. Im Verfeinerungsdurchgang wird die Po-
sition der neu hinzugekommenen signifikanten Koeffizienten mittels Index Coding codiert. Für
diejenigen Koeffizienten, die bereits in einer der vorhergehenden Runden als signifikant ein-
gestuft wurden, wird je ein Bit zusätzlicher Präzision codiert. Anschließend wird der Schwel-
lenwert für den Sortierdurchgang halbiert und von vorn begonnen. Der entstehende Bitstrom
hat die Eigenschaft, dass er an jeder beliebigen Stelle abgebrochen werden kann, beispielswei-
se beim Erreichen einer vorgegebenen Grenze für das Datenvolumen oder die Qualität (engl.:
Embedded oder Progressive Bitstream).
Die Modifikation des WDR-Algorithmus resultiert nun aus der Beobachtung, dass die Mus-
lichst dicht beeinander zu positionieren. Dies ermöglicht eine besonders effiziente Codierung der Position der
Koeffizienten.
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ter der Speicherzugriffe bei der Abarbeitung des Algorithmus mit typischen CPU Cache-
Strategien kollidieren. Statt der wiederholten Ausführung von Sortier- und Verfeinerungsrunde
wird ein Koeffizient, der als signifikant erkannt wird, gemeinsam mit seiner Position sofort mit
einer vorgegebenen Präzision vollständig codiert. Diese Änderung hat zur Folge, dass jeder si-
gnifikante Koeffizient nur einmal aufgegriffen und verarbeitet werden muss und resultiert in
einer Beschleunigung der Ausführungszeit um bis zu einem Faktor von 4.
Der so modifizierte Algorithmus weist die gleiche Rate-Distortion-Funktion auf wie WDR,
kann aber nicht mehr an jeder beliebigen Stelle abgebrochen werden. Diese Eigenschaft, die
für das Stromformat DeltaWCV ohnehin nicht benötigt wird, verleiht ihm den Namen Non
Embedded Wavelet Difference Reduction (NEWDR).
6.1.3 Übertragung des Verfahrens in die TOOLBOX
Zur Übertragung des Kompressionsverfahrens in die Media Internet Streaming Toolbox wer-
den die folgenden Compresslets (siehe auch Anhang A für eine komplette Referenz) benutzt:
• ForwardDWT, InverseDWT: Konverter zur Berechnung der (inversen) diskreten Wave-
let-Transformation für den biorthogonalen 5/3 und 9/7-Filter unter Verwendung der vor-
gestellten blockweisen Aktualisierung
• NEWDREncoder, NEWDRDecoder: Konverter zur Konstruktion der Änderungsmaske
und Entropiecodierung/-decodierung der geänderten Bildblöcke
• ClientChangeDetector: Filter zur klientenabhängigen Änderungserkennung mit Hilfe
der Generationenkarte zur Entkopplung der Stromcodierung von der Medienverarbei-
tung
• HTTPSink: Entgegennahme von Klientenverbindungen, Auslösen der Stromerstellung,
Versenden der Stromdaten
Der Stromerstellungsgraph zur Erstellung des Stromformates DeltaWCV und der daraus resul-
tierende relevante Teil des Flussgraphen sind in Abbildung 6.5 dargestellt. Der ClientChange-
Detector-Filter ist der Startknoten des Stromerstellungsgraphen. Er verwendet die Generatio-
nenkarte zur Entkopplung der DeltaWCV-Stromerstellung von der Ausführung des restlichen
Flussgraphen. Das Format des Eingabe-Pins ist durch die Angabe eines Constraint-Formates
frei wählbar (hier: Subtyp DWT) und kann so auch zur Entkopplung anderer Stromformate be-
nutzt werden. Das Format des Ausgabe-Pins entspricht dem Eingabe-Format. Die Daten des
zuletzt erhaltenen Eingabe-Puffers werden mit den klientenspezifischen Änderungsinforma-
tionen versehen und unmodifiziert an den Ausgabe-Pin weitergeleitet. Zur Aktualisierung der
Generationenkarte werden die sich auf den Vorgängerframe beziehenden Änderungsinforma-
tionen der Eingabe-ComponentBuffer verwendet. Außerdem verwaltet der ClientChange-
Detector anhand der Klienten-ID die für den Vergleich mit der Generationenkarte benötigte
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Abbildung 6.5: Der Stromerstellungsgraph (links), der die Codierung des DeltaWCV -Formates be-
schreibt, besteht aus dem ClientChangeDetector zur Entkopplung der Stromerstellung und dem HTT-
PSink zum Versenden der Stromdaten. Bei der Konstruktion des Flussgraphen werden zusätzlich die
Konverter zur Berechnung der Wavelet-Transformation und zur Entropiecodierung eingefügt.
Sequenznummer des zuletzt versandten Frames. Der ClientChangeDetector enthält somit die
komplette Entkopplungslogik.
Der HTTPSink-Knoten kann Daten in einem beliebigen Format versenden und wird auch in
anderen Stromerstellungsgraphen verwendet. Zur Erstellung eines DeltaWCV-Stromes wird
der Eingabe-Pin mit dem Ausgabe-Pin des ClientChangeDetectors verbunden und mit einem
entsprechenden Constraint-Format (Subtyp: DELTA_WCV) versehen. Dadurch wird das au-
tomatische Einfügen der notwendigen Konverter (hier: NEWDREncoder) in den Flussgraphen
erzwungen.
Der Knoten ForwardDWT des Flussgraphen gehört zur Partition des Medienverarbeitungs-
graphen und wird in dessen Kontext ausgeführt. Die Wavelet-Transformation wird daher für
jeden Frame nur einmal berechnet. Zur Stromerstellung wird auf die DWT des zuletzt von
der Medienverarbeitung gelieferten Frames zugegriffen und durch die Partition des Stromer-
stellungsgraphen die klientenabhängige Stromerstellung für Klientengruppen mit identischem
Zustand asynchron ausgeführt.
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6.2 Beispiel MotionWCV: Ein waveletbasiertes Stromformat mit
klientenindividueller Bewegungsschätzung
Das im vorangegangenen Abschnitt vorgestellte Verfahren ersetzt geänderte Bildteile kom-
plett, indem die entsprechenden Bereiche der Wavelet-Transformation identifiziert, codiert
und übertragen werden. Es skaliert durch die Ausnutzung der CESC-Prinzipien hervorragend
auf große Klientenzahlen und ist sehr effizient, wenn große Bildteile unverändert bleiben.
Diese Vorraussetzung ist häufig bei Webcam-Anwendungen erfüllt, die die Szene von einem
festen Punkt und aus einer genügend großen Distanz betrachten.
In Situationen, in denen die Kamera beweglich ist oder große Bildbereiche häufigen Änderun-
gen unterliegen, kann die temporale Redundanz nicht mehr effektiv ausgenutzt werden. Die
erreichte Kompressionsrate von DeltaWCV geht dann gegen die Rate, die erreicht wird, wenn
die Frames einzeln und unabhängig voneinander komprimiert werden. In solchen Szenarien
eignen sich hybride Verfahren, die eine Bewegungsschätzung zur Nutzung der temporalen
Redundanz heranziehen, besser. Solche Verfahren sind jedoch schwer mit den Konzepten von
CESC in Einklang zu bringen. Im Folgenden wird das Stromformat Motion Wavelet Compres-
sed Video (MotionWCV) vorgestellt, das versucht möglichst viele Vorteile beider Ansätze in
sich zu vereinen.
6.2.1 Entwurf des Stromformates
Das Stromformat MotionWCV benutzt eine Bewegungsschätzung zur Vorwärtsprädiktion des
aktuellen Bildes. Damit wird die temporale Redundanz für eine effektive Kompression ge-
nutzt. Als Referenzframe wird der klientenabhängige Vorgängerframe verwendet. Die Be-
wegungsschätzung erfolgt klientenindividuell für Gruppen mit identischem Vorgängerframe,
d.h. die Entkopplung von Medienverarbeitung und Stromerstellung wird als wichtiges CESC-
Prinzip beibehalten. Darüber hinaus verwendet das Verfahren die im Abschnitt 6.1.3 vorge-
stellten Compresslets ForwardDWT und NEWDREncoder zur waveletbasierten Kompression
des Residuums der Bewegungskompensation.
Das für MotionWCV verwendete Kompressionsverfahren ist in Abbildung 6.6 schematisch
dargestellt. Das aktuelle Bild und das Referenzbild werden von der Bewegungsschätzung zur
Erstellung der Bewegungsvektoren verwendet. Die Bewegungskompensation konstruiert aus
dem Ergebnis das Prädiktionsbild. Da die Prädiktion nicht exakt ist, ergibt sich ein Prädikti-
onsfehlerbild, welches durch das waveletbasierte Kompressionsverfahren aus dem Abschnitt
6.1 codiert und zusammen mit den codierten Bewegungsvektoren an den Klienten übertragen
wird.
Die Kompression des Fehlerbildes ist im Allgemeinen nicht verlustfrei. Für eine exakte Be-
wegungsschätzung ist es jedoch notwendig, dass das Referenzbild, das der Klient zur Rekon-
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Abbildung 6.6: Schematische Darstellung des Kompressionsverfahrens MotionWCV : Der ClientMotion-
Estimator führt die Bewegungsschätzung, die Erstellung des Prädiktionsfehlerbildes und die Codierung
der Bewegungsvektoren aus. Er enthält die Entkopplungslogik und realisiert den zyklischen Rückbezug
des Codierungsverfahrens.
struktion verwendet, identisch zum Referenzbild der Bewegungsschätzung ist. Zur Erstellung
des neuen Referenzbildes müssen daher die codierungsbedingten Änderungen im Fehlerbild
berücksichtigt werden. Eine Möglichkeit, ein zum Fehlerbild des Klienten identisches Feh-
lerbild zu bestimmen besteht darin, das bereits codierte Fehlerbild zu decodieren. Eine we-
niger aufwendige Variante ist es, die codierungsbedingten Quantisierungsfehler der Wavelet-
Koeffizienten explizit zu berechnen (Compresslet ExplicitDWTQuantizer). Das so erstellte Re-
ferenzbild wird bis zum Eintreffen des nächsten zu codierenden Frames zwischengespeichert
(Zeitsschritt T in Abbildung 6.6) und dann für die erneute Bewegungsschätzung verwendet.
Die Komponenten, die zur Bewegungsschätzung notwendig sind, werden in ein neues Com-
presslet integriert, den sogenannten ClientMotionEstimator. Er enthält darüber hinaus ähnlich
wie der ClientChangeDetector die Entkopplungslogik für die klientenindividuelle Stromco-
dierung. Er verwaltet dazu die Referenzframes für Klientengruppen mit identischem Vorgän-
gerframe und führt für diese die Bewegungsschätzung, die Codierung der Bewegungsvektoren
und die Konstruktion des Fehlerbildes aus. Da das Referenzbild aus dem decodierten Prädik-
tionsfehlerbild hervorgeht, entsteht bei der Codierung ein Rückbezug, der sich im Flussgra-
phen widerspiegeln muss. Der ClientMotionEstimator ist deswegen als Multiplexer ausgelegt,
dessen Ausgabe-Pin mit dem Eingabe-Pin verbunden ist, der das quantisierte Fehlerbild ent-
gegennimmt.
Abbildung 6.7 stellt den Stromerstellungsgraphen und den entsprechenden Teil des Flussgra-
phen zur Erstellung eines MotionWCV-Stromes dar. Der NullFilter, über den der Ausgabe-
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Abbildung 6.7: Der Stromerstellungsgraph (links) zur Beschreibung des MotionWCV -Stromformates
enthält als Startknoten den ClientMotionEstimator und den HTTPSink zum Versand der Daten. Der
NullFilter wird eingefügt, um die Quantisierung der Transformationkoeffizienten des Prädiktionsfehlerbil-
des zu erzwingen. Er verbindet den Ausgabe-Pin des ClientMotionEstimators mit dem entsprechenden
Eingabe-Pin und stellt so den Rückbezug her.
Pin des ClientMotionEstimators mit dem Eingabe-Pin zur Entgegennahme des rekonstruier-
ten Prädiktionsfehlerbildes verbunden ist, erzwingt über das angegebene Constraint-Format
die explizite Quantisierung der Transformationskoeffizienten. Die bereits für das DeltaWCV
verwendeten Konverter führen die Wavelet-Transformation und die Entropiecodierung durch.
6.2.2 Bewegungsschätzung
In [14, S. 144 ff.] definiert WATKINSON die optische Flussachse als die Position eines be-
stimmten Punktes eines sich bewegenden Objektes in aufeinanderfolgenden Frames. Der Pro-
zess des Auffindens der optischen Flussachse wird als Bewegungsschätzung bezeichnet. Dabei
werden aufeinanderfolgende Frames analysiert und die Bewegung einzelner Objekte zwischen
den Frames ermittelt. Eine solche Bewegung wird durch einen Bewegungsvektor beschrieben.
Das bewegte Objekt kann nun in einem der beiden Frames dargestellt werden, indem die
Bilddaten des Objektes aus dem anderen Frame entnommen und um den Bewegungsvektor
verschoben werden. Dieser Vorgang wird Bewegungskompensation genannt. Die Bewegungs-
kompensation kann für eine effiziente Kompression verwendet werden, da der Bewegungsvek-
tor für ein Objekt mit einer wesentlich geringeren Anzahl von Bits beschrieben werden kann
als die Pixeldaten des Objekts. Da die Bewegungskompensation kein perfektes Prädiktionsbild
liefert, muss zusätzlich der Fehler der Prädiktion übertragen werden. Bei einer hinreichend gu-
ten Prädiktion enthält das Fehlerbild jedoch nur noch wenig Information und lässt sich mithin
effizient komprimieren.
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Abbildung 6.8: Der durch die Bewegungsschätzung gefundene Bewegungsvektor wird dazu verwendet,
durch Verschieben des Referenzblocks eine Prädiktion des Originalbildes zu erstellen.
Die Verfahren zur Bewegungsschätzung lassen sich in die folgenden drei Kategorien einteilen:
1. Blockmatching: Die Funktionsweise des Blockmatchings ist in Abbildung 6.8 illustriert.
Dabei wird das Originalbild in Blöcke fester Größe unterteilt. Ist ein solcher Block Teil
eines sich bewegenden Objektes, dann existiert ein ähnlicher Block im Referenzbild.
Für jeden Block des aktuellen Bildes wird daher ein Block im Referenzbild gesucht, der
die Kosten bezüglich einer bestimmten Metrik minimiert. Die Verschiebung des Blocks
ist der gesuchte Bewegungsvektor. Zur Berechnung der Kosten wird ausschließlich der









|It(x+ i,y+ j)− It−1(x+ i+u,y+ j + v)| (6.1)
verwendet. It und It−1 sind aufeinanderfolgende Bilder (bzw. Referenzbild und aktuelles
Bild), N die Blockgröße, (x,y) die Position des Blockes und (u,v) die Verschiebung.
2. Gradientenmatching: Dabei wird das Verhältnis von zeitlichen und räumlichen Lumi-
nanzdifferenzen zur Abschätzung der Verschiebung verwendet.
3. Phasenkorrelation: Durch Subtraktion der Phasen der Fourier-Transformationen der Bil-
der und anschließender inverser Fourier-Transformation erhält man Maxima, deren Po-
sitionen mit den Positionen korrespondieren, an denen eine Bewegung stattfand. Da
transformationsbedingt nicht gleichzeitig die Position, an der die Verschiebung stattfin-
det und der Vektor der Verschiebung beliebig genau bestimmt werden können, schließt
sich häufig eine Blockmatching-ähnliche Stufe zur Verbesserung des Ergebnisses an.
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Abbildung 6.9: Die Positionen beim verwendeten Blockmatching-Verfahren bestehen aus denen der
normalen Dreischrittsuche (Kreise) und einer Raute (Quadrate) um das Zentrum zum Auffinden kleiner
Bewegungsvektoren.
Für die Bewegungsschätzung des ClientMotionEstimators wird das Blockmatching-Verfahren
angewendet, da dies die einfachste und naheliegendste Methode darstellt. Dabei ergibt sich
ein enormer Berechnungsaufwand, wenn alle möglichen Positionen untersucht werden sollen.
Die Suche nach der besten Übereinstimmung wird daher auf ein Suchfenster der Größe w
um die Position des Blocks eingeschränkt. Sollen alle Positionen innerhalb des Suchfensters
überprüft werden (Vollsuche), sind immer noch (2w+1)2 Blockvergleiche notwendig. Dieser
Aufwand ist in Echtzeit nur unter der Voraussetzung zu bewältigen, dass ein hinreichend klei-
nes Suchfenster bei gleichzeitig großer Blockgröße und geringer Bildgröße verwendet wird.
Zu Referenzzwecken und zum Vergleich mit anderen Verfahren wurde die Vollsuche innerhalb
des Suchfensters dennoch implementiert.
Für eine effizientere Suche nach der besten Übereinstimmung werden Heuristiken verwendet,
die nur bestimmte Positionen innerhalb des Suchfensters überprüfen. Das Finden der Position
mit der besten Übereinstimmung innerhalb des Suchfensters kann dann nicht mehr garantiert
werden. Häufig ist die gefundene Lösung dennoch für eine qualitativ hochwertige Prädiktion
verwendbar. YANG et al. geben in [78] einen Überblick und eine Analyse der wichtigsten
dieser Heuristiken.
Zum Einsatz kommt schließlich eine Modifikation des Dreischrittverfahrens, das sogenann-
te effiziente Dreischrittsuchverfahren, das von JING und CHAU vorgestellt wurde [79]. Die
Positionen, die der Algorithmus untersucht, sind in Abbildung 6.9 in einem Beispiel für die
Fenstergröße w = 7 dargestellt. Der Algorithmus lässt sich wie folgt zusammenfassen:
Schritt 1: Es werden die in Abbildung 6.9 schwarz dargestellten 13 Positionen untersucht.
Es handelt sich um die 9 Positionen eines 9x9-Gitters, die auch bei der Dreischrittsuche
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Abbildung 6.10: Die Blöcke für die Bewegungsschätzung werden hierarchisch segmentiert, um eine
feinere Auflösung der Bewegungsschätzung zu realisieren.
verwendet werden (schwarze Kreise), sowie zusätzlich eine aus 4 Positionen bestehende
Raute um das Zentrum (schwarze Quadrate). Liegt das Minimum im Zentrum, wird die
Suche abgebrochen.
Schritt 2: Liegt das Minimum aus dem ersten Schritt auf der Raute, dann gehe zu Schritt 3.
Sonst wird weiterverfahren wie bei der normalen Dreischrittsuche, d.h. das 9x9-Gitter
wird mit seinem Zentrum zum Minimum des vorhergehenden Schrittes verschoben, sei-
ne Größe halbiert und die neu entstandenen Positionen untersucht. Dieser Schritt wird
ein zweites Mal ausgeführt, wenn das Minimum nicht im Zentrum gefunden wird (grüne
und rote Positionen in Abbildung 6.9).
Schritt 3: Die Raute wird so verschoben, dass deren Zentrum im vorherigen Minimum liegt.
Die Überprüfung der noch nicht überprüften Positionen der Raute wird solange fortge-
setzt, bis entweder das Minimum im Zentrum der Raute gefunden wird oder der Rand
des Suchfensters erreicht ist.
Die effiziente Dreischrittsuche arbeitet für große Bereiche der Werte für Fenstergröße und
Betrag der Bewegungsvektoren besser oder genauso gut wie eine Vielzahl anderer Heuristiken
und muss dazu meist weniger Positionen überprüfen.
Die Einteilung des Bildes in Blöcke fester Größe ist für die Bewegungsschätzung nicht immer
sinnvoll. Beispielsweise lassen sich Bewegungen von Objekten, die nicht komplett von einem
Block erfasst werden oder die sich entlang der optischen Achse bewegen, schlecht schätzen,
da sich unterschiedliche Teile des Blocks in verschiedene Richtungen bewegen. In solchen
Fällen kann der Block in vier Teilblöcke zerlegt und die Bewegungsschätzung unabhängig
für jeden dieser Teilblöcke wiederholt werden. Diese Segmentierung kann auf der nächsten
Stufe fortgesetzt werden. Die resultierende Segmentierungshierarchie ist in Abbildung 6.10
an einem konkreten Beispiel dargestellt.
Als Kriterium für die Entscheidung, ob ein Block segmentiert werden soll oder nicht, wird
geprüft, ob der SAD-Wert (siehe Gleichung (6.1)) für den gefundenen Bewegungsvektor über
einem gewissen Schwellenwert liegt oder nicht. Um die Entstehung einer übermäßig großen
Zahl von kleinen Blöcken und damit Bewegungsvektoren zu verhindern, wird die Zahl der
6.2 MOTIONWCV: EIN WAVELETBASIERTES STROMFORMAT MIT ... 167
Abbildung 6.11: Zur Prädiktion eines Bewegungsvektors (links) kommen die drei zuvor codierten Nach-
barn in Frage. Wird die Prädiktion anhand der minimalen Bitrate durchgeführt, ist im Bitstrom (rechts)
die zusätzliche Codierung von Modus-Bits zur Festlegung des zu verwendenden Prädiktions-Kandidaten
notwendig.
unterteilten Blöcke auf jeder Stufe auf einen bestimmten Anteil beschränkt. Diese Beschrän-
kung wird über die Verwendung eines Histogramms für die SAD-Werte der gefundenen Be-
wegungsvektoren realisiert.
6.2.3 Codierung der Bewegungsvektoren
Die Bewegungsvektoren müssen verlustfrei codiert werden. Insbesondere, wenn hohe Kom-
pressionsraten erreicht werden sollen, stellen die Bewegungsvektoren einen nennenswerten
Teil der Gesamtinformation dar. Eine effiziente Kompression der Bewegungsvektoren ist da-
her wichtig. Oft wird dazu ein Kompressionsschema verwendet, das auf der Annahme beruht,
dass das Bewegungsvektorfeld hinreichend glatt ist, d.h. benachbarte Blöcke bewegen sich
annähernd in die gleiche Richtung. Diese Annahme motiviert die Verwendung eines prädik-
tiven Schemas: Der Wert eines Bewegungsvektors wird aus den ihn umgebenden Nachbarn
geschätzt. Codiert wird dann lediglich der Prädiktionsfehler. Ausschlaggebend für die Effizi-
enz des Verfahrens ist die Qualität der Prädiktion.
In dieser Arbeit wird das von KIM und RA [80] vorgeschlagene Verfahren benutzt. Es ver-
wendet die folgenden beiden Prädiktoren:
• Median: die Prädiktion wird aus dem Mittelwert der Prädiktionskandidaten (siehe linke
Seite von Abbildung 6.11) gebildet
• Minimale Bitrate: es wird derjenige Prädiktionskandidat als Prädiktion ausgewählt, der
in der geringsten Anzahl zu codierender Bits resultiert. Im Bitstrom muss dazu durch
sogenannte Modus-Bits vermerkt werden, welcher der Kandidaten als Prädiktion be-
nutzt wird. Die Zahl der tatsächlich in Frage kommenden Kandidaten variiert und ist
abhängig von der Differenz zwischen dem zu codierenden Vektor und den möglichen
Kandidaten. Da maximal die drei bereits codierten Nachbarn als Kandidaten in Frage
kommen, werden zwischen 0 und 2 Modus-Bits benötigt.
Zwischen den beiden Prädiktoren wird adaptiv umgeschaltet. Dazu wird geprüft, ob ein be-
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Abbildung 6.12: Die Codierungs-Abhängigkeiten der Referenzframes (grau) unterschiedlicher Klienten
einer Gruppe können aufgrund verschiedener und variabler Frameraten voneinander abweichen. Die
Referenzframes weisen daher minimale Unterschiede auf, die zu Rekonstruktionsfehlern führen.
stimmtes Kriterium83 für die Glattheit des Bewegungsvektorfeldes erfüllt ist oder nicht. In die-
sem Fall, kann angenommen werden, dass die Median-Prädiktion bessere Ergebnisse liefert.
Die Modelladaption und die Prädiktion werden unabhängig für die x- und die y-Komponente
des Bewegungsvektors ausgeführt. Die verbleibende Differenz wird mit Codes variabler Län-
ge84 codiert. Auf der rechten Seite der Abbildung 6.11 ist der resultierende Bitstrom darge-
stellt.
6.2.4 Skalierbarkeit des Verfahrens
Die Vorwärtsprädiktion und die Codierung des Prädiktionsfehlers erfolgt gemeinsam für
Gruppen von Klienten mit identischem Vorgängerframe und somit identischem Referenzfra-
me. Da die Klienten mit unterschiedlichen und variierenden Frameraten bedient werden, ba-
siert die Konstruktion dieser Referenzframes für die Klienten einer Gruppe möglicherweise
auf einer Kette unterschiedlicher Vorgängerreferenzframes. Die Codierungs-Abhängigkeiten
für die Klienten einer Gruppe sind somit nicht notwendigerweise gleich. Diese Situation ist in
Abbildung 6.12 dargestellt.
Die Codierung des Prädiktionsfehlerbildes erfolgt nicht verlustfrei, wodurch sich die Refe-
renzframes der Klienten minimal voneinander unterscheiden. Da die Bewegungsschätzung
und die Berechnung des Residuums jedoch auf Grundlage des Referenzframes eines ausge-
wählten Klienten der Gruppe durchgeführt wird, kommt es zu minimalen Fehlern bei der Re-
konstruktion der Frames der anderen Klienten, die sich in den nachfolgenden Frames fortset-
zen und verstärken. Verfahren, die auf der Verwendung einer Bewegungsschätzung basieren,
sind sehr sensitiv bezüglich solcher Unterschiede in den klienten- und serverseitig verwen-
deten Referenzframes. Daher ist es in solchen Fällen notwendig, beim Überschreiten einer
maximalen Zahl solcher “inkorrekten” Codierungs-Abhängigkeiten einen Stützframe, d.h. ein
komplettes Bild zu senden. Die Häufigkeit, mit der Stützframes gesendet werden müssen und
83Die Differenz zwischen dem Prädiktionskandidaten mit dem Maximum und dem Minumum der betrachte-
ten Komponente muss kleiner oder gleich 1 sein, d.h. MVmax−MVmin ≤ 1.
84Aus Effizienzgründen wird in dieser Arbeit ein Rice-Code mit Codierungsparameter k = 1 benutzt.
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Abbildung 6.13: Bildschirmfoto der Visualisierung der Bewegungsschätzung; dargestellt ist Frame 93
der Foreman-Testsequenz: bewegungskompensiertes Bild (rechts oben); normalisiertes Residuum der
Bewegungskompensation (links oben); segmentiertes Bewegungsvektorfeld (links unten), der Ursprung
des Bewegunsvektors befindet sich im Zentrum des Blocks, die Farbe ist ein Indiz für die Länge des
Vektors (rot: lang, grün: kurz); Verlauf der Verzerrungsmaße und statistische Angaben (rechts unten).
damit die Effizienz mit der das Kompressionsverfahren arbeitet, hängt dabei von der Zahl der
verbundenen Klienten ab.
Ein weiterer Aspekt, der der Skalierbarkeit entgegenwirkt, ist die Komplexität der Bewegungs-
schätzung. MotionWCV eignet sich daher im Vergleich zu DeltaWCV eher in Szenarien mit
geringeren bis mittleren Klientenzahlen, weist in diesem Bereich aber eine wesentlich bessere
Rate-Distortion-Funktion auf.
6.3 Anwendungsbeispiel: Visualisierung der Bewegungsschätzung
Zu akademischen Zwecken sollen verschiedene Aspekte der für das MotionWCV-Verfahren
verwendeten Bewegungsschätzung in Echtzeit visualisiert werden. Dazu soll für die aufeinan-
derfolgenden Bilder einer Quelle die Vorwärtsprädiktion mit nachfolgender Bewegungskom-
pensation und Residuumsberechnung durchgeführt werden. Diese Aufgabe wird durch das
Demultiplexer-Compresslet ME_Demonstrator ausgeführt, das aus den Bildern der Eingabe
die folgenden Ausgaben generiert:
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• das bewegungskompensierte Bild
• das Prädiktionsfehlerbild
• Darstellung des Bewegungsvektorfeldes
• Verlauf der Verzerrungsmaße MAD (Mean Absolute Difference) und MSE (Mean Squa-
re Error) für das bewegungskompensierte Bild sowie weiterer statistischer Angaben
Die einzelnen Ausgaben können separat weiterverarbeitet werden. Im Beispiel werden sie
von einem MultiPIPMux-Knoten zu einem Gesamtbild kombiniert. Der Medienverarbeitungs-
graph besteht also aus dem Quellknoten, dem ME_Demonstrator und dem MultiPIPMux-
Knoten. Mit diesem wird ein Stromerstellungsgraph verbunden, der ein XVideoRenderer-
Compresslet enthält und das Gesamtbild zur Anzeige bringt. Ein Bildschirmfoto, das das so
konstruierte Bild zeigt, ist in Abbildung 6.13 dargestellt.
6.4 Anwendungsbeispiel: Übersichtsvideo und Auswahl einer Quelle
In einem weiteren Beispiel sollen die Bilder mehrerer Quellen in verkleinerter Form zu einem
Übersichtsvideo zusammengeführt und mit einer Nummer zur Identifizierung versehen wer-
den. Zu diesem Zweck verbindet der Medienverarbeitungsgraph die Quell-Knoten, die zwei
lokale Kameras, einen aus dem Netz bezogenen codierten Strom und einen lokal gespeicher-
ten Strom repräsentieren, mit einem MultiPIPMux-Knoten. Das Übersichtsvideo kann dann –
je nach verwendeten Stromerstellungsgraphen – dem Benutzer präsentiert oder den Klienten
zur Verfügung gestellt werden.
Eine der Quellen soll dann während der Ausführung von einem lokalen Benutzer interaktiv
zur Übertragung ausgewählt werden können. Daher werden die Quellen gleichzeitig mit einem
MultiSwitch-Knoten verbunden, der die Frames des ausgewählten Eingabe-Videos unmodifi-
ziert an den Ausgabe-Pin übergiebt. Die Auswahl der Quelle kann alternativ auch automatisch
durch den MultiSwitch erfolgen, indem die Quelle verwendet wird, die die höchste Ände-
rungsrate aufweist oder indem die Quellen periodisch gewechselt werden. Zusätzlich soll die
aktuelle Zeit eingeblendet werden. Die Ausgabe kann dann durch Hinzufügen der entspre-
chenden Stromerstellungsgraphen in gewünschter Form codiert und übertragen werden.
Der Medienverarbeitungsgraph und der daraus resultierende Teil des Flussgraphen sind in
Abbildung 6.14 dargestellt. Ein Bildschirmfoto der konstruierten Videos zeigt Abbildung 6.15.
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Abbildung 6.14: Der Medienverarbeitungsgraph (oben) und der daraus resultierende Teil des Fluss-
graphen (unten) zur gleichzeitigen Konstruktion eine Übersichtsvideos und einer Quellenauswahl. Aus
Gründen der Übersichtlichkeit werden beim Flussgraphen nicht alle Formatparameter dargestellt.
6.5 WEITERE BEISPIELE 172
Abbildung 6.15: Der Flussgraph aus Abbildung 6.14 erzeugt ein Übersichtsvideo (links) mit eingeblende-
ten Nummern zur Identifikation der Quelle. Das eigentlich zu übertragende Video (rechts) wird entweder
automatisch oder durch den Anwender zur Laufzeit durch die Auswahl einer der Quellen bestimmt.
6.5 Weitere Beispiele
Zusätzlich zu den in diesem Kapitel bereits aufgeführten Beispielen wurden einige weitere
einfache Anwendungen durch die Erstellung entsprechender Anwendungsgraphen realisiert:
• Streaming-Klient zum Empfang und zur Anzeige von Video im Stromformat DeltaWCV
oder MotionWCV
• Kombinierte Übertragung von Video und Präsentationsunterlagen eines Vortrags
• Gleichzeitige Übertragung der Videos von drei Kameras in je vier verschiedenen Strom-
formaten (JPEG-ServerPush, DeltaWCV hohe Qualität, DeltaWCV niedrige Qualität,
MotionWCV) zur Überwachung des internetsteuerbaren Roboterfußballs des Insititutes
für Informatik der TU Freiberg85 (siehe auch Abbildung 6.15 unten links)
• Berechnung von Verzerrungs- und Qualitätsmaßen zu Beurteilung der objektiven Bild-
qualität zuvor komprimierter Videosequenzen
• Klient zum Bezug einer beliebigen Zahl von Strömen im Stromformat DeltaWCV oder
MotionWCV mit einer wählbaren Verteilung der Framerate zur Ermittlung der Skalier-
barkeit des Servers bezüglich der Klientenzahl
85http://frobots.informatik.tu-freiberg.de
7 Evaluation
In diesem Kapitel sollen die Ergebnisse einiger Messungen vorgestellt werden. Die Diskussion
der Ergebnisse soll das Erreichen der Ziele dieser Arbeit überprüfen.
Zur Einschätzung der Messwerte ist es nötig, die Testumgebung genauer zu spezifizieren.
Falls in den folgenden Abschnitten nicht explizit auf Abweichungen verwiesen wird, wurden
die Messwerte auf dem folgenden System bestimmt:
• Hardware: Intel Core 2 Quad Q6600, 2.4 GHz, 4 MB L2 Cache, 2 GB Hauptspeicher
• Betriebssystem: openSUSE 11.1 Linux 2.6.27
• Compiler: g++ 4.3.2 mit Optimierungsflag -O2
Damit steht ein Standard PC-System zur Verfügung, dass preislich heutzutage durchaus auch
für den Heimanwender in Betracht kommt.
7.1 Ausführungszeit zur Konstruktion des Flussgraphen
Zur Validierung der Echtzeitfähigkeit wurden einige Messungen zur Zeitspanne durchgeführt,
die benötigt wird, um aus einem Medienverarbeitungsgraphen den initialen Flussgraphen zu
erzeugen bzw., um diesen durch die Partition eines Stromerstellungsgraphen zu erweitern. Die
Ergebnisse der Messungen sind in Tabelle 7.1 zusammengefasst. Für das einführende Beispiel
aus Kapitel 2.4 werden die Größen für die Erstellung der zu den einzelnen Partitionen ge-
hörenden Anwendungsgraphen separat aufgeführt. Die Zahl der Anwendungsgraphen-Knoten
und der resultierenden Flussgraphen-Knoten wurde ebenfalls angegeben, um den Aufwand
der jeweiligen Graphenkonstruktion abschätzen zu können.
Anzumerken ist, dass die Flussgraphen-Konstruktion nahtlos in das Ausführungsmodell inte-
griert ist: Soll ein Stromerstellungsgraph an einen bereits gestarteten Flussgraphen angehängt
werden, wird der erweiterte Flussgraph nebenläufig in einem einzelnen Thread konstruiert.
Nach Abschluss der Konstruktion des neuen Graphen wird der alte Flussgraph in den Zustand
„Unterbrochen“ überführt, die neuen Knoten in den Flussgraphen übertagen und die Ausfüh-
rung anschließend fortgesetzt. Auf ähnliche Weise werden nicht mehr benötigte Partitionen
des Flussgraphen wieder entfernt. Die Erweiterung des Flussgraphen führt somit zu keiner
spürbaren Unterbrechung des Streaming-Vorgangs.
Die gemessenen Ausführungszeiten liegen (teilweise weit) unter 100 ms. Lediglich für das
letzte Anwendungsbeispiel (Roboterfußball) wird auf Grund seiner hohen Komplexität mit
150 ms eine etwas größere Zeitspanne benötigt. Zu beachten ist, dass die Flussgraphen-
Konstruktion nur einmalig beim Server-Start durchgeführt werden muss. Dabei werden be-
reits die Partitionen der gewünschten Standardformate in den Flussgraphen integriert. Die Er-
173







Zeitbedarf zur Erzeugung kompletter Flussgraphen
Einführendes Beispiel (Kapitel 2.4) 6 12 50
Demonstration der Bewegungsschät-
zung (Kapitel 6.3) 4 7 5
Übersichtsvideo und Auswahl einer
Quelle (Kapitel 6.4) 11 21 60
Bereitstellung von 3 Videos in je 4
Stromformaten (Kapitel 6.5, Robo-
terfußball)
34 70 150
Zeitbedarf zur Erweiterung eines Flussgraphen um einzelne Stromerstellungs-Partitionen
JPEG-ServerPush 1 4 22
DeltaWCV 2 4 6
MotionWCV 3 7 13
Tabelle 7.1: Gemessene Ausführungszeiten zur Konstruktion von Flussgraphen bzw. zur Erweiterung
von Flussgraphen um Partionen zur Erstellung von Stromformaten.
weiterung des Flussgraphen um zusätzliche Partitionen zur Laufzeit ist nur dann notwendig,
wenn Klienten bestimmte Formate mit Parameterausprägungen anfordern, die nicht bereits
vom Flussgraphen erstellt werden. Die gemessenen Zeiten für die Erweiterung des Flussgra-
phen um eine solche Partition bewegen sich im Bereich weniger Millisekunden. Sie ist damit
ohne Weiteres beim Verbindungsaufbau zu realisieren. Die Anforderung nach (weicher) Echt-
zeitfähigkeit kann für die Flussgraphen-Konstruktion daher als erfüllt betrachtet werden.
7.2 Vergleich der Stromformate DeltaWCV und MotionWCV
Zum objektiven Vergleich der Leistungsfähigkeit von Kompressionsverfahren wird die Rate-
Distortion-Funktion herangezogen (siehe Kapitel 3.3.4). Zur Bestimmung dieser Funktion
wurde für die vorgestellten Kompressionsverfahren DeltaWCV (Kapitel 6.1) und Motion-
WCV (Kapitel 6.2) das PSNR bestimmt. Aus Gründen der Reproduzierbarkeit und zur besse-
ren Vergleichbarkeit mit anderen Verfahren wurden drei Standardtestsequenzen86 ausgewählt,
deren Charakteristik sich durch ihr Maß an Bewegung und ihren Detailgrad unterscheiden.
Diese Testsequenzen sind mit ihren Eigenschaften in Tabelle 7.2 zusammengefasst. Die Test-
sequenzen bestehen aus 300 unkomprimierten Frames im planaren YV12-Format.
86http://media.xiph.org
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Testsequenz Detailgrad Bewegungsgrad Durchschnittlicher Anteil ge-änderter Blöcke pro Frame
Foreman mittel hoch 88.5%
Mother&Daughter mittel mittel 52 %
News gering gering 27%
Tabelle 7.2: Ausgewählte Testsequenzen und deren Charakterisierung.
Zur Durchführung der Messungen wurden spezielle Anwendungsgraphen konstruiert, mit de-
nen das Stromformat zunächst erstellt und anschließend wieder decodiert wird, um die de-
codierten Frames mit den Originalframes zu vergleichen. Es werden sämtliche Frames der
Testsequenz verglichen und der Mittelwert des PSNR über den Y-Kanal aller Frames berech-
net. Effekte, die durch die Auslassung von Frames entstehen, wurden nicht berücksichtigt.
Für die Bewegungsschätzung von MotionWCV wurde die effiziente Dreischrittsuche mit ei-
ner Blockgröße von 16x16, einem Suchfenster der Größe 15 und einer 3-stufige Segmentie-
rungshierarchie verwendet. Für DeltaWCV wurde eine Blockgröße von 22x24 Bildpunkten
gewählt.
Die Ergebnisse der Messungen sind im Diagramm in Abbildung 7.1 dargestellt. Die Bitra-
ten entstehen durch die Wahl des Codierungsparameters des NEWDR-Konverters, der festlegt
wieviele Bits der Quantisierungskoeffizienten codiert werden sollen und können daher nicht
ohne weiteren Aufwand beliebig gewählt werden. Im Diagramm ist deutlich ersichtlich, dass
das PSNR von MotionWCV, wie zu erwarten, über dem von DeltaWCV liegt (ca. 1.0 - 3.9
dB). Dies entspricht einer erheblichen Steigerung der Bildqualität. Besonders deutlich ist der
Abstand dann, wenn die Bewegungsschätzung gute Ergebnisse liefert, weil die Bewegungen
moderat sind und innerhalb des Suchfensters stattfinden wie dies bei den Sequenzen News und
Mother&Daughter der Fall ist. Das Bewegungsvektorfeld ist in diesem Fall hinreichend glatt
und kann mit Hilfe der prädiktiven Codierung effektiv komprimiert werden. Außerdem ist das
Residuum der Bewegungsschätzung dann eher gering. Zur subjektiven Beurteilung der Bild-
qualität zeigt Abbildung 7.2 eine Gegenüberstellung des 35. Frames der Testsequenz News,
der mit beiden Verfahren bei nahezu gleicher durchschnittlicher Datenrate codiert wurde.
Erkauft wird die Verbesserung der Bildqualität durch einen erhöhten Codierungsaufwand der
durch die Bewegungsschätzung verursacht wird. Da die Bewegungsschätzung jedoch ohne
weiteres parallelisierbar ist, lässt sich dieser Nachteil leicht ausgleichen, wenn mehrere Pro-
zessoren zur Verfügung stehen.
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Abbildung 7.1: Rate-Distortion-Funktion für die Testsequenzen aus Tabelle 7.2 bei der Kompression
mit DeltaWCV und MotionWCV. Kurven gleicher Farbe gehören zur gleichen Testsequenz; gestrichelte
Kurven gehören zum Verfahren MotionWCV, durchgehende Kurven zu DeltaWCV.
Abbildung 7.2: Frame 35 der Testsequenz News bei einer durchschnittlichen Bitrate von 0.1 Bit pro Pixel
links mit DeltaWCV und rechts mit MotionWCV komprimiert. Die Differenz zwischen den PSNR-Werten
beträgt ca. 3.85 dB und manifestiert sich in einem wesentlich größeren Detailreichtum und deutlich
weniger wahrnehmbaren Kompressionsartefakten bei MotionWCV.
7.3 SKALIERBARKEIT BEZÜGLICH DER ZAHL BEDIENBARER KLIENTEN 177
7.3 Skalierbarkeit bezüglich der Zahl bedienbarer Klienten
Eines der Hauptziele dieser Arbeit bestand in der Bereitstellung von Videostromformaten,
die die klientenindividuelle Codierung für eine optimale Qualität verwenden und gleichzeitig
die Bedienung großer Klientenzahlen ermöglicht. Die Adaption der Videoqualität an den ver-
fügbaren Durchsatz der Netzwerkverbindung der Klienten erfolgt bei der CESC-Architektur
durch die Variation der Framerate. Als Maß für die Skalierbarkeit wird die maximale Frame-
rate verwendet, die vom Server zur Verfügung gestellt werden kann. Sinkt diese maximale
Framerate, dann ist dies entweder auf eine saturierte Netzwerkanbindung des Servers oder auf
eine Auslastung der Resourcen (insbesondere der CPU) des Server zurückzuführen.
Zur Reduktion des Berechnungsaufwandes wurde in Abschnitt 4.3.8 die Gruppierung von Fra-
meanforderungen nach ihrem Zustand eingeführt. In Abschnitt 4.3.9 wurde Gleichung (4.2)
Nmax = r2max/rmin
hergeleitet. Danach hängt die maximale Zahl zu codierender Frames Nmax nur von der unteren
Schranke rmin und der oberen Schranke rmax für die Framerate ab, mit der die Klienten auf
Grund des Durchsatzes ihrer Verbindung bedient werden können. Rechenlast und maximale
Framerate sollten dann in etwa den in Abbildung 7.3 skizzierten Verlauf annehmen: Die Re-
chenlast strebt gegen eine obere Schranke und die maximale Framerate bleibt nahezu konstant.
Sie sinkt erst dann ab, wenn die Übertragungskapazität der Netzwerkverbindung erreicht ist.
Abbildung 7.3: Zu erwartender Verlauf von Rechenlast und Framerate in Abhängigkeit von der Klienten-
zahl für klientenindividuelle Stromformate mit Zustandsgruppierung der Klienten.
Die folgenden Messungen sollen die Skalierbarkeit der Stromcodierung belegen und zeigen,
ob die praktisch ermittelten Werte mit den theoretischen Vorhersagen übereinstimmen.
7.3.1 Versuchsaufbau zur Bestimmung der maximalen Framerate
Zur Simulation eines realen Szenarios, in dem die Heterogenität des Durchsatzes der Kli-
enten im Internet nachgebildet wird, wurde die TOOLBOX dazu verwendet, einen speziellen
Last-Generator zu erstellen. Der Flussgraph des Last-Generators ist in Abbildung 7.4 darge-
stellt. Er besteht aus einer einstellbaren Zahl von HTTPSource-Knoten, die jeweils mit einem
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Abbildung 7.4: Der Flussgraph des Last-Generators besteht aus mehreren unabhängigen Komponen-
ten, die je eine Verbindung zum Server herstellen, Frames mit einer bestimmten Rate von dieser Ver-
bindung lesen und dann verwerfen.
DropSink-Knoten verbunden werden. Die HTTPSource-Knoten empfangen vom Server einen
DeltaWCV- oder MotionWCV-Strom. Die Geschwindigkeit, mit der die Daten von der Ver-
bindung gelesen werden, wird dabei so gedrosselt, dass die Frames nur mit einer konstanten
wählbaren Rate r mit rmin ≤ r ≤ rmax entnommen werden. Die DropSink-Knoten dienen der
Vervollständigung des Flussgraphen und verwerfen lediglich die empfangenen Framedaten.
Der Last-Generator kann somit eine beliebige Zahl von Verbindungen zum Server aufneh-
men. Zur Simulation der unterschiedlichen Durchsatzbedingungen der Klienten im Internet
wird zu Beginn die Rate, mit der von einer einzelnen Verbindung die Frames gelesen werden
sollen, zufällig zwischen rmin und rmax gewählt. Dieser Wert ist konstant für die Dauer der
Verbindung87. Die entsprechende Zufallsgröße ist gleichverteilt.
Die auf dem Server pro Klient erzeugte Rechenlast hängt von einer Reihe von Faktoren ab.
Neben den offensichtlichen Einflussgrößen wie Auflösung und Framerate spielen auch die
Änderungsrate, der Detailgehalt und die Qualität, in der das Video codiert wird, eine wichtige
Rolle. Nachfolgend wird lediglich der Einfluss der Klientenzahl auf die maximale Framerate
untersucht. Zu diesem Zwecke liest der Server die Testsequenz News (352x288, 300 Frames,
10 Sekunden) in einer Endlosschleife, codiert diese bei mittlerer Qualität im entsprechenden
Stromformat und versendet sie an den Last-Generator. Um kurzfristige Schwankungen aus-
zuschließen, erfolgte jede einzelne Messung über einen Zeitraum von mindestens 100 Sekun-
den, d.h. 10 Durchläufe der Testsequenz. Serverseitig wurde für den Stromerstellungsgraphen
ebenfalls eine maximale Framerate vorgegeben, die der Vorgabe für die maximale Rate rmax
des Last-Generators entspricht. Neben den Verbindungen mit gedrosselten Frameraten, die
vom Last-Generator zum Server aufgenommen wurden, gab es je eine ungedrosselte Verbin-
dung zur Messung der maximalen Framerate.
Weiterhin wurde das übertragene Gesamtdatenvolumen gemessen und damit die Zahl der Ver-
bindungen bestimmt, bei der das Gesamtdatenvolumen die Übertragungskapazität des Netz-
87Im realen Internet ist diese Annahme nicht zutreffend. Für die hier durchgeführten Messungen spielt dies
jedoch keine Rolle.
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werkes88 erreicht (weiß hervorgehobene Datenpunkte in den Abbildungen 7.6 und 7.7). Eine
Abnahme der maximalen Framerate ist ab diesem Punkt vorrangig auf die Limitierung der
Übertragungsrate durch das Netzwerk zurückzuführen. Verminderungen der maximalen Fra-
merate, die vor diesem Punkt liegen, sind dagegen eher einer hohen serverseitigen Rechenlast
geschuldet.
7.3.2 Skalierbarkeit des Stromformates JPEG-ServerPush
Bei JPEG-ServerPush handelt es sich um ein sehr einfaches Stromformat. Es wurde inte-
griert, da viele Browser in der Lage sind es ohne zusätzliches Plugin anzuzeigen. Da bei
JPEG-ServerPush komplette JPEG-Bilder versendet werden, existiert kein klientenabhängi-
ger Codierungsteil. Die vollständige Codierung der Bilder findet im Takt der Quelle statt. Der
Versand erfolgt im Takt der Klientenverbindungen. Somit ist der Codierungsaufwand komplett
unabhängig von der Zahl der Klienten. Der Nachteil ist, dass bei der Codierung keine Aus-
nutzung der temporalen Redundanz vorgenommen werden kann. Daher ist ein relativ großer
Durchsatz zur Übertragung notwendig. Die Saturierung der Netzwerkverbindung setzt ent-
sprechend eher ein und weniger Klienten sind bedienbar.
7.3.3 Skalierbarkeit des Stromformates DeltaWCV
Zur Bestimmung der maximalen Frameraten von DeltaWCV-Strömen wurden die drei in Ta-
belle 7.3 aufgeführten Fälle betrachtet, die sich durch die obere und untere Schranke der Fra-
merate und die serverseitige Vorgabe für die maximale Framerate unterscheiden.
Die Rechenlast wird für eine steigende Zahl von Verbindungen durch die eigentliche Codie-
rung der Frames dominiert. Das Schlüsselkonzept zur Verringerung der Rechenlast besteht
in der Zusammenfassung von Frameanforderungen mehrerer Klienten (siehe Abschnitt 4.3.8)
durch eine Gruppierung nach ihrem Zustand. Ein einzelner codierter Frame wird daher un-
ter Umständen an mehrere Klienten versendet. Dieses Verfahren sollte in einer wesentlichen
Serverseitige Vorgabe für ma-
ximale Framerate in Frames/s
Intervall rmin− rmax für Frameraten
der Verbindungen in Frames/s
Konfiguration 1 15 1-15
Konfiguration 2 25 1-25
Konfiguration 3 25 10-25
Tabelle 7.3: Untersuchte Konfigurationen zur Bestimmung der maximalen Framerate für DeltaWCV und
MotionWCV.
88Das verwendete 100 MBit Switched Ethernet hat, bedingt durch das Sicherungsschicht-Protokoll und das
Zugriffsverfahren, eine Übertragungskapaziät von 10-12 MB/s.
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Abbildung 7.5: Die Zahl der codierten Frames strebt asymptotisch gegen eine obere Schranke, die
ein Maß für die maximal notwendige Rechenelast darstellt. Die Zahl der versendeten Frames wächst
hingegen linear bis zum Erreichen der Übertragungskapazität des Netzwerks.
Reduktion der Zahl der tatsächlich zu codierenden Frames – und somit auch der Rechenlast
– gegenüber der Zahl der versendeten Frames resultieren. In einer ersten Messung wurde da-
her ermittelt wieviele Frames tatsächlich codiert und wieviele Frames versendet wurden. Die
Ergebnisse dieser Messungen sind im Diagramm in Abbildung 7.5 dargestellt. Als Maß für
die Effizienz der Gruppierung wurde außerdem das Verhältnis der beiden gemessenen Größen
bestimmt und ebenfalls im Diagramm abgebildet (blaue Kurve).
Wie zu erwarten, steigt die Zahl der versendeten Frames (grüne Kurve) bis zur Sättigung des
Netzwerkes linear an, danach stagniert sie. Die Zahl der zu codierenden Frames (rote Kur-
ve) nimmt dagegen nur sehr langsam zu und strebt asymptotisch – wie in Gleichung (4.2) in
Abschnitt 4.3.9 postuliert und in Abbildung 7.3 schematisch dargestellt – einer klientenzah-
lunabhängigen oberen Schranke entgegen. Der Anteil tatsächlich zu codierender Frames sinkt
bis auf einen Wert von ca. 4% und stagniert mit dem Erreichen der Kapazitätsgrenze.
Die Rechenlast, die erzeugt wird, wenn eine beliebige Zahl von Klienten ohne Verringerung
der maximalen Framerate mit einem individuellen DeltaWCV-Strom beliefert werden soll, ist
durch die obere Schranke Nmax für die Zahl der pro Sekunde zu codiertenden Frames fest-
gelegt. Ist ein System also in der Lage die entsprechende Zahl von Frames pro Sekunde zu
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Abbildung 7.6: Das Diagramm zeigt die maximal erreichbare Framerate eines DeltaWCV-Stromes in
Abhängigkeit von der Zahl der Verbindungen. Die in der Legende in Klammern angegebenen Framera-
ten entsprechen den Vorgaben für die untere und obere Schranke für die Framerate einer Verbindung
des Last-Generators. Die Datenpunkte bei denen die Saturation des Netzwerkes durch das erzeugte
Gesamtdatenvolumen einsetzt, sind weiß hervorgehoben.
codieren, dann wird die Zahl der bedienbaren Klienten nur durch die Übertragungskapazität
der Netzwerkverbindung limitiert. Die maximalen Frameraten im Diagramm in Abbildung
7.6 bestätigen dieses theoretische Ergebnis: Für die Konfigurationen 1 und 3 aus Tabelle 7.3
erfolgt eine nennenswerte Reduktion der maximalen Framerate erst nach dem Erreichen der
Übertragungskapazität des Netzwerkes (bei ca. 300 Verbindungen).
Nach Gleichung (4.2) steigt der Wert der oberen Schranke Nmax monoton für sinkende Werte
der Untergrenze rmin. Unter der Annahme, dass in praktischen Anwendungen rmin ≥ 1 Fra-
me/s ist, ergibt sich das Maximum für Nmax für ganzzahlige positive Werte bei rmin = 1. Der
Verlauf der Kurve von Konfiguration 2 zeigt, dass in diesem Fall eine maximale Framerate
von 25 Frames/s nicht bis zum Saturationspunkt gehalten werden kann. Es soll allerdings dar-
auf verwiesen werden, dass dieses Szenario den ungünstigsten anzunehmenden Fall darstellt.
Im realen Internet wird man eher sehr viele Verbindungen vorfinden, deren Durchsatz eine
Bedienung mit nahezu voller Framerate erlaubt und sehr wenige Verbindungen mit geringer
Framerate. Diesen praxisnäheren Fall bildet Konfiguration 3 ab, bei der der Wert für rmin auf
10 erhöht wurde. Eine Abnahme der Framerate von 25 Frames/s setzt für diese Konfiguration
erst nach dem Erreichen der Übertragungskapazität ein.
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Abbildung 7.7: Das Diagramm zeigt die maximal erreichbare Framerate eines MotionWCV-Stromes in
Abhängigkeit von der Zahl der Verbindungen. Die in der Legende in Klammern angegebenen Framera-
ten entsprechen den Vorgaben für die untere und obere Schranke für die Framerate einer Verbindung
des Last-Generators. Die Datenpunkte bei denen die Saturation des Netzwerkes durch das erzeugte
Gesamtdatenvolumen einsetzt, sind weiß hervorgehoben.
7.3.4 Skalierbarkeit des Stromformates MotionWCV
Die Bestimmung der maximalen Framerate wurde für das Stromformat MotionWCV eben-
falls für die Konfigurationen in Tabelle 7.3 durchgeführt. Da sich der Codierungsprozess bei
MotionWCV durch die Einbeziehung der Bewegungsschätzung wesentlich aufwändiger ge-
staltet, kann nicht damit gerechnet werden, dass für die Skalierbarkeit ähnlich gute Ergebnisse
erzielt werden können wie bei DeltaWCV. Diese Vermutung wird durch die im Diagramm
in Abbildung 7.7 dargestellten Ergebnisse bestätigt. Eine einigermaßen konstante Framerate
kann nur für Konfiguration 2 gemessen werden. Für Konfiguration 3 sinkt die maximale Fra-
merate schon vor dem Erreichen der Übertragungskapazität schnell bis zu dem Wert, der auch
von Konfiguration 2 erreicht wird, ab. Bei Konfiguration 1 wird die Übertragungskapazität des
Netzes überhaupt nicht erreicht, da der hohe Codierungsaufwand die maximale Framerate zu
stark reduziert.
Ein weiterer Effekt, der die Skalierbarkeit von MotionWCV vermindert, betrifft die Effizienz
des Kompressionsverfahrens. Je größer die Zahl der Verbindungen ist, desto wahrscheinlicher
ist es, dass Stützframes versendet werden müssen, um Rekonstruktionsfehler, die durch un-
terschiedliche Referenzketten entstehen, auszugleichen (siehe Abschnitt 6.2.4). Dies hat eine
Verringerung der durchschnittlichen Kompressionsrate der Frames des Stroms zur Folge.
Die Verringerung der Kompressionsrate wird durch die Absenkung der Framerate noch weiter
verstärkt, da die Bewegungsschätzung dann schlechtere Ergebnisse erzielt. Die Ursache da-
für ist, dass stetige Bewegungen in zeitlich weiter auseinander liegenden Frames zu größeren
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Abbildung 7.8: Die Framegröße sinkt bei MotionWCV mit der Zahl der Verbindungen, da der Anteil
der Stützframes steigt und die Bewegungsschätzung für zeitlich weiter voneinander entfernte Frames
schlechtere Ergbnisse liefert.
Distanzen zwischen identischen Objekten führen. Die optimalen Bewegungsvektoren liegen
dann möglicherweise bereits außerhalb des Suchfensters der Bewegungsschätzung, die Ener-
gie im Residuum der Bewegungskompensation steigt und damit sinkt die Kompressionsrate.
Eine Verringerung der Kompressionsrate mit sinkender Framerate kann in wesentlich gerin-
gerem Ausmaß auch bei DeltaWCV beobachtet werden. Dort ist der Effekt auf den Umstand
zurückzuführen, dass zeitlich weiter auseinander liegende Frames sich in der Regel mehr von-
einander unterscheiden und somit mehr Bildblöcke zu codieren sind.
Zur Quantifizierung dieses Effektes wurde für die Konfigurationen aus Tabelle 7.3 die durch-
schnittliche Framegröße in Abhängigkeit von der Zahl der Verbindungen bestimmt und im
Diagramm in Abbildung 7.8 dargestellt.
7.3.5 Bewertung der Ergebnisse
Die gemessenen Werte für die maximale Framerate zeigen, dass mit handelsüblicher Hardware
in praxisnahen Szenarien bis zu einer Auflösung von 352x288 Bildpunkten fernsehübliche
Frameraten von 25 Frames/s für DeltaWCV ohne Weiteres zu erreichen sind. Diese maximale
Framerate ist nicht abhängig von der Zahl der verbundenen Klienten, da die im schlechtesten
Fall auftretende Zahl zu codierender Frames durch die Gruppierung der Klienten nach oben
beschränkt ist. Die Skalierbarkeit wird daher lediglich durch die Übertragungskapazität des
Netzes begrenzt.
Werden höhere Auflösungen verwendet, wird die Geschwindigkeit mit der auf den Haupt-
speicher zugegriffen werden kann zum begrenzenden Faktor. Stichprobenartige Tests haben
ergeben, dass bei einer Auflösung von 704x576 Bildpunkten (4-fach CIF) auf dem Testsystem
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maximal 20 Frames/s und bei 640x360 Bildpunkten89 bis zu 50 Frames/s codierbar sind. Zur
Minimierung der Ausführungszeit würde sich eine Reduzierung der Zahl der Speicherzugriffe
günstig auswirken. Dies wirkt jedoch prinzipiell der Modularität und Flexibilität des graphen-
basierten Ansatzes entgegen. Modernere Hardware als die im Testsystem verwendete, besitzt
jedoch in der Regel eine Speicherarchitektur, die wesentlich schnellere Speicherzugriffe und
höhere Transferraten ermöglicht. So läßt beispielsweise die Prozessorenfamilie Core i7 von
Intel oder die Prozessorenfamilie Phenom II von AMD eine signifikante Leistungssteigerung
erwarten. Es sollte dann möglich sein DeltaWCV-Ströme auch mit höheren Auflösungen und
Frameraten bei gleichzeitig guter Skalierbarkeit zu codieren.
Für MotionWCV ist der Codierungsaufwand bedingt durch die Bewegungsschätzung generell
höher. Bei der Codierung dieses Stromformates würde sich eine Vergrößerung der Zahl der
Ausführungseinheiten positiv auswirken, da die Bewegungsschätzung sehr gut parallelisierbar
ist.
Zusammenfassend lässt sich zur Skalierbarkeit der Stromformate feststellen, dass DeltaWCV
besser für Anwendungen geeignet ist, bei denen eine hohe Klientenzahl mit heterogenem
Durchsatz zu erwarten ist. Außerdem bietet sich die Verwendung von DeltaWCV an, wenn
die zu übertragende Szene große statische Anteile enthält. Dies ist zum Beispiel dann der
Fall, wenn die Kamera fest installiert ist. Bewegt sich die gesamte Szene beispielsweise durch
einen Schwenk oder Zoom der Kamera, eignet sich eher das Stromformat MotionWCV. Die
Skalierbarkeit von MotionWCV beschränkt den Einsatz allerdings auf Szenarien mit geringe-
ren Klientenzahlen.
89Diese Auflösung ist der Standard bei YouTube.
8 Zusammenfassung
Das Ziel der Arbeit bestand in der Erstellung einer Toolbox zur Realisierung verschiedens-
ter LiveVideo Streaming-Anwendungen, deren Spektrum von reinen Streaming-Servern über
Streaming-Klienten bis zu Mischformen für einen hierarchisch kaskadierten Serverbetrieb rei-
chen. Die folgenden Schwerpunkte sollten dabei adressiert werden:
• flexible, modulare Beschreibung der Medienverarbeitung und Stromerstellung
• simultane Erzeugung mehrerer Live-Videoströme mit variierenden Dienstegüteparame-
tern und deren Versand über das Internet
• effiziente, klientenindividuelle Stromcodierung
• Skalierbarkeit bezüglich der Anzahl bedienbarer Klienten
• Skalierbarkeit bezüglich der Anzahl der verwendeten Prozessoren
• einfache Erweiterbarkeit
• hohe Portabilität (GNU/Linux, Windows, Mac OS X)
Dazu wurde eine Reihe von Konzepten untersucht, weiterentwickelt und zu einem neuen Ge-
samtkonzept integriert, dessen Grundzüge sich wie folgt beschreiben lassen (siehe auch Abbil-
dung 8.1): Zunächst wird ein flussgraphenbasierter Ansatz verwendet wie er in ähnlicher Form
auch in anderen Multimedia-Frameworks zum Einsatz kommt. Die Erzeugung des Flussgra-
phen muss jedoch nicht manuell vom Benutzer ausgeführt werden, sondern der Flussgraph
wird durch eine Formatverhandlung automatisch konstruiert.
Den Ausgangspunkt für den Konstruktionsprozess bildet eine abstrakte Beschreibung der lo-
gischen Struktur von Medienverarbeitung und Stromerstellung in Form von Anwendungsgra-
phen. Diese enthalten lediglich jene Knoten, die die Mediendaten selbst modifizieren. Sie ent-
halten keine Knoten, die Formatkonvertierungen vornehmen und für die technische Ausfüh-
rung notwendig sind. Anwendungsgraphen abstrahieren vollkommen von den Verbindungen,
die aufgrund der Ein- und Ausgabeformate der Knoten tatsächlich möglich sind und spiegeln
die Struktur der Medienverarbeitung und der Stromerstellung wider. Dieser ursprünglich aus
NMM (Networked Multimedia Middleware) stammende Ansatz wird weiterentwickelt und
zur exakten Beschreibung der benötigten Algorithmen formalisiert.
Die effiziente und skalierbare Erzeugung klientenindividueller Stromformate ist das Hauptziel
der Component Encoding Stream Construction (CESC) Architektur. Deren Prinzipien wurden
auf das graphenbasierte Konzept übertragen. Insbesondere der Entkopplung von Medienverar-
beitung und Stromerstellung wurde Rechnung getragen, indem zwei verschiedene Typen von
Anwendungsgraphen eingeführt wurden: Ein Medienverarbeitungsgraph beschreibt die Medi-
enverarbeitung und ein Stromerstellungsgraph die Erstellung eines konkreten Stromformates.
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Abbildung 8.1: Grundkonzept der TOOLBOX: Aus abstrakten Beschreibungen der logischen Struktur von
Medienverarbeitung und Stromerstellung wird ein Flussgraph erzeugt. Dieser kann zur Ausführungszeit
durch weitere Partitionen zur Erstellung spezieller Stromformate erweitert werden. Die gleichzeitige Co-
dierung in unterschiedlichen Stromformaten für mehrere Ströme ist von der Medienverarbeitung entkop-
pelt und realisiert eine klientenindividuelle Codierung zur Adaption der Framerate an den verfügbaren
Durchsatz.
Die Konstruktion des Flussgraphen erfolgt aus der Kombination genau eines Medienverarbei-
tungsgraphen mit einer beliebigen Zahl von Stromerstellungsgraphen.
Der entwickelte Prozess zur Flussgraphenkonstruktion arbeitet auf der Ebene der Formatpa-
rameter, ist echtzeitfähig und stellt – im Gegensatz zu der bei NMM verwendeten Formatver-
handlung – keinerlei einschränkende Anforderungen an die Morphologie des Flussgraphen.
Es wurde die lokale Struktur des Problems untersucht und eine Heuristik zur Lösung des zu-
grunde liegenden, NP-vollständigen Steinerbaum-Problems vorgestellt.
Der so konstruierte Flussgraph kann anschließend ausgeführt werden. Dabei induziert die Ver-
wendung von Medienverarbeitungs- und Stromerstellungsgraphen die Unterteilung des Fluss-
graphen in verschiedene Graphenpartitionen. Die zu den Stromerstellungsgraphen gehörenden
Partitionen können asynchron mit einem vorgegebenen maximalen Takt abgearbeitet werden,
was in der Begrenzung der maximalen Framerate eines bestimmten Stromes resultiert. Un-
ter Verwendung einer Generationenkarte, mit deren Hilfe der zu codierende Bereich für je-
den Klienten individuell extrahiert wird, können diese Partitionen zur klientenindividuellen
Stromkonstruktion benutzt werden. Klienten werden dazu nach ihrem Zustand gruppiert und
die entsprechende Graphenpartition für die gesamte Klientengruppe ausgeführt. Es wurde ge-
zeigt, dass sich dadurch die Skalierbarkeit des Systems erheblich verbessert. Die Knoten des
Flussgraphen können nebenläufig von mehreren Threads abgearbeitet werden. Darüber hinaus
sind Mechanismen vorgesehen, die eine parallele Abarbeitung einzelner Knoten erlauben.
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In Ausführung befindliche Flussgraphen können durch das Hinzufügen zusätzlicher Stro-
merstellungsgraphen dynamisch erweitert werden. Dies ermöglicht die Anforderung eines
Stromformates mit speziellen Parametern, die von einem Klienten beispielsweise in einer
Anforderungs-URL codiert werden. Teile des Flussgraphen werden je nach Bedarf automa-
tisch aktiviert oder deaktiviert, wodurch die Grundlast des Systems reduziert wird. Durch die
Änderung von Knotenparametern kann deren Verhalten und damit die Medienverarbeitung zur
Ausführungszeit beeinflusst werden.
Die eigentliche Medienverarbeitung in den Knoten des Flussgraphen wird von dynamisch
ladbaren Komponenten, den Compresslets vorgenommen. Diese liefern die für die Formatver-
handlung notwendigen Informationen über ihre Fähigkeiten und erzeugen die Objekte, die die
Medienverarbeitung in einem einzelnen Knoten durchführen. Die Compresslets können ih-
ren Dienst entweder selbst implementieren oder bereits existierende Bibliotheken verwenden.
Die Toolbox bildet somit den „Leim“, um solche normalerweise inkompatiblen Bibliotheken
miteinander zu verbinden.
Zur Erhöhung der Flexibilität des Systems, können neben nativen Compresslets auch Java-
Compresslets anwendungstransparent eingebunden werden. Dafür wurde ein spezielles nati-
ves Proxy-Compresslet entwickelt, das die Instanziierung der Java-VM und die Einbindung
der Java-Compresslets vornimmt. Die Methodenaufrufe werden unter Verwendung von au-
tomatisch generierten Java-Proxyklassen über das Java Native Interface (JNI) an die Java-
Compresslets weitergereicht.
Eine Kernaufgabe der TOOLBOX ist die portable Gewinnung von Videodaten beispielsweise
von einer Webcam. Verschiedene Betriebssysteme bieten dafür unterschiedliche und zueinan-
der inkompatible Schnittstellen (z.B.: DirectShow, Video4Linux2, QuickTime) an. Es wurde
daher eine eigenständige, plattformunabhängige Bibliothek (avcap) entwickelt, die eine ein-
heitliche, abstrakte Schnittstelle zur Identifizierung, Verwaltung und Steuerung angeschlos-
sener Capture-Hardware bereitstellt. Dies ermöglicht die Benutzung von Capture-Hardware
unter den Betriebssystemen Windows Vista/XP, GNU/Linux und Mac OS X mit der selben
Quellcodebasis und bildet den Schlüssel zur Portabilität der gesamten TOOLBOX.
Es wurden einige Anwendungen vorgestellt, die die Flexibilität des implementierten Sys-
tems und die Skalierbarkeit der Stromerstellung belegen. Insbesondere sind hier die zahl-
reichen Möglichkeiten zur Modifikation und zur Kombination mehrerer Videosignale und
die Entwicklung des klientenindividuellen, waveletbasierten Stromformates DeltaWCV zu
nennen. Das Stromformat MotionWCV, integriert zusätzlich Bewegungskompensation. Die
Verwendung dieser Stromformate eignet sich besonders für asymetrische Client/Server-
Anwendungsszenarien im heterogenen Internet. Zur Einbettung der Darstellung dieser Strom-
formate in HTML wurde ein Java-Klient erstellt, der diese empfängt, decodiert und anzeigt.
Die durchgeführten Messungen belegen, dass das PSNR für MotionWCV für typische Test-
sequenzen um ca. 1,5-3,8 dB höher liegt als für DeltaWCV. Dies wirkt sich in einer deutlich
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verbesserten subjektiven Bildqualität bei gleicher Kompressionsrate aus. Erkauft wird dies
jedoch mit einer reduzierten Skalierbarkeit bezüglich der Klientenzahl aufgrund des erhöh-
ten Aufwandes für die Bewegungsschätzung. Daher ist MotionWCV eher für Anwendungen
mit einer kleinen bis mittleren Zahl zu erwartenden Klienten geeignet. Die Verwendung von
DeltaWCV bietet sich dagegen an, wenn eine große Zahl von Klienten bedient werden soll
und die Änderungen des Bildinhaltes eher moderat ausfallen. So konnten in einem Testszena-
rio (Auflösung: 352x288 Bildpunkte, mittlere Bildqualität, Framerate: 25) bis zu 150 Klienten
ohne spürbare Verringerung der maximalen Framerate bedient werden. Die Verringerung der
Framerate für noch größere Klientenzahlen war allein auf die Auslastung der Netzwerkver-
bindung zurückzuführen. Die Messungen bestätigten ferner die Existenz der theoretisch her-
geleiteten klientenzahlunabhängigen oberen Schranke als Maß für die maximal entstehende
Rechenlast.
Die Implementierung des TOOLBOX untergliedert sich in mehrere Teilkomponenten, deren
Umfang in Tabelle 8.1 aufgeführt ist.
Komponente Bemerkung Quellcodezeilen
libmist (C++) MIST-Kernbibliothek 14.500
libclets (C++) Native Compressletbibliothek (31 Compresslets) 27.000
libjcp (C++) JVM-Wrapper und Java Compresslet Proxy 1.000
fgrun (C++) Demonstrationsanwendung 2.100
libavcap (C++) Platformunabhängige Videogewinnung 21.500
WebVideo-Klient
(Java)
Klient für Empfang, Decodierung und Wieder-
gabe von Videoströmen 6.000
gesamt 72.100
JNI-Wrapper (C++) von SWIG generiert 17.600
Java Proxy-Klassen von SWIG generiert 5.000
Tabelle 8.1: Umfang der Komponenten der TOOLBOX.
In der Arbeit wurde gezeigt, dass der Gesamtaufwand zur Codierung klientenindividueller
Stromformate, die nach dem CESC-Prinzip der Entkopplung von Medienverarbeitung und
Stromerstellung arbeiten, nach oben beschränkt ist. Die Schranke wurde durch die Analyse
der maximalen Zahl von Klientengruppen mit identischem Zustand sowohl auf theoretischem
Weg hergeleitet als auch durch die durchgeführten Messungen zur Skalierbarkeit bestätigt. Ein
Server der in der Lage ist, die maximal notwendige Zahl von Frames/s zu codieren, kann somit
unabhängig von der konkreten Klientenzahl LiveVideo-Ströme liefern, die eine zeitliche Ad-
aption der Bitrate an den vorhandenen Durchsatz vornehmen. Die Entwicklung des Stromfor-
mates MotionWCV hat gezeigt, dass dieser Ansatz auch auf Verfahren verallgemeinert werden
kann, die nicht nur komplette Bildblöcke codieren, sondern komplexere Mechanismen wie die
Bewegungsschätzung zur Nutzung der temporalen Redundanz verwenden. Da die grundlegen-
den Konzepte und Prinzipien hergeleitet und deren Anwendbarkeit demonstriert wurde, sind
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zukünftige Arbeiten eher in technischen Erweiterungen, Optimierungen und Anwendungen
der TOOLBOX anzusiedeln.
Eine solche konkrete Anwendung wäre beispielsweise ein Programm zur einfachen und be-
quemen Verwendung der TOOLBOX. Dieses sollte die Verwaltung, Erstellung und Modifika-
tion der Anwendungsgraphen sowie deren Kombination zu Flussgraphen und deren Ablauf-
steuerung mit Hilfe einer graphischen Benutzerschnittstelle umfassen. Die dazu notwendige
Visualisierung der Graphen ist bereits jetzt durch die Verwendung der graphviz-Bibliothek90
integriert. Denkbar sind außerdem zusätzliche Funktionen wie die Übertragung von Java-
Compresslets oder Stromerstellungsgraphen von den Klienten zum Server und deren Einbin-
dung.
Die relativ große Zahl von bereits implementierten Compresslets bietet einerseits viele Kom-
binationsmöglichkeiten und andererseits großes Potential zur Codeoptimierung besonders auf
dem Gebiet der SIMD-Erweiterungen (z.B.: SSE, MMX) und der parallelisierten Ausfüh-
rung. Hier sollte besonders Wert auf eine Optimierung des Codierungsprozesses der Strom-
formate gelegt werden, da dies erheblichen Einfluss auf die Skalierbarkeit und die verwend-
baren Auflösungen hat. Die Integration standardisierter Video-Stromformate (z.B.: H.264)
und Tranportprotokolle (z.B.: RTP) sowie die Erschließung zusätzlicher Anwendungsge-
biete, die über das Video-Streaming hinausreichen (z.B.: Audio, Bildverarbeitungssysteme,
Messwerterfassungs- und Verarbeitungssysteme), ist durch die offene und erweiterbare Ar-




Im folgenden wird eine kurze Beschreibung aller implementierten Compresslets gegeben. Sind
beim Erstellen der entsprechenden Bibliothek die Abhängigkeiten des Compresslets nicht er-
füllt, so wird die Erstellung des Compresslets deaktiviert. Andere Compresslets der Biblio-
thek, deren Abhängigkeiten erfüllt sind, stehen aber nach wie vor zur Verfügung.
Die Initialisierungs-Parameter werden ähnlich den Parametern eines Kommandozeilenpro-
grammes in der Compresslet-Konfigurationsdatei (Standard: compresslets.conf) ent-
weder in Kurz- oder in Langform angegeben, um das globale Verhalten eines Compresslets
zu steuern. Standardmäßig werden von allen Compresslets die folgenden Initialisierungs-
Parameter unterstützt:
-v, --verbose : aktiviert Ausgabe zusätzlicher Informationen und Statistiken
-c, --complete: deaktiviert Teilberechnung und führt komplette Berechnung aus
Das Verhalten des Compresslets in einem konkreten Knoten wird durch die Knoten-Parameter
bestimmt. Sie werden je nach Typ in der entsprechenden Sektion des Knotens in der Spezifika-
tionsdatei (Standard: .spec-Dateien) des Anwendungsgraphen oder bei der Erzeugung der
Anwendungsgraphenknoten im Programm angegeben. Da Konverter-Knoten nicht Bestand-
teil eines Anwendungsgraphen sein können, besitzen Compresslets dieses Typs keine Knoten-
Parameter. Die Knoten-Parameter sind weitgehend mit sinnvollen Voreinstellungswerten be-
legt und müssen daher nicht immer zwingend angegeben werden. Die Spalte Mod. (Modifi-
zierbarkeit) in der Tabelle der Knoten-Parameter gibt an, ob ein Parameter während der Aus-
führung eines Flussgraphen geändert werden kann (D: dynamisch) oder nicht (S: statisch).
Für die Ein- und Ausgabe-Pins wird der unterstützte Formattyp und -subtyp, sowie eine kurze
Beschreibung ihrer Semantik angegeben.
A.1 VidCapSource
Beschreibung: VidCapSource gewinnt mit Hilfe der avcap-Bibliothek Bilder von einer am
Rechner angeschlossenen Kamera. Mit Hilfe der Initialiserungs-Parameter kann eine be-
stimmte Kamera ausgewählt werden. Das Compresslet kann dann unter einem eindeuti-
gen Namen (z.B.: WebCam1) instanziiert werden, der diese Kamera referenziert. Unter
diesem Namen kann es dann in einem Anwendungsgraphen verwendet werden. Das im
avcap-Paket enthaltene Kommandozeilen-Programm captest kann dazu verwendet
werden, angeschlossene Capture-Geräte, deren Namen, Treiber und Indizes aufzulisten.
Wird keiner der Instanziierungs-Parameter benutzt, um ein spezielles Gerät auszuwäh-






Ausgabe-Pins: - Video: Das konkrete Format hängt von der verwendeten Quelle ab und wird
während der Initialisierung ermittelt.
Initialisierungs-Parameter:
-d, --device <Gerätename> : benutze erste Kamera mit <Gerätename>
-t, --driver <Treibername>: benutze erste Kamera mit <Treibername>
-i, --index <j> : benutze j-te verfügbare Kamera (j = 0, . . . ,n)
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
BlocksH Integer S 0 Zahl der horizontalen Blöcke für Ände-
rungserkennung (0 für automatische Aus-
wahl)
BlocksV Integer S 0 Zahl der vertikalen Blöcke für Ände-
rungserkennung (0 für automatische Aus-
wahl)
Threshold Integer D 50 Grenzwert zur Erkennung von Änderun-
gen
SigmaSquared Double D 2 Varianz zur Modellierung des normalver-
teilten Rauschens (Mittelwert 0) für Än-
derungserkennung
DoPostProcessing Bool D false Nachbearbeitung zur Verbesserung der
Änderungserkennung ausführen
WindowSize Integer D 1 Größe des Fensters der Nachbarpixel, die
von der Änderungserkennung betrachtet
werden
FrameRate Integer D 0 Rate, mit der Frames von der Kamera ge-
liefert werden sollen (nicht jede Kame-
ra unterstützt das Setzen der Framerate; 0
für Standardwert der Kamera)
UseEveryNthFrame Integer D 1 Für Kameras, die mit einer fixen Framera-
te arbeiten, kann diese auf einfache Wei-





Beschreibung: WCVFileSource liest und scannt einen in einer Datei gespeicherten





Ausgabe-Pins: - Video (Video, DELTA_WCV | MOTION_WCV): Die Formatparameter
(Resolution, Subsampling) werden während der Initialisierung aus den Stromdaten be-
stimmt. Der Pin gibt die Bestandteile des zerlegten Stromes aus.
Initialisierungs-Parameter: -
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
FrameRate Integer S 0 Rate, mit der Frames gelesen werden sollen (0: na-
türliche Rate, -1: maximale Rate).
FileName String S - Voll qualifizierter Name der zu lesenden Stromda-
tei.
A.3 RAWFileSource
Beschreibung: RAWFileSource liest ein in einer Datei gespeichertes Video, dessen Frames
als unkomprimierte YUV-Bilder gespeichert sind. Dieses Format ist gebräuchlich für die





Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV24): Subtyp und Auflösung (Resolution-
Parameter) müssen als Constraint-Format für den Pin des Knotens angegeben werden,




Name Typ Mod. Std. Beschreibung
FrameRate Integer S 0 Rate, mit der Frames gelesen werden sollen
(-1: maximale Rate)
FileName String S - Voll qualifizierter Name der zu lesenden Datei
Loop Boolean S true setze am Beginn der Datei mit Lesen fort,
wenn das Ende der Datei erreicht ist
LuminanceOnly Boolean S true verwende nur Luminanz-Kanal (Graustufen-
bild)
A.4 HTTPSource
Beschreibung: HTTPSource fordert einen DeltaWCV- oder MotionWCV-Strom über einen
HTTP-Request von einem Stromserver an, empfängt diesen und zerlegt ihn in einzel-
ne codierte Frames. Das Compresslet bildet somit das Gegenstück zum HTTPSink.
Format-Subtyp, Resolution- und Subsampling-Parameter können entweder während
der Knoten-Initialisierung automatisch durch probeweisen Empfang und Analyse des
Stromheaders erhalten werden (siehe Parameter ProbeFormat) oder als Constraint-









Name Typ Mod. Std. Beschreibung
ProbeFormat Boolean S 1 Ermittle genaues Format und Format-Parameter
aus Strom (macht Angabe von Subtyp, Auflö-
sung und Subsampling als Constraint-Format
überflüssig).
Host String S - Hostname des Servers, von dem der Strom be-
zogen werden soll.
Port String S - Portnummer des Servers.
StreamID String S - Stream-ID des Stromes.
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A.5 StaticImageSource
Beschreibung: StaticImageSource liest ein Bild aus einer Datei und skaliert es auf eine
durch das Constraint-Format des Knotens vorgegebene Größe. Das Bild kann während
der Ausführung des Flussgraphen durch ein anderes Bild ersetzt werden. Die simage-





Ausgabe-Pins: - Video (Video, RGB): das Bild als RGB24-Pixmap
Initialisierungs-Parameter: -
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
FrameRate Integer D 0 Rate, mit welcher der Knoten die Abarbeitung
des Flussgraphen auslösen soll (0 für einmalige
Ausführung nach Wechsel des Bildes)
FileName String D - Vollständig quallifizierter Name der Bilddatei,
Änderung führt zur Auslösung der Abarbeitung
mit neuen Bilddaten
A.6 JVideoRenderer
Beschreibung: JVideoRenderer demonstriert die Verwendung von Java-Compresslets. Es
öffnet ein Fenster und zeigt darin das Video an, dessen einzelne Frames am Eingangs-
Pin ankommen. Es kann somit zur Realisierung eines einfachen Wiedergabe-Programms
oder zur Vorschau für den erstellten Strom verwendet werden.
Typ: Senke
Bibliothek: jcompresslets.jar
Abhängigkeiten: jcp (Java Compresslet Proxy), proxies.jar (Java-Proxies der Compresslet-
API)







Beschreibung: XVideoRenderer entspricht in seiner Funktionalität dem JVideoRenderer. Es










Beschreibung: HTTPSink versendet Stromdaten über einen HTTP-Response an einen Kli-
enten. Es ist dabei die Aufgabe der Anwendung, Verbindungen entgegenzunehmen und
die HTTP-Anfragen zu analysieren. Die Verbindung wird dann über einen zuvor vom
HTTPSink registrierten ConnectionHandler an diesen weitergegeben. Die Zuordnung
zur entsprechenden Senke erfolgt dabei über die bei dieser Registrierung angegebene
knotenspezifische Stream-ID. Das konkret gewünschte Format muss als Constraint für
den Eingabe-Pin vorgegeben werden. Wird der erste Klient zu einem HTTPSink hin-
zugefügt, wird die Aktivierung des Knotens und all seiner Vorgänger im Flussgraphen
ausgelöst (siehe Kapitel 4.2.11). Nach Beendigung der letzten Verbindung werden die-
se Knoten wieder deaktiviert. Weiterhin löst HTTPSink in asynchronen Partitionen des
Flussgraphen (siehe Kapitel 4.3.7) die Ausführung der entsprechenden Partition aus,
um die Stromdaten für einen bestimmten Klienten zu erstellen, sobald die Verbindung
zu diesem neue Daten entgegennehmen kann. Ist HTTPSink Teil einer synchronen Par-
tition, werden Stromdaten verworfen, wenn die Rate, mit der die Stromdaten produziert





Eingabe-Pins: - StreamData: Die zu versendenden Stromdaten; Prinzipiell wird jedes Format
akzeptiert und die Daten (gefolgt vom HTTP-Response Header) unmodifiziert an den





Name Typ Mod. Std. Beschreibung
MaxFrameRate Double S 0 Maximale Rate, mit welcher
der Knoten die Abarbeitung der
asynchronen Partition des Fluss-
graphen für einen bestimmten
Klienten höchstens auslösen soll
(0 für keine Beschränkung der
Rate).
StillImage Boolean S false Sendet nur einen einzelnen Fra-
me und beendet danach die Ver-
bindung.
StreamID String S <Knoten-ID> ID zur Referenzierung des
Stroms in Anfrage-URL
Description String S - Optionale Beschreibung des
Stromes, die gemeinsam mit
der StreamID dem Benutzer
helfen kann, das gewünschte
Stromformat auszuwählen,
wenn die MIST-Anwendung den
Klienten diese Beschreibung zur
Verfügung stellt.
LogFile String S <Knoten-ID>.log Name der Log-Datei für Ver-
bindungen; die Datei wird im













Name Typ Mod. Std. Beschreibung
FileName String S FileSink_<n>.out Name der Datei, in welche die Strom-
daten geschrieben werden sollen (<n>
ist der n-te FileSink-Knoten des Fluss-
graphen).
Append Boolean S false Hängt Stromdaten an existierende Da-
tei an, statt diese für jeden Start des
Knotens neu anzulegen.
A.10 DropSink
Beschreibung: DropSink verwirft die entgegengenommenen Daten und kann zur funktions-









Beschreibung: TextScroller rendert einen horizontalen Lauftext oder einen statisch positio-
nierten Text auf das Videobild. Lauftext wird periodisch von der gegenüberliegenden





Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24): die einzelnen Frames des Videos.
Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV24): Frames mit gerendertem Text, Format
ist identisch mit Format des Eingabe-Pins
Initialisierungs-Parameter: -
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
ScrollText String D - der zu rendernde Text
VPos Integer D 20 vertikale Startposition des Textes in Pixeln
HPos Integer D 20 horizontale Startposition des Textes in Pixeln
ScrollSpeed Integer D 15 horizontale Scrollgeschwindigkeit in Pixel pro Se-
kunde; Werte > 0 für Scroll-Richtung von rechts
nach links, < 0 für andere Richtung, 0 für statisch
positionierten Text
FontFile String D - voll qualifizierter Name der Datei, die den zu ver-
wendenden TrueType-Font enthält
FontSize String D 18 Punktgröße des Fonts
Shadow Boolean D true stellt einen Textschatten zur besseren Lesbarkeit
auf hellen Hintergründen dar
Enabled Boolean D true schaltet Funktion des Knotens an oder ab
A.12 DateTimeRenderer




Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24): die einzelnen Frames des Videos.
Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV24): Frames mit gerenderter Zeit/Datum,





Name Typ Mod. Std. Beschreibung
VPos Integer D 20 vertikale Position der Zeit/Datums-Anzeige
HPos Integer D 20 horizontale Position der Zeit/Datums-Anzeige
FontFile String D - voll qualifizierter Name der Datei, die den zu
verwendenden TrueType-Font enthält
FontSize String D 18 Punktgröße des Fonts
Shadow Boolean D true stellt einen Textschatten zur besseren Lesbar-
keit auf hellen Hintergründen dar
ShowTime Boolean D true zeige Zeit an
ShowDate Boolean D true zeige Datum an
ShowWeekday Boolean D true zeige Wochentag an
ShowTenth Boolean D true zeige Zehntelsekunden an
Enabled Boolean D true schaltet Funktion des Knotens an oder ab
A.13 Flip




Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24): die einzelnen Frames des Videos.
Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV24): gespiegelte Frames, Format ist iden-
tisch mit Format des Eingabe-Pins
Initialisierungs-Parameter: -
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
FlipHorizontally Boolean D true führe horizontale Spiegelung durch
FlipVertically Boolean D false führe vertikale Spiegelung durch
Enabled Boolean D true schaltet Funktion des Knotens an oder ab
A.14 NullFilter
Beschreibung: NullFilter gibt die Daten am Eingabe-Pin unverändert an den Ausgabe-Pin
weiter und kann dazu verwendet werden, durch die Angabe eines Constraint-Formates
für einen seiner Pins die Erstellung eines bestimmten Formates an einer beliebigen Stelle
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Eingabe-Pins: - StreamData: die Eingabe-Stromdaten




Beschreibung: ClientChangeDetector wird zur entkoppelten Ausführung von asynchro-
nen Partitionen des Flussgraphen verwendet, die insbesondere das klientenspezifische
Stromformat DeltaWCV in einem vom Takt des restlichen Flussgraphen unabhängigen
Takt erstellen. Das Compresslet wird dabei im Startknoten der asynchronen Partition
eingesetzt und bildet die Schnittstelle der asynchronen Partition zum Rest des Fluss-
graphen. Die Aufgabe dieses Knotens ist es, mit Hilfe der Generationenkarte und der
Liste der Klienten-IDs diejenigen Bildblöcke zu ermitteln, die sich seit dem Versand
des letzten Frames zu diesen Klienten geändert haben. Zur Aktualisierung der Genera-





- Video: Framedaten in dem Format, in dem diese an nachfolgende Knoten weitergege-
ben werden sollen. Diese Daten werden unverändert weitergegeben und lediglich mit der
klientenspezifischen Information über geänderte Blöcke versehen. Das konkrete Format
dieses Pins (z.B. DWT) ist durch ein Constraint-Format für den Pin anzugeben.





Beschreibung: ClientMotionEstimator spielt für das Stromformat MotionWCV (siehe Ka-
pitel 6.2) eine ähnliche Rolle, wie der ClientChangeDetector für das Stromformat
DeltaWCV. Das Compresslet entkoppelt die asynchrone Partition zur Erstellung eines
MotionWCV-Stromes von der Ausführung des restlichen Flussgraphen und kapselt die
klientenabhängigen Codierungsaspekte. Der ClientMotionEstimator führt jedoch keine
klientenspezifische Extraktion der veränderten Blöcke durch, sondern führt nacheinan-
der die folgenden Schritte für Gruppen von Klienten mit identischem Vorgängerframe
aus:
• hierarchische Bewegungsschätzung bezüglich des klientenabhängigen Referenz-
frames
• Codierung der Bewegungsvektoren
• Bewegungskompensation
• Berechnung des Residuums zwischen bewegungskompensiertem und Referenzfra-
me
• Bestimmung des neuen klientenabhängigen Referenzframes






- Video (Video, YV12 | YV16 | YV24): Frames im YUV-Format
- ReconstructedVideo (Video, MYV12 | MYV16 | MYV24): Zur Bestimmung eines
Referenzframes, der identisch zum Referenzframe des Klienten ist, ist es notwendig
den Fehler zu berechnen, den das Residuum durch seine verlustbehaftete Codierung
erfährt. Daher wird der Ausgabe-Pin des Knotens indirekt über einen NullFilter mit dem
Eingabe-Pin „ReconstructedVideo“ verbunden. Entlang dieser zyklischen Verbindung
durchläuft das Residuum die verlustbehafteten Stufen des weiteren Codierungs- und
Decodierungsprozesses, identisch zu den Stufen, die für die Rekonstruktion des Videos
beim Klienten ausgeführt werden. Damit ist sichergestellt, dass Klient und Server über
einen identischen Referenzframe verfügen.
Ausgabe-Pins: - Video (Video, MYV12 | MYV16 | MYV24): Residuum der Bewegungs-
kompensation und codierte Bewegungsvektoren; Subsampling und damit der exakte




Name Typ Mod. Std. Beschreibung
Range Integer S 7 Größe des Suchfensters in jede Richtung für Be-
wegungsschätzung
BlocksizeH Integer S 16 horizontale Größe der Blöcke zur Suche der Bewe-
gungsvektoren
BlocksizeV Integer S 16 vertikale Größe der Blöcke zur Suche der Bewe-
gungsvektoren
Levels Integer S 1 Zahl der Hierarchieebenen, für die die Bewe-
gungssuche maximal durchgeführt werden soll
(0 für keine Bewegungsschätzung). Dabei wird
ein Block, für den die Bewegungsschätzung ein
schlechtes Ergebnis liefert, in 4 gleiche Blöcke mit
halber Kantenlänge unterteilt und die Suche der
Bewegungsvektoren für diese unabhängig vonein-
ander wiederholt.
Estimator String S TSS zu verwendendes Verfahren zur Bewegungsschät-
zung: TSS für ein modifiziertes three step search
Verfahren, FS für vollständige Suche innerhalb des
Suchfensters
A.17 FrameCompareMux
Beschreibung: FrameCompareMux vergleicht YUV-Frames und berechnet die Qualitäts-
maße PSNR und MSE zur objektiven Beurteilung der Qualität verschiedener Kom-
pressionsverfahren. Um die Originalframes und die entsprechenden Frames, die das
Kompressionsverfahren durchlaufen haben, einander zuzuordnen, wird deren Sequenz-
nummer verwendet. Die Konverter, die das Kompressionsverfahren implementieren,





- Video1 (Video, YV12 | YV16 | YV24): Originalframes im YUV-Format
- Video2 (Video, YV12 | YV16 | YV24): Durch zu beurteilendes Kompressionsverfahren
codierte und wieder decodierte Vergleichsframes im YUV-Format
Ausgabe-Pins: - Video (Video, FrameCompareStatistics): berechnete Qualitätsmaße als





Beschreibung: PIPMux mischt zwei Bildquellen „Bild-in-Bild“ miteinander. Eine der bei-
den Quellen (MainVideo) bestimmt die Ausgabegröße und wird unverändert ausgege-
ben. Das Bild einer zweiten Quelle wird in einer geringeren Auflösung, die durch ein
Constraint-Format für den entsprechenden Pin spezifiziert wird, erwartet. Dieses Bild
wird an einer spezifizierten Position dem Hauptbild überlagert. Die Subtypen der For-






- MainVideo (Video, YV12 | YV16 | YV24): Frames des Hauptbildes im YUV-Format




Name Typ Mod. Std. Beschreibung
HPos Integer D 10 horizontale Position der linken oberen Ecke des
eingeblendeten Videos
VPos Integer D 10 vertikale Position der linken oberen Ecke des
eingeblendeten Videos
DrawFrame Boolean D true zeichne einen schwarzen Rahmen zur besseren
Abgrenzung um das eingeblendete Video
DrawShadow Boolean D true zeichne einen Schatten zur besseren Abgren-
zung um das eingeblendete Video
Enabled Boolean D true schalte Einblendung an oder ab
A.19 MultiPIPMux
Beschreibung: MultiPIPMux ähnelt in seiner Funktionalität dem PIPMux, kombiniert je-
doch eine beliebige Anzahl von Bildquellen. Es existiert kein ausgezeichnetes Haupt-
bild, alle Quellen sind gleichberechtigt und müssen in ihrem Format-Subtyp überein-
A COMPRESSLET-REFERENZ 204
stimmen, der gleichzeitig den Ausgabe-Subtyp determiniert. Die Auflösungen der Ein-
gabeformate und des Ausgabeformates wird über Constraint-Formate angegeben. Die
Anzahl der Bildquellen wird über einen Initialisierungs-Parameter gesteuert. Die Na-
men der Eingabe-Pins und die Parameter zur Positionierung der einzelnen Bildquellen
werden nummeriert. Das Compresslet kann für jede Zahl von Eingaben unter einem ei-
genen Namen instanziiert und verwendet werden. Bei überlappender Positionierung der
Videos befindet sich das erste Video (Video_1) am weitesten unten und das letzte Video
(Video_n) am weitesten oben. Werden die Positionierungsparameter nicht explizit an-





Eingabe-Pins: - Video_<i> (Video, YV12 | YV16 | YV24): Frames der <i>-ten Bildquelle
im YUV-Format
Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV24): resultierende Frames des gemischten
Videos im YUV-Format
Initialisierungs-Parameter:
-n, --num-inputs <n>: verwende <n> Quellen
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Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
HPos_Video_<i> Integer D 10 horizontale Position der linken obe-
ren Ecke des i-ten Videos
VPos_Video_<i> Integer D 10 vertikale Position der linken oberen
Ecke des i-ten Videos
Rows Integer D ⌈√n⌉ Anzahl der Zeilen für das Anzei-
geraster, wenn Positionierungspara-
meter fehlen





Boolean D true zeichne einen Rahmen zur besseren
Abgrenzung um das i-te Video
Draw-
Shadow_Video_<i>
Boolean D true zeichne einen Schatten zur besseren
Abgrenzung um das i-te Video
Enabled_Video_<i> Boolean D true schalte Einblendung des i-ten Vi-
deos an oder ab
SyncPin String S Video_1 Pin zur Synchronisation des
Ausgabe-Pins: Es wird immer
dann eine Ausgabe erzeugt und die
Ausführung des Flussgraphen fort-
gesetzt, wenn für den spezifizierten
Eingabe-Pin neue Daten vorliegen.
Die Ausgabe-Framerate entspricht
daher der Eingabe-Framerate dieses
Pins.
A.20 MultiSwitch
Beschreibung: MultiSwitch erlaubt das Umschalten zwischen mehreren Eingängen. Das
Compresslet kann durch Angabe eines Initialisierungs-Parameters für eine beliebige
Zahl von Quellen instanziiert werden. Die Namen der Eingabe-Pins werden dazu num-
meriert. Die Daten des ausgewählten Einganges werden unmodifiziert an den Ausgabe-
Pin weitergegeben. Die Auswahl kann entweder manuell oder automatisch aufgrund der
Änderungsrate des Bildinhaltes erfolgen (wenn es sich bei den Stromdaten um Bildda-
ten mit gültiger Änderungsinformation handelt). Die Formate der Eingabe-Pins können
beliebige, jedoch identische Formate sein und durch Constraint-Formate festgelegt wer-





Eingabe-Pins: - StreamData_<i>: Stromdaten des <i>-ten Eingangs
Ausgabe-Pins: - StreamData: unmodifizierte Stromdaten der ausgewählten Quelle
Initialisierungs-Parameter:
-n, --num-inputs <n>: verwende <n> Quellen
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
AutoSwitch Boolean D 0 Schaltet automatische Quellen-
auswahl ein. Es wird das Vi-
deo mit der größten Aktivität im
Bild, also mit der höchsten Än-
derungsrate ausgewählt.
SwitchLockTime Integer D 2 Zeitspanne in Sekunden, die
mindestens vergehen muss,
bevor die Quelle erneut ge-
wechselt werden kann (nur im
AutoSwitch-Modus anwendbar)
SwitchThreshold Double D 0.2 relativer Anteil an Bildblöcken,
die sich mindestens geändert ha-
ben müssen, damit ein Schalt-
vorgang ausgelöst wird
InputPin String D StreamData_1 aktuell geschalteter Eingabe-




Beschreibung: ME_Demonstrator demonstriert die Verwendung und den Einfluss von Be-
wegungsschätzung und Bewegungskompensation. Dazu wird eine Bewegungsschät-
zung mit anschließender Bewegungskompensation durchgeführt und die Ergebnisse gra-
fisch dargestellt. Die Bewegungsschätzung wird bei der Erstellung des MotionWCV-
Stromformates benötigt (siehe Kapitel 6.2). Die folgenden Ausgaben werden erstellt:
• Darstellung des aus der Bewegungsschätzung resultierenden Bewegungsvektorfel-
des und der hierarchischen Blockstruktur
• Residuum der Bewegungskompensation
• bewegungskompensiertes Bild
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• Diagramme und Statistiken für Qualitätsmaße des bewegungskompensierten Bil-




Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24): Video als Sequenz von YUV-Frames.
Ausgabe-Pins:
- VectorField (Video, RGB): Darstellung der ermittelten Bewegungsvektoren
- Chart (Video, RGB): Darstellung der Statistiken und Diagramme
- Residual (Video, YV12 | YV16 | YV24): Residuum der Bewegungskompensation
- Compensated (Video, YV12 | YV16 | YV24): bewegungskompensierte Frames
Initialisierungs-Parameter: -
Knoten-Parameter:
Name Typ Mod. Std. Beschreibung
Range Integer S 7 Größe des Suchfensters in jede Richtung für Be-
wegungsschätzung
BlocksizeH Integer S 16 horizontale Größe der Blöcke zur Suche der Bewe-
gungsvektoren
BlocksizeV Integer S 16 vertikale Größe der Blöcke zur Suche der Bewe-
gungsvektoren
Levels Integer S 1 Zahl der Hierarchieebenen, für die die Bewe-
gungssuche maximal durchgeführt werden soll
(0 für keine Bewegungsschätzung). Dabei wird
ein Block, für den die Bewegungsschätzung ein
schlechtes Ergebnis liefert, in 4 gleiche Blöcke mit
halber Kantenlänge unterteilt und die Suche der
Bewegungsvektoren für diese unabhängig vonein-
ander wiederholt.
Estimator String S TSS zu verwendendes Verfahren zur Bewegungsschät-
zung: TSS für ein modifiziertes three step search
Verfahren, FS für vollständige Suche innerhalb des
Suchfensters
A.22 ColorspaceConverter




nach ↓ \ von → BGR RGB YV12 YV16 YV24 YUYV UYVY YU12
RGB x - x x x - - x
YV12 - x - x - - - x
YV16 - - x - - x x x




Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24 | BGR | RGB | YUYV | UYUV | YU12):
Video als Sequenz von Frames im spezifizierten Eingabeformat





Beschreibung: ForwardDWT berechnet die diskrete Wavelet Transformation (DWT) eines
YUV-Frames oder des Residuums der Bewegungskompensation (MYUV). Es wird ent-
weder der biorthogonale 5/3- oder der biorthogonale 9/7-Filter verwendet. Liegt der
Anteil der geänderten Bildblöcke im Vergleich zum Vorgängerframe unterhalb einer
empirisch ermittelten Schwelle, wird die Transformation blockweise aktualisiert. An-




Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24 | MYUV): Video als Sequenz von Fra-
mes im YUV-Format oder Residuum der Bewegungskompensation
Ausgabe-Pins: - Video (Video, DWT | MDWT): Wavelet-Transformation der Eingabe
Initialisierungs-Parameter:
-y, --luma-levels <n> : Transformationsstufen für Luma-Kanal
-z, --chroma-levels <n> : Transformationsstufen für Chroma-Kanal
-b, --filter [Bio53|Bio97]: zu benutzender Filter
Alternativ könnenoder Anhalten statt der Schalter -y, -z und -b auch die folgenden
Parameter für das Constraint-Format des Ausgabe-Pins im Stromerstellungsgraphen an-
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Beschreibung: InverseDWT berechnet die inverse diskrete Wavelet Transformation für den





Eingabe-Pins: - Video (Video, DWT | MDWT | MQDWT): Wavelet-Transformation eines
Frames im YUV-Format oder des Residuums der Bewegungskompensation (MDWT
und MQDWT (durch ExplicitDWTQuantizer quantisiertes Residuum))
Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV24 | MYUV): Frames im YUV-Format




Beschreibung: ExplicitDWTQuantizer führt die Quantisierung, die bei der Codierung der
Wavelet-Transformationskoeffizienten durch den NEWDR-Algorithmus implizit vorge-
nommen wird, explizit aus. Bei der Konstruktion des MotionWCV-Stromformates (sie-
he Kapitel 6.2) müssen zur Aktualisierung des Referenzframes die quantisierten Ko-
effizienten bekannt sein. Um die relativ aufwändige Decodierung des zuvor codierten
NEWDR-Bitstroms zu vermeiden, wird stattdessen die Quantisierung direkt vorgenom-
men. Dadurch wird die Latenz bis zur Erstellung des nächsten Frames verkürzt. Für
eine korrekte Funktionsweise müssen die gleichen Quantisierungsparameter verwendet





Eingabe-Pins: - Video (Video, MDWT): Wavelet-Transformation des Residuums der Bewe-
gungskompensation
Ausgabe-Pins: - Video (Video, MQDWT): quantisierte Transformationskoeffizienten der
Wavelet-Transformation des Residuums der Bewegungskompensation
Initialisierungs-Parameter:
-a, --luma-codingparam <n> : Zahl der niederwertigsten Bits der Koeffi-
zienten des Luminanz-Kanals, die nicht co-
diert werden
-b, --chroma-codingparam <n>: Zahl der niederwertigsten Bits der Koeffizi-
enten der Chrominanz-Kanäle, die nicht co-
diert werden
Die Schalter -a und -b können durch die Formatparameter ’LumaCodingParam’ und ’Chro-
maCodingParam’ (beides Integer-Parameter) des Ausgabeformates überschrieben werden.
Knoten-Parameter: -
A.26 NEWDREncoder
Beschreibung: NEWDREncoder führt die Entropiecodierung der Wavelet-
Transformationskoeffizienten mit dem Algorithmus Non Embedded Wavelet Difference




Eingabe-Pins: - Video (Video, DWT | MDWT): Wavelet-Transformation der YUV-Frames
(DWT für DeltaWCV) oder Wavelet-Transformation des Residuums der Bewegungs-
kompensation (MDWT für MotionWCV)
Ausgabe-Pins: - Video (Video, DELTA_WCV | MOTION_WCV): codierter Bitstrom im
DeltaWCV- oder MotionWCV-Stromformat
Initialisierungs-Parameter:
-a, --luma-codingparam <n> : Zahl der niederwertigsten Bits der Koeffi-
zienten des Luminanz-Kanals, die nicht co-
diert werden
-b, --chroma-codingparam <n>: Zahl der niederwertigsten Bits der Koeffizi-
enten der Chrominanz-Kanäle, die nicht co-
diert werden
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Die durch -a und -b gegebenen Quantisierungsparameter können durch die Formatparameter




Beschreibung: NEWDRDecoder führt die Decodierung eines NEWDR-codierten





Eingabe-Pins: - Video (Video, DELTA_WCV | MOTION_WCV): codierter Bitstrom im
DeltaWCV- oder MotionWCV-Stromformat
Ausgabe-Pins: - Video (Video, DWT | MDWT): Wavelet-Transformation der YUV-Frames
(DWT für DeltaWCV) oder Wavelet-Transformation des Residuums der Bewegungs-









Eingabe-Pins: - Video (Video, YV12 | YV16 | YV24): Video als Sequenz von YUV-Frames





Beschreibung: DCTQuantizer führt die im JPEG-Standard verwendete Quantisierung





Eingabe-Pins: - Video (Video, DCT): DCT-Koeffizienten der YUV-Frames





Beschreibung: JpegEncoder führt die im JPEG-Standard verwendete Huffman-Codierung
der quantisierten DCT-Koeffizienten nach dem Baseline Sequential Mode durch, fügt





Eingabe-Pins: - Video (Video, QDCT): quantisierte Koeffizienten der diskreten Kosi-
nustransformation der Eingabe-Frames




Beschreibung: Scaler führt eine interpolierende Skalierung der Bildgröße durch. Dazu wird
der Quellcode des y4mscaler, der Teil der MJPEG Tools96 ist, verwendet. Der String-
95JPEG File Interchange Format
96http://mjpeg.sourceforge.net
A COMPRESSLET-REFERENZ 213
Parameter ’Resolution’, der die Auflösung nach dem Schema <Breite>x<Höhe>
festlegt, wird für Ein- und Ausgabeformat als Wildcard-Parameter definiert und wäh-
rend der Formatverhandlung aufgelöst (siehe Kapitel 4.2.9). Es stehen die folgenden
Interpolationskerne zur Verfügung:
Schlüsselwort Beschreibung
box Box (0. Ordnung)
linear linear (1. Ordnung)
quadratic quadratisch (2. Ordnung)
cubic kubisch, Mitchell-Netravali Spline (3. Ordnung)
cubicCR kubisch, Catmull-Rom Spline (3. Ordnung)
cubicB kubisch, B-Spline (3. Ordnung)
cubicK4 kubisch, Keys (4. Ordnung)




Eingabe-Pins: - Video (Video, YV12 | YV16 | YV 24): Video mit Eingabeauflösung als Se-
quenz von YUV-Frames
Ausgabe-Pins: - Video (Video, YV12 | YV16 | YV 24): Video mit Ausgabeauflösung im
gleichen Format wie Eingabe-Format
Initialisierungs-Parameter:
-k, --kernel <k>|<kh>,<kv>: Festlegung des Interpolationskerns durch
Schlüsselwort aus obiger Tabelle; kann ent-
weder für beide Richtungen gemeinsam (<k>)
oder für horizontale und vertikale Richtung
getrennt (<kh>,<kv>) angegeben werden
Knoten-Parameter: -
A.32 MotionCompensatorClet
Beschreibung: MotionCompensatorClet rekonstruiert die Frames eines MotionWCV-
Stromes (siehe Kapitel 6.2). Dazu werden nacheinander die folgenden Schritte durch-
geführt:
• Decodierung des Bewegungsvektorfeldes
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• Bewegungskompensation durch Anwendung der Bewegungsvektoren auf den Re-
ferenzframe
• Aufaddieren des Residuums




Eingabe-Pins: - Video (Video, MYUV): Residuum und codierte Bewegunsgvektoren eines
Frames
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