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Abstract
We will analyze the characteristics of Scott-Vogelius finite elements on singular vertices,
which cause spurious pressures on solving Stokes equations. A simple postprocessing will
be suggested to remove those spurious pressures.
1 Introduction
The Scott-Vogelius element is the typical high order finite element space which can be applied
to solve Stokes problems. Its inf-sup condition was proved in several ways, only when the
triangulation has no singular vertex [5, 6, 9]. While it struggles with singular vertices, the
inf-sup constant β is not proper even in case of nearly singular vertices.
In practice, when the mesh has a nearly singular vertex, the discrete solution in pressure
shows an error which is improper at a glance as in Figure 15 in the numerical test section. In
this paper, we will call it spurious and analyze its causes.
The punchline of the paper is splitting of the error in stable and unstable parts on nearly
singular vertices. We will suggest a simple postprocessing to remove the unstable parts from
the discrete pressure obtained by the standard finite element methods. The suggested post-
processing could improve the error even in case of regular vertices.
In our analysis, a cubic polynomial depicted in Figure 4 plays a key role with its interesting
quadrature rule. Spurious pressures consist of those polynomials at singular or nearly singular
vertices. Although, in this paper, we deal with only the Scott-Vogelius elements of the lowest
order in two dimensional domains, we might start its extension to general order if we find such
a polynomial there.
For three dimensional Scott-Vogelius elements, the general extension identifying singular
vertices and edges is still on its way, in spite of some results on it [8, 10, 11].
The paper is organized as follows. In the next two sections, the quasi singular vertices and
Scott-Vogelius elements will be introduced. In section 4, we will show that the discrete Stokes
problem is singular due to the presence of spurious pressures, if the mesh has exactly singular
vertices. In case of quasi singular vertices, the spurious component of the error in pressure
will be identified in section 6 utilizing a new basis of pressure designed in section 5. Then, we
will devote section 7 to removing the spurious error from the discrete pressure. Finally, some
numerical tests will be presented in the last section.
Throughout the paper, |x| denotes an area or length if x is a triangle, edge or vector and
#S does the cardinality of a set S.
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2 C. Park
2 Quasi singular vertex
Let Ω be a connected polygonal domain in R2 and {Th}h>0 a regular family of triangulations
of Ω with a shape regularity parameter σ > 0. Denote by Vh, Eh, the sets of all vertices and
edges in Th, respectively. If a vertex V ∈ Vh belongs to ∂Ω, we call it a boundary vertex,
otherwise, an interior vertex. Similarly, an edge E ∈ Eh is called a boundary edge if E ⊂ ∂Ω,
otherwise, an interior edge.
A vertex V ∈ Vh is called singular or exactly singular if two lines are enough to cover all
edges sharing V as in Figure 1. For each vertex V, denote by Υ(V), the set of all sums of two
Figure 1: Four types of exactly singular vertices V1,V2,V3,V4 (dashed edges belong to ∂Ω.)
adjacent angles of V in two back-to back triangles in Th. Then Υ(V) = {pi} or ∅ if and only
if V is singular. For examples, in Figure 1,
Υ(V1) = Υ(V2) = Υ(V3) = {pi}, Υ(V4) = ∅.
Since {Th}h>0 is regular, there exists ϑ > 0 such that
ϑ = inf{θ | θ is an angle of a triangle K ∈ Th, h > 0}.
Set
ϑσ = min(ϑ, pi/6), (1)
then ϑσ depends on the shape regularity parameter σ of {Th}h>0. From (1), we note that
every angles θ of a triangle K in Th satisfies that
ϑσ ≤ θ ≤ pi − 2ϑσ. (2)
We will call a vertex V ∈ Vh quasi singular if it is singular or nearly singular. For quan-
tification, define a set
Sh = {V ∈ Vh : |Θ− pi| < ϑσ for all Θ ∈ Υ(V)}. (3)
Then, we call a vertex V quasi singular if V ∈ Sh, otherwise regular. In Figure 2, examples of
quasi but not exactly singular vertices are depicted. Interior quasi singular vertices are slight
perturbations of exactly singular ones. It results in the following lemma:
Scott-Vogelius 3
Figure 2: Quasi but not exactly singular vertices V1,V2,V3,V4 (dashed edges belong to ∂Ω.)
Lemma 2.1. If V is an interior quasi singular vertex, then the number of all triangles sharing
V is 4.
Proof. Let N be the number of all triangles sharing V and θ1, θ2, · · · , θN back-to-back angles
of V. Set
Θ = min{θ1 + θ2, θ2 + θ3, · · · , θN + θ1}.
Then,
NΘ ≤ 2
N∑
i=1
θi = 4pi. (4)
If N ≥ 5, then (3) and (4) makes the following contradiction to ϑσ ≤ pi/6 in (1):
pi − ϑσ < Θ ≤ 4
5
pi.
If N = 3, we have from (2),
θ1 + θ2 = 2pi − θ3 ≥ 2pi − (pi − 2ϑσ) = pi + 2ϑσ.
It contradicts to V ∈ Sh.
Each interior quasi singular vertex in Sh is isolated from others in Sh in the sense of the
following lemma.
Lemma 2.2. There is no interior edge connecting two quasi singular vertices in Sh.
Proof. Let E be an interior edge whose two endpoints V1,V2 are quasi singular in Sh. Then,
there exist two triangles sharing E,V1,V2 as in Figure 3.
Consider the quadrilateral Q whose vertices are V1,V4,V2,V3 and one of its diagonals is
E. Denote the angle of Vi in Q by θi, i = 1, 2, 3, 4. Then, from (2) and the definition of Sh,
we have
pi − θj < ϑσ, if j = 1, 2, ϑσ ≤ θj , if j = 3, 4.
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It meets with the following contradiction:
2pi < θ1 + θ2 + θ3 + θ4 = 2pi.
Figure 3: Two quasi singular vertices V1,V2 form a quadrilateral with sharp angles θ3, θ4
3 Scott-Vogelius elements
Let’s define the discrete polynomial spaces Pk,h(Ω) as
Pk,h(Ω) = {vh ∈ L2(Ω) : vh|K ∈ P k for all triangles K ∈ Th}, k ≥ 0.
Then the Scott-Vogelius finite element space is the pair of Xkh ,M
k−1
h such that
Xkh = [Pk,h(Ω) ∩H10 (Ω)]2, Mk−1h = Pk−1,h(Ω) ∩ L20(Ω), k ≥ 4,
where L20(Ω) is the space of square integrable functions whose means vanish. In this paper,
we deal with only the Scott-Vogelius finite element space of the lowest order:
Xh = [P4,h(Ω) ∩H10 (Ω)]2, Mh = P3,h(Ω) ∩ L20(Ω)).
The incompressible Stokes problem is to find (u, p) ∈ [H10 (Ω)]2 × L20(Ω) such that
(∇u,∇v) + (p,divv) + (q,divu) = (f ,v) for all (v, q) ∈ [H10 (Ω)]2 × L20(Ω), (5)
for a given source function f ∈ [L20(Ω)]2. We will consider the discrete Stokes problem for (5)
to find (uh, ph) ∈ Xh ×Mh such that
(∇uh,∇vh) + (ph, divvh) + (qh,divuh) = (f ,vh) for all (vh, qh) ∈ Xh ×Mh. (6)
3.1 Error in velocity
Let MSh is the space of spurious pressures such that
MSh = {sh ∈Mh | (sh,divvh) = 0 for all vh ∈ Xh}. (7)
Unfortunately, MSh is not null, if Th has an exact singular vertex as will be discussed in
subsection 4.3 below. The discrete problem (6), however, has at least one solution, even if
MSh 6= {0}.
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Lemma 3.1. There exists (uh, ph) ∈ Xh ×Mh satisfying (6). In addition, uh is unique.
Proof. Let Mh = M
S
h
⊕
Mˆh for some subspace Mˆh. Then there exists a unique (uh, pˆh) ∈
Xh × Mˆh satisfying (6), since the discrete problem is not singular on Xh × Mˆh.
Let Υ′(V) = Υ(V) ∪ {0} and define a parameter Θmin of the triangulation Th as
Θmin = min
V∈Vh
max
Θ∈Υ′(V)
| sin Θ|.
The following inf-sup condition is well known [6]:
Θminβ‖qh‖0 ≤ sup
vh∈Xh\{0}
(qh, divvh)
|vh|1 , ∀qh ∈Mh. (8)
If Th has a quasi singular vertex in Sh, Θmin is zero or might be quite small. It could spoil the
discrete pressure ph as in Figure 15. Although the inf-sup condition in (8) depends on Θmin,
the error in velocity is stable independently of Θmin.
Throughout inequalities in the paper, a generic notation C denotes a constant which de-
pends only on Ω and the shape regularity parameter σ.
Theorem 3.2. Let (u, p) ∈ [H10 (Ω)]2 × L20(Ω) and (uh, ph) ∈ Xh × Mh satisfy (5), (6),
respectively. Then, if u ∈ [H5(Ω)]2, we have
|u− uh|1 ≤ Ch4|u|5.
Proof. Since divu = 0, there exists a stream function φ ∈ H6(Ω) of u which is constant on
each component of ∂Ω. Let φh be the projection of φ into the space of C
1-Argyris triangle
elements which are locally P 5 [2, 3, 4]. Then, ∇φh is continuous in Ω and vanishes on ∂Ω and
φh satisfies that
|φ− φh|2 ≤ Ch4|φ|6.
Thus, if we define Πhu = curlφh, we have Πhu ∈ Xh and
|u−Πhu|1 ≤ Ch4|u|5. (9)
Let
Vh = {vh ∈ Xh | (qh, divvh) = 0 for all qh ∈Mh}.
Note divvh = 0, if vh ∈ Vh. Then, from (5), (6), u and uh satisfy that
(∇u−∇Πhu,∇vh) = (∇uh −∇Πhu,∇vh) for all vh ∈ Vh. (10)
Since uh,Πhuh ∈ Vh, we have, for vh = uh −Πhu ∈ Vh in (10),
|uh −Πhu|21 ≤ |u−Πhu|1|uh −Πhu|1.
It completes the proof with (9).
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Figure 4: A sting function sEV ∈ P 3 over K̂
4 Spurious pressure
4.1 Sting functions
Let K be a triangle in Th which has an edge E and its opposite vertex V as in Figure 8-(b).
Denote by λ(x), a barycentric coordinate of x vanishing on E such that
λ(x) = (−n) · (x−M),
where n is the unit outward normal vector of K on E and M is the center of E.
With a specific function e:
e(t) =
1
10
(56t3 − 63t2 + 18t− 1), (11)
define a cubic polynomial sEV ∈ P 3(K) determined by the edge E and its opposite vertex V:
sEV(x) = e
(λ(x)
H
)
, (12)
where H is the distance between E and V. A graph of sEV is depicted in Figure 4 in the
reference triangle K̂. We would name sEV a sting function after its look.
In the remaining of the paper, a local function such as sEV defined on K is identified
with its trivial extension on Ω vanishing outside K. We also use a notation Cσ for a generic
constant which depends only on the shape regularity parameter σ.
4.2 Quadrature rules
The choice of e in (11) makes the sting function sEV satisfy the following two quadrature rules
which play key roles in our error analysis for pressure.
Lemma 4.1. Let E be an edge of a triangle K and V its opposite vertex. Then, for each
polynomial q ∈ P 3(K), we have ∫
K
sEV q dA =
|K|
100
q(V). (13)
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Figure 5: Counterclockwisely numbered unit vectors τ 1, τ 2 directed to other vertices from V
Proof. In the reference triangle K̂ with its vertices (0, 0), (1, 0), (0, 1), let E = {(x, 0) : 0 ≤
x ≤ 1} with its opposite vertex V = (0, 1). By an affine map K̂ → K, sting functions on K are
pulled back to sEV on K̂. Thus, it is sufficient to prove (13) for sEV and a cubic polynomial
q in K̂.
By definition in (12), we have
sEV(x, y) =
1
10
(56y3 − 63y2 + 18y − 1). (14)
The graph of sEV is depicted in Figure 4.
By simple calculation, we have
∫ 1
0
(56s3 − 105s2 + 60s− 10)sk ds =

−1
20
, if k = 1,
0, if k = 2, 3, 4.
(15)
We also note
56t3 − 63t2 + 18t− 1 = −56(1− t)3 + 105(1− t)2 − 60(1− t) + 10. (16)
Let q = (1 − y)mxn be a polynomial for nonnegative integers m,n such that m + n ≤ 3.
From (14)-(16), we can expand that∫
K̂
sEV(x, y)q(x, y) dA =
1
10
∫ 1
0
(56y3 − 63y2 + 18y − 1)(1− y)m
∫ 1−y
0
xn dxdy
=
−1
10(n+ 1)
∫ 1
0
(
56(1− y)3 − 105(1− y)2 + 60(1− y)− 10)(1− y)m+n+1 dy
=
−1
10(n+ 1)
∫ 1
0
(
56s3 − 105s2 + 60s− 10)sm+n+1 ds = 1
200
q(0, 1) =
|K̂|
100
q(V).
Lemma 4.2. Let E be an edge of a triangle K and V its opposite vertex. Denote by τ 1, τ 2,
the counterclockwisely numbered unit vectors directed to other vertices V1,V2 from V as in
Figure 5. Then for all vh ∈ Xh, we have
(sEV,divvh)K =
|E1||E2|
200
(∂vh
∂τ 2
(V) · τ⊥1 −
∂vh
∂τ 1
(V) · τ⊥2
)
,
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where E1, E2 are the edges sharing V and τ
⊥
i is the 90-degree counterclockwise rotation of
τ i, i = 1, 2.
Proof. For vh = (v1, v2), we write
∂vh
∂τ 1
,
∂vh
∂τ 2
at V in the matrix form:
∇v1(V)t
∇v2(V)t
 (τ 1 τ 2) = (∂vh
∂τ 1
(V)
∂vh
∂τ 2
(V)
)
,
where all vectors are presented in column forms. Then we expand that
divvh(V) = trace
∇v1(V)t
∇v2(V)t
 = trace((τ 1 τ 2)−1(∂vh
∂τ 1
(V)
∂vh
∂τ 2
(V)
))
=
1
sin θ
trace
−(τ⊥2 )t
(τ⊥1 )t
(∂vh
∂τ 1
(V)
∂vh
∂τ 2
(V)
)
=
1
sin θ
(
τ⊥1 ·
∂vh
∂τ 2
(V)− τ⊥2 ·
∂vh
∂τ 1
(V)
)
,
(17)
where θ is the angle between τ 1 and τ 2. Since |K| = 12 |E1||E2| sin θ, we obtain (4.2) with the
aid of (17) and Lemma 4.1.
4.3 Spurious pressure
If Th has an exact singular vertex, a spurious pressure in MSh defined in (7) appears. For a
simple example, let V be a boundary singular vertex which meets only one triangle K in Th
and has its opposite edge E as V4 in Figure 1. Then, by Lemma 4.1, we obtain
(sEV, divvh)K =
|K|
100
divvh(V) = 0 for all vh ∈ Xh,
since ∇vh vanishes at V. Thus, sEV − c is a spurious pressure in MSh for a constant function
c on Ω such that sEV − c ∈ L20(Ω).
For an another example, let V be an interior singular vertex which meets with 4 triangles
K1,K2,K3,K4 counterclockwisely numbered as in figure 6. The vertex V has 4 opposite
edges Ei ⊂ Ki, i = 1, 2, 3, 4. Denote by τ 1, τ 2, the counterclockwisely numbered unit vectors
at V directed other vertices in K1 and by `1, `2, `3, `4, the lengths of edges corresponding to
τ 1, τ 2,−τ 1,−τ 2, respectively.
Now, we calculate the followings by Lemma 4.2:
(sE1V, divvh)K1 =
`1`2
200
(∂vh
∂τ 2
(V)τ⊥1 −
∂vh
∂τ 1
(V)τ⊥2
)
,
(sE2V, divvh)K2 =
`2`3
200
( ∂vh
∂(−τ 1)(V)τ
⊥
2 −
∂vh
∂τ 2
(V)(−τ 1)⊥
)
,
(sE3V, divvh)K3 =
`3`4
200
( ∂vh
∂(−τ 2)(V)(−τ 1)
⊥ − ∂vh
∂(−τ 1)(V)(−τ 2)
⊥
)
,
(sE4V, divvh)K4 =
`4`1
200
(∂vh
∂τ 1
(V)(−τ 2)⊥ − ∂vh
∂(−τ 2)(V)τ
⊥
1
)
.
(18)
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Let qh ∈Mh be an alternating sum of sEiV, i = 1, 2, 3, 4 such that
qh =
1
`1`2
sE1V −
1
`2`3
sE2V +
1
`3`4
sE3V −
1
`4`1
sE4V. (19)
Then, since vh is continuous on edges, we have from (18),
(qh, divvh) = 0 for all vh ∈ Xh.
Figure 6: Interior exact singular vertex V causing a spurious pressure
5 A basis of P 3 over K
We will suggest a new basis of P 3 over a triangle K which includes sting functions sEV.
5.1 16-point Lyness quadrature rule
The following 16-point Lyness quadrature rule [7] is exact over a triangle K for any polynomial
p of degree up to 6: ∫
K
p(x, y) dxdy = |K|
16∑
i=1
p(xi)wi. (20)
The 16 quadrature points in (20) include the gravity center G of K and the center Gi
of the segment connecting the vertex Vi and the midpoint Mi of the opposite edge of Vi,
i = 1, 2, 3 as in Figure 7. The other 12 points lie on the boundary of K.
In the reference triangle Kˆ with vertices (0, 0), (1, 0), (0, 1), the 16 quadrature points and
their corresponding weights are listed:
{xi}31 = {(0, 0), (1, 0), (0, 1)}, {wi}31 = {−5/252},
{xi}94 = {(0, a), (0, b), (a, 0), (b, 0), (a, b), (b, a)}, {wi}94 = {3/70},
{xi}1210 = {(0, 1/2), (1/2, 0), (1/2, 1/2)}, {wi}1210 = {17/315},
{xi}1513 = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/4)}, {wi}1513 = {128/315},
x16 = (1/3, 1/3), w16 = −81/140,
(21)
where a = (3−√6)/6, b = 1− a.
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Figure 7: 16 Lyness quadrature points, Gi is the center of ViMi i = 1, 2, 3
5.2 Basis functions with interior Lyness points
Let V be a vertex of a triangle K and G the gravity center of K. Denote by iV, the unit
vector from V to G as in Figure 8-(a), that is
iV =
−−→
VG
/
|−−→VG|,
and by iV
⊥, the 90-degree counterclockwise rotation of iV, and by µ, a linear function which
vanishes at the line passing V,G such that
µ(x) = iV
⊥ · (x−G), (22)
lastly, by d, the common distance from two other vertices of K to the line µ(x) = 0 as in
Figure 8-(a).
(a) µ(x) = iV
⊥ · (x−G), g±V = µ±
(µ
d
)
(b) λ(x) = −n · (x−M), sEV = e
( λ
H
)
Figure 8: Definition of three basis cubic polynomials over K: g+V, g
−
V, sEV
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Define two basis cubic polynomial g+V, g
−
V ∈ P 3(K) determined by V,G:
g+V(x) = ι
+
(µ(x)
d
)
, g−V(x) = ι
−
(µ(x)
d
)
, (23)
with two auxiliary cubic functions ι+, ι−:
ι+(t) = 8t3 + 3t2, ι−(t) = 8t3 − 3t2.
We have chosen ι± so that ∇g±V vanishes at 3 points among 4 interior Lyness points
G,G1,G2,G3 of K as in the following lemma.
Lemma 5.1. Let V be a vertex of a triangle K and P be among four 16-Lyness quadrature
points inside K. Then, we have
∇g+V(P) =

3
d
iV
⊥ if µ(P) > 0,
0 otherwise ,
∇g−V(P) =

3
d
iV
⊥ if µ(P) < 0,
0 otherwise .
(24)
Proof. Let V+,V− be two vertices of triangle K other than V such that
µ(V+) > 0, µ(V−) < 0.
The four 16-Lyness quadrature points inside K are the gravity center G and
G0 =
1
2
V +
1
4
V+ +
1
4
V−, G+ =
1
4
V +
1
2
V+ +
1
4
V−, G− =
1
4
V +
1
4
V+ +
1
2
V−.
The two points G,G0 lie on the line l = {x : µ(x) = 0} and we simply calculate the common
distance between l and G± is a quarter of d between l and V±. Thus we have
µ(G) = µ(G0) = 0, µ(G
+) =
d
4
, µ(G−) = −d
4
. (25)
From the definition of µ, g+V in (22),(23), we have
∇g+V(x) =
1
d
ι+
′(µ(x)
d
)
iV
⊥. (26)
We prove (24) for ∇g+V by (25), (26), since ι+′(0) = ι+′(−1/4) = 0, ι+′(1/4) = 3. We can
repeat the same argument for ∇g−V in (24).
Now, we form a new basis of P 3 over K in the following lemma.
Lemma 5.2. Let K be a triangle with vertices V1,V2,V3 and their respective opposite edges
E1, E2, E3. Then, we have
P 3 = < 1, g+V1 , g
−
V1
, g+V2 , g
−
V2
, g+V3 , g
−
V3
, sE1V1, sE2V2, sE3V3 > . (27)
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Proof. Assume a linear combination q of 10 functions in (27) vanishes, that is,
q = c1 + c2g
+
V1
+ c3g
−
V1
+ c4g
+
V2
+ c5g
−
V2
+ c6g
+
V3
+ c7g
−
V3
+ c8sE1V1 + c9sE2V2 + c10sE3V3 = 0,
for some scalars c1, c2, · · · , c10.
As in Figure 7, let Gi be the interior 16-Lyness points corresponding to Vi, i = 1, 2, 3. We
can choose a quartic polynomial v vanishing on ∂K and satisfying
v(G1) = v(G2) = 0, v(G3) = 1.
For two scalars α, β, define
v = (α, β)v.
We note from the quadrature rule in Lemma 4.1,
(sEiVi , divv) = 0, i = 1, 2, 3. (28)
Thus, by 16-Lyness quadrature rule in (20), (21) and the property of ∇g±Vi , i = 1, 2, 3 in
Lemma 5.1, we expand
0 = (q,divv) = −(∇q,v) = −∇(c2g+V1 + c5g−V2)(G3) · v(G3)w15|K|
= (c2γ1iV1
⊥ + c5γ2iV2
⊥) · (α, β)w15|K|,
(29)
for some nonzero scalars γ1, γ2.
If we choose (α, β) = iV2 in (29), we conclude c2 = 0 and sequentially c5 = 0, since iV1 , iV2
are not parallel. By similar argument, we have c3 = c4 = c6 = c7 = 0.
Now choose a cubic polynomial p such that its mean over K vanishes and
p(V1) = 1, p(V2) = p(V3) = 0.
Then, by quadrature rule in Lemma 4.1, we have
0 = (q, p) = (c8sE1V1 , p) = c8
|K|
100
p(V1).
Thus, c8 = 0 and similarly, c9 = c10 = 0. It completes the proof, since dimP
3 = 10.
6 Error in pressure
Let (u, p) ∈ [H10 (Ω)]2×L20(Ω) and (uh, ph) ∈ Xh×Mh be the solutions for the continuous and
discrete Stokes problems (5), (6), respectively. There exists a standard projection Πhp ∈ Mh
of p which is continuous in Ω. Denoting the error in pressure by
eh = ph −Πhp, (30)
we will analyze that eh is stable except the spurious component of eh caused by quasi singular
vertices.
By Theorem 3.2, we note that, if u ∈ [H5(Ω)]2 and p ∈ H4(Ω), then
(eh,divvh) ≤ Ch4(|u|5 + |p|4)|vh|1 for all v ∈ Xh, (31)
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since eh satisfies
(eh,divvh) = (∇u−∇uh,∇vh) + (p−Πhp,divvh) for all v ∈ Xh. (32)
We will split eh into the interior error e
G
h and sting error e
S
h :
eh = e
G
h + e
S
h , (33)
where
eGh
∣∣
K
∈< 1, g+V1 , g−V1 , g+V2 , g−V2 , g+V3 , g−V3 >, eSh
∣∣
K
∈< sE1V1 , sE2V2 , sE3V3 >,
for each K ∈ Th with vertices V1,V2,V3 and their respective opposite edges E1, E2, E3.
For each vertex V, let EV be a set of all opposite edges of V. Then, we can cluster the
sting error eSh by vertices as
eSh =
∑
V∈Vh
eVh , (34)
where
eVh ∈< sE1V, sE2V, · · · , sEJV >,
for all opposite edges Ej ∈ EV, j = 1, 2, · · · , J = #EV.
In the remaining of this section, we will show the error eh is stable except the sting error
eVh for quasi singular vertices V.
6.1 Inequalities for eVh in back-to-back triangles
We first estimate ∇eGh by choosing a proper test function vh ∈ Xh in (32).
Lemma 6.1. Let h be the diameter of a triangle K in Th. Then we have
h‖∇eGh ‖0,K ≤ Cσ(|u− uh|1,K + ‖p−Πhp‖0,K).
Proof. With the same notations in Lemma 5.2, we represent
eGh
∣∣
K
= c1 + c2g
+
V1
+ c3g
−
V1
+ c4g
+
V2
+ c5g
−
V2
+ c6g
+
V3
+ c7g
−
V3
,
for some constants c1, c2, · · · , c7. Denote by Gi, the interior 16-Lyness points corresponding
to Vi, i = 1, 2, 3 as in Figure 7. Then, there exists a unique quartic function v ∈ P 4 vanishing
on ∂K and v(G1) = v(G2) = 0, v(G3) = 1. We note that
|v|1,K ≤ Cσ |g±Vi |1,K ≤ Cσ, i = 1, 2, 3. (35)
Choose a test function vh ∈ Xh such that vh|K = viV2 and vanishes outside K. Then, we
have from (28) and Lemma 4.1, 5.1,
(eh, divvh) = (e
G
h ,divvh)K = (∇eGh ,vh)K = 3c2iV1⊥ · iV2w15|K|/d, (36)
where d is the distance from V2 to the line connecting V1 and the gravity center G.
Now, by (32), (35), (36), we estimate
‖c2∇g+V1‖0,K ≤ Cσh−1(|u− uh|1,K + ‖p−Πhp‖0,K).
It completes the proof, by repeating the same arguments for c3, c4, · · · , c7.
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Let K be a triangle in Th and E an edge of K between two vertices V1,V2 of K. Denote
by τ , the unit tangent vector of E, that is,
τ =
−−−→
V1V2
/
|−−−→V1V2|.
We need an elementary test function v in the following lemma to estimate the sting error eSh .
Lemma 6.2. There exists a quartic polynomial v ∈ P 4 such that v vanishes on ∂K \ E and∫
E
v ds = 0,
∂v
∂τ
(V1) = 1,
∂v
∂τ
(V2) = 0, |v|1,K ≤ Cσ|E|. (37)
Proof. In the reference triangle K̂ with vertices (0, 0), (1, 0), (0, 1), let
Ê = {(x, 0) : 0 ≤ x ≤ 1}, V̂1 = (0, 0), V̂2 = (1, 0), τ̂ = (1, 0).
Then a quartic polynomial v̂ = x(x+ y − 1)2(−5/2x+ 1) satisfies∫
Ê
v̂ ds = 0,
∂v̂
∂τ̂
(V̂1) = 1,
∂v̂
∂τ̂
(V̂2) = 0. (38)
Define v = |E| v̂ ◦ F−1 for an affine map F : K̂ −→ K such that F (V̂i) = Vi, i = 1, 2.
Then, from the definition of v̂ and (38), v vanishes on ∂K \ E and satisfies (37).
The sting error eVh has an interesting characteristic for each pair of two back-to-back
triangles sharing V in the following lemma.
Lemma 6.3. Let two triangles K1,K2 share a vertex V and an edge E as in Figure 9. Assume
two scalars α1, α2 make that
eVh
∣∣
K1∪K2 = α1sE1V + α2sE2V,
for two opposite edges E1, E2 of V in K1,K2, respectively. Then for any unit vector ξ, we
have ∣∣∣(α1−−−→VV1 − α2−−−→VV2) · ξ∣∣∣ ≤ Cσ(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2), (39)
where V1,V2 are the respective opposite vertices of E in K1,K2.
Proof. Let V0 be the vertex of E other than V and τ unit vector such that
τ =
−−−→
VV0
/
|−−−→VV0|.
From Lemma 6.2, there exists a quartic function vi on Ki, i = 1, 2 such that vi vanishes on
∂Ki \ E and ∫
E
vi ds = 0,
∂vi
∂τ
(V) = 1,
∂vi
∂τ
(V0) = 0, |vi|1,Ki ≤ Cσ|E|. (40)
We note v1 and v2 coincide on E, since quartic functions have 5 degrees of freedom on E.
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Figure 9: Two back-to-back triangles K1,K2 sharing a vertex V
Given unit vector ξ, denote by ξ⊥, the 90-degree counterclockwisely rotation of ξ and
choose a test function vh ∈ Xh which vanishes outside K1 ∪K2 and
vh|Ki = viξ⊥, i = 1, 2. (41)
Then, from the quadrature rule in Lemma 4.1, we have
(eh,divvh) = (α1sE1V,divvh)K1 + (α2sE2V,divvh)K2 + (e
G
h ,divvh)K1∪K2 . (42)
First, from (32) and (40), we obtain
|(eh,divvh)| ≤ Cσ|E|(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2). (43)
Second, let mi be the mean of eGh over Ki and hi the diameter of Ki, i = 1, 2. Then, by Lemma
6.1, we estimate for i = 1, 2,
|(eGh ,divvh)Ki | = |(eGh − mi,divvh)Ki | ≤ ‖eGh − mi‖0,Ki |vh|1,Ki ≤ Cσhi|eGh |1,Ki |vh|1,Ki
≤ Cσ|E|(|u− uh|1,Ki + ‖p−Πhp‖0,Ki).
(44)
To the last, by (40),(41) and Lemma 4.2, we have
(sE1V,divvh)K1 =
|E|
200
ξ⊥ · −−−→VV1
⊥
, (sE2V,divvh)K2 = −
|E|
200
ξ⊥ · −−−→VV2
⊥
.
It implies that
(α1sE1V,divvh)K1 + (α2sE2V,divvh)K2 =
|E|
200
(α1
−−−→
VV1 − α2−−−→VV2) · ξ. (45)
We combine (42) - (45) to get (39).
We will choose a suitable ξ in (39) to get some inequalities resulted in the following two
lemmas. They are useful in estimating the sting error eVh and postprocessing to remove the
spurious error eVh for quasi singular vertices V.
Lemma 6.4. Under the same assumption with Lemma 6.3, let Θ be the angle between
−−−→
VV1
and
−−−→
VV2 as in Figure 9. Then,
|αi sin Θ| |VVi| ≤ Cσ(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2), i = 1, 2. (46)
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Proof. Choose a unit vector ξ such that
−−−→
VV2 · ξ = 0. (47)
Then
|−−−→VV1 · ξ| = |VV1| | cos(Θ± pi/2)| = |VV1| | sin Θ|. (48)
From (39), (47), (48), we have (46) for i = 1. The same argument is repeated for i = 2.
Lemma 6.5. Under the same assumption with Lemma 6.3, we have∣∣∣α1|VV1|+ α2|VV2|∣∣∣ ≤ Cσ(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2).
Proof. Let Θ be the sum of two angles of V in K1,K2 as in Figure 9 and 0 ≤ θ ≤ pi the angle
between
−−−→
VV1 and −−−−→VV2. We note that, if Θ ≤ pi, then Θ + θ = pi, otherwise, Θ− θ = pi.
By shape regularity of Th in (1), (2), Θ is bounded as
2ϑσ ≤ Θ ≤ 2pi − 4ϑσ. (49)
Thus, in both cases of Θ ≤ pi or Θ > pi, we have
0 ≤ θ ≤ pi − 2ϑσ.
It means
cos(θ/2) =
√
(1 + cos θ)/2 ≥
√
(1− cos 2ϑσ)/2 = sinϑσ > 0. (50)
Choose a unit vector ξ so that ξ forms the same acute angle θ/2 with
−−−→
VV1 and −−−−→VV2.
Then, from (39), (50), we have∣∣α1|VV1|+ α2|VV2|∣∣ ≤ Cσ(sinϑσ)−1(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2).
6.2 Stable components and spurious error in eh
For each vertex V, define the basin B(V) of V as the union of all triangles in Th sharing their
common vertex V. For the convenience, we extend the notation as
B(V1,V2, · · · ,Vm) = B(V1) ∪ B(V2) ∪ · · · ∪ B(Vm).
The sting error eVh has a similar property as eh in (31) in the following lemma.
Lemma 6.6. Let V be a vertex and vh ∈ Xh. We have
(eVh , divvh) ≤ Cσ(|u− uh|1,B(V) + ‖p−Πhp‖0,B(V))|vh|1,B(V). (51)
Proof. Let K1,K2, · · · ,Km be m triangles in Th counterclockwisely numbered such that
B(V) = K1 ∪K2 ∪ · · · ∪Km,
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(a) interior vertex V (b) boundary vertex V
Figure 10: Basin B(V) of a vertex V (dashed edges belong to ∂Ω.)
and Vi ∈ Ki, i = 1, 2, · · · ,m be consecutive vertices on ∂B(V) as in Figure 10. In case of
V ∈ ∂Ω, there exists one more vertex Vm+1 ∈ Km on ∂B(V). If m = 1, V belongs to ∂Ω and
as in subsection 4.3,
(eVh , divvh) = 0.
Let m ≥ 2 and `i = |VVi| and τ i = −−→VVi/|−−→VVi|, i = 1, 2, · · · ,m. Denoting by Ei,
the opposite edge of V in Ki, i = 1, 2, · · · ,m, there exist m constants α1, α2, · · · , αm which
represent
eVh = α1sE1V + α2sE2V + · · ·+ αmsEmV. (52)
Then, from the quadrature rule in Lemma 4.2, we have
(eVh ,divvh) =
m∑
i=1
`i
200
∂vh
∂τ i
(V) ·
(
αi−1
−−−−→
VVi−1
⊥ − αi−−−−→VVi+1
⊥
)
, (53)
where all indexes are modulo m, if V is an interior vertex.
We note that
`i
∣∣∣∂vh
∂τ i
(V)
∣∣∣ ≤ Cσ|vh|1,Ki , i = 1, 2, · · · ,m. (54)
Thus, the representation in (53) establishes (51) with (54) and Lemma 6.3.
If a vertex V is not quasi singular, then we estimate ∇eVh in the following lemma.
Lemma 6.7. Let V /∈ Sh be a regular vertex and h the diameter of the basin B(V). Then we
have
h‖∇eVh ‖0,B(V) = Cσ(|u− uh|1,B(V) + ‖p−Πhp‖0,B(V)). (55)
Proof. Under the same notations in the proof of Lemma 6.6, from the definition of Sh in (3),
there exist two back-to-back triangles Kj ,Kj+1 such that the sum Θ of their angles of V
satisfies
|Θ− pi| ≥ ϑσ. (56)
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Then, from (49), (56), we have | sinϑσ| ≤ | sin Θ|. Thus, by Lemma 6.4, |αj | in (52) is
bounded by
h−1Cσ(|u− uh|1,B(V) + ‖p−Πhp‖0,B(V)),
and sequentially so are all |αi|, i = 1, 2, · · · ,m in (52) by Lemma 6.5. It implies (55), since
‖∇sEiV‖0,Ki ≤ Cσ, i = 1, 2, · · · ,m.
Split the sting error eSh into two components by regular and quasi singular vertices:
eSh = e
SR
h + e
SS
h , (57)
where
eSRh =
∑
V/∈Sh
eVh , e
SS
h =
∑
V∈Sh
eVh .
Then the components eGh , e
SR
h in eh = e
G
h + e
SR
h + e
SS
h is stable as in the following theorem.
Theorem 6.8. Let m be the mean of eGh + e
SR
h over Ω. Then, if u ∈ [H5(Ω)]2, p ∈ H4(Ω), we
have
‖eGh + eSRh − m‖0 ≤ Ch4(|u|5 + |p|4). (58)
Proof. Denote eGh + e
SR
h − m by eGRmh . Let ΠheGRmh be the projection of eGRmh ∈ L20(Ω) into
P0,h(Ω). Then, from the stability of P 2 − P 0 [1], there exists vh ∈ Xh such that
(Πhe
GRm
h , e
GRm
h − divvh) = 0, |vh|1 ≤ C‖eGRmh ‖0. (59)
We note, by Theorem 3.2 and Lemma 6.1, 6.7,
‖eGRmh −ΠheGRmh ‖0 ≤ Ch4(|u|5 + |p|4). (60)
Then, Lemma 6.6 helps us to estimate (58) with (31), (59), (60) in the following expansion:
‖eGRmh ‖20 = (eGRmh , eGRmh − divvh) + (eGRmh ,divvh)
= (eGRmh −ΠheGRmh , eGRmh − divvh) + (eGRmh , divvh)
≤ Ch4(|u|5 + |p|4)‖eGRmh ‖0 + (eGRmh , divvh)
= Ch4(|u|5 + |p|4)‖eGRmh ‖0 + (eh, divvh)− (eSSh ,divvh)
≤ Ch4(|u|5 + |p|4)(‖eGRmh ‖0 + |vh|1) ≤ Ch4(|u|5 + |p|4)‖eGRmh ‖0.
If Th has no quasi singular vertex, Theorem 6.8 asserts that ph − p has an error decay of
optimal order as expected from the inf-sup condition in (8).
The presence of quasi singular vertices, however, the sting error eSSh could appear as large
as spoiling the discrete pressure ph as in Figure 15 in the last section. In the next section, we
are going to postprocess ph to remove e
SS
h which is called spurious error.
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7 Remove spurious error eSSh
We will postprocess ph to remove the undesired error e
V
h in the following order:
1. eVh for interior quasi singular vertices V using the jump of ph at V,
2. eVh for boundary quasi singular vertices V away from corners using the jump at V,
3. eVh for boundary quasi singular corners V using the jump at the opposite edge.
Dividing quasi singular vertices by interior and boundary into
Sih = {V ∈ Sh | V /∈ ∂Ω}, Sbh = {V ∈ Sh | V ∈ ∂Ω},
we split the spurious error eSSh into
eSSh = e
SSi
h + e
SSb
h , (61)
where
eSSih =
∑
V∈Sih
eVh , e
SSb
h =
∑
V∈Sbh
eVh .
7.1 Remove interior spurious error eSSih
Let V ∈ Sih be an interior quasi singular vertex, then the basin B(V) of V consists of 4
triangles K1,K2,K3,K4 by Lemma 2.1. In this subsection, we adopt the notations in Figure
10-(a). Note that 4 unknown constants α1, α2, α3, α4 represent e
V
h as
eVh = α1sE1V + α2sE2V + α3sE3V + α4sE4V. (62)
By Lemma 6.5, α1, α2 satisfy
|α1`1 + α2`3| ≤ Cσ(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2). (63)
Note that eSSh
∣∣
B(V) = e
V
h , since V is the only quasi singular vertex in B(V) by Lemma 2.2.
Thus, from (33), (57), (62), we have
eh
∣∣∣
K1
= (eGh + e
SR
h )
∣∣∣
K1
+ α1sE1V, eh
∣∣∣
K2
= (eGh + e
SR
h )
∣∣∣
K2
+ α2sE2V. (64)
Define a jump of a function f at V as
[[f ]]V = f |K1(V)− f |K2(V).
Then, since Πhp has no jump at V and sE1V(V) = sE2V(V) = 1, (64) makes
[[ph]]V = [[eh]]V = [[e
G
h + e
SR
h ]]V + α1 − α2. (65)
Roughly speaking, (63) and (65) help us to get α1, α2 with [[ph]]V which we can calculate.
Choose two constants γ1, γ2 so that
γ1`1 + γ2`3 = 0, γ1 − γ2 = [[ph]]V. (66)
Then, the differences α1 − γ1, α2 − γ2 are estimated in the following lemma.
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Lemma 7.1. Let m be the mean of eGh + e
SR
h over Ω. Then we have, for i = 1, 2,
‖(αi−γi)sEiV‖0,Ki ≤ Cσ(‖eGh + eSRh −m‖0,K1∪K2 + |u−uh|1,K1∪K2 +‖p−Πhp‖0,K1∪K2). (67)
Proof. By (63), (65), (66), the differences d1 = α1 − γ1, d2 = α2 − γ2 satisfy
|d1`1 + d2`3| ≤ Cσ(|u− uh|1,K1∪K2 + ‖p−Πhp‖0,K1∪K2), d1 − d2 + [[eGh + eSRh ]]V = 0. (68)
The equation in (68) induces that
|d1 − d2| ≤ Cσ(`−11 ‖eGh + eSRh − m‖K1 + `−13 ‖eGh + eSRh − m‖K2), (69)
since
[[eGh + e
SR
h ]]V = (e
G
h + e
SR
h − m)
∣∣∣
K1
(V)− (eGh + eSRh − m)
∣∣∣
K2
(V).
Note that
‖sE1V‖0,K1 ≤ Cσ`1, ‖sE2V‖0,K2 ≤ Cσ`3. (70)
Then, combining (68)-(70), the estimation (67) comes from the following identities:
(`1 + `3)d1 = (d1`1 + d2`3) + `3(d1 − d2), (`1 + `3)d2 = (d1`1 + d2`3)− `1(d1 − d2).
For another pair of two triangles K3,K4, we can choose γ3, γ4 in the similar way of γ1, γ2.
Now, for each interior quasi singular vertex V ∈ Sih, calculate such γ1, γ2, γ3, γ4 and define
sVh = γ1sE1V + γ2sE2V + γ3sE3V + γ4sE4V,
and
sih =
∑
V∈Sih
sVh . (71)
Then, from Theorem 3.2, 6.8 and Lemma 7.1, we establish the following lemma.
Lemma 7.2. If u ∈ [H5(Ω)]2, p ∈ H4(Ω), we have
‖eSSih − sih‖0 ≤ Ch4(|u|5 + |p|4). (72)
7.2 Remove boundary spurious error eSSbh
We have known ph and s
i
h such that
ph − sih −Πhp = eGh + eSRh + eSSih − sih + eSSbh . (73)
In this subsection, we will deal with the error eSSbh in (73) for boundary quasi singular vertices.
Denote by Rh, the set all regular vertices, that is Rh = Vh \ Sh. Let ∂Ω \ Rh consist of J
components s1, s2,3 , · · · , sJ and define quasi singular chains as
Qj = Vh ∩ sj , j = 1, 2, · · · , J.
Note Q1,Q2, · · · ,QJ are sets of consecutive boundary quasi singular vertices separated by reg-
ular vertices. We will first remove spurious error for all quasi singular chains which do not
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contain any corner of ∂Ω in subsubsection 7.2.1 below. Then we will go to the remaining quasi
singular chains having a corner in subsubsection 7.2.2.
Let Sbrh be the union of all quasi singular chains not having any corner and Sbch = Sbh \ Sbrh .
Then, split eSSbh into
eSSbh = e
SSbr
h + e
SSbc
h , (74)
where
eSSbrh =
∑
V∈Sbrh
eVh , e
SSbc
h =
∑
V∈Sbch
eVh .
In the remaining analysis, we will use the notations in this paragraph. Let S be a set of
m+ 2 consecutive vertices on a line segment of ∂Ω such that
S = {V0,V1, · · · ,Vm,Vm+1}, (75)
as in Figure 11. Assume V1,V2, · · · ,Vm are quasi singular, actually exact singular. Then,
there exists a vertex W such that, for each k ∈ {0, 1, 2, · · · ,m + 1}, there is an edge Ek
which connects W and Vk. Let Kk be the triangle with vertices Vk−1,Vk,W and `k =
|Vk−1Vk|, k = 1, 2, · · · ,m+ 1.
Figure 11: Consecutive boundary singular vertices V1,V2,V3
To avoid pathological meshes as the examples in Figure 12, we assume the following on
the triangulation Th:
Assumption 7.1. 1. Each line segment of ∂Ω connecting two corner of ∂Ω has at least
two regular vertices.
2. Each quasi singular vertex which is a corner of ∂Ω has no interior edge connecting it to
other boundary vertex.
7.2.1 Quasi singular chain not having any corner
Let Q be a quasi singular chain which does not have any corner. We can set in (75) that
Q = {V1,V2, · · · ,Vm} for m ≥ 1,
and V0,Vm+1 are regular vertices.
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(a) Each boundary segment has
only one regular vertex.
(b) A quasi singular cornerV is connected to other bound-
ary vertex by an interior edge.
Figure 12: Examples of pathological meshes (dashed lines belong to ∂Ω.)
Then, we note that W is also regular. It is clear by Lemma 2.2 if W is an interior vertex.
In case of W ∈ ∂Ω, W is not a corner as in Figure 12-(b) by Assumption 7.1. Thus, W is
regular on a line segment of ∂Ω since m ≥ 1.
We can represent eVkh with unknown constants αk, βk as
eVkh = αksEk−1Vk + βksEk+1Vk k = 1, 2, · · · ,m. (76)
Then, by Lemma 6.5, we have, for k = 1, 2, · · · ,m,
|αk`k + βk`k+1| ≤ Cσ(|u− uh|1,B(Vk) + ‖p−Πhp‖0,B(Vk)). (77)
We note that V1,V2, · · · ,Vm are the only quasi singular vertices in B(V1,V2, · · · ,Vm)
since V0,Vm+1,W are regular. Thus, from (33), (57), (76), we have
eh
∣∣∣
K1
= (eGh + e
SR
h )
∣∣∣
K1
+ α1sE0V1 , eh
∣∣∣
Km+1
= (eGh + e
SR
h )
∣∣∣
Km+1
+ βmsEm+1Vm ,
eh
∣∣∣
Kk
= (eGh + e
SR
h )
∣∣∣
Kk
+ αksEk−1Vk + βk−1sEkVk−1 , k = 2, 3, · · · ,m.
(78)
Define a jump of a function f at Vk as
[[f ]]Vk = f |Kk(Vk)− f |Kk+1(Vk), k = 1, 2, · · · ,m.
Then, from (78), we have, for k = 1, 2, · · · ,m,
[[ph]]Vk = [[eh]]Vk = (αk −
1
10
βk−1)− (βk − 1
10
αk+1) + [[e
G
h + e
SR
h ]]Vk , (79)
with the definition of sting functions in (12). In (79), β0 = αm+1 = 0.
We can find 2m scalars α˜1, β˜1, α˜2, β˜2, · · · , α˜m, β˜m such that
α˜k`k + β˜k`k+1 = 0, [[ph]]Vk = (α˜k −
1
10
β˜k−1)− (β˜k − 1
10
α˜k+1), k = 1, 2, · · · ,m, (80)
where β˜0 = α˜m+1 = 0. Note that the conditions in (80) are similar to those in (77), (79). The
existence of α˜k, β˜k is guaranteed by the argument in the proof of Lemma 7.3 below.
Define discrete pressures sVkh as
sVkh = α˜ksEk−1Vk + β˜ksEk+1Vk , k = 1, 2, · · · ,m. (81)
Then, the difference eVkh − sVkh is estimated in the following lemma.
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Lemma 7.3. Let m be the mean of eGh + e
SR
h over Ω Then, we have, for k = 1, 2, · · · ,m,
‖eVkh − sVkh ‖0,B(Vk) ≤ Cσ(‖eGh + eSRh − m‖0,B(W) + |u− uh|1,B(W) + ‖p−Πhp‖0,B(W )). (82)
Proof. Let αˆk = αk − α˜k, βˆk = βk − β˜k, k = 1, 2, · · · ,m and βˆ0 = αˆm+1 = 0. Then from
(77)-(80), we have
|αˆk`k + βˆk`k+1| ≤ Cσ(|u− uh|1,B(Vk) + ‖p−Πhp‖0,B(Vk)),
(αˆk − 1
10
βˆk−1)− (βˆk − 1
10
αˆk+1) + [[e
S
h + e
SR
h ]]Vk = 0.
(83)
Set am+1 = 0 and for k = 1, 2, · · · ,m,
rk =
`k+1
`k
, ak = αˆk + rkβˆk, bk = ak +
1
10
ak+1 − (αˆk − 1
10
βˆk−1) + (βˆk − 1
10
αˆk+1). (84)
Then, eliminating αˆ1, αˆ2, · · · , αˆm+1 in (84), we have m equations for βˆ1, βˆ2, · · · , βˆm,
1
10
βˆk−1 + (1 + rk)βˆk +
1
10
rk+1βˆk+1 = bk, k = 1, 2, · · · ,m, (85)
where βˆ0 = βˆm+1 = rm+1 = 0.
Rewrite (85) with a matrix A ∈ Rm×m in the form:
A(βˆ1, βˆ2, · · · , βˆm)t = (b1, b2, · · · , bm).t (86)
For an example when m = 4, since βˆ0 = βˆ5 = 0, (85) is written in
1 + r1 r2/10
1/10 1 + r2 r3/10
1/10 1 + r3 r4/10
1/10 1 + r4


βˆ1
βˆ2
βˆ3
βˆ4
 =

b1
b2
b3
b4
 . (87)
Note that A is invertible since the transpose At is strictly diagonally dominant. Thus, we have∣∣∣∣∣∣A−1∣∣∣∣∣∣
2
≤ Cσ, (88)
since m and r1, r2, · · · , rm are bounded by Cσ. From (76), (81), (83), (84), (86), (88), we
obtain (82) with ak = (αˆk`k + βˆk`k+1)/`k, k = 1, 2, · · · ,m.
Now, for each V ∈ Sbrh , we can calculate sVh similarly in (80), (81) and define
sbrh =
∑
V∈Sbrh
sVh . (89)
Then, from Theorem 3.2, 6.8 and Lemma 7.3, we establish the following lemma.
Lemma 7.4. If u ∈ [H5(Ω)]2, p ∈ H4(Ω), we have
‖eSSbrh − sbrh ‖0 ≤ Ch4(|u|5 + |p|4). (90)
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7.2.2 Quasi singular chain having a corner
Let p̂h = ph − sih − sbrh and define
êh = p̂h −Πhp = eGh + eSRh + eSSih − sih + eSSbrh − sbrh + eSSbch . (91)
The remaining spurious error eSSbch in (91) is our last target to be removed.
Let Q be a quasi singular chain containing a corner C of two line segments Γ,Γ1 of ∂Ω
such that
#(Q ∩ Γ1) ≤ #(Q ∩ Γ). (92)
We can set in (75) that
Q ∩ Γ = {V0,V1,V2, · · · ,Vm} for m ≥ 0,
and V0 is the quasi singular corner C and Vm+1 is a regular vertex R.
Then, by Assumption 7.1, Vm+1 is not a corner. Thus, there exists a triangle Km+2 in Th
which has the edge Em+1 and a vertex X different to Vm as in Figure 13.
We remind that Sbch is the set of all boundary quasi singular vertices consecutive from quasi
singular corners. If W ∈ Sbch , then W is quasi singular in Q ∩Γ1 and m = 0. It contradicts to
(92). Thus W /∈ Sbch .
For the vertex X, if X ∈ Sbch , then W,X lie on Γ1 as in Figure 13-(a), since X must be on
a boundary line segment and W,R can not be corners by Assumption 7.1. While W /∈ Sbch
is regular, there exists one more regular vertex on Γ1 by Assumption 7.1, presented as R1 in
Figure 13-(a). It conflicts with X ∈ Sbch . Thus, we have X /∈ Sbch , too.
With 2m+ 1 unknown constants β0, α1, β1, α2, β2, · · · , αm, βm, we can represent that
eCh
∣∣∣
K1
= β0sE1C, e
Vk
h = αksEk−1Vk + βksEk+1Vk k = 1, 2, · · · ,m. (93)
We note that eSSbch
∣∣
Km+2
= 0 since R,W,X /∈ Sbch . Thus, from (91), (93), we have
êh|Km+2 = (eGh + eSRh + eSSih − sih + eSSbrh − sbrh )
∣∣∣
Km+2
,
êh|Km+1 = (eGh + eSRh + eSSih − sih + eSSbrh − sbrh )
∣∣∣
Km+1
+ βmsEm+1Vm ,
(94)
and for k = 1, 2, · · · ,m,
êh
∣∣∣
Kk
= (eGh + e
SR
h + e
SSi
h − sih + eSSbrh − sbrh )
∣∣∣
Kk
+ αksEk−1Vk + βk−1sEkVk−1 .
Denote by M, the midpoint of the edge RW and define a jump of a function f at M as
[[f ]]M = f
∣∣
Km+1
(M)− f ∣∣
Km+2
(M).
Then, from (94), we have
[[p̂h]]M = [[êh]]M = − 1
10
βm + [[e
G
h + e
SR
h + e
SSi
h − sih + eSSbrh − sbrh ]]M, (95)
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and for k = 1, 2, · · · ,m and αm+1 = 0, we have
[[p̂h]]Vk = (αk −
1
10
βk−1)− (βk − 1
10
αk+1) + [[e
G
h + e
SR
h + e
SSi
h − sih + eSSbrh − sbrh ]]Vk . (96)
As the unknowns satisfy (77), (95), (96), we find 2m+1 scalars β˜0, α˜1, β˜1, α˜2, β˜2, · · · , α˜m, β˜m
such that
[[p̂h]]M = − 1
10
β˜m, [[p̂h]]Vk = (α˜k −
1
10
β˜k−1)− (β˜k − 1
10
α˜k+1), α˜k`k + β˜k`k+1 = 0, (97)
with α˜m+1 = 0 and k = 1, 2, · · · ,m. We can solve (97) by simple back substitution from β˜m.
Let m is the mean of eGh + e
SR
h over Ω and denote
eZh = e
G
h + e
SR
h − m + eSSih − sih + eSSbrh − sbrh . (98)
We can copy the notations and arguments in the proof of Lemma 7.3 with removing βˆ0 = 0 and
adding a equation for βˆm from (95), (97). Then, we meet a triangular system of m+ 1 linear
equations for βˆ0, βˆ1, · · · , βˆm whose diagonal entries are all 1/10. Thus, if we define discrete
pressures sV1h , s
V2
h , · · · , sVmh as in (81), the differences eVkh − sVkh , k = 1, 2, · · · ,m satisfy
‖eVkh − sVkh ‖0,B(Vk) ≤ Cσ(‖eZh ‖0,B(W) + |u− uh|1,B(W) + ‖p−Πhp‖0,B(W)). (99)
In addition, we have
‖(β0 − β˜0)sE1C‖0,K1 ≤ Cσ(‖eZh ‖0,B(W) + |u− uh|1,B(W) + ‖p−Πhp‖0,B(W)). (100)
Now, applying Lemma 6.5 and (100) with β˜0 for every two back-to-back triangles in B(C)
in order starting at K1, we can find s
C
h consisting of sting functions such that
‖eCh − sCh ‖0,B(C) ≤ Cσ(‖eZh ‖0,B(W,C) + |u− uh|1,B(W,C) + ‖p−Πhp‖0,B(W,C)). (101)
Then for remaining vertices in Q ∩ Γ1 \ {C} = {Y1,Y2, · · · ,Yn} for n ≥ 0, utilizing similar
jumps, we can find sYih consisting of sting functions, i = 1, 2, · · · , n such that
‖eYih − sYih ‖0,B(Yi) ≤ Cσ(‖eZh ‖0,B(Q ) + |u− uh|1,B(Q ) + ‖p−Πhp‖0,B(Q )), (102)
where B(Q ) = B(W,C,Y1,Y2, · · · ,Yn).
After we have done this postprocess corner by corner of Ω, we can define
sbch =
∑
V∈Sbch
sVh . (103)
Then, combining (98), (99), (101), (102) with Theorem 3.2, 6.8 and Lemma 7.2, 7.4, we
estimate that if u ∈ [H5(Ω)]2, p ∈ H4(Ω),
‖eSSbch − sbch ‖0 ≤ Ch4(|u|5 + |p|4). (104)
Now, we have calculated spurious pressures sih, s
br
h , s
bc
h in (71), (89), (103). Summing up
them as
sh = s
i
h + s
br
h + s
bc
h , (105)
and define p˜h ∈Mh with the mean sh of sh over Ω as
p˜h = ph − (sh − sh). (106)
Then, we reach at our final goal in the following theorem.
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(a) W ∈ ∂Ω (b) W /∈ ∂Ω
Figure 13: W,X /∈ Sbch and the postprocessing starts at Km+2. (dashed lines belong to ∂Ω.)
Theorem 7.5. If u ∈ [H5(Ω)]2, p ∈ H4(Ω), we have
‖p− p˜h‖0 ≤ Ch4(|u|5 + |p|4). (107)
Proof. From (30), (33), (57), (61), (74), (105), (106), we have
p˜h−Πhp = eh−sih−sbrh −sbch +sh = eGh +eSRh +eSSih +eSSbrh +eSSbch −sih−sbrh −sbch +sh. (108)
Let m1,m2,m3,m4 be means of eGh + e
SR
h , e
SSi
h − sih, eSSbrh − sbrh , eSSbch − sbch over Ω, respectively.
Then, since the mean of p˜h −Πhp ∈Mh over Ω vanishes, we have m1 + m2 + m3 + m4 + sh = 0.
Thus, we can rewrite (108) into
p˜h −Πhp = (eGh + eSRh − m1) + (eSSih − sih − m2) + (eSSbrh − sbrh − m3) + (eSSbch − sbch − m4),
which establishes (107) by (72), (90), (104) and Theorem 6.8.
8 Numerical results
We did numerical experiments in Ω = [0, 1]2 with the velocity u and pressure p such that
u = (s(x)s′(y),−s′(x)s(y)), p = sin(4pix)epiy,
where s(t) = (t2 − t) sin(2pit).
For triangulations with quasi singular vertices, we first formed the meshes of Ω with uniform
squares and added a quasi singular vertex V in every squares so that V divides the diagonal
of positive slope with ratio 1.0005 : 1 as in Figure 14-(b). An example of 8 × 8 × 4 mesh is
depicted in Figure 14-(a).
A direct linear solver in LAPACK was used on solving the discrete Stokes problem (6). Then,
as in Figure 15, the discrete pressure ph is spoiled by spurious error at a glance. A closer look
over 4 triangles in Figure 16 shows the alternating characteristic of spurious error, as predicted
in (19).
The postprocessed p˜h from ph shows that the spurious error in ph is removed as in Figure
17. The errors in p˜h are also much less than those in ph as listed in Table 1. Even in case
of regular vertices as in Figure 18, the postprocessed p˜h improved the error in pressure as in
Table 2.
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(a) Th : 8× 8× 4 mesh (b) a : b = 1.0005 : 1
Figure 14: An example of Th with a quasi singular vertex V in every squares
(a) p over Ω (b) ph over Ω
Figure 15: Graphs of p and ph solved in 8× 8× 4 mesh in Figure 14
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