An algorithm is presented for identifying a state-space model of linear stochastic systems operating under known feedback controller. In this algorithm, only the reference input and output of closed-loop data are required. No feedback signal needs to be recorded. The overall dosed-loop system dynamics is first identified. Then a recursive formulation is derived to compute the open.loop plant dynamics from the identified rinsed-loop system dynamics and known feedback controller dynamics. The controller can be a dynamic or constant-gain full-state feedback controller. Numerical simulations and test data of a highly unstable large-gap magnetic suspension system are presented to demonstrate the feasibility of this indirect identification method.
input-output identification, s In this paper, an indirect identification algorithm is presented.
Recently, a method 6 was introduced to identify a state-space model from closed-loop test data by using direct identification. For direct identification, because the input to the plant is partly determined from the feedback, it is difficult to ensure that the input has sufficient frequency richness to excite all of the system's dynamics. It is also found that there is no clear advantage to include the feedback signal in the identification process. 7 On the other hand, a method s was also introduced to identify a state-space model for open-loop system from a finite difference model. The difference model, called the autoregressive with exogeneous input (ARX) model, is derived through Kalman filter theory. Another method 9 is derived to obtain a state-space model from open-loop input/output data using the notion of state observers. This approach can use an ARX model with an order much smaller than that derived through the Kalman filter, but the derivation is based on a deterministic approach. Then projection filters, which were originally derived for deterministic systems, m are developed for identification of linear open-loop stochastic systems. H.j2 The relationship between the state-space model and the ARX model is derived based on optimal estimation theory. In this paper, this relationship is derived in a much simpler way through z transform of the ARX model and is applied for closed-loop stochastic systems. The computational efficiency for determining the ARX model depends on the choice of the least-squares algorithms. 2.13.14 ,,.
For modeling accuracy, one may use three-stage least-squares algorithm to get improved estimates, is but the result will be statistically suboptimal. This suboptimality should become evident in the identification results if the noise-to-signal ratio is increased and interval estimates are computed. In this paper, after obtaining the finite-order ARX model, two recursive formulas are derived.
The first one calculates the closed-loop system Markov parameters (pulse response) from the estimated coefficient matrices of the ARX model. For open-loop systems, this recursive form provides the exact solution for deterministic system 2.9 and the optimal solution for stochastic systems._ L n The second one computes the open-loop system Markov parameters from the calculated closed-loop Markov parameters and known controller dynamics.
For closed-loop systems, these recursive forms derived by using z transform provide the optimal solution instead of the least-squares solution. This is the main contribution of this paper. The proposed indirect identification algorithm can be applied for any dynamic or constant-gain feedback controller.
The method is also derived in the stochastic https://ntrs.nasa.gov/search.jsp?R=19970015306 2020-01-21T22:44:30+00:00Z framework, taking into account the effects of process noise as well as measurement noise.
A similar indirect identification approach was also presented in
Refs. 16 and 17. However, they applied to deterministic systems only, and thus the optimal Kalman filter gain used for an estimator could not be identified. (1)
where x E R" x i u E R" x 1,y _ R m ×, are state, input, and output vectors, respectively; wt is the process noise and vk is the measurement noise; and [A, B. C] are the state-space parameters. Sequences wt and v, are assumed Gaussian, white, zero mean, and stationary with covariance matrices Q and R, respectively.
One can derive a steady-state filter innovation model14:
whereat is the a priori estimated state, K is the steady-state Kalman filter gain, and E, is the residual after filtering: _k = Y, -Ci,. The existence of K is guaranteed if the system is detectable and (A, Q'/2) is stabilizable.19
On the other hand. any kind of dynamic output feedback controller can be modeled as
where Aa, Ba, Ca, and D,t are the system matrices of the dynamic output feedback controller, P, is the controller state, and rk is the reference input to the closed-loop system. Combining Eqs.
(3-6), the augmented closed-loop system dynamics becomes tlk+l = Acrlk+ B, rk + A_Kce, 
where A = A¢ -A_K¢C_ and is guaranteed to be asymptotically stable because the steady-state Kalman filter gain K_ exists. The z transform of Eqs. (10) and (8) yields
Substituting Eq. (11) into Eq. (12), one has
The inverse z transform of Eq. (13) with
Since ,4 is asymptotically stable, _i _ 0 if i > q for a sufficient large number q (discussed in Ref. 12). Thus Eq. (14) becomes
The model described by Eq. (15) is the ARX model, which directly represents the relationship between the input and output of the closed-loop system. The coefficient matrices a_ and b_can be estimated through least-squares methods from random excitation input rk and the corresponding outpntyk.
For a number of data points 1, the batch least-square solution is 0 = (e_re_)-'e_r_ (17) where 
HUANG, HSIAO, AND COX Substituting Eq. (18) to the z transform of Eq. (4), one has
the open-loop Kalman filter Markov parameten and N(0) = I, which is an identity matrix. Similarly, for the dynamic output feedback controller (5) and (6) and the closed-loop state-space model (7) and (8), one can derive
where 
Closed-Loop System and Kalman Filter Markov Parameters
The z transform of the ARX model (15) After comparing with Eq. (21), the closed-loop system and Kalman filter Markov parameters can be recursively calculated from the estimated coefficient matrices of the ARX model:
Note that Y_(0) = 0, N¢(0) = 1, and ai = bi = 0, when i > q.
One may obtain F_,qs. (23) and (24) from Eq. (16) and the definition of the Markov parameters. 9 However, the derivation is much more complex. 
Open-Loop System and Kalman Filter Markov Parameters Substituting Eq. (20) into Eq. (19) yields
Rearranging Eqs. (27) and (28), one has
Note that Y,.(0) = 0 and N_(0) = I. One can easily verify Eqs. (29) and (30) 
In this section, we summarize the procedure of indirect identification algorithm. 
where F is the known constant feedback gain and rk is the reference input to the closed-loop system. After applying filter innovation model _4 to the open-loop system and eliminating control input u_, the closed-loop system becomes
Comparing Eqs. (35) and (36) with F_,qs. (7) and ( 
The identified open-loop system matrices and Kalman filter gain become
If sensors are available to provide all of the state information, one can choose a constant-gain controller [e.g., a pole-placement controller or a linear quadratic regulator (LQR)] so that the closedloop system has the same dimension as the open-loop system. This controller can be designed (e.g., by adjusting the weighting matrices in the LQR controller) so that the closed-loop system is very easy to identify. For example, a closed-loop system with poles located evenly within a desired frequency range with similar damping ratios between 0.4 to 0.7 may be easily identified.
Coordinate Transformation
For any dynamic system, although its system Markov parameteris unique, the realized state-space model is not unique. If one needs to compare the identified state-space model with the analytical model, both models have to be in the same coordinate.
In Ref. 7, a unique transformation matrix is derived to transform any realized statespace model to be in a form usually used for a structural dynamic system, so that any identified system parameter can be compared with the corresponding analytical one. This unique transformation matrix exists only when one-half of the states can be measured directly. If this condition is not satisfied, other transformation matrices may exist, but they usually are not unique.
Numerical and Test Example
An example is provided, which consists of numerical simulations and actual hardware tests to validate the feasibility of the proposed closed-loop identification method. The large-angle magnetic suspension test facility (LAMSTF), 21"zza laboratory-scale research project to demonstrate the magnetic suspension of objects over wide ranges of attitudes, has been developed in NASA Langley Research Center (see Hg. 1). This system represents a scaled model of a planned large-gap magnetic suspension system. The LAMSTF system consists of a planar array of five copper electromagnets, which actively suspend a small cylinder with a permanent magnet core. The cylinder is a rigid body and has six independent degrees of freedom, namely, three displacements (x, y, and z) and three rotations (pitch, yaw, and roll). The roll of the cylinder is uncontrollable and is assumed to be motionless.
Five pairs of the light-emitting diodes and light receivers are used to indirectly sense the pitch and yaw angles and the three displacements of the cylinder's centroid. Therefore, the control inputs consist of five currents sent into five electromagnets, and the system outputs are five voltage signals measured from five receivers. The currents in the electromagnets generate a magnetic field, which produces a net force and torque on the suspended cylinder. The motion of the suspended cylinder is, in general, nonlinear. Therefore, only the linear time-invariant perturbed motion about an equilibrium state is considered. Because it is difficult to accurately model the magnetic field and its gradients, the analytical model needs to be improved through identification from experimental data.
The analytical model of the LAMSTF system includes four highly unstable real poles (about 10 Hz) and two low-frequency flexible modes (about 1.27 and 0.16 Hz) (see Table 1 ). The sampling rate is first chosen to be 10 times the highest frequency (about 10 Hz) of the system to avoid the aliasing problem. However, the identified result shows that the values of the identified system Markov parameters increase too fast because of the unstable poles in the system. The Hankel matrix formed by these limited numbers of system Markov parameters becomes ill conditioned, and an accurate state-space model cannot be realized. Therefore, the sampling rate is increased up to 250 Hz to reduce the increasing speed of the system Markov parameters.
The recorded data length is 24 s. input and output signal. The reference inputs contain five uncorrelated random signals. Most of the eigenvalues of the identified model are close to the theoretical values for the 1% noise case (see Table I ). The results also show that the identified state-space model is very close to the analytical one. For the 10% noise case, the first two dominant unstable poles are still fairly close to the theoretical values.
Experiments
are also performed for closed-loop identification with a known dynamic output feedback controller. The same constant-gain full-state feedback LQR is used. However, because the rate sensors are not available, the rate information is obtained by calculating the back difference of the sensed position signals. Since the estimation of the rate information is used, the feedback LQR controller becomes a dynamic controller. Therefore, the identification procedure based on dynamic output feedback controller already described is followed. Table 1 compares the Appendix. Figure 2 shows the identified open-loop system and Kalman filter Markov parameters.
To evaluate the identified model from experimental data, the simulated step responses with the LQR controller are compared with test data. Figure 3 shows Guidance, Control, and Dynamics, Vol. 12, No. 4, 1989, pp. 568-576. n Chen, C. W., Huang, J. K., and Juang, J.-N., "Identification of Linear 
