Distributed averaging-based integral (DAI) controllers are becoming increasingly popular in power system applications. The literature has thus far primarily focused on disturbance rejection, steady-state optimality and adaption to complex physical system models without considering uncertainties on the cyber and communication layer nor their effect on robustness and performance. In this paper, we derive sufficient delay-dependent conditions for robust stability of a secondary-frequency-DAIcontrolled power system with respect to heterogeneous communication delays, link failures and packet losses. Our analysis takes into account both constant as well as fast-varying delays, and it is based on a common strictly decreasing LyapunovKrasovskii functional. The conditions illustrate an inherent trade-off between robustness and performance of DAI controllers. The effectiveness and tightness of our stability certificates are illustrated via a numerical example based on Kundur's fourmachine-two-area test system.
Introduction

Motivation
Power systems worldwide are currently experiencing drastic changes and challenges. One of the main driving factors for this development is the increasing penetration of distributed and volatile renewable generation interfaced to the network with power electronics accompanied by a reduction in synchronous generation. This results in power systems being operated under more and more stressed conditions [1] . In order to systems is frequency control which is typically divided into three hierarchical layers: primary, secondary and tertiary control [7] . In the present paper, we focus on secondary control which is tasked with the regulation of the frequency to a nominal value in an economically efficient way and subject to maintaining the net area power balance. The literature on secondary DAI frequency controllers addressing these tasks is reviewed in the following.
Literature Review on DAI Frequency Control
DAI algorithms have been proposed previously to address the objectives of secondary frequency control in bulk power systems [8, 9, 10, 11] and also in microgrids (i.e., small-footprint power systems on the low and medium voltage level) [12, 6, 13] . They have been extended to achieve asymptotically optimal injections [14, 15] , and have also been adapted to increasingly complex physical system models [16, 17] . The closedloop DAI-controlled power system is a cyber-physical system whose stability and performance crucially relies on nearest-neighbor communication. Despite all recent advances, communication-based controllers (in power systems) are subject to considerable uncertainties such as message delays, message losses, and link failures [18, 2] that can severely reduce the performance -or even affect the stability -of the overall cyber-physical system. Such cyber-physical phenomena and uncertainties have not been considered thus far in DAI-controlled power systems.
For microgrids, the effect of communication delays on secondary controllers has been considered in [19] for the case of a centralized PI controller, in [20] for a centralized PI controller with a Smith predictor as well as a model predictive controller and in [21] for a DAI-controlled microgrid with fixed communication topology. In all three papers, a small-signal (i.e., linearization-based) analysis of a model with constant delays is performed.
In [22, 23] distributed control schemes for microgrids are proposed, and conditions for stability under timevarying delays as well as a dynamic communication topology are derived. However, both approaches are based on the pinning-based controllers requiring a master-slave architecture. Compared to the DAI controller in the present paper, this introduces an additional uncertainty as the leader may fail (see also Remark 1 in [23] ). In addition, the analysis in [22, 23] is restricted to the distributed control scheme on the cyber layer and neglects the physical dynamics. Moreover, the control in [22] is limited to power sharing strategies, and secondary frequency regulation is not considered.
The delay robustness of alternative distributed secondary control strategies (based on primal-dual decomposition approaches) has been investigated for constant delays and a linearized power system model in [24, 25] .
Contributions
The present paper addresses both the cyber and the physical aspects of DAI frequency control by deriving conditions for robust stability of nonlinear DAIcontrolled power systems under communication uncertainties. With regards to delays, we consider constant as well as fast-varying delays. The latter are a common phenomenon in sampled data networked control systems, due to digital control [26, 27, 28] and as the network access and transmission delays depend on the actual network conditions, e.g., in terms of congestion and channel quality [29] . In addition to delays, in practical applications the topology of the communication network can be time-varying due to message losses and link failures [30, 5, 31] . This can be modeled by a switching communication network [30, 5] . Thus, the explicit consideration of communication uncertainties leads to a switched nonlinear power system model with (timevarying) delays the stability of which is investigated in this paper.
More precisely, our main contributions are as follows. First, we derive a strict Lyapunov function for a nominal DAI-controlled power system model without communication uncertainties, which may also be of independent interest. Second, we extend this strict Lyapunov function to a common Lyapunov-Krasovskii functional (LKF) to provide sufficient delay-dependent conditions for robust stability of a DAI-controlled power system with dynamic communication topology as well as heterogeneous constant and fast-varying delays. Our stability conditions can be verified without exact knowledge of the operating state and reflect a fundamental tradeoff between robustness and performance of DAI control. Third and finally, we illustrate the effectiveness of the derived approach on a numerical benchmark example, namely Kundur's four-machine-two-area test system [7, Example 12.6] .
The remainder of the paper is structured as follows. In Section 2 we recall some preliminaries on algebraic graph theory and introduce the power system model employed for the analysis. The DAI control is motivated and introduced in Section 3, where we also derive a suitable error system. A strict Lyapunov function for the closedloop DAI-controlled power system is derived in Section 4. Based on this Lyapunov function, we then construct a common LKF for DAI-controlled power systems with constant and fast-varying delays in Section 5. A numerical example is provided in Section 6. The paper is concluded with a brief summary and outlook on future work in Section 7.
Notation. We define the sets R ≥0 := {x ∈ R|x ≥ 0}, R >0 := {x ∈ R|x > 0} and R <0 := {x ∈ R|x < 0}. For a set V, |V| denotes its cardinality and [V] k denotes the set of all subsets of V that contain k elements. Let
n denote a vector with entries x i for i ∈ {1, . . . , n}, 0 n the zero vector, 1 n the vector with all entries equal to one, I n the n × n identity matrix, 0 n×n the n×n matrix with all entries equal to zero and diag(a i ) an n×n diagonal matrix with diagonal entries a i ∈ R. Likewise, A = blkdiag(A i ) denotes a block-diagonal matrix with block-diagonal matrix entries A i . For A ∈ R n×n , A > 0 means that A is symmetric positive definite. The elements below the diagonal of a symmetric matrix are denoted by * . We denote by W [−h, 0], h ∈ R >0 , the Banach space of absolutely continuous functions φ :
n and with
. Also, ∇f denotes the gradient of a function f : R n → R.
Preliminaries
Algebraic Graph Theory
An undirected graph of order n is a tuple G = (N , E), where N = {1, . . . , n} is the set of nodes and E ⊆ [N ]
2 , E = {e 1 , . . . , e m }, is the set of undirected edges, i.e., the elements of E are subsets of N that contain two elements. In the context of the present work, each node in the graph represents a generation unit. The adjacency matrix A ∈ R |N |×|N | has entries a ik = a ki = 1 if an edge between i and k exists and a ik = 0 otherwise. The degree of a node i is defined as 2 there exists a path from i to k. The Laplacian matrix L of an undirected graph is positive semidefinite with a simple zero eigenvalue if and only if the graph is connected. The corresponding right eigenvector to this simple zero eigenvalue is 1 n , i.e., L1 n = 0 n [32] . We refer the reader to [33, 32] for further information on graph theory.
Power Network Model
We consider a Kron-reduced [34, 7] power system model composed of n ≥ 1 nodes. The set of network nodes is denoted by N = {1, . . . , n}. Following standard practice, we make the following assumptions: the line admittances are purely inductive and the voltage amplitudes V i ∈ R >0 at all nodes i ∈ N are constant [7] . To each node i ∈ N , we associate a phase angle θ i : R ≥0 → R and denote its time derivative by ω i =θ i , which represents the electrical frequency at the i-th node. Under the made assumptions, two nodes i and k are connected via a nonzero susceptance B ik ∈ R <0 . If there is no line between i and k, then B ik = 0. We denote by N i = {k ∈ N | B ik = 0} the set of neighboring nodes of the i-th node. Furthermore, we assume that for all
2 there exists an ordered sequence of nodes from i to k such that any pair of consecutive nodes in the sequence is connected by a power line represented by an admittance, i.e., the electrical network is connected.
We consider a heterogeneous generation pool consisting of rotational synchronous generators (SGs) and inverterinterfaced units. The former are the standard equipment in conventional power networks and mostly used to connect fossil-fueled generation to the network. Compared to this, most renewable and storage units are connected via inverters, i.e., power electronics equipment, to the grid. We assume that all inverter-interfaced units are fitted with droop control and power measurement filters, see [35, 36] . This implies that their dynamics admit a mathematically equivalent representation to SGs [36, 37] . Hence, the dynamics of the generation unit at the i-th node, i ∈ N , considered in this paper is given bẏ
where
, represents the (constant active power) load at the i-th node 1 . Furthermore, u i : R ≥0 → R is a control input and M i ∈ R >0 is the (virtual) inertia coefficient, which in case of an inverter-interfaced unit is given by M i = τ Pi D i , where τ Pi ∈ R >0 is the low-pass filter time constant of the power measurement filter, see [39, 36] . Following standard practice in power systems, all parameters are assumed to be given in per unit [7] . The active power flow P i : R n → R is given by
where we have introduced the short-hand θ ik = θ i − θ k . For a detailed modeling of the system components, the reader is referred to [40, 36] .
To derive a compact model representation of the power system, it is convenient to introduce the matrices
For constant voltage amplitudes, any constant power load can equivalently be represented by a constant impedance load, i.e., to any constant P ∈ R>0 and constant V ∈ R>0, there exists a constant G ∈ R>0, such that P = GV 2 . On larger time scales, the loads may not be constant but follow regular (e.g., daily) fluctuations that can be accurately represented by internal models in the controllers [8, 11, 38] . For the time-scales of interest to us, a constant load model suffices and, accordingly, our controllers contain integrators.
and the vectors
Also, we introduce the potential function U : R n → R,
Then, the dynamics (1), ∀i ∈ N , can be compactly written asθ
Observe that due to symmetry of the power flows P i ,
Nominal DAI-Controlled Power System Model with Fixed Communication Topology and no Delays
In this section, the employed secondary control scheme is motivated and introduced. Subsequently, we derive the considered resulting nominal closed-loop system, i.e., without delays and switched topology. For this model, we construct a suitable error system and a strict Lyapunov function in Section 4, both of which are instrumental to establish the robust stability results under communication uncertainties in Section 5.
Secondary Frequency Control: Objectives and Distributed Averaging Integral (DAI) Control
The whole power system is designed to work at, or at least very close to, the nominal network frequency ω d [7] . However, by inspection of a synchronized solution (i.e., a solution with constant uniform frequencies ω * = ω s 1 n , constant control input u * and constant phase angle differences θ * ik ) of the system (2), we have that
which with (3) implies that
Note that the loads G ii V 2 i contained in P net are usually unknown. Hence, in general 1 n P net = 0 and, thus, ω s = ω d , unless the additional control signal u * accounts for the power imbalance. Control schemes which yield such u and, consequently, ensure ω s = ω d are termed secondary frequency controllers.
Building upon [12, 15, 10] , we consider the following secondary frequency control scheme for the system (2)
We refer to the control (5) as distributed averaging integral (DAI) control law in the sequel. Here, K ∈ R n×n is a diagonal gain matrix with positive diagonal entries, L = L ∈ R n×n is the Laplacian matrix of the undirected and connected communication graph over which the individual generation units can communicate with each other, and A is a positive definite diagonal matrix with the element A ii > 0 being a coefficient accounting for the cost of secondary control at node i. It has been shown in [12, 15, 10] that the control law (5) is a suitable secondary frequency control scheme for the system (2), i.e., it can achieve ω s = ω d despite unknown (constant) loads; see [8, 11] for variations of the control (5) for dynamic load models. In addition to secondary frequency control, the control law (5) can also ensure that the power injections of all generation units satisfy the identical marginal cost requirement in steady-state, i.e.,
where A ii and A kk are the respective diagonal entries of the matrix A.
The nominal closed-loop system resulting from combining (2) with (5) is given bẏ
To formalize our main objective, it is convenient to introduce the notion below.
Definition 1 (Synchronized motion)
The system (7) admits a synchronized motion if it has a solution for all t ≥ 0 of the form
where ω s ∈ R and θ * 0 ∈ R n such that
Note that [10, Lemma 4.2] implies that the system (7) has at most one synchronized motion col(θ * , ω * , p * ) (modulo 2π). That motion also satisfies the identical marginal cost requirement (6) and is characterized by
and, hence, ω s = ω d , see (4) with u * = −p * .
A Useful Coordinate Transformation
We introduce a coordinate transformation that is fundamental to establish our robust stability results. Recall that 1 n L = 0. This results in an invariant subspace of the p-variables, which makes the construction of a strict Lyapunov function for the system (7) difficult. Therefore, we seek to eliminate this invariant subspace through an appropriate coordinate transformation. To this end and inspired by [30, 31, 41] , we introduce the variables p ∈ R (n−1) and ζ ∈ R via the transformation
has orthonormal columns that are all orthogonal to K
. Hence, the transformation matrix W ∈ R n×n is orthogonal, i.e.,
Accordingly,p is a projection of p on the subspace or-
can be interpreted as the scaled average secondary control injections of the network. Indeed, from (7) together with the fact that 1 n L = 0, we have thaṫ
which by integrating with respect to time and recalling (11) yields
As a consequence, the coordinate ζ can be expressed by means of θ and the parameterζ 0 . Hence,
Accordingly, we define the matrix
that corresponds to the communication Laplacian matrix L after scaling and projection. Note that L is connected by assumption, and thusL is positive definite.
In the reduced coordinates, the dynamics (7) becomė
where we have used (14) and the fact that L1 n = 0 n . Note that the transformation (9) removes the invariant subspace span(1 n ) of a synchronized motion of (7) in the θ-variables and shifts it to the invariant subspace span(K
, where it is factored out in the orthogonal reduced-orderp-variables.
Error States
For the subsequent analysis, we make the following standard assumption [37, 10] .
Assumption 2 (Existence of synchronized motion)
The closed-loop system (15) possesses a synchronized motion.
With initial time t 0 = 0, as well as
see (9), we introduce the error coordinates
Then the dynamics (15) becomė θ =ω,
and x * = 0 (3n−1) is an equilibrium point of (16) . Furthermore, in error coordinates the potential function U : R n → R reads
.
Recall from Section 3.1 that any synchronized motion of the system (7) satisfies ω s = ω d and that p * is uniquely given by (8) . Thus, for a fixed value ofζ 0 it follows from (13) together with (14) that asymptotic stability of x * implies convergence of the solutions col(θ, ω, p) of the original system (7) with initial conditions that satisfȳ
to a synchronized motion col(θ * , ω * , p * ), the initial angles θ * 0 of which satisfȳ
As this holds true for any value ofζ 0 and the dynamics (16) are independent ofζ 0 , asymptotic stability of x * implies convergence of all solutions of the original system (7) to a synchronized motion.
Stability Analysis of the Nominal ClosedLoop System with a Strict Lyapunov Function
To pave the path for the analysis in Section 5, we start by investigating stability of an equilibrium x * of the nominal (without delays and with constant communication topology) closed-loop system (16).
The proposition below provides a stability proof for an equilibrium of the system (16) by employing the following strict Lyapunov function candidate
where > 0 is a positive real and sufficiently small parameter. The Lyapunov function (17) is based on the classic kinetic and potential energy terms ω M ω and U (θ) [42] written in error coordinates, a Bregman construction to center the Lyapunov function as in [11, 8] , a Chetaev-type cross term between the (incremental) potential and kinetic energies [43] , and a quadratic term for the secondary control inputs (also in error coordinates).
We have the following result.
Proposition 3 (Stability of the nominal system) Consider the system (16) with Assumption 2. The function V in (17) is a strict Lyapunov function for the system (16). Furthermore, x * = 0 (3n−1) is locally asymptotically stable.
PROOF. We first show that the function V in (17) is locally positive definite. It is easily verified that
Moreover, the Hessian of V evaluated at x * is given by
U | x * ) = 0 n . In addition, M is a diagonal matrix with positive diagonal entries. Thus, all block-diagonal entries of ∇V 2 x * are positive definite. This implies that there is a sufficiently small * > 0 such that for all ∈ ]0, * ] we have that ∇V 2 x * > 0. We choose such . Therefore, x * is a strict minimum of V.
The time derivative of V along solutions of (16) is given byV
where we have used the property that (∇θU (θ + θ * ) − ∇θU (θ * )) 1 n = 0 and defined the shorthand
as well as
Note that the matrix E 22 only depends on the cosines of the anglesθ. Hence, there is a positive real constant γ, such that E 22 ≤ γI n for allθ ∈ R n . Furthermore, A, D andL are positive definite matrices. Thus, Lemma 11 in Appendix A implies that there is a sufficiently small * * ∈ (0, * ] such that for any ∈ (0, * * ] the matrix on the right-hand side of (18) is positive definite and, thus,V < 0 for all ξ = 0 (3n−1) . Consequently, by choosing such , V is a strict Lyapunov function for the system (16) and, by Lyapunov's theorem [44] , x * is asymptotically stable, completing the proof.
Stability of the Closed-Loop System with Dynamic Communication Topology and Delays
This section is dedicated to the analysis of cyber-physical aspects in the form of communication uncertainties on the performance of the DAI-controlled power system model (16).
Modeling and Problem Formulation
Recall from Section 1 that the most relevant practical communication uncertainties in the context of DAI control are message delays, message losses and link failures. We follow the approaches in [30, 5, 31, 27, 28] to model these phenomena.
Thus, link failures and packet losses are modeled by a dynamic communication network with switched communication topology G σ(t) , where σ : R ≥0 → M is a switching signal and M = {1, 2, . . . , ν}, ν ∈ R >0 , is an index set. The finite set of all possible network topologies amongst
We employ the following standard assumption on G σ(t) [30, 5] .
Assumption 4 (Uniformly connected communication topologies) The communication topology G σ(t)
is undirected and connected for all t ∈ R ≥0 .
With regards to communication delays, we suppose that a message sent by generation unit k ∈ N to the generation unit i ∈ N over the communication channel (i.e., edge) {i, k} is affected by a fast-varying delay τ ik : R ≥0 → [0, h], h ∈ R ≥0 , where the qualifier "fastvarying" means that there are no restrictions imposed on the existence, continuity, or boundedness ofτ ik (t) [27, 28] . The resulting control error e ik is then computed as
i.e., the protocol is only executed after the message from node k arrives at node i. Note that we allow for asymmetric delays, i.e., τ ik (t) = τ ki (t). Furthermore, as standard in sampled-data networked control systems [27, 28] , the delay τ ik (t) may be piecewise-continuous in t. Also, we assume that the switches in topology don't modify the delays between two connected nodes.
In order to write the resulting closed-loop system compactly, we introduce the matrices T ,m ∈ R n×n , m = 1, . . . , 2|E |, where |E | is the number of edges of the undirected graph with index = σ(t) ∈ M of the dynamic communication network of the DAI control (5), m denotes the information flow from node i to k over the edge {i, k} with delay τ m = τ ik and all elements of T ,m are zero besides the entries
As we allow for τ ik = τ ki , we require 2|E | matrices T ,m in order to distinguish between the delayed information flow from k to i (with delay τ ik ) and that from k to i (with delay τ ki ). Note that by summing over all T ,m we recover the full Laplacian matrix of the communication network corresponding to the topology index = σ(t) ∈ M, i.e.,
With the above considerations, the closed-loop system (7) becomes the switched nonlinear delay-differential systeṁ
where τ m (t) ∈ [0, h m ], m = 1, . . . , 2|E | are fast-varying delays and T ,m corresponds to the m-th delayed (directed) channel of the -th communication topology corresponding to the topology index = σ(t) ∈ M of the dynamic communication network of the DAI control (5).
We are interested in the following problem.
Problem 5 (Conditions for robust stability) Consider the system (21). Given h m ∈ R ≥0 , m = 1, . . . , 2Ē, E = max ∈M |E |, derive conditions under which the solutions of the system (21) converge asymptotically to a synchronized motion.
As in the nominal scenario, we make the assumption below.
Assumption 6 (Existence of synchronized motion)
The closed-loop system (21) possesses a synchronized motion.
From (14) it follows that for any m = 1, . . . , 2Ē,
which together with the fact that by construction, see (20) , T ,m 1 n = 0 n implies that
Hence, with Assumption 6 and by following the steps in Section 3, we represent the system (21) in reduced-order error coordinates as, cf., (16) ,
where we defined, analogous toL,
which satisfies
Note that, by assumption, the graph associated to L is connected and thusL is positive definite for any ∈ M.
By construction, the system (22) has an equilibrium point z * = col(θ,ω,p) = 0 (3n−1) . Furthermore, by the same arguments as in Section 3.1, asymptotic stability of z * implies convergence of the solutions of the system (21) to a synchronized motion. As a consequence of this fact, we provide a solution to Problem 5 by studying stability of z * .
Stability of the Closed-Loop System with Dynamic Communication Topology and Delays
We analyze stability of equilibria of the system (22) with dynamic communication topology and time delays. The result is formulated for fast-varying piecewisecontinuous bounded delays τ m (t) ∈ [0, h m ] with h m ∈ R ≥0 , m = 1, . . . , 2Ē. For the case of constant delays, stability can be verified via the same conditions.
To streamline our main result, we recall from Section 3 that the matrix A can be used to achieve the objective of identical marginal costs. As a consequence, the choice of A influences the corresponding equilibria of the system (22), see (8) . But the equilibria are independent of the integral control gain matrix K. Hence, we may chose K as a free tuning parameter to ensure stability of the closed-loop system (22) . The proof of the proposition below is given in Appendix B.
Proposition 7 (Robust stability) Consider the system (22) with Assumptions 4 and 6. Fix A and D as well as some h m ∈ R ≥0 , m = 1, . . . , 2Ē. Select K such that for all T ,m andL defined in (23), respectively (24), = 1, . . . , |M|, there exist matrices
0 denotes a zero matrix of appropriate dimensions and
Then the equilibrium z * = 0 (3n−1) is locally uniformly asymptotically stable for all fast-varying delays τ m (t)
The stability certificate (25) , (27) is based on a LKF derived from the Lyapunov function (17) , and it is fairly tight (see Section 6) . Note that the evaluation of the certificate (25) , (27) and the corresponding controller tuning inherently is centralized and requires complete system information. However, the stability certificate (25) , (27) can be also made wieldy for a practical plug-andplay control implementation by trading off controller performance for robust stability. The following corollary makes this idea precise for the case of uniform delays, i.e.,
Corollary 8 (Performance-robustness-trade-off ) Consider the system (22) with Assumptions 4 and 6. Fix A and D as well as some h ∈ R ≥0 . Suppose that τ m (t) = τ (t) ∈ [0, h] and that (27) is satisfied with strict inequality. Set K = κK, where κ ∈ R ≥0 and K ∈ R n×n >0 is a diagonal matrix with positive diagonal entries. Then there is κ > 0 sufficiently small, such that the equilibrium z * = 0 (3n−1) is locally uniformly asymptotically stable for all fast-varying delays τ (t) ∈ [0, h].
PROOF. With K = κK, we have that
with T ,m andL defined in (23), respectively (24) . Furthermore, we write the free parameter matrix S as S = κS, S > 0. Consequently, the matrices in (26) also become κ-dependent. Then, for τ m (t) = τ (t) ≤ h the matrix Ψ in (25) can be written as
Note that Φ 22 can be written aŝ
Hence, by continuity, for any givenL > 0 and R > 0 we can find a small enough κ, such that Φ 22 > 0. In addition, D > 0 and (27) is satisfied with strict inequality by assumption. Therefore, the matrix Ψ in (28) is a parameter-dependent composite matrix of the form stated in Lemma 11. Consequently, Lemma 11 implies that for given h, A, D and L , = 1, . . . , ν, there is always a sufficiently small gain κ such that there exist matrices S, R and S 12 satisfying conditions (25) , (27) .
The claim in Corollary 8 is in a very similar spirit to the result obtained in [30, 5] for the standard linear consensus protocol with delays. In essence, Corollary 8 shows that there is a trade-off between delay-robustness, i.e., feasibility of conditions (25), (27) and a high gain matrix K for the DAI controller (5). Aside from displaying an inherent performance-robustness trade-off, Corollary 8 allows us to certify robust stability (for any switched communication topology) based merely on sufficiently small control gains and without evaluating a linear matrix inequality in a centralized fashion.
We remark that it is also possible to obtain a completely decentralized (though in general more conservative) tuning criterion by further bounding the matrices in (28), respectively (25) .
Remark 9
Conditions (25), (27) are linear matrix inequalities that can be efficiently solved via standard numerical tools, e.g., [45] . Furthermore, instead of checking (25), (27) for allL it also suffices to do so for their convex hull [46] . In addition, checking the convex hull gives a robustness criterion for all unknown topology configurations within the chosen convex hull. Compared to the related results on stability of delayed port-Hamiltonian systems with application to microgrids with delays [47, 48] , the conditions (25), (27) are independent of the specific equilibrium point z * .
Remark 10 Note thatL
λ max (L ) denotes the maximum eigenvalue of the matrix L , = 1, . . . , ν. Hence, (30) shows that the admissible largest gain κ in order for Φ 22 (defined in (29)) to be positive definite is constrained by the maximum eigenvalue of all matricesL . This fact is confirmed by the numerical experiments in Section 6. Similar observations have also been made numerically for consensus systems [31] .
Numerical Example
We illustrate the effectiveness of the proposed approach on Kundur's four-machine-two-area test system [7, Example 12.6] . The considered test system is shown in Fig. 1 . The employed parameters are as given in [7, Example 12.6] with the only difference that we set the damping constants to D i = 1/(0.05 · 2π · 60) pu (with respect to the machine loading S SG = [700, 700, 719, 700] MVA). The system base power is S B = 900 MVA, the base voltage is V B = 230 kV and the base frequency is ω B = 1 rad/s.
For the tests, we consider the four different communication network topologies shown in Fig. 1 . Topology G 1 is the nominal topology, representing a ring graph. In topology G 2 , respectively G 3 and G 4 , one of the links is broken. Note that each of the configurations is connected and, hence, the dynamic communication network given by the topologies Γ = {G 1 , G 2 , G 3 , G 4 } satisfies Assumption 4. Furthermore, we set A = diag(S SG /S B ) and K = κK, where K = 0.05A −1 and κ is a free tuning parameter.
We consider an exemplary scenario with fast-varying delays τ m ∈ [0, h m ]s, h m = 2s, m = 1, . . . , 2Ē. With the chosen parameters, we check conditions (25) , (27) . The numerical implementation is done in Yalmip [45] . In order to identify the maximum admissible gain κ, we select an initial value for κ of κ init = 2.0 and iteratively decrease the value of κ until conditions (25) , (27) are satisfied. The obtained feasible gain is κ feas = 1.544.
The simulation results shown in Fig. 2 confirm the fact that the systems' trajectories converge to a synchronized motion if κ feas = 1.544. Following standard practice in sampled-data networked control systems [27, 28] , the time-varying delays are implemented as piecewisecontinuous signals. For the present simulations, we have used the rate transition and variable time delay blocks in Matlab/Simulink with a sampling time T s = 2ms to generate the fast-varying delays. During the simulation, the communication topology switches randomly every 0.5s. Variations in the switching interval did not lead to meaningful changes in the system's behavior. This shows that the DAI control is very robust to dynamic changes in the communication topology. Furthermore, our experiments confirm the observation in Remark 10 and [31] that for a given upper bound on the delay the feasibility of conditions (25) , (27) is highly dependent on the largest eigenvalue of the Laplacian matrices.
We verify the conservativeness of the sufficient conditions (25) , (27) in simulation. Recall that the conditions are equilibrium-independent. Hence, if feasible they guarantee (local) stability of any equilibrium point satisfying the standard requirement of the equilibrium angle differences being contained in an arc of length π/2, cf. Assumption 6. Therefore, we consider three different operating conditions: at first, the nominal equilibrium point z * ,1 reported in [7, Example 12.6 ] and subsequently two operating points z * ,2 and z * ,3 under more stressed conditions, i.e., with some angle differences being closer to the ends of the π/2-arc. The angles for all three scenarios are given in Table 1 . 
Electrical network
Topologies of dynamic communication network For the nominal operating point z * ,1 the maximum feasible gain obtained for fast-varying delays with h m = 2s via simulation experiments is κ feas,sim = 6.330. For higher values of κ, the system exhibits limit cycling behavior. The value of κ feas,sim = 6.330 is about 4.1 times larger than the value of κ feas = 1.544 obtained via Proposition 7. In the case of z * ,2 and with the same delays the maximum feasible gain identified via simulation is κ feas,sim = 2.856, which is about 1.85 times larger as the value of κ feas = 1.544 obtained from conditions (25) , (27) . The maximum feasible gain is further reduced in the last operating scenario with equilibrium z * ,3 , where we obtain κ feas,sim = 1.698. This value is only 1.1 times larger than the value of κ feas = 1.544 obtained from conditions (25) , (27) . We observe a very similar behavior in the case of constant delays. This shows that -for the investigated scenarios -our (equilibriumindependent) conditions are fairly conservative at equilibria corresponding to less stressed operating conditions, while they are almost exact under highly stressed operating conditions.
Conclusions
We have considered the problem of robust stability of a DAI-controlled power system with respect to cyberphysical uncertainties in the form of constant and fastvarying communication delays as well as link failures and packet losses. The phenomena of link failures and packet losses lead to a time-varying communication topology with arbitrary switching. For this setup, we have derived sufficient delay-dependent stability conditions by constructing a suitable common LKF. The stability conditions can be verified without knowledge of the operating point and reflect a performance and robustness tradeoff, which is in a very similar manner to that of the standard linear consensus protocol with delays investigated in [30, 5] .
In addition, the approach has been applied to Kundur's two-area-four-machine test system. The numerical experiments show that our sufficient equilibriumindependent conditions are very tight for stressed operating points, i.e., with (some) stationary angle differences close to ±π/2, while they are more conservative for less stressed operating points.
In future research we will seek to relax some of the modeling assumptions made in the paper, e.g., on constant voltage amplitudes, constant load models, and investigate further applications of DAI and related distributed control methods to power systems and microgrids. Another interesting, yet technically challenging, open question is to weaken the connectivity assumption imposed on the DAI communication network, e.g., by using the notion of joint connectivity [49] . which, as A 22 > 0 by assumption, is positive definite for small enough . The latter together with B 11 > 0 implies that C > 0 for small enough , completing the proof.
B Proof of Proposition 7
We give the proof of Proposition 7. The proof is inspired by [31, 27, 47, 48] and established by constructing a common LKF for the system (22) . Consider the LKF with m = 1, . . . , 2Ē, where V is defined in (17) and S m ∈ R (n−1)×(n−1) as well as R m ∈ R (n−1)×(n−1) are positive definite matrices.
Recall that the proof of Proposition 3 implies that with Assumption 2 there is a sufficiently small > 0, such that V is locally positive definite with respect to z * . Accordingly, for this value of > 0 also V is positive definite with respect to z * , since V 1,m is positive definite and so is V 2,m , which can be seen in the following reformulation Next, we inspect the time derivative of V along solutions of the system (22) . To this end, we at first assume = 0. For that case by recalling (18) together with the fact that p(t − τ m ) =p(t) − Condition (27) is feasible by assumption. Thus, applying Jensen's inequality together with Lemma 1 in [27] , see
