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Abstract—In this work, we address the problem of opti-
mal spectrum management in continuous frequency domain in
multiuser interference channels. The objective is to maximize
the weighted sum of user capacities. Our main results are as
follows: (i) For frequency-selective channels, we prove that in an
optimal solution, each user uses maximum power; this result also
generalizes to the cases where the objective is to maximize the
weighted product (i.e., proportional fairness) of user capacities.
(ii) For the special case of two users in flat channels, we solve
the problem optimally.
I. Introduction
In this paper, we address the problem of maximizing
weighted sum of user capacities in multiuser communication
systems in a common frequency band. We consider a con-
tinuous frequency domain. For frequency-selective channels,
we prove that in an optimal solution, each user must use the
maximum power available to it. This maximum-power result
also holds in the case wherein the objective is to maximize the
weighted product of user capacities; this objective is generally
used to achieve proportional fairness. For the special case of
two users in flat channels, we present an optimal spectrum
management solution.
In a multiuser communication system [10], [18], [19], users
either have to partition the available frequency (FDMA), or use
frequency sharing (i.e., each user uses the entire spectrum), or
a combination of the two (i.e., use partially-overlapping spec-
trums). Intuitively, FDMA is the optimal answer in the case of
strong cross coupling (also referred to as strong interference
scenario), and frequency sharing is optimal when the cross
coupling is very weak. In the intermediate case, the optimal
solution may be a combination of the two strategies [17] (i.e.,
users may use partially-overlapping spectrums).
There exist an extensive literature on the effect of cross
coupling on choosing between FDMA and frequency sharing.
The works in [6] and [11] provide sufficient conditions under
which FDMA is guaranteed to be optimal; these conditions are
group-wise conditions, i.e., each pair of users need to satisfy
the condition. Recently, Zhao and Pottie [17] derived a tight
condition which when satisfied by a pair of users guarantees
that the given pair uses orthogonal frequencies (i.e, FDMA for
the pair). Their result holds for any pareto optimal solution.
In the general interference scenarios in multiuser systems,
the weighted sum-rate maximization problem is a non-convex
optimization problem, and is generally hard to solve [15].
However, two general approaches have been proposed: (i) One
approach considers the Lagrangian dual problem decomposed
in frequency after first descretizing the spectrum [16]; the
resulting Lagrangian dual problem is convex and potentially
easier to solve [3], [12]. More importantly, [12] proves that the
duality gap goes to zero when the number of “sub-channels”
goes to infinity. However, the time-complexity of their method
is a high-degree polynomial in the number of sub-channels
(thus, becoming prohibitively expensive for the continuous
frequency domain problem). (ii) The second approach changes
the formulation of the problem to get an equivalent primal
domain convex maximization problem [17]. Eventhough, the
above approaches almost reduce the spectrum management
problem to a convex optimization problem, they fall short
of designing an optimal or approximation algorithm with
bounded convergence.
The recent works in [2], [17] find the optimal solution for
the special case of two “symmetric” users; their result is very
specific, and doesn’t generalize to weighted or non-symmetric
links. In another insightful work, [14] gives a characterization
of the optimal solution for the two-user case which essentially
yields a four to six variable equation. Our work essentially
improves on these results and solves the problem for the
general case of two users, using an entirely different technique.
Discrete Frequency Spectrum Management. In other related
works, [12] and [13] consider the spectrum management
problem in discrete frequency domain, wherein the available
spectrum is already divided into given orthogonal channels and
user power spectral densities are constant in each channel.
Their motivation for considering the discrete version is to
facilitate a numerical solution [12]. The discrete version is
shown to be NP-hard (even for two users), and in [11] the
authors give a sufficient condition for the optimal to be an
FDMA solution. Even when restricted to FDMA solutions,
they observe that the discrete version remains inapproximable,
but provide a PTAS [13] for the continuous version (when
restricted to FDMA solutions). Note that, for two users, the
discrete version remains NP-hard [11], while the continuous
version has been solved optimally in our paper (Section IV).
Thus, discretizing the spectrum seems to make the spectrum
allocation problem only harder, contrary to the motivation
in [12]. Moreover, discretization of a given spectrum can
actually reduce achievable capacity.
Our Results. In this paper, we address the following spectrum
management problem: Given a spectrum band of width W and
a set of n users each with a maximum transmit power, the
SAPD (spectrum allocation and power distribution) problem
is to determine power spectrum densities of the users in the
continuous frequency domain to maximize the weighted sum
of user capacities (as computed by the generalized Shannon-
Hartley theorem). For the above SAPD problem, we present
the following results.
• For frequency-selective channels, we show that in an
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optimal SAPD solution, each user must use the maximum
transmit power. We extend the result to the cases wherein
the objective is to maximize the weighted product of user
capacities.
• For the special case of two users in flat channels, we
design an optimal solution for the SAPD problem. This
is a direct improvement of the recent recent in [17] which
solves the problem optimally for the special case of two
users with symmetric (equal channel gains and noise) and
flat channels.
II. Problem Formulation, and Notations
Model, Terms, and Notations. We are given a set of users i
(formed by a transmitter si and a receiver ri) and a frequency
spectrum [0,W ]. The background noise at the receiver of user
i is assumed to be white, i.e., constant across the spectrum,
and has a constant value of Ni (Watts/Hz) at each frequency.
We use hij(x) to denote channel gain between the sender of
user i and the receiver of user j at frequency x.
Power Spectrum Density (PSD) pi(x); Total Power. For a
user i, the power spectral density (PSD) is a function
pi : [0,W ] 7→ R≤0 that gives the power at each frequency
of the signal used by the transmitter si to communicate with
its receiver ri. Thus, pi(x) is the power of si’s signal at
frequency x. In this paper, we allow arbitrary PSD functions.
The total power used by a user i is given by
W∫
0
pi(x)dx.
Maximum Total Power. Each user i is associated with a max-
imum total power Pi, which is the bound on the total power
used by its transmitter si. That is, each PSD function pi(x)
must satisfy the below condition:
W∫
0
pi(x)dx ≤ Pi. (1)
Spectrum Used. Given a PSD function pi(x) for a user i, the
spectrum used by user i is defined as {x|pi(x) > 0}, i.e.,
the set of frequencies wherein the power is non-zero. Thus,
disjoint spectrums are orthogonal.
User Capacity. Given PSD functions {pi(x)} for a set of users
in a communication system, the (maximum achievable rate)
capacity Ci of a user i can be determined using the generalized
Shannon-Hartly theorem as below. Here, we assume that the
signals to be Gaussian processes, and treat interference as
noise, as in prior works [6], [11]–[13].
Ci =
W∫
0
log
(
1 +
pi(x)hii(x)
Ii(x) +Ni
)
dx. (2)
Above, hii is the channel gain, and Ii(x) is the total interfer-
ence on frequency x at the receiver ri due to other users. The
interference Ii(x) is computed as follows.
Ii(x) =
∑
j 6=i
pj(x)hji(x).
Spectrum Allocation and Power Distribution (SAPD) Prob-
lem. Given a set of users {1, 2, . . . , n}, maximum total power
values Pi for each user i, noise Ni at each receiver ri, and an
available frequency spectrum [0,W ], the Spectrum Allocation
and Power Distribution (SAPD) problem is to determine the
PSD functions {pi(x)} for the given users such that the total
(system) weighted capacity
∑
i ωiCi is maximized where ωi
are the given weights, under the constraint of Equation 1 (i.e.,
the total power used by each user i is at most Pi). Note that
determination of PSD functions also gives the allocation of
spectrum across users (i.e., spectrums used by each user).
III. Optimal SAPD Solution Uses Maximum Power
In this section, we prove that in an optimal SAPD solution,
each user uses maximum total power. We note that our result
does not contradict the prior “binary-power control” results
of [4], [5], [7], [8] who consider a different and restricted
model. In particular, they consider a model wherein each user
uses a constant PSD across the available spectrum (i.e., each
user either uses the entire spectrum with a constant PSD or
remains silent). For this model, they show that to achieve
maximum sum of user rates either (i) each user uses maximum
power, or (ii) one of the users is silent (with the other user
using maximum power). In contrast, in our model (wherein
each user can use an arbitrary PSD function, and thus, an
arbitrary subset of the spectrum), we show that each user
must use maximum power to achieve maximum sum of user
capacities. In fact, it is easy to see from our Lemma 2 that, in
our model, the sum of rates achieved when one user is silent
is always sub-optimal.
Theorem 1: For frequency-selective channels, in an optimal
SAPD solution, each user uses maximum power, i.e., for each
user i,
W∫
0
pi(x)dx = Pi.
Proof: Let n be the number of users. Consider an optimal
solution {pi(x)}, where pi(x) is the PSD of the ith user.
Assume that the claim of the theorem doesn’t hold, i.e., there
is a user k such that
p′ = Pk −
∫ W
0
pk(x)dx > 0.
Below, we use p′ to improve on the given solution, which will
contradict our assumption that the given solution is optimal
and thus, proving the theorem.
Now, for an appropriate constant  (as determined later), we
change the given optimal solution as follows.
• First, in the spectrum [0, ], we power-off all the users,
i.e., for all i, we set pi(x) = 0 for x ∈ [0, ].
• Second, we uniformly add the power p′ to k’s PSD in the
spectrum [0, ], i.e., we set pk(x) to p′/ for x ∈ [0, ].
The first change causes a decrease in the capacity of every
user (including k), while the second change results in some
new capacity for k. We can compute these amounts as follows.
• The decrease 5i in capacity of each user i (including k)
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due to the changes can be computed as:
5i =
∫ 
0
log
(
1 +
pi(x)hii(x)
Ii(x) +Ni
)
dx
≤  log(1 + pmaxhmax
Nmin
) (3)
Above, Nmin = miniNi, pmax = maxi,x pi(x), and
hmax = maxi,x hii(x), where x ∈ [0, ] and i varies
over all users.
• The new capacity C ′k of user k in [0, ] after the second
change is:
C ′k =
∫ 
0
log
(
1 +
(p′/)hkk(x)
Nk
)
dx
≥  log(1 + p
′hmin
Nk
) (4)
Above, we have used hmin = minx hkk(x).
Now, the overall increase in the sum of weighted capacities
of all the users is
ωkC
′
k −
∑
i
ωi 5i .
Below, we pick an  that will ascertain ωkC ′k > ωi
∑
i5i.
Such an  will imply that the above suggested changes result
in an increase in the weighted sum of user capacities, and thus,
proving the theorem. In particular, using Equation 3 and 4, we
pick an  such that:
ωk log(1 +
p′hmin
Nk
) > 
∑
i
ωi log(1 +
pmaxhmax
Nmin
)
log(1 +
p′hmin
Nk
) > (
∑
i ωi
ωk
) log(1 +
pmaxhmax
Nmin
)
1 +
p′hmin
Nk
> (1 +
pmaxhmax
Nmin
)
(
∑
i ωi
ωk
)
 <
p′hmin
Nk((1 +
pmaxhmax
Nmin
)
(
∑
i ωi
ωk
) − 1)
.
Since the above expression is positive, there exists an  for
which the above suggested changes result in an increase in
the weighted sum of user capacities. This contradicts the
assumption that the original solution is optimal, and thus,
proving the theorem.
Theorem 1 can be easily generalized to the case wherein
the objective is to maximize the weighted product of user
capacities, i.e., to achieve proportional fairness. We defer the
proof to Appendix A.
Theorem 2: For the SAPD problem wherein the objective
is to maximize the weighted product of user capacities, the
optimal solution uses maximum power for each user.
IV. Optimal SAPD Solution for Two Users in Flat
Channels
In this section, we present an optimal solution for the SAPD
problem for the special case of two users in flat channels.
We use hij to denote the channel gain, i.e., hij(x) = hij
for all x. For clarity of presentation, in this section, we
implicitly assume the given weights ωi to be uniform and unit;
the generalization of our results to non-uniform weights is
straightforward.
We start with an important lemma. The lemma’s proof is
very tedious (see Appendix B).
Lemma 1: For a two user SAPD problem in flat channels,
there exists an optimal solution wherein the PSD of each user
is constant in the spectrum shared by the users. More formally,
there exists an optimal solution such that if S1 and S2 are the
spectrums used by the respective users, then for x ∈ (S1∩ S2),
pi(x) = ci for some constants ci (i = 1,2).
A somewhat related result from [6] states that any SAPD
solution for n users can be expressed using piecewise-constant
PSD’s over appropriate 2n pieces of the available spectrum;
this result requires 4 pieces for n = 2 users. In contrast, our
above lemma implies a stronger result for an SAPD solution
for two users, and is essential to our result.
Optimal SAPD Solution for Two Users. Consider a system
with two users and an available spectrum [0.W ]. The optimal
SAPD solution can take three possible forms, viz., (i) the users
use disjoint subspectrums, (ii) both users use the same sub-
spectrum, (iii) the users use partially-overlapping (i.e., non-
disjoint and non-equal) subspectrums. We can solve the first
and the second cases optimally by using the below Lemmas 2
and 3 respectively. We defer the proofs to Appendix C, but
Lemma 2 is a slight generalization of a result from [9] while
Lemma 3 follows easily from Equation 2 and Lemma 1.
Lemma 2: Consider a system of two users {1, 2}, and an
available spectrum [0,W ]. If the spectrums used by the two
users are disjoint, then the maximum system capacity is
W log(1 +
P1h11
WN1
+
P2h22
WN2
),
and is achieved by dividing the spectrum in the ratio
N2P1h11 : N1P2h22.
It is easy to see from the above lemma that the system
capacity obtained when one of the users is silent is always
less than that obtained by the partitioning the spectrum as
suggested in the lemma.
Lemma 3: Consider a system with two users, and an avail-
able spectrum [0,W ]. If the spectrums used by the two users
is equal, then the maximum system capacity possible is:
W log(1 +
P1h11
P2h21 +WN1
) +W log(1 +
P2h22
P1h12 +WN2
).
In the following paragraph, we show how to compute an
optimal solution for the remaining third case, viz., wherein
users use partially-overlapping subspectrums. The overall op-
timal SAPD solution can be then computed by taking the best
of the optimal solutions for the above three cases.
Optimal Partially-Overlapping SAPD Solution. Consider an
SAPD solution that is optimal among all partially-overlapping
SAPD solutions. In such a solution, the available spectrum can
be divided into three subspectrums S1, S2, and S12, where S1
and S2 are used exclusively by user 1 and 2 respectively and
S12 is used by both the users. We assume S1 and S2 to be
non-zero; the cases wherein one of them is zero are easier (see
3
Appendix D. Now, since the noise is white, we can assume
without loss of generality, that these three subspectrums are
contiguous. It is easy to see that each user 1 must use a
constant PSD in S1, and user 2 must use a constant PSD
in S2. Also, by Lemma 1, we know that each user must use
a constant PSD in S12, and each of the three subspectrums.
Finally, by Lemma 5 (see Appendix C), the PSD of user 1 in
S1 must be greater than its PSD in S12; similarly, the PSD of
user 2 in S2 must be greater than its PSD in S12. Now, let
σ1 and σ2 be the PSD’s in S12 of user 1 and 2 respectively,
σ1 + c1 be the PSD of user 1 in S1, and σ2 + c2 be the PSD
of user 2 in S2. See Figure 1. The total system capacity can
now be written as follows.
B = S1 log(1 +
(σ1+c1)h11
N1
) + S2 log(1 +
(σ2+c2)h22
N2
)+
S12(log(1 +
σ1h11
σ2+N1
) + log(1 + σ2h22σ1+N2 ))
To find the optimal SAPD solution of the above form,
we need to essentially find values of the seven variables
S1, S2, S12, σ1, c1, σ2 and c2 such that the above B is max-
imized. We do so by determining six independent equations
that must hold true for an optimal B. These six equations
will help us eliminate all but one of the seven variables in B,
yielding a formulation of B in terms of a single variable. We
can then differentiate B with respect to the remaining variable,
find the root of the differential equation equated to zero, and
thus, determine the value of all the seven variables. Below,
we derive the six equations (Equations 5 to 10) that relate the
above seven variables. Below, S1, S2 and S12 refer to the sizes
of the corresponding spectrums.
• Since W is the size of the total available spectrum, we
have (by a simple application of Lemma 2):
W = S1 + S2 + S12 (5)
• Since P1 and P2 are the maximum total power of users
1 and 2 respectively, by Theorem 1, we have:
P1 = S1(σ1 + c1) + S12σ1 (6)
P2 = S2(σ2 + c2) + S12σ2 (7)
• Note that the PSD’s of the users 1 and 2 in S1 and
S2 respectively should satisfy the values computed in
Lemma 2, else the solution can be improved. Thus, we
have:
S1
S2
=
N2P1h11
N1P2h22
(8)
• Below, we show how to derive the remaining two equa-
tions, which require some tedious analysis.
Remaining Two Equations (Eqns 9-10). Let us now consider a
small portion of the spectrum called S — taken partly from S1
and S12. In an optimal solution, redistribution of power within
S should not lead to an improved total capacity. Without any
loss of generality, let us assume S to be of size (w+ 1), with
w > 0 in the exclusive part (S1) and 1 in the shared part (S3).
See Figure 1. Thus, the total power used by the first user in S is
w(c1+σ1)+σ1. Let the optimal distribution of this total power
for user 1 within S be in the ratio of k : (1− k) (0 ≤ k ≤ 1)
between the exclusive and shared parts of S. Now, the total
(σ1,	  σ2)	  (c1+σ1,	  0)	  
S	  
w	   1	  
(0,	  c2+σ2)	  
S2	  S12	  S1	  
Fig. 1. S1 and S2 are subspectrums used exclusively by users 1 and 2
respectively, and S12 is the subspectrum used by both the users. The shaded
part of the spectrum is S (used to derive the final two equations) and is
composed of two subspectrums of width 1 and w respectively. The top of the
figures denotes the PSDs used by the users, e.g., (c1 + σ1, 0) signifies that
the PSD values of the two users is c1 + σ1 and 0 respectively in S1.
capacity of both users in S for the above power distribution
is given by:
C(k) = w log(1 + k(w(c1+σ1)+σ1)h11wN1 )+
log(1 + (1−k)(w(c1+σ1)+σ1)h11σ2h21+N1 )+
log(1 + σ2h22h12(1−k)(w(c1+σ1)+σ1)+N2 )
Since C(k) is connected and derivable for 0 ≤ k ≤ 1, C(k)
can be optimal only at k = 0, 1, or when dCdk = 0. Having k
= 0 or 1 will contradict our choice of S; thus, dC(k)dk must be
zero at optimal C(k). Since we started with an optimal SAPD
solution, where the capacity C(k) must also be optimal, the
value of dCdk must be zero for the k =
w(c1+σ1)
w(c1+σ1)+σ1
(based
on the distribution of power in the original solution), and this
must be true for any w in (0, x] where x is the size of S1 (the
exclusive part of the spectrum).
Analyzing dC(k)/dk. We computed dC(k)dk at k =
w(c1+σ1)
w(c1+σ1)+σ1
. After simplification, the numerator in the re-
sulting expression can be written as w(σ1 + c1)Γ1 + σ1Γ1,
where
Γ1 = h22N
2
1σ2 + 2h22h11N1σ1σ2 + h22h11c1N1σ2
+ h22N1σ
2
2 − c1N22h112 + c1h11h22σ22
− c1h22N2h112σ2 + 2N2h11σ1σ2 + h22N2h11σ22
+ h22h11
2σ21σ2 − c1h112σ21 + h11σ21σ2
+ 2h22h11σ1σ
2
2 +N
2
2h11σ2 − 2c1N2h112σ1
Since the numerator of dC(k)dk should be zero regardless of w’s
value in (0, x], we must have that Γ1 is zero. Similarly, for
user 2, we must have Γ2 = 0, where Γ2 is similarly defined
as Γ1. Thus, we get the fifth and sixth equations as:
Γ1 = 0 (9)
Γ2 = 0 (10)
Eliminations of Variables. It is easy to verify that the derived
six equations are independent, and hence, are sufficient to
eliminate six (out of the total seven) variables as desired.
However, the order of elimination needs to be chosen carefully
chosen to avoid getting into a unsolvable polynomial of high
degree. We choose the following order of elimination. From
Equation 5, we get:
S12 = W − S1 − S2
4
Substituting the above in Equation 6 and 7, and solving the
resulting two equations for S1 and S2, we get
S1 =
−Wσ21 + P2σ1 + P1c2 −Wc2σ2
c1c2 − σ1σ2
S2 =
−Wσ22 + P1σ2 + P2c1 −Wc1σ1
c1c2 − σ1σ2
We can now write Equation 8 as follows.
−Wσ21+P2σ1+P1c2−Wc2σ2
c1c2−σ1σ2
−Wσ22+P1σ2+P2c1−Wc1σ1
c1c2−σ1σ2
=
N2P1h11
N1P2h22
In the above equation, we substitute c1 and c2 by the ex-
pressions derived from Equations 9 and 10 respectively. Note
that Equations 9 and 10 are linear in c1 and c2 respectively,
and hence, facilitating the above substitutions. After the above
substitutions and tedious simplications, we actually get a
fourth-degree equation in σ1 (in terms of σ2). Since four-
degree equations have closed-form solutions, we solve the
resulting equation to express σ1 in terms of σ2. The resulting
expressions are extremely long and tedious, and hence omitted
here (see [1] for details). The above allows us to express
B solely in terms of σ2. Thus, the single-variable equation
dB/d(σ2) = 0 can be solved efficiently using well-known nu-
merical methods, since dB/d(σ2) is connected and derivable
in σ2 with bounded derivatives, and σ2 has a bounded range
(see Appendix E). Finally, as B is continuous and bounded,
we can then use the roots of dB/d(σ2) = 0 to compute the
optimal B.
Note on Multiple Roots. Note that some of the intermediate
equations in the above described process may not be linear, and
hence may yield multiple roots. That only results in multiple
expressions for B (in terms of σ2), and hence, multiple
possible sets (but, at most 16 sets) of parameter values. We
compute the total system capacity B for each of these set of
values, and pick the one that yields the largest value of B.
V. Conclusions
In this paper, we have considered the spectrum management
problem in multiuser communication systems. We proved
that in an optimal solution, each user uses the maximum
power. For the special case of two users in flat channels, we
solve the problem optimally. Our future work is focussed on
generalization of our techniques to communication systems
with more than two users.
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Appendix A
Proof of Theorem 2
Proof of Theorem 2. We make the same changes as suggested
in Theorem 1’s proof. The suggested changes will result in the
objective value changing from
(ΠiwiCi) to wk(Ck + C
′
k −5k)Πi 6=kwk(Ci −5i),
where wi and Ci are the weights and total capacity of user i.
Note that (Ck − 5k) ≥ 0. Let η′ be the ratio of the above
objective values (new to old value). Below, we show that there
exists an  that makes η′ > 1. This would imply that the
given optimal solution is suboptimal (a contradiction), and
thus, proving the theorem.
Now, using Eqn 3 and 4, we get:
η′ ,
∏
i6=k
Ci −5i
Ci
 Ck + (C ′k −5k)
Ck
≥
∏
i 6=k
Cmin −5i
Cmin
 Cmax + (C ′k −5k)
Cmax
≥
(
Cmin −5max
Cmin
)n−1
Cmax + (C
′
k −5k)
Cmax
≥ (1− a1)n−1(1 + a2 log(1 + a3

)− a4)
5
where a1, a2, a3, a4 are appropriate positive constants (inde-
pendent of ) and 5max is the expression in Equation 3. Let
η denote the last expression above. We can now state the
following:
(i) lim→0 η = 1.
(ii) dηd = (1− a1)n−1×(
−a1(n−1)(1+a2 log(1+a3/)−a4)
1−a1 +
a2 log(1 + a3/)− a2(1+a3/)2 − a4
)
= (1− a1)n−1.ξ
Also, one can easily verify that lim→0+ ξ = +∞ and (1 −
a1)
n−1 is always positive. Thus, dηd is positive when → 0+,
which implies (from (i) above) that there exists an  > 0 such
that η > 1 and thus η′ > 1.
Appendix B
Proof of Lemma 1
Proof of Lemma 1. Instead of directly proving Lemma 1, we
prove the following lemma.
Lemma 4: Consider two users 1 and 2, and an SAPD
solution (not necessarily optimal) {p1(x), p2(x)} where each
user uses the entire available spectrum [0,W ]. We claim that
there always exists an SAPD solution {p′1(x), p′2(x)} with
equal or higher total capacity such that either (i) both the PSD
functions p′i(x) are constant in [0,W ], or (ii) one of the users
does not use the entire spectrum [0,W ].
Lemma 1 can be easily inferred from Lemma 4 by using
contradiction. Lets consider an SAPD problem instance for
two users, which has no optimal solution wherein the PSDs
of the two users is constant in the shared part of the spectrum.
From the set of optimal solutions, lets pick the one with
minimum size of the shared spectrum. According to lemma 4,
we can find another solution with equal or higher capacity
in which either the size of the shared spectrum is reduced or
the users use constant PSD’s in the shared spectrum. In either
case, we get a contradiction. We now present the proof of
Lemma 4.
Proof of Lemma 4. We start with defining a couple of
notations.
k-rectangular SAPD Solution. An SAPD solution
{p1(x), p2(x)} is considered to be k-rectangular
if there exists frequency values wi, such that
0 = w0 < w1 < w2 < . . . < wk−1 < wk = W such
that for each j (1 ≤ j ≤ k) and x (wj−1 ≤ x < wj), we have
p1(x) = c1j and p2(x) = c2j for some constants c1j and c2j .
2-rectangular SAPD Solution. First, we prove the lemma for
the special case when the given SAPD solution {p1(x), p2(x)}
is 2-rectangular. Without loss of generality, let us assume that
the given SAPD solution is the optimal 2-rectangular SAPD
solution, under the given total powers (viz.,
∫W
0
p1(x)dx
and
∫W
0
p2(x)dx respectively). Now, we can write the given
optimal 2-rectangular SAPD solution as follows.
• For 0 ≤ x < w, p1(x) = σ1, p2(x) = σ2.
• For w ≤ x < W , p1(x) = σ1 + ∆1, p2(x) = σ2 + ∆2.
Above, σi > 0, ∆i+σi > 0, for each i. Let Ψ1 and Ψ2 be the
aggregate (sum over two links) capacity per unit-bandwidth in
the two sub-spectrums [0, w] and (w,W ] respectively. Without
loss of generality, let us assume Ψ1 ≤ Ψ2. We consider the
following four cases.
Ψ1 = Ψ2 = Ψ and ∆1∆2 = 0. In this case, the given solution
can be easily converted to a 1-rectangular solution of equal or
higher capacity.
Ψ1 = Ψ2 = Ψ and ∆1∆2 > 0. Without loss of generality, we
assume ∆2 ≥ ∆1 > 0.1 Note that, in either sub-spectrum, if
we “scale-up” the PSD value of each link, then the aggregate
capacity (per unit-bandwidth) would increase. Thus, for any
a > 1, the PSD value of a.σ1 and a.σ2 would result in a higher
aggregate capacity than Ψ1 (= Ψ2). Now, since ∆i > 0, there
exists a > 1 such that a.σi < σi + ∆i for each i. For such an
a, changing the PSD value in the second sub-spectrum from
σi+ ∆i to aσi results in an increase in the aggregate capacity
(with lower total power). Thus, the given solution is not an
optimal 2-rectangular solution. QED.
Ψ1 = Ψ2 = Ψ and ∆1∆2 < 0. Without loss of generality, we
can assume ∆1 > 0 and ∆2 < 0. Now, if W > 2w, let
[g1, g2] = [0, 2w] otherwise let [g1, g2] = [W − 2w,W ]. Let
X(b) and Y (b) be such that logX(b) and log Y (b) are the
capacities per unit-bandwidth of the first and second links
when they use a constant PSD value of σ1+b∆1 and σ2+b∆2
respectively; here, b ∈ [− σ1∆1 ,− σ2∆2 ] ⊇ [0, 1]. Below, we
show how to choose appropriate b values to create a better
2-rectangular solution, or an equal-capacity solution wherein
one of the links does not use the entire spectrum.
Let Xmax be the maximum value of X(b) over the above
range of b. Since the above function X(b) is reversible, we
can define the function f = Y (X−1) : [0, Xmax] 7→ R≥0
such that f(x) gives the capacity-per-bandwidth of the second
link when the capacity/bandwidth of the first link is x due to
constant PSD values of σ1 + b∆1 and σ2 + b∆2 respectively
for some b; note that, b is unique for a given x. We can
show (we omit the details here) that the second-derivative of
the function (d(df(x)/dx)/dx) cannot be zero in [0, Xmax].
Thus, the function f(x) has no inflection point in the range
[0, Xmax], and hence, we can plot the various possibilities for
the f(x) relative to y = 2Ψ/x as shown in Figure 2. Note that
f(x) is maximum at x = 1, and is 1 at Xmax, and intersects
the y = 2Ψ/x plot at two x values corresponding to b = 0
and b = 1 (since Ψ1 = Ψ2 = Ψ). Moreover, since X(b) is
monotonically increasing in b, we get the values/ranges of b as
depicted in the figure. Now, for each of the four possibilities
of f(x) depicted in the Figure 2, we can prove the lemma as
follows.
1If both are negative, then we can reverse the role of the two sub-spectrums.
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Fig. 2. Red and blue (dotted) curves are the possible shapes of f(x); here,
the black (solid) curve is y = 2Ψ/x.
• If f(x) is one of the two red plots, then we pick b =
1/2. For b = 1/2, we get X(b)Y (b) > 2Ψ and hence
logX(b)+log Y (b) > Ψ. Now, if we can choose constant
PSD values of σ1 + b∆1 and σ2 + b∆2 for the two links
respectively in [g1, g2], we get a 2-rectangular solution
in [0,W ] of higher total capacity within the given power
constraint. QED.
• If f(x) is the blue or the black plot, then we choose two
values of b, viz., bl and br, so as to use PSD values of
σi + bl∆i in [g1, w] and σi + br∆i in [w, g2] for each
link i. For our purposes, we need to choose bl and br
such that they satisfy the following three conditions: (i)
−σ1/∆1 ≤ bl ≤ 0, and 1 ≤ br ≤ −σ2/∆2 (to ensure
that b is in the valid range and the capacity/bandwidth is
at least Ψ in each sub-spectrum), and (ii) bl + br = 1 (to
ensure that the total power used is at most the total power
in the original solution, for each link), and (iii) σi+bl∆i
or σi + br∆i is zero for some i (so that one of the links
uses zero power in one of the sub-spectrums). To satisfy
the above three conditions, we choose the pair (bl, br)
as (−σ1/∆1, 1 + σ1/∆1) if 1 + σ1/∆1 < −σ2/∆2, or
(1 + σ2/∆2,−σ2/∆2) otherwise. The above yields an
SAPD solution of higher capacity wherein one of the
links doesn’t use the entire spectrum. QED.
Ψ1 < Ψ2. In this case, we consider sub-spectrums [g1, w] and
[w, g2] for some appropriate g1 and g2 (determined later), and
increase the aggregate capacity within these sub-spectrums by
appropriate redistribution of power.
Let r = (g2 − w)/(w − g1), the ratio of the two sub-
subspectrums, and τ = (g2 − g1). Let P ′1 and P ′2 be the
total power used by link 1 and 2 in [g1, g2], i.e., P ′i =
τ(σi + ∆ir/(r + 1)). Let Φ(r) be the aggregate capacity
per bandwidth in [g1, g2] when the PSD values are P ′1/τ
and P ′2/τ respectively for the two links. We now show
that a “large-enough” r will ensure that (1 + r)Ψ(r) >
Ψ1 + rΨ2, which will imply that in [g1, g2] the 1-rectangular
solution yields a higher total capacity than the given so-
lution. Observe the following: (i) limr→0+ Φ(r) = Ψ1, (ii)
limr→∞Φ(r) = Ψ2, and (iii) φ(r) is connected. Since
limr→∞+ (1 + r)Φ(r) = (1 + r)Ψ2 > Ψ1 + rΨ2, there exists
a large-enough r for which (1 + r)Ψ(r) > Ψ1 + rΨ2. Once
we find the appropriate r, we can determine g1 and g2 as
follows: If (r + 1)w < W , then pick [g1, g2] = [0, (r + 1)w],
else pick [g1, g2] = [w − (W − w)/r,W ]. Then, in [g1, g2],
we use power-signals of σi + ∆ir/(r+ 1) for link i, yielding
a 2-rectangular solution with a higher-capacity than the given
solution. QED.
k-rectangular Solution. This can be easily proven by induc-
tion on k, using the above result on k = 2 as the base case.
Arbitrary SAPD Solution. Let p1(x) and p2(x) be the
power-distribution functions for the given solution, and let
P ∗i =
∫W
0
pi(x)dx be the total powers used by the links.
Assume that there is no solution of equal or higher capacity,
in which one of the link doesn’t use the full spectrum. Let
us construct an n-rectangular solution that “approximates” the
given solution as follows: First, we divide the spectrum [0,W ]
into n equi-sized sub-spectrums, and then, within each sub-
spectrum we use a constant PSD value of minimum pi(x) in
that sub-spectrum. Note that the total power used by the link
i in the above n-rectangular solution is atmost P ∗i . Let Fn
be the total capacity of the above n-rectangular solution, and
let R be the total capacity of the 1-rectangular solution that
uses a constant PSD of Pi/W for each link. Since the lemma
holds for k-rectangular solutions, we get that Fn ≤ R for any
n. Now, if C is the total capacity of the given solution, then
by definition C = limn→+∞ Fn. Thus, we get C ≤ R, which
completes the proof.
Appendix C
Proofs of Lemma 2 and 5
Proof of Lemma 2. First, it is easy to see that the union of
the disjoint spectrums must be the entire available spectrum.
Let the links use disjoint spectrums of size yW and (1−y)W
where 0 ≤ y ≤ 1. Since both links should use maximum
power for maximum capacity, we can compute the total
capacity as follows.
C = yW log(1 +
P1h11
yWN1
) +W (1− y) log(1 + P2h22
(1− y)WN2
)
We can find the optimal value of y by solving for dC/dy = 0.
We have:
dC(y)
dy = W
(
log(1 + P1h11yWN1 )− log(1 + P2h22(1−y)WN2 )−
P1h11
yWN1(1+
P1h11
yWN1
)
+ P2h22
(1−y)WN2(1+ P2h22(1−y)WN2 )
)
The root of the equation dC/dy = 0 is:
y =
N2P1h11
N1P2h22 +N2P1h11
.
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Hence, the PSD’s of link 1 and 2 are N1P2h22+N2P1h11WN2h11 and
N1P2h22+N2P1h11
WN1h22
respectively and the optimal value of C is:
C = W log(1 +
P1h11
WN1
+
P2h22
WN2
)
Lemma 5.
Lemma 5: Consider a communication system with a single
user 1, and an available spectrum [0,W ]. Let the interference
(from other users) in the sub-spectrums [0, w] and (w,W ] be
constant and equal to I and I ′ respectively. If I > I ′, then to
achieve maximum capacity for user 1, its PSD value in [0, w]
should be lower than in (w,W ].
Proof: It is easy to see that for optimal capacity: (i) the
PSD should be constant in each of the sub-spectrums, and (ii)
the link should use maximum power. Now, if we divide the
total power of P1 into the two sub-spectrums in the ratio of
k : (1− k), for some 0 ≤ k ≤ 1, we get link capacity as:
C(k) = w log(1+
kP1h11
w(I +N1)
)+ (W −w) log(1+ (1− k)P1h11
(W − w)(I′ +N1)
)
By solving dC/dk = 0, we get k = wW +
w
WP1h11
(I ′−I)(W−
w) which give us the PSD values of 1W (P1 + (W − w)(I ′ −
I)/h11) and 1W (P1+w(I−I ′)/h11) in the two sub-spectrums.
This proves the lemma, since the first PSD value is always
greater than the second PSD value.
Appendix D
Cases for S1 or S2 = 0.
Case where S1 or S2 is of Zero Size. Let S1 = 0 and S2 >
0. In this case, Equations 8 and 9 are not valid. At the same
time, the variables S1 and c1 are eliminated from the system,
are positive numbers. Thus, we have:
P = (c1 + σ1)S1 + (c2 + σ2)S2 + (σ1 + σ2)S12
P >
1
ς
(c2 + σ2)S1 + σ2S2 + σ2S12
γP > (γ/ς)σ2S1 + γσ2(S2 + S12)
γP > σ2(S1 + S2 + S12) (as γ ≥ 1, ς)
γP/W > σ2
and hence, we have two fewer equations and variables which
only simplifies the problem. We can use the exact same order
of elimination and technique to yield an optimal solution for
this case. This case of S2 = 0 and S1 > 0 is similarly handled,
and the case of S2 = 0 and S1 = 1 is already handled by
Lemma 3.
Appendix E
Upper Bound of σ2
Upper bound of σ2. Here, we show that there exists an upper
bound for σ2. Since the PSD’s used by users 1 and 2 in S1 and
S2 is (c1 + σ1)S1 and (c2 + σ2)S2 respectively, we have the
following (by applying Lemma 2, and using the PSD values
computed therein):
c1 + σ1 =
N2(c1 + σ1)S1h11 +N1(c2 + σ2)S2h22
(S1 + S2)N2h11
,
c2 + σ2 =
N2(c1 + σ1)S1h11 +N1(c2 + σ2)S2h22
(S1 + S2)N1h22
,
and c2 + σ2 = (c1 + σ1)N2h11N1h22 . Let ς =
N2h11
N1h22
and γ =
max(ς, 1). Let P = P1 +P2, and recall that c1, c2, σ1, and σ2
Thus, γP/W is an upper bound on σ2, where γ =
max(1, N2h11N1h22 ).
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