The aim of this paper is to study the estimation of repair efficiency in an imperfect repair model, called Arithmetic Reduction of Intensity model with memory one (ARI 1 ). This model, first introduced by Doyen and Gaudoin, has a very simple failure intensity and repair efficiency is characterized by a single parameter. Thanks to that simplicity, the asymptotic almost sure behavior of the failure and cumulative failure intensities of ARI 1 model can be derived. Then, the almost sure convergence and asymptotic normality of several estimators (including maximum likelihood) of repair efficiency can be proved in the case where the wear out process without repair is known. The influence of the number of observed failures on the quality of the repair efficiency estimation is empirically studied. Finally, results are applied to a real maintenance data set.
Introduction
Many imperfect repair models have already been proposed (see for example a review in Pham and Wang [18] ). One of the most famous is the Brown and Proschan [3] model, in which system after repair is renewed with probability p and restarted in the same state as before failure with probability 1 − p. Another very important class of models is the Virtual Age (VA) models proposed by Kijima [11] , in which repair is assumed to rejuvenate the system. The first imperfect repair model has been proposed by Malik [16] in 1979. It is a particular VA model called Proportional Age Reduction (PAR) model.
Even if many imperfect repair models exist, only a few of them have been statistically studied, especially regarding the estimation of repair efficiency. For the BrownProschan model, Lim [15] has studied estimation with the EM-algorithm, Langseth and Lindqvist [13] have estimated parameters on real data set with maximum likelihood, and Lim, Lu and Park [14] have used Bayesian estimation. For virtual age models some studies on maximum likelihood estimators have been published: Shin, Lim and Lie [19] , Yun and Choung [21] , Kaminskiy and Krivtsov [9] , Yanez, Joglar and Modarres [20] , Gasmi, Love and Kahle [8] , Doyen and Gaudoin [6] . But all these studies only proposed numerical results.
The aim of this paper is to propose theoretical results on repair efficiency estimation in the Arithmetic Reduction of Intensity model with memory one (ARI 1 ), proposed by Doyen and Gaudoin [6] . Arithmetic Reduction of Intensity (ARI) models are analogous to VA models, except that repair efficiency does not rejuvenate the system but reduces the failure intensity. The ARI 1 model is the analogue of the PAR model and is defined in section 2. Section 3 analyses the asymptotic behavior of the failure process. From these results, section 4 derives the asymptotic properties of some estimators of repair efficiency (including the maximum likelihood). The influence of the number of observed failures on these asymptotic properties is studied in section 5. Finally, results are applied to real maintenance data set. Classical convergence theorem used in the article are given in appendix.
2 Arithmetic Reduction of Intensity model with memory 1
Counting process theory
Let 0 = T 0 < T 1 < ... be the successive, nonexplosive (T n a.s.
→ ∞), failure times. The counting process associated to the observation of these failure times up to t will be denoted by N t = +∞ i=1 1l {T i ≤t} and the inter-failures times by
A repair is supposed to be performed after each failure and the corresponding repair times are not taken into account. The filtration F in consideration will be the natural filtration associated to the failure times:
. It represents all the failure times that can be observed before t. N = {N t } t≥0 has a failure intensity λ t if there exists a predictable process λ t verifying:
λ s ds, where M t is a martingale, representing the noise, that is to say, a right hand continuous with left hand limits M t − , adapted stochastic process which is integrable and satisfies: ∀s, t ≥ 0, E[M t+s |F t ] = M t . If λ t is assumed to be left-continuous with right-hand limits λ t + , then one can show [1] that λ t is unique (up to undistinguishability) and completely characterizes the failure process. Under further sensible conditions, the failure intensity can be viewed as the conditional rate of failure [1] :
Finally, the integral of the failure intensity Λ t = t 0 λ s ds is called the cumulative failure intensity or compensator of N . The predictable variation process M is the compensator associated to M 2 and M +∞ denotes its limit: M +∞ = lim t→+∞ M t .
Imperfect repair models
Before the first failure, the failure intensity is supposed to be a not always null, nondecreasing, deterministic function from IR + to IR + , called initial intensity and denoted by λ(t). The initial intensity represents the intrinsic wear out, that is to say the wear out in the absence of repair actions. When the initial intensity is known, an imperfect repair model is only characterized by the effect of repair actions on the failure intensity. Basic assumptions on repair efficiency are known as As Bad As Old (ABAO) and As Good As New (AGAN). In the ABAO case, each repair is supposed to be minimal, that is to say leaves the system in the same state as it was before failure. The corresponding random process is the Non-Homogeneous Poisson Process (NHPP) and its failure intensity is a continuous function of time: λ t = λ(t). In the AGAN case, each repair is supposed to be perfect, that is to say renews the system. The corresponding random process is the renewal process and its failure intensity is of the form:
The aim of VA model is to consider that repair rejuvenates the system, in the sense that the failure intensity at time t is equal to the initial intensity at time A t , called virtual age of the system, and verifying generally A t ≤ t: λ t = λ(A t ). Between failures, the VA is generally supposed to increase as the real age t: A t = t − T Nt + A T N t , for t = T Nt . The effect of repair is to reduce the virtual age. The idea of the PAR model is to consider that repair action reduces the VA from an amount proportional to the VA accumulated since the last repair: A T + n = A T − n − ρX n , for all n ≥ 1. ρ is called the repair efficiency parameter and one [6] can prove that the failure intensity of the PAR model verifies: λ t = λ(t − ρT N t − ). This model appears to be the same as the Kijima et al. [12] model, Shin et al. [19] model and Kijima [11] type I model in the case of deterministic repair effect.
In ARI model [6] , repair is supposed to reduce not the age, but the failure intensity. That reduction is supposed to be arithmetic:
In addition, systems wear out speed is supposed to be not affected by repair actions: λ t = λ(t) − λ(T Nt ) + λ T N t , for t = T Nt . ARI models can be defined by analogy with VA models. The analogous of the PAR model is the ARI 1 model. Repair effect is supposed to reduce the failure intensity from an amount proportional to the increase of the failure intensity since the last repair:
). By analogy with the PAR model one [6] can prove that the failure intensity of the ARI 1 model is:
It is certainly one of the most simple imperfect repair models. In the following, the probabilistic and statistical properties of this model will be developed.
The parameter ρ of ARI 1 model characterizes repair efficiency [6] . When ρ is between 0 and 1, repair is efficient. When it is smaller than 0, repair is harmful. When ρ equals 0, repair is inefficient, that is to say ABAO. And finally, when ρ equals 1, repair is optimal but not AGAN. Then, evaluating repair efficiency in ARI 1 model is equivalent to estimate the parameter ρ.
3 Failure process behavior
Minimal and maximal wear intensities
In the case of efficient repair, the ARI 1 failure intensity verifies for all t ≥ 0:
For harmful repair, there exists an equivalent equation:
The previous lower and upper bounds are called respectively minimal and maximal wear intensities and are denoted by:
If λ(t) > 0 for t > 0, it can be proved [6] that these bounds are optimal in the sense that:
Using the fact that under assumption:
• A1: ρ < 1, the failure intensity is lower bounded by a nondecreasing, not always null function, the following lemma proves that times between failures are negligible with regards to failure times.
Lemma 1 :
Under assumption A1, the failure process verifies:
Proof : ρ < 1 and λ(t) is nondecreasing and not always null, then,
Assumptions implie that Λ t is almsot surely divergent. Brémaud [2] proves that it is equivalent to the fact that N t is almost surely divergent. Since the failure process is not explosive, T Nt is also almost surely divergent, then almost surely:
Corollary 1 (see appendix) can be applied and then,
That result remains true by replacing t by T N t − . Then, since o(T N t − ) = o(t), the lemma is proved.
Asymptotic intensity
The failure intensity of an ARI 1 model can be rewritten as:
But, thanks to previous lemma, it can be proved under additional sensible assumption that:
. Then, the failure intensity is asymptotically equivalent to (1 − ρ)λ(t) (see proposition 1 below), called asymptotic intensity and denoted by λ ∞ (t). That result is true for an initial intensity that is a regular variation function [10] :
Regular variation functions with β = 0 are slow variation functions. Power of logarithm functions (λ(t) = αβ(ln(1 + t)) β−1 , α > 0, β > 1) and constant functions (λ(t) = α, α > 0) are slow variation functions. Increasing power functions (λ(t) = αβt β−1 , α > 0, β > 1) are not slow variation functions. However, there are regular variation functions. With our assumptions, nonregular variation functions for the initial intensity correspond to quick divergent initial intensity, for example: λ(t) = exp(t β ) with β > 0. That kind of initial intensity seems not to be realistic for reliable industrial systems.
Proposition 1 :
Under assumptions A1 and A2, the failure intensity is asymptotically equivalent to the asymptotic intensity: λ t a.s.
Lemma 1 implies that, almost surely:
Then, equation (12) implies, for all t ≥ M 1 , that:
In addition, the initial intensity is a regular variation function:
This is equivalent to:
By using this result in equation (14) it can be deduced that, almost surely:
And the result is proved. Figure 1 shows the failure intensity in the case of efficient repair (ρ = 0.3), in solid thin line, and harmful repair (ρ = −0.3), in solid bold line. The initial intensity is in dashed line and verifies λ(t) = 3t
2 . The asymptotic intensity is represented by the doted line in the case of efficient repair and by the dashed-doted line in the case of harmful repair. It seems that the difference between the failure intensity and the asymptotic intensity is decreasing. Previous proposition only proves that the difference does not increase to much. Then, a stronger result seems to hold. 
Second order term of the asymptotic expanding
The difference between the failure process and the asymptotic process can not be asymptotically approximated, but the integral of that difference can. Let Λ ∞ (t) = t 0 λ ∞ (s) ds. Then, the cumulative failure intensity of the ARI 1 model verifies:
The following proposition proves that if repair is not perfect and the initial intensity is a regular variation function that diverges:
ds is asymptotically equivalent to: ln(λ(t))/(1 − ρ).
Proposition 2 :
Under assumptions A1 to A3, the cumulative failure intensity verifies:
Proof :
There almost surely exists t o ∈ IR + * such that λ min , λ ∞ and λ are non null for t ≥ t 0 and N t 0 ≥ 1.
Using the martingale writing of the counting process N , the failure intensity verifies verifies for all s ≥ t 0 : ds = dN s /λ s − dM s /λ s . Then, since λ(s) − λ(T N s − ) ≤ λ(s), the failure process verifies:
Corollary 1 can be applied and then,
Proposition 1 implies that:
a.s.
And, since T n is almost surely finite for all n ≥ 0:
Finally,
Since the initial intensity diverges, the proposition is proved.
Repair efficiency estimation
The aim of this section is to study some estimators of repair efficiency in the case where the initial intensity is known, that is to say the behavior of the system in the absence of repair is known. Then failure intensity is supposed to depend on a single parameter ρ ∈ J : λ t = λ t (ρ). The true value of that parameter will be denoted ρ 0 . First, the properties of the maximum likelihood estimator are studied. Then, explicit estimators are introduced.
Maximum likelihood estimators
In order to prove the convergence of the maximum likelihood estimator (MLE), the true value of the repair efficiency parameter is assumed to be in a known bounded and closed interval of ] − ∞, 1[:
The log-likelihood verifies [1] :
Since the failure intensity is lower and upper bounded:
it can be proved, using the property of the Lebesgue integral, that the derivative of the log-likelihood exists and verifies:
The maximum likelihood estimatorρ L t is the value of [ρ 1 , ρ 2 ] that maximizes the loglikelihood. Classically it also nullifies the derivative of the log-likelihood.
Proposition 3 :
Under assumptionsÃ1, A2 and A3, the maximum likelihood estimator of ρ verifies, for a single observation of the failure process over [0, t] that:
Proof :
The derivative of the log-likelihood verifies (27), then:
But, proposition 2 has proved that:
= O(lnλ(t))). And, using equation (26), it can proved that:
And, as it has been done in equations (22) and (23), it can be proved that:
Finally, using the martingale writing of N ,
By using previous results in equation (30), it is proved that:
Equation (34) implies in particular that:
But corollary 2 implies that, for all > 0,
). And Karamata's theorem [7] proves the following asymptotic equivalence for regular variation functions with β > −1:
is negative for all t large enough. Similarly, it can be proved that L t (ρ 2 ) is positive for all t large enough. Using the property of the Lebesgue integral, it can be proved that L t (ρ) and L t (ρ) are continuous. Then, the maximum likelihood estimator verifies: L t (ρ L t ) = 0 for t large enough. Equation (34) also implies that:
= 0 (37)
Then, with the same argument used for L t (ρ 1 ), it is proved that:
The first result of the proposition is verified. Finally, using the result of corollary 2 in equation (37), it is also proved that:
The second result of the proposition is then verified.
Explicit estimators
There also exists explicit estimators (EE) with the same asymptotic properties as the MLE. These EE are based on the fact that the cumulative failure intensity can be asymptotically approximated by the asymptotic cumulative intensity with an error proportional to a logarithm.
Proposition 4 :
Under assumptions A1 to A3, for a single observation of the failure process over [0, t], the explicit estimator:ρ
verifies the same convergence properties as the MLE of proposition 3.
Proof :
By identifying the result of proposition 2 in the martingale writing of N t , it is proved that:
But thanks to equation (36),
In addition, since Λ t a.s.
0.5+ converges almost surely to zero for all > 0 and converges in law to a standard Gaussian variable for = 0. By using those two results in equation (42), the property is proved.
To build previous EE, the cumulative failure intensity has been replaced, in the martingale writing of N , by its asymptotic expansion. From that asymptotic expansion, only the value of the first order term ((1 − ρ 0 )Λ(t)) influences the EE. Because of the particularly simple shape of the failure intensity, there exists another EE that is built in accordance with the real value of the failure intensity in the martingale writing of N . Because that special EE takes in consideration the real value of the failure intensity and not only its asymptotic value, it is expected to converge more quickly than the previous EE.
Proposition 5 :
Proof :
The martingale writing of N implies that:
Using lemma 1 and assumption A2, it can be proved that:
And the theorem is also proved by applying corollary 2.
Empirical results

Finite number of observed failures
In order to test the quality of previous estimators, the empirical bias and standard deviation (SD) of these estimators have been calculated over 10000 simulations, for an initial intensity λ(t) = αβt β−1 , with α ∈ {1, 10}, β ∈ {1.5, 2, 3}, ρ ∈ {0, 0. Then the scale parameter α seems to have no influence on repair efficiency estimators bias and SD. As the number of observed failures increases, the bias and SD of the estimators decrease. That confirms the fact that the estimators are asymptotically convergent. The bias of all estimators seems to be ever negative, then repair efficiency is under estimated. That is to say repair effect tends to be better than what is estimated.
The bias and SD of the MLE and E2 are quite the same. But, E2 is an explicit estimator much more simple to use than the MLE. Both estimators become better as ρ converges to one, that is to say as repair efficiency becomes optimal. The SD of E1 has the same trend. In addition, for a few number of observed failures (5,10) the SD of E1 is slower than the SD of MLE and E2. For a reasonable number of observed failures, all SD are quite equivalent. The bias of E1 does not depend too much of ρ. It decreases slightly as repair efficiency becomes inefficient. Except that case, the bias of E1 is bigger than the bias of E2 and MLE.
In conclusion, both explicit estimator are efficient. E1 is more adapted for a few number of observed failure times or for inefficient repair efficiency. And E2 is recommended in all other cases.
Application to real maintenance data set and perspective
In practical cases, the initial intensity is generally unknown. But, it can be estimated using maximum likelihood method. The photocopier failure data of Murthy, Xie and Jiang [17] are considered. These data consist in the 42 failure times (in days or number of copies) of a particular photocopier over its first 4 The values of previous repair efficiency estimators are calculated in table 1, for a known power function for the initial intensity with parameters α ∈ {6.8 10 −7 , 8.8 10 −7 , 10.8 10 −7 } and β ∈ {2.59, 2.79, 2.99}. The repair efficiency estimation seems to be sensible to the initial intensity shape. Then, to use properly previous results with real repair data, these properties have be extended to the case where the initial intensity is unknown and has to be estimated. The problem is to prove that the MLE are also convergent in the case of simultaneous estimation of repair efficiency and initial intensity parameters.
MLE, E1, E2
β = 2.59 β = 2.79 β = 2.99 α = 6.8 10 Theorems 2 and 3 are two convergence results [5] , one issued from the law of large numbers, and the other one from the central limit theorem.
Theorem 2.
For { M +∞ < +∞}, M t converges almost surely to a finite random variable as t grows to infinity. For { M +∞ = +∞}, and for all > 0: M t / M 0.5+ t a.s. −→ 0.
Theorem 3.
Let Z be a locally bounded predictable process. Then under the following assumptions:
• there exists c t > 0 and σ such that: 
