Abstract. The structural analysis of metabolic networks aims both at understanding the function and the evolution of metabolism. While it is commonly admitted that metabolism is modular, the identification of metabolic modules remains an open topic. Several definitions of what is a module have been proposed. We focus here on the notion of chemical organisations, i.e. sets of molecules which are closed and self-maintaining. We show that finding a reactive organisation is NP-hard even if the network is mass-and flux-consistent and that the hardness comes from blocking cycles. We then propose new algorithms for enumerating chemical organisations that are theoretically more efficient than existing approaches.
Introduction
Until recently, metabolism was analysed via the pathways composing it, which were traditionally established in a non automatic way by experts interested in some specific function (glycolysis for instance, or anaerobic respiration). Metabolic pathways may thus be seen as functional modules. One may wonder, however, about a possible arbitrariness in the definitions of the exact frontiers of each pathway, that may have been introduced by the experts because of some specific objectives they had in mind and of a partial lack of knowledge at the time the limits of the pathways were first drawn. Indeed, the advent of full genome sequences, which has also allowed inferring whole metabolic networks, has revealed the existence and actual use by different organisms of alternative metabolic routes to a same final overall product goal. The question thus rises whether automatic methods for inferring functional modules from whole networks would enable us to preserve the expert knowledge that led to the first pathways, while at the same time providing an insight into alternative functional ones. This is the biological motivation underlying the work presented in this paper. Its computational motivation is to explore one model for metabolic modules, both in terms of the complexity of enumerating such modules and of exact algorithms for performing the enumeration.
Several formal definitions of pathways and modules can be found in the literature on metabolism, the best known of which may be elementary modes [12] or any of its close cousins (see [8, 9] for a survey). Elementary modes may be informally described as metabolic subnetworks that can function at steady state, meaning that all internal metabolites are produced and consumed in equal rates (that is, nothing accumulates internally). This is a fine definition, but has at least one drawback: it is restricted to the analysis of the system at steady state and does not allow to describe states of the system where metabolites can accumulate. However, such states are relevant as they could correspond to intermediary steps in the evolution of metabolism, or temporary states in the dynamics of metabolism.
As far as we know, two models in the literature enable to study such states. One is Petri nets and the other is a more recent model called chemical organisations. Because it is algebraically easier to manipulate chemical organisations as their formulation follows closely that of (hyper)graphs and matrices, we focus our attention in this paper on chemical organisations. The concept was introduced in 2005 by Peter Dittrich and his group [4] , building on earlier work by Fontana and Buss [6] and can be used not only for metabolism, but also for any kind of reaction system, including regulatory networks. In this paper, however, we focus exclusively on metabolism.
Chemical organisations are sets of molecules that are self-maintaining and closed (in this paper, we use the terms metabolite and molecule with no distinction). Informally, a self-maintaining set is a set where molecules can accumulate -the feature we were seeking -provided no molecule vanishes. A set is closed if all metabolites produced from reactions for which all the inputs are present in the set will also be present and thus part of the set. By convention, this includes all reactions that take their input from the environment, i.e. are external. All external inputs are therefore considered as being available and used. This introduces a second contrast with elementary modes (EMs). Indeed, EMs may use only part of the externally available inputs. More generally, EMs are not closed.
Finally, as we have already said, the theory of chemical organisations has been proposed for general reaction systems. Its application to metabolic networks raises new specific questions, as the networks have specific properties. They are indeed expected to be mass-consistent (reactions preserve mass) and fluxconsistent (each reaction belongs to at least one elementary mode).
The objectives of this paper are thus twofold. The first is to revisit chemical organisations in the context of mass-and flux-consistent networks. In particular, finding a chemical organisations was shown to be hard in [2] . A legitimate and non trivial question is whether this remains true in biologically more realistic mass-and flux-consistent networks. Section 2 presents the main definitions on chemical organisations and consistency of networks. Section 3 shows that even for consistent networks the enumeration problem is hard. We go however further by identifying the specific structural properties of the network that account for this hardness. Those are discussed in Section 4, while Section 5 fulfills the second objective of this paper. This is to describe a new algorithm that takes advantage of such properties to obtain an exact method that is in all cases theoretically more efficient for consistent networks than the enumeration algorithms presented in [2] because, at best, a smaller part of the solution space needs to be explored.
Preliminaries
A metabolic network, like any reaction system, can be modelled as a weighted directed hypergraph G = (M, R) with M the set of vertices corresponding to the metabolites and R the set of hyperarcs corresponding to the reactions. A directed hyperarc (i.e. a reaction) r ∈ R is an ordered pair of sets of vertices (i.e. metabolites) r = (subs(r), prod(r)) where subs(r) is the set of substrates of r and prod(r) is the set of products of r. For each x in subs(r) (in prod(r)) the weight of x with respect to r denotes the stoichiometric coefficient of x in r, that is, the number of units of x consumed (or produced) when r fires. Note that x can belong to both subs(r) and prod(r); in this case there are two weights associated to x w.r.t. r. Note also that, according to the above definitions, the set of substrates of a reaction r can be empty: in this case, we say that the metabolites in prod(r) are inputs of the network.
Metabolic networks have also been often modelled using matrices [11] . The stoichiometric matrix S has |M | rows and |R| columns where S i,j is the stoichiometric coefficients of molecule i in reaction j. S i,j is negative if i is consumed and it is positive if i is produced. We notice here that while the stoichiometric matrix can always be derived from the weighted hypergraph, the reverse is not true. Indeed, metabolites involved as substrates and products of the same reaction cannot be handled in the matrix representation.
For some of the results presented, we also use the concept of the underlying graph of G, which is a directed multigraph with the same set of vertices of G and arcs x → y for every pair of vertices x, y for which there is an hyperarc r such that x ∈ subs(r) and y ∈ prod(r). A reaction is said to be on a path/cycle of the underlying directed graph if any of its (substrate,product)-pairs is an arc of the path/cycle.
In the context of metabolic networks, we say that a flux over the network is the rate at which each reaction occurs. A flux can be represented as a flux vector v ∈ R |R| with v[i] denoting the rate of reaction i. We also define a mass vector m ∈ R |M | with m[j] denoting the mass of metabolite j. A metabolic network is flux-consistent if there exists a flux vector v > 0 such that Sv = 0 [1] . This is the same as saying that every reaction of the network belongs to at least one elementary mode, thus checking for the usefulness of each reaction. For more information on elementary modes, see [12] and [11] .
A metabolic network is mass-consistent if there exists a mass vector m > 0 such that m T S = 0, where m T denotes the transposed vector. This is the same as saying that there exists some mass distribution for all metabolites such that the whole set of reactions is mass balanced.
An example of a network with two reactions r 1 : a+c → b and r 2 : b+d → d+c that is not mass-consistent is shown in Figure 1 . Since reaction r 2 requires that b and c have the same mass, then the mass of a in r 1 has to be 0, which is inconsistent. If we replace r 1 by r ′ 1 : a + c → 2b, then the system becomes mass-consistent (indeed, every positive mass vector with equal components is consistent). We denote by R A ⊆ R the subset of reactions that can be fired when the metabolites in set A ⊆ M are present, i.e., R A = {r ∈ R|subs(r) ⊆ A}. We now introduce the basic definitions that will be used throughout the paper.
Moreover, given a set C ⊆ M , the closure of C, denoted by Cl C , is the smallest closed set H that contains C.
Note that if C is a closed set of molecules, then C must contain all inputs of the network (since the empty set is a subset of C and input reactions therefore belong to R C ). In particular, the closure of the empty set will contain all inputs and whatever can be produced from them. -(connected) for any two molecules x and y in O, there is a path from x to y in the underlying undirected graph.
The motivation to find only reactive connected organisations is illustrated in the example of Figure 2 where the network has 3 connected components and 8 organisations but only 2 of them are reactive connected organisations. The others are just combinations of organisations which cannot directly interact among them. For this reason, from now on we restrict our networks to have only one connected component and some input and output metabolites. For general networks, indeed, we can without loss of generality work on each connected component separately and then combine the results.
Since throughout the paper we need to compute closures of sets, we recall here the forward propagation procedure [10] that in an iterative process enables to obtain the closure of a given set C. Informally, this consists in starting from C itself, adding prod(r) for every r ∈ R C , and repeating this procedure until no new metabolites are added to C. The detailed description of the forward propagation algorithm is presented in the Appendix.
As already mentioned, all inputs of the network need to be considered together in order to compute organisations. This is a modelling choice that implies that if one wished to compute organisations for different subsets of the inputs, then it would be necessary to edit the network and recompute the organisations for the subsets of interest.
Chemical Organisations in Consistent Networks
It has been shown that deciding whether a network contains one organisation is NP-complete [2] . However the proof was based on a network that was neither flux-nor mass-consistent. We now characterise organisations in consistent networks. First of all, we observe that it is easy to check whether a set C is an organisation by inspecting the reaction rules to check closure and selfmaintenance using linear programming.
The following theorem shows how to compute two possible organisations.
Theorem 4. If a network is flux-consistent then the whole network and the closure of the empty set are organisations.
Proof. The whole network is always closed. By definition of flux-consistency, we have a flux vector v that covers the whole network, satisfying the condition of selfmaintenance. Therefore the whole network is an organisation. Analogously, if the closure of the empty set produces the whole network then it is an organisation. Otherwise, since every metabolite is produced from the empty set, we can easily obtain a valid flux vector v satisfying the condition of self-maintenance. An algorithm to find a flux for this situation is presented in the Appendix. ⊓ ⊔
In the following, we say that the whole network and the closure of the empty set are trivial organisations.
Observe that the closure of the empty set may not always produce the whole network. An example is given in Figure 1 since the closure of the empty set for that network is {a}.
Theorem 5. If the network is flux-consistent and acyclic, i.e. the underlying directed graph of the hypergraph is acyclic, then the whole network is the only organisation.
Proof. The smallest organisation is given by the closure of the empty set, which can be obtained by applying the forward propagation algorithm to the empty set. As the network is flux-consistent and acyclic, from the inputs any metabolite can be reached, i.e., produced. Hence, the closure of the empty set is the entire network. From the flux-consistency of the network and from Theorem 4, it follows that the smallest organisation is the whole network.
⊓ ⊔
The next result shows that the problem of finding a non trivial organisation in a flux-consistent network is NP-hard. The proof (which is given in the Appendix) is based on a reduction from the 3-SAT problem, which is an appropriate modification of the original reduction given in [2] , that showed that finding a reactive organisation in a general reaction system is NP-hard.
Theorem 6. Deciding if a flux-consistent network contains a non trivial organisation is NP-hard.

Enumerating Chemical Organisations
Theorem 6 immediately implies that it is not possible to enumerate all organisations in a flux-consistent network in polynomial-time-delay in the size of the network.
We now observe that Theorem 5 indicates that for flux-consistent networks, the difficulty of finding non trivial organisations comes from the presence of cycles in the network. Indeed, as shown in Figure 3 a but needs for this a metabolite b which is not available and therefore blocks the reaction. In order to find the reactive connected organisations, we need to process cycles every time the forward propagation procedure stops. This simple observation gives an upper bound of 2 k on the number of reactive connected organisations in flux-consistent networks, where k is the number of cycles in the network. In order to proceed we first define cycles formally. By a cycle in the metabolic network we mean a simple directed cycle in the underlying graph. Self-loops are also considered as cycles. First observe that, since A is closed and C is a subset of its metabolites, it follows that Cl C ⊆ A.
Let us suppose that A contains vertices which are not in Cl C . We colour these vertices white and the vertices of Cl C black. Consider any white metabolite a 1 . Since A is an organisation, a 1 cannot be vanishing. Moreover, it is not an input of the network as otherwise it would be black. Therefore, there exists a reaction r fired by A that has a 1 as product and has a white substrate a 2 , a 2 = a 1 , otherwise a 1 would again be black by closure.
By iterating the above reasoning, it follows that the subgraph of the underlying directed graph induced by white vertices has minimum in-degree at least 1 and contains a directed cycle. This contradicts the fact that H hits all the cycles. The set of white vertices is therefore empty and A = Cl C .
⊓ ⊔
The bound of the previous theorem is tight. Indeed, an example where the number of organisations reaches 2 |H| is given in Figure 4 where from the input, k metabolites are produced by k independent reactions and all of them are blocked by cycles. Any combination of these independent paths can be de-blocked and produce a new organisation, and therefore we have 2 k organisations.
... However, some cycles never interrupt the forward propagation procedure as illustrated in Figure 3 (a). Other cycles, on the other hand, exhibit structural properties that may lead to a blocking situation. Such cycles are called potentially blocking cycles. A basic solution to find all organisations is to know how to unblock all cycles of the network independently of whether they are potentially blocking cycles or not. Therefore, instead of finding a hitting set for all cycles of the network, it is enough to break all potentially blocking cycles to compute all reactive connected organisations. In order to prove this, we first introduce a more formal definition of potentially blocking cycle. A potentially blocking cycle may or may not interrupt the forward propagation depending on the metabolites that were produced by the procedure once the cycle is reached. Figure 5 
As in the proof of Theorem 8, it is sufficient to show that, given a reactive connected organisation A, A = Cl C , where C = A∩H (in the following, all paths and cycles are meant directed in the underlying directed graph). Once again, it is easy to see that Cl C ⊆ A. Let us then suppose that A contains vertices which are not in Cl C and let us colour them white and those of Cl C black. Let a i (i = 1, 2, . . . , k) be the set of white vertices such that there exists a reaction r i having a i as product and at least one black substrate. Then r i has also at least one white substrate, which we denote by w i , as otherwise a i would be black by closure. Note that a white vertex does not have to belong to the set of the a i 's, but that this set is not empty as the organisation is connected and the set of white vertices is not empty.
If w i = a i , the selfloop induced by r i is a potentially blocking cycle that contains no vertex of H, leading to a contradiction. Thus we may assume that w i is distinct from a i .
For 1 ≤ i ≤ k, define T i as follows: a vertex w is in T i if either w = w i or there exists a white path starting from w and ending in w i . Up to a reordering, we may assume that |T 1 | ≤ |T i | for 2 ≤ i ≤ k. As T 1 is not empty, it has to contain at least one vertex that is a product of a reaction having a black substrate. If that vertex is a 1 , there exists a path from a 1 to w 1 , which yields a white cycle with the edge (w 1 , a 1 ) . That cycle is a potentially blocking cycle (because of the reaction r 1 ) which contains no vertex in H, leading to a contradiction.
In other words, T 1 contains a vertex among (a 2 , . . . , a k ), say a 2 . This implies that every path ending in w 2 can be extended to a path ending in w 1 and thus T 2 ⊆ T 1 . Therefore, by minimality of
This implies that w 1 ∈ T 2 : hence, there exists a white path from w 1 to w 2 . As a 2 ∈ T 1 , there also exists a white path from a 2 to w 1 . Thus, we can construct a white path from a 2 to w 2 . Considering the edge (w 2 , a 2 ), we again obtain a white cycle, which is potentially blocking (because of the reaction r 2 ) and contains no vertex in H, leading to a contradiction.
Thus, the set of white vertices is empty and A ⊆ Cl C .
Even in the case of the previous theorem, the bound is tight. Indeed, an example where the number of organisations is 2 |H| is, once again, given in Figure  4 , since all cycles presented in the example are potentially blocking.
Hitting Set Approach to Enumerate Organisations
Two exact algorithms were proposed in [2] to enumerate organisations. The first one consisted in enumerating all closed sets and then checking for their selfmaintenance, while the second one consisted in enumerating all self-maintaining sets and then checking linear combinations of them in order to obtain closed sets. A third approach was also proposed that was based on the second one but avoided enumerating all self-maintaining sets. This algorithm however was a heuristic not guaranteed to find all self-maintaining sets (and thus organisations). Finally, a variation of the first algorithm was proposed in order to enumerate only reactive connected organisations. This algorithm comes closer to the one we describe later and works as follows. First, the forward propagation of the empty set is computed. Once the procedure is blocked, all possible combinations of metabolites that are connected to the produced set X are considered for addition, in order to obtain further closed sets that include X. At this point, the algorithm recursively continues.
Note that in the above procedures, no concept of blocking cycles has been formally identified and used. Now that we know that the hardness comes from such cycles, two different approaches can be applied in flux-consistent networks. One is to find a global hitting set for all cycles of the network and then, following Theorem 8, to apply the forward propagation procedure on each subset of the hitting set to produce closed sets which together form all candidate organisations and, finally, to check through LP if the candidates are self-maintaining. However, the problem of finding a minimum hitting set for all cycles of a directed graph is NP-hard as indeed it corresponds to the feedback vertex sex (FVS) problem [7] . Nevertheless approximation algorithms such as the one described in [13] can be used in order to perform this step.
A second possibility is to find a local hitting set. According to Theorem 10 only potentially blocking cycles need to be considered. This is a superset of the blocking cycles that can be identified when the forward propagation procedure stops because it is at this moment that we know we are dealing with actually blocking cycles. A more efficient algorithm to enumerate reactive connected organisations is thus the following one: apply the forward propagation algorithm and once blocked, identify the set B of metabolites that are blocking the closure and find a hitting set that unblocks only the cycles which directly or indirectly involve these blocking metabolites.
In [5] , the authors presented an approximation algorithm to a generalisation of the FVS problem, called SUBSET-FVS, in which only a subset of the directed cycles in the graph is considered interesting, more specifically the ones that intersects a set of special vertices. In our case, the set of special vertices would be the blocking metabolites locally identified as described in the previous paragraph. The authors in [5] gave two approximation algorithms for the SUBSET-FVS problem. The first algorithm achieves an approximation factor of O log 2 |B| . The second achieves an approximation factor of O (min{log T log log T, log n log log n}), where T is the value of the optimum fractional solution of the problem at hand, and n is the number of vertices in the graph.
Before proving that this idea can be correctly used to exactly solve our problem, we need to define the concept of a blocking cycle in relation to a given set C of metabolites. Proof. Let A be a reactive connected organisation containing C as a subset of its metabolites and let B = A ∩ H. Let us suppose that C = A. To prove the theorem, it is then sufficient to prove that B = A ∩ H is not empty.
We colour the vertices of A \ C in white and those of C in black. Since A is a reactive connected organisation, there exist edges between the white and the black metabolites and some of them go from a black to a white vertex, as otherwise, white vertices would be vanishing. Let (a 1 , . . . , a k ) be the set of white vertices reached by at least one edge coming from a black vertex.
The same argument of the proof of Theorem 10 can now be applied, showing that, as the set of white vertices is not empty, it contains a white C-blocking cycle. Therefore, B is not empty.
⊓ ⊔ Corollary 13. Every reactive connected organisation is included in the set CO returned by the procedure given in Algorithm CCO.
Proof. Let A be a reactive connected organisation. It has to contain C 0 as every organisation contains the closure of the empty set. Let C be maximum among the elements of CO which are subsets of A. Then Theorem 12 implies, by maximality of C, that A = C. ⊓ ⊔ Algorithm CCO(G) Require: a metabolic network represented as a hypergraph G = (M, R); Ensure: the set CO of all candidates for being organisations.
CO ← {C0} where C0 is the closure of the empty set (Cl {} ) for all elements C in CO which have not been treated before do Compute a hitting set H of the C-blocking cycles for every B ⊂ H do Compute Cl C∪B and add it to CO if it was not present already return CO Notice that the size of the hitting set computed by the algorithm is never greater than the number of blocking metabolites. Thus we can guarantee that our algorithm is theoretically better than existing algorithms which consider all blocking metabolites and then test all subsets. In the Appendix, we provide an example in which finding the hitting set gives a better result.
Conclusion
All the results presented in this paper correspond to enumerating closed sets as potential organisations. The problem of enumerating self-maintaining sets is still open. Such an approach could enable us to design a method that enumerates stoichiometrically valid precursor sets, which would be an important follow-up of the work on minimal precursors sets presented in [3] . Finally, the algorithms introduced in this paper do not take any specific advantage of the fact that the network should be mass-consistent and exploiting this might lead to better algorithms for enumerating self-maintaining sets. Mass-consistency of the network is easily verified by the mass vector that has mass 1 for all metabolites except for a, for which the mass is 2.
Suppose we have a satisfying truth assignment to F . Let K be the set of literals that are true, then we claim that the set containing all metabolites corresponding to K, all clauses, input and key is a non-trivial organisation. Closedness is easily verified. We now show self-maintenance. Let k i be the number of true literals in C i , i = 1, . . . , ℓ. For each true literal in C i we set a flux of 1/k i on the corresponding clause reaction. Together with a flux of at least 1 in the key reaction, the influx and outflux secure self-maintenance.
Reversely, suppose we have a non-trivial reactive (connected) organisation O. First, notice that {input} (the closure of ∅) is a trivial organisation and that it is part of every organisation, hence input ∈ O. As we now explain, this implies that if any organisation contains both x i and ¬x i for any i, then it must contain the whole network, and hence be trivial. The presence of x i and ¬x i triggers a variable type 1 reaction, producing a, which on its turn triggers all variable type 2 reactions producing all literal metabolites and key. All clause reactions are therefore triggered and henceforth the key reaction and the outflux reaction. Hence, O does not contain both literals corresponding to the same variable, and none of the variable reactions will have positive flux.
Since O is reactive, input must be the substrate of some active reaction, hence the key reaction must be active, implying that key ∈ O. Because of self-maintenance, all clause metabolites must be produced. To produce a clause metabolite at least one of its three clause reactions must be fired. Let K be the set of literal metabolites that are part of our reactive (connected) organisation. By closure, they are able to produce all clause metabolites, hence setting their value to true yields a satisfying truth assignment for F .
Local Hitting Set Approach
An illustration of the local hitting set approach is given in Figure 7 . In this example, the forward propagation procedure produces the set C and is blocked by two metabolites, w 1 and w 2 . The goal is to find a hitting set that intersects the blocking cycles for these metabolites. In this case, the hitting set has size 1 which is better than checking the combination of C with each of the blocking metabolites. 
