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Résumé. L’estimation de quantiles extrêmes demeure un problème statistique majeur.
Dans cette communication, le problème est abordé dans le cadre du modèle “log Weibull-
tail” généralisé, où le logarithme de l’inverse du taux de hasard cumulé est supposé à
variation régulière étendue. Après une discussion sur les conséquences de cette hypothèse,
nous proposons un nouvel estimateur des quantiles extrêmes basé sur ce modèle. La nor-
malité asymptotique dudit estimateur est alors établie et son comportement en pratique
est évalué sur données simulées.
Mots-clés. Estimation de quantiles extrêmes, théorie des valeurs extrêmes, variation
régulière, propriétés asymptotiques
Abstract. Extreme quantile estimation remains a major statistical challenge. In
this communication, the problem is addressed in the framework of the so-called “log-
Generalized Weibull tail limit”, where the logarithm of the inverse cumulative hazard
rate function is supposed to be of extended regular variation. Based on this model, a new
estimator of extreme quantiles is proposed. Its asymptotic normality is established and
its behavior in practice is illustrated on simulated data.
Keywords. Extreme quantiles estimation, extreme-value theory, regular variation,
asymptotic properties
1 Modèle
Soit X une variable aléatoire de fonction de répartition F (·) = P(X ≤ ·) et de fonction
de survie S(·) := 1− F (·). Supposons S(1) = 1 et
S(x) =: exp[−V ←(lnx)], x > 1, (1)
où V est une fonction continue et strictement croissante, avec V ←(·) := inf{y; V (y) ≥ ·}
l’inverse généralisé de V .
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Modèle. La fonction V est supposée être à variation régulière étendue d’indice θ ∈ R.
Plus précisément, il existe une fonction positive a (appelée fonction auxiliaire) telle que,
quel que soit t > 0
lim
x→∞





uθ−1du =: Lθ(t). (2)
La classe des fonctions à variation régulière étendue est notée ERV(θ). Selon [7, Corol-







Une telle fonction V ′ est dite à variation régulière d’indice θ − 1 et cette propriété est
notée V ′ ∈ RV(θ − 1). De plus, sous (3), un choix possible dans (2) est a(t) = tV ′(t). Le
modèle (2) ou (3) est désigné par “log Weibull-tail” généralisé. Ce modèle a été introduit
et développé dans [8, 9, 10].
Propriétés et exemples. En termes de domaine d’attraction (MDA), le résultat sui-
vant est tiré de [1, Proposition 4] :
Lemme 1 Supposons F dérivable.
(i) Si (3) est vérifiée avec θ < 1 alors F ∈ MDA(Gumbel).
(ii) Si F ∈ MDA(Fréchet) alors (3) est vérifiée avec θ = 1.
(iii) Si (3) est vérifiée avec θ > 1 alors F n’appartient à aucun domaine d’attraction.
Le modèle “log Weibull-tail” généralisé avec θ ≤ 1 est donc particulièrement intéressant
dans le sens où il est associé avec la plupart des lois appartenant à MDA(Gumbel) ou
MDA(Fréchet). Le cas θ > 1, qui ne correspond à aucun domaine d’attraction, est quelque
fois cité sous le nom de “super-heavy tails”, voir par exemple [2]. Les exemples suivants
sont tirés de [1, Proposition 3] :
Exemple 1 Soit x∗ := sup{x ≥ 1, F (x) < 1} le point terminal de F et soit F ′ la densité
associée, F ′ étant supposée monotone à l’infini.
(i) Si V ←(ln ·) ∈ RV(1/β), β > 0, alors (3) est vérifiée avec θ = 0. Dans ce cas, F
est appelée une “Weibull tail-distribution”, voir par exemple [5, 6]. Parmi ce type
de lois, on peut citer les lois Normale, Gamma, Exponentielle ou encore Weibull
stricte.
(ii) V ← ∈ RV(1/β), 0 < β < 1 si et seulement si (3) est vérifiée avec θ = β > 0. Ici,
F est appelée une “log-Weibull tail-distribution”, voir [2, 4, 6], la plus populaire
étant la loi lognormale.
(iii) 1 ≤ x∗ <∞ et V ←(lnx∗ + ln(1− 1/·)) ∈ RV−1/β, β < 0 si et seulement si (3) est
vérifiée avec θ = β < 0. Ce cas correspond aux lois qui présentent un comportement
en queue de type Weibull au voisinage d’un point terminal fini.
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2 Inférence
Soient X1, . . . , Xn n copies indépendantes d’une variable aléatoire X de fonction de
survie S donnée par (1). Les statistiques d’ordre associées sont notées X1,n ≤ . . . ≤
Xn,n. Notre but est l’estimation des quantiles extrêmes de F , i.e. Q(u) := S
←(u) =
exp[V (ln(1/u))] quand u→ 0. Deux situations pour le niveau u sont considérées.
Cas intermédiaire. Si u = αn avec αn un niveau intermédiaire satisfaisant αn → 0 et
nαn → ∞ lorsque n → ∞, un estimateur naturel est obtenu en remplaçant Q par son
estimateur empirique Q̂n. Plus précisément, Q(αn) est estimé par
Q̂n(αn) = Xn−bnαnc,n. (4)
Cas extrême. Si u = βn avec βn un niveau extrême tel que nβn → c ≥ 0 lorsque n→
∞, une simple statistique d’ordre ne suffit plus. L’extrapolation au-delà de l’échantillon
est nécessaire. Partant alors d’un niveau intermédiaire αn := kn/n avec kn → ∞ et














où θ̂n et ân[ln(n/kn)] sont des estimateurs de θ et a[ln(n/kn)]. La construction de (5) est
basée sur (2) qui signifie que, pour α proche de 0 et pour tout t > 0,







L’estimateur (5) est alors obtenu en prenant α = kn/n et t = nβn/kn et en remplaçant les
quantités inconnues Q(kn/n), a[ln(n/kn)] et θ par leur estimateur associé. Puisque kn/n
est un niveau intermédiaire, Q(kn/n) est estimé par Q̂n(kn/n) = Xn−kn,n.
Estimation des paramètres. Nous proposons maintenant de nouveaux estimateurs de
























définies pour t > 0, b ∈ N\{0} et ζ < 1. De plus, il est possible de montrer que Ψt est une
fonction décroissante, au moins pour t assez grand, et par conséquent sa réciproque est

































M (1)n . (9)
Nous concluons ce paragraphe en donnant les idées principales qui ont servi à construire
les estimateurs (8) et (9) de θ et a[ln(n/kn)]. L’estimateur (8) est construit dans le même
esprit que l’estimateur des moments proposé par [3]. Sa construction est basée sur les

















En remplaçant alors x := ln(1/α) et t := 1 + ln(s)/ ln(α) dans (10), il vient :







lorsque α→ 0 et ce quel que soit s ∈ (0, 1). En intégrant alors par rapport à s sur (0, 1),












En considérant alors α = kn/n, où kn est une suite intermédiaire telle que kn → ∞ et
kn/n→ 0, et en remplaçant Q par son estimateur empirique Q̂n, nous obtenons l’estima-





[ln2Q(sα)− ln2Q(α)]2 ds ≈ Ψln(1/α)(θ−),
4
lorsque α→ 0. Le remplacement encore une fois de α par kn/n et de Q par son estimateur
empirique nous permet d’exhiber l’estimateur (7) de θ−. Finalement, l’estimateur (9) est








ds ≈ µ1[ln(1/α), θ−],
pour α proche de 0. La substitution de α par kn/n, Q par Q̂n et θ− par θ̂
(M)
n,− donne (9).
3 Propriétés des estimateurs
D’un point de vue théorique, des résultats de normalité asymptotique seront présentés
pour chacun des estimateurs (4)-(9). D’un point de vue pratique, on comparera sur des
données simulées l’estimateur (5) avec l’estimateur proposé dans [9].
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