On the global null controllability of a Navier–Stokes system with Navier slip boundary conditions  by Chapouly, Marianne
J. Differential Equations 247 (2009) 2094–2123Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
On the global null controllability of a Navier–Stokes system
with Navier slip boundary conditions
Marianne Chapouly
Univ. Paris-Sud, Laboratoire de Mathématiques d’Orsay, Orsay Cedex, F-91405, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 22 January 2009
Revised 22 May 2009
Available online 23 July 2009
MSC:
35Q30
76D05
93B05
93C10
Keywords:
Global controllability
Navier–Stokes system
In this paper, we deal with a two-dimensional Navier–Stokes sys-
tem in a rectangle with Navier slip boundary conditions on the
horizontal sides. We establish the global null controllability of the
system by controlling the normal component and the vorticity of
the velocity on the vertical sides. The linearized control system
around zero is controllable but one does not know how to deduce
global controllability results for the nonlinear system. Our proof
uses the return method together with a local exact controllability
result by Fursikov and Imanuvilov.
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1. Statement of the result
Let L > 0 and let Ω := (0, L) × (−1,1). Let Γ be the boundary of Ω and let Γ0 be the subset
of Γ deﬁned by Γ0 = Γ +0 ∪ Γ −0 with Γ +0 := {x = (x1, x2) ∈ Γ ; x2 = 1} and Γ −0 := {x = (x1, x2) ∈ Γ ;
x2 = −1}. We denote by n the outward unit normal vector ﬁeld on Γ and by τ the unit tangent vector
ﬁeld on Γ such that (τ ,n) is a direct basis of R2. In the following, ∂i denotes the partial derivatives
with respect to xi , i ∈ {1,2}. Moreover, for y = (y1, y2) : (0, T ) × Ω → R2 and z = (z1, z2) : (0, T ) ×
Ω → R2, div y : (0, T ) ×Ω → R is deﬁned by
div y = ∂1 y1 + ∂2 y2
and (y · ∇)z : (0, T ) ×Ω → R2 is deﬁned by
(y · ∇)z = (y1∂1z1 + y2∂2z1, y1∂1z2 + y2∂2z2).
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Navier slip boundary conditions: let T > 0 and let y0 ∈ L2(Ω)2 satisfy
div y0 = 0 in Ω, (1)
y0 · n = 0 on Γ0, (2)
does there exist y = (y1, y2) : (0, T ) ×Ω → R2 and p : (0, T ) ×Ω → R such that
yt −y + (y · ∇)y + ∇p = 0 in (0, T ) ×Ω, (3)
div y = 0 in (0, T ) ×Ω, (4)
y · n = 0 on (0, T ) × Γ0, (5)
∂1 y2 + ∂2 y1 = 0 on (0, T ) × Γ0, (6)
y(0, .) = y0 in Ω, (7)
y(T , .) = 0 in Ω? (8)
If such a (y, p) exists, one says that the Navier–Stokes (NS) control system (3)–(6) is globally null
controllable.
Remark 1. (a) The controls are not apparent in the previous formulation but one can take both y · n
and curl y := ∂1 y2 − ∂2 y1 on Γ \Γ0.
(b) One can note that from the fact that Γ0 is ﬂat, the boundary conditions (5) and (6) are equiv-
alent to the following ones
{
y · n = 0 on (0, T ) × Γ0,
curl y = 0 on (0, T ) × Γ0.
(c) Let us recall that the fact that divu = 0 implies that u · n = 0 makes sense even if u ∈ L2(Ω)2.
Indeed, this comes from the following equalities, which hold for any scalar function φ ∈ C1(Ω¯):
0=
∫
Ω
divu · φ =
∫
Ω
(∂1u1 + ∂2u2)φ
=
∫
∂Ω
(u · n)φ −
∫
Ω
(u1∂1φ + u2∂2φ).
(d) The ﬁrst boundary condition is the slip condition which says that the ﬂuid does not penetrate
the boundary. The second one is a special case of the Navier slip boundary condition [20]. Indeed,
this boundary condition usually takes the following form
σ¯ y · τ + (1− σ¯ )ni(∂ j yi + ∂i y j)τ j = 0 on Γ0, (9)
where σ¯ is a constant in [0,1), n = (n1,n2), τ = (τ1, τ2) and where we have used the usual sum-
mation convention. Note that we consider here the boundary condition (9) with σ¯ = 0 which corre-
sponds to the case where the ﬂuid slips on the wall without friction. This is an appropriate physical
model for some ﬂow problems [12].
2096 M. Chapouly / J. Differential Equations 247 (2009) 2094–2123Fig. 1. Sketch of proof.
Let us now mention some of the previous results regarding our problem. The case of the local
exact controllability to the trajectories for the Navier–Stokes equations with boundary and local dis-
tributed control has been studied by A. Fursikov and O.Yu. Imanuvilov in [11], by O.Yu. Imanuvilov
in [16], by E. Fernández-Cara, S. Guerrero, O.Yu. Imanuvilov and J.-P. Puel in [10] and by S. Guerrero
in [15] in the case of Navier slip boundary conditions. On the other hand, J.-M. Coron in [5] proved
the global approximate controllability for the 2-D Navier–Stokes equations with Navier slip bound-
ary conditions. His proof relies on the ‘return method’ introduced by him in [3] and used by him
in [4,6] and by O. Glass in [13,14] to prove global controllability results for the Euler equation of
incompressible inviscid ﬂuids. Then, in [8], combining results on global approximate controllability
and local controllability results, J.-M. Coron and A. Fursikov obtained the global exact controllability
for the Navier–Stokes system on a 2-D manifold without boundary. More recently, O.Yu. Imanuvilov
and J.-P. Puel have proved in [17] a global controllability result for the 2-D Burgers equation. See
also [7] and the references therein for other applications of the return method to the controllability
of nonlinear partial differential equations.
The main result of the paper is the following:
Theorem 2. The control system (3)–(6) is globally null controllable.
One can note that the linearized system around (0,0) of the control system (3)–(6) is controllable.
Consequently, one can expect that the nonlinear control system is, at least, locally controllable. How-
ever, one does not know how to obtain a global controllability result. To overcome this problem, the
idea is to use the so-called return method which consists in looking for ( y˘, p˘), such that (3)–(6) hold
for y = y˘ and p = p˘,
y˘(0, .) = y˘(T , .) = 0 in Ω
and such that the linearized control system around ( y˘, p˘) has, in some sense, a better controllabil-
ity. Using this method, we obtain a global approximate controllability result (Fig. 1, parts (b)–(d)).
We end the proof of the theorem using a local exact controllability result due to A. Fursikov and
O.Yu. Imanuvilov (see [11]) (Fig. 1, part (e)).
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imate controllability result for the 2-D Navier–Stokes equations with Navier slip boundary conditions.
The main difference between his result and the global approximate controllability result we establish
here remains on the fact that we only need boundary controls whereas J.-M. Coron used controls
acting both on the boundary and on a part of the domain.
2. Preliminary results
2.1. Well posedness and smoothing effect
In this section we recall a result of existence and uniqueness as well as a regularity property for
NS systems that we shall use later. Let T > 0, let S := R/7LZ and let
Ω˜ := S× (−1,1). (10)
From now on, we identify a point x¯ = (x¯1, x¯2) ∈ Ω˜ with its representative x which lives in
Ωˆ := [−3L,4L)× (−1,1) and for commodity, we write x instead of x¯. In the same way, we denote
L2(Ω˜)2 := {y ∈ L2(Ωˆ)2},
H1(Ω˜)2 := {y ∈ H1(Ωˆ)2: y(−3L, x2) = y(4L, x2) for any x2 ∈ (−1,1)},
H2(Ω˜)2 := {y ∈ H2(Ωˆ)2: ∂k1 y(−3L, x2) = ∂k1 y(4L, x2) for any x2 ∈ (−1,1) and k = 0,1},
and, for any 	 ∈ (0,1/2),
H2+	(Ω˜)2 := {y ∈ H2+	(Ωˆ)2: ∂k1 y(−3L, x2) = ∂k1 y(4L, x2) for any x2 ∈ (−1,1) and k = 0,1,2},
H3+	(Ω˜)2 := {y ∈ H3+	(Ωˆ)2: ∂k1 y(−3L, x2) = ∂k1 y(4L, x2) for any x2 ∈ (−1,1) and k = 0,1,2,3}.
We denote by Γ˜ the boundary of Ω˜ . One can note that Γ˜ = Γ˜ + ∪ Γ˜ − with Γ˜ + := {x = (x1, x2) ∈ Ω˜,
x2 = 1} and Γ˜ − := {x = (x1, x2) ∈ Ω˜, x2 = −1}. Let now
H := {y ∈ L2(Ω˜)2, div y = 0 in Ω˜, y · n = 0 on Γ˜ }. (11)
One can prove the following theorem exactly as for the usual Navier–Stokes equations (i.e. with
the usual full Dirichlet boundary conditions) (see e.g. [19, pp. 129–130]).
Theorem 4. For any y0 ∈ H, there exists a unique y ∈ (C0([0, T ], L2(Ω˜))∩ L2(0, T ; H1(Ω˜)))2 solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
yt −y + (y · ∇)y = −∇p in (0, T )× Ω˜,
div y = 0 in (0, T ) × Ω˜,
y · n = 0 on (0, T ) × Γ˜ ,
curl y = 0 on (0, T ) × Γ˜ ,
y(0, .) = y0 in Ω˜,
(12)
for some p ∈ L2(0, T ; L2(Ω˜)) which is also unique up to a function depending only on time.
Then one can also prove the following regularity result (see Appendix A for a sketch of the proof).
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y ∈ C0((0, T ]; H3(Ω˜))2.
Moreover, there exist η > 0 and α > 0 such that for any y0 ∈ H with |y0|L2(Ω˜)2  η, for any t ∈ [T /3,2T /3],
∣∣y(t, .)∣∣H3(Ω˜)2  α
∣∣y0∣∣L2(Ω˜)2 . (13)
2.2. Local null controllability (Fig. 1, part (e))
Let ω ⊂ Ω˜ be deﬁned by
ω := {x ∈ Ω˜, −5L/2< x1 < −L/2 and −1/2< x2 < 1/2} (14)
and let 1ω : Ω˜ → R denote the characteristic function of ω, i.e. 1ω(x) := 0 if x ∈ Ω˜\ω, 1ω(x) := 1 if
x ∈ ω. We introduce the following space, usual in the context of problems modelling incompressible
ﬂuids,
W := {y ∈ H1(Ω˜)2, div y = 0 in Ω˜, y · n = 0 on Γ˜ }.
One can prove in a manner similar to the proof of [11, Theorem 1.2, p. 98] the following result.
Proposition 6. For any T > 0 there exists δ > 0 such that for any y˜ ∈ H2(Ω˜)2 ∩ W which satisﬁes
curl y˜ = 0 on Γ˜ ,
and
| y˜|H2(Ω˜)2∩W  δ, (15)
there exists a local distributed control v ∈ L2(0, T /3; L2(Ω˜)) such that the corresponding solution
z ∈ (C0([0, T /3]; L2(Ω˜))∩ L2(0, T /3; H1(Ω˜)))2 to
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
zt −z + (z · ∇)z = −∇pz + v1ω in (0, T /3)× Ω˜,
div z = 0 in (0, T /3)× Ω˜,
z · n = 0 on (0, T /3)× Γ˜ ,
curl z = 0 on (0, T /3)× Γ˜ ,
z(0, .) = y˜ in Ω˜
(16)
exists and satisﬁes
z(T /3, x) = 0 in Ω˜,
for some pz ∈ L2(0, T /3; L2(Ω˜)).
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Let T > 0. We assume for the moment that the following proposition holds.
Proposition 7. For any 	 > 0, for any y0 ∈ L2(Ω)2 which satisﬁes (1)–(2), there exists δ0 ∈ (0, T /3) and there
exists
(y, p) ∈ (C0([0, δ0]; L2(Ω))∩ L2(0, δ0; H1(Ω)))2 × L2(0, δ0; L2(Ω))
solution of
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
yt −y + (y · ∇)y = −∇p in (0, δ0)×Ω,
div y = 0 in (0, δ0)×Ω,
y · n = 0 on (0, δ0)× Γ0,
curl y = 0 on (0, δ0)× Γ0,
y(0, .) = y0 in Ω,
(17)
which moreover satisﬁes
∣∣y(δ0, .)∣∣L2(Ω)2  	. (18)
Before beginning the proof of Theorem 2, let us prove the following useful lemma.
Lemma 8. There exists a continuous linear operator Π which extends any function y0 ∈ Hs(Ω)2 which satis-
ﬁes (1) and (2) by a function Π(y0) ∈ Hs(Ω˜)2 ∩ H and any function y ∈ C0([0, T ]; Hs(Ω))2 which satisﬁes
(4) and (5) by a function Π(y) ∈ C0([0, T ]; Hs(Ω˜))2 which satisﬁes divΠ(y) = 0 in Ω˜ and Π(y) · n = 0
on Γ˜ , for any s ∈ [0,3]. If y0 ∈ Hs(Ω)2 (resp. y ∈ C0([0, T ]; Hs(Ω))2), for any s ∈ (2,3], moreover satisﬁes
curl y0 = 0 on Γ0 (resp. curl y = 0 on (0, T ) × Γ0) then curl(Π(y0)) = 0 on Γ˜ (resp. curl(Π(y)) = 0 on
(0, T ) × Γ˜ ). Furthermore, this operator Π can be constructed such that
curl
(
Π
(
y0
))= 0 in (−3L,−L/4) × (−1,1) ∪ (2L,4L) × (−1,1) (19)
(resp.
curl
(
Π(y)
)= 0 in (−3L,−L/4) × (−1,1) ∪ (2L,4L) × (−1,1)), (20)
for any y0 ∈ Hs(Ω)2 which satisﬁes (1) and (2) (resp. y ∈ C0([0, T ]; Hs(Ω))2 which satisﬁes (4) and (5)) and
for any s ∈ (2,3]. Finally, for any s ∈ [0,3], there exists Cs > 0 such that
∣∣Π(y0)∣∣Hs(Ω˜)2  Cs
∣∣y0∣∣Hs(Ω)2 (21)
(resp.
∣∣Π(y)∣∣C0([0,T ];Hs(Ω˜))2  Cs|y|C0([0,T ];Hs(Ω))2), (22)
for any y0 ∈ Hs(Ω)2 (resp. y ∈ C0([0, T ]; Hs(Ω))2).
Proof. Let s ∈ [0,3]. For simplicity, we prove Lemma 8 in the case where y0 ∈ Hs(Ω)2 satisﬁes
(1)–(2). The case where y ∈ C0([0, T ]; Hs(Ω))2 satisﬁes (4) and (5) will follow, taking (Π y)(t, .) =
Π(y(t, .)). From (1) and the fact that Ω is simply connected, there exists a unique φ ∈ Hs+1(Ω) such
that
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Ω
φ = 0, (24)
where we denote ∇⊥ := (∂2,−∂1). The ﬁrst step consists in the extension of φ to a larger domain. To
this aim, we recall the following result.
Lemma 9. The two following systems
⎧⎪⎪⎨
⎪⎪⎩
c0 + c1 + c2 + c3 = 1,
−c0 − 2c1 − 4c2 − 8c3 = 1,
c0 + 4c1 + 16c2 + 64c3 = 1,
−c0 − 8c1 − 64c2 − 512c3 = 1
(25)
and
⎧⎪⎪⎨
⎪⎪⎩
d0 + d1 + d2 + d3 = 1,
d0 + 2d1 + 4d2 + 8d3 = 1,
d0 + 4d1 + 16d2 + 64d3 = 1,
d0 + 8d1 + 64d2 + 512d3 = 1
(26)
have respectively one and only one solution (ci)0i3 ∈ R4 and (di)0i3 ∈ R4 .
Proof. One recognizes two Vandermonde’ systems. 
Then, let φˆ ∈ Hs+1((−L/4,5L/4) × (−1,1)) be deﬁned by
φˆ
(
(x1, x2)
) :=
⎧⎪⎨
⎪⎩
∑3
i=0 ciφ((−2i x1, x2)) if (x1, x2) ∈ (−L/4,0) × (−1,1),
φ((x1, x2)) if (x1, x2) ∈ (0, L) × (−1,1),∑3
i=0 diφ((2i(x1 − L), x2)) if (x1, x2) ∈ (L,5L/4) × (−1,1).
(27)
One easily sees that the fact that φˆ ∈ Hs+1((−L/4,5L/4)× (−1,1)) comes from Lemma 9. We use the
same process several times in order to obtain a function that we still denote by φˆ but which is now
deﬁned on (−3L,4L) × (−1,1). Thus, we have constructed φˆ ∈ Hs+1((−3L,4L) × (−1,1)) such that
φˆ ≡ φ on Ω . Now, from (2) and (23), there exist c0 and c1 ∈ R such that
φ(x) = c0, x ∈ Γ +0 , (28)
φ(x) = c1, x ∈ Γ −0 . (29)
Let
θ(x) := c0 − c1
2
x2 + c0 + c1
2
, x = (x1, x2) ∈ (−3L,4L) × (−1,1) (30)
and let χ ∈ C∞([−3L,4L]) satisfy
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χ(x1) = 1 if x1 ∈[−L/16,17L/16], (32)
χ(x1) = 0 if x1 ∈[−3L,−L/8] ∪ [9L/8,4L]. (33)
We ﬁnally deﬁne φ˜ on Ω˜ by
φ˜(x) := χ(x1)φˆ(x)+
(
1−χ(x1)
)
θ(x) for any x ∈ Ω˜.
Using (27)–(33), one easily sees that φ˜ ∈ Hs+1(Ω˜) and that
φ˜ = φ in Ω,
φ˜ = c0 on Γ˜ +,
φ˜ = c1 on Γ˜ −,
φ˜ = 0 in (−3L,−L/8) × (−1,1)∪ (9L/8,4L) × (−1,1).
Consequently, if we deﬁne Π(y0) by
Π
(
y0
) := ∇⊥φ˜
it follows that Π(y0) ∈ Hs(Ω˜) ∩ H, where H is deﬁned by (11) and also that Π(y0) = y0 in Ω . One
can note that the linearity of Π comes from (24). The end of the proof of Lemma 8 follows easily
from the construction of Π . 
Let us now end the proof of Theorem 2. Let y0 ∈ L2(Ω)2 satisfy (1)–(2), let η be deﬁned in Propo-
sition 5 and let δ be deﬁned by (15). We denote by
	 := min(δ,η). (34)
From Proposition 7, there exists δ0 ∈ (0, T /3) and there exists a solution y of (17) which satisﬁes
∣∣y(δ0, .)∣∣L2(Ω)2  	/(C0α), (35)
where α is deﬁned in Proposition 5 and C0 is deﬁned in Lemma 8.
Let yˇ be the solution of
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
yˇt − yˇ + ( yˇ · ∇) yˇ = −∇ pˇ in
(
0,
2T
3
− δ0
)
× Ω˜,
div yˇ = 0 in
(
0,
2T
3
− δ0
)
× Ω˜,
yˇ · n = 0 on
(
0,
2T
3
− δ0
)
× Γ˜ ,
curl yˇ = 0 on
(
0,
2T
3
− δ0
)
× Γ˜ ,
yˇ(0, .) = Π(y(δ , .)) in Ω˜,0
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∣∣∣∣ yˇ
(
2T
3
− δ0, .
)∣∣∣∣
H2(Ω˜)2
 	. (36)
Then, from Proposition 6 and (34), there exist a control v and a solution z to (16) with initial condi-
tion y˜ := yˇ( 2T3 − δ0, .). Let now (Y , P ) be deﬁned on (0, T ) ×Ω by
Y (t, x) :=
⎧⎨
⎩
y(t, x) if (t, x) ∈ [0, δ0] ×Ω,
yˇ(t − δ0, x) if (t, x) ∈ [δ0,2T /3] ×Ω,
z(t − 2T /3, x) if (t, x) ∈ [2T /3, T ] ×Ω
and
P (t, x) :=
⎧⎨
⎩
p(t, x) if (t, x) ∈ [0, δ0] ×Ω,
pˇ(t − δ0, x) if (t, x) ∈ [δ0,2T /3] ×Ω,
pz(t − 2T /3, x) if (t, x) ∈ [2T /3, T ] ×Ω.
One easily deduces from the previous computations and the fact that ω∩Ω = ∅ (see (14)) that (Y , P )
is solution of
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Yt −Y + (Y · ∇)Y = −∇ P in (0, T ) ×Ω,
div Y = 0 in (0, T )×Ω,
Y · n = 0 on (0, T ) × Γ0,
curl Y = 0 on (0, T ) × Γ0,
Y (0, .) = y0 in Ω,
Y (T , .) = 0 in Ω.
This ends the proof of Theorem 2.
4. Proof of Proposition 7
The proof of this proposition relies on the return method. We need to ﬁnd a solution of our NS
control system with ‘good’ controllability properties around it. This trajectory ( y˘, p˘) consists in three
pieces (see Fig. 1). Let us brieﬂy explain our choice. We ﬁrst introduce a positive constant c whose
value will be ﬁxed later on. Then
( y¯, p¯) := ((c,0),0) (37)
is obviously solution of the system (3)–(6). It corresponds to the second piece of the trajectory ( y˘, p˘)
(Fig. 1, part (c)). The ﬁrst piece (Fig. 1, part (b)) relies (0,0) to y¯ whereas the third and last piece
(Fig. 1, part (d)) relies y¯ to (0,0). Both are chosen independent with respect to the space variable. We
will not verify the exact controllability of the linearized system around ( y˘, p˘)—which indeed holds—
but we will directly prove that for a good choice of the constant c, our hopes were justiﬁed, that
is, using this particular trajectory, we can prove a suitable approximate controllability result for our
nonlinear NS control system.
We have the following lemma that says that we only have to prove Proposition 7 in the case of a
regular initial condition (Fig. 1, part (a)).
M. Chapouly / J. Differential Equations 247 (2009) 2094–2123 2103Lemma 10. Proposition 7 holds if the following property holds
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
For any 	 > 0, for any z0 ∈ H3(Ω˜)2 ∩ H, there exists δ˜0 ∈ (0, T /6) and there exists
(y, p) ∈ (C0([0, δ˜0]; L2(Ω))∩ L2(0, δ˜0; H1(Ω)))2 × L2(0, δ˜0; L2(Ω)) solution of
yt −y + (y · ∇)y = −∇p in (0, δ˜0)×Ω,
div y = 0 in (0, δ˜0)×Ω,
y · n = 0 on (0, δ˜0)× Γ0,
curl y = 0 on (0, δ˜0)× Γ0,
y(0, .) = z0 in Ω,
and which satisﬁes
∣∣y(δ˜0, .)∣∣L2(Ω)2  	.
(38)
Proof. Let y0 ∈ L2(Ω)2 satisfy (1)–(2). From Proposition 5, the solution ( y˜, p˜) of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y˜t − y˜ + ( y˜ · ∇) y˜ = −∇ p˜ in (0, T )× Ω˜,
div y˜ = 0 in (0, T ) × Ω˜,
y˜ · n = 0 on (0, T )× Γ˜ ,
curl y = 0 on (0, T ) × Γ˜ ,
y˜(0, .) = Π(y0) in Ω˜,
where Π is deﬁned in Lemma 8, satisﬁes y˜ ∈ C0((0, T ]; H3(Ω˜))2. We now apply property (38) for
z0 := y˜(T /6, .) ∈ H3(Ω˜)2. There exists δ˜0 ∈ (0, T /6) and there exists (y, p) deﬁned on (0, δ˜0) × Ω
such that |y(δ˜0, .)|L2(Ω)2  	. This ends the proof of Lemma 10 since T /6+ δ˜0 < T /3. 
Thus instead of proving Proposition 7, we will prove property (38).
4.1. First step: Construction of a trajectory of NS which starts at y0 and arrives close to y¯ (Fig. 1, part (b))
Lemma 11. There exists K > 0 such that for any y0 ∈ H3(Ω˜)2 ∩ H, there exists c˜ > 0, such that for any c  c˜,
there exist T2 ∈ (0, T /18), δ1 ∈ (0, T2), φ˜ ∈ C∞([0, T2] × ¯˜Ω) such that
φ˜(t, x) = 0, (t, x) ∈ [0, T2] × Ω¯, (39)
and a solution
(y, p) ∈ (C0([0, T2]; L2(Ω˜))∩ L2(0, T2; H1(Ω˜)))2 × L2(0, T2; L2(Ω˜))
of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
yt −y + (y · ∇)y = −∇p + φ˜ in (0, T2)× Ω˜,
div y = 0 in (0, T2)× Ω˜,
y · n = 0 on (0, T2)× Γ˜ ,
curl y = 0 on (0, T2)× Γ˜ ,
y(0, .) = y0 in Ω˜,
(40)
such that
∣∣y(δ1, .)− y¯∣∣H17/8(Ω˜)2  Kc3/4, (41)
where y¯ is deﬁned by (37).
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satisfy the following conditions
f (0, x) = ft(T2/2, x) = 0, x ∈ Ω˜,
f (t, x) = (c,0), (t, x) ∈ [T2/2] × Ω˜.
The simplest way to do this consists in looking for a quadratic in time function. Let us be more
precise. Let φ ∈ C∞([−3L;4L]) be a non-negative function which vanishes in a neighborhood of −3L
and 4L and is such that
φ ≡ 0 in Ω¯, (42)
4L∫
−3L
φ = 1. (43)
We introduce ( f , p f ) deﬁned on (0, T2)× Ω˜ by
f (t, x) :=
{
( 4cT2
t(1− tT2 ),0) if t ∈ [0, T2/2],
(c,0) if t ∈ [T2/2, T2]
(44)
and
p f (t, x) :=
{ 4c
T2
(1− 2tT2 )(7L
∫ x1
−3L φ(s)ds − x1) if t ∈ [0, T2/2],
0 if t ∈ [T2/2, T2].
One easily sees that
(
f , p f
) ∈ (C0([0, T2]; L2(Ω˜))∩ L2(0, T2; H1(Ω˜)))2 × L2(0, T2; L2(Ω˜))
satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ft − f + ( f · ∇) f = −∇p f + 7L ftφ(x1) in (0, T2)× Ω˜,
div f = 0 in (0, T2)× Ω˜,
f · n = 0 on (0, T2)× Γ˜ ,
curl f = 0 on (0, T2)× Γ˜ ,
f (0, .) = 0 in Ω˜,
f (t, .) = y¯ in (T2/2, T2)× Ω˜.
(45)
Let now (Y , P ) ∈ (C0([0, T2]; L2(Ω˜))∩ L2(0, T2; H1(Ω˜)))2 × L2(0, T2; L2(Ω˜)) be solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Yt −Y + (Y · ∇)Y + ( f · ∇)Y = −∇ P in (0, T2)× Ω˜,
div Y = 0 in (0, T2)× Ω˜,
Y · n = 0 on (0, T2)× Γ˜ ,
curl Y = 0 on (0, T2)× Γ˜ ,
Y (0, .) = y0 in Ω˜,
(46)
for some P ∈ L2(0, T2; L2(Ω˜)). Our aim is to estimate the norm of Y (t, .), t ∈ (0, T2), in some well
chosen space. Indeed, as one shall see later, if one then deﬁnes y := f + Y , one sees ﬁrstly that y is
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that for any time t ∈ (T2/2, T2), one obtains from the deﬁnition of f (see in particular the last line of
(45)) and the estimation to be made on |Y (t, .)| an estimation of |y(t, .) − y¯(t, .)| in the same space.
Consequently, we begin with multiplying the ﬁrst equation in (46) by 2Y and integrate on Ω˜ . We get
that
2
∫
Ω˜
Y Yt − 2
∫
Ω˜
YY + 2
∫
Ω˜
Y (Y · ∇)Y + 2
∫
Ω˜
Y ( f · ∇)Y = −2
∫
Ω˜
Y∇ P .
Using integrations by parts together with (46), we obtain
d
dt
∫
Ω˜
|Y |2 + 2
∫
Ω˜
|∇Y |2 + 2
∫
Ω
Y ( f · ∇)Y = 0. (47)
Moreover,
2
∫
Ω˜
Y ( f · ∇)Y  | f |L∞(Ω˜)2
(
1
	
∫
Ω˜
|Y |2 + 	
∫
Ω˜
|∇Y |2
)
. (48)
Taking 	 = 1/| f |L∞(Ω˜)2 , using (44), (47) and (48), we get that for any time t ∈ (0, T2],
d
dt
∣∣Y (t, .)∣∣2L2(Ω˜)2  Cc2
∣∣Y (t, .)∣∣2L2(Ω˜)2 ,
where, above and until the end, C denotes various positive constants that depend only on Ω˜. Conse-
quently, we deduce from Gronwall’s lemma that for any time t ∈ (0, T2],
∣∣Y (t, .)∣∣2L2(Ω˜)2 
∣∣Y (0, .)∣∣2L2(Ω˜)2eCc2t .
Let us now introduce ω := curl Y = ∂1Y2 − ∂2Y1. From (46), ω satisﬁes the following system,
⎧⎨
⎩
ωt −ω + (Y · ∇)ω + ( f · ∇)ω = 0 in (0, T2)× Ω˜,
ω = 0 on (0, T2)× Γ˜ ,
ω(0, .) = curl y0 in Ω˜.
(49)
We multiply the ﬁrst equation of (49) by 2ω and integrate on Ω˜ . Using an integration by parts we
obtain
d
dt
∫
Ω˜
|ω|2 + 2
∫
Ω˜
|∇ω|2 = 0,
i.e., for any time t ∈ (0, T2],
∣∣ω(t, .)∣∣2L2(Ω˜) + 2|∇ω|2L2(0,t;L2(Ω˜)) =
∣∣ω(0, .)∣∣2L2(Ω˜). (50)
Consequently,
ω ∈ L∞(0, T2; L2(Ω˜))∩ L2(0, T2; H10(Ω˜)).
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H2(Ω˜))2 and
|Y |L2(0,T2;H2(Ω˜))2  C |Y |L2(0,T2;L2(Ω˜))2 . (51)
Then, if we now multiply the ﬁrst equation of (49) by 2ωt and integrate on Ω˜ , we get
2
∫
Ω˜
|ωt |2 − 2
∫
Ω˜
ωωt + 2
∫
Ω˜
(Y · ∇)ωωt + 2
∫
Ω˜
( f · ∇)ωωt = 0.
Using an integration by parts and the fact that ω = 0 on the boundary, we compute
−2
∫
Ω˜
ωωt = d
dt
∫
Ω˜
|∇ω|2.
Moreover,
−2
∫
Ω˜
(Y · ∇)ωωt  2|Y |2L∞(Ω˜)2
∫
Ω˜
|∇ω|2 + 1
2
∫
Ω˜
|ωt |2,
2
∫
Ω˜
( f · ∇)ωωt  2| f |2L∞(Ω˜)2
∫
Ω˜
|∇ω|2 + 1
2
∫
Ω˜
|ωt |2  2c2
∫
Ω˜
|∇ω|2 + 1
2
∫
Ω˜
|ωt |2.
Consequently
∫
Ω˜
|ωt |2 + d
dt
∫
Ω˜
|∇ω|2  2(|Y |2
L∞(Ω˜)2 + c2
) ∫
Ω˜
|∇ω|2.
Multiplying the last inequality by e
−2(∫ s0 |Y |2L∞(Ω˜)2+c2s) , where s ∈ (0, T2], we get
e
−2(∫ s0 |Y (τ ,.)|2L∞(Ω˜)2 dτ+c2s)
∫
Ω˜
∣∣ωt(s, .)∣∣2 + d
ds
(
e
−2(∫ s0 |Y (τ ,.)|2L∞(Ω˜)2 dτ+c2s)
∫
Ω˜
∣∣∇ω(s, .)∣∣2
)
 0.
In particular, for any time t ∈ (0, T2],
t∫
0
e
−2(∫ s0 |Y (τ ,.)|2L∞(Ω˜)2 dτ+c2s)
∫
Ω˜
∣∣ωt(s, .)∣∣2 + e−2(
∫ t
0 |Y (τ ,.)|2L∞(Ω˜)2+c
2t)
∫
Ω˜
∣∣∇ω(t, .)∣∣2 
∫
Ω˜
∣∣∇ω(0, .)∣∣2
and thus,
t∫
0
∫
Ω˜
∣∣ωt(s, .)∣∣2 +
∫
Ω˜
∣∣∇ω(t, .)∣∣2  e2(
∫ t
0 |Y (τ ,.)|2L∞(Ω˜)2+c
2t)
∫
Ω˜
∣∣∇ω(0, .)∣∣2.
Using now (50) and (51) we obtain
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∣∣∇ω(t, .)∣∣2L2(Ω˜)2 
∣∣∇ω(0, .)∣∣2L2(Ω˜)2e2(c
2t+C ∫ t0 |Y |2H2(Ω˜)2 )

∣∣∇ω(0, .)∣∣2L2(Ω˜)2e2(c
2t+C ∫ t0 |Y |2L2(Ω˜)2 )

∣∣∇ω(0, .)∣∣2L2(Ω˜)2e2(c
2t+C ∫ t0 |∇ω|2L2(Ω˜)2 )

∣∣∇ω(0, .)∣∣2L2(Ω˜)2e2c
2t+C |ω(0,.)|2
L2(Ω˜)2 , (52)
for any time t ∈ (0, T2] and we deduce from (52) that
ω ∈ H1(0, T2; L2(Ω˜))∩ L∞(0, T2; H10(Ω˜))
and thus (see Lemma 18),
Y ∈ (H1(0, T2; H1(Ω˜))∩ L∞(0, T2; H2(Ω˜)))2
with the following estimate
|Y |2
(H1(0,T2;H1(Ω˜))∩L∞(0,T2;H2(Ω˜)))2  C
∣∣∇ω(0, .)∣∣2L2(Ω˜)2e2c
2T2+C |ω(0,.)|2L2(Ω˜)2 .
From the last inequality, if we take
c max
(
1,
∣∣y0∣∣2H3(Ω˜)2eC |y
0|2
H3(Ω˜)2
)
(53)
and
T2 min
(
T
18
,
1
2c2
)
,
then
|Y |(L∞(0,T2;H2(Ω˜))∩H1(0,T2;H1(Ω˜)))2  C
√
c. (54)
The following step consists in proving that ω ∈ L2(0, T2; H2(Ω˜)). To this aim, we rewrite (49) in the
following way
⎧⎨
⎩
−ω = −ωt − (Y · ∇)ω − ( f · ∇)ω in (0, T2)× Ω˜,
ω = 0 on (0, T2)× Γ˜ ,
ω(0, .) = curl y0 in Ω˜,
(55)
and we note, that, from (52), ωt ∈ L2(0, T2; L2(Ω˜)), from (52) and the fact that
∣∣(Y · ∇)ω∣∣L∞(0,T2;L2(Ω˜))  C |Y |L∞(0,T2;H2(Ω˜))|∇ω|L∞(0,T2;L2(Ω˜)),∣∣( f · ∇)ω∣∣ ∞ 2 ˜  C | f |L∞((0,T )×Ω˜)|∇ω|L∞(0,T ;L2(Ω˜)),L (0,T2;L (Ω)) 2 2
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L2(Ω˜)) and from the boundary condition in (55) and using a classical result about the Dirichlet prob-
lem, we obtain that
ω ∈ L2(0, T2; H2(Ω˜))
with the following estimate
|ω|L2(0,T2;H2(Ω˜))  Kc3/2 (56)
(let us remember that we have already chosen c  1 (see (53))). Let now h := ωt . From (49), h is
solution of
⎧⎪⎨
⎪⎩
ht −h = −(Yt · ∇)ω − (Y · ∇)h + ( ft · ∇)ω + ( f · ∇)h in (0, T2)× Ω˜,
h = 0 on (0, T2)× Γ˜ ,
h(0, .) = ω(0, .) − (Y (0, .) · ∇)ω(0, .) in Ω˜.
(57)
Since Y (0, .) ∈ H3(Ω˜)2, then h(0, .) ∈ L2(Ω˜)2. Let us now verify that the right member of the
ﬁrst equation of (57) belongs to L2(0, T2; H−1(Ω˜))2. Firstly, since Yt ∈ L2(0, T2; H1(Ω˜))2 and ∇ω ∈
L∞(0, T2; L2(Ω˜))2, then
(Yt · ∇)ω ∈ L2
(
0, T2; H−1(Ω˜)
)
.
Next, Y ∈ L∞(0, T2; H2(Ω˜))2 and ∇h ∈ L2(0, T2; H−1(Ω˜)) give
(Y · ∇)h ∈ L2(0, T2; H−1(Ω˜)).
Finally, the same arguments prove that
( ft · ∇)ω ∈ L2
(
0, T2; H−1(Ω˜)
)
and that
( f · ∇)h ∈ L2(0, T2; H−1(Ω˜)).
Now, a classical result on the heat equation gives that h ∈ L2(0, T2; H10(Ω˜)) with the following esti-
mate (remember (44), (53) and (54))
|h|L2(0,T2;H10(Ω˜))  C
(∣∣y0∣∣H3(Ω˜)2 + |Y |(H1(0,T2;H1(Ω˜))∩L∞(0,T2;H2(Ω˜)))2 |ω|H1(0,T2;L2(Ω˜))∩L∞(0,T2;H10(Ω˜))
+ | f |(H1(0,T2;H1(Ω˜))∩L∞(0,T2;H2(Ω˜)))2 |ω|H1(0,T2;L2(Ω˜))∩L∞(0,T2;H10(Ω˜))
)
 C
(
c3/2 + c)
 Cc3/2.
Thus
ω ∈ H1(0, T2; H10(Ω˜))
with the following estimate
|ω|H1(0,T ;H1(Ω˜))  Kc3/2. (58)2 0
M. Chapouly / J. Differential Equations 247 (2009) 2094–2123 2109Thus,
Y ∈ H1(0, T2; H2(Ω˜))2 (59)
and
|Y |H1(0,T2;H2(Ω˜))2  Kc3/2. (60)
Using our last computations, we prove easily using the same arguments as above that the right mem-
ber of (55) actually belongs to L2(0, T2; H1(Ω˜)) and we get that
ω ∈ L2(0, T2; H3(Ω˜))
with the following estimate,
|ω|L2(0,T2;H3(Ω˜))  Kc5/2. (61)
Consequently,
Y ∈ L2(0, T2; H4(Ω˜))2 (62)
and
|Y |L2(0,T2;H4(Ω˜))2  Kc5/2. (63)
We recall the following result that one can ﬁnd in [9].
Lemma 12. (See [9, Theorem 4, p. 288].) Let
1
2
min
(
T
18
,
1
Cc2
,
1
2c2
)
 T2 min
(
T
18
,
1
Cc2
,
1
2c2
)
(64)
and X := (L2(0, T2; H4(Ω˜))∩ H1(0, T2; H2(Ω˜)))2 equipped with the norm
|y|X := |y|L2(0,T2;H4(Ω˜))2 + |y|H1(0,T2;H2(Ω˜))2 .
Suppose that y ∈ X. Then y ∈ C0([0, T2]; H3(Ω˜))2 and
max
{∣∣y(t, .)∣∣H3(Ω˜)2 , t ∈ [0, T2]} C |y|X ,
the constant C depending only on L and not on T2 satisfying (64).
As a consequence of this lemma together with (59) and (62), we obtain that
Y ∈ L∞(0, T2; H3(Ω˜))2
and from (60) and (63),
|Y |L∞(0,T ;H3(Ω˜))2  Kc5/2. (65)2
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(65) that Y ∈ L∞(0, T2; H17/8(Ω˜)) and
|Y |L∞(0,T2;H17/8(Ω˜))2  Kc3/4.
Finally, we deduce from the last inequality that for any δ1 ∈ (T2/2, T2)
∣∣Y (δ1, .)∣∣H17/8(Ω˜)2  Kc3/4. (66)
Let now y := f + Y . It follows from (45) and (46) that y is solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
yt −y + (y · ∇)y = ∇ P − ∇p f + 7L ftφ(x1) in (0, T2)× Ω˜,
div y = 0 in (0, T2)× Ω˜,
y · n = 0 on (0, T2)× Γ˜ ,
curl y = 0 on (0, T2)× Γ˜ ,
y(0, .) = y0 in Ω˜
and from (45) and (66),
∣∣y(δ1, .) − y¯∣∣H17/8(Ω˜)2  Kc3/4. 
4.2. Second step: Where the controllability of the Euler equation is used (Fig. 1, part (c))
This part is in a way the most important part of the proof of Proposition 7. We follow the strategy
introduced by J.-M. Coron in [5], then used by J.-M. Coron and A. Fursikov in [8] and more recently by
M. Chapouly in [1] and [2]. That is, we consider that for small times and ﬁxed states, the nonlinear
term (y · ∇)y is a key term compared to the linear term −y. Consequently, we use the Euler
equation of incompressible inviscid ﬂuids to ‘approach’ our Navier–Stokes control system. Our aim
is to get closer to y¯. Proposition 13 states more precisely that starting from an initial condition close
to y¯ up to O (c3/4), we can arrive in a small time δc close to y¯ up to O (c−1/4).
Proposition 13. There exist c1 > max(72L/T , (18/T )1/3) and M1 > 0 such that for any c  c1, there exists
δc > 0 such that for any z0 ∈ H17/8(Ω˜)2 ∩ H which satisﬁes
curl z0 = 0 on Γ˜ ,
∣∣z0 − y¯∣∣H17/8(Ω˜)2  KC17/8c3/4, (67)
where C17/8 is deﬁned in Lemma 8 and K is deﬁned in Lemma 11, and
curl z0 = 0 in (−3L,−L/4) × (−1,1),
there exists a solution
(
Z , P Z
) ∈ (C0([0, δc]; L2(Ω))∩ L2(0, δc; H1(Ω)))2 × L2(0, δc; L2(Ω))
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Zt −Z + (Z · ∇)Z = −∇ P Z in (0, δc)×Ω,
div Z = 0 in (0, δc)×Ω,
Z · n = 0 on (0, δc)× Γ0,
curl Z = 0 on (0, δc)× Γ0,
Z(0, .) = z0 in Ω,
(68)
which moreover satisﬁes
∣∣Z(δc, .)− y¯∣∣L2(Ω)2  M1c1/4 . (69)
Proof. This proof is divided in two steps. First, we construct a solution zˇ of the Euler equation whose
vorticity vanishes in Ω at time t = 2L/c. Then we construct another solution of the Euler equation
which brings zˇ(2L/c, .) to (0,0) in time 1/c3. These two steps can be seen as the null controllability
of Euler equation on the domain Ω . These solutions of the Euler equation will allow us to construct
in two steps a solution of (68) which satisﬁes (69).
First step. Let us assume for the moment that the following proposition holds.
Proposition 14. There exist c0 > 0 and M0 > 0 such that for any c  c0 , for any z˜ ∈ H17/8(Ω˜)2 ∩ H which
satisﬁes
curl z˜ = 0 on Γ˜ ,
|z˜|H17/8(Ω˜)2  KC17/8c3/4, (70)
where C17/8 is deﬁned in Lemma 8 and K is deﬁned in Lemma 11, and
curl z˜ = 0 in (−3L,−L/4) × (−1,1), (71)
there exists a solution
(
zˇ, pˇz
) ∈ (C0([0,2L/c]; L2(Ω˜))∩ L2(0,2L/c; H1(Ω˜)))2 × L2(0,2L/c; L2(Ω˜))
to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
zˇt +
(
( y¯ + zˇ) · ∇)zˇ = −∇ pˇz in
(
0,
2L
c
)
× Ω˜,
div zˇ = 0 in
(
0,
2L
c
)
× Ω˜,
zˇ · n = 0 on
(
0,
2L
c
)
× Γ˜ ,
zˇ(0, .) = z˜ in Ω˜,
curl zˇ
(
2L
c
, .
)
= 0 in Ω.
(72)
Moreover, zˇ ∈ C0([0,2L/c]; H17/8(Ω˜))2 and
|zˇ|C0([0,2L/c];H17/8(Ω˜))2  M0c3/4. (73)
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curl z0 = 0 on Γ˜
and
∣∣z0 − y¯∣∣H17/8(Ω˜)2  KC17/8c3/4,
where K is deﬁned in Lemma 11 and C17/8 is deﬁned in Lemma 8 and such that
curl z0 = 0 in (−3L,−L/2) × (−1,1).
Let
z˜ := z0 − y¯. (74)
Since z˜ satisﬁes the hypothesis of Proposition 14, we can apply this proposition and deﬁne
zˇ ∈ C0([0,2L/c]; H17/8(Ω˜))2 as a solution of (72). One can note that from (70) and (72),
curl zˇ = 0 on (0,2L/c) × Γ˜ . (75)
We follow a strategy similar to the one used in the ﬁrst step of the proof of Proposition 7. We ﬁrst
deﬁne
R ∈ (C0([0,2L/c]; L2(Ω˜))∩ L2(0,2L/c; H1(Ω˜)))2
as the solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Rt −R + (R · ∇)R + (R · ∇)zˇ + ( y¯ · ∇)R + (zˇ · ∇)R −zˇ = −∇ P in (0,2L/c)× Ω˜,
div R = 0 in (0,2L/c) × Ω˜,
R · n = 0 on (0,2L/c)× Γ˜ ,
curl R = − curl zˇ = 0 on (0,2L/c)× Γ˜ ,
R(0, .) = 0 in Ω˜,
(76)
for some P ∈ L2(0,2L/c; L2(Ω˜)). We want to estimate |R(2L/c, .)|L2(Ω˜). Indeed if one deﬁnes z on
(0,2L/c) × Ω by z := R + zˇ + y¯, one shall see later that z is solution of a Navier–Stokes system and
the estimation of |R(2L/c, .)|L2(Ω˜) will provide an estimation of |z(2L/c, .) − zˇ(2L/c, .) − y¯|L2(Ω)2 . We
multiply the ﬁrst equation in (76) by 2R and integrate on Ω˜ . Using the fact that
div R = div zˇ = div y¯ = 0,
that
R · n = zˇ · n = y¯ · n = 0 on Γ˜ ,
and that
curl R = 0 on Γ˜ ,
integrations by parts give
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∫
Ω˜
RR = 2
∫
Ω˜
|∇R|2,
2
∫
Ω˜
R(R · ∇)R = −2
∫
Ω˜
R∇ P = 2
∫
Ω˜
R( y¯ · ∇)R = 2
∫
Ω˜
R(zˇ · ∇)R = 0.
Moreover,
2
∫
Ω˜
R(R · ∇)zˇ C |zˇ|C0([0,T3];H17/8(Ω˜))2
∫
Ω˜
|R|2,
2
∫
Ω˜
Rzˇ 2
(∫
Ω˜
|R|2
)1/2(∫
Ω˜
|zˇ|2
)1/2
.
Consequently, we obtain
d
dt
|R|2
L2(Ω˜)2
+ 2|∇R|2
L2(Ω˜)2
 C |zˇ|C0([0,T3];H17/8(Ω˜))2 |R|2L2(Ω˜)2 + 2|R|L2(Ω˜)2 |zˇ|C0([0,T3];H17/8(Ω˜))2 .
Thus
d
dt
|R|L2(Ω˜)2  C |zˇ|C0([0,T3];H17/8(Ω˜))2 |R|L2(Ω˜)2 + 2|zˇ|C0([0,T3];H17/8(Ω˜))2 .
Using now (73) and applying Gronwall’s lemma, we obtain for c large enough that
∣∣R(2L/c, .)∣∣L2(Ω˜)2  C(exp(c3/42L/c)− 1)
 C
c1/4
. (77)
Let now z ∈ (C0([0,2L/c]; L2(Ω)) ∩ L2(0,2L/c; H1(Ω)))2 be deﬁned by
z(t, x) = R(t, x)+ zˇ(t, x) + y¯(t, x), (t, x) ∈ (0,2L/c) ×Ω. (78)
One easily veriﬁes that z is solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
zt −z + (z · ∇)z = −∇
(
P + pzˇ) in (0,2L/c)×Ω,
div z = 0 in (0,2L/c) ×Ω,
z · n = 0 on (0,2L/c)× Γ0,
curl z = 0 on (0,2L/c)× Γ0,
z(0, .) = z0
(79)
(remember in particular (75)). Moreover, one deduces from (77) and (78) that
∣∣z(2L/c, .) − zˇ(2L/c, .) − y¯∣∣2L2(Ω)2  C1/4 . (80)c
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(72)), and that zˇ(2L/c, .) ∈ H17/8(Ω)2, there exists φ ∈ H25/8(Ω) such that
zˇ(2L/c, .) = ∇φ in Ω. (81)
Let χ ∈ C∞([0,1/c3]) be such that
χ(t) 0, t ∈ [0,1/c3],
χ(0) = 1,
χ
(
1/c3
)= 0
and let u be deﬁned in [0,1/c3] ×Ω by, for any (t, x) ∈ [0,1/c3] ×Ω ,
u(t, x) = χ(t)∇φ(x). (82)
One easily sees that u ∈ C0([0,1/c3]; H17/8(Ω))2 is solution of
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut +
(
( y¯ + u) · ∇)u = −∇pu in (0,1/c3)×Ω,
divu = 0 in (0,1/c3)×Ω,
u · n = 0 on (0,1/c3)× Γ0,
curlu = 0 on (0,1/c3)× Γ0,
u(0, .) = zˇ(2L/c, .) in Ω,
u
(
1/c3, .
)= 0 in Ω,
(83)
where
pu := −χ˙ (t)φ − χ(t)
2
2
|∇φ|2 − cχ(t)∂1φ in
(
0,1/c3
)×Ω.
Using Lemma 8, we can extend u (resp. pu) by Π(u) ∈ C0([0,1/c3]; H17/8(Ω˜))2 (resp. by Π(pu) ∈
L2(0,1/c3; L2(Ω˜))). Let us recall that since
curlu = 0 on (0,1/c3)× Γ0,
then
curlΠ(u) = 0 on (0,1/c3)× Γ˜ .
We denote
f := Π(u)t +
((
y¯ +Π(u)) · ∇)Π(u)+ ∇Π(pu) on (0,1/c3)× Ω˜. (84)
One can note that
f ≡ 0 on (0,1/c3)×Ω (85)
(see (83)). Let now
Q ∈ (C0([0,1/c3]; L2(Ω˜))∩ L2(0,1/c3; H1(Ω˜)))2
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Qt −Q + (Q · ∇)Q + (Q · ∇)Π(u)+ ( y¯ · ∇)Q +
(
Π(u) · ∇)Q −Π(u)
= −∇ P Q in (0,1/c3)× Ω˜,
div Q = 0 in (0,1/c3)× Ω˜,
Q · n = 0 on (0,1/c3)× Γ˜ ,
curl Q = − curlΠ(u) = 0 on (0,1/c3)× Γ˜ ,
Q (0, .) = Π(z(2L/c, .))−Π(u)(0, .) − y¯ in Ω˜,
(86)
for some P Q ∈ L2(0,1/c3; L2(Ω˜)) and where Π is deﬁned in Lemma 8, z satisﬁes (79) and u satisﬁes
(83). Using similar estimations as above, (80), (81) and (82), we prove that for c large enough
∣∣Q (1/c3, .)∣∣L2(Ω˜)2  C
(∣∣Q (0, .)∣∣L2(Ω˜)2 + c3/4 1c3
)
 C
c1/4
. (87)
Let δc := 2L/c + 1/c3. We deﬁne now (Z , P Z ) in (0, δc)×Ω by, for any (t, x) ∈ (0, δc)×Ω ,
Z(t, x) :=
{
z(t, x) if t ∈ [0,2L/c],
Q (t − 2L/c, x) +Π(u)(t − 2L/c, .) + y¯ if t ∈ [2L/c, δc] (88)
and
P Z (t, x) :=
{
P (t, x) + pz(t, x) if t ∈ [0,2L/c],
Π(pu)(t − 2L/c, .)+ P Q (t − 2L/c, .) if t ∈ [2L/c, δc], (89)
where P is deﬁned in (76), (z, pz) is solution of (79), (u, pu) is solution of (83) and (Q , P Q ) is
solution of (86). Then from (79), (83)–(89),
(
Z , P Z
) ∈ (C0([0, δc]; L2(Ω))∩ L2(0, δc; H1(Ω)))2 × L2(0, δc; L2(Ω))
satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Zt −Z + (Z · ∇)Z = −∇ P Z in (0, δc)×Ω,
div Z = 0 in (0, δc)×Ω,
Z · n = 0 on (0, δc)× Γ0,
curl Z = 0 on (0, δc)× Γ0,
Z(0, .) = z0 in Ω,∣∣Z(δc, .) − y¯∣∣L2(Ω)2  M1/c1/4.
(90)
This ends the proof of Proposition 13. 
It remains to prove Proposition 14.
Proof of Proposition 14. This is a consequence of the following lemma:
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curl yˆ0 = 0 in (−3L,−L/4) × (−1,1) (91)
and such that | yˆ0|H17/8(Ω˜)2 < 	 , there exists ( yˆ, pˆ) solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
yˆt +
(
( ˆ¯y + yˆ) · ∇) yˆ = −∇ pˆ in (0,1)× Ω˜,
div yˆ = 0 in (0,1)× Ω˜,
yˆ · n = 0 on (0,1)× Γ˜ ,
yˆ(0, .) = yˆ0 in Ω˜,
curl yˆ(1, .) = 0 in Ω,
(92)
where we have denoted
( ˆ¯y, ˆ¯p) := ((2L,0),0) in (0,1)× Ω˜. (93)
Moreover yˆ ∈ C0([0,1]; H17/8(Ω˜))2 and
| yˆ|C0([0,1];H17/8(Ω˜))2  β
∣∣ yˆ0∣∣H17/8(Ω˜)2 . (94)
Indeed, let us assume for the moment that this lemma holds. Let c0 := (2LKC17/8/	)4, where C17/8
is deﬁned in Lemma 8, K is deﬁned in Lemma 11 and 	 is deﬁned in Lemma 15 and let c  c0. Let
z0 ∈ H17/8(Ω˜)2 ∩ H be such that |z0|H17/8(Ω˜)2  KC17/8c3/4 and curl z0 = 0 in (−3L,−L/2) × (−1,1).
From Lemma 15, there exists a unique ( yˆ, pˆ) solution of (92) with initial condition yˆ0 := 2Lc z0 in Ω˜ .
We now deﬁne
zˇ(t, x) = c
2L
yˆ
(
ct
2L
, x
)
, (t, x) ∈
(
0,
2L
c
)
× Ω˜,
and
pˇ(t, x) = c
2
4L2
pˆ
(
ct
2L
, x
)
, (t, x) ∈
(
0,
2L
c
)
× Ω˜,
and Proposition 14 follows easily. 
It remains to prove Lemma 15.
Proof of Lemma 15. One can prove in a manner similar to the proof of [19, Theorem 4.1, p. 126], that
there exist 	0 and β > 0 such that for any yˆ0 ∈ H17/8(Ω˜)2 ∩ H such that
∣∣ yˆ0∣∣H17/8(Ω˜)2  	0, (95)
there exists a unique yˆ ∈ C0([0,1]; H17/8(Ω˜))2 solution of
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yˆt +
(
( ˆ¯y + yˆ) · ∇) yˆ = −∇ pˆ in (0,1)× Ω˜,
div yˆ = 0 in (0,1)× Ω˜,
yˆ · n = 0 on (0,1)× Γ˜ ,
ˆ ˆ 0 ˜
(96)y(0, .) = y in Ω,
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| yˆ|C0([0,1];H17/8(Ω˜))2  β
∣∣ yˆ0∣∣H17/8(Ω˜)2 . (97)
Let also yˆ0 ∈ H17/8(Ω˜)2 ∩ H satisfy (91) and
∣∣ yˆ0∣∣H17/8(Ω˜)2 <min(	0, L/(2β)). (98)
It only remains to prove that for any x ∈ Ω ,
curl yˆ(1, x) = 0.
To this aim, we introduce the ﬂow f˜ of the ordinary differential equation ξ˙ = ( ˆ¯y + yˆ)(t, ξ). From the
deﬁnition of Ω˜ (see (10)) and the third equation of (96),
f˜ : [0,1] × [0,1] × Ω˜ → Ω˜.
This ﬂow is solution of
∂ f˜
∂t1
(t1, t2, x) = ( ˆ¯y + yˆ)
(
t1, f˜ (t1, t2, x)
)
, (t1, t2, x) ∈ (0,1)× (0,1)× Ω˜, (99)
f˜ (t2, t2, x) = x, t2 ∈ (0,1), x ∈ Ω˜. (100)
Let us prove the following lemma.
Lemma 16. For any x ∈ Ω, f˜ (0,1, x) ∈ (−3L,−L/2) × (−1,1).
Proof. Let f be the ﬂow of the ordinary differential equation ξ˙ = ˆ¯y(t, ξ). From (93), one computes
easily that for any (t1, t2) ∈ [0,1]2, for any x = (x1, x2) ∈ Ω ,
f1(t1, t2, x) = x1 + (t1 − t2)2L,
f2(t1, t2, x) = x2.
In particular, for any x = (x1, x2) ∈ Ω ,
f1(0,1, x) = x1 − 2L,
f2(0,1, x) = x2.
Thus for any x ∈ Ω ,
−2L < f1(0,1, x) < −L. (101)
From now on, we denote by | f˜ (0,1, x) − f (0,1, x)| := | f˜1(0,1, x) − f1(0,1, x)| + | f˜2(0,1, x) −
f2(0,1, x)|. Then, using (98) we get that for any x ∈ Ω,
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∣∣∣∣∣
0∫
1
( ˆ¯y + yˆ)(s, f˜ (s,1, x))− ˆ¯y(s, f (s,1, x))ds
∣∣∣∣∣

1∫
0
∣∣ yˆ(s, f˜ (s,1, x))∣∣ds
 | yˆ|C0([0,1];H17/8(Ω˜))2
 L
2
. (102)
Consequently, using (101) and (102), it follows that for any x ∈ Ω ,
f˜1(0,1, x) ∈ (−5L/2,−L/2).  (103)
Finally, let us denote by ωˆ := curl yˆ. From the fact that the equation satisﬁed by ωˆ is a transport
equation we get that for any x ∈ Ω˜ ,
ωˆ(1, x) = curl yˆ0( f˜ (0,1, x)) (104)
and thus, from (103) and the fact that yˆ0 satisﬁes (91), we deduce that for any x ∈ Ω,
ωˆ(1, x) = 0. 
4.3. Third step: Construction of a trajectory of NS which starts close to y¯ and arrives close to 0 (Fig. 1, part (d))
One can prove in the same manner as in Lemma 11 that the following lemma holds.
Lemma 17. There exist K˜ > 0 and c2 > 0 such that for any c  c2 , there exist T4 ∈ (0, T /18) and
φˆ ∈ C∞([0, T4] × ¯˜Ω) which satisﬁes
φˆ(t, x) = 0, (t, x) ∈ [0, T4] × Ω¯,
such that for any y˜ ∈ H such that | y˜ − y¯|L2(Ω˜)2  C0M1/c1/4 , where C0 is deﬁned in Lemma 8 and M1 is
deﬁned in Proposition 13, there exists
( y˘, p˘) ∈ (C0([0, T4]; L2(Ω˜))∩ L2(0, T4; H1(Ω˜)))2 × L2(0, T4; L2(Ω˜))
solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y˘t − y˘ + ( y˘ · ∇) y˘ = −∇ p˘ + φˆ in (0, T4)× Ω˜,
div y˘ = 0 in (0, T4)× Ω˜,
y˘ · n = 0 on (0, T4)× Γ˜ ,
curl y˘ = 0 on (0, T4)× Γ˜ ,
y˘(0, .) = y˜ in Ω˜,
(105)
such that
∣∣ y˘(T4, .)∣∣L2(Ω˜)2  K˜/c1/4. (106)
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Let 0< T4  T /18. It suﬃces to introduce this time (g, pg) deﬁned on (0, T4)× Ω˜ by
g(t, x) :=
{
( 4cT4
t(−1+ tT4 ),0) if t ∈ [0, T4/2],
(0,0) if not
and
pg(t, x) :=
{ 4c
T4
(−1+ 2tT4 )(7L
∫ x1
−3L φ(s)ds − x1) if t ∈ [0, T4/2],
0 if not,
where φ was deﬁned in the proof of Lemma 11. One easily sees that (g, pg) satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
gt −g + (g · ∇)g = −∇pg + 7Lgtφ(x1) in (0, T4)× Ω˜,
div g = 0 in (0, T4)× Ω˜,
g · n = 0 on (0, T4)× Γ˜ ,
curl g = 0 on (0, T4)× Γ˜ ,
g(0, .) = y¯ in Ω˜,
g(t, .) = 0 in (T4/2, T4)× Ω˜.
Then if we deﬁne now Y ∈ (C0([0, T4]; L2(Ω˜))∩ L2(0, T4; H1(Ω˜)))2 as the solution of
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Yt −Y + (Y · ∇)Y + (g · ∇)Y = −∇ P in (0, T4)× Ω˜,
div Y = 0 in (0, T4)× Ω˜,
Y · n = 0 on (0, T4)× Γ˜ ,
curl Y = 0 on (0, T4)× Γ˜ ,
Y (0, .) = y˜ − y¯ in Ω˜,
for some P ∈ L2(0, T4; L2(Ω˜)), the same estimations as the ones used in the proof of Lemma 11 give
the result (deﬁne ( y˘, p˘) as
y˘ = g + Y ,
p˘ = pg + P
and see in particular (49)). 
4.4. Fourth step: Proof of Proposition 7
From Lemma 10, we only have to prove that property (38) holds. Let 	 > 0 and let y0 ∈
H3(Ω˜)2∩H . Let c >max((K˜/	)4, c˜, c1, c2), where C0 is deﬁned in Lemma 8, c˜ is deﬁned in Lemma 11,
M1 and c1 are deﬁned in Proposition 13 and K˜ and c2 are deﬁned in Lemma 17. From Lemma 11,
there exist T2 ∈ (0, T /18) and δ1 ∈ (0, T2) and there exists y solution of (40) which satisﬁes (41). Let
now y˜0 := y(δ1, .) in Ω. From Lemma 8, we can extend y˜0 by a function Π( y˜0) ∈ H17/8(Ω˜)2 which
moreover satisﬁes
∣∣Π( y˜0)− y¯∣∣H17/8(Ω˜)2  C17/8
∣∣ y˜0 − y¯∣∣H17/8(Ω)2 .
Then, from Proposition 13 applied for z0 := Π( y˜0) (let us recall that c > c1 and that, since, from the
fourth line of (40), curl y(δ1, .) = 0 on Γ0, then from Lemma 8, curlΠ( y˜0) = 0 on Γ˜ ), there exists a
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z(δc, .) on Ω by a function yˇ0 ∈ L2(Ω˜)2. Finally, since
∣∣ yˇ0 − y¯∣∣L2(Ω˜)2  C0
∣∣z(δc, .)− y¯∣∣L2(Ω)2
 C0M1/
√
c,
applying Lemma 17 with y˜ := yˇ0, we obtain the existence of T4 ∈ (0, T /18) and of a solution yˇ to
(105) which satisﬁes (106), i.e.,
∣∣ yˇ(T4, .)∣∣L2(Ω˜)2  K˜/√c  	. (107)
Let δ˜0 := δ1 + δc + T4  T6. We now deﬁne
(Y , P ) ∈ (C0([0, δ˜0]; L2(Ω))∩ L2(0, δ˜0; H1(Ω)))2 × L2(0, δ˜0; L2(Ω))
by, for any (t, x) ∈ (0, δ˜0)×Ω ,
Y (t, x) :=
⎧⎨
⎩
y(t, x) if t ∈ [0, δ1],
z(t − δ1, x) if t ∈ [δ1, δ1 + δc],
yˇ(t − δ1 − δc, x) if t ∈ [δ1 + δc, δ˜0],
and
P (t, x) :=
⎧⎨
⎩
p(t, x) if t ∈ [0, δ1],
pz(t − δ1, x) if t ∈ [δ1, δ1 + δc],
pˇ(t − δ1 − δc, x) if t ∈ [δ1 + δc, δ˜0].
Then (Y , P ) satisﬁes
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Yt −Y + (Y · ∇)Y = −∇ P in (0, δ˜0)×Ω,
div Y = 0 in (0, δ˜0)×Ω,
Y · n = 0 on (0, δ˜0)× Γ0,
curl Y = 0 on (0, δ˜0)× Γ0,
Y (0, .) = z0 in Ω
and from (107),
∣∣Y (δ˜0, .)∣∣L2(Ω)2  	.
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This appendix is devoted to the proof of Proposition 5. We only give the main details of the proof.
We begin with the following useful lemma
Lemma 18. Let y ∈ (C0([0, T ]; L2(Ω˜))∩ L2(0, T ; H1(Ω˜)))2 be solution of
⎧⎪⎪⎨
⎪⎪⎩
yt −y + (y · ∇)y = −∇p in (0, T )× Ω˜,
div y = 0 in (0, T ) × Ω˜,
y · n = 0 on (0, T ) × Γ˜ ,
curl y = 0 on (0, T ) × Γ˜
(108)
for some p ∈ L2(0, T ; L2(Ω˜)). Let ω := curl y, let q ∈ [1,+∞) and let s  0. If ω ∈ Lq(0, T ; Hs(Ω˜)) then
y ∈ Lq(0, T ; Hs+1(Ω˜))2.
Proof. Since div y = 0 in (0, T ) × Ω˜ and since Ω˜ is simply connected, there exists φ ∈ C0([0, T ];
H1(Ω˜)) such that y = ∇⊥φ in (0, T ) × Ω˜ . From the fact that curl y ∈ Lq(0, T ; Hs(Ω˜)), we get that
φ ∈ Lq(0, T ; Hs(Ω˜)). (109)
From the third equation of (108), we get that
∂1φ = 0,
i.e. there exist c0 and c1 ∈ R such that
φ(x) = c0 on Γ˜ +, (110)
φ(x) = c1 on Γ˜ −. (111)
From (109), (110) and (111), we deduce that φ ∈ Lq(0, T ; Hs+2(Ω˜)) and consequently
y ∈ Lq(0, T ; Hs+1(Ω˜))2. 
We return to the proof of Proposition 5. Let 	 > 0. We introduce a function θ ∈ C∞([0, T ]) such
that
θ(t) = 0 in [0, 	], (112)
θ(t) = 1 in [2	, T ]. (113)
Then ω∗ := θω satisﬁes the following system
⎧⎪⎨
⎪⎩
ω∗t −ω∗ + (y · ∇)ω∗ = θtω in (0, T ) × Ω˜,
ω∗ = 0 on (0, T ) × Γ˜ ,
ω∗(0, .) = 0 on Ω˜.
(114)
Multiplying the ﬁrst equation in (114) by 2ω∗ and integrating by parts, we obtain that
ω∗ ∈ C0([0, T ]; L2(Ω˜))∩ L2(0, T ; H1(Ω˜)). Thus, using (113), we get that
ω ∈ C0([2	, T ]; L2(Ω˜))∩ L2(2	, T ; H1(Ω˜))
2122 M. Chapouly / J. Differential Equations 247 (2009) 2094–2123and from Lemma 18,
y ∈ (C0([2	, T ]; H1(Ω˜))∩ L2(2	, T ; H2(Ω˜)))2. (115)
Let now α ∈ C∞([0, T ]) be such that
α(t) = 0 in [0,2	], (116)
α(t) = 1 in [3	, T ]. (117)
Then ω˜ := αω satisﬁes the following system
⎧⎨
⎩
ω˜t −ω˜ + (y · ∇)ω˜ = αtω in (0, T ) × Ω˜,
ω˜ = 0 on (0, T ) × Γ˜ ,
ω˜(0, .) = 0 on Ω˜.
(118)
We multiply the ﬁrst equation of (118) by −2ω˜ and using integrations by parts and the fact that
y ∈ L2(2	, T ; L∞(Ω˜))2 (see (115)), we get
d
dt
∫
Ω˜
|∇ω˜|2 +
∫
Ω˜
|ω˜|2  2∣∣y(t, .)∣∣2L∞(Ω˜)2
∫
Ω˜
|∇ω˜|2 + C
∫
Ω˜
|ω|2.
Applying now Gronwall’s lemma we get that
ω˜ ∈ C0([2	, T ]; H1(Ω˜))∩ L2(2	, T ; H2(Ω˜)).
Using the ﬁrst equation of (118) and the regularity already known on y and ω˜ we obtain that
ω˜t ∈ L2
(
2	, T ; L2(Ω˜))
and thus ω˜ ∈ H1(2	, T ; L2(Ω˜)). Consequently, from (117),
ω ∈ C0([3	, T ]; H1(Ω˜))∩ L2(3	, T ; H2(Ω˜))∩ H1(3	, T ; L2(Ω˜))
and
y ∈ (C0([3	, T ]; H2(Ω˜))∩ L2(3	, T ; H3(Ω˜))∩ H1(3	, T ; H1(Ω˜)))2.
The next step would be to prove that ω ∈ H1(4	, T ; H1(Ω˜)). This can easily be done introducing a
new function β(t) ∈ C∞([0, T ]) such that
β(t) = 0 in [0,3	],
β(t) = 1 in [4	, T ],
deriving the equation satisﬁed by ωˆ with respect to the time variable (where we have denoted
ωˆ := βω) and using considerations on the heat equation similar to those we used in Section 4.1.
One can easily end the proof of Proposition 5 using the same scheme as before and using similar
estimations as in Section 4.1.
M. Chapouly / J. Differential Equations 247 (2009) 2094–2123 2123References
[1] Marianne Chapouly, Global controllability of nonviscous and viscous Burgers type equations, SIAM J. Control Optim. 48 (3)
(2009) 1567–1599.
[2] Marianne Chapouly, Global controllability of a nonlinear Korteweg–de Vries equation, Commun. Contemp. Math., in press.
[3] Jean-Michel Coron, Global asymptotic stabilization for controllable systems without drift, Math. Control Signals Sys-
tems 5 (3) (1992) 295–312.
[4] Jean-Michel Coron, Contrôlabilité exacte frontière de l’équation d’Euler des ﬂuides parfaits incompressibles bidimension-
nels, C. R. Acad. Sci. Paris Sér. I Math. 317 (3) (1993) 271–276.
[5] Jean-Michel Coron, On the controllability of the 2-D incompressible Navier–Stokes equations with the Navier slip boundary
conditions, ESAIM Control Optim. Calc. Var. 1 (1995/96) 35–75 (electronic).
[6] Jean-Michel Coron, On the controllability of 2-D incompressible perfect ﬂuids, J. Math. Pures Appl. (9) 75 (2) (1996) 155–
188.
[7] Jean-Michel Coron, Control and Nonlinearity, Math. Surveys Monogr., vol. 136, Amer. Math. Soc., Providence, RI, 2007.
[8] Jean-Michel Coron, Andrei V. Fursikov, Global exact controllability of the 2D Navier–Stokes equations on a manifold without
boundary, Russ. J. Math. Phys. 4 (4) (1996) 429–448.
[9] Laurence C. Evans, Partial Differential Equations, Amer. Math. Soc., Providence, RI, 1998.
[10] Enrique Fernández-Cara, Sergio Guerrero, Oleg Yu. Imanuvilov, Jean-Pierre Puel, Local exact controllability of the Navier–
Stokes system, J. Math. Pures Appl. (9) 83 (12) (2004) 1501–1542.
[11] Andrei V. Fursikov, Oleg Yu. Imanuvilov, Controllability of Evolution Equations, Lecture Notes Ser., vol. 34, Seoul National
University Research Institute of Mathematics Global Analysis Center, Seoul, 1996.
[12] Guiseppe Geymonat, Evariste Sanchez-Palencia, On the vanishing viscosity limit to acoustic phenomena in a bounded re-
gion, Arch. Ration. Mech. Anal. 75 (1981) 257–268.
[13] Olivier Glass, Contrôlabilité exacte frontière de l’équation d’Euler des ﬂuides parfaits incompressibles en dimension 3, C. R.
Acad. Sci. Paris Sér. I Math. 325 (9) (1997) 987–992.
[14] Olivier Glass, Exact boundary controllability of 3-D Euler equation, ESAIM Control Optim. Calc. Var. 5 (2000) 1–44 (elec-
tronic).
[15] Sergio Guerrero, Local exact controllability to the trajectories of the Navier–Stokes system with nonlinear Navier-slip
boundary conditions, ESAIM Control Optim. Calc. Var. 12 (3) (2006) 484–544 (electronic).
[16] Oleg Yu. Imanuvilov, Remarks on exact controllability for the Navier–Stokes equations, ESAIM Control Optim. Calc. Var. 6
(2001) 39–72 (electronic).
[17] Oleg Yu. Imanuvilov, Jean-Pierre Puel, On global controllability of 2-D Burgers equation, Discrete Contin. Dyn. Syst. (2008),
in press.
[18] Jacques Louis Lions, Enrico Magenes, Problèmes aux limites non homogènes et applications, vol. 1, Travaux et Recherches
Mathématiques, Dunod, Paris, 1968.
[19] Pierre-Louis Lions, Mathematical Topics in Fluid Mechanics, vol. 1, Oxford Lecture Ser. Math. Appl., 1996.
[20] Charles Louis M.H. Navier, Sur les lois du mouvement des ﬂuides, Mem. Acad. R. Sci. Inst. France 6 (1823) 389–440.
