The decomposition of level-1 irreducible highest weight modules with
  respect to the level-0 actions of the quantum affine algebra
  $U'_q(\hat{sl}_n)$ by Takemura, Kouichi
ar
X
iv
:q
-a
lg
/9
70
60
11
v1
  1
2 
Ju
n 
19
97
THE DECOMPOSITION OF LEVEL–1 IRREDUCIBLE
HIGHEST WEIGHT MODULES WITH RESPECT TO
THE LEVEL–0 ACTIONS OF THE QUANTUM AFFINE
ALGEBRA U ′q(ŝln)
KOUICHI TAKEMURA
Abstract. We decompose the level–1 irreducible highest weight
modules of the quantum affine algebra Uq(ŝln) with respect to the
level–0 U ′
q
(ŝln)–action defined in [11]. The decomposition is pa-
rameterized by the skew Young diagrams of the border strip type.
1. Introduction
In the papers [16] and [11] it was shown that the q-deformed Fock
space module of the quantum affine algebra Uq(ŝln) admits an action
of a new remarkable object – the so-called quantum toroidal algebra
introduced in [4] and [15] as a q-deformation of the universal central
extension of the sln-valued double-loop Lie algebra. The action of the
quantum toroidal algebra on the q-Fock space depends on two param-
eters: the deformation parameter q and an extra parameter p, when
values of these parameters are taken to be generic complex numbers,
the q-Fock space is known to be irreducible with respect to this action.
The quantum toroidal algebra has two subalgebras, U ′q(ŝln)
(1) and
U ′q(ŝln)
(2), both isomorphic to U ′q(ŝln). Accordingly, the q-Fock space
admits two U ′q(ŝln)-actions.
The first of these actions has level 1, and coincides with the action
originally introduced by Hayashi in [5]. The irreducible decomposition
of the q-Fock space with respect to this action was given in [7] by using
the semi-infinite q-wedge construction due to [13].
The second of the U ′q(ŝln)-actions has level 0, the irreducible decom-
position of the q-Fock space with respect to this action was constructed
in [12] at generic values of the parameters q and p.
Kashiwara, Miwa and Stern [7] have shown, that the level-1 action of
U ′q(ŝln) on the q-Fock space is centralized by the action of the Heisen-
berg algebra. In the paper [11] it was proven that the proper ideal of the
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q-Fock space generated by the negative-frequency part of the Heisen-
berg algebra is invariant under the action of the quantum toroidal
algebra provided the value of the parameter p in the latter is set to be
equal to 1. The quotient of the q-Fock space by this ideal is isomorphic
to one of the irreducible level-1 highest weight modules of Uq(ŝln). As
a consequence, each of these modules admits an action of the quantum
toroidal algebra.
The corresponding action of the subalgebra U ′q(ŝln)
(1) is irreducible,
it is just the standard level-1 action on the highest weight irreducible
module of Uq(ŝln). On the other hand, the action of the subalgebra
U ′q(ŝln)
(2) has level 0 and is completely reducible. The construction of
the irreducible decomposition of the level-1 Uq(ŝln)-modules relative to
the level-0 action is the problem which we address in the present paper.
To solve this problem we utilize, as our main tools, the semi-infinite
wedges of [7] and the Non-symmetric Macdonald polynomials of [3].
As a result we obtain a parameterization of the irreducible compo-
nents of the level-0 action by the skew Young diagrams of the border
strip type, proving thereby a q-analogue of the conjecture made in [8]
in the classical setting.
2. The actions of the quantum affine algebra U ′q(ŝln)
2.1. Definition of the quantum affine algebra U ′q(ŝln).
Definition 1. The quantum affine algebra U ′q(ŝln) is the unital asso-
ciative algebra over C with generators Ei, Fi, K
±1
i (i ∈ I := {0, 1, . . . , n−
1}) and the following defining relations:
KiK
−1
i = 1 = K
−1
i Ki, (2.1)
KiKj = KjKi , (2.2)
KiEjK
−1
i = q
aijEj , (2.3)
KiFjK
−1
i = q
−aijFj , (2.4)
[Ei, Fj] = δij
Ki −K
−1
i
q − q−1
, (2.5)
1−aij∑
r=0
(−1)r
[
1− aij
r
]
q
(Ei)
rEj(Ei)
1−aij−r = 0 , i 6= j.
(2.6)
1−aij∑
r=0
(−1)r
[
1− aij
r
]
q
(Fi)
rFj(Fi)
1−aij−r = 0 , i 6= j.
(2.7)
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where [n]q :=
qn − q−n
q − q−1
,
[n
r
]
q
:=
[n]q[n− 1]q . . . [n− r + 1]q
[r]q[r − 1]q . . . [1]q
,
(2.8)
aij =


2 (i = j)
−1 (|i− j| = 1, (i, j) = (1, n), (n, 1))
0 (otherwise)
n ≥ 3,
(2.9)
aij =
{
2 (i = j)
−2 (i 6= j)
n = 2. (2.10)
The coproduct ∆ is given by
∆(Ei) = Ei ⊗Ki + 1⊗Ei, (2.11)
∆(Fi) = Fi ⊗ 1 +K
−1
i ⊗ Fi, (2.12)
∆(Ki) = Ki ⊗Ki. (2.13)
We put c′ := K0K1 . . .Kn−1 in U
′
q(ŝln), then c
′ is the central in
U ′q(ŝln).
2.2. q–wedge product and semi–infinite q–wedge product. The
affine Hecke algebra of type glN , ĤN (q) is a unital associative alge-
bra over C[q±1] with generators T±1i , Y
±1
j , i = 1, 2, . . . , N − 1, j =
1, 2, . . . , N and relations
TiT
−1
i = T
−1
i Ti = 1, (Ti + 1)(Ti − q
2) = 0,
TiTi+1Ti = Ti+1TiTi+1,
TiTj = TjTi if |j − i| > 1,
YiYj = YjYi, T
−1
i YiT
−1
i = q
−2Yi+1
YjTi = TiYj if j 6= i, i+ 1,
The subalgebra HN(q) generated by T
±1
i is isomorphic to the Hecke
algebra of type glN .
Let p ∈ C× and consider the following operators in End(C[z±11 , . . . , z
±1
N ])
gi,j =
q−1zi−qzj
zi−zj
(Ki,j − 1) + q, 1 ≤ i 6= j ≤ N,
Y
(N)
i = g
−1
i,i+1Ki,i+1 · · · g
−1
i,NKi,Np
DiK1,ig1,i · · ·Ki−1,igi−1,i, i = 1, 2, . . . , N,
where Ki,j acts on C[z
±1
1 , . . . , z
±1
N ] by permuting variables zi, zj and p
Di
is the difference operator
pDif(z1, . . . , zi, . . . , zN) = f(z1, . . . , pzi, . . . , zN), f ∈ C[z
±1
1 , . . . , z
±1
N ].
Then the assignment
Ti 7→
c
Ti = −qg
−1
i,i+1, Yi 7→ q
1−NY
(N)
i (2.14)
defines a right action of ĤN(q) on C[z
±1
1 , . . . , z
±1
N ].
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The commuting difference operators Y
(N)
1 , . . . , Y
(N)
N are called Chered-
nik’s operators.
Moreover, the assignment
Ti 7→
c
Ti = −qg
−1
i,i+1, Yi 7→ z
−1
i (multiplication)
(2.15)
defines another right action of ĤN(q) on C[z
±1
1 , . . . , z
±1
N ].
Remark The actions of −qg−1i,i+1, q
1−NY
(N)
i , z
−1
i are related to the
toroidal Hecke algebra [15] or the double affine Hecke algebra [3].
Let V = Cn, with basis {v1, . . . , vn}. Then ⊗
NV admits a leftHN(q)-
action given by
Ti 7→
s
Ti = 1
⊗i−1 ⊗
s
T ⊗ 1⊗
N−i−1
, where
s
T ∈ End(⊗2V )
(2.16)
and
s
T (vǫ1 ⊗ vǫ2) =


q2vǫ1 ⊗ vǫ2 if ǫ1 = ǫ2,
qvǫ2 ⊗ vǫ1 if ǫ1 < ǫ2,
qvǫ2 ⊗ vǫ1 + (q
2 − 1)vǫ1 ⊗ vǫ2 if ǫ1 > ǫ2.
(2.17)
Let V (z) = C[z±1]⊗V, with basis {zm⊗vǫ},m ∈ Z , ǫ ∈ {1, 2, . . . , n}.
Often it will be convenient to set k = ǫ− nm and uk = z
m ⊗ vǫ. Then
{uk}, k ∈ Z is a basis of V (z). In what follows we will write z
mvǫ
as a short-hand for zm ⊗ vǫ, and use both notations: uk and z
mvǫ
switching between them according to convenience. The two actions
of the Hecke algebra are naturally extended on the tensor product
C[z±11 , . . . , z
±1
N ]⊗ (⊗
NV ) so that
c
T i acts trivially on ⊗
NV and
s
T i acts
trivially on C[z±11 , . . . , z
±1
N ]. The vector space ⊗
NV (z) is identified with
C[z±11 , . . . , z
±1
N ]⊗ (⊗
NV ) and the q-wedge product [7] is defined as the
following quotient space:
∧N V (z) = ⊗NV (z)/
N−1∑
i=1
Ker
(
c
T i + q
2(
s
T i)
−1
)
.
(2.18)
Let Λ : ⊗NV (z)→ ∧NV (z) be the quotient map specified by (2.18).
The image of a pure tensor uk1 ⊗ uk2 ⊗ · · · ⊗ ukN under this map is
called a wedge and is denoted by
uk1 ∧ uk2 ∧ · · · ∧ ukN := Λ(uk1 ⊗ uk2 ⊗ · · · ⊗ ukN ).
(2.19)
A wedge is normally ordered if k1 > k2 > · · · > kN . In [7] it is proven
that normally ordered wedges form a basis in ∧NV (z).
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Let us now define the semi-infinite q–wedge product ∧
∞
2 V (z) and
for any integer M its subspace FM , following [7].
Let⊗
∞
2 V (z) be the space spanned by the vectors uk1⊗uk2⊗. . . , (ki+1 =
ki − 1, i >> 1). We define the space ∧
∞
2 V (z) as the quotient of
⊗
∞
2 V (z):
∧
∞
2 V (z) := ⊗
∞
2 V (z)/
∞∑
i=1
Ker
(
c
T i + q
2(
s
T i)
−1
)
.
(2.20)
Let Λ : ⊗
∞
2 V (z) → ∧
∞
2 V (z) be the quotient map specified by (2.20).
The image of a pure tensor uk1 ⊗ uk2 ⊗ . . . under this map is called a
semi-infinite wedge and is denoted by
uk1 ∧ uk2 ∧ · · · := Λ(uk1 ⊗ uk2 ⊗ . . . ). (2.21)
A semi-infinite wedge is normally ordered if k1 > k2 > · · · and ki+1 =
ki − 1 (i >> 1). In [7] it is proven that normally ordered semi-infinite
wedges form a basis in ∧
∞
2 V (z).
Let UM be the subspace of ⊗
∞
2 V (z) spanned by the vectors uk1 ⊗
uk2 ⊗ . . . , (ki = M − i + 1, i >> 1). Let FM be the quotient space
of UM defined by the map (2.21). Then FM is a subspace of ∧
∞
2 V (z),
and the vectors uk1 ∧uk2 ∧ . . . , (k1 > k2 > · · · , ki =M − i+1, i >> 1)
form a basis of FM . We will call the space FM the q–deformed Fock
space.
2.3. Actions of the quantum affine algebra on the q–wedge
product. We will define two actions of U ′q(ŝln) on the space ∧
NV (z).
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The first one is defined as follows.
Ei(m⊗ v) =
N∑
j=1
m⊗Ei,i+1j K
i
j+1 . . .K
i
Nv, (2.22)
Fi(m⊗ v) =
N∑
j=1
m⊗ (Ki1)
−1 . . . (Kij−1)
−1Ei+1,ij v, (2.23)
Ki(m⊗ v) = m⊗K
i
1K
i
2 . . .K
i
Nv, (i = 1, 2, . . . , n− 1)
(2.24)
E0(m⊗ v) =
N∑
j=1
mY −1j ⊗E
n,1
j K
0
j+1 . . .K
0
Nv, (2.25)
F0(m⊗ v) =
N∑
j=1
mYj ⊗ (K
0
1)
−1 . . . (K0j−1)
−1E1,nj v, (2.26)
K0 = (K1K2 · · ·Kn−1)
−1. (2.27)
Here Ei,kj = 1
⊗j−1⊗Ei,k⊗1⊗
N−j
, where Ei,k ∈ End(V ) is the matrix unit
in the basis v1, . . . , vn, andK
i
j = q
E
i,i
j
−Ei+1,i+1
j , K0j = (K
1
jK
2
j · · ·K
n−1
j )
−1.
We will denote this action by U
(N)
0 . Note that it is well defined on
the quotient space ∧NV (z) in view of the relations of the affine Hecke
algebra.
The second one is defined as follows.
E0(m⊗ v) =
N∑
j=1
mzj ⊗E
n,1
j K
0
j+1 . . .K
0
Nv,
(2.28)
F0(m⊗ v) =
N∑
j=1
mz−1j ⊗ (K
0
1 )
−1 . . . (K0j−1)
−1E1,nj v.
(2.29)
The actions of other generators are the same as in (2.22–2.24, 2.27).
We will denote this action by U
(N)
1 . Again, this action is well defined
on the quotient space ∧NV (z) in view of the relations of the affine
Hecke algebra.
2.4. Level–0 action of the quantum affine algebra on the q–
deformed Fock space. We will define a level-0 action of U ′q(ŝln) on
FM (M ∈ Z) following the paper [12, 11].
Let e := (ǫ1, ǫ2, . . . , ǫN ) where ǫi ∈ {1, 2, . . . , n}. For a sequence e
we set
ve := vǫ1 ⊗ vǫ2 ⊗ · · · ⊗ vǫN (∈ ⊗
N
C
n). (2.30)
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A sequence m := (m1, m2, . . . , mN) from Z
N is called n-strict if it
contains no more than n equal elements of any given value. Let us
define the sets MnN and E(m) by
MnN := {m = (m1, m2, . . . , mN) ∈ Z
N | m1 ≤ m2 ≤ · · · ≤ mN , m is n-strict },
(2.31)
and for m ∈MnN
E(m) := {e = (ǫ1, ǫ2, . . . , ǫN) ∈ {1, 2, . . . , n}
N | ǫi > ǫi+1 for all i s.t. mi = mi+1 }.
(2.32)
In these notations the set
{w(m, e) := Λ(zm ⊗ ve) = z
m1vǫ1 ∧ z
m2vǫ2 ∧ · · · ∧ z
mN vǫN | m ∈M
n
N , e ∈ E(m)}.
(2.33)
is nothing but the base of the normally ordered wedges in ∧NV (z). We
will use the notation w(m, e) exclusively for normally ordered wedges.
Similarly for a semi-infinite wedge w = uk1 ∧ uk2 ∧ . . . = z
m1vǫ1 ∧
zm2vǫ2 ∧ . . . , such that w ∈ FM , the semi-infinite sequences m =
(m1, m2, . . . ) and e = (ǫ1, ǫ2, . . . ) are defined by ki = ǫi − nmi,
ǫi ∈ {1, 2, . . . , n}, mi ∈ Z. In particular the m- and e- sequences of the
vacuum vector in FM will be denoted by m
0 and e0:
|M〉 = uM ∧ uM−1 ∧ uM−2 ∧ . . . = z
m01vǫ01 ∧ z
m02vǫ02 ∧ z
m03vǫ03 ∧ · · · .
(2.34)
The Fock space FM is Z≥0-graded. For any semi-infinite wedge w =
uk1 ∧ uk2 ∧ . . . = z
m1vǫ1 ∧ z
m2vǫ2 ∧ . . . ∈ FM the degree |w| is defined
by
|w| =
∑
i≥1
m0i −mi. (2.35)
Let us denote by F kM ⊂ FM the homogeneous component of degree k.
We will define a level–0 action of U ′q(ŝln) on the Fock space FM in
such a way that each homogeneous component F kM will be invariant
with respect to this action. Throughout this section we fix an integer
M and s ∈ {0, 1, 2, . . . , n− 1} such that M = s mod n.
Let l be a non-negative integer and define V s+nlM ⊂ ∧
s+nlV (z) as
follows:
V s+nlM =
⊕
m∈Mn
s+nl,e∈E(m)
ms+nl≤m
0
s+nl
Cw(m, e). (2.36)
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The vector space V s+nlM has a grading similar to the grading of the
Fock space FM . In this case the degree |w| of a wedge w = uk1 ∧ uk2 ∧
· · · ∧ uks+nl = z
m1vǫ1 ∧ z
m2vǫ2 ∧ · · · ∧ z
ms+nlvǫs+nl ∈ V
s+nl
M is defined by
|w| =
s+nl∑
i=1
m0i −mi. (2.37)
The degree is a non-negative integer, and for k ∈ Z≥0 we denote by
V s+nl,kM the homogeneous component of degree k.
The following result is contained in the paper [12]:
Proposition 1. For each k ∈ Z≥0 the homogeneous component V
s+nl,k
M
⊂ ∧s+nlV (z) is invariant under the U ′q(ŝln)-action U
(s+nl)
0 defined in
section 2.3.
We have |ρM,kl (w)| = |w| and hence ρ
M,k
l : V
s+nl,k
M → F
k
M for all
k ∈ Z≥0. In the paper [11] the following propositions are shown.
Proposition 2. When l ≥ k the map ρM,kl is an isomorphism of vector
spaces.
Proposition 3. For each triple of non-negative integers k, l,m such
that k ≤ l < m the map ρM,kl,m : V
s+nl,k
M → V
s+nm,k
M , defined for any w
∈ V s+nl,kM by
ρM,kl,m (w) = w ∧ uM−s−nl ∧ uM−s−nl−1 ∧ · · · ∧ uM−s−nm+1,
(2.38)
is an isomorphism of the U ′q(ŝln)-modules.
We define on the vector space F kM a level–0 action of U
′
q(ŝln) by using
Propositions 2 and 3:
Definition 2. The vector space F kM is a level-0 module of U
′
q(ŝln) with
the action U0 defined by
U0 = ρ
M,k
l U
(s+nl)
0 ρ
M,k
l
−1
where l ≥ k. (2.39)
This definition does not depend on the choice of l as long as l is
greater or equal to k. Since we have
FM =
⊕
k≥0
F kM (2.40)
the level-0 action U0 extends to the entire Fock space FM .
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2.5. Level–1 action of the quantum affine algebra on the q–
deformed Fock space. In this section we review the level–1 action
of U ′q(ŝln) on the Fock space FM [7].
First we define the action of U ′q(ŝln) (generated by Ei, Fi, Ki,
i = 0, . . . , n− 1) on the vector |M ′〉 as follows.
Ei|M
′〉 = 0, (2.41)
Fi|M
′〉 =
{
uM ′+1 ∧ uM ′−1 ∧ uM ′−2 ∧ · · · if i ≡M
′ mod n;
0 otherwise,
(2.42)
Ki|M
′〉 =
{
q|M ′〉 if i ≡M ′ mod n;
|M ′〉 otherwise,
(2.43)
For every element v ∈ FM , there exists N such that
v = v(N) ∧ |M −N〉, v(N) ∈ ∧NV (z). (2.44)
We define the actions of Ei, Fi, Ki, i = 0, . . . , n − 1 on the vector v
as follows.
Eiv := Eiv
(N) ∧Ki|M −N〉 + v
(N) ∧ Ei|M −N〉, (2.45)
Fiv := Fiv
(N) ∧ |M −N〉+K−1i v
(N) ∧ FiM −N〉, (2.46)
Kiv := Kiv
(N) ∧Ki|M −N〉. (2.47)
The actions of Ei, Fi, Ki, i = 0, . . . , n− 1 on v
(N) are determined in
Section 2.3. The definition of the actions on v does not depend on N
and is well–defined, and we can easily check that the U ′q(ŝln)-module
defined in this section is level-1. We will use the notation U1 for this
U ′q(ŝln)-action on the Fock space.
Remark The two actions U0 and U1 appear as the representations of
the subalgebras of the quantum toroidal algebra. For details, see [11].
2.6. The p = 1 case. In the paper [7] it was demonstrated that the
Fock space FM admits an action of the Heisenberg algebra H which
commutes with the level-1 action U1 of the algebra U
′
q(ŝln). The Heisen-
berg algebra is a unital C-algebra generated by elements 1, Ba with
a ∈ Z6=0 which are subject to relations
[Ba, Bb] = δa+b,0a
1− q2na
1− q2a
. (2.48)
The Fock space FM is an H-module with the action of the generators
given by [7]
Ba =
∞∑
i=1
zai . (2.49)
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Let C[H−] be the Fock space of H , i.e., C[H−] = C[B−1, B−2, . . . , ].
The element B−a (a = 1, 2, . . . ) acts on C[H−] by multiplication. The
action of Ba (a = 1, 2, . . . ) is given by (2.48) together with the relation
Ba · 1 = 0 for a ≥ 1. (2.50)
Let Λi (i ∈ {0, 1, . . . , n−1}) be the fundamental weights of ŝl
′
n. And
let V (Λi) be the irreducible (level-1) highest weight module of U
′
q(ŝln)
with highest weight vector VΛi and highest weight Λi.
The following results are proven in [7]:
• The action of the Heisenberg algebra on FM and the action U1 of
U ′q(ŝln) commute.
• There is an isomorphism
ιM : FM ∼= V (Λi)⊗ C[H−] (M = i mod n) (2.51)
of U ′q(ŝln)⊗H-modules normalized so that ιM (|M〉) = V (Λi)⊗ 1.
In general the level-0 U ′q(ŝln)-action U0 does not commute with the
Heisenberg algebra. However if we choose the parameter p in U0 in a
special way, then U0 commute with the negative frequency part of H .
Precisely, we have the following proposition, proved in [11]:
Proposition 4. At p = 1 we have
[U0, H−] = 0. (2.52)
LetH ′− be the non-unital subalgebra inH generated byB−1, B−2, . . . .
Proposition 4 allows us to define a level-0 U ′q(ŝln)-module structure on
the irreducible level-1 module V (Λi) (i ∈ {0, 1, . . . , n−1}). Indeed from
this proposition it follows that the subspace
H ′−FM ⊂ FM (2.53)
is invariant with respect to the action U0 at p = 1 and therefore a
level-0 action of U ′q(ŝln) is defined on the quotient space
FM/(H
′
−FM) (2.54)
which in view of (2.51) is isomorphic to V (Λi) with i ≡M mod n.
3. Skew Young diagrams and the level–0 representations
of U ′q(ŝln)
3.1. Skew Young diagrams. Let us recall, following the book [10],
the definitions of the skew (Young) diagrams, their semi-standard tableaux
and the associated skew Schur functions.
Let λ, µ be partitions i.e. sequences of non–negative integers. We
assume λi ≥ µi for all possible i, and if µj < i ≤ λj then we draw a
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✻
❄
m1
✻
❄
m2 ✻
❄
m3
✻
❄
m4
❄
y
✲x
Figure 1. λ = (4, 4, 2, 2, 1), µ = (3, 1, 1).
square whose edges are (i − 1, j − 1), (i − 1, j), (i, j) and (i, j − 1).
(For example, see Figure 1.) This diagram is called a skew (Young)
diagram and is denoted as λ \ µ. We define the degree of the skew
Young diagram λ \ µ as |λ \ µ| =
∑
i(λi − µi).
A skew diagram is called a border strip if it is connected and contains
no 2 × 2 blocks of boxes. Let 〈m1, . . . , mr〉 denote the border strip of
r columns such that the length of i–th column (from the right) is mi.
(Figure 1)
A semi–standard tableau (s.s.t.) of the skew diagram λ\µ is obtained
by inscribing integers 1, 2, . . . , n in each square of the skew diagram.
The rule of the semi–standard tableau is as follows. The numbers are
strictly increasing along the column and weakly increasing along the
row. For each semi–standard tableau T , let ni(T ) be the multiplicity
of i in T.
Definition 3. For each skew diagram λ \ µ, the skew Schur function
sλ\µ is defined as follows.
sλ\µ(z) =
∑
T
z
n1(T )
1 z
n2(T )
2 . . . z
nN (T )
N . (3.1)
Here the summmation is over the set of semi–standard tableaux of the
skew diagram λ \ µ.
3.2. The level–0 representations of U ′q(ŝln) associated with the
skew diagrams. Fix a skew diagram λ \ µ of the border strip type
and degree N . We put a number (1, . . . , N) on each box such that if
l > k then xl > xk or (xl = xk and yl > yk), where (x, y) is a box
contained in the skew diagram, and set al = −2xl+2yl+a (a is fixed).
(Figure 2)
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a + 2
a + 4
a + 6
a
a− 4
a− 2
✕
✕
✕
✕
✕
✕1
2
3
4
5
6
❄
y
✲x
Figure 2. The case 〈2, 1, 3〉.
On the space ⊗NV , we define the evaluation action π
(N)
a1,...,aN of U
′
q(ŝln)
π(N)a1,...,aN (Ei) =
N∑
j=1
Ei,i+1j K
i
j+1 . . .K
i
N , (3.2)
π(N)a1,...,aN (Fi) =
N∑
j=1
(Ki1)
−1 . . . (Kij−1)
−1Ei+1,ij , (3.3)
π(N)a1,...,aN (Ki) = K
i
1K
i
2 . . . K
i
N , (i = 1, 2, . . . , n− 1) (3.4)
π(N)a1,...,aN (E0) =
N∑
j=1
qajEn,1j K
0
j+1 . . .K
0
N , (3.5)
π(N)a1,...,aN (F0) =
N∑
j=1
q−aj (K01)
−1 . . . (K0j−1)
−1E1,nj , (3.6)
π(N)a1,...,aN (K0) = (π
(N)
a1,...,aN
(K1K2 · · ·Kn−1))
−1, (3.7)
and on the same space, we consider the following operators:
Ri,j(x) =
xS−1i,j − Si,j
x− 1
Pi,j, Rˇi,j(x) =
xS−1i,j − Si,j
x− 1
, (3.8)
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where Pi,j(· · ·⊗
i
u ⊗ · · ·⊗
j
v ⊗ . . . ) = · · ·⊗
i
v ⊗ · · ·⊗
j
u ⊗ . . . . We
define
Rλ\µ =
∏
1≤i<j≤N
Ri,j(q
ai−aj ), (3.9)
R¯λ\µ =
∏
1≤i<j≤N
Rj,i(q
ai−aj ), (3.10)
Rˇλ\µ =
∏
1≤i<j≤N
RˇN+i−j,N+i−j+1(q
ai−aj ), (3.11)
where (i, j) is on the right to (i′, j′) in the product if i < i′ or (j < j′
and i = i′). As a special case of [2] Proposition 1.5., we have
Proposition 5 ([2]). The subspace ImRλ\µ(⊗
NV )(= ImRˇλ\µ(⊗
NV ))
with the action π
(N)
a1,...,aN is an irreducible U
′
q(ŝln)–module, and the map
Rˇλ\µ : (π
(N)
aN ,...,a1 , ⊗
NV/ Ker R¯λ\µ) = (π
(N)
aN ,...,a1 , ⊗
NV/ Ker Rˇλ\µ)) →
(π
(N)
a1,...,aN , Im Rˇλ\µ) is an isomorphism of the U
′
q(ŝln)–modules.
Remark In [2], this proposition is proved in the U ′q(ĝln)–module case
and the normalizations of q and x are different. The irreducibility as
the U ′q(ŝln)–module follows from the result of [1].
3.3. Character formulas. Let Λi (i = 1, . . . , n−1) be the fundamen-
tal weights of sln and let ǫi = Λi−Λi−1 (i = 1, . . . , n) with Λ0 = Λn := 0.
The subalgebra of U ′q(ŝln) generated by Ei, Fi, K
±
i (i = 1, . . . n− 1)
is isomorphic to the algebra Uq(sln). In the paper [8] the sln–character
of the irreducible Y (sln)–representation associated with a skew diagram
was shown to be given by the corresponding skew Schur function. This
result is immediately generalized to the q-deformed situation. Precisely
we have
Proposition 6 ([8]). The skew Schur function sλ\µ(z) where zi = e
ǫi
is equal to the Uq(sln)-character of the irreducible U
′
q(ŝln)–module de-
scribed by Proposition 5.
As a corollary we get
Corollary 1. The dimension of the space ImRλ\µ ⊂ (⊗
NV ) is equal
to the total number of the semi–standard tableaux of the skew diagram
λ \ µ.
Let V (Λk) be the level–1 irreducible module of Uq(ŝln) whose highest
weight is the k–th fundamental weight Λk of ŝl
′
n. We set ch(V (Λk)) =
14 KOUICHI TAKEMURA∑
i,λ(dimVλ,i)e
λqi, where Vλ,i is the weight subspace with Uq(sln)-weight
λ and homogeneous degree i. The following proposition is proved in [8].
Proposition 7 ([8]). Setting zi = e
ǫi we have
ch(V (Λk)) = q
1−n
24
− k(n−k)
2n
∑
θ∈BS
|θ|≡k mod n
q
1
2n
|θ|(n−|θ|)+t(θ)sθ(z).
(3.12)
where BS is the set of all the border strips θ = 〈m1, . . . , mr〉 and t(θ) =∑r−1
i=1 (r − i)mi with mr < n.
Note that if mi > n for some i, then the skew Schur function
sθ is equal to 0, moreover, for the border strip of the form θl =
〈m1, . . . , mr,
l︷ ︸︸ ︷
n, . . . n〉 the number 1
2n
|θl|(n − |θl|) + t(θl) does not de-
pend on l.
4. Non–symmetric Macdonald polynomials and the
decomposition
4.1. Non–symmetric Macdonald polynomials. We will define the
non–symmetric Macdonald polynomials as the joint eigenfunctions of
the Cherednik’s operators Y
(N)
i (i = 1, . . . , N) [14, 12]. It will be
convenient for our purposes to label these polynomials by the set of
pairs (λ, σ) which we now describe.
Let M˜N be the a set of all non–decreasing sequences of integers
λ = (λ1 , λ2 , . . . , λN), and let M˜
n
N be the subset of M˜N which consists
of all n–strict non–decreasing sequences (cf. Section 2.4). For each
λ ∈ M˜N we set |λ| :=
∑N
i=1 λi. For λ, µ ∈ M˜N such that |λ| = |µ| we
define the dominance (partial) ordering:
λ  µ ⇔
i∑
j=1
λj ≥
i∑
j=1
µj (i ∈ {1, 2, . . . , N}).
(4.1)
Let Sλ ⊂ SN be the set of elements σ such that if λσ(i) = λσ(j) and
σ(i) < σ(j) then i < j. We define the total ordering on Sλ:
σ ≻ σ′ ⇔ the last nonzero element of (λσ(i) − λσ′(i))
N
i=1 is < 0.
(4.2)
Then the following properties are satisfied. (In what follows the σ(i, i+
1) denotes the composition of σ and a transposition (i, i+ 1))
a) Sλ has the unique minimal element with respect to the ordering
(4.2). We denote this element by min. Note that we one has λmin(i) ≤
λmin(i+1) (i = 1, . . . , N − 1).
b) Sλ is connected, i.e. for any σ ∈ Sλ, there exist i1, . . . , ir such
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that if we put σl = σ(i1, i1 + 1) . . . (il, il + 1) then σr = min, σl ∈ S
λ,
σl ≻ σl+1 (l = 1, . . . , r) .
c) Suppose σ ∈ Sλ, then σ(i, i+ 1) ∈ Sλ ⇔ λσ(i) 6= λσ(i+1).
d) If λσ(i) > λσ(i+1) and σ ∈ S
λ then σ ≻ σ(i, i+ 1).
We define the partial ordering of the set {(λ, σ) | λ ∈ M˜N , σ ∈ S
λ}:
(λ, σ) ≻ (λ˜, σ˜) ⇔ |λ| = |λ˜| and
{
λ ≻ λ˜
λ = λ˜, σ ≻ σ˜. (4.3)
Then Y
(N)
i act triangularly on C[z
±1
1 , . . . , z
±1
N ] with respect to this
ordering [14]:
Y
(N)
i z
λσ = ξλi (σ)z
λσ + “lower terms”, (4.4)
ξλi (σ) = p
λσ(i)q2σ(i)−N−1 (σ ∈ Sλ). (4.5)
In the above notation, we identify the ordering of monomials zλ
σ
:=
z
λσ(1)
1 z
λσ(2)
2 . . . z
λσ(N)
N with the ordering on the set of pairs (λ, σ).
For generic q and p the pair (λ, σ) is uniquely determined from the
ordered set (ξλ1 (σ), ξ
λ
2 (σ), . . . ξ
λ
N(σ)):
(λ, σ) 6= (λ˜, σ˜) ⇔ (ξλ1 (σ), ξ
λ
2 (σ), . . . ξ
λ
N(σ)) 6= (ξ
λ˜
1 (σ˜), ξ
λ˜
2 (σ˜), . . . ξ
λ˜
N(σ˜)).
(4.6)
Therefore one can simultaneously diagonalize the operators Y
(N)
i (1 ≤
i ≤ N).
Y
(N)
i Φ
λ
σ(z) = ξ
λ
i (σ)Φ
λ
σ(z), Φ
λ
σ(z) = z
λσ + “lower terms”.
(4.7)
The Laurent polynomial Φλσ(z) is known as the non–symmetric Mac-
donald polynomial.
The action of gi,i+1 on the non–symmetric Macdonald polynomial is
as follows [14].
gi,i+1Φ
λ
σ(z) = Ai(σ)Φ
λ
σ(z) +Bi(σ)Φ
λ
σ(i,i+1)(z), (4.8)
Ai(σ) :=
(q − q−1)x
x− 1
, Bi(σ) :=


q−1{x} (λσ(i) > λσ(i+1));
0 (λσ(i) = λσ(i+1));
q−1 (λσ(i) < λσ(i+1)),(4.9)
{x} :=
(x− q2)(q2x− 1)
(x− 1)2
, x :=
ξλi+1(σ)
ξλi (σ)
. (4.10)
The case p = 1 is not generic. However, from the results of [9] it
follows that the coefficients of Φλσ(z) have no poles at p = 1. Therefore
the non–symmetric Macdonald polynomials Φλσ(z) are still well–defined
at p = 1 and the formulas (4.7–4.10) are still satisfied.
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In what follows we will let Φ˜λσ(z) denote the non–symmetric Mac-
donald polynomial at p = 1. In virtue of the triangularity (4.4) the
non–symmetric Macdonald polynomials Φ˜λσ(z) (λ ∈ M˜N , σ ∈ S
λ) form
a base of C[z±11 , . . . , z
±1
N ]. We put
Eλ =
⊕
σ∈Sλ
CΦ˜λσ(z). (4.11)
Then C[z±11 , . . . , z
±1
N ] = ⊕λE
λ. In Section 4.2 we will use the following
lemma.
Lemma 1. Let e−k =
∑
1≤n1<···<nk≤N
z−1n1 . . . z
−1
nk
. Suppose that λ ∈
M˜N satisfies λi − λi+1 = 0 or 1. Then we have
e−kΦ˜
λ
ς (z) = Φ˜
λ˜
ς (z). (4.12)
Here λ˜ = (λ1, . . . , λN−k, . . . , λN−k+1 − 1, . . . , λN − 1) and ς(∈ S
λ, Sλ˜)
is the minimal element of Sλ.
Proof. By the triangularity of the non–symmetric Macdonald polyno-
mial (4.4), we have
e−kΦ˜
λ
ς (z) = e−k(z
λς +
∑
µ≺λ, σ∈Sµ
cµ,σz
µσ) (4.13)
= zλ˜
ς
+
∑
(µ,σ)≺(λ˜,ς)
c′µ,σz
µσ = Φ˜λ˜ς (z) +
∑
(µ,σ)≺(λ˜,ς)
c′′µ,σΦ˜
µ
σ(z).
At p = 1, the operators Y
(N)
i commute with symmetric Laurent polyno-
mials considered as multiplication operators on C[z±11 , . . . , z
±1
N ]. Hence
we have
Y
(N)
i e−kΦ˜
λ
ς (z) = e−kY
(N)
i Φ˜
λ
ς (z) = q
2ς(i)−N−1e−kΦ˜
λ
ς (z).
(4.14)
The ordered set of eigenvalues {q2σ(i)−N−1}Ni=1 determines the element
σ ∈ Sλ˜ uniquely. Hence (4.13) and (4.14) lead to
e−kΦ˜
λ
ς (z) = Φ˜
λ˜
ς (z) +
∑
µ≺λ˜
c′′µΦ˜
µ
ς (z). (4.15)
Now let us consider any µ which appears in the sum (4.15). If there
exists i(< N − k) such that µi < λi then for j > i we necessarily have
µj < λj because of the assumption λi−λi+1 = 0 or 1 and the fact that
λi < λj implies µi < µj, which follows since ς ∈ S
µ. But µj < λj (j > i)
leads to |λ˜| > |µ| which is in contradiction with µ ≺ λ˜. Thus we have
µi ≥ λi (i < N−k). If µi > λi for some i, then necessarily µ 6 λ˜ which
is again a contradiction. Hence we get µi = λi (i < N − k). By the
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condition µ ≺ λ˜, we have µN−k = λ˜N−k. Because of the assumption on
λ and the fact that λi < λj implies µi < µj , we get µj ≤ λ˜j (j > N−k).
Combining this with |λ˜| = |µ| we conclude that µj = λ˜j ∀j. That is
the second term in the r.h.s. of (4.15) is zero.
4.2. The decomposition. Let us consider the quotient space FM/H
′
−FM
and for each k ≥ 0 its subspace F kM/(H
′
−FM ∩ F
k
M).
It is straightforward to establish the necessary and sufficient con-
dition for the vector ω =
∑
λ
∑
σ∈Sλ Φ˜
λ
σ(z) ⊗ ψ
λ
σ (∈ C[z
±1
1 , . . . , z
±1
N ] ⊗
(⊗NV )) to be equivalent to 0 in the quotient space ∧NV (z). The result
is
∀λ
{
ψλσ(i,i+1) = −Rˇi,i+1(q
2(σ(i)−σ(i+1)))ψλσ , ∀σ s.t. λσ(i) > λσ(i+1);
(q−2S−1i,i+1 − Si,i+1)ψ
λ
σ = 0, ∀σ s.t. λσ(i) = λσ(i+1),(4.16)
where Rˇi,i+1(x) is defined in (3.8). In view of the properties of the set
Sλ, in the space ∧NV (z) we have
Φ˜λσ(z)⊗ ψσ (4.17)
∼ Φ˜λmin(z)⊗ Rˇir ,ir+1(q
2(σr(ir+1)−σr(ir))) . . . Rˇi1,i1+1(q
2(σ1(i1+1)−σ1(i1)))ψσ.
Here we used the notations of Section 4.1.
By the triangularity of the non–symmetric Macdonald polynomial
(4.4) and the relation (4.17), we get
V s+nk,kM =
⊕
λ
(Eλ ⊗ (⊗NV ))/Ω ∩ (Eλ ⊗ (⊗NV ))
(4.18)
=
⊕
λ
(Φ˜λmin(z)⊗ (⊗
NV ))/Ω ∩ (Φ˜λmin(z)⊗ (⊗
NV )),
where the summation is over λ ∈ M˜nN , such that λ1 ≤ m
0
s+nk, |m
0 −
λmin| = k.
Proposition 8. Define the set M˜n,ks+nk as
M˜n,ks+nk = {λ ∈ M˜
n
s+nk| λ1 ≤ m
0
s+nk, |m
0 − λmin| = k and λi − λi+1 = 0 or 1}.
(4.19)
Every vector from the linear space F kM/(H
′
−FM ∩F
k
M) can be expressed
as a linear combination of vectors of the form ∧(Φ˜λmin(z) ⊗ ψ
λ)|M −
s− nk〉, where λ ∈ M˜n,ks+nk and ψ
λ ∈ ⊗NV.
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Proof. By the equation (4.18), it is sufficient to show that ∧(Φ˜λmin(z)⊗
ψλ)|M−s−nk〉 (λ ∈ M˜s+nk, λ1 ≤ m
0
s+nk, |m
0−λmin| = k, ψλ ∈ ⊗NV
) is equivalent to 0 in the space F kM/(H
′
−FM ∩F
k
M ) unless λi−λi+1 = 0
or 1 for all i = 1, . . . , N − 1 . We will prove this by induction with
respect to the ordering of the set M˜s+nk. (Note that if λ is not n–strict
then ∧(Φ˜λmin(z)⊗ ψ
λ) = 0.)
Since λi−λi+1 6= 0, 1 implies that (λ1, . . . , λi−1, λi+1+1, . . . ) is lower
with respect to the ordering of M˜s+nk, the minimal element satisfies
the condition of Proposition 8.
Fix λ and assume that the proposition is proved for all µ such that
µ ≺ λ. Define λ˜ ∈ M˜s+nk as follows:
λi = λi+1 ⇔ λ˜i = λ˜i+1, (4.20)
λ1 = λ˜1, (4.21)
λ˜i 6= λ˜i+1 ⇒ λ˜i = λ˜i+1 + 1. (4.22)
For each positive integer l, define nl = #{i | λ˜i − λi = l}. If nl = 0
for all l(≥ 1) then either ∧(Φ˜λmin(z) ⊗ ψ
λ)|M − s − nk〉 itself satis-
fies the condition of the Proposition 8, or else the element
∏
l≥1B
nl
−l ·
∧(Φ˜λ˜min(z) ⊗ ψλ)|M − s − nk〉 is in H
′
−FM ∩ F
k
M . Expanding the last
element, in the space F kM/(H
′
−FM ∩ F
k
M) we get
∧ (Φ˜λmin(z)⊗ ψ
λ)|M − s− nk〉+
∑
µ≺λ, σ∈Sµ
∧(Φ˜µσ(z)⊗ ψ
µ
σ)|M − s− nk〉 ∼ 0,
(4.23)
for some ψµσ . By (4.17) and the induction assumption the proposition
is proven.
Proposition 9. For each λ ∈ M˜n,ks+nk, define J and rj such that λ1 =
· · · = λrJ > λrJ+1 = · · · = λrJ+rJ−1 > · · · ≥ λr1+···+rJ (=N), then in the
space F kM/(H
′
−FM ∩ F
k
M), for each ψ ∈ ⊗
NV we have
∧ (Φ˜λmin(z)⊗ Ri,i+1(q
2)ψ)|M − s− nk〉 ∼ 0, (λmin(i) = λmin(i+1))
(4.24)
∧ (Φ˜λmin(z)⊗
∏
1≤a≤rj
0≤b≤rj+1−1
Rlj+a,lj+rj+rj+1−b(q
−2(a+b))ψ)|M − s− nk〉 ∼ 0,
(4.25)
where (a, b) is on the right to (a′, b′) in the product if a < a′ or (a = a′
and b < b′), lj =
∑j−1
i=1 rj and l0 = 0.
Proof. The first relation follows from (4.16) and the identity
Im(q2S−1i,i+1 − Si,i+1) = Ker(q
−2S−1i,i+1 − Si,i+1). (4.26)
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Consider the second relation. We define
λ¯ = (λ1, . . . , λrj+1+···+rJ , λ1+rj+1+···+rJ + 1, . . . , λN + 1).
(4.27)
By Lemma 1, the definition of the space F kM/(H
′
−FM ∩ F
k
M) and the
relation (6.51) in [11], we get
f(B−1, . . . , B−(r1+···+rj)) · ∧(Φ˜
λ¯
min(z)⊗ ψ)|M − s− nk〉
(4.28)
= (f(B−1, . . . , B−(r1+···+rj)) · ∧(Φ˜
λ¯
min(z)⊗ ψ))|M − s− nk〉
= ∧(Φ˜λς (z)⊗ ψ)|M − s− nk〉 ∼ 0.
Here f(x1, . . . , xl) is a polynomial such that
f(
N∑
i=1
zi,
N∑
i=1
z2i , . . . ,
N∑
i=1
zli) =
∑
i1<···<il
zi1 . . . zil, (4.29)
and ς ∈ Sλ is the minimal element of Sλ¯.
If we apply the formula (4.17), we get
∧ (Φ˜λmin(z)⊗
∏
0≤a≤rj−1
0≤b≤rj+1−1
Rˇlj+rj+1−b+a,lj+rj+1−b+a+1(q
−2(a+b+1))ψ)|M − s− nk〉 ∼ 0,
(4.30)
where (a, b) on the right to (a′, b′) in the product if a < a′ or (a = a′
and b < b′). Finally, taking into account the relation∏
0≤a≤rj−1
0≤b≤rj+1−1
Rˇlj+rj+1−b+a,lj+rj+1−b+a+1(q
−2(a+b+1)) ·
∏
1≤a≤rj
0≤b≤rj+1−1
Plj+a,lj+rj+rj+1−b
(4.31)
=
∏
1≤a≤rj
0≤b≤rj+1−1
Rlj+a,lj+rj+rj+1−b(q
−2(a+b)),
we obtain (4.25).
With notations of Proposition 9, for each λ ∈ M˜n,ks+nk define the
linear subspace of ⊗NV
V λ =
∑
λmin(i)=λmin(i+1)
ImRi,i+1(q
2) +
J−1∑
j=1
Im(
∏
1≤a≤rj
1≤b≤rj+1−1
Rlj+a,lj+rj+rj+1−b(q
−2(a+b))).
(4.32)
By Proposition 9, we get
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Proposition 10. Consider the map
ψk :
⊕
λ∈M˜n,k
s+nk
Φ˜λmin(z)⊗ (⊗
s+nkV/V λ) → F kM/(H
′
−FM ∩ F
k
M)(4.33)
v 7→ v ∧ |M − s− nk〉.
Define the action of U ′q(ŝln) on the l.h.s. of (4.34) by (2.22-2.27).
Then the map ψk is well-defined, surjective and is a U
′
q(ŝln)–intertwiner.
Proposition 11. Let λ ∈ M˜n,k
s+nk(=N). For any such λ we define J , rj
and lj in the same way as in Proposition 9. Let θ be the border strip
characterized by 〈rJ , rJ−1, . . . , r1〉. We have
⊗N V/V λ = ⊗NV/KerR¯θ. (4.34)
Proof. First we will show that ⊗NV/V λ ⊃ ⊗NV/KerR¯θ. Applying re-
peatedly the Yang–Baxter equation Ra,b(x)Ra,c(xy)Rb,c(y) = Rb,c(y)Ra,c(xy)Ra,b(x),
we can move some special elements to the right in the product
R¯θ = · · ·Ri+1,i(q
−2) = · · ·
∏
1≤a≤rj+1
0≤b≤rj−1
Rlj+rj+a,lj+rj−b(q
2(a+b)),
(4.35)
where (a, b) on the right to (a′, b′) in the product if a < a′ or (a = a′
and b < b′), and λmin(i) = λmin(i+1). By the formula
Rb,a(x)Ra,b(x
−1) =
(x− q2)(x−1q−2 − 1)
(x− 1)(x−1 − 1)
id, (4.36)
we get ⊗NV/V λ ⊃ ⊗NV/KerR¯θ.
Next we will show that ⊗NV/V λ ⊂ ⊗NV/KerR¯θ. We show that the
vectors ⊗Ni=1vei such that ei < ei+1 if λmin(i) = λmin(i+1), ei ≥ ei+1 if
λmin(i) 6= λmin(i+1) span the space ⊗
NV/V λ.
Using the relations Ri′,i′+1(q
2)(⊗Nvei) ∼ 0 (λmin(i′) = λmin(i′+1)) we
find that the set of vectors {⊗Ni=1vei |if λmin(i) = λmin(i+1) then ei < ei+1 }
spans the space ⊗NV/V λ. For each vector of the form ⊗Ni=1vei we define
N˜(⊗Ni=1vei) = #{(i, j)| i < j, ei ≥ ej and λmin(i) 6= λmin(j)}. Consider
the vector ⊗Ni=1vei such that if λmin(i) = λmin(i+1) then ei < ei+1. As-
sume that there is an i such that ei < ei+1 (if λmin(i) 6= λmin(i+1)), then
we get the relation∏
1≤a≤rj
1≤b≤rj+1−1
Rlj+a,lj+rj+rj+1−b(q
−2(a+b))(⊗Nvei) ∼ 0,
(4.37)
for all possible j. By (4.37), the vector ⊗Nvei is equivalent to a linear
combination of the vectors ⊗Nvei′ such that N˜(⊗
Nvei′ ) < N˜(⊗
Nvei).
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Because ⊗Nvei′ is invariant by the relations Ri′,i′+1(q
2)(⊗Nvei) (lj+1 ≤
i′ ≤ lj+1 − 1, lj+1 + 1 ≤ i
′ ≤ lj+2 − 1), if we use these relations we get
that the vector ⊗Nvei (ei < ei+1 if λmin(i) = λmin(i+1)) is expressed by
the sum of ⊗Nvei′ such that N˜(⊗
Nvei′ ) < N˜(⊗
Nvei) and ei′ < ei′+1 (if
λmin(i′) 6= λmin(i′+1)).
By the induction on N˜ we find that the vectors ⊗Nvei (ei < ei+1
if λmin(i) = λmin(i+1), ei ≥ ei+1 if λmin(i) 6= λmin(i+1)) span the space
⊗NV/V λ.
The number of these vectors is equal to the number of semi–standard
tableaux of θ. By Corollary 1, we get ⊗NV/V λ ⊂ ⊗NV/KerR¯θ.
In what follows we identify the border strips 〈m1, . . . , mr〉 and 〈m1, . . . , mr, n, . . . , n〉,
and identify (λ1, . . . , λs+nk) and (
n︷ ︸︸ ︷
λ1 + 1, . . . , λ1 + 1, λ1, . . . , λs+nk) which
are elements of
∐
k M˜
n,k
s+nk. Proposition 11 gives a one to one corre-
spondence of
∐
k M˜
n,k
s+nk and the set of all skew Young diagrams of
the border strip type 〈m1, . . . , mr〉 which satisfy mi ≤ n for all i and∑r
i=1mi ≡ s mod n. On this correspondence the degree of the semi–
infinite wedge ∧(Φ˜λmin(z)⊗ ψ)|M − s− nk〉 is equal to
1−n
24
− k(n−k)
2n
+
1
2n
|θ|(n− |θ|) + t(θ), where θ is the border strip which corresponds to
λ and t(θ) =
∑r−1
i=1 (r − i)mi.
We define ch(FM/H
′
−FM) =
∑
µ,i dim(Vµ,i)e
µqi, where Vµ,i is the
subspace of FM/H
′
−FM of the degree (2.37) i and of the Uq(sln)–weight
µ. We put
∑
µ,i aµ,ie
µqi ≤
∑
µ,i bµ,ie
µqi iff aµ,i ≤ bµ,i for all µ and i. By
Proposition 10 we have
ch(FM/H
′
−FM) ≤ q
1−n
24
−
k(n−k)
2n
∑
θ∈BS
|θ|≡k mod n
q
1
2n
|θ|(n−|θ|)+t(θ)sθ(z).
(4.38)
FM/H
′
−FM with U1–action is isomorphic to V (Λk), this isomorphism
is degree preserving with respect to the degree (2.37) on FM/H
′
−FM
and the homogeneous degree on V (Λk), and the character formula of
V (Λk) is given in Proposition 7. Hence the inequality of (4.38) is, in
fact, an equality and, therefore, the map (4.34) must is bijective. Thus
have the following theorem
Theorem 12. We have the isomorphism of U ′q(ŝln)–modules:
FM/H
′
−FM ≃
⊕
θ
Vθ, (4.39)
where the sum is over all border strips 〈m1, . . .mr〉, (mi ≤ n, mr < n
and N ≡ M mod n), the space Vθ and the level–0 U
′
q(ŝln)–action is
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defined by (π
(N)
a1,...,aN , Rθ · ⊗
NV ) where N =
∑r
i=1mi and al+
∑r
i=j mi
=
2(l − 1 +
∑j−1
i=1 mi).
4.3. sl2 case. In this section we will discuss the sl2 case in a somewhat
more detail.
LetWn be the (n+1)–dimensional irreducible module of Uq(sl2), and
Wn(b) be the evaluation module with the parameter b whose U
′
q(ŝl2)–
module structure is given by
E0 = q
bF1, F0 = q
−bE1, K0 = K
−1
1 . (4.40)
It is known that every finite dimensional irreducible U ′q(ŝl2)–module
is isomorphic to ⊗µWnµ(bµ) for some nµ and bµ. We will represent
the U ′q(ŝl2)–module described by a skew Young diagram as the tensor
product of the form ⊗µWnµ(bµ).
Proposition 13. Let θ be the skew Young diagram of border strip
〈m1, . . . , mr〉 such that mi = 1 or 2, and N =
∑r
i=1mi, al+
∑r
i=j mi
=
2(l − 1 +
∑j−1
i=1 mi). We put I = {i | mi = 1 and mi−1 = 2} =
{l1, l2, . . . , lr′} (m0 = 2, li < li+1) and let ni be the integer such that
mli = · · · = mli+ni−1 = 1, mli+ni = 2 and bi = 2li + ni − 3.
The U ′q(ŝl2)–module (π
(N)
a1,...,aN , Rθ ·⊗
NC2) is isomorphic to Wn1(b1)⊗
Wn2(b2)⊗ · · · ⊗Wnr′ (br′).
Proof. By Proposition 5, we find that (π
(N)
a1,...,aN , Rθ ·⊗
NC2) is isomor-
phic to (π
(N)
aN ,...,a1 , ⊗
NC2/KerR¯θ).
As in the proof of Proposition 11, we get ImRˇi,i+1(q
2) ⊂KerR¯θ if
ai+1 = ai − 2 and ImRˇi,i+1(q
−2) ⊂KerR¯θ if ai+1 = ai + 2.
We can directly confirm that the U ′q(ŝl2)–module (πa,a−2,C
2⊗C2/ImRˇ1,2(q
2))
is 1–dimensional and the module (πa,a+2,...,a+2(l−1),⊗
lC2/
∑l−1
i=1ImRˇi,i+1(q
−2))
is isomorphic toWl(a+ l−1), where (l) is the Young diagram of degree
l which has only one row.
If we put
V˜ =
∑
i|ai+1=ai+2
ImRˇi,i+1(q
2) +
∑
i|ai+1=ai−2
ImRˇi,i+1(q
−2),
(4.41)
then (π
(N)
aN ,...,a1, ⊗
N
C
2/V˜ ) ≃ Wn1(b1)⊗Wn2(b2)⊗ · · · ⊗Wnr′ (br′).
Since the dimension of Wn1(b1)⊗Wn2(b2)⊗ · · · ⊗Wnr′ (br′) is equal
to the dimension ⊗NC2/KerR¯θ the proof is finished.
THE DECOMPOSITION OF LEVEL–1 MODULES 23
By Proposition 13, we can rewrite the decomposition (4.39) for sl2
case. In fact we get the same decomposition as [6]. More precisely we
get
Proposition 14. If we change the coproduct of the level–0 U ′q(ŝl2)–
module defined in [6] to fit our coproduct (2.11–2.13), The level–0
U ′q(ŝl2)–module of V (Λs) (s ≡ M mod 2, s = 0 or 1) defined in [6]
is isomorphic to the level–0 U ′q(ŝl2)–module of V (Λs) defined in this
paper, and the degree is preserved under this isomorphism.
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