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ABSTRACT
Farm animal behavior analysis is a crucial tasks for the in-
dustrial farming. In an indoor farm setting, extracting Key
joints of animal is essential for tracking the animal for longer
period of time. In this paper, we proposed a deep network
named DUROCMIEN that exploit transfer learning to trained
the network for the Duroc, a domestic breed of pig, an end
to end fashion. The backbone of the architecture is based on
hourglass stacked dense-net. In order to train the network, key
frames are selected from the test data using K-mean sampler.
In total, 9 Keypoints are annotated that gives a brief detailed
behavior analysis in the farm setting. Extensive experiments
are conducted and the quantitative results show that the net-
work has the potential of increasing the tracking performance
by a substantial margin.
Index Terms— Duroc, behavior analysis, Hourglass,
Stacked dense-net, K-mean sampler, .
1. INTRODUCTION
Automatic behavior analysis of different animal species is one
of the most important tasks in computer vision. Due to variety
of applications in the human social world like sports player
analysis [1], anomaly detection [2], action recognition [3],
crowd counting [4], and crowd behavior [5], humans have
been the main focus of research. However, due to growing de-
mands of food supplies, vision based behavior analysis tools
are pervasive in the farming industry and demands for cheaper
and systematic solutions are on the rise. From the algorithmic
point of view, other than characterization of the problem, al-
gorithm design for humans and the farm animals are similar.
Essentially, behavior analysis is a high level computer vision
task and consist of feature extraction, 3D geometry analysis,
and recognition, to name a few. As far as the input data is
concerned, it could be obtained thought smart sensors (Radio-
frequency identification [6], gyroscope [7], GPS [8]). De-
pending on the precision of measurements, such sensors give
acceptable results but they using such sensors has many draw-
backs. For example, in most cases, it is required to remove the
sensor from the animal to collect the data. Such process is ex-
hausting for the animals and laborious for the human operator.
Compared to this, video based automated behaviors analysis
offers a non-invasive solution. Due to cheaper hardware, it is
not only convenient for the animals but also cost effective for
the industry. Automatic behavior analysis and visual surveil-
lance [9, 10] has been used for the security of public places
(airports, shopping malls, subways etc.) and turned into a
mature field of computer vision.
In this regard, Hu et al. [11] proposed a recurrent neu-
ral network named MASK-RNN for the instance level video
segmentation. The network exploit the temporal information
from the long video segment in the form of optimal flow and
perform binary segmentation for each object class. Ullah et
al. [12] extracted low level global and Keypoint features from
video segments to train a neural network in a supervised fash-
ion. The trained network classify different human actions like
walking, jogging, running, boxing, waving and clapping. In-
spired from the human social interaction, a hybrid social influ-
ence model has been proposed in [13] that mainly focused on
the motion segmentation of the moving entities in the scene.
Lin et al. [14] proposed a features pyramid network that ex-
tract features at different level of a hierarchical pyramid and
could potentially benefit several segmentation [11,15], detec-
tion [16, 17], and classification [18, 19] frameworks. By ad-
dressing the problem of scale variability for object detection,
Khan et al. [17] proposed a dimension invariant convolution
neural network (DCNN) that compliment the performance
of RCNN [16] but many other state-of-the-art object detec-
tor [4, 20] could take advantage of it. Inspired from the suc-
cess of deep features, [21] proposed a two stream deep convo-
lutional network where the first stream focused on the spatial
features while the second stream exploit the temporal feature
for the video classification. The open-source deep framework
named OpenPose proposed by Cao et al. [22] focuses on the
detection of Keypoints of the human body rather than detec-
tion of the whole body. Detection of Keypoints have potential
applications in the pose estimation and consequently behavior
analysis. Their architecture consist of two convolutional neu-
ral network where the first network extract features and gives
the location of main joints of the human body in the form of
heat map. While the second network is responsible for the
associating the corresponding body joints. For the feature ex-
traction, they used the classical VGG architecture. The frame-
works like OpenPose are very helpful in skeleton extraction
of the human body and potentially, it could be used in tracking
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Fig. 1: Detailed Illustration of Model Training Process
framework. For example, the Bayesian framework proposed
in [23] works as a Keypoint tracker. Where any Keypoints
like the position of head, or neck or any other body organ
can be used to do tracking for longer time. Such Keypoints
can be obtained from a variety of human pose estimation al-
gorithms. For example, Sun et al. [24] proposed a parallel
multi-resolution subnetworks for the human pose estimation.
The idea of parallel network helps to preserver high resolu-
tion and yield high quality features maps that results better
spatial Keypoints locations. Essentially, in such a setting, the
detection module is replaced by [22, 24]. In this regards, a
global optimization approach like [25] could be helpful for
the accurate tracking in offline setting. By focusing only on
pose estimation of humans, Fang et al. [26] proposed a top
down approach where first the humans are detected in the
form of bounding boxes and later, the joints and Keypoints
are extracted through a regional multi-person pose estimation
framework. Such a framework is helpful in not only in the
localization and tracking of tracking in the scene, but also
getting the pose information of all the targets in sequential
fashion. For a robust appearance model that could differen-
tiate between different targets, a sparse coded deep features
framework was proposed in [27] that accelerate the extraction
of deep features from different layers of a pre-trained convo-
lution neural network. The framework is helpful in handling
the bottleneck phenomenon of appearance modeling in the
tracking pipeline. Alexander et al. [28] used transfer learn-
ing and fine-tuned ResNet to detect 22 joints of horse for the
pose estimation. They used the data collected from 30 horses
for the within domain and out of domain testing. The work
by Mathis et al. [29] analyzed the behavior of mice during
the experimental tasks of tail-tracking, and reach & pull of
joystick tasks. They also analyze the behavior of drosophila
while it lays eggs. The classical way of inferring behavior is
to perform segmentation and tracking [30] first, and based on
the temporal evolution of the trajectories, perform behavior
analysis. However, approaches like [31] can be use to directly
infer predefined actions and behaviors from the visual data. In
addition to the visual data, physiological signals [32, 33], and
acoustic signals [34] can be used to identify different emo-
tional states and behavioral traits in farm animals.
Compared to the existing methods, our proposed frame-
work is focused on the extraction of the key joints of the Du-
rac in an indoor setting. The visual data is obtained from
a head mounted Microsoft Kinect sensors. Our proposed
framework is inspired by [35] where a fully-convolutional
stacked hourglass-shaped network is proposed that converts
the image into a 16-channel space representing detection
maps. For the part detection, the thresholds are set from 0.10
to 0.90. These threshold are used while evaluating the recall,
precision, and F-measure metrics for both the vector matching
and euclidean matching results. Such an analysis provides a
detailed overview of the trade-offs between precision and re-
call while maintaining an optimal detection threshold. The
loss function, the optimizer and the training details are also
given in 3. The qualitative results are mentioned in 4 and the
remarks are given in 5 which concludes the paper.
The rest of the paper is organized in the following order.
In section 2 the proposed method is briefly explained includ-
ing the Keypoints used in the experiment, the data filtration
Table 1: Key Points Names
name parent swap
snout
head snout
neck head
forelegL1 neck forelegR1
forelegR1 neck forelegL1
hindlegL1 tailbase hindlegR1
hindlegR1 tailbase hindlegL1
tailbase
tailtip tailbase
and annotation, and the augmentation. Model architecture is
elaborated in section 3. The loss function, the optimizer and
the training details are also given in 3. The qualitative results
are mentioned in 4 and the remarks are given in 5 which con-
cludes the paper.
2. PROPOSED APPROACH
The block diagram of the network is given in Fig. 1. It mainly
consist of two encoder-decoder stacked back to back. The
convolution neural network used in each encoder-decoder net-
work is based on dense net. The network takes the input as the
visual frame. In order to train the model, we annotate the data
by first converting videos into individual frames, and then an-
notating each frame separately by specifying the important
key points on the animal’s body. After sufficient training, the
model returns a 9x3 matrix for each frame, where each row
corresponds to one keeping, the first two columns specify the
x and y coordinates of the detected point, and the third column
contains the confidence score of the model. After obtaining
the x and y coordinates for each frame, we visualize these key
points on each frame and stitch all the individual frames into
a single video. A total of nine key points is being focused for
each Duroc. Key points are as follows: Nose, Head, Neck,
Right Foreleg, Left Foreleg, Right Hind leg, Left Hind Leg,
Tail base, and tail tip. Key points and their connection is writ-
ten in the CSV file for the annotator to read. Exact key points
and their relations are shown in Table 1.
In Fig. 1, input images x (top-left) are augmented (bottom-
left) with various spatial transformations such as rotation,
translation, scale, etc. In addition to that, they are followed
by noise transformations such dropout, additive noise, blur-
ring, contrast, etc. These transformations are applied to im-
prove the robustness and generalization of the model. The
ground truth explanations are then changed with coordinat-
ing spatial growths and used to draw the certainty maps y for
the key points and various hierarchical posture graph (top-
right). The images x are then passed through the network to
produce a multidimensional array g(f(x)) a stack of images
corresponding to the key point and posture graph confidence
maps for the ground truth y. Mean squared error between the
outputs for both networks g(f(x)) and f ′(x) and the ground
truth data y is then minimized (bottom-right), where f ′(x) in-
dicates a subset of the output from f(x). only those feature
maps being optimized to reproduce the confidence maps for
the purpose of intermediate supervision. The loss function is
minimized until the validation loss stops improvingindicating
that the model has converged or is starting to over fit to the
training data [36].
In the subsequent subsections, the data filtration, data aug-
mentation and data annotation techniques used to produce the
training data is explained.
2.1. Data Filtration
The given data is in RGB format had different categories as
per the number of Pigs. For example, there is a separate
dataset for three pigs, six pigs, and 10 pigs. Each dataset
has 2880 images. To get better and more accurate results, a
larger dataset was required, hence more images need to be an-
notated. To overcome this problem, a video is created from
the image data. After that, the frames were generated from
the video. In order to save time and effort, while keeping in
mind the original goal of accuracy, K-Means filter is applied
to the frames, by which only 280 images are extracted from
the larger dataset. The count is approximately 10 percent of
the size of the original dataset. K-Means sample configura-
tion is as follows:
• Batch size = 100
• clusters size = 100
• Reassignment Ratio = 0.01
• Tol = 0.0
• verbose = True
Skeleton from the CSV file and Image data extracted after
applying the K-Means sampler, combined data is stored in .h5
format. Complete dataset after diving into 100 unique clusters
is shown in Fig. 2.
2.2. Data Annotation
Data annotator developed by Jake Graving is used to anno-
tate the dataset. It provides a simple graphical user inter-
face that reads key points data from the CSV file and saves
the data in .h5 format once the annotation is completed. The
data annotator is show in Figure 3. DeepPoseKit works with
augmenters from the imgaug package. We are using spatial
augmentations with axis flipping and affine transforms. deep-
posekit.augment.FlipAxis takes the DataGenerator as an ar-
gument to get the key point swapping information defined in
the annotation set. When the images are mirrored key points
for left and right sides are swapped to avoid ”confusing” the
model during training.
Fig. 2: Image Data after K-Means Sampler
Fig. 3: Data Annotator
3. MODEL ARCHITECTURE
The proposed framework is based on Stacked densenet, an ef-
ficient multi-scale deep-learning model. A quick GPU-based
pinnacle identification calculation for evaluating Keypoint ar-
eas with sub-pixel exactness. These advances improve prepar-
ing speed greater than 2x with no accuracy in exactness con-
trasted with at present accessible strategies [36]. Densenet is
a densely Connected Convolutional Networks [37]. DenseNet
can be seen as the next generation of convolutional neural net-
work that are capable of increasing the depth of model with
every decreasing the number of parameter.
3.1. Loss function & Optimizer
We have used the callback function using ReduceLROn-
Plateau. ReduceLROnPlateau automatically reduces the
learning rate of the optimizer when the validation loss stops
improving. This helps the model to reach a better optimum
at the end of training. Following are the parameters for this
function:
• Monitor: val loss
• Factor: 0.2
• Verbose: 1
• Patience: 20
Mathematically, the loss function is:
L(x, y) =
1
n
n∑
i
((g(f(x))i − yi)2 + (f ′(x)− yi)2) (1)
3.2. Training
3.2.1. Training Model
While training a model on three pigs data, first a test was run
for data generators. Figure 4 is the image of the very first
image from the dataset.
Fig. 4: Data Generator
3.2.2. Training Generator
Creating a TrainingGenerator from the DataGenerator for
training the model with annotated data is an important fac-
tor. The TrainingGenerator uses the DataGenerator to load
image-keypoints pairs and then applies the augmentation and
draws the confidence maps for training the model. Figure 5
shows the training generator for one randomly picked frame.
Fig. 5: Training Generator
The validationSplit argument defines how many training
examples to use for validation during training. If a dataset
is small (such as initial annotations for active learning), we
can set this to validationSplit=0, which will just use the
training set for model fitting. However, when using call-
backs, we made sure to set monitor=”loss” instead of mon-
itor=”valloss”. To make sure the Training Generator is work-
ing, the following are some output visuals.
3.2.3. Reduce Learning Rate
Reduce learning rate parameters saves useless resource uti-
lization and model overfeeding. For this particular reason,
the parameter is set to reduce the learning rate by 0.2 if the
loss does not improve after 20 iterations.
3.2.4. Early Stopping
Another parameter that is used to prevent resource exploita-
tion is Early Stopping. Patience is set 100 iterations that are,
training would stop automatically if the loss does not improve
after 100 iterations.
3.2.5. Training Results
Training started at a loss of 220, after running 400 iterations,
the loss stopped showing improvement at 4.5. In the test case,
when given the same video from which dataset was generated,
very accurate results are produced. Below are some results of
the iterations after running 50 iterations on the dataset.
Fig. 6: Results after 50 Iterations
In Fig. 6, since the model is not properly trained, model
is detecting very rough key points. Hardly the key points on
head section is detected. On the tail section key points are not
detected at all. Since the model showed a great tendency to
learn, hence after 400 iterations, the results are shown in Fig.
7 and Fig. 8. Clearly difference between the accuracy can be
seen between Fig. 6 and Fig. 7 as the result is generated on
exactly the same frame.
Fig. 7: Results after 400 Iteration
Result was generated on total of 2880 frames, in Figure 8
is showing pigs with different locations, yet very perfect key
points detection.
Fig. 8: Results after 50 Iterations
3.3. Outlier Frame
Using the confidence scores and the temporal derivatives, we
detected the potential outliers and added them to the annota-
tion set. The confidence difference is show in Fig. 9. Using
the scipy.signal.find peaks package, we detected the outliers
and the generated output is show in Fig. 10.
4. EXPERIMENTS
The proposed framework is implemented in Python with the
support of Keras backend by Tensorflow. The processing is
performed on Nvidia P-100 with 32 GB RAM.
5. CONCLUSION
Since we had a constraint environment in the data set, we had
almost similar backgrounds, camera angels, and color of ob-
jects (pigs), hence the model showed larger tendency to learn
as compare to training the model on the dataset gathered for
the objects in the wild. By applying the K-Means sampler,
we were able to train the model on a bigger data distribution,
hence eliminating redundant data frames. This helped us to
filter out unique data frames. By using StackedDensenet pre-
trained weights to train our model, even providing the training
set of just 280 images, we got very promising results.
6. APPENDICIES
In this section, we mentioned some resources that we used
and the techniques we implied that did not work out as ex-
pected. Following the summary of the process and the work-
done that resulted in a deadlock.
6.1. Environment
The first step we did was creating a Conda environment on
Ubuntu operating system. The second step was to install all
the dependencies and packages that were needed in the envi-
ronment for running the pose estimation tensor flow. The code
we used was from this Github repository [38]. We were able
to do pose estimation on human images and human videos
using the CMU model by running this very code-base.
6.2. Keypoints
A total of 5 key points were being tracked for the pigs. Key
points that were being tracked were Nose, Neck, Tail, Left
Ear, Right Ear. We had data of 2800 images of pigs. So the
next step was to annotate the data.
6.3. Data Annotations
We used an online annotator for annotating the dataset. The
annotator can be found at this link [39]. We had to upload one
image at a time in the annotator. We had to select all the key
points and set the bounding box on every pig in the image.
The annotator then saved all the labels in the COCO JSON
format.
6.4. Training Model
We started to train the model on the data we gathered from
the annotator. We trained the model after doing necessary
customization in the code-base available at the Github repos-
itory [40]. At the start of the training, the loss was at 270 and
by the end of 140th iteration, the loss was at 22. Hence the
model showed a great tendency of learning. After the training,
the results were in .ckpt format which we could not use in the
existing codebase. Although we were able to generate Proto-
buf format due to the difference in the model architecture, we
could not generate any results while using it.
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