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Abstract
As an initial stage prior to Mathematical Modeling, the information processing should provide qualitative data preparation for the 
construction of consistent models of technical, economic, social systems and technological processes. The question, concerning 
choosing the most significant input factors affecting the function of the system, is a very actual and important. This problem could be 
solved with the application of methods of Sensitivity Analysis. The presented paper has the purpose to show a possible approach to 
this problem through the method of the Analysis of Finite Fluctuations, based on Lagrange mean value theorem, to study the sensitivity 
of the model under consideration. The numerical example of comparing the results obtained by Sobol sensitivity coefficients, Garson 
algorithm and proposed approach showed the sustainability of the introduced method. There is shown, that the proposed approach 
is stable in the sense of applying different input datasets. In particular, the proposed approach has been applied to the construction of 
a neural network model identifying any anomalies present in certain medical insurances, in order to define the most significant input 
factors in the anomaly's detecting, discard the others and get a slim and efficient model.
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1 Introduction
A mathematical model can be descripted as: 
y f X= ( ),  (1)
where X x x xn
n= …( )∈1 2, , ,   represents an input factors 
vector, where x i ni ∈ = … for 1, ,  are its components and 
input values of the model, y∈  is an output value, and 
f ⋅( )  is a model, that can be a function, a system of differ-
ential equations, etc., even a program code. In this particu-
lar study a neural network model with continuous and dif-
ferentiable activation functions is investigated. In many 
applied problems it is very necessary to know, which 
input factors are the most significant in order, for exam-
ple, to reduce the model or to transform it to the model 
from the other class. Commonly, the answer to such kind 
of question could be obtained after applying approaches 
of Sensitivity Analysis [1], which is based on statisti-
cal and probabilistic techniques and allows to estimate 
the influence of each model input value (independent vari-
able, argument of the function, factor of the system, etc.) 
on the output value (dependent variable, function value, 
index of the system, etc.). This procedure is made through 
the individuation of some indicators, called impact factors, 
determining quantitatively the influence, that each input 
has on the output, and consequently, allowing to under-
stand which of these inputs have to be changed the least 
possible, so that the output of the model does not change 
too much [2]. There are many well-known techniques of 
Sensitivity Analysis, some of them will be presented fur-
ther. However, some of them have drawbacks (like stochas-
tic nature or high computational costs, etc.). In contrast to 
these techniques it is possible to use the approach based 
on applying Lagrange mean value theorem and called 
Analysis of Finite Fluctuations [3]. This analysis can be 
seen as an approach of Mathematical Remodelling [4, 5], 
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which aim is to transform a model, connecting the output 
value with the input values, into another model that puts 
in relation fluctuation of the output value with fluctuations 
of input values.
The purpose of the reported study is to present Analysis 
of Finite Fluctuations as a powerful tool of Sensitivity 
Analysis. Neural networks were studied as a class of model 
to which this type of analysis was applied. Results of 
numerical experiments under the abstract data set are pre-
sented and after the approach is widespread in application 
of dataset on medical insurance information with the main 
purpose to construct a neural network classifier to predict 
anomalies in such datasets.
2 State-of-art in Sensitivity Analysis
Considering Eq. (1), it is possible to apply either a determin-
istic approach, where X has specific values and the space 
of uncertain input can be explored with statistical methods, 
or a probabilistic approach, where X x x xn
n= …( )∈1 2, , ,   
could be studied as a vector of random variables, and conse-
quently, Y is a random variable with an unknown distribu-
tion. The problem of Sensitivity Analysis is in finding a rela-
tionship between the input values and the output value, and 
understanding how the firsts influence on the second [2].
To implement Sensitivity Analysis to a model, one can 
use a local approach or a global strategy. The local 
approach is based on calculating or estimating the partial 
derivatives of the model in a specific point of the input 
space, and it is very effective to elaborate models with a 
high number of inputs. The global approach, instead, con-
siders the model in the entire domain of the input values. 
This fact is important, because it allows to study the model 
in its entirety rather than on a local domain, and therefore, 
allows to get overall info on it [2].
All existed approaches of Sensitivity Analysis can be 
divided into several strategies.
The first strategy is in applying graphical instruments, 
which is very easy to implement. It consists of analyzing 
inputs/output sample x x x Yi i n
i i
1 2
, , , ,…( )  through scatter-
plots, which describe the existing linearity between the 
output and every single input. If 2-dimensional scatter-
plots are not able to give information about such relation, 
parallel coordinates analysis is used. This relationship can 
be described through a linear (Pearson) correlation coeffi-
cient, or through a rank (Spearman) correlation coefficient. 
In case of using linear regression model, standardized 
regression coefficients 
SRCi i
x
Y
i= β
σ
σ
2
2
,
show proportion of a single input ix  variance on the vari-
ance of the output Y, (but only in case if the linearity 
hypothesis is confirmed).
The second strategy is the utilization of screening tech-
niques [6-8], which have the objective to give a qualita-
tive ranking of the input factors with the less possible 
number of model evaluations, exploiting the design of 
experiments for screening and generally using a surro-
gate model to estimate the output. Here are also used vari-
ational methods, aiming at the obtaining of information 
from the model through the utilization of partial deriva-
tives. A very simple idea is to describe the sensitivity of 
output to the variations of input factors through the partial 
derivatives of the model, where this model is described 
by a differentiable function f n: →  with continue 
derivatives and gradient
∇ ( ) =
∂
∂
( ) ∂
∂
( ) … ∂
∂
( )




x
n
T
f X f
x
X f
x
X f
x
X
1 2
, , , .
The third strategy is in applying a sampling tech-
niques [9, 10]. Here are mainly methods using composite indi-
cators, namely indicators which have the purpose to aggre-
gate input factors and to find a relationship between them 
and the output. Generally, these indicators are obtained as a 
linear combination of input factors with some scalars called 
weights, indicating their influence on the output: 
Y w x j ni i ji
i
d
= ( ) = …
=
∑
1
1, , ,
where jix  are values of input factors, iw  are weights and 
iY  is the output. Mostly known examples of such tech-
niques are Garson algorithm [11], used to assess the sen-
sitivity of neural network models, and the variance based 
methods as Sobol algorithm [12].
In conclusion, the last, but not the least strategy is using 
metamodels, namely substitutive models, which are applied 
instead of originals, when the latter need too much resources 
in terms of CPU to be processed during their calculations. 
In particular, two classes of metamodels are widely used. 
They are Polynomial Chaos Expansion and Gaussian 
Process [13]. When the model is replaced with its metamodel, 
the others strategies described above could be adopted.
3 Basics of Analysis of Finite Fluctuations
Fluctuations of some variable can be descripted in several 
ways. Let us have a value of variable v  at an initial instant 
of time t vt0 0( ) , and a value of the same variable at a final 
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instant of time t vt1 1( ) . The most used forms to represent 
finite fluctuation µ v( )  of the variable v  are [4]:
• absolute increment
µ v v v vt t( ) = = −∆ 1 0 ;
• index
µ v i v v
v
t
t
( ) = ( ) =
1
0
;
• relative increment
µ δv v v v
v
v
v
i v
t t
t t
( ) = ( ) = − = = ( ) −
1 0
0 0
1
∆
.
These mentioned fluctuations must be finite, namely also 
small but not infinitesimal. Being a branch of Mathematical 
Remodelling, Analysis of Finite Fluctuations [14] is aimed 
at solving the problem of constructing based on the model 
y f X= ( )  the new model µ φ µY X( ) = ( )( ),  show-
ing the connection between the fluctuation of the output 
µ Y( )  and the fluctuations µ X( )  of its factors X n∈ . 
In case of small increments Mathematical Analysis gives 
an example of the approximative Remodelling. If the func-
tion y f X= ( )  describing the model under consideration, 
is defined and continuous in a closed domain and has con-
tinuous partial derivatives within this domain, the approx-
imate connection between the response small fluctuation 
and small fluctuations of its arguments is
∆ ∆ ∆ ∆y f X X f X f x x x x
f x x
n n
n
= +( ) − ( ) = + … +( )
− …
( ) ( ) ( ) ( )
( )
0 0
1
0
1
0
1
0
, ,
, ,
0
0
1
( )
( )
=
( ) ≈
∂ ( )
∂
⋅∑
f X
x
x
i
i
i
n
∆ .
On the other hand, in some applied problems the fluctu-
ations could not be considered as small values, but could 
be interpreted as finite values.
Mathematical Analysis gives in case of finite incre-
ments the model, which allows to represent the model 
(Eq. (1)) to an exact connection between the finite fluc-
tuation of the model output and its factors fluctuations. 
This is Lagrange mean value theorem (the formula of finite 
increments, intermediate value theorem of Differential 
Calculus) for multivariable functions, defined and con-
tinuous in a closed domain and having continuous partial 
derivatives inside this domain. It is formulated by Eq. (2):
∆ ∆y f x
x
x
m
i
i
i
n
=
∂ ( )
∂
⋅
( )
=
∑
1
,
 
(2)
x x xm m n
m( ) ( ) ( )= …( )
1
, , ,
x x xi
m
i i
( ) ( )= + ⋅ < <0 0 1α α∆ , .
Here the mean (or intermediate) values of arguments 
(factors) xi
m( )  are defined by the value of α.
4 Sensitivity Analysis of neural network models: 
applying Analysis of Finite Fluctuations
This section presents the implementation of Analysis of Finite 
Fluctuations to study sensitivity of neural network models.
Let us have a neural network model with n hidden lay-
ers, which describes studied technical, economic or social 
system or technological process 
y f X Xn n= ( ) = …( ) −( ) ( )Ψ Ψ Ψ1 1 ,
where Ψ Ψn( ) ( )…, , 1  are activation functions applied to 
hidden and output layers.
According to the idea of Analysis of Finite Fluctuations 
let us take the initial instant of time 0t , where the input 
factors vector is X x xt t n
t0 0 0
1
( ) ( ) ( )= …( ), ,  and respectively 
output is
y f X f x xt t t n
t0 0 0 0
1
( ) ( ) ( ) ( )= ( ) = ( ), , .
After a while, at the final instant of time 1t , there are 
X x xt t n
t1 1 1
1
( ) ( ) ( )= …( ), ,
and
y f X f x xt t t n
t1 1 1 1
1
( ) ( ) ( ) ( )= ( ) = …( ), , ,
where x x x i ni
t
i
t
i
1 0 1
( ) ( )= + = …∆ , , , .
It follows, that
∆
∆
y y y f X f X
f x x f x
t t t t
i
t
i i
t
= − = ( ) − ( )
= … + …( ) − …
( ) ( ) ( ) ( )
( )
1 0 1 0
0 0, , ,
( ) …( ), .
 (3)
From the other hand, it is also possible to estimate y∆  
using Eq. (2) as
∆ ∆ ∆y f
x
x x x
i
i
t
i i
i
n
= … + ⋅ …( ) ⋅





( )
=
∑ δδ α, ,
0
1
 (4)
and, using notations A f
x
x xi
i
i
t
i= … + ⋅ …( )( )δδ α, ,
0 ∆ , 
the formula becomes
∆ ∆ ∆ ∆ ∆y A x A x A x A xi i
i
n
n n= ( ) = + +…+⋅
=
∑
1
1 1 2 2
.  (5)
Equating Eq. (3) and Eq. (4) and obtaining Eq. (5), it is 
resolved the resultant equation according to the unknown 
parameter α, finding which and, respectively, estimating 
impact indexes iA , determining the influence, that each 
input factor fluctuation has on the output fluctuation.
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5 Numerical experiments
5.1 Scope of experiment
To implement the proposed approach, the R language was 
used through the free and open-source integrated devel-
opment environment RStudio. The neural network model 
with 15 input factors, 1 hidden layer with 3 neurons, 
and 1 output was investigated. This mentioned model has 
the following structure 
y b w b w xk j jm m
mj
= + +











==
∑∑ψ ψ1 2 2 1
1
15
1
3
,  (6)
where ky  are fitted output values; x x x xm = …{ }1 2 15, , ,  
are input factors; jw  and jmw  are the weights between 
the hidden layer and the output, and between the inputs 
and the hidden layer respectively; 2b  and 1b  are the bias 
values on the output and on the hidden layer respectively; 
ψ ψ
1 2
1 1net net net( ) = ( ) = + −( )( )exp  are the logistic 
activation functions.
For the experimental part 2000 cases from the data-
set "neuraldat" from NeuralNetTools R package was 
used. The model was fitted through the specific function 
"nnet" from the homonymous R package. It should be also 
mentioned, that the obtained model has demonstrated 
the accuracy of 99.82 %.
5.2 Studying approach based on applying Analysis of 
Finite Fluctuations
Three approaches were tested (Sobol sensitivity coefficients, 
Garson algorithm and the proposed approach). Table 1 and 
Fig. 1 show the results of estimation of the importance of 
model factors. Due to the different scales used in these 
approaches, all results were aggregated to be further com-
pared (reduced to percentages). It should be mentioned, that 
for the proposed approach there were obtained 1999 esti-
mates for each input factor (because of existing 1999 finite 
fluctuations for input values dataset) and their median values 
were taken as a sensitivity measure.
Analyzing Table 1 and Fig. 1 it is possible to conclude, 
that all compared strategies gave similar results with a 
slight variation, which proves, that Analysis of Finite 
Fluctuations is not contradictory and could be applied 
in such kind of problems. But proposed approach has 
an undeniable advantage. In contrast to Sobol sensitivity 
coefficients it does not use an approximation procedure 
to model statistical parameters of the studied structure 
and in contrast to Garson strategy, it operates with both 
parameters and factors of the studied model.
The next studied step was the stability of the proposed 
approach. According to [15], a numerical algorithm is sta-
ble, if considerable changes in input variables do not produce 
considerable changes in the output. For testing this property 
of the proposed approach there were constructed 500 ran-
dom samples presenting different fluctuations of input vari-
ables. There was studied sensibility of the model (Eq. (6)) 
for each input dataset; results are presented as boxplots of 
calculated medians for each variable on Fig. 2.
Based on the results of conducted calculations we can 
conclude, that proposed approach is stable under different 
input variables values.
5.3 Reduction of neural network classifier with Analysis 
of Finite Fluctuations
In this section is presented the application of the proposed 
approach to the problem of reduction of neural network 
model which is namely a classifier.
Table 1 Importance of studied input factors
Input 
factors
Importance of input factors, %
Sobol sensitivity 
coefficients
Garson 
algorithm
Analysis of Finite 
Fluctuations
x1 27.07 17.23 24.31
x2 38.34 24.29 47.71
x3 20.77 16.15 9.36
x4 0.02 6.03 1.41
x5 0.16 3.51 1.72
x6 0.81 0.97 0.61
x7 0.17 2.53 1.42
x8 3.96 7.38 0.51
x9 0.25 0.57 1.73
x10 0.74 3.66 3.28
x11 1.51 5.17 1.56
x12 4.01 3.36 2.14
x13 0.61 2.81 1.46
x14 0.20 1.34 1.21
x15 1.36 5.00 1.57
Fig. 1 Studying sensitivity of the model according to input factors
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Selected statistical indicators from the Lipetsk Regional 
Compulsory Medical Insurance Fund information system 
of personified medical care registration (Lipetsk region, 
Russia) were taken as input factors. The period of fixa-
tion was from 01.04.2018 to 30.04.2018 (570 111 cases). 
Based on the expert analysis there were chosen indica-
tors characterizing uniquely each case of medical care. 
They are 14 different values, such as indicators uniquely 
identifying patients (e.g., the number of obligatory medi-
cal insurance policy and ages), medical care organization 
(e.g., the code used to identify which health care orga-
nization provides a medical help, the specialization of 
the medical staff provided analyzed type of care), specific 
features of a particular case (e.g., major diagnosis on the 
first, second, third stages of hospitalization, minor diag-
nosis, the length of the hospitalization) and some statis-
tical information.  Due to technical errors while filling 
databases with analytical information caused by human 
factors or various kinds of malicious intent, relevant (pri-
marily from the point of view of insurance medicine) is 
the task of finding anomalies among the array of big data. 
This applied problem is solved by applying consequently 
Isolation forest algorithm to estimate the rate of anomaly 
for each observation and then take this rate as input factor 
and based on expert training dataset to fit neural network 
model which is able to predict anomalies in a new dataset. 
The model of structure (Eq. (6)) was applied. The accu-
racy of the fitted model is 89.01 %.
Fig. 3 presents the results of applying the proposed 
approach to the problem. Taking, for example, a 5 % 
importance rate as the threshold, the initial model could 
be reduced to the model with 5 input factors to accelerate 
the calculation time for fitting.
6 Conclusion and outlook
The reported study introduces the approach to Sensitivity 
Analysis of neural network models based on Analysis 
of Finite Fluctuations. It should be mentioned, that 
this approach is not limited only to these class of net-
work. The model under consideration has to be differen-
tiable function to apply the key theorem of the approach 
(Lagrange mean value theorem). In contrast to studied 
approach operating Sobol sensitivity coefficients the pro-
posed approach does not use an approximation procedure 
to model statistical parameters of the studied structure 
and in contrast to Garson strategy, it operates with both 
parameters and factors of the studied model.
An open question concerning the proposed approach and 
the reduction of the model using it, is to study the decreasing 
of a simplified model accuracy. This rate has to be described 
in connection with the number of input factors of the stud-
ied model. The following researches also will be devoted to 
the extension of studied models and using another types of 
theorem connecting finite fluctuations of factors (for exam-
ple, the first and the second Bonnet theorems).
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Fig. 2 Studying stability of the proposed approach
Fig. 3 Applying Analysis of Finite Fluctuations to the reduction of 
a neural network model
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