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Abstract
Influenced by some techniques used for computing singular points of nonlinear equations,
a generalized inverse iteration method is proposed for approximating the smallest singular
value σn and the associated left and right singular vectors u, v of a matrix A ∈ Rn×n. In
the practically relevant case σn > 0 the method is mathematically equivalent to inverse itera-
tion with AAT. However, unlike classic inverse iteration, the new method works with matri-
ces Bk ∈ R(n+1)×(n+1) obtained by bordering A in such a way that the Bk have uniformly
bounded condition numbers. This allows using iterative Krylov-type solvers for large prob-
lems. If σn−1 > σn the singular vector approximations convergence linearly with factor κ =
σn/σn−1 < 1. Moreover, a certain generalized Rayleigh quotient σ (k) obtained as a byprod-
uct has a relative error (σ (k) − σn)/σn which goes to zero R-linearly with factor κ2. Some
numerical examples confirm the theoretical results and show that the algorithm works reliable
also for almost singular matrices and when using Krylov solvers.
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1. Introduction
Let A ∈ Rn×n be a matrix with rank(A)  n− 1. In this paper we consider the
problem of computing the smallest singular value σn  0 of A and the corresponding
left and right singular vectors u = un ∈ Rn and v = vn ∈ Rn, respectively.
The quantities {σn, u, v} are, e.g., of interest in the context of nonlinear paramet-
rized equations
F(x, λ) = 0, F : Rn × R → Rn.
A singular point (x∗, λ∗) of F is defined as a point at the solution manifold L =
{(x, λ) ∈ Rn×R : F(x, λ)= 0}where the Jacobian ∂xF (x∗, λ∗)=:A∗ ∈ Rn×n with
respect to x is singular. It is well-known, see [8], that σn characterizes the dis-
tance of A to the nearest singular matrix in the spectral or Frobenius norm so, for
A = A(x, λ) = ∂xF (x, λ), the value of σn(A) = σn(x, λ) is an indicator of how
close (x, λ) ∈L is to a singular point. Moreover, various methods for comput-
ing singular points with rank defect one, i.e., points with rank(A∗) = n− 1, use
bordered matrices
B := B(y, x, ω) :=
[
A y
xT ω
]
∈ R(n+1)×(n+1), (1)
where the bordering vectors y, x ∈ Rn and the number ω ∈ R (usually ω = 0) have
to be chosen such that B is nonsingular. This idea goes back to [11] and has been
used, e.g., in [7,10,18]. Though B is generically nonsingular for any choice of y,
x and ω, a bad choice can blow up the condition number of B and, hence, prevent
the singular point algorithm to converge, cf. the examples and comments in [1]. So it
makes sense to use sufficiently good approximations to the optimal bordering vectors
yopt, xopt that minimize the condition number of B, and these are related to u and v
(see Proposition 2).
Further problems where the smallest singular value of a matrix plays a crucial role
are total least squares problems, see [8], cf. also [23] for related approximation prob-
lems, or the computation of the ε-pseudospectrum of a matrix C ∈ Cn×n which is de-
fined as ε(C) := {λ ∈ C : σn(C − λI)  ε} (see [15,22]). Let us mention that the
results of this paper readily extend to complex matrices A = C − λI ∈ Cn×n by re-
placing the superscript ‘T’, the transposed sign, by ‘H’, the conjugate transposed sign.
Since the smallest singular value of A is the square root of the smallest eigen-
value of both ATA and AAT with corresponding eigenvector v and u, respectively,
inverse iteration with ATA or AAT would be a natural approach for approximating
σn and the corresponding singular vectors as has been used by, e.g., [6] or [15]. When
considering AAT, this approach leads in the practically relevant case σn > 0 to the
iteration
y2l+2 = (AAT)−1y2lα2l+2 (l = 0, 1, . . .) (2)
or, in order to avoid using AAT explicitly, to
x2l+1 = A−1y2lβ2l+1, y2l+2 = A−Tx2l+1β2l+2 (l = 0, 1, . . .), (3)
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where y0 with ‖y0‖ = 1 is an initial approximation to u, and the scaling factors
α2l+2 = β2l+2β2l+1 are chosen such that ‖x2l+1‖ = ‖y2l+2‖ = 1. The iteration (3)
is, of course, realized as
solve Ax˜2l+1 = y2l for x˜2l+1, set x2l+1 = x˜2l+1/‖x˜2l+1‖,
solve ATy˜2l+2 = x2l+1 for y˜2l+2, set y2l+2 = y˜2l+2/‖y˜2l+2‖.
(4)
The properly oriented iterates y2l converge to the left singular vector u if σn/
σn−1 < 1 and y0 is not orthogonal to u. Note that, if y2l ≈ ±u then A−1y2l ≈ ±v/
σn, hence x2l+1 ≈ ±v. So the intermediate iterates x2l+1 automatically yield ap-
proximations to the right singular vector ±v, see Section 2 for a precise formulation.
In the same way one could consider ATA instead and iterate according to
x2l+2 = (ATA)−1x2lγ2l+2 (5)
or
y2l+1 = A−Tx2lδ2l+1, x2l+2 = A−1y2l+1δ2l+2 (l = 0, 1, . . .). (6)
In the following we restrict ourselves to the iteration (3), (4) based on AAT.
When implementing the inverse iteration (4) one has two different situations:
If n is not too large then a dense or sparse LU factorization of A may be computed
by a backward stable method as Gaussian factorization with appropriate pivoting.
Backward stability means that the computed triangular factors L, U exactly satisfy
PR(A+ δA)P TC = LU with ‖δA‖  eps · F(n) · ‖A‖,
where PR , PC are the permutation matrices which characterize the pivoting, δA is
the backward error, F(n) is the error cumulation constant of Gaussian factorization
with respect to A, eps is the relative computer accuracy, and the norm is always the
Euclidean norm of a vector or the spectral norm of a matrix. Then the linear systems
in (4) are solved by using the triangular factors L, U in such a way that a possibly
vanishing or very small last pivot (U)nn is replaced by a number of size eps · ‖A‖.
The rounding errors generated when computing x˜2l+1 and y˜2l+2 in computer arith-
metic may be very large but, due to the backward stability, have the right direction so
the normalized iterates behave reasonable, see the standard texts on inverse iteration.
If n is so large that LU factorization is not possible then the approach described
above does not apply, and iterative methods – typically preconditioned Krylov-type
methods – have to be used for solving the linear systems in (4), see. e.g., [5] or [2] for the
case of inverse iteration for eigenvalue problems. In our case the Gauss solvers could
be replaced by iterative solvers as GMRES in the nonsymmetric and MINRES or CG in
the symmetric indefinite or positive definite case, respectively. Alternatively, the sym-
metric positive definite systemsAATy˜2l+2 = y2l for the nonscaled iterate y˜2l+2 of the
inverse iteration with AAT according to (2) could be solved by the CG method. How-
ever, moving from A to AAT squares the condition number and, hence, may severely
worsen the behavior of the iterative solvers, cf. the example in Section 4.
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Let us mention that the inner iterations can be realized inexactly in that they are
terminated if the residuals are sufficiently small, see, e.g., [9,14,21] for the case of
eigenvalue problems. We will, however, not address this problem here.
The algorithms of inverse iteration type considered above are in a certain sense
globally but only linearly convergent. Unlike these methods which work with a fixed
coefficient matrix, the ‘shift and invert’ methods of Newton type which use system
matrices C − µkI where C = AAT as, e.g., Rayleigh quotient iteration, see [21] for
an inexact version, converge superlinearly but not necessarily toward the smallest
eigenvalue of C. An extension is the improved Jacobi-Davidson method of [20], cf.
again [2]. This method has been adapted to singular value computation in [12] using
the matrix C = D below. A similar but formal different approach has been proposed
and investigated in the Dissertation [19] of the second author.
An alternative approach which avoids solving linear systems at all consists in
applying Lanczos’s method on the matrix D =
[
0 A
AT 0
]
which has the eigenvalues
λi(D) = ±σi(A) (see [8] or [4]). This Lanczos algorithm is strongly related to the
LSQR algorithm of Paige/Saunders [16] for bidiagonalizing A (see, e.g., again [4]).
However, since the interesting small singular values σn, σn−1, . . . of A yield the ei-
genvalues ±σn,±σn−1, . . . closest to zero and, hence, in the very interior part of the
spectrum of D, such Lanczos-type algorithms may have difficulties to approximate
them efficiently, too.
Our aim is to stay within the globally convergent nonshifted inverse iteration
approach and to use systems directly related do A and AT – not to AAT or else
ATA – but to reformulate standard inverse iteration in such a way that no almost
singular systems occur and, hence, iterative solvers are an option for large scale prob-
lems. This is achieved by bordering A according to (1) using appropriate bordering
parameters y, x, and ω.
Outline of the paper: The bordering approach will be introduced on hand of a
model algorithm in the following Section 2. The linear convergence of this model
algorithm will be shown provided that the initial bordering vectors are not too bad.
There we give also some conditions for the nonsingularity of the matrix B from (1)
and estimates for ‖B−1‖ and for the quality of the approximations computed by solv-
ing bordered systems with B as coefficient matrix. Moreover, a certain generalized
Rayleigh quotient is shown to have a relative error which goes to zero uniformly
with respect to σn, a property that is essential when approximating the smallest sin-
gular value σn of almost singular matrices. In Section 3, three cheaper practical al-
gorithms are introduced and analyzed. Whereas in the model algorithm the left and
right singular vector approximations are updated simultaneously which requires to
solve two linear systems per step, the algorithms here require only one system per
step to solve. In the case of a symmetricA this is reached in a trivial way by taking the
same approximations for the directions of the left and right singular vectors which
causes the two bordered systems to coincide so one has only to solve one. In the
nonsymmetric case, the approximations are only updated after every other step which
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leads to an ‘alternating’ algorithm with comparable convergence properties but only
half the computational costs if the linear system are solved iteratively. Moreover, in
the last practical algorithm ASVII which we recommend to use for nonsymmetric
A, the bordered systems are modified in such a way that they are all nonsingular
with decreasing and asymptotically almost optimal condition numbers provided that
the initial system is nonsingular which is generically the case. In this sense, this
method is always and asymptotically optimally convergent. In the final Section 4,
some numerical examples with randomly chosen matrices and with a certain almost
singular matrix from a bifurcation point problem are given. They show that the meth-
od works reliable and that the condition numbers of the arising bordered systems
indeed depend on σ1, . . . , σn−1 but practically not on σn. Moreover, the examples
also show that the GMRES solver from MATLAB with incomplete LU precondi-
tioner applied to the standard, nonbordered systems (4) does not work whereas it
solves the bordered systems with matrices B arising in the new method without dif-
ficulties. That demonstrates the superiority of the bordering approach over straight-
forward inverse iteration (4) where A and AT are used directly.
2. The bordering approach
When computing simple bifurcation points, Allgower and Schwetlick [1] pro-
posed a method that simultaneously improves approximations to the left singular
vector un and the right singular vectors vn, vn+1 of a matrix J ∈ Rn×(n+1) with
rank(J )  n− 1. The natural adaption of their idea to the case of a square (n×
n)-matrix A with rank(A)  n− 1 leads to the following algorithm.
Algorithm 1 (SVII0). Singular Value Inverse Iteration: Basic Algorithm
Initialization:
S0: Choose x0, y0 ∈ Rn with ‖x0‖ = ‖y0‖ = 1, set k = 0
Iteration: Step k → k + 1
while {termination criterion not satisfied} do
S1.1: Solve
[
A yk
(xk)T 0
] [
x˜k+1
µ˜k+1
]
=
[
0
1
]
for xˆk+1 =
[
x˜k+1
µ˜k+1
]
∈ Rn+1
S1.2: Set xk+1 = x˜k+1‖x˜k+1‖ , µk+1 =
µ˜k+1
‖x˜k+1‖ , σ
(k+1)
µ = |µk+1|
S2.1: Solve
[
AT xk
(yk)T 0
] [
y˜k+1
ν˜k+1
]
=
[
0
1
]
for yˆk+1 =
[
y˜k+1
ν˜k+1
]
∈ Rn+1
S2.2: Set yk+1 = y˜k+1‖y˜k+1‖ , νk+1 =
ν˜k+1
‖y˜k+1‖ , σ
(k+1)
ν = |νk+1|
S3: Set k = k + 1
end
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In what follows we will shortly write [x, µ] for the block vector [xT, µ]T ∈ Rn+1.
The idea behind this algorithm is the following: The ‘exact’ singular triplet {σn,
u, v} satisfies the underdetermined nonlinear system
Av − uσn = 0
vTv = 1 or equivalently
[
A u
vT 0
] [
v
−σn
]
=
[
0
1
]
. (7)
If xk, yk with ‖xk‖ = ‖yk‖ = 1 are known approximations to the singular vectors
v, u, respectively, updated approximations to v and σn can be obtained by replacing
the ‘exact’ bordering vectors u, v in the coefficient matrix of (7) by the current
approximations yk, xk and solving for the now linearly occurring, remaining un-
knowns [v,−σn] = [x˜k+1, µ˜k+1] = xˆk+1. This gives just the linear system of Step
1.1. Its upper block Ax˜k+1 + ykµ˜k+1 = [A|yk]xˆk+1 = 0 is an underdetermined ho-
mogeneous linear system for xˆk+1. Since its matrix [A|yk] has full row rank n if
rank(A) = n, the solution xˆk+1 is unique up to a scalar factor. This holds also true if
rank(A) = n− 1, i.e., if σn = 0, and if yk is not orthogonal to u, cf. Lemma 1 below.
Note that then im(A) has dimension n− 1, and yk = u is the optimal right border-
ing in that it delivers the missing direction which spans the orthogonal complement
im(A)⊥. In order to make the solution xˆk+1 of the upper block unique we normalize
it using xk ≈ v such that [xk, 0]Txˆk+1 = (xk)Tx˜k+1 = 1 which just yields the lower
block of the linear system in Step 1.1. We see that −µk+1 can be considered as
an approximation to σn provided that yk, xk have the right orientation. To become
independent of the orientation, we take the absolute value σ (k+1)µ = |µk+1| ≈ σn as
singular value approximation. Step 2.1 does the same based on the ‘adjoint’ relation
ATu− vσn = 0
uTu = 1 or equivalently
[
AT v
uT 0
] [
u
−σn
]
=
[
0
1
]
.
For analyzing Algorithm 1 and related algorithms from Section 3 we need some
properties of the matrices B(y, x, ω) introduced in (1) and also of the vectors xˆ :=
B(y, x, ω)−1en+1 and yˆ := B(y, x, ω)−Ten+1 defined by them. Here ej = (δi,j )n+1i=1
denotes the j th coordinate vector in Rn+1.
Let
A = UV T =

 U1︸︷︷︸
n−1
|u

[1 0
0T σn
] V1︸︷︷︸
n−1
|v

T (8)
be the SVD ofAwith the diagonal matrix = diag(σ1, . . . , σn−1, σn) ∈ Rn×n of the
singular values and the orthogonal matrices U,V ∈ Rn×n build by the left and right
singular vectors, respectively. Note that our assumption rank(A)  n− 1 means that
the leading submatrix 1 = diag(σ1, . . . , σn−1) ∈ R(n−1)×(n−1) of  be nonsingular.
By using the bases of singular vectors from the SVD (8) of A, we decompose the
bordering vectors y, x used in B analogously to U, V according to
y = Uy¯ = U1y1 + uψ, x = V x¯ = V1x1 + vφ, (9)
H. Schwetlick, U. Schnabel / Linear Algebra and its Applications 371 (2003) 1–30 7
where[
y1
ψ
]
:= y¯ := UTy =
[
UT1 y
uTy
]
,
[
x1
φ
]
:= x¯ := V Tx =
[
V T1 x
vTx
]
. (10)
Here ψ and φ are scalars, namely the orthogonal projections of y and x onto u
and v, respectively, whereas y1, x1 ∈ Rn−1 contain the components of y, x in the
orthogonal complements spanned by the n− 1 columns of U1, V1.
Lemma 1. Suppose that A ∈ Rn×n with rank(A)  n− 1, and let y, x ∈ Rn and
ω ∈ R be arbitrary. Then the following assertions are equivalent:
(i) The bordered matrix
B(y, x, ω) =
[
A y
xT ω
]
∈ R(n+1)×(n+1)
is nonsingular.
(ii) rank[A|y] = n and
[
x
ω
]
∈ im
[
AT
yT
]
= (ker[A|y])⊥,
(iii) rank[AT|x] = n and
[
y
ω
]
∈ im
[
A
xT
]
= (ker[AT|x])⊥.
(iv) The bordering parameters y, x, ω satisfy
δ := −φψ + σn(ω − xT1−11 y1) /= 0, (11)
which means that either
(a) φ = vTx /= 0 and ψ = uTy /= 0 if rank(A) = n− 1, (12)
or else
(b) α := ω − xTA−1y /= 0 if rank(A) = n. (13)
Proof. That (i) and (ii) are equivalent follows from elementary rank considerations.
When applied to B(y, x, ω)T instead of B(y, x, ω), the equivalence with (iii) is ob-
tained. For showing (i) ⇔ (iv) we, by using the SVD (8) and the corresponding
decomposition (9), (10) of y and x, represent B as
B =
[
U 0
0T 1
]
︸ ︷︷ ︸
=:Uˆ
[
1 Y1
XT1 .
]
︸ ︷︷ ︸
=:Bˆ
[
V 0
0T 1
]
︸ ︷︷ ︸
=:Vˆ T
where . :=
[
σn ψ
φ ω
]
∈ R2×2
(14)
and Y1 :=
[
0|y1
]
, X1 := [0|x1] ∈ R(n−1)×2. Now block elimination yields[
I 0
−XT1−11 I
]
︸ ︷︷ ︸
=:Lx
[
1 Y1
XT1 .
]
︸ ︷︷ ︸
=Bˆ
[
I 0
−Y T1 −11 I
]T
︸ ︷︷ ︸
=:LTy
=
[
1 0n−1,2
0Tn−1,2 S
]
︸ ︷︷ ︸
=:Dˆ
, (15)
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where −11 = diag(1/σ1, . . . , 1/σn−1) and
S := .−XT1−11 Y1 =
[
σn ψ
φ ωˆ
]
∈ R2×2 with ωˆ := ω − xT1−11 y1 (16)
is the Schur complement of 1 in Bˆ. Hence, B and the block diagonal matrix Dˆ
are orthogonally equivalent so B is nonsingular if and only if Dˆ, i.e., if S is non-
singular which means that δ = det(S) = σnωˆ − φψ /= 0. If σn = 0 we must have
δ = −φψ /= 0 which gives part (a). Otherwise, if σn > 0, we have δ = σn[ω −
xT1
−1
1 y1 − φσ−1n ψ] = σn[ω − xTA−1y] = σnα which yields condition α /= 0 of
part (b). 
Let us mention that the equivalence of (i) with conditions (12) or (13) of (iv) has
been shown by Keller [13] for certain Fredholm operators in Banach spaces. Note
further that in (iv), case (a), the nonsingularity of B does not depend on ω ∈ R and
that in case (b) the scalar α is just the Schur complement ofA inB.We see, moreover,
that rank(A)  n− 1, i. e., σn−1 > 0, is a quite natural assumption since other-
wise, if the rank drop is larger than one, B can not made nonsingular by choosing
appropriate one-dimensional borderings {y, x, ω}.
Lemma 1 gives conditions for the choice of {y, x, ω} such that B is nonsingu-
lar but says nothing about the quality of the borderings characterized by ‖B−1‖ or
cond(B) = ‖B‖ · ‖B−1‖. When looking at (11) we see that to any A there are bor-
derings {y, x, ω} such that δ becomes arbitrarily small. Hence, the bordered matrix
B may have an inverse with arbitrarily large ‖B−1‖ for bad borderings. On the other
hand, appropriate borderings we are interested in should bound B−1 uniformly for
σn → 0 including the singular case σn = 0.
At first we provide optimal borderings which minimize cond(B(y, x, ω)).
Proposition 2. Suppose that σn−1 > σn. Then cond(B(y, x, ω)) becomes minimal
over all {y, x, ω} such that B(y, x, ω) is nonsingular if
y = yopt = ψu, x = xopt = φv, ω = ωopt = −ψ
φ
σn,
where φ, ψ are chosen such that√
σ 2n−1 − σ 2n =: σ  |ψ | = |φ|  σ :=
√
σ 21 − σ 2n , (17)
and the minimal value is cond(B(yopt, xopt, ωopt)) = σ1/σn−1.
Proof. From the so-called interlacing property of the singular values (see [4, The-
orem 1.2.9]) we conclude
cond
([
A y
xT ω
])
=
σ1
([
A y
xT ω
])
σn+1
([
A y
xT ω
])  σ1([A|y])
σn([A|y]) 
σ1(A)
σn−1(A)
.
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Hence, σ1/σn−1 is a lower bound for cond(B). If we choose y = ψu, x = φv then
we have Y1 = X1 = 0, hence, Lx = Ly = I and . = S in (15) so B and Dˆ have
the same singular values. It is now easy to verify that the choice 0 < |ψ | = |φ|,
ω = −(ψ/φ)σn implies . to have the double singular value σ1,2(.) =
√
φ2 + σ 2n .
Then the choice (17) is equivalent to σn−1  σ1,2(.)  σ1 which gives the desired
relation cond(Bopt ) = σ1/σn−1. 
If σn−1 = σn then yopt = xopt = 0, ωopt ∈ [σn−1, σ1] are optimal borderings. Note
that the given borderings are not the only optimal ones, in general.
Next we show that the borderings used by the algorithms of this paper lead to
matrices B(y, x, ω) the inverses of which are uniformly bounded with respect to σn
if the vectors y, x are prevented from becoming almost orthogonal to u, v. From
(11) we see that such uniform bounds require ψ /= 0 and φ /= 0. A reformulation of
these and other conditions that is independent of the scaling and orientation of the
approximating vectors uses the notion of the angle γ between the subspaces spanned
by two vectors a, b which is defined by
γ = (span{a}, span{b}) :=
{
π/2 if aTb = 0,
arccos
[ |aTb|
‖a‖ ‖b‖
]
∈ [0, π/2) if aTb /= 0.
By introducing the angles
η := (span{y}, span{u}), ξ := (span{x}, span{v})
and considering (9), (10) we have in case of x /= 0, y /= 0
cos η = |ψ |/‖y‖, sin η = ‖y1‖/‖y‖, tan η = ‖y1‖/|ψ |,
cos ξ = |φ|/‖x‖, sin ξ = ‖x1‖/‖x‖, tan ξ = ‖x1‖/|φ|.
We choose ‖y‖ = ‖x‖ = 1 in all algorithms since we do not know the optimal
interval [σ , σ ] for the length of y, x given in Proposition 2. Moreover, the Algo-
rithms 1–3 always use ω = 0 whereas in Algorithm 4 we have either ATy + xω = 0
or Ax + yω = 0. The first condition is met by the matrices B2l of Step 1.1 with
y = y2l , x = x2l−1 and ω = ν2l for l > 0, the second one by the matrices B2l+1 of
Step 2.1 with y = y2l , x = x2l+1 and ω = µ2l+1 for l  0, cf. the comments before
Algorithm 4.
Proposition 3. Suppose rank(A)  n− 1, and let x, y with ‖x‖ = ‖y‖ = 1 be such
that
φ = vTx /= 0 and ψ = uTy /= 0, i.e., ξ < π/2 and η < π/2. (18)
Suppose further that {y, x, ω} satisfies one of the following conditions:
Case 1 (Algorithms 1–3): ω = 0 and
τ := κ tan ξ tan η < 1 where κ := σn/σn−1. (19)
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Case 2 (Algorithm 4):
either ATy + xω = 0 or else Ax + yω = 0. (20)
Then B = B(y, x, ω) is nonsingular and the inverse is bounded according to
‖B−1‖ 
(
1 + sin ξ
σn−1
)(
1 + sin η
σn−1
)
K
σn−1 cos ξ cos η
=: C, (21)
where
K := K1 :=
1 + σ 2n−1
1 − σn
σn−1 tan ξ tan η
in case 1,
K := K2 :=
1 + 2σ 2n−1
cos ξ cos η
in case 2.
Proof. From the proof of Lemma 1 we know that B is nonsingular if and only if the
matrix S ∈ R(2×2) from (16) is nonsingular, i.e., if δ = det(S) = −φψ(1 + θ) /= 0
where θ := −σnωˆ/(φψ), cf. (11).
In case 1 we have ωˆ = −xT1−11 y1, hence,
θ = x
T
1
−1
1 y1
φσ−1n ψ
, |θ |  ‖x1‖|φ|
∥∥∥σn−11 ∥∥∥ ‖y1‖|ψ | = κ tan ξ tan η = τ < 1. (22)
This implies |δ| = cos ξ cos η(1 + θ)  cos ξ cos η(1 − τ) =: δ1 > 0.
In case 2 we consider the subcase Ax + yω = 0 which, due to (8), (9), and
(10), means 1x1 + y1ω = 0 and σnφ + ψω = 0. This gives ωˆ = ω − xT1−11 y1 =
−(σnφ/ψ)(1 + ‖−11 y1‖2) and θ = (σn/ψ)2(1 + ‖−11 y1‖2)  0. Thus we have|δ| = cos ξ cos η(1 + θ)  cos ξ cos η =: δ2 > 0 so S, hence B, is nonsingular in
both cases.
For proving the bound (21) we see from (14), (15) that ‖B−1‖ = ‖LTy Dˆ−1Lx‖ 
‖Ly‖ · ‖Lx‖ · ‖Dˆ−1‖ = ‖Ly‖ · ‖Lx‖max{‖−11 ‖, ‖S−1‖}. Now one can show
that ‖Ly‖  1 + ‖Y1‖ · ‖−11 ‖ = 1 + sin η/σn−1 and analogously ‖Lx‖  1 +
sin ξ/σn−1 so it remains to prove that ‖S−1‖ is bounded by Ki/(σn−1 cos η cos ξ) =:
Mi. Note that Mi  1/σn−1 = ‖−11 ‖ since Ki  1 so max{‖−11 ‖, ‖S−1‖} 
max{‖−11 ‖,Mi} = Mi. Considering the definition of S, cf. (16), we get
‖S−1‖  ‖S−1‖F = 1|δ|
√
φ2 + ψ2 + ωˆ2 + σ 2n 
1
δi
√
2 + ωˆ2 + σ 2n−1. (23)
In case 1 we have |ωˆ| = |x1−11 y1|  1/σn−1, hence, 2 + ωˆ2 + σ 2n−1 
2 + 1/σ 2n−1 + σ 2n−1 = [(1 + σ 2n−1)/σn−1]2 so we obtain ‖S−1‖  M1 from (23).
In case 2 there holds |ωˆ| = σn(cos ξ/ cos η)
(
1 + ‖−11 y1‖2
)
 (1 + σ 2n−1)/
(σn−1 cos ξ cos η) for the subcase Ax + yω = 0. Inserting this bound into (23) leads
to ‖S−1‖  M2. The other subcase ATy + xω = 0 is herewith proven, too, since
the bound has been made symmetric in x and y. 
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Conditions (18) are generically satisfied for any choice of y and x whereas con-
dition (19) of case 1 is really restrictive but, nevertheless, quite weak. Since κ  1
it is, e.g., satisfied for any A if both ξ and η are smaller than π/4, and if κ  1
which is the case in many applications then ξ and η may be much larger. Note that
the bounds for ‖B−1‖ grow like 1/(cos ξ cos η) so one has to prevent x and y from
being almost orthogonal to v and u, respectively. However, 1/ cos ξ is large only
if ξ is rather close to π/2. One has, e.g., 1/ cos ξ  10 for ξ  840. Note, further,
that the bounds decrease monotonically if ξ and η decrease and that limη,ξ→+0 C 
(1 + 2σ 2n−1)/σn−1. Moreover, if condition (19) is replaced by the stronger condi-
tion τ¯ := tan ξ tan η < 1 then K1  (1 + σ 2n−1)/(1 − τ¯ ) =: K¯1. The bound K¯1, like
K2, does not depend on σn. Hence, if we choose ξ0, η0 such that 0  ξ0 < π/2,
0  η0 < π/2 and τ¯0 := tan ξ0 tan η0 < 1, then we have
‖B(y, x, ω)−1‖ 
(
1 + sin ξ0
σn−1
)(
1 + sin η0
σn−1
) 1 + 2σ 2n−1
σn−1 cos ξ0 cos η0(1 − τ0)
for all matrices A and borderings {y, x, ω} with 0  η  η0, 0  ξ  ξ0, 0  σn 
σn−1 and ω = 0 in case 1 or (20) in case 2. Note that the bound depends on η0,
ξ0, and σn−1 but not on σn. The inverses B(y, x, ω)−1 are, in this sense, uniformly
bounded.
The improvement of the directions y, x used as bordering vectors in B(y, x, ω)
by solving the systems
B(y, x, ω)xˆ = en+1 and BT(y, x, ω)yˆ = en+1,
i.e., [
A y
xT ω
] [
x˜
µ˜
]
=
[
0
1
]
and
[
AT x
yT ω
] [
y˜
ν˜
]
=
[
0
1
]
, (24)
respectively, is characterized by the following lemma.
Lemma 4. Suppose rank(A)n−1, and let {y, x, ω} be chosen such thatB(y, x, ω)
is nonsingular. Then the systems (24) are uniquely solvable where µ˜ = ν˜, and we
have µ˜ = ν˜ = 0 if and only if rank(A) = n− 1. Moreover, the new directions span-
ned by x˜ and y˜ possess the following properties:
(i) If rank(A) = n− 1, i.e., if A is singular, σn = 0, then there holds φ = vTx /= 0,
ψ = uTy /= 0, and
x˜ = v
φ
, y˜ = u
ψ
. (25)
(ii) If rank(A) = n, i.e., if A is nonsingular, σn > 0, then we have
(a) if ψ = uTy /= 0 then φ˜ = vTx˜ /= 0 and
tan ξ˜  κ tan η, (26)
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(b) if φ = vTx /= 0 then ψ˜ = uTy˜ /= 0 and
tan η˜  κ tan ξ (27)
where ξ˜ := (span{x˜}, span{v}), η˜ := (span{y˜}, span{u}).
Proof. We have indeed
µ˜ = eTn+1xˆ = eTn+1B−1en+1 = eTn+1B−Ten+1 = eTn+1yˆ = ν˜.
Part (i): Let A be singular. Then φ /= 0, ψ /= 0 due to Lemma 1(iv). Multiplying
the upper block Ax˜ + yµ˜ = 0 of the left system (24) by uT gives uTAx˜ + uTyµ˜ =
0 + ψµ˜ = 0, hence, µ˜ = 0 and therefore Ax˜ = 0 which implies x˜ = vα. Inserting
this into the lower block of the left system (24) yields xTx˜ + ωµ˜ = xTvα + 0 = 1,
hence x˜ = v/φ. The second statement in (25) is obtained analogously from the right
system (24).
Part (ii): Suppose that A is nonsingular, i.e., that σn > 0. Then the upper block
Ax˜ + yµ˜ = 0 gives x˜ = −A−1yµ˜. This is equivalent to x˜1 = −−11 y1µ˜, φ˜ = −σ−1n
ψµ˜ where x˜ is, analogously to (9), (10), decomposed as x˜ = V1x˜1 + vφ˜ with x˜1 :=
V T1 x˜, φ˜ := vTx˜. We see that µ˜ /= 0 since otherwise we had x˜ = 0, hence, xˆ =
[x˜, µ˜] = 0 which is not possible since xˆ = B−1en+1 /= 0 due to the nonsingularity
of B. So we have φ˜ /= 0 and
tan ξ˜ = ‖x˜1‖|φ˜| =
‖−11 y1‖
|σ−1n ψ |
 σn
σn−1
‖y1‖
|ψ | = κ tan η (28)
as stated. Part (b) is proved analogously using the right system (24). 
The above Lemma 4 shows that, if A is singular, already one improvement step
(24) yields the exact directions of the desired singular vectors u, v. This fact is well
known in bifurcation theory. If A is nonsingular and, in addition,
κ = σn/σn−1 < 1 ⇐⇒ σn−1 > σn,
i.e., if σn is separated from the remaining singular values, then the iteration (24)
improves the quality of the directions – measured by the angles ξ˜ , ξ and η˜, η respec-
tively – alternately at least by the factor κ < 1 (see (26) and (27)).
Whereas the vector x˜ itself depends on all bordering parameters y, x and ω,
the relations (25) and (28) show that its direction span{x˜} and, hence, the angle ξ˜
depends only on the bordering vector y used in the upper block of B and not on
the entries x, ω of the lower block. The lower bordering block has only to guaran-
tee the unique solvability of the systems, i.e., to make B nonsingular, and should
be chosen so that the condition of B stays bounded also if σn becomes arbitrarily
small (cf. Proposition 3). Geometrically speaking, the lower part picks up one special
solution [x˜, µ˜] from the one-dimensional solution manifold of the upper block which is
spanned by [v, 0] or else [−A−1y, 1] in case (i) or (ii), respectively, by prescribing the
projection of it onto [x, ω] being one, cf. the remarks after Algorithm 1 for the special
case ω = 0. The same holds true for the direction span{y˜} and the angle η˜ defined by
the second system with BT as matrix which depend only on x but not on y and ω.
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When applying Proposition 3 and Lemma 4 to the special case ω = 0 of Algo-
rithm 1 we obtain the following convergence theorem.
Theorem 5. Suppose that rank(A)  n− 1, κ = σn/σn−1 < 1, and that the initial
borderings x0, y0 satisfy
φ0 := vTx0 /= 0, ψ0 := uTy0 /= 0, and τ0 := κ tan ξ0 tan η0 < 1,
(29)
where ξk, ηk (k = 0, 1, . . .) denote the angles
ξk := (span{xk}, span{v}), ηk := (span{yk}, span{u}).
Then Algorithm 1 is well-defined, i.e., the matrices B(yk, xk, 0) are nonsingular
and the vectors x˜k+1 and y˜k+1 do not vanish. Moreover, the directions spanned
by xk+1 and yk+1 converge alternately Q-linearly with convergence factor κ < 1
toward the directions spanned by v and u, respectively, in the sense of
tan ξk+1  κ tan ηk, tan ηk+1  κ tan ξk (k = 0, 1, . . .), (30)
and we have µ1 = ν1 = 0 if and only if A is singular, i.e., if κ = 0. When this is the
case then µk = νk = 0 and xk = sgn(φ0)v, yk = sgn(ψ0)u for all k  1, i.e., then
the algorithm can be terminated after the first step.
Proof. According to Proposition 3 the conditions on x0, y0 guarantee B0 = B(y0,
x0, 0) to be nonsingular so that x1, y1 are well-defined. If A is singular then Lemma
4(i) shows x˜1 = v/φ0, y˜1 = u/ψ0. Hence, after normalization, the sign of x1 and
y1 is determined by φ0 and ψ0, respectively. Otherwise, if A is nonsingular, Lemma
4 yields φ1 /= 0, ψ1 /= 0 and tan ξ1  κ tan η0 as well as tan η1  κ tan ξ0. There-
fore, κ tan ξ1 tan η1  κ3 tan ξ0 tan η0 < 1. So B1 = B(y1, x1, 0) again satisfies the
assumptions of the Theorem, and induction yields the convergence results stated.
Note that (30) is also valid with κ = 0 if A is singular. 
Let us point out that in exact arithmetic the iterates xk, yk generated by Algo-
rithm 1 are, with possible exception of the sign, identical with the iterates generated
by the standard inverse iteration processes (3) and (6) since they satisfy the same
homogeneous full rank systems defined by the upper blocks.
The estimates (30) imply
tan ξk+2  κ2 tan ξk, tan ηk+2  κ2 tan ηk (k = 0, 1, . . .). (31)
This means that both sequences {tan ξk} and {tan ηk} for themselves converge
2-step Q-linearly with factor κ2. If we introduce εk := max{tan ξk, tan ηk}, (k =
0, 1, . . .), then we obtain the simple bounds
tan ξk
tan ηk
}
 εk  κεk−1  · · ·  κkε0 (k = 1, 2, . . .), (32)
which means R-linear convergence of both sequences with factor κ < 1.
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Next we investigate how in the case rank(A) = n, i.e., σn > 0, an approximation
σ = σ(x, y) to σn can be extracted from given approximations y ≈ ±u, x ≈ ±v.
Because of σn = uTAv the naive way would consist in using the generalized Ray-
leigh quotient (yTAx)/(‖x‖ ‖y‖) where the orientation of y and x is assumed to be
consistent with the nonnegativity of the singular values, i.e., that yTAx  0 holds;
otherwise one had to replace x by −x or else y by −y. However, we prefer using the
generalized Rayleigh quotient
1
σ
:= 1
σ(x, y)
:= |x
TA−1y|
‖x‖ ‖y‖ (33)
with respect to A−1, recall that σ−1n = vTA−1u. To become independent of the ori-
entation we took the absolute value |xTA−1y| instead of xTA−1y.
Lemma 6. Suppose rank(A) = n, and let x, y satisfy the conditions (18) and (19).
Then we have xTA−1y /= 0, i.e., σ = σ(x, y) is well defined by (33), and∣∣∣∣σ − σnσn
∣∣∣∣  12 (tan ξ + tan η)2N(ξ, η), (34)
where
N(ξ, η) := 1 +
1
16 (tan ξ + tan η)2
1 − κ tan ξ tan η = 1 + O((tan ξ + tan η)
2).
Proof. Using (8), (9), (10) we obtain xTA−1y = x1T−11 y1 + φσ−1n ψ, hence,
1
σ
= |x
TA−1y|
‖x‖ ‖y‖ =
1
σn
|φ||ψ |
‖x‖ ‖y‖ (1 + θ) =
cos ξ cos η
σn
(1 + θ) > 0, (35)
with θ = (x1T−11 y1)/(φσ−1n ψ) since |θ |  κ tan ξ tan η = τ < 1 as in the proof of
Proposition 3, cf. (22). Therefore σ > 0 is defined, and we have
> := σ − σn
σn
= 1
(1 + θ) ·
1
cos ξ cos η
− 1.
It remains to show that |>| has the bound (34). For the first factor we find
1
1 + θ =: 1 + θ1 where |θ1| =
∣∣∣∣ 11 + θ − 1
∣∣∣∣ =
∣∣∣∣ θ1 + θ
∣∣∣∣  τ1 − τ =: γ1.
(36)
The second factor can be represented as
T := 1
cos ξ cos η
=
√
(1 + tan2 ξ)(1 + tan2 η) =: 1 + θ2,
where
0  θ2 = T − 1 = T
2 − 1
T + 1 = (tan
2 ξ + tan2 η + tan2 ξ tan2 η) cos ξ cos η
1 + cos ξ cos η
 1
2
(tan2 ξ + tan2 η + tan2 ξ tan2 η) =: γ2. (37)
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Combining both estimates (37) and (36) we end up with
|>| = |(1 + θ1)(1 + θ2)− 1|  |θ1| + θ2 + |θ1|θ2  γ1 + γ2 + γ1γ2 = τ + γ21 − τ
= κ tan ξ tan η +
1
2 (tan
2 ξ + tan2 η + tan2 ξ tan2 η)
1 − κ tan ξ tan η
 1
2
(tan ξ + tan η)2 + 116 (tan ξ + tan η)4
1 − κ tan η tan ξ ,
which is the bound (34). 
From (34) we see that, if tan ξ = O(ε) and tan η = O(ε), than we have >(x, y) :=
(σ (x, y)− σn)/σn = O(ε2) for the relative error >(x, y) of σ(x, y) uniformly with
respect to σn. This is essential because in the applications mentioned in the introduc-
tion A is often nearly singular, i.e., σn = σn(A) may become arbitrarily small. Let
us remark that this nice property does not hold for the naive generalized Rayleigh
quotient σˆ (x, y) := |yTAx|/(‖y‖‖x‖) with respect to A. Here we have yTAx =
yT11x1 + ψσnφ, hence,
σˆ = |y
TAx|
‖y‖ ‖x‖ = σn
|ψ ||φ|
‖y‖ ‖x‖ (1 + θˆ ) = σn cos ξ cos η(1 + θˆ ),
where θˆ = (y1T1x1)/(ψσnφ) and |θˆ |  (σ1/σn) tan ξ tan η =: τˆ so we have to re-
quire τˆ = cond(A) tan ξ tan η < 1 which is a much stronger assumption than τ =
κ tan ξ tan η < 1 required in Lemma 6. Moreover, instead of (34) we obtain the
bound |(σˆ − σn)/σn|  cond(A) tan ξ tan η(1 + sin2 ξ + sin2 η)+ sin2 ξ + sin2 η
which contains the factor cond(A) = σ1/σn, too.
The quantities σ (k+1)µ = |µk+1|, σ (k+1)ν | = |νk+1| which occur in Algorithm 1
are, in fact, generalized Rayleigh quotients. This can be seen as follows: The up-
per block Ax˜k+1 + ykµ˜k+1 = 0 of the linear system in Step 1.1 leads to xk+1 =
x˜k+1/‖x˜k+1‖ = −A−1ykµk+1. Multiplying from left with (xk+1)T gives 1 =
(xk+1)Txk+1 = −(xk+1)TA−1ykµk+1 and, considering ‖yk‖ = 1, finally to
|µk+1| = ‖x
k+1‖ ‖yk‖
|(xk+1)TA−1yk| = σ(x
k+1, yk) = σ (k+1)µ . (38)
In the same manner we get from Step 2.1
|νk+1| = ‖x
k‖ ‖yk+1‖
|(xk)TA−1yk+1| = σ(x
k, yk+1) = σ (k+1)ν . (39)
Hence, the Rayleigh quotients σ(xk+1, yk) and σ(xk, yk+1) are byproducts of the
algorithm, and their computation needs no additional work. Finally, by combining
the bounds (34) and (32), we obtain from (38) and (39)
lim
k→∞
|>k+1|
κ2k
 2 (max{tan ξ0, tan η0})2 where >k+1 := σ
(k+1)
µ,ν − σn
σn
. (40)
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Hence, there holds >k+1 = O(κ2k) uniformly with respect to σn for the relative error
>k+1 of both generalized Rayleigh quotients σ (k+1)µ , σ (k+1)ν . This means that the
Rayleigh quotients converge twice as fast as the vectors xk, yk, namely with R-order
κ2 as in classical inverse iteration for eigenvalues of symmetric matrices.
3. Practical algorithms
In the basic algorithm SVII0 the iterates {xk, yk} are updated simultaneously by
solving two linear systems per step k, namely one system with the matrix Bk =
B(yk, xk, 0) in Step 1.1 and a second one with the transposed matrix BTk in Step 2.1.
When n is large and the systems have to be solved iteratively, it is not possible to
exploit the fact that the second matrix is the transposed of the first one, in general.
Our aim is, therefore, to modify the basic algorithm in such a way that only one
linear system has to be solved per step k which would halve the costs in the case of
large n we are interested in.
We begin with the special case that A is symmetric, A = AT, with spectral de-
composition
A = VV T =

 V1︸︷︷︸
n−1
|v

[1 0
0T λn
] V1︸︷︷︸
n−1
|v

T (41)
where  = diag(λ1, . . . , λn−1, λn) ∈ Rn×n is the diagonal matrix of the eigenvalues
ordered according to |λ1|  |λ2|  · · ·  |λn−1|  |λn| and V ∈ Rn×n is the or-
thogonal matrix of the eigenvectors. Then A = UV T with U := V,  :=  =
||, := diag(δi), δi := −1 if λi < 0, δi := +1 otherwise, is the SVD of A. So we
have σi = |λi | and ui = δivi = ±vi where ui := Uei, vi := V ei are the columns
of U, V, respectively. Therefore we can choose x0 = y0 which implies xk = yk,
µk = νk for all k and, therefore, Bk = B(xk, xk, 0) = BTk . This means that Step 2 is
identical with Step 1 and can be omitted which gives
Algorithm 2 (SSVII). Symmetric Singular Value Inverse Iteration, A = AT:
Initialization:
S0: Choose x0 ∈ Rn with ‖x0‖ = 1, set k = 0
Iteration: Step k → k + 1
while {termination criterion not satisfied} do
S1.1: Solve
[
A xk
(xk)T 0
] [
x˜k+1
µ˜k+1
]
=
[
0
1
]
for xˆk+1 =
[
x˜k+1
µ˜k+1
]
∈ Rn+1
S1.2: Set xk+1 = x˜k+1‖x˜k+1‖ , µk+1 =
µ˜k+1
‖x˜k+1‖ , σ
(k+1) = |µk+1|
S3: Set k = k + 1
end
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The properties of Algorithm 1 proved in Section 2 carry over to Algorithm 2
by setting yk = xk: If κ = σn/σn−1 = |λn/λn−1| < 1, φ0 := vTx0 /= 0 and τ0 =
κ tan2 ξ0 < 1 then it is well-defined and converges in the sense of
tan ξk+1  κ tan ξk  · · ·  κk+1 tan ξ0 (k = 0, 1, . . .),
i.e., {tan ξk} converges Q-linearly toward 0 with factor κ < 1. Moreover, there holds
µ1 = 0 if and only if A is singular, and when this is the case then µk = 0 and xk =
sgn(φ0)v for all k  1. Finally we have σ (k+1) = |µk+1| = σ(xk+1, xk) and, from
(40), limk→∞ |>k+1|/κ2k  2 tan2 ξ0 if A is nonsingular.
Note that Bk is symmetric but indefinite since it is congruent to Dˆ =
[
1 0
0T S
]
where det(S) = det
[
λn φk
φk −xTk,1−11 xk,1
]
= −φ2k (1 + θk) < 0 due to |θk|  τ0 < 1
which, using (41), is proven analogously to (15) and Proposition 3. Therefore the sys-
tems Bkxˆk+1 = en+1 of Step 1.1 should be solved by a Krylov method that exploits
these properties as MINRES or SYMMLQ (see, e.g., [3]).
If A is not symmetric then we have Bk /= BTk . In the nontrivial case rank(A) = n,
the update of the initial approximations y0 and x0 by Algorithm 1 is illustrated by
the following scheme
y0
x0
✒❅❅❘
x1 = A−1y0β1
y1 = A−Tx0δ1
✒❅❅❘
x2 = A−1y1δ2
y2 = A−Tx1β2
✒❅❅❘
x3 = A−1y2β3
y3 = A−Tx2δ3
✒❅❅❘ · · ·
· · ·
However, as the classical inverse iterations (3) and (6) show, the same quality
tan ξk, tan ηk = O(κk) of xk, yk can be obtained by following only one of the two
paths in the scheme, i.e., by alternately iterating y and x. If the inverse iteration (3)
is taken as underlying method we obtain the reduced scheme
y0
❅❅❘
x1 = A−1y0β1
✒
y2 = A−Tx1β2
❅❅❘
x3 = A−1y2β3
✒
· · ·
At start we have besides y0 to provide a second bordering vector x−1 such that
x1 is defined by a system with matrix B0 = B(y0, x−1, 0). This leads to
Algorithm 3 (ASVII0). Alternating Singular Value Inverse Iteration
Case ω = 0
Initialization:
S0: Choose x−1, y0 ∈ Rn with ‖x−1‖ = ‖y0‖ = 1, set l = 0
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Iteration: Double step k = 2l → k + 1 = 2l + 1 → k + 2 = 2l + 2
while {termination criterion not satisfied} do
S1.1: Solve
[
A y2l
(x2l−1)T 0
] [
x˜2l+1
µ˜2l+1
]
=
[
0
1
]
for xˆ2l+1 =
[
x˜2l+1
µ˜2l+1
]
S1.2: Set x2l+1 = x˜2l+1‖x˜2l+1‖ , µ2l+1 =
µ˜2l+1
‖x˜2l+1‖ , σ
(2l+1) = |µ2l+1|
S2.1: Solve
[
AT x2l+1
(y2l )T 0
] [
y˜2l+2
ν˜2l+2
]
=
[
0
1
]
for yˆ2l+2 =
[
y˜2l+2
ν˜2l+2
]
S2.2: Set y2l+2 = y˜2l+2‖y˜2l+2‖ , ν2l+2 =
ν˜2l+2
‖y˜2l+2‖ , σ
(2l+2) = |ν2l+2|
S3: Set l = l + 1
end
Compared to SVII0 the number of linear systems to be solved in ASVII0 is, in-
deed, halved.
The behavior of the approximations {y0, x1, y2, x3, y4, . . . x2l+1, y2l+2, . . .} gen-
erated by Algorithm 3 is described by the following convergence theorem. Note that
in Algorithm 3 only the normalizing lower blocks which do not influence the quality
of the new approximations has been changed.
Theorem 7. Suppose that rank(A)  n− 1, κ = σn/σn−1 < 1, and let the initial
borderings x−1, y0 be chosen such that
φ−1 = vTx−1 /= 0, ψ0 = uTy0 /= 0, κ tan ξ−1 tan η0 < 1, κ tan η0 < 1. (42)
Then Algorithm 3 is well-defined, i.e., the matrices B2l = B(y2l , x2l−1, 0),
B2l+1 = B(y2l , x2l+1, 0) are all nonsingular and x˜2l+1 /= 0, y˜2l+2 /= 0, and the
directions spanned by x2l+1 and y2l+2 converge alternately Q-linearly with con-
vergence factor κ toward the directions spanned by v and u, respectively, in the
sense of
tan ξ2l+1  κ tan η2l , tan η2l+2  κ tan ξ2l+1 (l = 0, 1, . . .). (43)
Moreover, we have σ (1) = σ (2) = 0 if and only if A is singular, i.e., if κ = 0.
When this is the case then σ (2l+1) = σ (2l+2) = 0 and x2l+1 = sgn(φ−1)v, y2l+2 =
sgn(ψ0)u for all l  0, i.e., then the algorithm can be terminated after the first dou-
ble step.
Proof. The first three conditions (42) guarantee that the the matrix B0 = B(y0, x−1,
0) of the first step k = 0 is nonsingular so x1 is well-defined and tan ξ1  κ tan η0
because of Proposition 3 and Lemma 4. For the borderings in the matrix B1 =
B(y0, x1, 0) of the second step k = 1 we then obtain κ tan η0 tan ξ1  κ tan η0 ×
(κ tan η0) = (κ tan η0)2 < 1 because of the last assumption in (42) so it is nonsingu-
lar, too. Now induction yields the assertions of the Theorem. 
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From (43) we conclude
tan ξ2l+1  κ tan η2l  κ2 tan ξ2l−1  · · ·  κ2l+1 tan η0,
tan η2l+2  κ tan ξ2l+1  κ2 tan η2l  · · ·  κ2l+2 tan η0 (44)
for l = 0, 1, . . . so we have 2-step Q-linear convergence with factor κ2 and R-
linear convergence with factor κ of each single sequence {x2l+1} and {y2l+2} as
in Algorithm 1.
Moreover, in exact arithmetic Algorithms 1 and 3 generate, with possible excep-
tion of the sign, the same iterates {x2l+1} and {y2l+2}. Recall that the iterates {x2l+2}
and {y2l+1} of Algorithm 1 do not appear at all in Algorithm 3.
Analogously to Algorithm 1 we see that the quantities σ (k+1) are generalized
Rayleigh quotients, namely
σ (2l+1) = σ(x2l+1, y2l), σ (2l+2) = σ(x2l+1, y2l+2) (l = 0, 1, . . .), (45)
the relative error >k+1 = (σ (k+1) − σn)/σn of which is, due to (34) and (44), char-
acterized by
lim
k→∞
|>k+1|
κ2k
 2 tan2 η0. (46)
Now we come to the last algorithm. In Algorithm 3 we had to suppose that con-
ditions (42) are fulfilled in order to guarantee the nonsingularity of the matrices
B0 := B(y0, x−1, 0) and B1 := B(y0, x1, 0) used in the Steps 1.1 and 2.1 for k = 0
and, hence, the nonsingularity of all the subsequent ones. However, in the inverse
iteration process (3) only the condition ψ0 = uTy0 /= 0 is needed for convergence.
Therefore we try to get rid of the weak but, nevertheless, restricting remaining three
conditions (42). This is possible by using the characterizations (ii) and (iii) of Lemma
1 for B being nonsingular. For k = 0, the scaled vector xˆ1/‖x˜1‖ = [x1, µ1] com-
puted in Step 1 of Algorithm 3 satisfies Ax1 + y0µ1 = 0, i.e., one has [x1, µ1] ∈
ker[A|y0]. Then Lemma 1, part (ii) says that [x, ω] := [x1, µ1] is an optimal lower
bordering direction in B(y0, x, ω) since it spans the orthogonal complement of
im([A|y]T). So one should use BT1 := B(y0, x1, µ1)T instead of BT(y0, x1, 0) in
the subsequent Step 2.1 for computing yˆ2. Analogously, according to Lemma 1, part
(iii), the scaled quantity [y, ω] := [y2, ν2] ∈ ker([AT|x1]) computed in Step 2 is an
optimal right bordering in B(y, x1, ω) so one should use B2 := B(y2, x1, ν2) instead
of B(y2, x1, 0) in Step 1.1, k = 2. Hence, with the exception of the initial step S1
for k = 0, we should use in Step 1.1 the matrix B2l := B(y2l , x2l−1, ν2l ) with the
null space direction [y2l , ν2l] of [AT|x2l−1] computed in the foregoing Step 2.1 as
bordering, and in Step 2.1 the matrix BT2l+1 := B(y2l , x2l+1, µ2l+1)T with the null
space direction [x2l+1, µ2l+1] of [A|y2l] computed in the foregoing Step 1.1. These
ideas lead to the following algorithm.
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Algorithm 4 (ASVII). Alternating Singular Value Inverse Iteration
Case ω /= 0
Initialization:
S0: Choose x−1, y0 ∈ Rn with ‖x−1‖ = ‖y0‖ = 1 and ν0 ∈ R, set l = 0
Iteration: Double step k = 2l → k + 1 = 2l + 1 → k + 2 = 2l + 2
while {termination criterion not satisfied} do
S1.1: Solve
[
A y2l
(x2l−1)T ν2l
] [
x˜2l+1
µ˜2l+1
]
=
[
0
1
]
for xˆ2l+1 =
[
x˜2l+1
µ˜2l+1
]
S1.2: Set x2l+1 = x˜2l+1‖x˜2l+1‖ , µ2l+1 =
µ˜2l+1
‖x˜2l+1‖ , σ
(2l+1) = |µ2l+1|
S2.1: Solve
[
AT x2l+1
(y2l )T µ2l+1
] [
y˜2l+2
ν˜2l+2
]
=
[
0
1
]
for yˆ2l+2 =
[
y˜2l+2
ν˜2l+2
]
S2.2: Set y2l+2 = y˜2l+2‖y˜2l+2‖ , ν2l+2 =
ν˜2l+2
‖y˜2l+2‖ , σ
(2l+2) = |ν2l+2|
S3: Set l = l + 1
end
The following theorem states how Algorithm 4 behaves.
Theorem 8. Suppose that rank(A)  n− 1, κ = σn/σn−1 < 1, and that the initial
borderings y0, x−1, ν0 are chosen such that
ψ0 = uTy0 /= 0 and B0 = B(y0, x−1, ν0) is nonsingular. (47)
Then Algorithm 4 is well-defined, i.e., the matrices B2l := B(y2l , x2l−1, ν2l ),
B2l+1 := B(y2l , x2l+1, µ2l+1) are all nonsingular and x˜2l+1 /= 0, y˜2l+2 /= 0, and
there holds
tan ξ2l+1  κ tan η2l , tan η2l+2  κ tan ξ2l+1 (l = 0, 1, . . .). (48)
Moreover, as in Algorithm 3, we have σ (1) = σ (2) = 0 if and only if A is singular.
If this is the case, then there holds σ (2l+1) = σ (2l+2) = 0 and x2l+1 = sgn(φ−1)v,
y2l+2 = sgn(ψ0)u for all l  0.
Proof. Since B0 is nonsingular, [x˜1, µ˜1] = B−10 en+1 /= 0 is defined and satisfies
Ax˜1+y0µ˜1 = 0. Then, because of y0 /= 0,we must have x˜1 /=0. Therefore [x1, µ1]=
[x˜1, µ˜1]/‖x˜1‖ is defined and satisfies the full rank system Ax1 + y0µ1 = 0. This
means ker[A|y0] = span{[x1, µ1]} which implies B1 = B(y0, x1, µ1) to be non-
singular due to Lemma 1(ii). In an analog manner we conclude that [y˜2, ν˜2] is
defined where y˜2 /= 0 so also [y2, ν2] is defined and satisfies the full rank system
ATy2 + x1ν2 = 0. The latter equation means ker[AT|x1] = span{[y2, ν2]} which,
because of Lemma 1(iii), guarantees that B2 = B(y2, x1, ν2) is nonsingular, too.
The remaining assertions now follow by induction and considering Lemma 4. 
Unlike (42), the conditions (47) required for Algorithm 4 are generically satisfied
for any choice of the initial borderings x−1, y0, ν0 with ‖x−1‖ = ‖y0‖ = 1. In this
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sense Algorithm 4 is always convergent. It is, therefore, the method of choice for
computing {σn, u, v} for nonsymmetric A. Let us point out that the representations
(45) and the estimate (46) are valid for Algorithm 4, too.
At the end of this section we show that the borderings of Algorithm 4 imply the
condition numbers of the matrices Bk to decrease and to be almost optimal in the
limit, cf. Proposition 2 above.
Proposition 9. Under the assumptions of Theorem 8, the matrices Bk from Algo-
rithm 4 satisfy
cond(Bk)  cond(Bk+1) (k = 0, 1, . . .) (49)
and
lim
k→∞ cond(Bk) =
max
{
σ1,
√
1 + σ 2n
}
min
{
σn−1,
√
1 + σ 2n
}  max
{
σ1,
√
1 + σ 2n−1
}
min {σn−1, 1} . (50)
Proof. We have to show
cond
[
A y2l
(x2l−1)T ν2l
]
︸ ︷︷ ︸
=B2l
 cond
[
AT x2l+1
(y2l )T µ2l+1
]
︸ ︷︷ ︸
=BT2l+1
 cond
[
A y2l+2
(x2l+1)T ν2l+2
]
︸ ︷︷ ︸
=B2l+2
. (51)
The interlacing property of singular values gives
cond(B2l ) = σ1(B2l )
σn+1(B2l )
 σ1([A|y
2l])
σn([A|y2l]) . (52)
Now we have ker[A|y2l] = span{x˘2l+1} with x˘2l+1 = [x2l+1, µ2l+1]. This im-
plies that the singular values
σi(B2l+1) = σi
([
AT x2l+1
(y2l )T µ2l+1
])
ofB2l+1 are just the singular values of [A|y2l] supplemented by the additional singular
value ‖x˘2l+1‖ =: σ˘ caused by the (n+ 1)st column x˘2l+1. Consequently, we have
cond(B2l+1) = max{σ1([A|y
2l]), σ˘ }
min{σn([A|y2l]), σ˘ } . (53)
From uT[A|y2l] = [σnvT|ψ2l] we obtain
σn([A|y2l])
√
σ 2n + (ψ2l )2 
√
σ 2n + 1  σ˘ =
√
1 + µ22l+1
=
√
1 + ‖Ax2l+1‖2,
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so the denominator of (53) is σn([A|y2l]). On the other hand, from Ax2l+1 +
y2lµ2l+1 = 0 we conclude |µ2l+1| = |(y2l)TAx2l+1|  ‖ATy2l‖ which implies
σ˘ 2=‖x˘2l+1‖2 = 1 + µ22l+1  1 + ‖ATy2l‖2 =
∥∥∥∥
[
AT
(y2l )T
]
y2l
∥∥∥∥2
‖[A|y2l]‖2 = [σ1([A|y2l])]2.
Hence, the numerator of (53) is σ1([A|y2l]). So we end up with
cond(B2l+1) = σ1([A|y2l])/σn([A|y2l])
which, together with (52), proves the first inequality of (51). The second one is ob-
tained analogously by considering BT instead of B. Since the condition numbers
cond(Bk) are decreasing they have a limit, and this limit is given by
lim
k→∞ cond(Bk) = liml→∞ cond(B2l+1) = liml→∞
σ1([A|y2l])
σn([A|y2l]) =
σ1([A|u])
σn([A|u]) .
Since σ1([A|u]) = max{σ1,
√
1 + σ 2n }, σn([A|u]) = min{σn−1,
√
1 + σ 2n }we end
up with the limit given in (50) which obviously has the right hand term as upper
bound. 
Let us point out that the upper bound in (50) depends on σ1 and σn−1 but not
on σn.
4. Numerical results
All computations have been done in IEEE double precision arithmetic on a Linux
PC with a Pentium III processor using MATLAB.
4.1. Test 1: random matrices and borderings
Here we tested Algorithm 4 on randomly generated matricesA = (aij ) ∈ Rn×n of
dimension n = 20, 40, 60, 80, 100 with uniformly distributed entries aij ∈ [−5,+5].
For every n we performed 10 runs where the initial borderings x−1, y0 and ν0 have
been generated analogously to the aij but scaled such that ‖x−1‖ = ‖y0‖ = 1. The
Algorithm was terminated when the last iterate yk = y2l of a double step and the
preceding iterates xk−1, yk−2, xk−3 met each of the criteria ‖sgn((yk)Tyk−2)yk −
yk−2‖  tol, ‖sgn((xk−1)Txk−3)xk−1 − xk−3‖  tol, |σ (k) − σ (k−2)|  tol ×
σ (k−2) + tolabs with tol = 10−10 and tolabs = 10−12. Note that the first two condi-
tions are, in exact arithmetic, equivalent to
(span{yk}, span{yk−2})
(span{xk−1}, span{xk−3})
}
 arccos
(
1 − tol
2
2
)
= tol + O(tol3).
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Table 1
A randomly chosen, 10 runs for every n
n κmax κmin kmax kmin kav
20 5.289e−01 1.205e−02 38 10 18.4
40 5.942e−01 1.896e−02 48 10 21.6
60 3.981e−01 5.791e−02 28 12 19.2
80 6.916e−01 8.913e−03 66 10 28.6
100 5.342e−01 2.490e−02 44 10 24.2
The results are summarized in Table 1. The subscripts max, min, av denote the
maximal, minimal, and average number of iterations over all 10 runs for the given
dimension n, respectively, and, e.g., 4.2e−03 means 4.2 × 10−03.
We also monitored some other quantities which are of interest from a theoretical
point of view with the following results:
(i) After termination with yk we had always tan ηk, tan ξk−1 < 7 × 10−11 whereas
|σ (k) − σn(A)| < 7 × 10−15 as expected from the theoretical estimates.
(ii) For all k we computed the condition numbers cond(3)k of the matrices Bk of Algo-
rithm 4 where ωk = ±σ (k) /= 0 and, for comparison, also the condition numbers
cond(2)k of the matrices Bk used in Algorithm 3 where ωk = 0. The optimal con-
dition number cond(opt) = σ1(A)/σn−1(A) according to Proposition 2 has been
reached within a relative accuracy of order 10−10 by Algorithm 4 in all 50 but
14 and by the matrices of Algorithm 3 in all but 19 cases. However, the final
condition number of both types of matrices Bk never exceeded 3 × cond(opt).
4.2. Test 2: Jacobian of the Brusselator
Here A = A∗ = ∂xF (x∗, λ∗) ∈ R84×84 is the nonsymmetric Jacobian of a non-
linear system F(x, λ) = 0 that describes the stationary states of a so-called Brus-
selator, taken at a good approximation (x∗, λ∗) to a double pitchfork bifurcation
point, see [17] and the literature cited there. We have κ(A∗) = σ84(A∗)/σ83(A∗) ≈
2.3 × 10−14 and cond(A∗) ≈ 1.6 × 1017. In a first run we took good initial border-
ing vectors x−1 = y0 = (e1 + e84)/
√
2 and ν0 = 0. In a second run, extremely bad
initial bordering vectors x−1 = v83, y0 = u83 orthogonal to v, u have been used.
The results of Algorithm 4 are given in Table 2 where c(B) always means cond(B).
Let us remark that the condition numbers have been computed by the corresponding
SVD-based MATLAB function which does not deliver a very small σn+1 sufficiently
accurate so the theoretically predicted decrease is disturbed for the bad bordering
example in floating point arithmetic.
In a next setting we changed x from x∗ to a neighbored state x˜ and took A = A˜ =
∂xF (x˜, λ
∗). Here we have κ(A˜) = σ84(A˜)/σ83(A˜) ≈ 4.1 × 10−2 and cond(A˜) ≈
8.5 × 104. In the two runs the initial borderings have been taken as in the first setting.
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Table 2
A = A∗, κ(A) ≈ 2.3 × 10−14, c(A) ≈ 1.6 × 1017
k Good borderings Bad borderings
c(Bk) tan ηk tan ξk c(Bk) tan ηk tan ξk
−1 – – 5.1e+01 – – 3.6e+15
0 1.4e+04 3.8e+01 – 5.5e+16 8.6e+15 –
1 6.9e+03 – 3.5e−14 1.8e+17 – 2.3e−01
2 3.7e+03 1.8e−13 – 3.8e+03 1.9e−13 –
3 – – – 3.7e+03 – 8.8e−14
The results are displayed in Table 3. It is seen that, when cond(A) is moderate, the
improvement of the condition by bordering is, of course, not as dramatic as in case
of a strongly ill-conditioned matrix. Moreover, since κ is larger, the convergence is
slower.
Up to now the linear systems of Steps 1.1 and 2.1 have been solved using LU-
factorization of Bk in order to demonstrate the theoretical basic properties of the new
Algorithms independent of the convergence behavior of possible inner iterative solv-
ers. However, that is not the application we had in mind. A more realistic and typical
situation gives the next setting where the MATLAB-function gmres(m) with incom-
Table 3
A = A˜, κ(A) ≈ 4.1 × 10−2, c(A) ≈ 8.5 × 104
k Good borderings Bad borderings
c(Bk) tan ηk tan ξk c(Bk) tan ηk tan ξk
−1 – – 5.4e+01 – – 3.1e+16
0 1.3e+04 3.9e+01 – 8.5e+04 2.4e+16 –
1 6.5e+03 – 6.5e−02 8.5e+04 – 4.6e+11
2 3.5e+03 2.6e−03 – 8.5e+04 1.8e+10 –
3 3.5e+03 – 1.1e−04 8.5e+04 – 7.2e+08
4 3.5e+03 4.4e−06 – 8.5e+04 2.9e+07 –
5 3.5e+03 – 1.8e−07 8.5e+04 – 1.2e+06
6 3.5e+03 7.4e−09 – 8.5e+04 4.9e+04 –
7 3.5e+03 – 3.0e−10 8.5e+04 – 2.0e+03
8 3.5e+03 1.2e−11 – 8.5e+04 8.2e+01 –
9 3.5e+03 – 3.2e−13 8.1e+04 – 3.3e+00
10 3.5e+03 1.0e−13 – 1.2e+04 1.4e−01 –
11 – – – 3.5e+03 – 5.6e−03
12 – – – 3.5e+03 2.3e−04 –
13 – – – 3.5e+03 – 9.3e−06
14 – – – 3.5e+03 3.8e−07 –
15 – – – 3.5e+03 – 1.6e−08
16 – – – 3.5e+03 6.3e−10 –
17 – – – 3.5e+03 – 2.6e−11
18 – – – 3.5e+03 1.2e−12 –
19 – – – 3.5e+03 – 2.3e−13
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plete LU-factorization luinc(B,droptol) as left preconditioner has been used for
solving these systems. We chose m = 20 as restart number, 1000 × eps as toler-
ance for the relative residual size with eps ≈ 2.2 × 10−16 being the relative machine
accuracy, and the drop tolerance droptol = 0.08 for computing the incomplete LU
preconditioner. Let us point out that droptol = 0.09 and larger values lead to a sin-
gular preconditioner when directly applied to the almost singular matrix A = A∗
and not to Bk as done below. The results are given in Tables 4 and 5 for the al-
most singular matrix A = A∗ = ∂xF (x∗, λ∗) and in Tables 6 and 7 for the matrix
Table 4
GMRES for Bk, A = A∗, κ(A) ≈ 2.3 × 10−14, c(A) ≈ 1.6 × 1017, good borderings
k c(Bk) tan ηk tan ξk N(Bk) N(Lk) N(Uk) relresk itk
−1 – – 5.1e+01 – – – – –
0 1.4e+04 3.8e+01 – 500 169 209 5.7e−14 37
1 6.9e+03 – 4.3e−14 583 172 198 1.1e−13 36
2 3.7e+03 6.8e−14 – – – – – –
Table 5
GMRES for Bk, A = A∗, κ(A) ≈ 2.3 × 10−14, c(A) ≈ 1.6 × 1017, bad borderings
k c(Bk) tan ηk tan ξk N(Bk) N(Lk) N(Uk) relresk itk
−1 – – 3.6e+15 – – – – –
0 5.5e+16 8.6e+15 – 664 173 263 1.7e−13 18
1 3.7e+16 – 2.3e+03 665 173 263 7.3e−07 200
2 4.9e+11 5.7e+04 – 665 173 263 2.9e−13 200
3 2.2e+08 – 2.0e−09 665 172 262 8.1e−12 200
4 3.7e+03 1.8e−13 – 665 172 249 2.7e−14 13
Table 6
GMRES for Bk, A = A˜, κ(A) ≈ 4.1 × 10−2, c(A) ≈ 8.5 × 104, good borderings
k c(Bk) tan ηk tan ξk N(Bk) N(Lk) N(Uk) relresk itk
−1 – – 5.4e+01 – – – – –
0 1.3e+04 3.9e+01 – 500 169 209 1.8e−13 36
1 6.5e+03 – 6.5e−02 583 172 198 9.1e−14 36
2 3.5e+03 2.6e−03 – 665 172 249 1.5e−13 23
3 3.5e+03 – 1.1e−04 665 172 249 5.5e−14 18
4 3.5e+03 4.4e−06 – 665 172 249 3.1e−14 18
5 3.5e+03 – 1.8e−07 665 172 249 1.9e−13 15
6 3.5e+03 7.3e−09 – 665 172 249 6.2e−14 15
7 3.5e+03 – 3.0e−10 665 172 249 4.8e−14 15
8 3.5e+03 9.2e−12 – 665 172 249 2.5e−14 15
9 3.5e+03 – 3.3e−13 665 172 249 4.9e−14 15
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Table 7
GMRES for Bk, A = A˜, κ(A) ≈ 4.1 × 10−2, c(A) ≈ 8.5 × 104, bad borderings
k c(Bk) tan ηk tan ξk N(Bk) N(Lk) N(Uk) relresk itk
−1 – – 3.1e+16 – – – – –
0 8.5e+04 2.4e+16 – 664 173 263 2.0e−13 24
1 8.5e+04 – 2.2e+10 665 173 263 2.3e−14 19
2 8.5e+04 9.0e+08 – 665 173 263 1.8e−14 19
3 8.5e+04 – 3.7e+07 665 173 263 2.3e−14 19
4 8.5e+04 1.5e+06 – 665 173 263 1.8e−14 19
5 8.5e+04 – 6.1e+04 665 173 263 2.3e−14 19
6 8.5e+04 2.5e+03 – 665 173 263 1.6e−13 19
7 8.5e+04 – 1.0e+02 665 173 263 2.9e−14 20
8 8.3e+04 4.2e+00 – 665 173 260 1.5e−13 24
9 1.5e+04 – 1.7e−01 665 164 260 4.2e−14 20
10 3.5e+03 7.0e−03 – 665 164 243 4.5e−14 32
11 3.5e+03 – 2.8e−04 665 172 249 1.4e−13 18
12 3.5e+03 1.2e−05 – 665 172 249 7.7e−14 18
13 3.5e+03 – 4.7e−07 665 172 249 7.3e−14 16
14 3.5e+03 1.9e−08 – 665 172 249 9.9e−14 15
15 3.5e+03 – 7.9e−10 665 172 249 4.8e−14 15
16 3.5e+03 3.6e−11 – 665 172 249 8.9e−14 12
17 3.5e+03 – 1.6e−11 665 172 249 4.9e−14 15
18 3.5e+03 4.1e−12 – 665 172 249 2.5e−14 15
19 3.5e+03 – 2.2e−13 665 172 249 4.9e−14 15
A = A˜ = ∂xF (x˜, λ∗). As initial values [x˜2l+1,0, µ˜2l+1,0] and [y˜2l+2,0, ν˜2l+2,0] for
the inner iterations we took the final values [x˜2l−1, µ˜2l−1] and [y˜2l , ν˜2l] from the
last outer x- or y-step, respectively. In the tables, N(Bk), N(Lk), N(Uk) denote the
number of nonzero elements of Bk and its incomplete LU-factors Lk and Uk, re-
spectively, relresk is the smallest relative residual size over all inner GMRES iterates
which is defined as residual size divided by right hand side size so it is in our case
the absolute one since the right hand side of the systems has norm ‖en+1‖ = 1, and
itk is the overall number of inner GMRES steps. Note that relres is the residual size
of the last inner iterate if GMRES terminates regularly whereas otherwise it can give
the residual size of an intermediate iterate when the theoretically expected decrease
is disturbed in computer arithmetic, cf. the figures where this is the case since the
matrix is extremely ill conditioned there. Since we allowed 10 restarts the numbers
itk = 200 in Table 5 signalize that the tolerance 1000 × eps was not obtained within
the maximal number of 10 ×m = 200 inner GMRES-steps.
In the next setting we show on hand of the matrix A = A∗ = ∂xF (x∗, λ∗) that the
bordering approach is essential when using GMRES. Without bordering, i.e., with
standard inverse iteration (3), the linear systems Ax˜2l+1 = y2l , ATy˜2l+2 = x2l+1 of
(4) for the nonscaled iterates x˜2l+1, y˜2l+2, respectively, have to be solved. In a first
run we chose droptol = 0.08 as above but m = 84 and tried to solve the first system
Ax˜1 = y0. Over the whole inner cycle of m = n = 84 steps the best relative residual
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had size ≈ 10−1 so that GMRES did not terminate after the first cycle. Also nine
further restarts each with m = n = 84 inner steps did not lead to better results, see
Fig. 1 where the relative residual size is displayed for all 10 cycles. Note that the
diagonal lines from the right top corner to left bottom one indicate that, at restart, the
large residual size of the last iterate of the preceding cycle is replaced by the minimal
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Fig. 1. GMRES for A with incomplete LU factorization (droptol = 0.08).
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Fig. 2. GMRES for A with ‘complete’ LU factorization (droptol = eps).
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Fig. 3. PCG for AAT with incomplete Cholesky factorization (droptol = 0.08).
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Fig. 4. PCG for AAT with ‘complete’ Cholesky factorization (droptol = eps).
one since the iterate associated with this minimal one is taken as restart point in the
MATLAB implementation of GMRES. Even with the ‘complete’ LU-factorization
of A with droptol = eps(= relative computer accuracy) as preconditioner, GMRES
stagnated because two consecutive iterates were identical (cf. Fig. 2).
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For completeness we have also tried the preconditioned conjugate gradient method
pcg of MATLAB with an incomplete Cholesky factorization from cholinc with
droptol = 0.08 as preconditioner for the inverse iteration (2), i.e., for solving the
positive definite systems (AAT)y˜2l+2 = y2l for the nonscaled iterates y˜2l+2. Recall,
that cond(AAT) = [cond(A)]2. The relative residuals for the first system k = 0 are
shown in Fig. 3. We see that method fails to reduce the residual sufficiently, and also
using a ‘complete’ Cholesky factorization with droptol = eps as preconditioner does
not help (see Fig. 4).
5. Conclusions
We proposed some algorithms of inverse iteration type for computing the smallest
singular value σn and the corresponding left and right singular vectors of a qua-
dratic matrix. The key idea was to border the original matrix in such a way that
the bad influence of a small σn on the condition of the arising linear systems is
filtered out. This allows applying iterative solvers as preconditioned GMRES which
do not work often when classic inverse iteration with the original matrix is tried.
Hence, the new method will be able, in general, to tackle large scale problems as,
e.g., recognizing, identifying and computing singular points during path following
for parameterdependent nonlinear equations.
A generalization of the proposed methods to the case of computing q > 1 small-
est, possibly clustered and multiple singular values and the corresponding right and
left singular subspaces by using a certain inverse subspace iteration based on block
bordered matrices is possible as well as an extension to the case of nonsquare matri-
ces. It will be announced in a forthcoming paper.
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