The mapping of quantitative trait loci (QTL) is an important research question in animal and human studies. Missing data are common in such study settings, and ignoring such missing data may result in biased estimates of the genotypic effect and thus may eventually lead to errant results and incorrect inferences. In this article, we developed an expectation-maximization (EM)-likelihood-ratio test (LRT) in QTL mapping. Simulation studies based on two different types of phylogenetic models revealed that the EM-LRT, a statistical technique that uses EM-based parameter estimates in the presence of missing data, offers a greater statistical power compared with the ordinary analysis-of-variance (ANOVA)-based test, which discards incomplete data. We applied both the EM-LRT and the ANOVA-based test in a real data set collected from F 2 intercross studies of inbred mouse strains. It was found that the EM-LRT makes an optimal use of the observed data and its advantages over the ANOVA F-test are more pronounced when more missing data are present. The EM-LRT method may have important implications in QTL mapping in experimental crosses.
A NIMAL models and their corresponding genomes parameter estimation, because the sample size for the are highly useful for mapping traits that may apincomplete data is less than it would be if the data were ply to human diseases (Knoblauch and Lindpaintner complete. In previous literature, the treatment of such 1999). Since genes are conserved throughout evolution, a missing data problem is not adequate. Two simple the identification of "evolutionary homologs" in animals methods have been most widely applied. One is simply is well appreciated in helping to find their counterparts to use the incomplete data by deleting all data records in humans.
with any values missing, and it is called "listwise deleThere are two primary methods for quantitative trait tion." A second approach is called "pairwise deletion," locus (QTL) mapping: (a) the single-marker method and which deletes those data records if either the phenotypic (b) the interval-mapping method. The single-marker data or the genotypic data at the marker of interest method is a traditional method for detecting the assoare missing. In this article, we propose an expectationciation between individual genetic markers and the quanmaximization (EM)-likelihood-ratio test (LRT) to incortitative trait of interest (Luo et al. 2000) . The analysisporate the flanking markers' information in the presence of-variance (ANOVA) represents the typical method of missing marker data in the single-marker analysis. The applied in this kind of analysis. The interval-mapping LRT is derived from the maximum likelihood calculated method uses information provided by multiple linked using the EM algorithm based on all the observed data. markers to probabilistically assess potential QTL at
In the following section, we first introduce the mathechromosomal locations between such markers. In the matical model and notations, and then we derive the interval-mapping approach developed by Lander and EM algorithm for maximum-likelihood estimation. AfBotstein (1989) , evidence for a putative QTL is sumterward, we describe the EM-LRT (or the EM-based Stumarized by a LOD (log of odds) score that exceeds a dent's t-test) and the standard ANOVA-based tests (F-test predefined threshold at a given chromosomal position.
and pairwise t-test). Then, we assess the validity of the EMThe presence of missing data in studies usually lowers LRT at various sample sizes and various proportions of both the power of QTL mapping and the precision of missing data, compare the performances of the proposed EM-based tests over the ANOVA-based tests through simulations, and evaluate whether or not it represents a more 1 We have implemented the algorithm described in this
article in the freely available statistical software R (Ihaka and Gentleman 1996) . The code is available from the where l i () is defined as follows. First, if the phenotype Y i and the three genetic markers X 1,i , X 2,i , X 3,i are all observed for the authors upon request.
i th animal, obviously, l i () ϭ l(Y i , X 1,i , X 2,i , X 3,i , ); (3) MATERIALS AND METHODS second, if the phenotypeY i is observed but some genetic markers Model settings and notations: Let us denote the genotypes are missing for the i th animal, then at the trait marker locus A (the hypothesized QTL for the trait) as AA, Aa, and aa, the genotypes at its left-side flanking marker locus B as BB, Bb, bb, and the genotypes at its rightl i () ϭ log
side flanking marker locus C as CC, Cc, and cc (note that we consider here only the biallelic markers, such as the simple and third, if the phenotype Y i is missing for the i th animal, sequence length polymorphisms). Let Y denote the phenotype value; let X 1 , X 2 , and X 3 denote the respective genotype values at the loci A, B, and C, where X 1 ϭ 1, 2, and 3 denotes the
three respective genotypes, AA, Aa, and aa, X 2 ϭ 1, 2, and 3 denotes the three respective genotypes, BB, Bb, and bb, and
Here and in the following, the notation of summation ͚ jʦX 1,i X 3 ϭ 1, 2, and 3 denotes the three respective genotypes, CC, Cc, and cc. Let i denote E(Y |X 1 ϭ i ), where i ϭ 1, 2, and 3. denotes the summation over all possible values of X 1,i . For example, if X 1,i is observed to be 2, then the summation conThen, what we test here is tains only one case (i.e., j ϭ 2); on the other hand, if X 1,i is H 0 : 1 ϭ 2 ϭ 3 (locus A is not a QTL for Y ), missing, then the summation is taken over all three possible values j ϭ 1, 2, and 3. vs.
We propose estimating the parameters by maximizing the log-likelihood L() as defined in Equations 2-5 above and H a : 1 , 2 , and 3 are not all equal (locus A is a QTL for Y).
using the corresponding LRT in hypothesis tests. This hypothesis test includes the test for both dominant and Direct maximization of L() is difficult, as we can see in additive effects of the hypothesized QTL-locus A.
the complicated equations [(2)- (5)] shown above. The EM In practice, the genotype measure X 1 at locus A may be algorithm (Dempster et al. 1977 ; Little and Rubin 1987) is missing for some animals. The usual approaches for missing an appropriate method for computing the maximum-likelidata such as listwise deletion and pairwise deletion would hood estimator when missing data are present. In the followsimply exclude such animals from the ANOVA-based tests, ing, we first derive formulas for the EM algorithm to maximize resulting in a lower power to detect the QTL. Here, we propose the log-likelihood L(). Then, we deduce the LRT using the an EM-based approach utilizing information of incomplete EM estimations and compare its performance with the ordidata, rather than discarding it. When there are missing data nary ANOVA-based tests. at locus A, the approach makes use of genotype data not only EM algorithm: We now derive the formulas of the EM algoat locus A, but also at its two most closely linked markers, loci rithm for this problem following standard notations (McLach-B and C. For the three linked markers, A, B, and C, there are lan and Krishnan 1997). a total of 27 possible genotype combinations {X 1 ϭ j, X 2 ϭ k,
We start with an initial estimate (0) (which can be either X 3 ϭ l }, where j, k, l ϭ 1, 2, or 3. We denote the probabilities the ANOVA estimate or any other reasonable estimate). At for the occurrence of each combination as p j,k,l ϭ Pr(X 1 ϭ j, the (m ϩ 1)th iteration, we update the current estimate
by completing the E-step and the M-step as follows. By assuming a standard ANOVA model relating the pheno-E-step: Compute Q(,
, observed data]. type Y to the genotype X 1 , we have
The computation is simplified to
where ε ‫ف‬ N(0, 2 ) and X 1 can take one of the three possible genotype values of 1, 2, or 3 defined above. The complete where
) denotes the Pr(X 1,i ϭ j, X 2,i ϭ k, X 3,i ϭ data set in this case is {(Y i , X 1,i , X 2,i , X 3,i ), i ϭ 1, . . . , n} for a l |observed data and (m ) ). It can be computed according to sample size of n.
The log-likelihood of the complete data is L c () ϭ the following formula:
if Y i is missing, The ANOVA can also use the pairwise t -tests to examine (mϩ1) that maximizes Q(, (m ) 
j ϭ 1 and m ϭ 3, or j ϭ 2 and m ϭ 3). The T-statistic is calculated as
Here, obs(Y ) denotes the set of i's where Y i is observed, and n obs(Y ) ϭ |obs(Y )|.
The t -test would reject H 0 (therefore declare a phenotypic The maximization of the above expression is very similar difference between genotypes j and m ) when T Ͼ t ␣/2;n*Ϫ3 , to a linear model and we find explicitly the following updating where t ␣/2;n*Ϫ3 is the (1 Ϫ ␣/2)100th percentile of a t-distribuformula: tion with d.f. ϭ (n* Ϫ 3). As pointed out above, the power of the ordinary ANOVA p
is not optimal because it does not use information for those data records with either phenotype or genotype marker data missing. In the previous section, we proposed using the EM k ϭ 1, 2, 3, l ϭ 1, 2, 3.
algorithm to incorporate information from the flanking loci (9) (i.e., B and C) in the parameter estimation. Here we describe how to use these EM-based parameter estimates to develop a
(10) statistical test that replaces the corresponding F -test (or the pairwise t -test when applicable) in the ordinary ANOVA. Basically, the F -test in the ordinary ANOVA is replaced by
(11) the LRT in the EM approach as follows: (a) use the EM algorithm of (6)- (11) to find the parameter estimate , and then compute the log-likelihood L() according to (1); (b) fit the The E-step and M-step are then iterated until the estimate parameters again under H 0 (by the EM algorithm with formu-(m) converges to an estimated value, .
las described in the next paragraph) to yield an estimate 0 , Hypothesis testing: To check whether locus A is a QTL for and compute the log-likelihood L( 0 ); and (c) compute the the trait of interest, Y, statistically we test the hypothesis likelihood-ratio statistic (LRS),
The LRT will reject H 0 if LRS Ͼ for fitting in Equations 7-11. Here we describe EM formulas present, the ordinary ANOVA excludes all the data records for fitting the parameters 0 under H 0 . The EM algorithm with missing information on X 1 or Y, and a subset of observations is left {(Y i , X 1,i ), i ϭ 1, . . . , n*}, (n* Յ n). The ordinary under H 0 is simpler because 1 ϭ 2 ϭ 3 ϭ . Therefore, ANOVA then estimates the mean phenotype given the genowe would estimate by the overall sample mean under H 0 . type data, Correspondingly, the variance is estimated by the sample variance. That is, we can get the estimates without going through
Then, an F -test is constructed by comparing 2 with the between-group variance, 2 b , Thus, for estimating p j,k,l 's, we need to iterate only between the E-step, (12) p
/n, j ϭ 1, 2, 3, k ϭ 1, 2, 3, l ϭ 1, 2, 3. The F -test would reject H 0 if F Ͼ F ␣;2,n*Ϫ3 , where F ␣;2,n*Ϫ3 is the (9Ј) (1 Ϫ ␣)100th percentile of an F-distribution with d.f. ϭ 2 and (n* Ϫ 3).
The estimate 0 consists of j in (10Ј), in (11Ј), and p j,k,l 's RESULTS that are the values of (9Ј) at convergence. Then 0 is plugged into Equation 1 to calculate L( 0 ), which is then used to
Assessment of the validity of EM-LRT in finite sam-
compute the LRS in (14).
ples: EM-LRT is a valid test asymptotically; however,
The pairwise t -test in the ordinary ANOVA is replaced by its validity for finite sample sizes needs to be carefully a corresponding adjusted t -test in the EM approach. Since
checked. We used extensive simulations to assess the
validity of the EM-LRT for various sample sizes under We simulated a data set of n animals with the phenotype measurement (Y i ) and three genetic markers (X 1,i , 
As the proportion of missing data increases, but is kept below the upper limit such that the type I error is not inflated, proportional to j ϩ k ϩ l. However, as j ϭ 1 denotes the we would expect the EM-LRT to perform better than the homozygous wild-type genotype, it should have higher ANOVA-based test in the single-marker analysis.
probability than j ϭ 3. Hence, we used the transforma- locus A according to a missing probability.
The idea of using genotype information at flanking marker For each data set, we first fitted the EM estimates loci for capturing information of incomplete data is similar through iterations of Equations 6-11. The iteration to the idea adopted by the interval-mapping method (Lander started with the initial estimates:
and Botstein 1989). The interval-mapping method also uses the EM algorithm to incorporate flanking markers' genotype
information for inferring the association (expressed as a LOD score) of the phenotypic trait with genetic variation at any given point between the two flanking markers, but there is a
significant difference between our method and the intervalmapping method. First, the main strategy is different. Our method is exactly a single-marker test when no data are miss-
ing, and it uses information of the flanking markers only when data are missing at the marker of interest; in contrast, the
The iteration would stop when a convergence criterion interval-mapping method intends to "screen" any given point, of 10 Ϫ4 relative change was met. Next, we fitted the EM locus X, in the interval bracketed by two linked markers, assumestimates 0 again under H 0 through Equations 8Ј-11Ј.
ing (a) genotypic variation at such theoretical point exists and (b) its recombination rates from the two flanking markers are Then and 0 were used in computing the LRS in (14).
correctly specified. Therefore, the trait locus X is a putative
We repeatedly ran the simulation 1000 times. For locus and is totally unobserved, and the interval-mapping each simulated data set, we computed the EM-LRT (14) method uses recombination rates, r B and r C , to compute the and recorded their values. The empirical type I error
, thus reducing the number of parameters to 2. However, such reducof EM-LRT was calculated as the proportions of the tion of the number of parameters is valid only if the underlying 1000 data sets where H 0 was rejected at the significance assumptions regarding the recombination rates (i.e., r B and level ␣ ϭ 0.05. Figure 1 ) hold. Our proposed EM-LRT, on the other We simulated for n ϭ 50, 100, 200, 500, and 1000, hand, makes no assumptions on the recombination rates (i.e., r B and r C ), but instead it computes p j k,l through p j,k,l ϭ Pr(X 1 ϭ respectively. For each sample size of n, we increased the j, X 2 ϭ k, X 3 ϭ l ), only if there are some incomplete phenotype missing probability from 10% upward, until the type I data or genotype data at locus A (Figure 1 ). For convenience error exceeds the nominal significance level ␣ ϭ 0.05 of mathematical derivation, we have written our formula in significantly (that is, it exceeds by two standard deviaterms of p j,k,l . Hence our EM-LRT involves 27 p j,k,l 's and we did not reduce them to two parameters, r B and r C , which are used tions, 2√0.05 ϫ 0.95/1000 ϭ 0.014). Table 1 shows the in interval-mapping methods. However, the trade-off is that type I error for EM-LRT for various sample sizes.
our EM-LRT is more generic with no model assumptions on As shown in Table 1 , for a small sample size (n ϭ 50), the specification of recombination rates: for example, for very the EM-LRT is valid for up to 10% missing observations. tightly linked markers, it has been shown that the rate of When n ϭ 100, the EM-LRT is valid when as much as recombination is no longer a monotone function of the physical distance (Thompson et al. 1988) , and the assumption of the 20% data were missing. When n ϭ 200, the EM-LRT interval-mapping method would appear to be overly strong.
can tolerate up to 50% missing data. These simulations Under such circumstances, when there are missing data, our showed that we have to be careful in applying the EM-LRT is still valid. We therefore consider our EM-LRT as EM-LRT. For a small sample (e.g., n ϭ 40), which is a complimentary method for the interval-mapping method, particularly when markers are very densely spaced (Ͻ1 cM).
often encountered in real-world experiments, the type I error rates were 0.060 and 0.077 for 10 and 20% missing, (i.e., j 's and 2 ) were not much affected by the accuracies of the estimates of p j,k,l 's. All parameters were estirespectively. Thus, for n ϭ 40 (see the real example in III shown below), we can still use EM-LRT if 10% or mated more accurately when the sample size n became larger. As a result, the EM-LRT is a valid test for increasfewer observations are missing. When there are Ն200 animals, we can use the tests with up to half of all obseringly greater missing proportions as n becomes larger.
Power comparison of EM-LRT with ANOVA-based vations missing.
To evaluate the accuracy of parameter estimates, we tests: To compare the power of EM-LRT with that of the ANOVA-based test, we conducted simulation studies calculated the coefficient of variability (CV) for each model parameter estimate. CV is conventionally defined using two types of phylogenetic models. Simulation models: In the simulations performed, geas √MSE()/, where MSE() denotes the mean squared netic markers were generated according to two phylogeerror of the estimate for parameter over 1000 simulanetic models (Figure 2 ). Let A, B, and C denote the tion runs. . (It turned out the CVs for estimates alleles for the three loci, A, B, and C, respectively. We of p j,k,l 's were rather similar and thus we presented only assume that the A → a event has arisen before either their average values.) B → b or C → c occurred, and B → b or C → c events It can be seen that the ancillary parameters p j,k,l were occurred only on the aBC haplotype. In model I, the estimated less accurately compared to the estimates of B → b took place first on the ancestral haplotype aBC, the main parameters j and 2 across the board. Howfollowed by the mutation of locus C on the haplotype ever, because p j,k,l 's are parameters that are used only in abC, resulting in four distinctive haplotypes: ABC, aBC, the adjustment of the impacts of the missing data on the main parameters, the main parameters of interest abC, and abc. In model II, the mutation at locus B took Note that the type I error calculations were made only at those proportions of missing data when the EM-LRT remains valid or when the type I error starts to be inflated. Note that the average CVs for the parameter estimates were calculated only at those proportions of missing data when the EM-LRT remains valid or when the type I error starts to be inflated.
place first on the ancestral haplotype aBC, followed by loci A, B, and C, respectively (e.g., genotype "aaBbCC" the mutation of locus C on the haplotypes bearing either corresponds to X 1 ϭ 3, X 2 ϭ 2, X 3 ϭ 1); the wild-type allele (i.e., aBC) or the mutant allele (i.e., model IB: the genotype measures X 1 , X 2 , and X 3 refer abC) at locus B, resulting in five distinctive haplotypes:
to loci B, A, and C, respectively (e.g., genotype aaBbCC ABC, aBC, abC, aBc, and abc. now corresponds to X 1 ϭ 2, X 2 ϭ 3, X 3 ϭ 1). In model I, we assume that C → c occurred only on the abC haplotype, as shown in Figure 2 . Let p a denote
In model II, we considered the case where B → b and the proportion of the "a" allele in the population, p b C → c events were independent (see Figure 2) ; without denote the probability of the B → b event conditional loss of generality, we assume that B → b occurred before on the A → a event, and p c denote the probability of C → c. Under this model, p a and p b were defined similarly the C → c event conditional on the B → b event. Two as we defined in model I, but p c is defined as the probabilvariants of model I were considered: ity of the C → c event conditional on the A → a event.
In our simulations, we considered the following pamodel IA: the genotype measures X 1 , X 2 , and X 3 refer to Figure 2. -Two phylogenetic models for three linked loci (i.e., A, B, and C ) residing on the same chromosome, all starting from an ancestral haplotype aBC , which arose from its founder haplotype, ABC (i.e., A → a is the most ancestral event, and B → b or C → c took place only on the aBC haplotype). In model I, the B → b event took place first on the ancestral haplotype ABC , followed by the the C → c event occurring on the AbC haplotype only, resulting in four distinct haplotypes. In model II, the mutation at locus B took place first on the ancestral haplotype ABC, followed by the mutation of locus C on the haplotypes bearing either the wild-type allele (i.e., ABC ) or the mutant allele (i.e., AbC ) at locus B, resulting in five distinctive haplotypes. Open circles, aBC ; shaded circles, AbC ; hatched circles, aBc ; solid circles, abC. reason: when the minor allele (a) frequency is low (p a ϭ with parameters 1 ϭ 100 Ϫ ⌬, 2 ϭ 100, 3 ϭ 100 ϩ 0.1), it would be expected that only ‫%1ف‬ of animals ⌬, and ϭ 10. Here we randomly dropped values from would carry the aa genotype. Since a total of 200 animals each variable with a probability, p m . We conducted simuwere in each simulation, there were on average Ͻ2 anilations under two scenarios: (a) p m ϭ 10% and (b) p m ϭ mals with the aa genotype in most simulated data sets. 20%. Note that in our simulations used for assessing In many simulation runs, there was not a single observathe validity of EM-LRT in finite samples, the missing tion in the aa genotype group. Therefore, in this case, proportion refers to the missing probability of X 1 . Here, the phenotypic comparison is needed only between the p m refers to the missing probability of all variables, Y, X 1 , pair of genotypes AA and Aa, with respective mean val-X 2 , and X 3 . The validity of the EM-LRT for the simulation ues denoted as 1 and 2 . It was thus more appropriate used here was verified by checking the values of the to compare the power of the EM-adjusted t-test (15) empirical type I error rates (i.e., when ⌬ ϭ 0).
with that of the ordinary ANOVA t-test (13 Figures 3 and 4 display the empirical for both the EM-LRT and the ANOVA F-test were close powers from the 1000 simulation runs for p a ϭ 0.2 and to ␣ ϭ 0.05, confirming that they were both valid tests. 0.4, respectively. The statistical powers were calculated
The power of a test is defined as one minus the type II error. Among valid tests with correct type I error rates, and compared for all three models (IA, IB, and II), for The points plotted indicate the empirical proportion of tests (by use of a nominal level ␣ ϭ 0.05) that rejected the H 0 among 1000 simulated data sets. K ϭ ⌬/ (/√n). Plots on the left correspond to cases with 10% missing data. Plots on the right correspond to cases with 20% missing data. * indicates those cases where P Ͻ 0.05, and ** indicates those cases where P Ͻ 0.005. Here "P " refers to the P -value of Wilcoxon rank-sum tests comparing the power difference between the EM-LRT and the F -test. Solid diamonds denote the power of the EM-LRT; solid squares denote the power of the ANOVA F -test.
it is clear that a test with a higher power is preferred. and a strain with high brain weight (BXD5). Brain volume, striatal volume, striatal neuron number, striatal neuIt can be seen from Figures 3 and 4 that the empirical powers of EM-LRT were higher than the empirical powron number residual, striatal volume residual, and brain weight were measured using standard procedures. We ers of the F-test. Due to simulation variations, however, a higher empirical power does not necessarily mean the studied a total of 13 microsatellite markers-9 markers on chromosome 10 (D10Mit106, D10Mit3, D10Mit194, real power is higher. To see whether the difference in power is statistically significant, we conducted a pairwise D10Mit61, D10Mit186, D10Mit266, D10Mit233, and D10Mit180) , and 4 markers on chromosome 18 nonparametric test (the Wilcoxon rank-sum test) on the 1000 pairs of P-values for EM-LRTs and F-tests. The (D18Mit20, D18Mit120, D18Mit122, and D18Mit184). The map locations of the loci studied were obtained from cases where the powers of EM-LRTs are statistically significantly higher are indicated by asterisks in the figures.
Ensembl (http://www.ensembl.org/Mus_musculus/). The P-values of both the ANOVA F-test and EM-LRT As illustrated in Figures 3 and 4 , when p m ϭ 10%, the power of the EM-LRT was significantly higher than that are displayed in Tables 2 and 3 . Since few missing observations were present in the data, of F-test when K Ͼ 3 for models IA, IB, and II. And when p m ϭ 20%, the EM-LRT started to outperform the the differences in P-values were very small between the ANOVA F-tests (Table 3 ) and the EM-LRT (Table 4) . F-test when K ϭ 2. Not surprisingly, the power improvement of EM-LRT over the F-tests became more signifiBoth methods showed that D10Mit186 affects most phenotypes in the study. Also, two markers on chromosome cant when more data were missing.
The comparison results shown in Figure 5 were simi-18, D18Mit20 and D18Mit120, significantly affect brain weight. lar to those of Figures 3 and 4 : when 10% of data were missing, the EM-adjusted t-test started to significantly
To illustrate the effects of missing genotype observations, we randomly dropped 10% of the genotype obseroutperform the ordinary ANOVA t-test for K ϭ 3 or 4; when 20% of data were missing, the better performance vations at the interested locus and recalculated the P-values of the ANOVA and EM-LRT. Table 5 presents started when K ϭ 2.
Application to a real data set in experimental crosses: the P-values of the ANOVA F-test and EM-LRT for all phenotypes of interest with and without the dropped As an illustration, we applied the proposed method to a real data set based on an F 2 intercross study. This data D10Mit186 genotype data. Similarly, Table 6 presents the P-values of the ANOVA F-test and EM-LRT for brain set, based on a previously published report (Rosen and Williams 2001) , consisted of a total of 36 mice from an weight with and without the dropped D18Mit20 and D18Mit120 genotype data. F 2 intercross between a strain with low brain weight (A/J) As we can see from these tables, P-values for the detect the association under the same condition. On the other hand, as shown in Table 5 , the effect of drop-ANOVA F-tests were more sensitive to the dropped phenotype data than were those for the EM-LRT. For examping 10% D10Mit186 genotype data is less pronounced. The results produced by ANOVA tests led to the same ple, in Table 6 , the ANOVA tests are no longer able to detect the association at the ␣ ϭ 0.01 level with brain conclusions on the associations of the D10Mit186 genotype with all the phenotypes except the striatal neuron weight when 10% of genotype observations at the interested locus were dropped while the EM-LRT can still number residual. The ANOVA test was not able to detect the association between the D10Mit186 genotype and utilize information contained in incomplete data. By using both simulated and real data sets, we demonthe striatal neuron number residual when 10% of data were missing while the EM-LRT could still detect the strated that EM-LRT utilizing incomplete data is a valid test for finite samples with moderate proportions of association. By and large, we see that the EM-LRT improves the statistical power over the case when all missmissing values and is a more powerful test compared to ordinary ANOVA-based tests that discarded all missing ing data were excluded.
data from the analysis. Missing information on either genotype or phenotype DISCUSSION can obscure the true genetic effect (Sen and Churchill 2001). To reduce the proportion of missing data, the In this article, we presented an EM-LRT using flankbest solution is to repeat the experiment, but it can ing markers information in single-marker analysis to be costly and time-consuming. The EM algorithm is a standard maximum-likelihood estimation method for handling missing data (Dempster et al. 1977) . In the present context, the method fractionally assigns (E-step) (the M-step) the likelihood on the basis of the pseudoselected is independent from study I. In other words, the new genetic marker is not selected because the flanking complete data. This two-step, alternating iteration procedure is repeated until convergence can be reached. markers already showed associations with the phenotype in study I. If the new genetic marker is selected because Statistical theory guarantees that the observed data likelihood increases to a maximum via the algorithm, and of an association observed in regard to the flanking markers in study I, then a sequential design is needed. thus the EM-LRT can be performed validly (Dempster et al. 1977) . Likelihood methods with the EM algorithm How to adjust our tests for the sequential design is an interesting research topic that deserves further investiallow the recovery of much of the lost information and make statistically efficient use of the data. In the simugation. lated data sets, the EM-LRT outperforms the ANOVAWe are grateful to the two anonymous reviewers for their comments based tests at various marker allele frequencies, and and suggestions. We thank Glenn D. Rosen at the Beth Israel Deaconess Medical Center, Harvard Medical School for providing the mouse the differences in statistical power became increasingly inbred strain data. more pronounced with an increasing portion of missing data or an increasing value of ⌬ (Figures 3-5 ). In the real data set example on inbred mouse strains, we found LITERATURE CITED that with 10% missing data the significant associations D10Mit61 and D10Mit266 in a new, independent study, Rosen, G. D., and R. W. Williams, 2001 Complex trait analysis of study II (with a sample size of n 2 ). We might combine the mouse striatum: independent QTLs modulate volume and neuron number. BMC Neurosci. 2: 5-16. study I with study II by treating the D10Mit186 genotype Rubattu, S., M. Volpe, R. Kreutz, U. Ganten, D. Ganten et al., 1996 data as missing in study I, and then the EM-LRT can Chromosomal mapping of quantitative trait loci contributing to be used to detect the association between the phenotype stroke in a rat model of complex human disease. Nat. Genet. 13: 429-434. of interest and D10Mit186 by merging studies I and II Sen, S., and G. A. Churchill, 2001 A statistical framework for quantogether (with a sample size of n 1 ϩ n 2 ). When we use titative trait mapping. Genetics 159: 371-387. this approach to combine different studies, we have to Thompson, E. A., S. Deeb, D. Walker and A. G. Motulsky, 1988 The detection of linkage disequilibrium between closely linked pay particular attention to the assumption of "missing markers: RFLPs at the AI-CIII apolipoprotein genes. Am. J. Hum.
at random." That is, the genotype missing probability can be applied to the combined (studies I and II altogether) data provided that each of the new markers
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