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Abstract
Wireless sensor and actuator networks are often deployed in areas that already have a wireless infrastructure. Coexisting in this
infrastructure is a challenge, as the used communication techniques interfere. Instead of ﬁghting to ﬁt in, one could try to tap into
the existing infrastructure. This solves the coexistence problem, does not require new infrastructure and makes the integration
of systems trivial. To determine the feasibility of such a solution, our work focuses on analysing energy consumption and power
management policies of Wi-Fi enabled nodes based on recent hardware. Our analysis shows that for some tasks, Wi-Fi nodes are
becoming a viable option and it may not be necessary to retain the current practice of deploying and maintaining specialised wireless
sensor and actuator networks.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
Wireless sensors and actuators must have a reasonable long lifetime to be economically viable. The required lifetime
is application scenario dependent and is limited by the battery charge. Thus, a node is designed to conserve energy as
much as possible. As communication consumes most of the energy, low-power transceivers are employed together with
duty-cycling techniques to maximise node lifetime. Often the communication hardware and protocols are optimised for
a particular application and it is not uncommon to ﬁnd multiple concurrently operated sensor and actuator networks
in one deployment area. A smart building for example with heating control, alarm system and smoke detectors may
use diﬀerent network types optimised for speciﬁc application requirements such as transmission range, transmission
reliability or reporting frequency. Each network is functioning diﬀerently and they are potentially interfering with each
other, which makes deployment, operation and maintenance challenging. It is therefore desirable to use one accepted
network technology to integrate all these systems and to ensure proper network coexistence.
Wi-Fi ﬁts this vision as a Wi-Fi infrastructure is already present in most locations and installers and users are familiar
with this technology. So far, Wi-Fi has not been used for wireless sensor and actuator devices as communication is
too energy costly. However, new chips are available (such as the TI CC3100 and TI CC3200) that reduce energy
consumption signiﬁcantly and simplify Wi-Fi integration within embedded systems. Thus, many applications are now
potentially feasible to execute on top of a Wi-Fi network. In this paper we analyse in detail the operation details and
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resulting energy consumption of Wi-Fi enabled nodes. We then use this insight to identify the application spectrum that
can be supported by currently available Wi-Fi nodes. Finally, we take a look into the future and analyse the performance
potential of Wi-Fi nodes.
Our analysis shows that for many sensing tasks Wi-Fi sensor nodes are already a viable option and that future
improved Wi-Fi chips are likely to support all required sensing and actuation tasks. Thus, it might not be necessary to
maintain current practice of deploying and maintaining specialised wireless sensor and actuator networks for building
automation.
2. Related Work
The use of IEEE 802.11 in battery-powered sensor and actuator networks has, until recently, not been considered a
viable alternative to more power eﬃcient protocols such as IEEE 802.15.4. Hardware improvements in low-power
Wi-Fi transceivers have begun to challenge this assumption, and research has already focused on the development of
Wi-Fi sensor node platforms[1,2]. Further optimisation of these platforms and the 802.11 protocol remains an open
issue.
In [1,2], Wi-Fi-driven sensor node platforms are described. The sensor node software and viewing application are
included in the latter, describing the software architecture for these Wi-Fi devices. In this paper, we remain platform
agnostic with regard to the employed software, and focus on the energy consumption characteristics of the 802.11
based nodes.
The cost of packet sizes, security conﬁgurations and retransmissions are weighed against the energy consumption of
an oﬀ-the-shelf Wi-Fi sensor node, the G2M5477, in [3,4] to evaluate the potential of various Wi-Fi conﬁgurations in
sensor network applications. Similar work in[5] includes wakeup frequency of the sensor nodes, then used to estimate
network lifetime. In this paper we aim to answer in general which application range Wi-Fi enabled nodes may support
instead of answering this question for one particular hardware instance.
3. Power Management in 802.11
When IEEE 802.11 was initially designed in 1997, it was foreseen that wireless communication would be very
beneﬁcial for battery powered devices like laptops and PDAs. Devices, called stations (STA) in the 802.11 context, can
use a duty cycle and access points (APs) buﬀer packets for sleeping stations. Subsequent amendments of the standard,
namely 802.11e, 802.11n and 802.11ac added new mechanisms for power management to improve on sleep times,
latency and contention. The upcoming 802.1ah amendment, which provides a downclocked version of Wi-Fi in the
sub 1 GHz ISM band, is often touted as ‘low-power Wi-Fi’. The amendment deﬁnes interesting new mechanisms for
reducing energy consumption and contention and supporting large numbers devices. It is however not suitable for
tapping into existing infracture as it operates on completely diﬀerent band than currently deployed systems.
We refer to this 802.11 standard conform power management as Standards Based Power Management (SBPM).
However, most available APs and STAs do not support this power management feature fully and in this case duty
cycling must be implemented independently of the 802.11 standard. In this commonly used mode of operation a STA
sleeps periodically and when waking registers with the Wi-Fi network and subsequently transmits data or fetches
data from an application server. We refer to this mode as Application Based Power Management (ABPM). Currently,
Wi-Fi sensor and actuator nodes are employed using ABPM. Nodes using this mode of operation can already achieve
reasonable node-lifetime for some application scenarios as we will show in the evaluation. SBPM promises better
energy management and node responsiveness; however, as we will show current implementations fail to deliver on this
promise.
3.1. Application Based Power Management
With ABPM the system is periodically powered down and the transceiver does not preserve communication state.
This means that when the chip is powered on again it has to execute all steps necessary to register with the Wi-Fi
network. Unfortunately, a large number of steps are involved in the 802.11 network registration procedure. Next we
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describe in detail the diﬀerent phases executed to register a STA with an 802.11 access point1: (1) Scanning: In this
phase the STA discovers the Wi-Fi network. Two forms of scanning are possible: passive and active. In passive mode,
the STA listens for Beacon frames from APs. In active mode the device broadcasts a Probe Request. APs respond with
a Probe Response if they meet the requirements. As APs can use diﬀerent channels the procedure might be executed
on diﬀerent channels until an AP is found. (2) Deauthentication is employed to ensure the STA is disconnected
and the state machine is reset at the AP. (3) Authentication is used to establish a secure channel at link-layer. Two
authentication methods are supported: open system authentication and shared key authentication. With the former,
messages are exchanged but the device always passes authentication (authentication is handled later as deﬁned in IEEE
802.1X). With the latter, devices rely on WEP key distribution. (4) Association is the process of mapping the device to
the AP, to make sure the AP can reserve the resources to support the device. (5) 802.1X Authentication: This phase is
used if previously open system authentication was selected. (6) IP conﬁguration: The STA is connected to the network
and IP address might be assigned using DHCP.
In all of the above steps an STA exchanges a number of messages. Thus, the communication eﬀort for registration
with the network is much higher than transmission of the application data. In particular, network registration is carried
out using the most basic modulation scheme (1 Mbit/s) while data transmission can take advantage of the most eﬃcient
modulation schemes (up to 72.2 Mbit/s in the case of the CC3100 using 802.11n). Optimisation of the above registration
procedure is possible if the hardware allows this. However such optimisation has also drawbacks. For example, DHCP
might not be used and a static IP address is connected which limits ﬂexibility. WEP might be used to skip the 802.1X
authentication procedure; however, WEP is known to be insecure. The scanning phase can be skipped by immediately
sending an association request, assuming an access point is in range with the same ID and on the same channel as the
STA was previously connected with.
It has to be noted that a starting system has to initialise before the aforementioned steps can be carried out. This
startup time is, as we found in the evaluation, far longer than the time required to go through the registration steps.
However, during this initialisation phase less energy is consumed than during transmission of registration packets as
the some transceiver stages are not yet active.
3.2. Standards Based Power Management
The original IEEE 802.11-1997 Wireless LAN speciﬁcation was designed with power saving in mind. Devices,
called stations (STA) in the 802.11 context, can use a duty cycle and access points (AP) can buﬀer frames for sleeping
stations. Every beacon the AP broadcasts periodically (usually every 102.4 ms) contains a Traﬃc Information Map
(TIM). The TIM indicates for every associated STA whether frames are buﬀered at the AP. A buﬀered frame can be
collected by the STA by sending a Power Save Poll (PS-Poll) control frame. If more frames are buﬀered at the AP, the
STA has to send another PS-Poll frame.
For the delivery of multicast and broadcast traﬃc to power saving stations, a special TIM, called the Delivery TIM
or DTIM, is broadcasted every multiple of beacon interval. The ﬁrst bit of the DTIM indicates whether multicast or
broadcast is buﬀered. After the DTIM is broadcasted, all the buﬀered multicast and broadcast is released.
The maximum sleep interval of STA is therefore limited by the interval of the DTIM, if the STA does not want to
miss any group addressed frames. For performance reasons, the DTIM is often relatively short, in the order of 1 to 8
beacon intervals. This means that the maximum sleep time for a STA is in the order of 100-800 ms.
IEEE 802.11e, published in 2005, adds a new power saving mechanism called Automatic Power Save Delivery
(APSD). APSD is available in two variants: unscheduled APSD (U-APSD) and scheduled APSD (S-APSD). In
U-APSD, instead of sending a PS-Poll frame to retrieve the buﬀered frames, the delivery of buﬀered frames is triggered
by a transmission from the STA. A STA therefore does not have to poll for every single frame. If the STA does not
have any data to transmit, it can send an empty packet (Null frame). In S-APSD, buﬀered frames are sent according to
a predetermined schedule, without the need from the STA to signal.
1 We consider in this paper 802.11 infrastructure mode as we believe this is the most likely scenario in a building automation context and we
ignore ad-hoc mode.
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Fig. 1. Power trace of a CC3100+MSP430F5529 entering a wake-up
phase, connecting to an access point and sending a UDP packet with a
temperature reading.
app
Fig. 2. Power trace of a CC3100+MSP430F5529 using the Low-Power
PM policy. The arrow points to the peak when the node woke up to
send a temperature measurement. The other peaks are caused by wake
up on beacon intervals and overhearing traﬃc.
Most currently available Wi-Fi transceiver chips for embedded devices support SBPM. The TI CC3100 transceiver
chip used for our experimental evaluation is an example. SBPM should outperform ABPM as network registration
overheads are removed.
4. Power Measurements
To understand power management capabilities of currently available systems we analyse a very recent transceiver:
the CC3100[6], controlled by a MSP430F5529 microcontroller.
The CC3100 is capable of implementing standards and application based power management. We analyse how much
time for the network registration is required and we also measure power consumption of the device during registration,
using an Agilent N6705B DC power analyser. The results for an application based power management are shown in
Figure 1. For this experiment, we minimised the steps necessary to send an UDP packet with a simple temperature
measure, by using a static IP address, no encryption and no scanning (probing).
The wake-up time of the MSP430 is very short, in the order of 4 μs. The CC3100 however requires an extremely
long initialisation phase of 340 ms. The used CC3100 for our experiments is a pre-production silicon, which is not yet
running at full speed. For the ﬁnal silicon it is expected the initialisation phase will be shortened to 75 ms[6]. However,
even though we expect the initialisation phase to shorten it will most likely exhibit a similar energy consumption
pattern. After the initialisation phase, the transceiver begins the registration process which is completed after about
27.7 ms. In this example no packet was lost; however, in practice packets transmitted during registration might be lost
which would require retransmissions and prolongs the registration process. The temperature measurement and sending
of the UDP packet was completed in 16.92 ms.
For standards based power management, the CC3100 provides a number of power management policies, with
varying power performance and latency trade-oﬀs. For our experiments we used the ‘Low Power PM policy’, which
according to the documentation provides the best power performance, at the cost of an increased latency. No details are
given on how this policy is implemented. The rest of the setup is the same as the application based power management
(static IP address, no encryption and no scanning). The results are show in Figure 2.
The awake time of the MSP430 is quite short, only 5.8 ms, as the microcontroller does not have to wait for the
CC3100 to initialise. However, the idle current consumption of the CC3100 is quite high, 41.9 mA on average. This is
probably caused by using pre-production silicon. Another important factor is the DTIM period of 2, which means the
transceiver can sleep at most 204.8 ms. In the end, the power consumption saved by eliminating the initialising phase,
is entirely lost in high idle current. With the ﬁnal silicon, it is expected the current consumption will be reduced to
690 μA as promised by the available data sheet [6].
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Table 1. Achievable node lifetime considering diﬀerent application proﬁles and diﬀerent application based power management schemes.
Lifetime (months)
Type Application Frequency ABPM-1 ABPM-2 SBPM-1 SBPM-2
A1 Synchronous Thermostat τS = 10 min 2.56 22.35 0.07 3.96
A2 Asynchronous PIR τAS = 2 min 2.21 12.88 0.07 3.94
A3 Actuator Boiler Switch τA = 1 min 1.89 8.42 0.07 3.91
A4 Actuator Light Switch τA = 100 ms 0.04 0.02 0.03 0.03
5. Lifetime Bounds
To analyse achievable lifetime bounds we use building automation as application domain. In this context nodes are
used for very diﬀerent applications ranging from burglar alarms to heating control:
Synchronous reporting nodes are used to report sensor data with a frequency of τS , which is for most applications in
the order of a few minutes as the monitored environment parameters are changing slowly. For a heating system, for
example, it is suﬃcient to sample room temperature every few minutes.
Asynchronous reporting nodes are used to report state changes. For example, a movement detector (PIR) of a burglar
alarm system will send a report message when a person is passing by. As situations may occur in which reports are
generated with high frequency a node may implement a rate limiter and only transmit messages with a maximum
frequency of τAS .
Actuator nodes are used to acute upon received sensor data. In many cases actuation does not have to occur instantly
as the controlled environment parameter is reacting slowly. For example, the actuation of a heating system can be
delayed for a few minutes without aﬀecting heating eﬃciency. However, if an actuator is used to turn on lights in a
room a delay of not more than 100 ms is necessary. The maximum acceptable actuation delay can be given as τA.
Most building automation scenarios require a node lifetime of over a year to become viable. However, in some
cases users may accept a lifetime as low as 6 months. To evaluate if Wi-Fi nodes are a feasible option we consider the
application cases described in Table 1. We assume that a node is equipped with a battery capacity of 2000 mAh.
Lifetime Bounds using ABPM. Using the outlined application proﬁles we analyse the expected node lifetime of Wi-Fi
nodes using the Application Based Power Management (ABPM). A power trace of a wake-up phase of this device is
shown in Figure 1. We use the data obtained from the power trace to calculate achievable node lifetime (ABPM-1). We
also make the assumption that the ﬁnal production silicon can achieve an initialisation time of 75 ms and a hibernate
current of 4 μA as promised in the data sheet (ABPM-2). For this purpose we use our power trace as shown in Figure 1
and count only the last 75 ms of initialisation towards power consumption.
As shown in Table 1, applications with a low reporting frequency of 10 min can achieve a lifetime of 2.46 months.
This is shorter than expected, caused by a high idle current of 1.03 mA. Assuming corrections in the production silicon
a lifetime of 22.35 months is possible which renders Wi-Fi based nodes a viable option. For actuator nodes with low
response time however, Wi-Fi based nodes are unlikely to be an option.
Lifetime Bounds using SBPM. To evaluate the lifetime bounds of a node using SBPM we use data obtained from the
power trace as shown in Figure 2 (SBPM-1). We also make the assumption a ﬁnal silicon can achieve the promised
power consumption of idle current consumption of 0.69 mA (SBPM-2). The results are shown in Table 1. As can
be seen, the current chip is not a viable option for a production environment as idle current consumption is too high.
However, using the ﬁgures given in the data sheet a node using SBPM is not yet viable for applications with a low
update frequency that need low-latency feedback.
6. Conclusions
We have shown that current available Wi-Fi node hardware has limited power management functionality. However,
available hardware is at an early development stage and it is to be expected, as shown in the evaluation, that hardware
1113 Martin Bor et al. /  Procedia Computer Science  52 ( 2015 )  1108 – 1113 
will soon be able to support most application proﬁles. Applications requiring high frequency sampling and timely
actuation will remain out of scope (e.g. factory automation). Thus, it might not be necessary anymore to maintain
current practice of deploying and maintaining specialised wireless sensor and actuator networks for most application
cases. Application domains such as building automation may use in the near future the deployed Wi-Fi infrastructure
which would simplify network deployment and maintenance.
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