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Abstract
The fuzzy set theory is being applied massively in many ﬁelds these days. One of these
is linear programming problems. Upto best of our knowledge, in literature, sensitivity
analysis for FVLP (Fuzzy Variable Linear Programming) problem has never been treated
using ranking function. In this paper the sensitivity analysis for FVLP problems is studied
using ranking function. Purpose is to introduce a simpler and convenient way to tackle
the sensitivity analysis for FVLP problems. At the end it is shown that if in a FVLP
problem both ‘cost’ and ‘decision variables’ are fuzzy numbers, then accuracy upto only
rank can be obtained.
Keywords : Fuzzy variable linear programming; Fuzzy numbers; Ranking function; Sensitivity anal-
ysis.
1 Introduction
In Mathematical Programming, fuzzy set [18] is used to incorporate the dependence of
required parameters on the subjectivity of decision maker. Bellman and Zadeh [1], the
pioneers in this ﬁeld introduced the approach which forms the basis of fuzzy decision-
making models in Mathematical Programming. Zimmermann [19] attempted to fuzzify a
linear program for the ﬁrst time, fuzzy numbers being the source of ﬂexibility. In the last
two decades optimization have been studied in the sense of fuzzy set theory [8, 15, 17].
Fuzzy optimization formulations are more ﬂexible and allow us to ﬁnd solution which is
more adequate to real world problems. The concept of fuzzy mathematical programming
on general level was ﬁrst proposed by Tanaka et al. [17] in the framework of the fuzzy
decision of Bellman and Zadeh [1]. Delgado et al. [5] studied a general model for fuzzy
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linear programming problems which include fuzziness both in the coeﬃcients and in the
accomplishment of the constraints.
Buckley and Feuring [3] considered the extreme case of fuzzy linear programming (FLP)
taking all the parameters and the variables as fuzzy numbers. Some authors have used the
concept of comparisons of fuzzy number for solving FLP problem [4, 14]. In eﬀect, most
convenient method are based on the comparison of fuzzy numbers by the use of ranking
function [13, 14, 15]. Sensitivity analysis in FLP problems with crisp parameters and soft
constraints was considered ﬁrst by Hamacher et al. [7] and later on it was carried on by
Tanaka et al. [16], Fulle’r [6] etc.
In case the decision maker is having a complete and precise information about the prob-
lem involving parameters like cost, availability and demand which can be formulated to
LPP (Linear Programming Problem), sensitivity analysis for LPP can be applied in case
of change in the values of parameters. Frequently, however, the decision maker prefers to
express the parameters which deﬁnes the problem linguistically in comparison to straight
forward numerical values. FLP provides the ﬂexibility in values. But even after formulat-
ing the problem as FLP problem, one cannot stick to all the values for a long time or it is
quite possible that the wrong values got entered. With time the factors like cost, required
time or availability of product etc. changes widely. Sensitivity analysis for FLP or more
generally FVLP needs to be applied in that case.
First, in section 3, FVLP problem is solved taking help of existing approach [14] and
then introducing some perturbations in the parameters, proposed approach is explained.
Some numerical examples are also solved to support the theory. At end in section 4, it is
shown that if in a FVLP both ‘cost’ and ‘decision variables’ are fuzzy in nature, then one
should expect values of decision variables accurate upto rank only.
2 Preliminaries
In this section some basic deﬁnitions, notations and arithmetic operation of trapezoidal
fuzzy numbers, are reviewed [9, 11]. In addition to that, a brief review of used ranking
function [12] and FVLP problem [14] is given.
2.1 Denitions and notations
Denition 2.1. A fuzzy set ˜ A in R (set of real numbers) is a set of ordered pairs:
˜ A = {(x; ~ A(x)) | x ∈ R}
 ~ A(x) is called the membership function of x in ˜ A which maps R to [0;1]. If supremum of
 ~ A(x) is 1 then the fuzzy set ˜ A is called normal.
Denition 2.2. The support of a fuzzy set ˜ A on R is the crisp set of all x ∈ R such that
 ~ A(x) >0.
Denition 2.3. The -cut of a fuzzy set ˜ A is the subset of R deﬁned as:
˜ A = {x ∈ R |  ~ A(x) ≥ }
A fuzzy set ˜ A in X is convex if A(x + (1 − )y) ≥ min{ ~ A(x); ~ A(y)}; ∀ x;y ∈ X,
 ∈ [0;1]. A fuzzy number ˜ A in R i.e. ˜ A ∈ F(R) (set of all fuzzy numbers deﬁned on R)
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(i) ∃ at least one x0 ∈ R with  ~ A(x0)=1.
(ii)  ~ A(x) is piecewise continuous.
Denition 2.4. A fuzzy number ˜ A is called non-negative (positive), if its membership
function  ~ A(x) satisﬁes  ~ A(x) = 0, ∀ x ≤ 0 (x < 0).
Remark 2.1. A ‘fuzzy variable’ just means a variable which is fuzzy in nature. To avoid
repetitive use of the same it is being taken understood that wherever it is written ‘variable’,
it means fuzzy variable. Similar is the case with ‘fuzzy cost’ and ‘right hand side vector of
the constraints’.
2.2 Arithmetic operations
There is a large categorization of fuzzy numbers. Among these triangular and trape-
zoidal fuzzy numbers are most commonly used ones. In this study trapezoidal fuzzy num-
bers are considered. In this subsection, arithmetic operations between two trapezoidal
fuzzy numbers, deﬁned on universal set of real numbers R, are discussed.
Let ˜ A1 = (a1;b1;c1;d1) and ˜ A2 = (a2;b2;c2;d2) be two trapezoidal fuzzy numbers then
(i) ˜ A1 ⊕ ˜ A2 = (a1 + a2;b1 + b2;c1 + c2;d1 + d2)
(ii) ˜ A1 ⊖ ˜ A2 = (a1 − d2;b1 − c2;c1 − b2;d1 − a2)
(iii) ˜ A1 ⊗ ˜ A2 ≃ (a′;b′;c′;d′) where a′ = min (a1a2;a1d2;a2d1;d1d2);b′ = b1b2;c′ =
c1c2;d′ = max (a1a2;a1d2;a2d1;d1d2)
(iv) ˜ A1 ⊘ ˜ A2 ≃ (a′;b′;c′;d′), where
a′ = min (a1
a2; a1
d2; d1
a2; d1
d2); b′ = b1
c2;
c′ = c1
b2; d′ = max (a1
a2; a1
d2; d1
a2; d1
d2)
and, a2 > 0 or d2 < 0.
(v)  ˜ A1 =
{
(a1;b1;c1;d1)  > 0
(d1;c1;b1;a1)  < 0:
Remark 2.2. In this paper (a, b, , ) is used as a notation for a trapezoidal fuzzy number
which is equivalent to (a1;b1;c1;d1) where a1 = a − , b1 = a, c1 = b and d1 = b + .
2.3 Ranking function
Comparison or ranking of fuzzy numbers [2, 4, 9, 10], or more generally, fuzzy sets, is
very important for their practical application. When fuzzy set theory is used to estab-
lish mathematical model, manipulations of fuzzy variables or fuzzy parameters invariably
involve ranking or comparison problems. But, unfortunately, fuzzy numbers are not in
linear order and their comparison is not simple. Frequently, overlaps or small seperations
in the supports of fuzzy sets make comparison a very diﬃcult task. Various ranking meth-
ods based on diﬀerent approaches or diﬀerent points of view have been proposed in the4 Journal of Fuzzy Set Valued Analysis
literature [2, 4, 9]. Fuzzy numbers are related by “ ≥R ” where “ ≥R ” is the relation
between their ranks. In this paper integral value ranking method [12] which is most com-
monly used techniques in the applications of ranking fuzzy number, is used. For given
trapezoidal fuzzy number ˜ A its rank is [12]:
R( ˜ A) = aL + aU +
1
2
( − )
where ˜ A = (aL; aU; ; ) ∈ F(R) (As R, the ranking function, is used for comparison
purpose only so the factor ‘1/2’ of the formula is avoided.)
2.4 Fuzzy Variable Linear Programming Problem
A fuzzy variable linear programming [14] problem is deﬁned as follows:
max ˜ z =R ˜ c ⊗ ˜ x
subject to
A˜ x =R ˜ b
˜ x ≥R 0:
where ˜ b = [˜ bj]m×1; ˜ x = [˜ xj]n×1; A = [aij]m×n; ˜ c = [˜ cj]1×n, and R is a linear ranking
function.
3 Fuzzy Sensitivity Analysis
Suppose there is a company which produces three products P1;P2 and P3 each of which
must be processed through three departments D1;D2 and D3. The time, in hours, each
Pi spends in each Dj is given in Table 1.
Table 1
D1 D2 D3
P1 6 12 2
P2 8 8 4
P3 3 6 1
Each department has only so much time available each week. The estimates of the maxi-
mum time available per week, in hours, for each department is: (1) 288 hours for D1; (2)
312 hours for D2; and (3) 124 hours for D3. Finally the selling price for each product can
vary a little due to small discounts to certain customers but we have the following average
selling price: (1) Rs. 6 per unit for P1; (2) Rs 8 per unit for P2, and (3) Rs 6 per unit
for P3. Then company wants to determine the approximate number of units to produce
for each product per week to maximize its revenue. Since all the values of the parameters
except time, are uncertain, so the problem may be formulated as a fuzzy variable linear
programming problem. Incorporating trapezoidal fuzzy numbers to represent uncertainity,Journal of Fuzzy Set Valued Analysis 5
problem may be formulated as:
max ˜ z =R (5;7;0:2;0:2) ⊗ ˜ x1 ⊕ (7;9;0:5;0:5) ⊗ ˜ x2 ⊕ (5;7;0:2;0:2) ⊗ ˜ x3
subject to 6˜ x1 ⊕ 8˜ x2 ⊕ 3˜ x3 ≤R (286;290;1;2)
2˜ x1 ⊕ 4˜ x2 ⊕ ˜ x3 ≤R (122;126;1;1)
˜ x1; ˜ x2; ˜ x3 ≥R 0
It is solved using fuzzy variable linear programming problem methods. After say 1 year
the circumstances will be changed like the time requirement might get shorten with the
availability of new more eﬃcient machines, selling price might change with change in
demand and availability and equally probable is the case where all the parameters or
some parameters together get modiﬁed. So the whole problem will be changed. Now the
whole problem needs to be solved again, just because of change in some parameters. It can
be certainly avoided, atleast when the new solution ( i.e. new values of decision variables)
is required accurate upto “rank”.
Given a FVLP, the problem is completely speciﬁed by the constraint matrix ˜ A, the RHS
(right hand side) vector ˜ b, and the cost vector ˜ c. Say given FVLP has an optimal solution
with data set ( ˜ A;˜ b;˜ c). Now some alteration is done in ( ˜ A;˜ b;˜ c) after obtaining optimal
solution, and one is interested in ﬁnding the new optimal solution using the optimal table
of actual problem.
Remark 3.1. In this paper data set of type (A;˜ b;˜ c) along with fuzzy variables is consid-
ered.
3.1 Proposed approach
In this paper, very simple and convenient approach (which is rather a generalization
of the associated theory in LPP) is proposed which provides the new values of decisions
variables correct upto rank. In this section following six cases of the sensitivity analysis
are dealt with. All the cases are exempliﬁed for further clariﬁcation.
(i) Change in cost vector.
(ii) Change in RHS.
(iii) Change in both cost and RHS.
(iv) Addition of a fuzzy variable.
(v) Deletion of a fuzzy variable.
(vi) Addition of a fuzzy constraint.
First of all a FVLP is solved below taking help of existing approach [14].
Example 3.1.
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2˜ x1 ⊖ 3˜ x2 ≤R (3;5;2;1)
˜ x1; ˜ x2 ≥R 0:6 Journal of Fuzzy Set Valued Analysis
Adding fuzzy slack variables, above problem can be written as:
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3˜ x1 ⊕ ˜ x2 ⊕ ˜ s1 =R (2;4;1;3)
2˜ x1 ⊖ 3˜ x2 ⊕ ˜ s2 =R (3;5;2;1)
˜ x1; ˜ x2; ˜ s1; ˜ s2 ≥R 0:
The simplex table of the above problem is:
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (−8, −5, 5, 2) (−10, −6, 6, 2) ˜ 0 ˜ 0 ˜ 0 0
˜ s1 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 2 −3 0 1 (3, 5, 2, 1) 7.5
(where ˜ 0 is a fuzzy number with rank equal to zero.)
R(−8, −5, 5, 2)= −14:5; R(−10, −6, 6, 2)= −18. Since min{−14:5;−18} = −18, so ˜ x2
enters the basis and ˜ s1 leaves.
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
R(10, 25, 11, 20)= 39.5, R(6, 10, 2, 6)= 18. So optimality is attained. Above table
is optimal table. Now, say cost of ˜ x1 is changed to (a, b, ; )
Case 1 : Change in cost vector
One of the possible change is change in cost vector only. Change in cost vector would not
eﬀect the feasibility of problem but the optimality could be disturbed as the optimality
criteria depends upon cost. If optimality is disturbed due to cost change, then use simplex
method for fuzzy variable linear programming problem [14] to restore the optimality.
There arises two subcases:
(i) Change in cost of a non basic variable.
(ii) Change in cost of a basic variable.
With the change in cost of non basic variable, relative cost of only this variable is
changed. If sign of rank of relative cost of variable is changed then optimality is disturbed
and to restore it bring this variable into the basis applying simplex method for fuzzy
variable linear programming to get the new optimal solution. Suppose ˜ xk is a non basic
variable and its cost ˜ ck is changed to ˜ c
′
k = ˜ ck ⊕ ∆˜ ck. Therefore, the new relative cost of
˜ xk becomes
˜ cBB−1Ak ⊖ (˜ c
′
k)
where k ∈ N; the index set of non basic variable, Ak is the kth column of constraint matrix
and ˜ cB is the cost of basic variables ˜ xB.Journal of Fuzzy Set Valued Analysis 7
The solution remains optimal if:
R(˜ cBB−1Ak ⊖ ˜ c
′
k) ≥ 0
otherwise optimality is disturbed which can be restored by simplex method for fuzzy vari-
able linear programming problem.
With the change in the cost of a basic variable, relative cost of all but basic variable
will get changed. Also ˜ cBB−1 cannot be used from the optimal table as ˜ cB has changed.
So ﬁrst relative cost of all non basic variable is calculated and then using their ranks it
is checked that if optimality is disturbed or not. If optimality is not disturbed then we
will get the same optimal points with new values, otherwise use simplex method for fuzzy
variable linear programming problem to restore optimality. Let ˜ cj, be the cost of jth
variable and suppose that it is changed to ˜ c
′
j, where j ∈ M, the index set of basic variable.
Then the relative cost for all non basic variables will get changed as:
˜ c
′
BB−1Ak ⊖ ˜ ck; k ∈ N
where ˜ c
′
B = ˜ cB ⊕ ∆˜ ckek, the new cost vector of basic variable; ej is the unit row vector
having 1 at jth place and 0 elsewhere
So, the solution remains optimal provided:
R(˜ c
′
BB−1Ak ⊖ ˜ ck) ≥ 0 ∀k ∈ N
i.e.
R(˜ c
′
BB−1Ak) ≥ R(˜ ck) ∀k ∈ N
Considering Example 3.1, say cost of ˜ x2 changes to (a, b, ;). Then new relative cost of
˜ x1 and ˜ s1 are:
(˜ z1 ⊖ ˜ c1) = ˜ c
′
BB−1A1 ⊖ ˜ c1
= 3 × (a;b;;) ⊖ (5;8;2;5)
= (3a − 8;3b − 8;3 + 5;3 + 2)
and
(˜ z3 ⊖ ˜ c3) = (a;b;;)
Let O be the region where:
R(˜ z1 ⊖ ˜ c1) ≥ 0 and R(˜ z3 ⊖ ˜ c3) ≥ 0
Then for all values of (a;b;;) ∈ O, optimality would not be disturbed.
Example 3.2. In the previous example, say new cost of ˜ x2 is (4;8;2;3), then
R(˜ z1 ⊖ ˜ c1) = R(4;19;11;11) = 23
R(˜ z3 ⊖ ˜ c3) = R(4;8;2;3) = 12:5
Both are non-negative, hence optimality is not disturbed and initial ranks remain optimal.8 Journal of Fuzzy Set Valued Analysis
Case 2 : Change in RHS vector
Change in ˜ b would not disturb the optimality, but the feasibility could be disturbed as the
solution column ˜ XB = B−1˜ b, in which case, dual simplex method for FVLP [13] is used
to restore feasibility. In a FVLP, if the change in RHS of the constraints is made then the
solution column, ˜ XB is aﬀected. This change corresponds to two cases:
(i) If rank of all the fuzzy entries of new solution column turns out to be non-negative,
then the existing table remains optimal with the new solution and new fuzzy optimal
value. Let the FVLP be
max ˜ z =R ˜ c ⊗ ˜ x
subject to A˜ x =R ˜ b
˜ x ≥R 0:
where ˜ b = [˜ bj]m×1; ˜ x = [˜ xj]n×1; A = [aij]m×n; ˜ c = [˜ cj]1×n, and R is a linear ranking
function.
Suppose RHS ˜ b is changed to ˜ b
′. Then the new solution column is shifted to B−1˜ b
′.
Now if:
R(B−1 ˜ b
′
k) ≥ 0 ∀1 ≤ k ≤ m:
then the optimal basis remains the same with new value.
(ii) The other possibility is that:
R(B−1 ˜ b
′
k) < 0 for some 1 ≤ k ≤ m:
then the feasibility is disturbed. Restore the feasibility, using the dual simplex
method for FVLP to get the fuzzy optimal solution of the revised problem.
Example 3.3. Let us consider the same problem again
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3 ˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2 ˜ x1 ⊖ 3 ˜ x2 ≤R (3;5;2;1)
˜ x1; ˜ x2 ≥R 0:
Above problem can be written as:
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3˜ x1 ⊕ ˜ x2 ⊕ ˜ s1 =R (2;4;1;3)
2˜ x1 ⊖ 3˜ x2 ⊕ ˜ s2 =R (3;5;2;1)
˜ x1; ˜ x2; ˜ s1; ˜ s2 ≥R 0:
and the optimal table for the given problem is:Journal of Fuzzy Set Valued Analysis 9
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
Now, say ˜ b is changed to ˜ b
′ = ((10, 12, 2, 3) , (3, 5, 2, 1) )T. So, calculating new
solution column ˜ X
′
B.
˜ X
′
B = B−1˜ b
′
=
(
1 0
3 1
)(
(10;12;2;3)
(3;5;2;1)
)
=
(
(10;12;2;3)
(33;41;8;10)
)
As R(10, 12, 2, 3) = 22.5 ≥ 0 and R(33, 41, 8, 10) =75 ≥ 0, therefore feasibility is not
disturbed and same optimal basis remains optimal and the new fuzzy optimal solution is
(˜ x1; ˜ x2) =R (0;22:5)
Case 3 : Change in both cost and RHS vector:
Now, comes the case where cost and the RHS vectors both are changed together. As
discussed in previous two cases, either one of the feasibility or optimality would be dis-
turbed or both or none. Moving ahead with the case when both of the feasibility and
optimality are disturbed, restore feasibility ﬁrst using dual simplex for FVLP and then
attain optimality using simplex method for FVLP.
Example 3.4. Following is the optimal table for some FVLP:
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z row ˜ 0 ˜ 0 (6, 10, 2, 6) (10, 25, 11, 20) (12, 40, 8, 72) 84
˜ x2 0 1 −1 1 (2, 4, 1, 3) 7
˜ x1 1 0 3 1 (9, 17, 5, 10) 28.5
Now let the new RHS of constraints and the new cost be; ˜ b
′ = ((3, 5, 1, 1) , (1, 2,
1, 1))T and ˜ c
′ = ((1, 2, 9, 1) , (1, 2, 2, 3))T respectively. So,
(˜ z3 ⊖ ˜ c
′
3) = (1;5;30;5)
(˜ z4 ⊖ ˜ c
′
4) = (2;4;11;4)
˜ X
′
B = B−1˜ b
′
=
(
−1 1
3 1
)(
(3;5;1;1)
(1;2;1;1)
)
=
(
(−4;−1;2;2)
(10;17;4;4)
)10 Journal of Fuzzy Set Valued Analysis
So, the following table is obtained
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z row ˜ 0 ˜ 0 (1, 5, 30, 5) (2, 4, 11, 4) (6, 32, 192, 37) −39:5
˜ x2 0 1 −1 1 (−4, −1, 2, 2) −5
˜ x1 1 0 3 1 (10, 17, 4, 4) 27
Applying dual simplex for FVLP
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z row ˜ 0 (1, 5, 30, 5) ˜ 0 (4, 8, 36, 4) (−192, −2, 28, 96) −160
˜ s1 0 −1 1 −1 (1, 4, 2, 2) 5
˜ x1 1 3 0 4 (−2, 14, 10, 10) 12
Now the feasibility has been attained. In general, had we not restored feasibility in the
preceding tableau, we would repeat the procedure as necessary untill feasibility is satisﬁed
or there is evidence that the problem has no feasible solution (which happens if a basic vari-
able is having a negative rank and all its constraint coeﬃcient are non negative). Once
feasibility is established, the next step is to consider optimality. Applying simplex method
for FVLP to attain optimality:
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z row (−5
3 ; −1
3 ; 5
3;10) ˜ 0 ˜ 0 (4
3; 8
3; 8
3;4) (−2
3 ; 28
3 ; 58
3 ; 92
3 ) 44
3
˜ s1 1/3 0 1 1/3 (1/3, 26/3, 16/3, 16/3) 9
˜ x2 1/3 1 0 4/3 (−2=3, 14/3, 10/3, 10/3) 4
(˜ z1 ⊖ ˜ c
′
1) = 1
3(1;2;2;3) ⊖ (1;2;9;1) = (−5=3;−1=3;5=3;10)
(˜ z4 ⊖ ˜ c
′
4) = 4
3(1;2;2;3) = (2;4;11;4)
R(˜ z1 ⊖ ˜ c
′
1) = 13=6 ≥ 0 and R(˜ z4 ⊖ ˜ c
′
4) = 14=3 ≥ 0 Hence optimality is attained and the
solution is (˜ x1; ˜ x2) =R (0, 4).
Case 4 : Addition of a fuzzy variable:
Addition of a new fuzzy variable will cause addition of some column in the optimal table,
as a result of which optimality might get disturbed. Suppose that a new variable, say
˜ xn+1 is identiﬁed after optimal solution ˜ X∗ of the original FVLP is obtained. Let ˜ cn+1 be
the cost associated ˜ xn+1 and An+1 be the associated column in the new constraint matrix.
So, the initial FVLP problem is modiﬁed to the following FVLP problem:
max ˜ c ⊗ ˜ X ⊕ ˜ cn+1 ⊗ ˜ xn+1
subject to A ˜ X ⊕ An+1˜ xn+1 = ˜ b
˜ X ≥R 0; xn+1 ≥R 0:Journal of Fuzzy Set Valued Analysis 11
Observe that we can set ˜ xn+1 = ˜ 0, then ( ˜ X∗;˜ 0) becomes a fuzzy bfs (basic feasible solution)
[14] to the new FVLP. Now one additional relative cost needs to be checked
˜ zn+1 ⊖ ˜ cn+1 = ˜ cT
BB−1An+1
If ˜ zn+1⊖˜ cn+1 ≥R 0, then the current solution ˜ X∗ with ˜ xn+1 = ˜ 0 is the optimal solution to
the new problem. Whereas if ˜ zn+1⊖˜ cn+1 <R 0, then ˜ xn+1 has to be included in the basis.
So, iterations of fuzzy simplex method for FVLP are applied till an optimal solution is
obtained.
Example 3.5. Consider
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
Above is the optimal table of the following FVLP:
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3 ˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2 ˜ x1 ⊖ 3 ˜ x2 ≤R (3;5;2;1)
˜ x1; ˜ x2 ≥R 0:
Now, say in the above FVLP, a variable ˜ x3 with cost (1,3, 2, 2) and column A3 = (0, 5)T
is added in the constraint matrix. The relative cost of ˜ x3:
˜ z3 ⊖ ˜ c3 = (−3;−1;2;2)
As its rank is negative, so the optimality is disturbed. Calculating the column corresponding
to ˜ x3: (
1 0
3 1
)
×
(
0
5
)
=
(
0
5
)
Inserting the above data in the table
Basis ˜ x1 ˜ x2 ˜ x3 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (−3, −1, 2, 2) (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 0 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 5 3 1 (9, 17, 5, 10) 28.5
Applying iteration of fuzzy simplex method for FVLP to retrieve optimality
Basis ˜ x1 ˜ x2 ˜ x3 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (101
5 ; 183
5 ; 52
5 ; 112
5 ) ˜ 0 ˜ 0 (33
5 ; 59
5 ; 16
5 ; 36
5 ) (1
5; 3
5; 2
5; 2
5) (69
5 ; 251
5 ; 76
5 ; 434
5 ) 99.5
˜ x2 3 1 0 1 0 (2, 4, 1, 3) 7
˜ x3 11/5 0 1 3/5 1/5 (9/5, 17/5, 1, 2) 5.7
So, (˜ x1; ˜ x2; ˜ x3) =R (0, 7, 5.7).12 Journal of Fuzzy Set Valued Analysis
Case 5 : Deletion of a fuzzy variable:
There arises two cases under this category:
(i) If a non basic fuzzy variable or a basic fuzzy variable at zero level (i.e. its rank is
zero) is deleted, then there will be no change in the fuzzy optimal solution.
(ii) However, deletion of positive basic fuzzy variable (i.e. its rank is positive) will aﬀect
the optimal solution.
Considering (ii), note that deleting a variable at positive level is equivalent to convert
it into non basic variable. For the same, ﬁrst remove the entire column associated
with the basic variable to be deleted from the optimal table and then multiply the
entire row corresponding to this variable by -1, so that feasibility gets disturbed.
Now, applying fuzzy dual simplex method for FVLP, restore feasibility, which will
include the removal of variable to be deleted.
Example 3.6.
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2 ⊕ (1;3;2;2) ⊗ ˜ x3
subject to 3 ˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2 ˜ x1 ⊖ 3 ˜ x2 ⊕ 5˜ x3 ≤R (3;5;2;1)
˜ x1; ˜ x2; ˜ x3 ≥R 0:
with its optimal table as follows:
Basis ˜ x1 ˜ x2 ˜ x3 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (101
5 ; 183
5 ; 52
5 ; 112
5 ) ˜ 0 ˜ 0 (33
5 ; 59
5 ; 16
5 ; 36
5 ) (1
5; 3
5; 2
5; 2
5) (69
5 ; 251
5 ; 76
5 ; 434
5 ) 99.5
˜ x2 3 1 0 1 0 (2, 4, 1, 3) 7
˜ x3 11/5 0 1 3/5 1/5 (9/5, 17/5, 1, 2) 5.7
Now, ˜ x3 is to be removed. As it is a basic variable at positive level, therefore its dele-
tion will aﬀect the optimal solution. Remove the column associated to ˜ x3 and multiply all
the entries in ˜ x3-row by -1. Note that feasibility has been disturbed as now, basic variable
˜ x3 is at negative level. Further iterations are shown below:
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z row (101
5 ; 183
5 ; 52
5 ; 112
5 ) ˜ 0 (33
5 ; 59
5 ; 16
5 ; 36
5 ) (1
5; 3
5; 2
5; 2
5) (9
5; 191
5 ; 124
5 ; 373
5 ) 64.9
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ x3 −11/5 0 −3/5 −1/5 (−17/5, −9/5, 2, 1) −5.7
Applying dual simplex method for FVLP
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
So, (˜ x1; ˜ x2) =R (0, 7).Journal of Fuzzy Set Valued Analysis 13
Case 6 : Addition of a fuzzy constraint :
Two observations need to be made, when a new constraint is added to a FVLP.
(i) Whether the constraint to be added is already getting satisﬁed by the given optimal
solution, in which case there will be no eﬀect on adding this constraint.
(ii) If the new constraint is not satisﬁed, then its addition to the system will aﬀect the
optimal solution.
Considering (ii), note that addition of such a constraint may disturb the fuzzy sim-
plex format. On restoring the format, feasibility might get disturbed. Restore the
feasibility by fuzzy dual simplex method for FVLP to ﬁnd the new optimal solution.
Remark 3.2. For equality constraint to be added, split it into two inequality constraints.
Certainly one of the inequality constraint will be satisﬁed by the optimal solution and hence
other one is considered for addition in the FVLP.
Example 3.7. Consider the same problem again:
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3 ˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2 ˜ x1 ⊖ 3 ˜ x2 ≤R (3;5;2;1)
˜ x1; ˜ x2 ≥R 0:
with its optimal table as follows:
Basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
Now, let us add the following constraint in the system.
2˜ x1 ⊕ ˜ x2 =R (2;3;1;1)
This constraint is equivalent to following two constraints:
2˜ x1 ⊕ ˜ x2 ≤R (2;3;1;1) (3.1)
2˜ x1 ⊕ ˜ x2 ≥R (2;3;1;1) (3.2)
Eq. (3.2) is getting satisﬁed by the current optimal solution. So its addition in the system
will not make any change in the optimal solution. Incorporating Eq. (3.1) in the system,
the following table is obtained:
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 ˜ s3 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 0 (9, 17, 5, 10) 28.5
˜ s3 2 1 0 0 1 (2, 3, 1, 1) 514 Journal of Fuzzy Set Valued Analysis
(Note that Eq. (3.1) is equivalent to
2˜ x1 ⊕ ˜ x2 ⊕ ˜ s3 =R (2;3;1;1); ˜ s3 ≥R 0:)
Fuzzy simplex format [14] is disturbed, restoring it using row operations following table is
obtained:
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 ˜ s3 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 0 (9, 17, 5, 10) 28.5
˜ s3 −1 0 −1 0 1 (−2, 1, 4, 2) −2
Feasibility got disturbed (as ˜ s3 is at negative level), so apply fuzzy dual simplex method for
FVLP to restore the feasibility. Applying one iteration the following optimal table of the
new problem is obtained:
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 ˜ s3 RHS R(RHS)
˜ z (4, 5, 9, 14) ˜ 0 ˜ 0 ˜ 0 (6, 10, 2, 6) (0, 50, 80, 110) 65
˜ x2 2 1 0 0 1 (0, 5, 5, 5) 5
˜ s2 10 0 0 1 3 (3, 20, 17, 16) 22.5
˜ s1 1 0 1 0 −1 (−1, 2, 2, 4) 2
So,
(˜ x1; ˜ x2) =R (0;5)
4 Limitation
Let us consider the Example 3.1 again.
Example 4.1.
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2˜ x1 ⊖ 3˜ x2 ≤R (3;5;2;1)
˜ x1; ˜ x2 ≥R 0:
Adding fuzzy slack variables, above problem can be written as:
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3˜ x1 ⊕ ˜ x2 ⊕ ˜ s1 =R (2;4;1;3)
2˜ x1 ⊖ 3˜ x2 ⊕ ˜ s2 =R (3;5;2;1)
˜ x1; ˜ x2; ˜ s1; ˜ s2 ≥R 0:Journal of Fuzzy Set Valued Analysis 15
The simplex table of the above problem is:
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (−8, −5, 5, 2) (−10, −6, 6, 2) ˜ 0 ˜ 0 ˜ 0 0
˜ s1 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 2 −3 0 1 (3, 5, 2, 1) 7.5
R(−8;−5;5;2) = −14:5; R(−10;−6;6;2) = −18. Since min{−14:5;−18} = −18, so
˜ x2 enters the basis and ˜ s1 leaves.
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
R(10;25;11;20) = 39:5; R(6;10;2;6)) = 18. So optimality is attained. Above table
is optimal table. Now, as there is not a unique fuzzy number having given rank and using
the fact that R( ˜ A ˜ B) ̸= R( ˜ A)R( ˜ B), in this example a fuzzy number ˜ x2 can be designed such
that its rank is 3.5 but the rank of ˜ z increases. e.g. let us take ˜ x2 = (2, 3, 1, 5). Its rank
is still 7. As the constraints are satisﬁed with respect to the ranks so (0, (2, 3, 1, 5)) also
satisﬁes the constraints of above problem and hence is a feasible solution but this feasible
solution gives ˜ z = ( 12, 30, 8, 98), whose rank is 97 which is greater than the obtained
solution. Had the case been that only one of the cost and decision variable is fuzzy, this
problem would not have arisen.
As exempliﬁed above, the solution given by the existing approach needs to be improved in
case when both cost and decision variables are fuzzy. An auxiliary problem is deﬁned below
after getting the solution accurate upto rank, which will further increase the rank of ˜ z to
maximum, keeping the rank of decision variables same so that it remains feasible solution.
Consider a general FVLP
max ˜ z =R ˜ c ⊗ ˜ x
subject to A˜ x =R ˜ b
˜ x ≥R 0:
where
˜ b = [˜ bj]m×1; ˜ x = [˜ xj]n×1; A = [aij]m×n; ˜ c = [˜ cj]1×n
and R is a linear ranking function.
Solving the case for ˜ x = (˜ x1; ˜ x2). So the objective function becomes:
max ˜ z =R ˜ c1 ⊗ ˜ x1 ⊕ ˜ c2 ⊗ ˜ x2
Solving it like above, say the solution is obtained is
˜ x∗ = (˜ x∗
1; ˜ x∗
2) = ((a1;b1;1;1);(a2;b2;2;2))16 Journal of Fuzzy Set Valued Analysis
Now, deﬁne an auxiliary linear problem as below:
max z = R(˜ c1 ⊗ ˜ x1 ⊕ ˜ c2 ⊗ ˜ x2)
subject to R(˜ x1) = a1 + b1 + 1=2(1 − 1)
R(˜ x2) = a2 + b2 + 1=2(2 − 2)
a1 − 1 ≥ 0
1 ≥ 0
b1 − a1 ≥ 0
1 ≥ 0
a2 − 2 ≥ 0
2 ≥ 0
b2 − a2 ≥ 0
2 ≥ 0:
Now this is a simple LPP which can be solved easily using existing methods. Considering
above example again.
Example 4.2.
max ˜ z =R (5;8;2;5) ⊗ ˜ x1 ⊕ (6;10;2;6) ⊗ ˜ x2
subject to 3˜ x1 ⊕ ˜ x2 ≤R (2;4;1;3)
2˜ x1 ⊖ 3˜ x2 ≤R (3;5;2;1)
˜ x1; ˜ x2 ≥R 0:
Below is its optimal table:
basis ˜ x1 ˜ x2 ˜ s1 ˜ s2 RHS R(RHS)
˜ z (10, 25, 11, 20) ˜ 0 (6, 10, 2, 6) ˜ 0 (12, 40, 8, 72) 84
˜ x2 3 1 1 0 (2, 4, 1, 3) 7
˜ s2 11 0 3 1 (9, 17, 5, 10) 28.5
It gives the optimal rank of the decision variables (˜ x1; ˜ x2). Optimal ranks are (R(˜ x1);R(˜ x2)) =Journal of Fuzzy Set Valued Analysis 17
(0;7). Deﬁning the auxiliary linear problem:
max z = R((6;10;2;6) ⊗ (a2;b2;2;2))
subject to a2 + b2 + 1=2(2 − 2) = 7
a2 − 2 ≥ 0
2 ≥ 0
b2 − a2 ≥ 0
2 ≥ 0:
solving it:(a2;b2;2;2) = (0;0;0;14).
The answer was quite expected. In case of maximization problem it will always be of the
type (0;0;0;∗). It is so, because while fuzzy multiplication this produces maximum value.
So, it gives maximum rank (as required) of objective function but its not taking into account
that at b +  fuzzy number (a, b, , ) is having minimum membership grade and hence
result corresponding to it is not having much relevance to the decision maker. Hence upto
best of our knowledge, in case both ˜ c and ˜ x are fuzzy in nature, optimal value of ˜ x cannot
be found which maximizes rank of ˜ z, using existing approaches.
5 Conclusion
Perturbations in the various parameters of FVLP problems are considered, and the
sensitivity analysis of LPP is generalized to tackle the similar situations in FVLP. The
prime part of theory depends on the comparison of two fuzzy numbers using ranking
functions. At last its shown that decision maker should demand only the optimal ranks
of decision variables.
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