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a b s t r a c t
Let Ω represent a two-dimensional isotropic elastic body. We consider the problem of
determining the body force F whose form ϕ(t)(f1(x), f2(x))with ϕ be given inexactly. The
problem is nonlinear and ill-posed. Using the Fourier transform, themethods of Tikhonov’s
regularization and truncated integration, we construct a regularized solution from the data
given inexactly and explicitly derive the error estimate.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let Ω = (0, 1) × (0, 1) represent a two-dimensional isotropic elastic body. For each x = (x1, x2) ∈ Ω , we denote by
u = (u1(x, t), u2(x, t)) the displacement, where uj is the displacement in the xj-direction, j ∈ {1, 2}. As known, u satisfies
the Lamé system (see, e.g., [10,12])
∂2u
∂t2
= µ∆u+ (λ+ µ)∇ (div(u))+ F ,
where F = (F1, F2) is the body force, div(u) = ∇ · u = ∂u1/∂x1 + ∂u2/∂x2, and λ, µ are Lamé constants. We shall assume
that the boundary of the elastic body is fixed and the initial conditions are given.
In this paper, we shall consider the problem of determining the body force F . This problem is a kind of inverse source
problem. Inverse source problems are investigated in many aspects such as the uniqueness, stability and regularization.
There are many papers devoted to the uniqueness and the stability problem. In [3] (Chap. 7, page 166), Isakov discussed the
problem of finding a pair of functions (u, f ) satisfying
cutt −∆u = f ,
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where f is independent of t . He proved that using some preassumptions on f , from the final overdetermination
u(x, T ) = h(x),
we get the uniqueness of (u, f ).
As shown in [2], the body force (in the form ϕ(t)f (x)) will be defined uniquely from an observation of surface stress (the
lateral overdetermination) given on a suitable boundary ofΩ×(0, T ). In this paper, the authors also gave an abstract formula
of reconstruction. However, the regularization problem for the ill-posed case has not been considered.
Another inverse source problem is one of finding the heat source F(x, t, u) satisfying
ut −∆u = F .
This problem was considered intensively in the last century. The problem with the final overdetermination was studied
by Tikhonov in 1935 (see [11]). He proved the uniqueness of problem with prescribed lateral and final data. In the last
three decades, the problem has been considered bymany authors (see [4–6,8,13,14]). Although we havemany works on the
uniqueness and the stability of inverse source problems, the literature on the regularization problem is quite scarce. Very
recently, in [13,14], the authors considered the regularization problem under both lateral and final overdetermination. The
ideas of using the Fourier transform and truncated integration in the two papers are used in the present paper. We also
consider the regularization problem under the final data and prescribed surface stress.
To get the lateral overdetermination, some mechanical arguments are in order. Let σ1, σ2, τ be the stresses (see [10,12])
defined by
τ = µ
(
∂u1
∂x2
+ ∂u2
∂x1
)
,
σj = λdiv(u)+ 2µ∂uj
∂xj
, j ∈ {1, 2}.
We shall assume that the surface stress is given on the boundary of the body, i.e.,(
σ1 τ
τ σ2
)(
n1
n2
)
=
(
X1
X2
)
,
where X = (X1, X2) is given on ∂Ω , and n = (n1, n2) is the outward unit normal vector of ∂Ω .
As discussed, our problem is severely ill-posed. Hence, to simplify the problem, a preassumption on the form of the body
force is needed. In fact, if the body is rotating about the axis x3, which is perpendicular to the plane Ox1x2, we have two
forces acting in the body: gravity and the inertia force. If the inertia force is large, we can omit gravity. In this case, the body
force is approximated by the inertia force having the form{
F1(x1, x2, t) = −ρ(x1, x2)w2(t)x1,
F1(x1, x2, t) = −ρ(x1, x2)w2(t)x2,
where ρ is the density of mass of the body,w is the angular velocity (see, e.g., [9], page 102). Naturally,w = w(t) is known
since it is established by a machine. Hence, the problem is of finding the unknown density ρ which is a time independent
function. From the latter example, we shall use the separable form force as in [2],
(F1(x, t), F2(x, t)) = ϕ(t)(f1(x), f2(x)),
where ϕ is possibly given inexactly. The form is also issued from an approximated model for elastic wave generated from a
point dislocation source (see, e.g., [1,2]). Since ϕ is inexact, our problem is nonlinear. Moreover, the problem is still ill-posed
because the measured data is not only inexact but also non-smooth.
Precisely, we consider the problem of identifying a pair of functions (u, f ) satisfying the system:
∂2uj
∂t2
= µ∆uj + (λ+ µ) ∂
∂xj
div(u)+ ϕ(t)fj(x), j ∈ {1, 2}, (1)
for (x, t) ∈ Ω × (0, T ), where µ, λ are real constants satisfying µ > 0 and λ+ 2µ > 0.
Since the boundary of the elastic body is fixed, the displacement u = (u1, u2) satisfies the boundary condition
(u1(x, t), u2(x, t)) = (0, 0), x ∈ ∂Ω. (2)
In addition, the initial and final displacements are given inΩ
(u1(x, 0), u2(x, 0)) = (u01(x), u02(x)),(
∂u1
∂t
(x, 0),
∂u2
∂t
(x, 0)
)
= (u∗01(x), u∗02(x)),
(u1(x, T ), u2(x, T )) = (uT1(x), uT2(x)).
(3)
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Finally, the surface stress is given on ∂Ω{
n1σ1 + n2τ = X1,
n2σ2 + n1τ = X2. (4)
We shall assume that the data of the system (1)–(4)
I = (ϕ, X, u0, u∗0, uT ) ∈
(
L1(0, T ), (L1(0, T , L1(∂Ω)))2, (L1(Ω))2, (L1(Ω))2, (L1(Ω))2
)
are given inexactly since they are results of experimental measurements. The system (1)–(4) usually has no solution;
moreover, even if the solution exists, it does not depend continuously on the given data. Hence, a regularization is in
order. Denoting by Iex the exact data corresponding to an exact solution (uex, fex) of the system (1)–(4), which are probably
unknown, from the inexact data Iε approximating Iex, we shall construct a regularized solution fε approximating fex.
In fact, using the Fourier transform, we shall reduce our problem to finding the solutions of the binomial equations
whose binomial term is an entire function (see Lemma 1). In this case, the problem is unstable in the neighborhood of zeros
of this entire function. The zeros can be seen as singular values. Using themethod of Tikhonov’s regularization and truncated
integration, we shall eliminate the singular values to regularize our problem. Error estimates are given. A numerical example
in which the various plots about the exact solution, disturbed solution and regularized solution have been drawn.
The remainder of the paper is divided into four sections. In Section 2, we shall set some notations and state our main
results. In Section 3, we give the proofs of these results. A numerical experiment is given in Section 4 to illuminate the effect
of our method. We conclude in the last section with some reasonable generalizations of this paper.
2. Notations and main results
Recall thatΩ = (0, 1)× (0, 1). We always assume that the data I = (ϕ, X, u0, u∗0, uT ) belong to(
L1(0, T ), (L1(0, T , L1(∂Ω)))2, (L1(Ω))2, (L1(Ω))2, (L1(Ω))2
)
.
For all ξ = (ξ1, ξ2), ζ = (ζ1, ζ2) ∈ R2, we set ξ · ζ = ξ1ζ1 + ξ2ζ2 and |ξ | = √ξ · ξ .
We first have the following lemma.
Lemma 1. If u ∈ (C2([0, T ]; L2(Ω))∩ L2(0, T ;H2(Ω)))2, f ∈ (L2(Ω))2 satisfy (1)–(4) corresponding to the data I, then for all
α = (α1, α2) ∈ R2 \ {0}, we have
2D(I).
∫
Ω
fj(x). cos(α · x)dx = gj(I), j ∈ {1, 2},
where
D(I) = D1(I).D2(I), gj(I) = 2|α|2 (αjD2(I)h0 + D1(I)hj),
with
D1(I) =
∫ T
0
ϕ(T − t) sin(√λ+ 2µ |α| t)dt, D2(I) = ∫ T
0
ϕ(T − t) sin(√µ |α| t)dt
h0(I) = − sin(
√
λ+ 2µ|α|T ).
∫
Ω
(α · u∗0). cos(α · x)dx+
√
λ+ 2µ.|α|.
∫
Ω
(α · uT ). cos(α · x)dx
−√λ+ 2µ.|α|. cos(√λ+ 2µ|α|T ). ∫
Ω
(α · u0). cos(α · x)dx
−
∫ T
0
∫
∂Ω
sin(
√
λ+ 2µ|α|(T − t))(α · X). cos(α · x)dωdt
hj(I) = − sin(√µ|α|T ).
∫
Ω
(|α|2u∗0j − αj(α · u∗0)). cos(α · x)dx+
√
µ.|α|.
∫
Ω
(|α|2uTj − αj(α · uT )). cos(α · x)dx
−√µ.|α|. cos(√µ|α|T ).
∫
Ω
(|α|2u0j − αj(α · u0)). cos(α · x)dx
−
∫ T
0
∫
∂Ω
sin(
√
µ|α|(T − t))(|α|2Xj − αj(α · X)). cos(α · x)dωdt, j ∈ {1, 2}.
From Lemma 1, we need to consider the function
D(I)(α) =
∫ T
0
ϕ(T − t) sin(√λ+ 2µ |α| t)dt. ∫ T
0
ϕ(T − t) sin(√µ |α| t)dt.
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The problem is unstable in the neighborhood of zeros of this function. However, from the properties of analytic functions,
we can show that if ϕ 6≡ 0 then D(I) differs from 0 almost everywhere in R3. Furthermore, using the idea of Theorem 4
in [15], we get the following lemma.
Lemma 2. Let τ , q be positive constants, ϕ0 ∈ L1(0, T ) \ {0} and D(ϕ0, τ ) : R2 → R,
D(ϕ0, τ )(α) =
∫ T
0
ϕ0(t) sin(
√
τ |α|t)dt.
Then D(ϕ0, τ ) 6= 0 for a.e. α ∈ R2. Moreover, if we put
Rε = q9eT .
ln(ε−1)
ln(ln(ε−1))
, ε > 0,
then the Lebesgue measure of the set
B(ϕ0, τ , ε) =
{
α ∈ B(0, Rε), |D(ϕ0, τ )(α)| ≤ εq
}
is less than R−1ε for ε > 0 small enough, where B(0, Rε) is the open ball in R2.
Lemmas 1 and 2 imply immediately the uniqueness result.
Theorem 1. Let u, u∗ ∈ (C2([0, T ]; L2(Ω)) ∩ L2(0, T ;H2(Ω)))2 and f , f ∗ ∈ (L2(Ω))2. If (u, f ) and (u∗, f ∗) satisfy (1)–(4)
corresponding to the same data I, in which ϕ 6≡ 0, then
(u, f ) = (u∗, f ∗).
Let (uex, fex) be the exact solution of the system (1)–(4) corresponding the exact data Iex = (ϕex, Xex, uex0 , u∗ex0 , uexT ). Notice
that if
uex ∈ (C2([0, T ]; L2(Ω)) ∩ L2([0, T ];H2(Ω)))2, fex ∈ (L2(Ω))2, ϕex ∈ L1(0, T ) \ {0}, (5)
then for j ∈ {1, 2} and a.e. α ∈ R2 one has
F (˜fjex)(α) = 2
∫
Ω
fjex(x) cos(α · x)dx = gj(Iex)D(Iex) ,
where gj and D are defined by Lemma 1, F is the Fourier transform in R2, and
f˜jex(x) = χ(Ω)fjex(x)+ χ(−Ω)fjex(−x), x ∈ R2.
Here we denote by χ(A) the characteristics function of the set A.
From the approximate data Iε = (ϕ, X, u0, u∗0, uT ) satisfying
‖ϕ − ϕex‖L1(0,T ) ≤ ε,
∥∥Xj − X exj ∥∥L1(0,T ,L1(∂Ω)) ≤ ε, ∥∥u0j − uex0j∥∥L1(Ω) ≤ ε,∥∥u∗0j − u∗ex0i ∥∥L1(Ω) ≤ ε, ∥∥uTj − uexTj∥∥L1(Ω) ≤ ε, j ∈ {1, 2}, (6)
we construct a regularized solution fε = (f1ε, f2ε)whose Fourier transform is
F(fjε)(α) = χ(B(0, Rε)). gj(Iε).D(Iε)
δε + (D(Iε))2
, ∀α ∈ R2 \ {0},
where
q = 1
7
, δε = ε 1+6q2 , Rε = q9eT .
ln(ε−1)
ln(ln(ε−1))
. (7)
We have two regularization results.
Theorem 2. Let (uex, fex) be the exact solution of the system (1)–(4) corresponding to the exact data Iex such that (5) hold. Then
from the given data Iε satisfying (6), we can construct a regularized solution fε ∈ (C(Ω))2 such that
lim
ε→0
∥∥fjε − fjex∥∥L2(Ω) = 0, j ∈ {1, 2}.
If we assume, in addition, that fex ∈ (H1(Ω))2, then∥∥fjε − fjex∥∥2L2(Ω) ≤ 63eT (66 ∥∥fjex∥∥2H1(Ω) + (2pi)−2) . ln(ln(ε−1))ln(ε−1) , j ∈ {1, 2}
for ε > 0 small enough.
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Theorem 3. Let (uex, fex) be the exact solution of the system (1)–(4) corresponding to the exact data Iex such that (5) hold. We
assume, in addition, that∫
R2
∣∣∣∣∫
Ω
fjex(x). cos(α · x)dx
∣∣∣∣ dα <∞, j ∈ {1, 2}.
Then from the given data Iε satisfying (6), we can construct a regularized solution fε ∈ (C(Ω))2, which coincides the one in
Theorem 2, such that
lim
ε→0
∥∥fjε − fjex∥∥L∞(Ω) = 0, j ∈ {1, 2}.
3. Proofs of the results
Proof of Lemma 1. Let α = (α1, α2) ∈ R2 and G = cos(α · x). Notice that the j-th equation of the system (1) can be
rewritten as
∂2uj
∂t2
= ∂σj
∂xj
+ ∂τ
∂xk
+ ϕ(t)fj(x), {j, k} = {1, 2}.
Obtaining the inner product (in L2(Ω)) of the equation and G and using the condition (2), we get, for {j, k} = {1, 2},
d
dt2
∫
Ω
ujG =
∫
∂Ω
(njσj + nkτ)Gdω −
∫
Ω
σj
∂G
∂xj
dx−
∫
Ω
τ
∂G
∂xk
dx+ ϕ(t)
∫
Ω
fjGdx
=
∫
∂Ω
XjGdω − µ |α|2
∫
Ω
ujGdx− (λ+ µ)αj
∫
Ω
(α · u)Gdx+ ϕ(t)
∫
Ω
fjGdx. (8)
Multiplying (8) by αj, then obtaining the sum for j = 1, 2, we obtain
d
dt2
∫
Ω
(α · u)Gdx =
∫
∂Ω
(α · X)Gdω − (λ+ 2µ)|α|2
∫
Ω
(α · u)Gdx+ ϕ(t)
∫
Ω
(α · f )Gdx. (9)
Multiplying (8) by |α|2 and multiplying (9) by−αj, then obtaining the sum of them, we have
d
dt2
∫
Ω
(|α|2 uj − αj. (α · u))Gdx = ∫
∂Ω
(|α|2 Xj − αj. (α · X))Gdx
−µ |α|2
∫
Ω
(|α|2 uj − αj. (α · u))Gdx+ ϕ(t) ∫
Ω
(|α|2 fj − αj. (α · f ))Gdx. (10)
We consider (9) and (10) as the differential equations whose form
y′′ + η2y = h(t), (11)
where η is a real constant and y(0), y′(0), y(T ) are given. Obtaining the inner product (in L2(0, T )) of (11) and sin(η(T − t)),
we have
− y′(0) sin(ηT )+ ηy(T )− ηy(0) cos(ηT ) =
∫ T
0
h(T − t) sin(ηt)dt. (12)
Applying (12) to (9) with η = √(λ+ 2µ)|α| and y = ∫
Ω
(α · u).Gdx, we get
D1(I).
∫
Ω
(α · f ).Gdx = h0(I), (13)
where D1(I), h0(I) are defined by Lemma 1. Similarly, applying (12) to (10) with η = √µ|α| and y =
∫
Ω
(|α|2uj − αj.(α ·
u)).Gdx, we get
D2(I).
∫
Ω
(|α|2fj − αj(α · f )).Gdx = hj(I), j ∈ {1, 2}, (14)
where D2(I), hj(I) are defined by Lemma 1.
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Multiplying (13) by αjD2(I) and multiplying (14) by D1(I), then getting the sum of them, we obtain the result of
Lemma 1. 
Proof of Lemma 2. Put ϕ˜0 : R→ R,
ϕ˜0(t) = 12
{
ϕ0(t), if t ∈ (0, T ),
−ϕ0(−t), if t ∈ (−T , 0),
0, if t 6∈ (−T , T ),
and φ : C→ C,
φ(z) =
∫ ∞
−∞
e−itz ϕ˜0(t)dt =
∫ T
−T
e−itz ϕ˜0(t)dt.
Then φ is an entire function and D(ϕ0, τ )(α) = iφ(√τ |α|). Because ϕ˜0 6≡ 0, its Fourier transform (in R) does not coincide
0. Therefore, there exists z0 ∈ R such that |φ(z0)| = C1 > 0. Since φ is a non-trivial entire function, its zeros set is either
finite or countable. Consequently, D(ϕ0, τ )(α) 6= 0 for a.e. α ∈ R2.
To estimate the measure of B(ϕ0, τ , ε), we shall use the following result (see Theorem 4, Section 11.3 in [7]).
Lemma 3. Let f (z) be a function analytic in the disk {z : |z| ≤ 2eR}, |f (0)| = 1, and let η be an arbitrary small positive number.
Then the estimate
ln |f (z)| > − ln
(
15e3
η
)
. ln(Mf (2eR))
is valid everywhere in the disk {z : |z| ≤ R} except a set of disks (Cj)with sum of radii∑ rj ≤ ηR.WhereMf (r) = max|z|=r |f (z)|.
Returning Lemma 2, put φ1 : C→ C
φ1(z) = φ(z + z0)C1 .
Then φ1 is an entire function, φ1(0) = 1, and for all z ∈ C, |z| ≤ 2eR,
C1 |φ1(z)| =
∣∣∣∣∫ T−T e−it(z+z0)ϕ˜0(t)
∣∣∣∣ ≤ e2eRT . ∫ T−T |˜ϕ0(t)| dt = e2eRT ‖ϕ0‖L1(0,T ) .
For ε > 0 small enough, applying Lemma 3 with R = 43Rε and η =
√
τ
8piR3ε
, we get
ln |φ1(z)| > −
[
3 ln Rε + ln
(
8pi√
τ
)
+ ln(15e3)
]
.
[
8
3
.eTRε + ln
(‖ϕ0‖L1(0,T )
C1
)]
> −17
2
T .Rε ln Rε > −q ln(ε−1)− ln(C1) = ln
(
εq
C1
)
for all |z| ≤ 43Rε except a set of disks {B(zj, rj)}j∈J with sum of radii
∑
ri ≤ ηR =
√
τ
6piR2ε
.
Consequently, for ε > 0 small enough, we have |z0| < 13Rε and
|φ(z)| = C1. |φ1(z − z0)| ≥ εq
for all |z| ≤ Rε except the set ∪j∈J B(zj + z0, rj). Hence, B(ϕ0, τ , ε) is contained in the set ∪j∈J Bj, where
Bj = {α ∈ B(0, Rε),
∣∣√τ |α| − yj∣∣ ≤ rj}
with yj = Re(zj + z0).
If yj >
√
τRε + rj then Bj = ∅. If yj ≤ rj then Bj ⊂ B(0, 2rj√τ ), som(Bj) ≤
4pir2j
τ
. If rj < yj ≤ √τRε + rj then
Bj ⊂ B
(
0,
yj + rj√
τ
)
\ B
(
0,
yj − rj√
τ
)
,
and hence
m(Bj) ≤ pi(yj + rj)
2
τ
− pi(yj − rj)
2
τ
= 4piyjrj
τ
≤ 4pi(
√
τRε + rj)rj
τ
.
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Thus we get
m(B(ϕ, τ , ε)) ≤
∑ 4pi(√τRε + rj)rj
τ
+
∑ 4pir2j
τ
≤ 4piRε√
τ
∑
rj + 8pi
τ
(∑
rj
)2 ≤ 4piRε√
τ
.
√
τ
6piR2ε
+ 8pi
τ
.
( √
τ
6piR2ε
)2
<
1
Rε
for ε > 0 small enough. The proof of Lemma 2 is completed. 
Proof of Theorem 1. Putw = u− u∗ and v = f − f ∗ then (w, v) satisfies the system (1)–(4) corresponding to the data
I = (ϕ, (0, 0), (0, 0), (0, 0), (0, 0)).
Put v˜j(x) = χ(Ω)vj(x)+ χ(−Ω)vj(−x), then Lemma 1 implies that, for all j ∈ {1, 2} and α ∈ R2 \ {0},
D(I).F (˜vj)(α) = 2D(I).
∫
Ω
vj(x) cos(α · x)dx = gj(I) = 0.
Applying Lemma 2 to ϕ0(t) = ϕ(T − t), we get D(I) 6= 0 for a.e. α ∈ R2. Therefore, F (˜vj) ≡ 0, and it implies that v˜j ≡ 0.
Thus v ≡ (0, 0). Hence,w satisfies that
∂2w
∂t2
= µ∆w + (λ+ µ)∇ (div(w)) . (15)
Getting the inner product (in (L2(Ω))2) of (15) and ∂w/∂t , we have
1
2
.
d
dt
2∑
j=1
∥∥∥∥∂wj∂t
∥∥∥∥2
L2(Ω)
= −µ
2
.
d
dt
2∑
j=1
∥∥∇wj∥∥2L2(Ω) − λ+ µ2 . ddt ‖div(w)‖2L2(Ω) .
Integrating this equality in (0, t), we get
2∑
j=1
∥∥∥∥∂wj∂t
∥∥∥∥2
L2(Ω)
+ µ
2∑
j=1
∥∥∇wj∥∥2L2(Ω) + (λ+ µ) ‖div(w)‖2L2(Ω) = 0 (16)
for all t ∈ (0, T ). Due to the condition (2), we have
‖div(w)‖2L2(Ω) =
2∑
j=1
∥∥∥∥∂wj∂xj
∥∥∥∥2
L2(Ω)
+ 2
∫
Ω
∂w1
∂x1
.
∂w2
∂x2
=
2∑
j=1
∥∥∥∥∂wj∂xj
∥∥∥∥2
L2(Ω)
+ 2
∫
Ω
∂w1
∂x2
.
∂w2
∂x1
≤
2∑
j=1
∥∥∥∥∂wj∂xj
∥∥∥∥2
L2(Ω)
+
(∥∥∥∥∂w1∂x2
∥∥∥∥2
L2(Ω)
+
∥∥∥∥∂w2∂x1
∥∥∥∥2
L2(Ω)
)
=
2∑
j=1
∥∥∇wj∥∥2L2(Ω) .
Since µ > 0 and λ+ 2µ > 0, the above inequality implies that
µ
2∑
j=1
∥∥∇wj∥∥2L2(Ω) + (λ+ µ) ‖div(w)‖2L2(Ω) ≥ 0.
From (16), we obtain that ∂w/∂t = (0, 0). Sincew(x, 0) = (0, 0), the proof is completed. 
To prove two main regularization results, we need some preliminary lemmas.
Lemma 4. Let (uex, fex) be the exact solution of (1)–(4) corresponding to the exact data Iex satisfying (5), and let the given data
Iε satisfying (6). With the notations of (7), we put
Gj(Iε) = χ(B(0, Rε)). gj(Iε)D(Iε)
δε + (D(Iε))2
.
Then Gj(Iε) ∈ L1(R2)∩L2(R2), j ∈ {1, 2}; moreover, there exists a constant C0 depending only on Iex such that for all ε ∈ (0, e−e),∣∣Gj(Iε)− F (˜fjex)∣∣ ≤ χ(B(0, Rε))C0Rεε 1−6q2 + 2χ(Bε) ∥∥fjex∥∥L2(Ω) + χ(R2 \ B(0, Rε)) ∣∣F (˜fjex)∣∣ ,
where Bε =
{
α ∈ B(0, Rε), |D(Iex)(α)| ≤ ε2q
}
.
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Proof. First, we show that there exists a constant C2 > 0 depending only on Iex such that for ε ∈ (0, e−e), r > r0 = q/(9T )
and j ∈ {1, 2}, one has
‖D(Iex)‖L∞(R2) ≤ C2, ‖D(Iε)− D(Iex)‖L∞(R2) ≤ C2ε,∥∥gj(Iex)∥∥L∞(B(0,r)) ≤ C2r, ∥∥gj(Iε)− gj(Iex)∥∥L∞(B(0,r)) ≤ C2rε.
Recall that D1(I),D2(I), h0(I), hj(I) are defined by Lemma 1. For all α ∈ R2 and j ∈ {1, 2}, we have∣∣Dj(Iex)∣∣ ≤ ‖ϕex‖L1(0,T ) , ∣∣Dj(Iε)− Dj(Iex)∣∣ ≤ ‖ϕε − ϕex‖L1(0,T ) ≤ ε.
Hence, |D(Iex)| ≤ ‖ϕex‖2L1(0,T ) and
|D(Iε)− D(Iex)| = |D1(Iε)− D1(Iex)| . |D2(Iε)| + |D1(Iex)| . |D2(Iε)− D2(Iex)|
≤ ε.(‖ϕex‖L1(0,T ) + ε)+ ‖ϕex‖L1(0,T ) .ε ≤ (2 ‖ϕex‖L1(0,T ) + e−e)ε.
Straightforward calculations show that, for all α ∈ B(0, r) \ {0} and j ∈ {1, 2},∣∣αjh0(Iex)∣∣ ≤ C3r |α|2 , ∣∣αj(h0(Iε)− h0(Iex))∣∣ ≤ C3r |α|2 ε,∣∣hj(Iex)∣∣ ≤ C3r |α|2 , ∣∣hj(Iε)− hj(Iex)∣∣ ≤ C3r |α|2 ε,
where C3 is a positive constant depending only on Iex. Therefore∣∣gj(Iex)∣∣ ≤ ∣∣αjh0(Iex)∣∣|α|2 . |D2(Iex)| +
∣∣hj(Iex)∣∣
|α|2 . |D1(Iex)| ≤ 2C3 ‖ϕex‖L1(0,T ) r,
and ∣∣gj(Iε)− gj(Iex)∣∣ ≤ ∣∣αj(h0(Iε)− h0(Iex))∣∣|α|2 . |D2(Iε)| +
∣∣αjh0(Iex)∣∣
|α|2 . |D2(Iε)− D2(Iex)|
+
∣∣hj(Iε)− h0(Iex)∣∣
|α|2 . |D1(Iε)| +
∣∣hj(Iex)∣∣
|α|2 . |D1(Iε)− D1(Iex)|
≤ C3rε.
(
‖ϕex‖2L1(0,T ) + ε
)
+ C3r.ε + C3rε.
(
‖ϕex‖2L1(0,T ) + ε
)
+ C3r.ε
≤ 2C3
(
‖ϕex‖2L1(0,T ) + e−e + 1
)
rε.
Returning Lemma 4, Gj(Iε) ∈ L1(R2) ∩ L2(R2) for j ∈ {1, 2} because the support of Gj(Iε) is contained in B(0, Rε) and
Gj(Iε) ∈ L∞(R2). Moreover,∣∣Gj(Iε)− F (˜fjex)∣∣ ≤ χ(B(0, Rε)) ∣∣∣∣ gj (Iε)D(Iε)δε + (D(Iε))2 − gj (Iex)D(Iex)δε + (D(Iex))2
∣∣∣∣
+χ(B(0, Rε))
∣∣∣∣ gj (Iex)D(Iex)δε + (D(Iex))2 − gj (Iex)D(Iex)
∣∣∣∣+ χ(R2 \ B(0, Rε)). ∣∣F (˜fjex)∣∣ .
We shall estimate each of the terms of the right-hand side. We have∣∣∣∣ gj (Iε)D(Iε)δε + (D(Iε))2 − gj (Iex)D(Iex)δε + (D(Iex))2
∣∣∣∣ ≤ δε
∣∣gj (Iε)D(Iε)− gj (Iex)D(Iex)∣∣(
δε + (D(Iε))2
) (
δε + (D(Iex))2
)
+ |D(Iε)| . |D(Iex)| .
∣∣gj (Iε)D(Iex)− gj (Iex)D(Iε)∣∣(
δε + (D(Iε))2
) (
δε + (D(Iex))2
)
≤
∣∣gj (Iε)D(Iε)− gj (Iex)D(Iex)∣∣
δε
+
∣∣gj (Iε)D(Iex)− gj (Iex)D(Iε)∣∣
δε
.
If ε ∈ (0, e−e) then Rε > r0, so for all α ∈ B(0, Rε)we get∣∣gj(Iε)D(Iε)− gj(Iex)D(Iex)∣∣ ≤ ∣∣gj(Iε)− gj(Iex)∣∣ . |D(Iε)| + ∣∣gj(Iex)∣∣ . |D(Iε)− D(Iex)|
≤ C2Rεε.(C2 + ε)+ C2Rεε ≤ (C2 + 1)2Rεε,
and similarly,∣∣gj(Iε)D(Iex)− gj(Iex)D(Iε)∣∣ ≤ (C2 + 1)2Rεε.
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Consequently, for all ε ∈ (0, e−e), we can estimate the first term
χ(B(0, Rε))
∣∣∣∣ gj (Iε)D(Iε)δε + (D(Iε))2 − gj (Iex)D(Iex)δε + (D(Iex))2
∣∣∣∣ ≤ χ(B(0, Rε)).2(C2 + 1)2Rεεδε .
Consider the second term∣∣∣∣ gj (Iex)D(Iex)δε + (D(Iex))2 − gj (Iex)D(Iex)
∣∣∣∣ = δε
∣∣gj (Iex)∣∣(
δε + (D(Iex))2
)
. |D(Iex)|
.
We always have
δε
∣∣gj (Iex)∣∣(
δε + (D(Iex))2
)
. |D(Iex)|
≤
∣∣∣∣gj (Iex)D(Iex)
∣∣∣∣ = 2 ∣∣∣∣∫
Ω
fjex(x) cos(α · x)dx
∣∣∣∣ ≤ 2 ∥∥fjex∥∥L2(Ω) .
Furthermore, if α ∈ B(0, Rε) \ Bε then
δε
∣∣gj (Iex)∣∣(
δε + (D(Iex))2
)
. |D(Iex)|
≤ δε
∣∣gj (Iex)∣∣
|D(Iex)|3
≤ δεC2Rε
ε6q
.
Therefore, for all ε ∈ (0, e−e), we can estimate the second term
χ(B(0, Rε))
∣∣∣∣ gj (Iex)D(Iex)δε + (D(Iex))2 − gj (Iex)D(Iex)
∣∣∣∣ ≤ 2χ(Bε) ∥∥fjex∥∥L2(Ω) + χ(B(0, Rε)) δεC2Rεε6q .
Thus, for all ε ∈ (0, e−e), we have∣∣Gj(Iε)− F (˜fjex)∣∣ ≤ χ(B(0, Rε))(2(C2 + 1)2Rεε
δε
+ δεC2Rε
ε6q
)
+ 2χ(Bε)
∥∥fjex∥∥L2(Ω) + χ(R2 \ B(0, Rε)) ∣∣F (˜fjex)∣∣ .
Choosing δε = ε 6q+12 and C0 = 2(C2 + 1)2 + C2, we complete the proof. 
It is obvious that, by Lebesgue’s dominated convergence theorem,χ(R2 \B(0, Rε))
∣∣F (˜fjex)∣∣ converges to 0 in L2(R2)when
ε→ 0+, j ∈ {1, 2}. However, to get an explicitly estimate for it, some a-priori information about fex must be assumed.
Lemma 5. Let Q be a measurable subset of Rn (n ≥ 1) andw ∈ L1(Q ) ∩ L2(Q ). Then, for all a ∈ R,∫
Rn
∣∣∣∣∣
∫
Q
w(x) sin
(
a+
n∑
k=1
αkxk
)
dx
∣∣∣∣∣
2
dα = 2n−1pin ‖w‖2
L2(Q )
.
Proof. We first prove in the case a = 0. Put w˜ : Rn → R,
w˜(x) = χ(Q )w(x)− χ(−Q )w(−x).
Then w˜ ∈ L1(Rn) ∩ L2(Rn) and
Fn(w˜)(α) = 2i
∫
Q
w(x) sin
(
n∑
k=1
αkxk
)
dx,
where Fn is the Fourier transform in Rn. Using Parseval equality, we get∫
Rn
∣∣∣∣∣
∫
Q
w(x) sin
(
n∑
k=1
αkxk
)
dx
∣∣∣∣∣
2
dα = 1
4
‖Fn(w˜)‖2L2(Rn) =
(2pi)n
4
‖w˜‖2L2(Rn) = 2n−1pin ‖w‖2L2(Q ) .
Similarly, we also have∫
Rn
∣∣∣∣∣
∫
Q
w(x) cos
(
n∑
k=1
αkxk
)
dx
∣∣∣∣∣
2
dα = 2n−1pin ‖w‖2L2(Q ) .
Note that∣∣∣∣∣
∫
Q
w(x) sin(a+
n∑
k=1
αkxk)dx
∣∣∣∣∣
2
= (cos(a))2
∣∣∣∣∣
∫
Q
w(x) sin
(
n∑
k=1
αkxk
)
dx
∣∣∣∣∣
2
+ (sin(a))2
∣∣∣∣∣
∫
Q
w(x) cos
(
n∑
k=1
αkxk
)
dx
∣∣∣∣∣
2
+ v(α),
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where
v(α) = sin(2a).
∫
Ω
w(x) sin
(
n∑
k=1
αkxk
)
dx.
∫
Ω
w(x) cos
(
n∑
k=1
αkxk
)
dx.
Since v(−α) = −v(α) for all α ∈ Rn, we get ∫Rn v(α)dα = 0. Thus∫
Rn
∣∣∣∣∣
∫
Q
w(x) sin
(
a+
n∑
k=1
αkxk
)
dx
∣∣∣∣∣
2
dα = (cos(a))2.2n−1pin ‖w‖2L2(Q )
+ (sin(a))2.2n−1pin ‖w‖2L2(Q ) = 2n−1pin ‖w‖2L2(Q ) .
The proof is completed. 
Using Lemma 5, we have the following result.
Lemma 6. Let w ∈ H1(Ω) and r > pi/(2√2). Then∫
R2\B(0,r)
∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 dα ≤ 72
√
2pi
r
‖w‖2H1(Ω) .
Proof. Since∫
R2\B(0,r)
∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 dα ≤ 2∑
j=1
∫
|αj|≥r/√2
∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 dα,
the proof will be completed if we show that, for all j ∈ {1, 2},∫
|αj|≥r/√2
∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 dα ≤ 24
√
2pi
r
(
‖w‖2L2(Ω) + 2
∥∥∥∥∂w∂xj
∥∥∥∥2
L2(Ω)
)
.
We will prove for the case j = 1, and the other case is similar. Since∫
Ω
w(x) cos(α · x)dx =
∫ 1
0
[
w(x)
sin(α · x)
α1
]x1=1
x1=0
dx2 −
∫
Ω
∂w
∂x1
.
sin(α · x)
,
α1dx
we have∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 ≤ 3α21
∣∣∣∣∫ 1
0
w(1, x2) sin(α1 + α2x2)dx2
∣∣∣∣2
+ 3
α21
∣∣∣∣∫ 1
0
w(0, x2) sin(α2x2)dx2
∣∣∣∣2 + 3α21
∣∣∣∣∫
Ω
∂w
∂x1
. sin(α · x)dx
∣∣∣∣2 .
Therefore,∫
|α1|≥r/
√
2
∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 dα ≤ 6r2
∫
R2
∣∣∣∣∫
Ω
∂w
∂x1
(x). sin(α · x)dx
∣∣∣∣2 dα
+
∫
|α1|≥r/
√
2
3
α21
dα1.
∫ ∞
−∞
∣∣∣∣∫ 1
0
w(1, x2) sin(α1 + α2x2)dx2
∣∣∣∣2 dα2
+
∫
|α1|≥r/
√
2
3
α21
dα1.
∫ ∞
−∞
∣∣∣∣∫ 1
0
w(0, x2) sin(α2x2)dx2
∣∣∣∣2 dα2
= 12pi
2
r2
∥∥∥∥ ∂w∂x1
∥∥∥∥2
L2(Ω)
+ 6
√
2pi
r
‖w(1, .)‖2L2(0,1) +
6
√
2pi
r
‖w(0, .)‖2L2(0,1) .
Noting that
w(1, x2) =
∫ 1
0
∂
∂x1
(x1w(x)) dx1 =
∫ 1
0
(
w(x)+ x1 ∂w
∂x1
(x)
)
dx1,
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we get
|w(1, x2)|2 ≤
∫ 1
0
(
2 |w(x)|2 + 2
∣∣∣∣ ∂w∂x1 (x)
∣∣∣∣2
)
dx1.
Hence,∫ 1
0
|w(1, x2)|2 dx2 ≤ 2 ‖w‖2L2(Ω) + 2
∥∥∥∥ ∂w∂x1
∥∥∥∥2
L2(Ω)
.
Similarly,∫ 1
0
|w(0, x2)|2 dx2 =
∫ 1
0
∣∣∣∣∫ 1
0
∂
∂x1
((1− x1)w(x)) dx1
∣∣∣∣2 dx2
≤
∫ 1
0
∫ 1
0
(
2 |w(x)|2 + 2
∣∣∣∣ ∂w∂x1 (x)
∣∣∣∣2
)
dx1dx2
= 2 ‖w‖2L2(Ω) + 2
∥∥∥∥ ∂w∂x1
∥∥∥∥2
L2(Ω)
.
Thus, ∫
|α1|≥r/
√
2
∣∣∣∣∫
Ω
w(x) cos(α · x)dx
∣∣∣∣2 dα ≤ 12pi2r2
∥∥∥∥ ∂w∂x1
∥∥∥∥
L2(Ω)
+ 24
√
2pi
r
(
‖w(1, .)‖2L2(Ω) +
∥∥∥∥ ∂w∂x1
∥∥∥∥2
L2(Ω)
)
≤ 24
√
2pi
r
(
‖w(1, .)‖2L2(Ω) + 2
∥∥∥∥ ∂w∂x1
∥∥∥∥2
L2(Ω)
)
.
The proof is completed. 
Remark 1. By the same way, we can show that, ifw ∈ H1(Ω) and r > pi/(2√2) then∫
R2\B(0,r)
∣∣∣∣∫
Q
w(x1, x2) cos(α1x1) cos(α2x2)dx
∣∣∣∣2 dα ≤ 16
√
2pi
r
‖w‖2H1(Q ) .
This result improves immediately the results of [14].
Proof of Theorem 2. Recall that q, δε, Rε are defined by (7), and Gj(Iε), Bε are defined by Lemma 4. We define fjε : R2 → R,
fjε(ξ) = 14pi2
∫
R2
Gj(Iε)(α)ei(ξ ·α)dα, j ∈ {1, 2}.
Applying Lemma 4, we have Gj(Iε) ∈ L1(R2) ∩ L2(R2), so fjε ∈ C(R2) ∩ L2(R2) and F(fjε) = Gj(Iε). Applying Lemma 4 again,
for all ε ∈ (0, e−e), we get∣∣F(fjε)− F (˜fjex)∣∣ ≤ χ(B(0, Rε))C0Rεε 1−6q2 + 2χ(Bε) ∥∥fjex∥∥L2(Ω) + χ(R2 \ B(0, Rε)) ∣∣F (˜fjex)∣∣ , (17)
where C0 is a positive constant depending only on Iex. It implies that∣∣F(fjε)− F (˜fjex)∣∣2 ≤ 2χ(B(0, Rε))C20R2εε1−6q + 4χ(Bε) ∥∥fjex∥∥2L2(Ω) + 2χ(R2 \ B(0, Rε)) ∣∣F (˜fjex)∣∣2 .
Hence,∥∥F(fjε)− F (˜fjex)∥∥2L2(R2) ≤ 2C20piR4εε1−6q + 4m(Bε) ∥∥fjex∥∥2L2(Ω) + 2 ∫
R2\B(0,Rε)
∣∣F (˜fjex)∣∣2 dα.
It is obvious that 2C20piR
4
εε
1−6q ≤ R−1ε for ε > 0 small enough. Moreover, since
Bε ⊂
({
α ∈ B(0, Rε), |D1(Iex)(α)| ≤ εq
} ∪ {α ∈ B(0, Rε), |D2(Iex)(α)| ≤ εq}) ,
we apply Lemma 2 (with ϕ0(t) = ϕex(T − t)) to get thatm(Bε) ≤ 2R−1ε for ε > 0 small enough. Thus∥∥F(fjε)− F (˜fjex)∥∥2L2(R2) ≤ 1Rε + 8Rε ∥∥fjex∥∥2L2(Ω) + 2
∫
R2\B(0,Rε)
∣∣F (˜fjex)∣∣2 dαdβ.
D.D. Trong et al. / Journal of Computational and Applied Mathematics 229 (2009) 192–207 203
By Parseval equality, we have∥∥fjε − fjex∥∥2L2(Ω) ≤ ∥∥fjε − f˜jex∥∥2L2(R2) = 14pi2 ∥∥F(fjε)− F (˜fjex)∥∥2L2(R2)
≤ 1
4pi2
(
1
Rε
+ 8
Rε
∥∥fjex∥∥2L2(Ω) + 2 ∫
R2\B(0,Rε)
∣∣F (˜fjex)∣∣2 dα) (18)
for ε > 0 small enough. Since F (˜fjex) ∈ L2(R2), we obtain that
lim
ε→0
∥∥fjε − fjex∥∥L2(Ω) = 0.
If fjex ∈ H1(Ω) then using (18) and Lemma 6, we get∥∥fjε − fjex∥∥2L2(Ω) ≤ 14pi2
(
1
Rε
+ 8
Rε
∥∥fjex∥∥2L2(Ω) + 2.4.72
√
2pi
Rε
∥∥fjex∥∥2H1(Ω)
)
≤
(
66
∥∥fjex∥∥2H1(Ω) + 14pi2
)
.
1
Rε
= 63eT
(
66
∥∥fjex∥∥2H1(Ω) + 14pi2
)
.
ln(ln(ε−1))
ln(ε−1)
for ε > 0 small enough. This completes the proof. 
Proof of Theorem 3. We shall use the notations of the proof of Theorem 2. Note that the assumption∫
R2
∣∣∣∣∫
Ω
fjex(x). cos(α · x)dx
∣∣∣∣ dα <∞,
is equivalent to F (˜fjex) ∈ L1(R2). Since f˜jex, F (˜fjex) ∈ L1(R2) ∩ L2(R2), we get
f˜jex(ξ) = 14pi2
∫
R2
F (˜fjex)(α)ei(α·ξ)dα.
Therefore,
4pi2
∥∥fjε − fjex∥∥L∞(Ω) ≤ 4pi2 ∥∥fjε − f˜jex∥∥L∞(R2) ≤ ∥∥F(fjε)− F (˜fjex)∥∥L1(R2) . (19)
From (17), we have∥∥F(fjε)− F (˜fjex)∥∥L1(R2) ≤ C0piR3εε 1−3q2 + 2m(Bε) ∥∥fjex∥∥L2(Ω) + ∫
R2\B(0,Rε)
∣∣F (˜fjex)∣∣ dα.
For ε > 0 small enough, we have C0piR3εε
1−3q
2 ≤ R−1ε andm(Bε) ≤ 2R−1ε . Thus, from (19), we get, for ε > 0 small enough,
4pi2
∥∥fjε − fjex∥∥L∞(Ω) ≤ 1Rε + 4Rε ∥∥fjex∥∥L2(Ω) +
∫
R2\B(0,Rε)
∣∣F (˜fjex)∣∣ dα.
Since F (˜fjex) ∈ L1(R2), we obtain that limε→0
∥∥fjε − fjex∥∥L∞(Ω) = 0, j ∈ {1, 2}. 
Remark 2. We can replace Rε defined by (7) by
R˜ε = 10
(
ln(ε−1)
)9/10
to construct a better regularized solution in the case that ε is not too small.
4. A numerical experience
Assume that T = 1, µ = 1/12, λ = −1/8.
We consider the exact data Iex = (ϕ, X, u0, u∗0, uT ) given by
ϕ = pi
2
3
sin(pi t),
X1 = pi6 sin(pi t). [sin(2pix2)n1 + sin(4pix1)n2] ,
X2 = pi6 sin(pi t). [sin(2pix1)n2 + sin (4pix2) n1] ,
u0 = uT = (0, 0),
u∗0 = (pi sin(4pix1) sin(2pix2), pi sin(2pix1) sin(4pix2)) .
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Then the corresponding exact solution of the system (1)–(4) is
uex = (sin(pi t) sin(4pix1) sin(2pix2), sin(pi t) sin(4pix1) sin(2pix2)) ,
fex = (cos(2pix1) cos(4pix2), cos(4pix1) cos(2pix2)) . (20)
For each n = 1, 2, 3, . . . ,we consider the inexact data In = (ϕn, Xn, un0, u∗n0 , unT ) given by
ϕn = ϕ,
Xn1 = X1 +
pi
12
√
n
sin(pi t). [sin(2npix2)n1 + 2 sin(2npix1)n2] ,
Xn2 = X2 +
pi
12
√
n
sin(pi t). [sin(2npix1)n2 + 2 sin(2npix2)n1] ,
un0 = unT = (0, 0),
u∗n0 = u∗0 +
pi
n
√
n
sin(2npix1) sin(2npix2) (1, 1) .
Then the corresponding disturbed solution of the system (1)–(4) is
un = uex + 1n√n sin(pi t) sin(2npix1) sin(2npix2) (1, 1) ,
f ndi = fex +
[(
3
2
√
n− 3
n
√
n
)
sin(2npix1) sin(2npix2)+
√
n
2
cos(2npix1) cos(2npix2)
]
(1, 1) .
(21)
We get
ϕn = ϕ,∥∥Xnj (t, .)− X exj (t, .)∥∥L1(0,T ,∂Ω) = 2pi√n ,
un0 = u0, unT = uT ,∥∥u∗n0j − u∗0j∥∥L1(Ω) = 4pin√n ,
and ∥∥f njdi − fjex∥∥2L2(Ω) = 58n− 94n + 94n3 , j ∈ {1, 2}.
Hence, when n is large, a small error of data will cause a large error of solution. It show that the problem is ill-posed, and a
regularization is necessary.
We shall construct the regularized solution corresponding to ε = n−1/2. From the straightforward calculations, we obtain
that
D(In)(α) =
32pi6 sin
(
|α|
2
√
6
)
sin
(
|α|
2
√
3
)
(|α|2 − 24pi2) . (|α|2 − 12pi2) ,
g1(In)(α) = D(In)(α)× (sin(α1) sin(α2)− (1− cos(α1))(1− cos(α2)))
×
(
2α1α2
(α21 − 4pi2)(α22 − 16pi2)
+
√
n(α1α2 + 12pi2(2− n2))
(α21 − 4n2pi2)(α22 − 4n2pi2)
)
.
Thus, the regularized solution f1ε is defined by its Fourier transform
F(f1ε)(α) = χ(B(0, R˜n))g1(In)(α).D(In)(α)
δn + (D(In)(α))2
, (22)
where
δn = n−13/28, R˜n = 10
(
ln(
√
n)
)9/10
.
To compute this regularized solution numerically, we can first compute its Fourier transform F(f1ε) on an uniform grid
κ1 = {(ih, jh) ∈ B(0, R˜n)|(i, j) ∈ Z}, and then compute f1ε on an uniform grid κ2 = {(ik, jk) ∈ [0, 1] × [0, 1]|(i, j) ∈ Z} by
using the approximation form of the integral
f1ε(x) = 14pi2
∫
R2
F(f1ε)(α) cos(α · x)dα ≈ h
2
4pi2
∑
α∈κ1
F(f1ε)(α) cos(α · x), x ∈ κ2.
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Fig. 1. The exact solution.
Fig. 2. The disturbed solution.
We have some figures about the exact solution f1ex, the disturbed solution f n1di and the regularized solution f1ε . Figs. 1 and
2 respectively represent the exact solution f1ex given by (20) and the disturbed solution f n1di given by (21) for a disturbance
ε = 10−2 while Fig. 3 shows the regularized solution f1ε obtained by taking the inverse Fourier transform of the function
defined in (22). We see from the first two graphics how the problem is ill-posed. For example, if ε = 10−2 then n = 104,
δn = 0.01389495494, R˜n = 39.52948133 and choosing h = 0.1, k = 1/31 (h and k are themesh sizes of the grids), therefore
we have the Figs. 1–3.
We also have drawn in Figs. 4 and 5 the Fourier transform of the exact solution defined by (23) and the Fourier transform
of the regularized solution given by formula (22) (always with ε = 10−2).
F (˜fjex) = −2x1x2 [(1− cos x1)(1− cos x2)− sin x1 sin x2]
(x21 − 4pi2)(x22 − 16pi2)
. (23)
Note that in this case, i.e. ε = 10−2 and n = 104, the disturbed solution causes a large error to the exact solution∥∥f n1di − f1ex∥∥L2(Ω) =
√
5
8
n− 9
4n
+ 9
4n3
= 79.0569.
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Fig. 3. The regularized solution.
Fig. 4. The Fourier transform of the exact solution.
However, the error between the regularized solution and the exact solution,
‖f1ε − f1ex‖L2(Ω) =
√∫
Ω
|f1ε(x)− f1ex(x)|2 dx
≈ k
√∑
x∈κ2
|f1ε(x)− f1ex(x)|2 = 0.0246,
is so small. This error value can be compared with ln(ln(ε−1))/ ln(ε−1) = 0.331, the estimate of Theorem 2.
5. Conclusion
In [2], under some extra assumptions, namely ϕ is a given smooth function and the observation time T is large enough,
the body force in the form F(x, t) = ϕ(t)f (x) is determined uniquely from the initial conditions (u(x, 0), ∂u
∂t (x, 0)) and the
surface stress given on a suitable part of the boundary ∂Ω . However, the regularization problem was not considered. In
the present paper, in order to solve the regularization problem, we need more than the final condition u(x, T ) as well as
the stress forces given on the whole boundary ∂Ω . The regularized solution is constructed by Fourier transform and can be
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Fig. 5. The Fourier transform of the regularized solution.
computed easily. It may be a generalization of this paper by seeking the function f (x) without the final condition, or with
weaker boundary conditions (for example the stress forces given only on a part of the boundary). Furthermore, the problem
of finding a couple (ϕ(t), f (x))without additional conditions is also an interesting one.
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