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Abstract
Let B(X) be the algebra of bounded operators on a real or complex Banach space X,
and F(X) a subalgebra of finite rank operators. A complete description of additive mappings
 : F(X)→ F(X), which map rank one operators to operators of rank at most one, is given.
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0. Introduction
The problem of determining linear maps  on B(X) preserving certain operator
properties was first considered long ago. Historically, the authors were fascinated
with finite-dimensional vector spaces X; only recently was the attention shifted to
infinite-dimensional Banach spaces.
In [3], the authors used some very elegant arguments to show that in certain cases
the assumption of  being a linear map can be reduced to the demand that it is
merely additive. To be precise, they proved that if  is an additive, surjective map
on B(X), preserving rank one operators, then there exists an injective ring homo-
morphism h : F → F (F equals R or C, depending on whether X is a real Banach
space or a complex one), such that either (x⊗ f ) = Ax⊗ Cf for some bijective,
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h-quasilinear operators A : X→ X and C : X′ → X′ or else(x⊗ f ) = Cf ⊗ Ax
for some bijective, h-quasilinear operators A : X→ X′ and C : X′ → X.
Later on, they used this result to prove the main theorem (which we also repro-
duce at the end), characterizing additive, surjective mappings preserving projections
of rank one and their linear spans. In the proof, a lemma was used showing that
such mappings must actually preserve nilpotent operators of rank one. However, a
subtle mistake has occurred in the proof of this lemma, which we now intend to
expose.
Their arguments went roughly as follows (cf. [3, Lemma 4.3]): Denote by x⊗
f an arbitrary nilpotent of rank one. Then, f (x) = 0. For any functional g with
g(x) = 1, the operators x⊗ g, x⊗ (g + f ), and x⊗ (g − f ) are all projections of
rank one. Let (x⊗ g) = u⊗ h, (x⊗ (g + f )) = v⊗ k, and (x⊗ (g − f )) =
w⊗m; again we have h(u) = k(v) = m(w) = 1. By additivity, it follows that
v⊗ k + w⊗m = 2u⊗ h.
If v and w are linearly dependent, we may assume with no loss of generality that u =
v = w. In this case we obtain that (x⊗ f ) = u⊗ (k − h) and hence (x⊗ f )
is a rank one nilpotent. etc.
However, nowhere was it shown that (k − h) /= 0. Of course, it can be deduced
from this Lemma that  decreases rank one, yet then the arguments from [3, Pro-
position 2.5] ought to be modified.
It is our aim to correct the mistake, and further generalize the results of [3] to
classify the (not necessarily surjective) additive mappings, decreasing rank one.
1. Preliminaries
The notation used will be borrowed from [3]; thus,X will denote a Banach space
(of dimension at least two) over the field F, i.e., the field of real or complex numbers,
while X′ will stand for its dual. Sometimes the abbreviation F0 := F\{0} will be
used. Moreover, any fixed x ∈ X, respectively, f ∈ X′, induces a minimal right (left)
ideal in B(X) denoted by Lx := {x⊗ g; g ∈ X′} and Rf := {y⊗ f ; y ∈ X}. Here,
the operator x⊗ f maps z ∈ X to f (z) x. Also, F(X) will denote the set of all finite
rank operators and  : F(X)→ F(X) an additive mapping, decreasing operators
of rank one (i.e., rank(T )  1 whenever rank T = 1). Frequently, the following
claim will be used: rank (y1 ⊗ g1 + y2 ⊗ g2)  1 iff y1, y2 or g1, g2 are linearly
dependent.
In addition, it will be said (cf. [3]) that  preserves linear spans (of rank
one operators) if (FT ) ⊆ F(T ) for every T ∈ F(X) (respectively, for every T
of rank one). In this case, if some λ ∈ F0 gives (λT ) = 0, then (T ) =
(λ−1(λT )) ∈ F(λT ) = {0}. Thus, additive  preserves linear spans
iff there exist injective, additive functions hT : F → F for which (λT ) =
hT (λ)(T ).
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Finally, let E,F be vector spaces over F and h : F → F a nonzero ring homo-
morphism (additive and multiplicative function). An additive operator A : E→F
is h-quasilinear if A(λe) = h(λ)Ae for all λ ∈ F and e ∈ E.
Our first Lemma is a bit distant from the context of the paper and we do not intend
to prove it (cf. [2, Lemma 2.2.i]). This, and the very last Theorem, will be the only
claims with proofs omitted.
Lemma 1.1. Suppose E,F are vector spaces over F and h : F → F a nonzero ring
homomorphism. Let A,B : E→F be h-quasilinear operators satisfying KerA ⊆
KerB and dim Lin(ImA)  2. If all the vectors Ae and Be are linearly dependent
(e ∈ E), then there exists λ ∈ F with B = λA.
Proof. Similar arguments as with linear A and B. 
Remark 1.2. The assumption dim Lin(ImA)  2 can be removed if h = Id , i.e., if
A,B are linear.
The followings two Lemmas are already known from [3]; nevertheless, we give
their proofs for the sake of completeness.
Lemma 1.3. For each x ∈ X there exists either a y ∈ X such that (Lx) ⊆ Ly or
an f ∈ X′ such that (Lx) ⊆ Rf .
Proof. Obviously, (Lx) is an additive subgroup in F(X) consisting of operators
of rank at most one. If the conclusions of the Lemma were wrong there would exist
operators y⊗ g, z⊗ f ∈ (Lx)with y, z on one hand, and g, f on the other, linearly
independent. This, however, is a contradiction, since then the operator y⊗ g + z⊗ f
of rank two would be in (Lx). 
Lemma 1.4. At least one of the following is true:
(1) For any x ∈ X there exists a y ∈ X with (Lx) ⊆ Ly.
(2) For any x ∈ X there exists an f ∈ X′ with (Lx) ⊆ Rf .
Similarly, at least one of the following is true:
(1′) For any f ∈ X′ there exists a g ∈ X′ with (Rf ) ⊆ Rg .
(2′) For any f ∈ X′ there exists a y ∈ X with (Rf ) ⊆ Ly.
Proof. If dim Lin((Lx))  1 and 0 /= y⊗ g ∈ (Lx), then clearly(Lx) ⊆ Fy⊗
g; thus we may take either (Lx) ⊆ Ly or (Lx) ⊆ Rg , whichever better suits our
purposes.
Otherwise suppose, to reach a contradiction, that (Lx0) ⊆ Ly0 and (Lx1) ⊆
Rg1 for some y0 ∈ X and g1 ∈ X′, and that, moreover, dim Lin((Lx0))  2, dim
Lin((Lx1))  2. Therefore, (Lx0) ⊆ F y0 ⊗ g1 implying that, for some h ∈ X′,
(x0 ⊗ h) = y0 ⊗ g with g1 and g linearly independent. Similarly, for some k ∈ X′,
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(x1 ⊗ k) = z⊗ g1 with y0 and z linearly independent. Let m ∈ X′ be such that
(x0 ⊗ k) = y0 ⊗m. Since the operator (x0 + x1)⊗ k has rank one its -image
y0 ⊗m+ z⊗ g1 must be of rank one or less. By assumption, y0 and z are linearly
independent and this forces m = λg1 for some λ ∈ F; thus (x0 ⊗ k) = y0 ⊗ λg1.
Similarly, considering the operator (x0 + x1)⊗ h, one deduces that (x1 ⊗ h) =
µy0 ⊗ g1 for µ ∈ F. Then, however

(
(x0 + x1)⊗ (h+ k)
) = y0 ⊗ (g + (λ+ µ)g1)+ z⊗ g1,
which is a contradiction since y0 and z as well as (g + (λ+ µ)g1) and g1 are linearly
independent and thus  would map an operator of rank one into an operator of rank
two.
The second claim is proved similarly. 
We next show that  preserves the web made by Lx and Rf . The proof is some-
what different from the similar one in [3].
Lemma 1.5. Suppose Im() is neither contained in any Ly nor contained in any
Rg . If, moreover, Lemma 1.4(1) holds then for every f ∈ X′ there exists a g ∈ X′
with (Rf ) ⊆ Rg . If, on the other hand, Lemma 1.4(2) holds then for every f ∈ X′
there exists a y ∈ X with (Rf ) ⊆ Ly.
Proof. We consider only the case where Lemma 1.4(1) holds; the second one fol-
lows similarly.
Assume, to reach a contradiction, that we have simultaneously (Lx) ⊆ Ly and
(Rf ) ⊆ Lz for some x ∈ X and f ∈ X′. As in the proof of the previous Lemma one
may assume that dim Lin((Lx))  2 and dim Lin((Rf ))  2. Then, there exist
two linearly independent functionals g′, g′′ such that
(x⊗ k′) = y⊗ g′, (x⊗ k′′) = y⊗ g′′ (k′, k′′ ∈ X′).
Since Im ⊆ Ly there exists some x1 ⊗ k1 for which (x1 ⊗ k1) = y1 ⊗ g1 /= 0
and where y, y1 are independent. Hence,(Lx1) ⊆ Ly1 ; consequently,(x1 ⊗ k′) =
y1 ⊗ u for some u ∈ X′. Recalling that ((x+ x1)⊗ k′) = y⊗ g′ + y1 ⊗ u is of
rank one or less, we get that u = λg′ for some scalar λ.
At this point we consider two possibilities; in the first one we suppose λ /= 0,
i.e., (x1 ⊗ k′) = λy1 ⊗ g′ /= 0. This implies that y⊗ g′ and λy1 ⊗ g′ are two lin-
early independent operators in (Rk′). Therefore, (Rk′) ⊆ Rg′ and there can ex-
ist no vector z ∈ X for which (Rk′) ⊆ Lz. By Lemma 1.4(1′) this also implies
that (Rf ) ⊆ Rg for some g, a contradiction. Similar arguments apply when (x⊗
k1) /= 0 or (x1 ⊗ k′′) /= 0.
Finally, suppose 0 = (x1 ⊗ k′) = (x1 ⊗ k′′) = (x⊗ k1). Then,

(
(x+ x1)⊗ (k′ + k1)
) = (x⊗ k′)+ (x1 ⊗ k1) = y⊗ g′ + y1 ⊗ g1
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and since the right-hand side must be of rank one or less we have g1 = βg′ for some
β ∈ F. Observe that 0 /= (x1 ⊗ k1) forces β /= 0. Similar arguments, with k′′ in
place of k′, show that g′′ and g1 = βg′ are linearly dependent, a contradiction. 
Remark 1.6. Clearly, (λx⊗ f ) ∈ (Lx) ∩ (Rf ). Thus, if (x⊗ f ) /= 0, then
Lemma 1.5 implies that (λx⊗ f ) ∈ F(x⊗ f ). It will be shown in the lemma
below that, moreover, (λx⊗ f ) = 0 ⇐⇒ λ = 0, i.e., that  preserves linear spans
of rank one operators.
Lemma 1.7. Under the assumptions of Lemma 1.5, the following holds for all x ∈
X: either (Lx) = 0 or else dim Lin((Lx))  2. Similarly, either (Rf ) = 0 or
else dim Lin((Rf ))  2 for all f ∈ X′. Moreover,  preserves linear spans of
rank one operators.
Proof. Again, it is enough to consider the case when Lemma 1.4(1) holds.
Plainly, the hypothesis, i.e., Im ⊆ Ly, Im ⊆ Rg , is equivalent to the follow-
ing: there exist x1 ⊗ f1, x2 ⊗ f2 with (xi ⊗ fi) = yi ⊗ gi (i = 1, 2), and where
y1, y2 as well as g1, g2 are linearly independent. By Lemma 1.5,
(xi ⊗ fj ) ∈ (Lxi ) ∩ (Rfj ) ⊆ Lyi ∩ Rgj ⊆ F(yi ⊗ gj ) for i, j = 1, 2.
Therefore, (x1 ⊗ f2) = α12y1 ⊗ g2 and (x2 ⊗ f1) = α21y2 ⊗ g1 for some α12,
α21 ∈ F, and thus:

(
(x1 + x2)⊗ (f1 + f2)
)= y1 ⊗ g1 + y2 ⊗ g2 + α12y1 ⊗ g2 + α21y2 ⊗ g1
= y1 ⊗ (g1 + α12g2)+ y2 ⊗ (α21g1 + g2).
As  decreases rank one, the operator on the right is of rank one or less, implying
that α12α21 = 1. Consequently, (xi ⊗ fj ) = αijyi ⊗ gj ; (α11 = 1 = α22) are four
linearly independent operators.
Now suppose (Lx) /= 0; say, 0 /= (x⊗ f ) = y⊗ g ∈ (Lx). Then, there ex-
ists at least one i ∈ {1, 2} and at least one j ∈ {1, 2}with y, yi , as well as g, gj linear-
ly independent. Repeating the above arguments with x⊗ f and xi ⊗ fj in place of
x1 ⊗ f1 and x2 ⊗ f2, respectively, reveals that (x⊗ f ) = y⊗ g and (x⊗ fj ) =
αy⊗ gj are linearly independent operators in (Lx). Thus, dim Lin((Lx))  2.
Similarly we argue when (Rf ) /= 0, of course.
Finally, if  did not preserve linear spans there would exist some operator
x0 ⊗ f0 and some noninjective, additive function h00 : F → F such that (x0 ⊗
f0) = y0 ⊗ g0 = 0 and (λx0 ⊗ f0) = h00(λ) y0 ⊗ g0 (cf. Lemma 1.5 and
Remark 1.6). Proceeding as before, we may assume that y0, y1 and g0, g1 are linear-
ly independent, and hence, (x0 ⊗ f1) = αy0 ⊗ g1 and (x1 ⊗ f0) = (1/α)y1 ⊗
g0. By Remark 1.6 there are additive (possibly noninjective) functions hij : F → F
with
(λxi ⊗ fj ) = hij(λ)(xi ⊗ fj ) (λ ∈ F, i, j = 0, 1).
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Pick arbitrary µ ∈ F; then

(
(µx0 + x1)⊗ (f0 + f1)
)
= y0 ⊗
(
h00(µ)g0 + αh01(µ)g1
)+ y1 ⊗
(
1
α
g0 + g1
)
.
Since the right-hand side is of rank one or less we must have h00(µ) = h01(µ);
consequently, h00 = h01. By the assumption, there must exist some λ0 ∈ F0 with
h01(λ0) = h00(λ0) = 0. Then, however,

(
(λ0x0 + x1)⊗ (µf0 + f1)
)
=
(
h00(µλ0)y0 + 1
α
h10(µ)y1
)
⊗ g0 + y1 ⊗ g1
implies that h00(µλ0) ≡ 0 for all µ, since the operator on the right-hand side is of
rank one or less. Therefore, 0=h00(Fλ0)=h00(F), a contradiction with h00(1)=1.

2. Additive mappings, decreasing rank one
We start this section by proving the main theorem, classifying the mappings  :
B(X)→ B(X), decreasing rank one, whose image is ‘not too small’. This will be
used later when an attempt to correct the arguments in [3, Main Theorem] will be
made.
Theorem 2.1. Assume  satisfies the assumptions of Lemma 1.5. Then there exists
a ring homomorphism h : F → F such that either
(x⊗ f ) = Ax⊗ Cf for all x ∈ X and f ∈ X′, (i)
where A : X→ X and C : X′ → X′ are h-quasilinear, or
(x⊗ f ) = Cf ⊗ Ax for all x ∈ X and f ∈ X′, (ii)
where A : X→ X′ and C : X′ → X are h-quasilinear.
Proof. We essentially follow the lines of the proof of Proposition 2.5 in [3]. Assume
that for each x ∈ X there exists a y ∈ X so that (Lx) ⊆ Ly (the possibility when
(Lx) ⊆ Rf can be proven similarly and gives us the case (ii)).
For each fixed x we have (x⊗ f ) = y⊗ Cxf with Cx : X′ → X′ being an ad-
ditive operator. It will be assumed, until explicitly otherwise stated, that Cx /= 0. By
Lemma 1.7 there exists an injective, additive function hx,f : F → F such that
Cx(λf ) = hx,f (λ)Cxf (λ ∈ F).
Since Cx /= 0 Lemma 1.7 forces dim Lin(ImCx)  2. Thus, there exist functionals
f, g ∈ X′ such that Cxf and Cxg are linearly independent. Consequently,
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Cx(λf + λg) = hx,f+g(λ)(Cxf + Cxg) = hx,f (λ)Cxf + hx,g(λ)Cxg
which yields hx,f = hx,f+g = hx,g . If Cxf and Cxg are linearly dependent, but non-
zero, we can find k ∈ X′ such that Cxk and Cxf as well as Cxk and Cxg are linearly
independent. Consequently, hx,f = hx,k = hx,g . Thus, the function hx,f is the same
for all f ∈ KerCx, and we denote it simply by hx. Obviously, if f ∈ KerCx, then
again by Lemma 1.7, (x ⊗ λf ) = 0 for any λ ∈ F. This enables us to (re)define
hx,f := hx at such f. Consequently, for λ,µ ∈ F we have:
hx(λµ)Cxf = Cx(λµf ) = hx(λ)Cx(µf ) = hx(λ)hx(µ)Cxf,
so that hx is multiplicative and thus a nonzero ring homomorphism, independent of
functional f.
Next we intend to show that hx is also independent of x. By the assumptions
there must exist two linearly independent vectors y1, y2 such that 0 /= (Lxi ) ⊆ Lyi
for some xi (i = 1, 2). Therefore, Cx1 /= 0 and there exist functionals f, g such that
Cx1f and Cx1g are linearly independent. Furthermore, since Cx2 /= 0 we may, by
adding a suitable functional e to f and g, suppose that at least one of Cx2f and Cx2g
is nonzero. (Replacing, if necessary, e by 2e assures that this procedure leaves Cx1f
and Cx1g independent.) Now, for arbitrary scalars λ,µ ∈ F the rank one operator
T := x1 ⊗ (λf + µg)+ x2 ⊗ (λf + µg) (1)
is mapped by  into the operator
(T )= y1 ⊗
(
hx1(λ)Cx1f + hx1(µ)Cx1g
)
+ y2 ⊗
(
hx2(λ)Cx2f + hx2(µ)Cx2g
)
,
whose rank is at most one, and where y1, y2 are linearly independent. By inserting
λ = 0 (respectively, µ = 0) we see that there exist constants ν, σ ∈ F with Cx2g =
σCx1g and Cx2f = νCx1f , respectively. Substituting λ = 1 into the above equation
yields
y1 ⊗
(
Cx1f + hx1(µ)Cx1g
)+ y2 ⊗ (νCx1f + σhx2(µ)Cx1g)
whose rank is at most one, and where at least one of νCx1f, σCx1g is nonzero.
Therefore, there exists α ∈ F with αν = 1 and hx1(µ) = ασhx2(µ). As hx1(1) =
1 = hx2(1) we must have ν = σ ; thus hx1(µ) ≡ hx2(µ). Finally, if x ∈ X is an ar-
bitrary vector with 0 /= (Lx) ⊆ Ly, then at least one of y, y1 and y, y2 are linearly
independent. Therefore, we may repeat the above arguments with the appropriate
ones to see that hx = hx1 = hx2 =: h.
We have just shown that the homomorphism h is independent of x as long as
the corresponding operator Cx /= 0. Of course, if Cx = 0, then it is h-quasilinear for
any homomorphism h. Consequently, (λx⊗ f ) = h(λ)y⊗ Cxf and therefore, 
is h-quasilinear.
In the remaining step, we show how to redefine Cx into an operator independent
of x. At this point a slight detour from the arguments in [3] is made, since we are
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facing the possibility of Cxf = 0. By inserting λ = 1, µ = 0 into Eq. (1) we are led
to the operator of rank one or less
 ((x1 + x2)⊗ f ) = z⊗ C(x1+x2)f = y1 ⊗ Cx1f + y2 ⊗ Cx2f.
Denoting C := C(x1+x2) and recalling that y1, y2 are independent, we see that both,
Cx1f and Cx2f are linearly dependent on Cf. Moreover, KerC = KerCx1 ∩ KerCx2 ,
while Lemma 1.7 implies that dim Lin(ImC)  2 or else C = 0. By Lemma 1.1,
Cx1 = αC and Cx2 = βC for some α, β ∈ F. Consequently, Cx1 and Cx2 differ on-
ly by a multiplicative constant τ . By absorbing this constant in the first term of
the tensor product, the operator Cx becomes independent of x; therefore, Cx = C.
Consequently,
(λx⊗ f ) = h(λ)y⊗ Cf.
Finally, the mapping x → y is obviously additive and satisfies λx → h(λ)y; thus,
the theorem is completed by defining Ax := y. 
We make a small pause here to give an example in which all additive mappings ,
decreasing rank one, and such that Im() ⊆ Ly0 , are classified. We show that they
are no longer so nice.
Example 2.2. Let (xι)ι∈K and (fκ)κ∈K be the Hamel basis of X and X′ over the
field F, respectively, and let (λα)α∈J be a Hamel basis of F over Q. Then (λα xι ⊗
fκ)α,ι,κ is a Hamel basis of F(X) over Q. Therefore, if (gα,ι,κ )α,ι,κ is any sequence
of functionals, then there exists a unique additive, rank one decreasing mapping  :
F(X)→ Ly0 , defined by  : λαxι ⊗ fκ → y0 ⊗ gα,ι,κ .
We now intend to show that this  is not necessarily of the form (i) or (ii) from
Theorem 2.1. To see this we take the simplest possible example, i.e., F := R and
dimX = 2. It is well known that the only nonzero homomorphism of R is the identity
(cf. [1, p. 57]); therefore, the operators A and C from the Theorem 2.1 are linear. Let
h1, h2 : R → R be additive, bijective functions (i.e., linear over the field of ratio-
nals), which are not continuous (cf. [1, pp. 14–15] for their existence). Then, the
mapping
 :
(
λ1 λ2
λ3 λ4
)
→
(
h1(λ1) h2(λ2)
0 0
)
is additive, rank one decreasing and noncontinuous. It is, therefore, not of the
form (i) or (ii) from the theorem. Observe also that (Le1) = Le1 , where e1 =
(1, 0) ∈ X.
The situation becomes much more pleasant if an additional assumption is imposed
on , namely, that it preserves linear spans. This is in fact a sort of ‘continuity’
supposition. Note that Lemma 1.7 guarantees it automatically if  does not map
everything into Lx0 or Rf0 .
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Theorem 2.3. Suppose  : F(X)→ Ly0 or  : F(X)→ Rg0 is an additive map-
ping, preserving linear spans of rank one operators. Suppose moreover that dim
Lin(Im)  2. Then there exists a ring homomorphism h : F → F such that  is
h-quasilinear, and it takes one of the following different forms:
(i) (x⊗ f ) = Ax⊗ Cf, where A : X→ X and C : X′ → X′ are h-quasilinear.
(ii) (x⊗ f ) = Cf ⊗ Ax, where A : X→ X′ and C : X′ → X are h-quasilinear.
(iii) (x⊗ f ) = y0 ⊗ C(x⊗ f ), where C : F(X)→ X′ is h-quasilinear.
(iv) (x⊗ f ) = A(x⊗ f )⊗ g0, where A : F(X)→ X is h-quasilinear.
The proof is postponed.
Lemma 2.4. Suppose h1, h2 : F→F are nonzero ring homomorphisms, and x,
(1+ x) ∈ F0. If
h(λ) := h1(λ)+ xh2(λ)
1+ x
is also multiplicative, then h1 = h2.
Proof. Being multiplicative, we have
x (h1(λ)− h2(λ)) (h1(µ)− h2(µ))
(1+ x)2 = h(λµ)− h(λ)h(µ) = 0,
and the result follows. 
Lemma 2.5. Suppose  preserves linear spans of rank one operators and Im ⊆
Ly0 . If (x⊗ f1) = y0 ⊗ g1 and (x⊗ f2) = y0 ⊗ g2 are two linearly indepen-
dent operators, then there exists a common ring homomorphism h : F → F satisfying
(λx⊗ fi) = h(λ)(x⊗ fi) for i = 1, 2.
Proof. Pick λ,µ, t ∈ F and form a rank one operator Tt := t (λx⊗ f1 + µx⊗ f2).
Since  preserves linear spans, there are additive, injective functions h1, h2 satisfy-
ing (λx⊗ fi) = hi(λ)(x⊗ fi) and hi(1) = 1; here, i = 1, 2. Consequently, we
have
(Tt )= (tλx⊗ f1)+ (tµx⊗ f2)
= h1(tλ)(x⊗ f1)+ h2(tµ)(x⊗ f2)
= h1(tλ)y0 ⊗ g1 + h2(tµ)y0 ⊗ g2 = ξt(λx⊗ f1 + µx⊗ f2) (2)
= ξt (h1(λ)y0 ⊗ g1 + h2(µ)y0 ⊗ g2) . (3)
Since g1, g2 are independent we may compare coefficients in (2) and (3) to get
h1(tλ)
h1(λ)
= ξt = h2(tµ)
h2(µ)
. (4)
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Letting λ,µ := 1 we see that h1(t) = h2(t); hence h1 ≡ h2 =: h. Letting solely
λ := 1 we get h(t) = h(tµ)/h(µ). Therefore, h is multiplicative. 
Lemma 2.6. The conclusions of Lemma 2.5 are valid if the operators x⊗ fi are
replaced by xi ⊗ f .
Proof. By duality from the proof of the previous Lemma. 
Lemma 2.7. The conclusions of Lemma 2.5 are also valid if (x1 ⊗ f1) = y0 ⊗ g1
and (x2 ⊗ f2) = y0 ⊗ g2 are linearly independent.
Proof. Let (x2 ⊗ f1) = y0 ⊗ g21 and (x1 ⊗ f2) = y0 ⊗ g12, and pick additive
hij : F → F satisfying(λxi ⊗ fj ) = hij(λ)(xi ⊗ fj ) and hij(1) = 1 (i, j = 1, 2).
Now, if g1, g12, g2 are pairwise independent we may use Lemmas 2.5 and 2.6 in
succession to see that h11 = h22 is a homomorphism. Similarly when g1, g21, g2 are
pairwise independent. Thus, we only have to check the validity of the Lemma against
the cases g12 = αg1, g21 = βg1, or g12 = αg2, g21 = βg1 for some α, β ∈ F, re-
spectively. (The remaining two options: g12 = αg2, g21 = βg2 or g12 = αg1, g21 =
βg2 can be dealt with similarly.) Now, if α = 0 = β, we form an operator Tt :=
t (λx1 + µx2)⊗ (f1 + f2). Then,
(Tt )= h11(tλ)y0 ⊗ g1 + 0+ 0+ h22(tµ)y0 ⊗ g2
= ξt
(
h11(λ)y0 ⊗ g1 + 0+ 0+ h22(µ)y0 ⊗ g2
);
and as in Lemma 2.5 we show that h11 = h22 are multiplicative.
Next, consider the case g12 = αg1, g21 = βg1, and assume with no loss of
generality that α /= 0. Let n be an integer for which (α + n), (1+ nβ) /= 0; define
x˜1 := x1 + nx2 (if α = 0 /= β, then f˜1 := f1 + nf2 would be considered instead).
Then,
(x˜1 ⊗ f1) = (x1 ⊗ f1)+ n(x2 ⊗ f1) = y0 ⊗ (1+ nβ)g1 /= 0,
and(x2 ⊗ f2) = y0 ⊗ g2, and(x˜1 ⊗ f2) = y0 ⊗ (αg1 + ng2). Therefore, the op-
erators (x˜1 ⊗ f1), (x˜1 ⊗ f2),(x2 ⊗ f2) are pairwise independent. By Lemmas
2.5 and 2.6 the corresponding additive functions h˜11, h˜12, h22 are multiplicative and
equal. Moreover, since
(λx˜1 ⊗ f1)= h˜11(λ)y0 ⊗ (1+ nβ)g1
= (λx1 ⊗ f1)+ n(λx2 ⊗ f1)
= h11(λ)y0 ⊗ g1 + h21(λ)y0 ⊗ nβg1,
we get (1+ nβ)h˜11 = h11 + nβh21. If β = 0, then h22 = h˜11 = h11. If β /= 0, then
(x2 ⊗ f1) and (x2 ⊗ f2) are independent and, by Lemma 2.5, h21 = h22 = h˜11.
Thus, h22 = h11, as claimed.
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Lastly, in the remaining case we may assume α, β /= 0. As(x1 ⊗ f1) = y0 ⊗ g1
and (x1 ⊗ f2) = y0 ⊗ αg2 are independent, h11 = h12 are multiplicative by Lem-
ma 2.5. Similarly, h21 = h22 and are also multiplicative. Following the lines from
the first case, (x˜1 ⊗ f1) = y0 ⊗ (1+ nβ)g1, and (x˜1 ⊗ f2) = y0 ⊗ (α + n)g2.
As they are independent, the corresponding additive function
h˜11 = h11 + nβh21
(1+ nβ)
is multiplicative as well. Lemma 2.4 now gives h11 = h21 = h22. 
Proof of Theorem 2.3. We consider the case Im ⊆ Ly0 only; the remaining one
can be proved analogously. Let us show the existence of a ring homomorphism h,
making  h-quasilinear, first. Obviously, it suffices to show that, given two operators
x1 ⊗ f1 and x2 ⊗ f2, there exists a common ring homomorphism h with (λxi ⊗
fi) = h(λ)(xi ⊗ fi). Now, if (x1 ⊗ f1) and (x2 ⊗ f2) are independent the re-
sult follows from Lemma 2.7. Otherwise, if they are dependent but nonzero, there ex-
ists some x3 ⊗ f3 such that (x3 ⊗ f3),(x1 ⊗ f1) as well as (x3 ⊗ f3),(x2 ⊗
f2) are independent. By applying Lemma 2.7 to(x3 ⊗ f3),(x1 ⊗ f1), and then to
(x3 ⊗ f3),(x2 ⊗ f2), we get the result. Finally, if(x1 ⊗ f1) = 0, then(λx1 ⊗
f1) = h11(λ)(x1 ⊗ f1) holds for arbitrary additive function h11 and by taking the
appropriate one the result follows.
This was the crux of the matter; the rest is easy. Let (xι)ι∈K and (fκ)κ∈K be the
Hamel basis of X, respectively, X′, over the field F. Clearly, (xι ⊗ fκ)ι,κ is a basis
for F(X). Define a mapping  on this basis by
(xι ⊗ fκ) := (xι ⊗ fκ) ∈ Ly0 ,
and extend it (uniquely) to a linear, rank one decreasing mapping : F(X)→ Ly0 .
Since is linear, arguments from the proof of Lemma 1.2 in [2] show that it is of the
form (i)–(iv) of the theorem. If (x⊗ f ) = A˜x⊗ C˜f for some linear A˜ : X→ X,
C˜ : X′ → X′, we could define the unique h-quasilinear operators A : X→ X and
C : X′ → X′ by
A : x =
∑
ι
αιxι →
∑
ι
h(αι)A˜xι, C : f =
∑
κ
βκfκ →
∑
κ
h(βκ)C˜fκ,
and it is not difficult to check the identity
(x⊗ f ) = Ax⊗ Cf.
We proceed similarly in the other three cases. 
The Theorem above would not hold if dim Lin(Im) = 1 as we show in an ex-
ample.
Example 2.8. Suppose h1 : R → R is a noncontinuous, additive bijection. Then,
 :
(
α1 β1
β2 α2
)
→
(
h1(α1) 0
0 0
)
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is clearly additive, and preserves linear spans of rank one operators. However, it
is noncontinuous and hence nonlinear. This also implies that it is not h-quasilinear
since the only nonzero ring homomorphism h : R → R is the identity.
3. Additive mappings, preserving rank one projections
The following lemma corrects the mistake that was mentioned in the introduction.
Lemma 3.1. Suppose an additive, surjective mapping : F(X)→ F(X) preserves
projections of rank one and their linear spans. Then, preserves rank one operators
and rank one nilpotents.
Proof. First of all, we intend to show that  decreases rank one. If T = λP , with
λ ∈ F and P a rank one projection, then this is true by assumption. Suppose therefore
that T = x⊗ f is a nilpotent. By Hahn–Banach’s theorem there exists a functional
f1 ∈ X′ with f1(x) = 1; put f2 := f1 − f . Then clearly P1 := x⊗ f1 and P2 :=
x⊗ f2 are projections of rank one, and moreover
T = P1 − P2 = x⊗ f1 − x⊗ f2.
Let (Pi) = yi ⊗ gi (i = 1, 2); of course, gi(yi ) = 1. As P := 12 (P1 + P2) is again
a rank one projection, and as  is linear over rationals, it is mapped into a rank one
projection of the form
(P ) = 1
2
(y1 ⊗ g1 + y2 ⊗ g2).
Therefore, either y1, y2 are linearly dependent or else g1, g2 are. We consider the
first option only; the second one is similar. So, if y1, y2 are linearly dependent we
may assume (by absorbing the appropriate scalar in the other term of the tensor
product) that they are equal, and denote them simply by y. Then however, (T ) =
y⊗ g1 − y⊗ g2 is obviously a nilpotent operator of rank at most one.
Since  is surjective, the assumptions of Theorem 2.1 are fulfilled, giving us, say,
(x⊗ f ) = Ax⊗ Cf . Suppose Ax0 = 0 for some nonzero x0 ∈ X. There exists a
functional f0 with f0(x0) = 1, and this in turn implies that the rank one projec-
tion P := x0 ⊗ f0 is mapped to zero, a contradiction. Similarly if C is noninjective.
Consequently,  preserves rank one operators.
At the end, we just state the Main Theorem of [3] for convenience.
Theorem 3.2. Let X be either a real Banach space, dimX  2, or an infinite-
dimensional complex Banach space. Suppose that : F(X)→ F(X) is an additive,
surjective mapping preserving projections of rank one and their linear spans. Then,
in the real case, either
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(T ) = ATA−1
for all T ∈ F(X), where A : X→ X is a continuous linear bijection, or
(T ) = CT ′C−1
for all T ∈ F(X), where C : X′ → X is a continuous linear bijection. In the com-
plex case  is either of one of the above forms, or of one of the following:
(x⊗ f ) = Ax⊗ (A−1)′f,
where A : X→ X is a continuous conjugate-linear bijection, or
(x⊗ f ) = Cf ⊗ (C−1)′κx,
where C : X′ → X is a continuous conjugate-linear bijection and κ : X → X′′ a
natural embedding.
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