The efficient simulation of quantum systems is a primary motivating factor for developing controllable quantum machines. A controllable bosonic machine is naturally suited for simulating systems with underlying bosonic structure, exploiting both quantum interference and an intrinsically large Hilbert space. Here, we experimentally realize a bosonic superconducting processor that combines arbitrary state preparation, a complete set of Gaussian operations, plus an essential non-Gaussian resource -a novel single-shot photon number resolving measurement scheme -all in one device. We utilize these controls to simulate the bosonic problem of molecular vibronic spectra, extracting the corresponding Franck-Condon factors for photoelectron processes in H2O, O3, NO2, and SO2. Our results demonstrate the versatile capabilities of the circuit QED platform, which can be extended to include non-Gaussian operations for simulating an even wider class of bosonic systems.
The efficient simulation of quantum systems is a primary motivating factor for developing controllable quantum machines. A controllable bosonic machine is naturally suited for simulating systems with underlying bosonic structure, exploiting both quantum interference and an intrinsically large Hilbert space. Here, we experimentally realize a bosonic superconducting processor that combines arbitrary state preparation, a complete set of Gaussian operations, plus an essential non-Gaussian resource -a novel single-shot photon number resolving measurement scheme -all in one device. We utilize these controls to simulate the bosonic problem of molecular vibronic spectra, extracting the corresponding Franck-Condon factors for photoelectron processes in H2O, O3, NO2, and SO2. Our results demonstrate the versatile capabilities of the circuit QED platform, which can be extended to include non-Gaussian operations for simulating an even wider class of bosonic systems.
Simulation of quantum systems with quantum hardware offers a promising route towards understanding the complex properties of those systems that lie beyond the computational power of classical computers [1] . In practice, the physical systems of interest are either intrinsically bosonic or fermionic. Conventional quantum computers, however, utilize two-level qubits that are operationally neither bosonic nor fermionic. Using such quantum computers to simulate these physical systems thus requires mapping the corresponding bosonic or fermionic creation and annihilation operators onto the qubit operators [2] . This intermediate mapping incurs a potentially costly overhead in the number of qubits or gates required to execute the simulation. A more efficient approach utilizes the natural properties of the quantum hardware to simulate physical systems that share those properties, such as using a bosonic platform to simulate another bosonic system. Furthermore, it is desirable for such a bosonic simulator to be programmable, allowing the simulation of a wide class of bosonic systems.
The use of bosonic hardware for quantum simulation is ubiquitous and encompasses a wide range of platforms. Manipulating bosonic atoms trapped in optical lattices enables the investigation of exotic many-body physics in various condensed-matter models such as the BoseHubbard model [3] . Photons in a linear optical platform can be configured to simulate molecular vibrational dynamics and vibronic spectra [4] [5] [6] , the latter of which also has been demonstrated by using the motional modes of a single trapped ion [7] . Exploiting the full power of a bosonic simulator, however, requires a complete set of controls that spans the entire multi-level Hilbert space.
In superconducting circuits, Josephson nonlinearities enable the powerful and flexible control of bosonic microwave photons. Though most commonly utilized to realize qubits as anharmonic oscillators [8] , this nonlinearity enables a much wider range of capabilities. These include universal control of an oscillator mode [9] , performing quantum non-demolition (QND) measurements in the full photon number basis [10, 11] , and tailoring specific forms of dissipation through reservoir engineering [12] . These elements motivate the use of the superconducting platform for performing bosonic simulations [13, 14] , including boson sampling [15] .
Here, we experimentally implement a two-mode superconducting bosonic processor with a full set of controls that enables the simulation of an arbitrary bilinear bosonic system [16] . The processor combines arbitrary (Gaussian and non-Gaussian) state preparation and a universal set of Gaussian operations enabled by four-wave mixing of a Josephson potential. These capabilities are complemented by a powerful and flexible set of non-Gaussian measurement schemes including singleshot photon number resolving detection and full state tomography. The versatility of this processor is also demonstrated by a universal entangling operation between encoded error-correctable bosonic qubits [17] .
Our superconducting processor is designed to manipulate the bosonic modes of two microwave cavities,ĉ A and c B (Fig. 1) . In our design, a coupler transmont C dispersively couples to both cavities, enabling beamsplitter [18] and squeezing operations through driven four-wave mixing processes. The coupler transmon is also dispersively coupled to a readout resonatorr C . Displacement oper-
FIG. 1.
Circuit schematic of the superconducting bosonic processor. The device consists of two microwave cavity modes (blue,ĉA and green,ĉB) which represent the symmetric-stretching and bending modes of a triatomic molecule in the C2v point group, respectively. Ancilla measurement and control modules (shaded in blue and green) consisting of a transmon qubit (tA,tB) and readout resonator (rA,rB) couple to each cavity mode for state preparation and measurement. The coupler module (shaded in red) consists of a coupler transmontC and readout resonatorrC . The coupler transmon is used to facilitate bilinear Gaussian operations on the two cavity modes through four-wave mixing, and the readout resonator is used for both characterization and post-selection. This configuration is extensible to a general linear array of N cavity modes with nearest-neighbor coupler modules and N ancillary modules.
ations on the cavity modes are performed via resonant drives through local coupling ports. Additional ancillary transmon-readout systems {t A ,r A } and {t B ,r B } are inserted into the device and couple to each cavity for the purposes of state preparation and tomography.
As a concrete application of physical interest, we use our processor to simulate the transformation of molecular vibrations during an electronic transition, which leads to complex vibronic (vibrational-electronic) spectra. The mapping of molecular vibronic spectra onto a bosonic simulation framework can be understood by considering the nature of vibrational dynamics that accompanies an electronic transition. In keeping with the tenets of the adiabatic Born-Oppenheimer approximation, the presumed separability between electronic and nuclear degrees of freedom results in distinct electronic states, each of which forms a potential-energy surface (PES) that supports a distinct manifold of vibrational eigenstates. The normal modes of vibrations for a given electronic state are obtained by expanding the PES in powers of displacement coordinates referenced to the minimumenergy (equilibrium) configuration and retaining only up to quadratic terms. Under this harmonic approximation, the corresponding transformation of the set of creation and annihilation operatorsâ = (â 1 , ...,â N ) for N vibrational modes, may be expressed using the Doktorov transformation [19] :â
whereD(α) =D(α 1 ) ⊗D(α 2 ) ⊗ ... ⊗D(α N ) and
N ) correspond to N -dimensional vectors of single-mode displacement and squeezing operations, respectively.R(U ) is an N -mode rotation operator corresponding to a N × N rotation matrix U which can be decomposed into a product of two-mode beamsplitter operations (see supplementary text I) [20] . For N = 2, U is a two-dimensional rotation matrix parameterized by a single angle θ. The set of dimensionless Doktorov parameters α = (α 1 , ..., α N ), ζ = (ζ 1 , ..., ζ N ), ζ = (ζ 1 , ..., ζ N ) and U originate from molecular structural information in the different electronic configurations (see supplementary text I). ApplyingÛ Dok to an initial state |ψ 0 of the bosonic processor directly emulates the physical process of a pre-transition molecular vibrational state experiencing a sudden change in the vibrational PES and being expressed in the posttransition vibrational basis. This projection gives rise to the Franck-Condon factors (FCFs) defined as the vibrational overlap integrals of an initial pre-transition vibrational eigenstate, | n = |n, m, ... , with a final posttransition vibrational eigenstate, | n = |n , m , ... :
In spectroscopic experiments, the validity of this "sudden approximation" depends on the vastly different energy and time scales that typically characterize electronic and nuclear motions (e.g., 10000cm
−1 vs. ∼1000cm
and 10 −18 s vs. ≥ 10 −15 s, respectively). By further assuming that the transition electric dipole moment does not depend on nuclear coordinates (i.e., the Condon approximation), the relative intensities of features appearing in vibrationally resolved absorption and emission spectra will be directly proportional to the corresponding FCFs. Indeed, the practical importance of these quantities often stems from the structural and dynamical insights that they can provide about excited electronic states, information that can be challenging to obtain through other conventional spectroscopic means.
The goal of the present simulation is to emulate the transformation of a molecular vibrational state due to an electronic transition using the photonic state of the quantum processor. A circuit diagram of the simulation protocol is shown in Fig. 2A . The processor is first initialized in a state |ψ 0 corresponding to the pre-transition molecular vibrational state of interest. A vacuum state of The two-mode circuit decomposition of the Doktorov transformation used in this experiment. The coupler transmon is used to perform all three pumped operations. (C) Single-bit extraction. Selective π-pulses (Rπ) flip each ancilla transmon conditioned on having n and m photons in cavities A and B, respectively, for a given run of the experiment. The ancillas are then simultaneously measured using standard dispersive techniques. Subsequent runs of the experiment thus need to scan n and m over the photon number range of interest up to the desired nmax. (D) Sampling. Optimal control pulses are designed to excite each ancilla transmon from its ground state to the excited state conditioned on the value of the binary bits bi of each cavity state (see supplementary text VI), followed by dispersive measurements. Here, we measure the first 4 bits on a given run of the experiment, thus resolving the first 16 Fock states for each cavity and obtaining samples from the underlying joint photon number distribution. Real-time feedforward control is used to dynamically reset the state of the ancilla in between bit measurements to minimize errors due to ancilla relaxation. both bosonic modes is prepared through feedback cooling protocols, and Fock states |n, m are initialized using optimal control techniques [9] (see supplementary text IV). The ability to reliably synthesize arbitrary Fock states translates to the powerful capability of simulating FCFs starting from vibrationally excited states, a task which is challenging in most other bosonic simulators. The Doktorov transformation is then applied, producing a basis change to that of the post-transition vibrational Hamiltonian (Fig 2B) . In our case where N = 2, the rotation operator corresponds directly to enacting a single beamsplitter. Both the single-mode squeezing and beamsplitter operations utilize the four-wave mixing capabilities of the coupler transmon. Two pump tones that fulfill the appropriate frequency matching condition (ω 1 + ω 2 = 2ω A/B for the squeezing operation, and ω 2 − ω 1 = ω B − ω A for the beamsplitter operation, where ω 1/2 are the two pump frequencies and ω A/B are the cavity frequencies) are sent through a port that primarily couples to the coupler transmon, which enacts the desired Hamiltonians [17, 18] :
where i ∈ {A, B}. Importantly, the phase of the operations {ϕ, φ A , φ B } implemented by these Hamiltonians is controlled by the phase of the pump tones, allowing the microwave control system to generate the correct family of beamsplitter and squeezing operations for performinĝ U Dok . A set of transmon measurements is then carried out for the purpose of post-selecting the final data on measuring all transmons in their ground states. This verification step primarily aims to reject heating events of the transmons out of their ground state; the heating of these ancillae otherwise dephases the cavities while coupler heating effectively halts the pumped operations by shifting the requisite frequency matching conditions. In our experiment, we reject 5 − 10% of the data depending on which transformation is simulated. Finally, averaging many measurements of the cavities in a photon number basis, {n , m }, give the desired FCFs. Two complementary measurement schemes are used to extract FCFs from the final state of the processor, both of which utilize the dispersive coupling of each microwave cavity to its ancillary transmon-readout system [10, 11] :
, where the dispersive interaction strengths are χ A = 2π × 748 kHz and χ B = 2π × 1240 kHz. The first scheme (Fig. 2C ) maps a given joint cavity photon number population {n , m } onto the joint state of the two transmons via state-selective π pulses. These pulses have frequencies
Squeezing gsq,i(t)(e |n , m denotes a particular joint photon number to be measured in the cavities, and {bi} represent the bits associated with the binary decomposition of the photon number. For example, |5 = |0101 . The third column presents an estimate of the expected limits on fidelity due to photon loss for the hardware in this current implementation of the simulator.
(n 2 −n )
2 where the small second-order dispersive shift is also taken into account:
In our experiment, χ A = 2π × 1.31 kHz and χ B = 2π × 1.35 kHz. The pulses are applied with a Gaussian envelope truncated at ±2σ t such that the bandwidth is approximately σ f = 1/(2πσ t ), where σ t is the standard deviation of the pulse in time. The selectivity is defined as the probability of exciting the ancilla given occupation in an adjacent photon number state of interest. Pulses with σ t = 1 µs for both ancillas are used in the experiment, which give selectivities above 99.9% and implement the following mapping for a general state of the two cavities |ψ = i,j c ij |i, j for a chosen set of photon numbers {n , m } to probe:
where |g and |e are the ground and first excited state of each ancilla transmon. The transmons are then individually read out using standard dispersive techniques, and the results are correlated on a shot-by-shot basis to extract a single bit of information for each joint photon number state probed. We thus call this measurement scheme "single-bit extraction." One challenge with estimating FCFs this way, however, is the exponentially growing size of the Hilbert space given by n N max , where n max is the maximum number of excitations considered for each mode. The second measurement scheme (Fig.   2D ) circumvents this problem and implements single-shot photon number resolving detection, extracting multiple bits of information on a given run of the simulator. Using optimal control pulses, the dispersive interaction more generally enables the QND mapping of any binary valued operator of the cavity state onto the state of the transmon. We use this QND capability to extract the photon number in each cavity in a single run of the experiment by measuring the first four bits in the full binary decomposition of each photon number (see supplementary text VI). After the n th bit in the binary representation of the cavity photon number is mapped onto the transmon, the transmon is measured and reset to its ground state using real-time feed-forward control to prepare for the measurement of the (n + 1) th bit of the same cavity state. This protocol is performed simultaneously on each cavity, which returns a sample from the underlying joint photon number distribution on a shot-by-shot basis. This measurement scheme thus implements bosonic sampling of the final state distribution, which we will simply call "sampling." These binary detectors optimally resolve the photon number in the cavities in N log 2 (n max ) measurements, but are prone to more errors due to transmon decoherence that are, in principle, correlated bit-to-bit. Further work remains to be done to optimize this technique and potentially correct systematic errors. Fundamentally, the difference between these two measurement schemes arises from the ability of the latter to extract more than one bit of information on a given single shot of the experiment. A similar, but less efficient, scheme using N n max measurements has also been proposed [15] . The full set of controls is detailed in Table 1 ; the relatively small error rates due to photon loss provide a sense of scale for attainable circuit depths while maintaining high fidelity performance.
The full set of FCFs for a given electronic transition can provide, under the Condon approximation, the relative intensities of vibronic progressions appearing in corresponding photoelectron spectra. We simulate four different photoelectron processes starting in various vibra-
Experimental results for the first two processes starting in |ψ 0 = |0, 0 and |ψ 0 = |1, 2 , respectively, are presented in Fig. 3 (see supplementary text VII for additional data). The particular electronic state of the water cation considered here (B 2 B 2 ) is the second excited state of doublet spin multiplicity, with the attendant electronic wave function having B 2 symmetry. The other four processes consider transitions beginning and ending in electronic ground states. All of the triatomic molecules targeted here retain C 2v point-group symmetry for their equilibrium configurations in both the pre-transition and post-transition electronic states, thereby ensuring that analyses can be restricted to the two-dimensional subspace of the symmetric-stretching and bending modes.
A figure of merit for quantifying the quality of the quantum simulation is the distance D = 
}.
The distances for the two simulated processes in Fig. 3 are D = 0.049 (H 2 O) and 0.105 (O 3 ) for the "singlebit extraction" scheme. This distance metric is accompanied with a success probability due to post-selection of transmon heating events, which are 95% and 93% for the aforementioned simulations. The heating events are dominated by the coupler transmon; the dynamics of a driven Josephson element for engineered bilinear operations presents a multi-dimensional optimization problem that seeks to maximize the desired interaction rates while minimizing induced decoherence and dissipation rates [21] . Self-Kerr Hamiltonian terms of the form
iĉ iĉi , photon loss, and imperfect state preparation account for errors that are undetected by post-selection. The first two effects are captured through full time-domain master equation simulations (see supplementary text VII). The magnitudes of these two errors depends on the molecular process; each corresponding Doktorov transformation will have different squeezing and rotation parameters thus leading to varying lengths of the pumped operations. Simulations of shorter length circuits will therefore have lower error rates. Additionally, errors due to self-Kerr interactions of the cavities are larger for higher photon number states.
The central advantages of simulating the transformation of a bosonic Hamiltonian using a bosonic system lie in both the native encoding and the efficient decomposition of the Doktorov transformation into Gaussian operations. To implement such a transformation on a spin-1 2 quantum computer first requires encoding the Hilbert space of size n N max onto n q = N log 2 (n max ) qubits. The choice of n max is dependent on the initial state as well as the magnitude of the displacement and squeezing; both operations can produce states with large photon numbers. Using quantum signal processing [22] , the approxi-mate number of gates n g then needed to implementÛ Dok using a universal qubit gate set to within an error ε is n g = O(N 2 n 2 max log 3 (1/ε)). For our experiment with N = 2 modes, taking n max = 16 and desiring an error ε = 5 × 10 −2 , this translates to n q = 8 qubits and n g = O(10 3 ) gates, exceeding current capabilities. By comparison, our native bosonic simulator containing N modes simply requires 2N squeezing operations, N displacement operations, and a maximum of N (N − 1)/2 nearest-neighbor beamsplitter operations [20, 23] . This translates to a total of O(N 2 ) operations and a corresponding circuit depth of O(N ) when non-overlapping beamsplitters are applied simultaneously.
The superconducting platform demonstrated here is capable of successfully integrating all of the necessary components for performing high-fidelity bosonic simulations. Looking forward, there exist concrete steps toward scaling up, improving performance, and mitigating sources of error. High-Q superconducting modules controlling up to three modes have been experimentally demonstrated [24] , which would allow simulations to encompass nonlinear triatomic molecules of C s symmetry. In general, a molecule composed of M atoms will have 3M − 6 vibrational degrees of freedom (3M − 5 for linear species), which sets the requirement for the number of modes needed in the simulator. The photon loss rates of the microwave cavities in the device presented here can also be improved [25, 26] . Finally, the self-Kerr Hamiltonian terms of the cavity modes may be cancelled with extra off-resonant pump tones, or three-wave mixing methods that avoid self-Kerr nonlinearities altogether may be used [27] .
The capabilities of the bosonic processor extend beyond the simulation shown for the estimation of FCFs. For applications in quantum chemistry, the full set of Gaussian operations enables the simulation of timedomain vibrational dynamics, potentially probing coherent evolution after a vibronic transition. Beyond the Gaussian framework, however, there also exist possibilities to utilize programmable self-Kerr nonlinearities to probe anharmonic effects in molecular dynamics [16] ; a challenging task even for classical computation methods. More generally, for condensed matter many-body systems, the tools utilized here enable the simulation of tight-binding lattice Hamiltonians, and the inclusion of controllable self-Kerr interactions extends the scope to extended Bose-Hubbard models. The ability to use Josephson nonlinearities to manipulate microwave photons in these rich and diverse ways opens up promising avenues for the simulation of bosonic quantum systems in a superconducting platform. The Doktorov parameters originate from the physical properties of a given molecule in the two electronic states of interest. Specifically, it is the structural information of the molecular configurations and the relationship between the two that fully parametrize the problem.
A. Description of Quantum-Chemical Analyses
Theoretical predictions of optimized equilibrium geometries (with imposed C 2v symmetry constraints), harmonic (normal-mode) vibrational displacements, and Franck-Condon parameters (Duschinsky rotation matrices and associated shift vectors) exploited the commercial (G16 rev. A.03) version of the Gaussian quantum-chemical suite (TABLE   I) , [28] with canonical Franck-Condon matrix elements for specific vibronic bands being evaluated through use of the open-source ezSpectrum (ver. 3.0) package. [29] All analyses relied on the CCSD(T) coupled-cluster paradigm, which includes single and double excitations along with non-iterative correction for triples. Dunnings correlation-consistent basis sets [30] [31] [32] of triple-ζ quality augmented by supplementary diffuse functions (aug-cc-pVTZ ≡ apVTZ) were deployed for all targeted molecules except water, where a larger doubly augmented, quadruple-ζ basis was employed
The Duschinsky rotation matrices and associated shift vectors provided by the commercial package Gaussian are defined via:
where Q and Q are mass-weighted normal coordinates of the pre-and post-transition molecular configurations, respectively. Because our simulation considers the transformation from a vibrational state in the pre-transition configuration to the post-transition configuration, we must redefine the Duschinsky rotation matrices and associated shift vectors accordingly:
B. Conversion from molecular parameters to Doktorov parameters
The Doktorov transformation as given in Eq. (2) of the main text is: where for N = 2 modes, the squeezing and displacement operations are defined as:
where ζ
is the vibrational frequency of mode i in the pre-(post-) transition configuration and α i = 
The decomposition of U is analogous to generalizing Euler angles to SO(N ); any rotation in R N can be written as a product of rotations in a plane R i k ,j k (θ k ), known as Givens rotations. Following an algorithm similar to that in Refs. [20, 23] , but simplified to real orthogonal matrices, produces a decomposition of U as a product of nearest-neighbor rotation matrices. The Duschinsky matrix for N = 2 is a single Givens rotation parametrized by an angle θ which is enacted with one beamsplitter:R cated to the precision that the operations are able to be implemented experimentally.
C. Optimization of squeezing parameters
The modification of the creation and annihilation operators under the mode transformation is given in Ref. [5] :
where
The structure of L allows for a free scaling parameter η which leaves L invarant, namely:
Given that the squeezing operations of the Doktorov transformation take ζ = ln( Ω) as inputs, an optimization may be performed, as done in Ref. [7] , that minimizes the total amount of squeezing while leaving the unitary invariant.
This is desirable as less squeezing corresponds to shorter gate times in the simulation, which reduces the overall error rate. TABLE II lists the final set of dimensionless Doktorov parameters used in the experiment.
II. THEORETICALLY PREDICTED HAMILTONIAN TERMS A. Derivation of ancilla-mediated operations
In this section, we derive the ancilla-mediated beamsplitter and single-mode squeezing interactions as shown in the main text as well as the associated ancilla-induced cavity frequency shifts. Derivations based on the perturbative four wave frequency mixing enabled by a weak ancilla nonlinearity have been presented previously in Ref. [18] . Here, we follow the formalism used in Ref. [21] and sketch the general results without assuming weak ancilla nonlinearity or weak pumps. We also give explicit expressions for the strength of the engineered interactions in the case of weak pumps.
We start from the Hamiltonian of the two bare cavity modes A and B coupled to the coupler transmon in module
We emphasize that here the operatorsĉ A andĉ B are the annihilation operators for the bare cavity modes whereas in the main text the operators correspond to the dressed cavity modes that are weakly hybridized with the ancilla transmons.
H C is the Hamiltonian of the bare coupler transmon in module C. After expanding the transmon potential energy to fourth order in the phase across the Josephson junction and neglecting counter rotating terms, we obtain [8] :
C again is the bare annihilation (creation) operator for the coupler transmon with frequency ω C and anharmonicity K C .
H I is the interaction energy between the coupler transmon and the two cavity modes. Neglecting counter rotating terms, it may be written as:Ĥ
H pump (t) represents two pumps on the coupler transmon:
Of primary interest to us is the dispersive regime where the cavity-transmon coupling strengths are much smaller than their detuning: |g A,B | |ω A,B − ω C | 1 . In this regime, we can treat the cavity-transmon interaction as a perturbation (while treating the remaining parts of the Hamiltonian exactly), and to second order in the interaction strength, we obtain an effective Hamiltonian:
where |Ψ m is the m th Floquet state that quasi-adiabatically connects to the m th Fock state |m of the bare transmon as the pumps are ramped up or down [21] . At zero pump amplitudes, |Ψ m = |m . The first term inĤ eff thus represents transmon-induced cavity frequency shifts δω A,m and δω B,m when the transmon is in |Ψ m .
The difference between δω A,m or δω B,m with different m leads to cavity-photon-number dependent transmon transition frequencies. In particular, at zero pump amplitudes, the transmons transition frequency from the ground to the first excited state decreases linearly with the cavity photon number with a proportionality constant:
where δ i = ω i − ω C . Physically, the factor |g i /δ i | 2 quantifies the participation ratio of cavity A or B in the coupler transmon. In the experiment, this factor is 0.3% for cavity A and 0.2% for cavity B.
Pumps on the coupler transmon can induce effective inter-or intra-cavity interactions (single-mode squeezing or beamsplitter) denoted asV inĤ eff . For the case of the beamsplitter interaction (ω 2 − ω 1 = ω B − ω A ), we have:
For the case of single-mode squeezing (ω 1 + ω 2 = 2ω A or 2ω B ), we have:
Similar to the transmon-induced frequency shifts on the cavities, here both the strength and phase of the transmonmediated interactions depend on the state of the transmon. Of primary interest to us is the strengths of the transmonmediated interactions when the transmon is in the Floquet state |Ψ 0 . For weak drives, these strengths are:
where δ 1,2 = ω 1,2 − ω C . In the case where the transmon anharmonicity K C is small compared to the detunings |δ 1,2,A,B |, the expressions above reduce to those obtained based on perturbative multiwave frequency mixing [18] .
Note that the interactions strengths presented in the main text and the rest of the supplementary material refer to the values of g BS,0 and g sq,i,0 .
For weak drives, Eqs. (S20, S21) show that the strengths of the engineered beamsplitter and single-mode squeezing increase linearly with both drive amplitudes Ω 1,2 . For strong drives, this dependence becomes nonlinear in Ω 1,2 and can be accurately captured using Floquet theory for the driven transmon [21] . We have verified that the experimentally measured beamsplitter and single-mode squeezing rates match the expressions (S20, S21) for weak drives and the full Floquet analysis at strong drives.
B. Transmon-induced cavity Kerr
Another important effect and a source of infidelity is the cavity nonlinearity induced by the transmons. To fourth order in the cavity-transmon coupling, this nonlinearity is a Kerr nonlinearity and has the following form:
where K A,m and K B,m are the self-Kerr of cavities A and B and K AB,m is the cross-Kerr between cavities A and B when the transmon is in the state |Ψ m .
First, we consider the case in the absence of pumps. Of interest to us is the cavity Kerr when the transmon is in the ground state |0 :
Also of interest to us is the difference between and K i,0 and K i,1 . This difference leads to a nonlinear dependence of the transmon transition frequency on the cavity photon number. This difference is usually denoted as:
where f (x) = (18x 3 + 30x 2 + 22x + 6)/(4(x + 1)(4x 2 + 8x + 3)). We note that there is also a contribution to χ iC from a term in the sixth order expansion of the transmon cosine potential, but for ω C |δ i | this correction is negligible.
Here we have only considered the cavity Kerr induced by the coupler transmon. In general, the transmon ancillas in modules A and B also induce Kerr in their respective cavities. The total Kerr of each cavity will then be the sum of all contributions.
In the presence of pumps on the coupler transmon, the cavity Kerr can be strongly modified due to a relatively strong hybridization between cavity photons and excitations of the coupler transmon. To illustrate this effect, we consider as an example the pumps used in generating the beamsplitter interaction between the two cavities. For the choice of pumps used in the experiment, the sum of the frequency of cavity A and the higher-frequency pump is close to the frequency of transition from transmon ground to the second excited state: ω A + ω 2 ≈ ω 02 . As a result, the cavity photons become relatively strongly hybridized with the second excited state of the transmon, thus modifying their nonlinearity. Using a sixth-order perturbation theory (fourth-order in g A and second order in Ω 2 ), we find that the modification to the cavity Kerr is:
where ∆ = ω A + ω 2 − ω 02 , and ω 02 is the Stark shifted transmon transition frequency from the ground to the second excited state. The above expression, which applies for small |∆|, qualitatively captures the observed enhanced self
Kerr of cavity A in the experiment during the beamsplitter operation. Comparing this expression with that of the bare cavity Kerr K A,0 without pumps, we see that δK A,0 becomes comparable to K A,0 when K C |Ω 2 /δ 2 | ∼ |∆|. We note that such dependence of the cavity Kerr on the drive parameters also potentially provides a knob to control the cavity Kerr for the purpose of simulating nonlinear bosonic modes.
III. SYSTEM CHARACTERIZATION A. Calibration of Gaussian operations
In the dispersive regime, the transition frequency ω l ti of ancillat i depends on the photon number l in the respective cavity:
where ω 0 ti is the ancilla frequency when there are no photons in its respective cavity and χ i and χ i are the dispersive shifts originating from fourth and sixth order Hamiltonian terms, respectively, as introduced in the main text. Using this, the photon number population of each cavity can be extracted via π pulses selective on each photon number after applying various strengths of each operation (FIG. 1) . These populations are then fit to the corresponding expected models, including an overall offset and scaling factor to take into account errors due to ancilla relaxation and readout imperfections (TABLE III) . For the beamsplitter, we assume an effective detuning between cavities A and B in a frame where δ BS = 0 if the beamsplitter resonance condition is satisfied. Transmon heating leads to fluctuations in δ BS , which dephases the beamsplitter operation with a dephasing rate:
Thus, the oscillating populations of a single photon in each cavity P 10/01 is given to leading order in κ A,B /g BS and B , are estimated using the protocol detailed in [33] (FIG. 2) . For the pump-induced cases, the one of the two pumps are detuned by δ = 20 kHz and 50 kHz for squeezing and beamsplitter operations, respectively, to make the engineered interaction off-resonant. We assume that the induced self-Kerr is not a strong function of this detuning.
Static and pump-induced cavity decay rates are measured via T 1 experiments (FIG. 3) . A single photon is prepared in each cavity, followed by either a delay or an off-resonant pumped operation (with the same detunings as above).
Again, we assume that the pumped-induced decay rates are not a strong function of the pump detuning. The ancillas are then flipped via selective π rotations conditioned on n = 1 photon. In both cases, the data is post-selected on the ancilla being in the ground state before the selective π rotation. We attribute the higher decay rate to the hybridization of the cavities with the shorter-lived coupler transmon. Measured cavity Kerr and T 1 values are given in TABLE IV. 
Operation
Model Cavity Calibrated rate
cosh ( Table 1 of the main text are played simultaneously on each module to prepare a desired photon number state, followed by a set of k check measurements.
IV. STATE PREPARATION PROTOCOL
State preparation in our experiment (FIG. 4) consists of first performing measurement-based feedback cooling of all modes to their ground state. For preparing Fock states, optimal control pulses are then played that perform the following state transfers:
These state transfers, however, suffer a finite error probability on the order of ∼ 5 − 10% due to decoherence during the operation. This error is suppressed by performing a series of QND measurements of each cavity photon number and post-selecting on outcomes that verify that the correct state was prepared. This is done via k selective π rotations on the ancilla transmons conditioned on the desired photon numbers in the cavities following by measurements, even if the desired state is joint vacuum. The final data is post-selected on the ancilla measurement outcomes being ("e", "g") ⊗k/2 for both modules, where k is chosen to be even. In our experiment, we choose k = 2 for the "single-bit extraction" measurement scheme and k = 6 for the "sampling" measurement scheme. This protocol is described in full detail in Ref. [34] .
V. CORRECTING SYSTEMATIC ERRORS DUE TO TRANSMON DECOHERENCE DURING SINGLE-BIT EXTRACTION
Errors due to ancilla decoherence during the "single-bit extraction" measurement scheme may be systematically calibrated out. Specifically, decay and heating events during selective π rotations and readout errors result in a systematic bias in the final estimate of the photon number population. For the case of a single ancilla qubit coupled
Calibration of systematic measurement errors using selective ancilla pulses. A standard Rabi calibration experiment of a selective pulse used for measurement (here shown for ancilla B). The maximum probability t is limited by decoherence of the transmon during both the pulse and the readout. The floor f is set by the probability of heating out of the ground state during both the pulse and the readout.
to a single cavity, these effects result in a reduction of contrast for a Rabi experiment when both the ancilla and the cavity are prepared in their ground state (FIG. 5) .
When using this pulse to infer cavity photon number populations, we assume that there is no photon number dependence to either the Rabi or decoherence rates of the ancilla. Under this model, we can relate the measured probabilities Q to the true probabilities P via:
where f and t are the probabilities of assigning the ancilla measurement to the excited state when it is prepared in the ground and excited states, respectively. Thus, inferring the true probabilities from the measured probabilities is a relatively straightforward task.
For two modes, however, the problem becomes more complicated as a measurement of a joint probability relies on shot-by-shot correlations of the individual ancilla outcomes. Thus, false positive counts due to heating and readout errors lead to misassignment in a nonlinear fashion. We can again write what a given joint measured probability Q nm is in terms of the true distribution P nm :
Eq. (S30) may be solved for P nm by noting that:
It is worth noting that this requires Q nm to be a square matrix, which translates to measuring both n and m up to a pre-specified n max .
Bit Module A (ns) Module B (ns) b0 800 800 b1 1000 800 b2 1200 800 b3 1100 800 TABLE V. "Sampling" measurement scheme pulse durations. Optimal control pulse durations for the measurement of the parity bits associated with the photon number binary decomposition.
VI. BINARY DECOMPOSITION MEASUREMENT
Optimal control is used to generate each individual pulse that maps the value of a parity bit of each cavity onto the state of their respective ancillas. The state transfer explicitly identifies this mapping for the first 16 Fock states.
For a decomposition of a given photon number n = ) for a general cavity modeĉ:
Thus, the measurement of b 0 is equivalent to a parity measurement. For the more significant bits {b 1 , b 2 , b 3 }, the corresponding operators are:
Thus, the designated state transfers conditioned on the eigenspaces of these operators are |g → |g if b i = 0 and |g → |e if b i = 1. The lengths of each of the pulses used in the experiment are given in TABLE V.
VII. NUMERICAL FRANCK-CONDON DATA
Additional experimental data is provided in this section. TABLE VI provides an overview of the different molecular processes that are simulated and corresponding information regarding post-selection, systematic offsets (see supplementary text V), and distance metrics.
The data for each molecular process in the following tables is calculated as follows. For the "single-bit extraction" scheme, the probability and standard error for a given joint photon number of interest is: The same method (sans the correction protocol) is applied to the data for the "sampling" scheme, except there the probabilities and standard error are given by:
where n n ,m is the number of times the joint photon number |n , m is sampled from the total number of runs of the experiment N runs .
Sometimes, there will be no counts reported for a given |n , m (i.e., n ee n ,m or n n ,m = 0). In this case, we simply report a probability of zero. Furthermore, sometimes the correction protocol will return negative elements in the probability distribution due to statistical noise; these unphysical cases are also nulled and a zero is reported. All distances D = 
