In this paper, we propose an efficient hybrid Particle Filter (PF) algorithm for video tracking by employing a genetic algorithm to solve the sample impoverishment problem. In the presented method, the object to be tracked is selected by a rectangular window inside which a few numbers of particles are scattered. The particles' weights are calculated based on the similarity between feature vectors of the scattered particles and that of the central particle. Before the resampling stage of PF algorithm, particles with the highest weights are evolved using a genetic algorithm. The evolved particles' coordinates are transferred to the next frame by a random walk model, and the rectangle involving new particles is specified. Moreover, we utilize the idea of partitioning (selecting parts of target in the first frame with a distinct color/texture) and reducing image size to decrease the number of particles. The partitioning idea also helps our method in resolving the occlusion problem. Simulation results demonstrate the outperformance of the suggested approach comparing with other methods in terms of precision and tracking time when it encounters with the challenges such as full and partial occlusions, illumination and scale variations, fast motions, and color similarity between the object and background.
INTRODUCTION1
The visual tracking process is the estimation of time variant positions of a moving object in a video sequence based on some measurement (observation) information [1] [2] [3] [4] [5] [6] [7] [8] [9] . Object tracking systems are applicable in various fields such as surveillance systems [3, 4, 10] , humancomputer interactions [3, 4] , driving assistance [4] and etc. In these tracking systems, there are a lot of problems to be surmounted of which we can note partial and full occlusion [3, 5, 7] , illumination variation [3, 4, 9] , dynamic background [7] , irregular movement [7] , complex scene [7] , sudden and fast motion [3] , target scale change and rotational errors.
Utilizing adaptive filters is a dominant solution for visual tracking problems. In the case of linear models and Gaussian noises, Kalman filtering approaches have been employed to track moving objects in video sequences [1, 6, 10] .
*Corresponding Author Email: smy.moghadasi@gmail.com (S. Sadegh Moghadasi) Particle filtering (PF) is the other significant technique for tracking moving objects [3, 5] , which is originated from Monte Carlo integration method and is mainly used in Bayesian probability estimation in nonlinear stochastic systems [5, 7, 11] . In the PF-based visual tracking systems, as there are only a few particles to display the probability density function (PDF) of the object's correct state, the degeneracy of particles occurs in practice [3] [4] [5] [6] . Researchers have proposed a number of methods, such as resampling techniques and usage of appropriate proposal density to solve the degeneracy problem. However, sub-optimal sampling mechanisms used in the resampling techniques lead to the Sample Impoverishment (SI) problem [6] . Sample Impoverishment problem significantly affects the capability of particle filter to describe the correct state of the moving object [7] .
Recently, evolutionary algorithms have been widely used to solve Sample Impoverishment problem caused by the resampling step [6, 7] . Employing evolutionary algorithms prior to the resampling step leads to particles optimization in particle filter algorithms [7] , reducing the computational load and increasing the precision and speed of tracking. Han et al. [8] have used particle filter with the Immune Genetic Algorithm (IGA-PF) to prevent Sample Impoverishment problem. Zhao and Li [9] have presented a particle filter method based on Particle Swarm Optimization resampling (PSO-PF) for visual tracking. Walia and Kapoor [6] have proposed a particle filter method to track targets in video sequences and used Improved Cuckoo Search to avoid sample impoverishment (ICS-PF). In this method, new particles (100 particles) were produced before the resampling step using levy flight. The tracking results show that ICS-PF method is able to handle target scale changes and rotational errors in object tracking and that is more efficient than the generic particle filter and the PSO-PF method [12] .
Zhao et al. [11] have presented an improved particle filter based on Genetic Resampling (GRPF) In this algorithm, crossover and mutation operators are adopted to replace the strategy of resampling. The proposed algorithm improves the particles diversity, solves the Sample Impoverishment problem and demonstrates a better performance compared to the particle filter.
In this paper, we propose a novel hybrid approach called Reduced Particle Filter Genetic Algorithm (RPFGA). Both RPFGA and GRPF [11] methods rely on genetic resampling where crossover and mutation operators perform the resampling process. It is worth mentioning that GRPF is presented with 1000 particles, while our proposed RPFGA method is presented with 20 particles. Moreover, performance of the GRPF hybrid method [11] has been tested on mathematical nonlinear models, while our proposed RPFGA hybrid method is applied to image sequences. Mathematical non-linear models do not encounter challenges of a real-world application as exist in visual tracking methods. In image sequences, our proposed RPFGA tracker faces a variety of challenges, such as illumination variation, full and partial occlusions, scale variation, target and background colour variations, and sudden and fast motion. Therefore, the task of object tracking is highly difficult compared to the mathematical model-based tracking. To sum up, the proposed RPFGA method with fewer particles outperforms the GRPF [11] method in terms of both tracking precision and computational complexity in spite of the challenges mentioned above.
Comparing the proposed RPFGA hybrid method with IGA-PF, resampling is performed using mutation and crossover operators. Both IGA-PF and the proposed RPFGA methods are applied to the image sequences with 100 and 20 particles, respectively. In fact, the main advantage of the RPFGA method compared to the IGA-PF method is that using the proposed idea of partitioning our algorithm rapidly tracks the target with fewer particles. In the partitioning idea, the user (observer) specifies parts of the target in the first frame of a video sequence, precisely [6, 8, 9] . Utilizing this approach in the RPFGA method, we are able to track some parts of the target that have distinct colors from the other moving objects in the background and to overcome the occlusion problem.
In the previous works [6, 8, 9, 11] , the number of particles and tracking time have been major problems to realize real-time systems. In this paper, these problems are resolved by employing both partitioning idea and reducing image dimensions that lead to reducing the number of particles dispersed in the rigid rectangle surrounding the target. To sum up, the innovations involved in this study are 1) combining genetic algorithm with particle filter to resolve sample impoverishment problem in the resampling step, 2) reducing the image and target dimensions, and 3) partitioning the image and selecting some parts of the target in the first frame of a video sequence to increase tracking speed.
This paper is organized as follows. In section 2, the basic particle filter algorithm and its usage for object tracking are brought. Section 3 explains genetic algorithm principles and its cooperation with the PF algorithm to resolve sample impoverishment. The conducted simulations and experimental results are given in section 4. Finally, we concluded the paper in section 5.
PARTICLE FILTER ALGORITHM FOR VISUAL TRACKING

1. The Generic Particle Filter Algorithm
The basic policy of all particle filter methods is replacing integration by the sample mean to obtain the minimum variance estimation [11] . This goal is realized by importance sampling that is generating a set of random samples spreading in the state-space to approximate the posterior PDF [11] . The state-space dynamic model is defined by Equations (1) and (2):
where is the state vector at time instance , is the measurement vector, and −1 and are process and measurement noises, respectively. Also, and ℎ are known as nonlinear functions.
A set of particles { ( ) , = 1,2, … , } is sampled from a known proposal density function ( , 1: ) that meets the requirements of a typical importance density function. The goal is to describe the posterior PDF ( | 1: ) that is approximated by Equation (3):
where (. ) is the Dirac delta function, and ( ) are normalized importance weights expressed by Equation (4)
In the case of using the optimal importance density function, the particle filter algorithm is very difficult to be realized. A simple and useful alternative method is choosing ( +1 | ) as the suboptimal importance density function by Equation (5) (
Through sampling from this importance density function, we have particles
The problem of sampling from the mentioned above suboptimal density function is increasing the variance of weights [13] . In fact, after a while, most of the particles will have normalized weights near to zero, and only one particle will have a great weight near to one. This problem is referred to as the degeneracy of particles [14, 15] . Resampling is a method to solve the degeneracy problem by making the variance of weights get smaller. In the resampling step, samples with high weights are copied several times, and samples with low weights are removed [16] . Hence, the resampling step leads to another problem called Sample Impoverishment (SI). Due to the over-replication of high-weighted particles, the number of meaningful particles reduces, that leads to reducing the information capacity of the new particles set [7] . The number of effective particles ̂, is calculated by Equation (6):
In this paper, we present a novel method called Reduced Particle Filter Genetic Algorithm (RPFGA) to resolve the Sample Impoverishment problem.
2.The Proposed Particle Filter For Visual Tracking
In this paper, first the user (observer) selects the target using a rigid rectangle in the first frame of an image sequence. Similar work carried out in literature [7, 8] . Then, the center point of this rectangular window is calculated automatically and is considered as the center point of the target in the first frame. Finally, the particles are scattered in the rectangular window and tracking the target center is started.
After selecting the target and initializing the state vectors, the state vectors are updated using a state transition model. The motion of the moving object can be considered as a random walk model, a constant velocity model, a constant acceleration model, and similar models [17, 18] . As the object movement between the consecutive frames is small, we employ a random walk model [7] . Let −1 be the two-dimensional target state vector in the frame − 1. The target state vector at time instance is calculated by Equation (7) = −1 + ,
where is the particle displacement vector obtained by = [ 1 × ∆ , 2 × ∆ ] , and 1 and 2 are two uniformly-distributed random numbers in the range -1 to 1. Also, ∆ and ∆ are the rigid rectangle's dimensions in the direction of x and y coordinates, respectively.
The probability density function of observation ( | ( ) ) depends on the statistical description of the target [19, 20] . In this paper, color and texture properties are considered as the features in the observation model. The probability of observing the target is calculated using the texture and color feature vectors of the central particle (target center) and the particles around the central particle in each frame. The feature vectors of all particles are compared with that of the central particle using the Bhattacharyya distance. Particles with less distance to the central particle get more weights. The Bhattacharyya coefficient (the similarity between two feature vectors and ) is calculated by Equation (8) [21] :
where is the dimension of two vectors, and u and u represent the -th element in the corresponding feature vectors. The Bhattacharyya distance is therefore obtained by Equation (9) ( , ) = √1 − ρ[ , ].
Finally, the joint probability distribution (the weight of each particle) is calculated according to Equation (10) [8] :
Equation (10) determines a Gaussian PDF with the standard deviation of where the value of δ is set experimentally. Finally, the weights are normalized after calculating all particles' weights. In case that the effective sample number ( ) is lower than a threshold (0.7 × ), the resampling before the next frame is performed to prevent the degeneracy problem. This procedure continues until the last frame.
USING GENETIC ALGORITHM FOR RESAMPLING IN PARTICLE FILTER
1. Genetic Algorithm Principals and Its Usage
Genetic Algorithm was first introduced by Holland in 1975. The genetic algorithm is a randomized search technique based on the principle of natural selection, inheritance, and population optimization using the elitist selection, crossover and mutation [11] . The genetic algorithm generates a population of solutions (parents) among which good solutions have a higher chance of regeneration (child production), whereas bad solutions are less likely to be regenerated [11] . Good parents are selected by a roulette wheel, which is created based on the fitness of individuals, for crossover, mutation, and elitism. In our work, the weight of each particle is considered as the fitness of an individual.
Using the elitism operator, the genetic algorithm directly transfers the parents with the best fitness values (weights) to the next generation. This operator increases the efficiency of the genetic algorithm to reach an optimal global solution by preventing the loss of good solutions. In fact, the worst offspring produced by parents of the current generation are replaced by elite parents of the current generation.
Parents with higher weights (fitness values) are more likely to be selected for crossover and mutation. Assuming the probability of crossover is = 0.9, first a random number is generated in the interval [0 1]. If < , two particles ( ) and ( ) are randomly selected for crossover, that is performed by Equation (11) [11]
where we set the value of experimentally to 0.5. After crossover, the new individuals {̃( ) ,̃( ) } replace the old individuals { ( ) , ( ) }.
Assuming the probability of mutation is = 0.1, a random number is generated in the interval [0 1]. If < , a particle is randomly selected for mutation, and the mutated particle substitutes the old particle. In our work, the mutation operation is carried out according to Equation (12) 
where ~(0, ), is set to 0.15 and is the identity matrix. We represent each particle by a chromosome, whose genes are texture and color features. The feature vector to represent the ℎ particle is shown as . = [ℎ , , , , , ] , where ℎ , , and denote the hue, saturation, and value of the HSV color space, respectively. Also, is the mean, is the variance and is the range of gray-scale pixels in a 9×9 window around each particle. The parameter setting of the used genetic algorithm is shown in Table 1 . In this paper, particles are optimized by a genetic algorithm before the resampling process. Thus, the number of effective particles increases, and consequently the correct target state is estimated more accurately [11] .
2. The Proposed Approaches In The Hybrid PF Tracker
In this paper, we apply two ideas, which are partitioning and reducing image size, to increase the speed of tracking as well as using a genetic algorithm to surmount sample impoverishment. Therefore, we call the proposed method Reduced Particle Filter Genetic Algorithm (RPFGA). By reducing the image size, the rigid rectangle involving the target gets smaller that it results in reducing the number of dispersed particles and processing time of each frame.
Using the idea of partitioning, the user (observer) specifies parts of the target precisely in the first frame of a video sequence [6, 8, 9] . Therefore, it is possible to track parts of the target that have distinct colors from the other moving objects in the background. In fact, partitioning shrinks the common area between the target and the other objects. Through reducing the number of particles, the partitioning idea leads to reducing the processing time of each frame and increasing speed of the proposed RPFGA algorithm.
It should be noted that the precise selection of the target in the first frame, which is required to be performed fast by the user, is very important. If the target is not selected precisely in the first frame, the starting point (target center) is not calculated correctly and RPFGA fails in target tracking in initial frames. In fact, in the proposed RPFGA, the user plays an important role for target selection in the first frame.
Setting proper values for the parameters of RPFGA method has also a great effect on the performance of the tracking algorithm. In the proposed RPFGA method, the number of particles (the population size of GA) is set to 20, and the number of iterations is set to 4. In the proposed hybrid approach, by setting the elitism rate to 0.3 the number of particles decreases that results into reducing implementation cost of genetic algorithm and fast converging to the global solution in spite of small population size and a low number of iterations.
The proposed RPFGA algorithm is explained in the following:
1. The user selects the target in the initial frame by a rectangular window. The target center position is calculated automatically and its feature vector is extracted. The initial particle set { 1 ( ) , 1 ( ) } =1 is established by dispersing particles around the central particle and their feature vectors are extracted. The initial particles' weights are considered equally as 1 ( ) = 1⁄ .
2. For = 2 to "the number of image sequences"  The particles' position vectors { ( ) } =1 are updated based on the state transition model and the target center is calculated. The particles' weights are calculated according to equation (10) and are normalized using equation (6) .  The number of effective samples Neff is obtained using equation (7) .
The genetic algorithm is run for a number of four generations: use mutation ( = 0.1), heuristic crossover ( = 0.9), and elitism selection (with the rate of 0.3) to generate new individuals. The weights of particles (fitness functions) are recalculated at each generation. End If End For
SIMULATIONS AND EXPERIMENTAL RESULTS
To evaluate the proposed RPFGA and the other tracking methods, the target's motion paths obtained by tracking approaches are compared with the real path extracted by an expert. The test data includes OneLeaveShopReenter2Cor.mpg, OneShopOneWait1cor.mpg,oneShopOneWait2cor.mpg, OneStopEnter1cor.mpg, and OneStopEnter2cor.mpg, that are subsets of CAVIAR [22] and two sequences from CHEHOVIN [23] , and PETS'2000 [24] datasets. All experiments are conducted using a Corei3 processor with 4 GB RAM in MATLAB 2014 software. Table 2 shows the characteristics of each video sequence in the conducted experiments.
As the first experiment, we evaluate the effect of elitism rate in the tracking process of RPFGA method. The simulation is performed on 183 frames of the sequence OneShopOneWait1cor.mpg, and processing time of RPFGA method is compared with the PF tracker in Table 3 . As shown in Table 3 , the processing time of the proposed RPFGA method with 20 particles and elitism rate of 0.3 (6 elites) shows a notable reduction compared to the PF tracker with 300 and 500 particles. Also, the average error of RPFGA method with 20 particles and elitism rate of 0.3 is the second lowest one. To sum up, through setting a proper elitism rate the number of particles and tracking time can be reduced. In the next simulations, the elitism rate is set to 0.3 with 6 elites and 20 particles, as these parameters have led to the best results according to Table 3 . The second sequence, One Leave Shop Reenter2cor.mpg, includes a video from a shopping center. The original sequence consists of 575 frames with the dimension of 288 × 384 pixels, captured by large lens from two different views. We used the idea of partitioning to track the target in this sequence. The attained tracking results are shown in Figure 1 . As indicated in Figure 1(a) , the PF method gradually loses the target, due to the problem of occlusion and great Sample Impoverishment. In Figure 1(b) , employing the partitioning idea in the first frame, the occlusion problem is completely eliminated. The precision of tracking algorithms in terms of Euclidean distance are presented in Figure 2 , and the detection results are brought in Table  4 . The average errors reported in Table 4 are obtained by calculating the mean of Euclidean distance between the actual path and the results of RPFGA and PF methods.
The third sequence includes a scenario of movements of a male gymnast on the gymnastics mat from CHEHOVIN. In this sequence, the significant challenges are sudden and fast motions and similarity between the target's color and background. This sequence includes 567 frames with the image dimension of 180 × 320 pixels. We selected a subset of 113 frames in which sudden and fast motions are high and therefore the tracking process becomes more challenging. As shown in Figure 3 (a), due to sudden changes in the moving direction of the target and also color similarity between the target and background, the original PF algorithm lacks the target orientation and often jumps to some areas of the background. In contrast, the proposed RPFGA method (without partitioning) efficiently tracks the target along the sequence.
The fourth test sequence is selected from PETS'2000 whose tracking results are shown in Figure 4 . PETS'2000 includes a scenario of a human movement recorded by a fixed camera with the challenges such as partial occlusion, and complex background. This sequence is of 412 frames, with the actual image size of 758 × 576 pixels. However, in the conducted experiments, we reduced the image dimensions to 384×288 pixels. In this sequence, the person in the frames from 80 to 100 is under partial cover with a light pole. In Figure 4 (a), the PF tracker is able to detect the target in the frames from 80 to 100 where the object is under partial cover, but after a while, the target is not detected due to the complex background. In Figure 4 target in the frames from 80 to 100, where the object is under partial cover. Moreover, the proposed RPFGA with 20 particles is able of detecting the target up to the 320 th frame. Figure 5 illustrates the fitness values of individuals in GA before resampling phase in the PFbased tracking on PET's 2000. The best fitness value curve (dotted line) along with the mean fitness value curve (solid line) was plotted in this Figure. As we employed ga(.) function of MATLAB that considers a function to be minimized, the fitness function is the minus of particle weights.
To show the high accuracy and efficiency of the proposed RPFGA method, in Figure 6 we compare it with some approaches such as ICS-PF [6] , PSO-PF [12] , and PF [5] . Also, both RPFGA and PF methods are tested with and without the idea of partitioning. The researchers [6] have tested the ICS-PF and PSO-PF methods on 100 frames of some sequences from CHAVIAR dataset: OneStopEnter1cor.mpg,OneShopOneWait2cor.mpg,On eShopOneWait1cor.mpg, and OneStopEnter2cor.mpg.
We have selected the same 100 frames of these sequences. Moreover, all methods are compared together in terms of the number of particles and harmonic mean whose results are shown in Table 5 . The harmonic mean is defined as in Equation (13) 
In these formulas, (True Positive) denotes the number of correct detections (the object is present and the result of tracking system is the same as that of the ground truth), (False Positive) is the number of false alarms (the detector contains at least one object, but the ground truth contains no object), and (False Negative) represents the number of cases that the ground truth has at least one object, but the tracker contains no object [6] .
As shown in Table 5 , the F-measure values of RPFGA and PF methods have been increased by using the partitioning idea compared to the RPFGA, PF, ICS-PF, and PSO-PF in which the idea of partitioning has not been employed. Employing GA with a proper elitism rate in the proposed RPFGA method along with the partitioning idea provided using fewer particles (20 particles) compared to ICS-PF, PSO-PF and PF methods and consequently reduced the tracking time. Moreover, utilizing the partitioning idea in the proposed RPFGA approach was helpful in eliminating the occlusion problem, in contrast to the PF method that failed to handle the challenge of full occlusion. To sum up, the RPFGA approach, due to the precise adjustment of elitism rate and using the partitioning idea, drastically outperforms GRPF and IGA-PF methods in terms of the number of particles and processing time. 
Frame 20
Frame 80 (e) Figure 6 . Comparison of the proposed RPFGA method with some hybrid methods, (a) PF (red) [5] , PSO-PF (green) [12] , ICS-PF (black) [6] ; (b) PF without partitioning [5] ; (c) RPFGA without partitioning; (d) PF with partitioning; and (e) RPFGA with partitioning 
CONCLUSION
The tracking results showed the outperformance of the proposed RPFGA method compared to the generic PF and some hybrid methods including ICS-PF, IGAPF, PSO-PF and GRPF in terms of the number of particles and processing time. The reasons behind this improvement are 1) employing a GA in the PF approach, 2) precise adjustment of the elitism rate and 3) utilizing the idea of partitioning. In the proposed RPFGA algorithm, the genetic algorithm was applied before the resampling step, leading to an increase in the number of effective particles, which prevents the deviation of the detector from the target. On the other hand, the generic PF gradually diverted from the target in the challenges (such as partial and full occlusion, and etc.) due to the Sample Impoverishment. In addition, the precise selection of the target in the first frame (partitioning) increased the power of the proposed RPFGA algorithm. It is possible to propose a simultaneous tracking method for multiple objects using RPFGA method as a future work.
