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a teoría de los determinantes tiene una historia singularmente accidentada ya que se vino desarrollando 
de modo intermitente desde la antigua China. Además, curiosamente, los determinantes hicieron su 
aparición más de un siglo antes que las matrices. El término matriz se debe a J.J. Sylvester, que quiso dar a 
entender que era “la madre del determinante”. 
La mayoría de los historiadores coinciden en afirmar que la Teoría de los Determinantes se originó con el 
matemático alemán Leibnitz (1646-1716) al estudiar la resolución de sistemas de ecuaciones lineales 
simultáneos.  Posteriormente, la teoría de los determinantes fue fundamentada por Cauchy (1769-1857) que 
no solo puso de manifiesto la enorme potencia de cálculo de éstos, sino que además mostró su papel 
fundamental para la determinación de los rasgos esenciales de la matrices, como son: rango, condición de 
inversión y polinomio característico. Laplace (1749-1827) fue el primero en desarrollar un determinante por sus 
adjuntos y con Jacobi (1804-1851) se aceptó finalmente el término “determinante” y se estableció la Teoría de 
las funciones de varias variables. 
Al hablar de determinantes no podemos olvidarnos del matemático inglés Charles Dogson (1832-1898), más 
conocido por su pseudónimo Lewis Carroll, cuya aportación al conocimiento de la teoría de los mismos fue 
notable, sistematizando sus propiedades y aplicaciones. 
 
1. Aplicaciones multilineales entre espacios vectoriales. 
 
Definición: Dado E  espacio vectorial sobre K , una forma multilineal de orden k sobre E  es una aplicación 
 :
k veces
E x E x x E K  tal que, para cada      1,2, , , , , , ,jj k u u v E K  se tiene que 
                1 1 1 1 1 1 1 1 1, , , , , , , , , , , , , , , , , ,j j k j j k j j ku u u v u u u u u u u u u v u u  
Es decir, que una forma multilineal es una aplicación, a valores en K , que depende de varios vectores y es 
lineal en cada uno de ellos. O dicho de otra manera: fijando todas las variables vectoriales menos una 
cualquiera, se obtiene una forma lineal de E . 
L 
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Definición: una forma multilineal  : KE K se dice alternada (antisimétrica) si 
    , 1, , , , ji j k u v u E , sucede   
   
   
   
1 1
) ) ) )
, , , , , , , , , , , ,
k k
i j i j
u u v u u v u u , es decir, el 
valor de la función cambia de signo cuando se intercambian los valores de dos cualesquiera de sus variables 
vectoriales. 
Corolario: Si  : KE K  es una forma multilineal alternada, entonces  u E ,   , , , , 0u u , es 
decir, se anula siempre que se repita alguna de sus variables vectoriales. 
Observación: cuando el cuerpo de escalares es  o , se cumple el recíproco de lo anterior. 
Proposición: Toda forma multilineal que cumpla   , , , , 0u u   u E , es alternada. 
En lo sucesivo, nos ocuparemos de formas multilineales alternadas de orden n  igual a la dimensión del 
espacio. 
Construcción de la función determinante. 
El concepto de determinante es posible introducirlo de diferentes formas: Por medio de aplicaciones 
multilineales alternadas, por inducción o mediante sumas de n! sumandos para un determinante de orden n. 
En este apartado lo vamos a introducir de la primera forma ya que es la más rigurosa de las tres, aunque en 
el siguiente lo veremos de la tercera forma, dado que facilita la demostración de sus propiedades. 
Antes de presentar la definición conviene que recordemos algunos conceptos referidos a permutaciones. 
Permutación de n elementos. Es una biyección     : 1 2 1 2n n . En ocasiones identificaremos   
con su imagen y escribiremos          1 21 nn i i i  en vez de  .  
A la permutación  1 2 3 n  se le llama permutación principal. 
Inversión/transposición de dos elementos de una permutación. Dos elementos de la permutación 
 1 2 ni i i  están en inversión si en esa permutación figuran en orden distinto al de la permutación principal. 
Cuando una permutación tiene un número par de inversiones diremos que es de clase par y si el número es 
impar, se dirá que es de clase impar. 
Signatura de una permutación. Dada    1 2 ni i i una permutación de  1, ,n , notaremos  i  al 
número de inversiones de . Se define signatura de   como el número      



  




1
1
1
i
par
sgn
impar
 
Existencia y unicidad. 
Teorema: Si  1 , , ne e es una base de E , para cualquier K , existe una única forma multilineal 
alternada   de orden n  sobre E  tal que   1 2, , , ne e e . 
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Dem: Es obvio que, si  : nE K  es multilineal y alternada, y puesto que al aplicársela a vectores repetidos 
el resultado es nulo, entonces   queda caracterizada por los !n  escalares           1 2, , , ,n ne e e S , 
es decir, por los valores de   sobre todas las posibles permutaciones de los elementos de la base. 
Pero como toda permutación es producto de transposiciones, y, debido a la alternancia, si   es una 
transposición,             1 2 1 2, , , , , ,n ne e e e e e , se tiene que para cualquier permutación   nS , 
              1 2 1 2, , , , , ,n ne e e sgn e e e , en donde    
 
  1
i
sgn  siendo  i  el número de 
transposiciones de cualquier descomposición de   (recuérdese que todas las descomposiciones tienen la 
misma paridad).  
Por lo tanto, concluimos que la forma multilineal alternada queda caracterizada por el único valor 
  1 2, , , ne e e .■ 
Corolario: Existe una única forma multilineal alternada sobre  
nnK  que vale 1 sobre  1 , , ne e , siendo je  
los vectores canónicos de K . 
 
Definición y ejemplos. 
Definición: Se llama función determinante sobre K , y se denota por det , a la única forma multilineal 
alternada anterior. 
Dada  nxnA K , se llama determinante de A a    1: , , nA det A det A A , donde jA  son las columnas 
de A . 
Ejemplos: (Interpretación geométrica) 
 2det ,u v  mide el área del paralelogramo de 
2 cuyos lados son los vectores u  y v . 
 3det , ,u v w mide el volumen del paralelepípedo de 
3 delimitado por los tres vectores u , v  y w . 
2. Determinantes. 
 
Por lo visto en el apartado anterior, estamos en condiciones de proceder a asociar a cada matriz cuadrada 
  nA M K , un escalar llamado A o det A  
Definición: (determinante de una matriz cuadrada) Sea   nA M K , 
 
 
 
 
 
11 1
1
n
n nn
a a
A
a a
, se llama 
determinante de A , al escalar definido por 
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   
 
       

  
 

 
      
1 21 1 2 2 1 2
1
n
n n
i
n n i i ni
S S
det A A a a a sgn a a a , donde    1 2 ni i i es una 
permutación cualquiera de los elementos  1, ,n ,  i el número de inversiones de   y estando la suma 
extendida a las !n  permutaciones de  1, 2, ,n . 
Observaciones:  
Por cada permutación de números  1, 2, ,n hay un sumando en la definición, así que el det A  consta de 
!n  sumandos. 
Cada sumando del determinante es un producto de n elementos de la matriz, de tal manera que en cada 
producto hay un factor por cada fila y columna de A . 
El signo de cada sumando será positivo o negativo según la signatura de la permutación. 
Es lo mismo referirnos a filas que a columnas. 
 
Cálculo de determinantes de orden 2,3 y n. 
Orden 2. 
 
 
 
11 12
21 22
a a
A
a a
              
(1 2) (2 1)
11 22 12 21 11 22 12 21
det 1 1
i i
A a a a a a a a a . 
Orden 3. 
 
 
 
 
 
11 12 13
21 22 23
31 32 33
a a a
A a a a
a a a
  
       
     
          
        
      
 
(1 2 3) (1 3 2) (2 1 3)
11 22 33 11 23 32 12 21 33
(2 3 1) (3 2 1) (3 1 2)
12 23 31 13 22 31 13 21 32
11 22 33 11 23 32 12 21 33 12 23 31 13 22 31 13 21 32
11 22 33 12 23 3
det 1 1 1
1 1 1
i i i
i i i
A a a a a a a a a a
a a a a a a a a a
a a a a a a a a a a a a a a a a a a
a a a a a a    1 13 21 32 11 23 32 12 21 33 13 22 31a a a a a a a a a a a a
 
Para recordar este desarrollo se suele usar el siguiente esquema conocido como REGLA DE SARRUS 
 
Orden n. 
 
 
 
 
 
11 1
1
n
n nn
a a
A
a a
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Para determinantes de orden n, n>3, aplicaremos la propiedades de los determinantes que veremos a 
continuación, así como el método de desarrollo de un determinante por una fila o columna (Desarrollo de 
Laplace). 
 
3. Propiedades. 
Propiedades. Sea   nA M K , 
El determinante de una matriz coincide con el de su traspuesta:  TA A  
Dem: Sea  TB A    ijA a  y   ijB b , con ij jib a , entonces, 
                    
 
 
 
      1 1 2 2 1 1 2 2
4)
n n
T
n n n n
observaciónS S
A B sgn b b b sgn a a a A  .■ 
Esta propiedad nos va a permitir sustituir la palabra fila por columna en el resto de propiedades. 
Si todos los elementos de una fila (columna) son nulos, entonces su determinante también lo es:  0A . 
Dem: por la propia definición de determinante, en cada uno de los n! sumandos, interviene como factor uno 
de los elementos de cada fila y por tanto de la fila nula. Así que todos los sumandos son nulo y  0A . ■ 
Si intercambiamos entre sí dos filas de A, para la matriz B obtenida se tiene que  B A  
Dem: Intercambiamos por ejemplo las filas p y q (p<q). Se tiene:      si , , 1ij ijb a i p q j n  y 
 

 




1
pj qj
qj pj
b a
j n
b a
. 
 
 
 
  
  
 



1
1
1
1 1
1 1
1 1
det( )
p q n
q p n
p q n
p q n i pi qi ni
p q n i qi pi ni
p q n i pi qi ni
B sgn i i i i b b b b
sgn i i i i a a a a
sgn i i i i a a a a
 
Si en cada permutación  1 p q ni i i i  trasponemos pi  e qi , ésta cambia de signatura 
       1 11p q n q p nsgn i i i i sgn i i i i .  
Así que  det( ) det( )B A . ■ 
El determinante de una matriz A con dos filas iguales es nulo. 
Dem: Si intercambiamos en A esas dos filas, obtenemos la misma matriz A, y aplicando la propiedad 3) 
llegamos a que    det( ) det( ) det( ) 0A A A . ■ 
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Al multiplicar una fila cualquiera de A por un escalar  , el determinante de la matriz B obtenido es 
 det( ) det( )B A . En consecuencia,    det( ) det( )nA A . 
Dem: Todos los n! sumandos contienen uno y solo uno de los elementos de la fila multiplicada por  . Así 
que, sacando factor común   se obtiene que   det( ) det( )B A . ■ 
Si la matriz A tiene dos filas proporcionales  det( ) 0A . 
Dem: Por la propiedad 5) tenemos que      
Pr . 4)
det( ) det( ) 0 0
op
tiene dos filas iguales
A B . ■ 
  
 
     
     
     
     
     
     
11 11 12 12 1 1 11 12 1 11 12 1
21 22 2 21 22 2 21 22 2
1 2 1 2 1 2
n n n n
n n n
n n nn n n nn n n nn
a b a b a b a a a b b b
a a a a a a a a a
a a a a a a a a a
. 
Dem: es una simple consecuencia de la aplicación de la propiedad distributiva del producto respecto de la 
suma, al aplicarla a cada sumando del desarrollo del det(A). ■ 
El determinante de una matriz cuadrada no varia si se le suma a una fila (columna) cualquier combinación 
lineal de otras filas (columnas). 
Dem: utilizando la propiedad 7), supongamos que a la fila p de A se le suma otra fila q multiplicada por  . 
Entonces,  i p  se tiene ij ija b . En el caso de       , conpj qj pj iji p a a b B b .Luego, 
     
Pr .6)
det( ) ( ) det det( ) 0 det( )
por op
B det A matriz con dos filas proporcionales A A . ■ 
Si una fila de A es combinación lineal de otras filas   det( ) 0A . 
Dem: por la propiedad 7)  det( )A = suma de determinantes de matrices que tienen dos filas 
proporcionales. Como todos estos determinantes son nulos por la propiedad 6)  det( ) 0A . ■ 
El determinante de una matriz triangular o diagonal es igual al producto de los elementos de la diagonal 
principal. 
Dem: en todos los sumando aparece un cero excepto en los términos de la diagonal principal. ■ 
 
Desarrollo de un determinante por los elementos de una fila (o columna).  
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Sea   nA M K . Al suprimir la fila p y la columna q de una matriz cuadrada A de orden n, resulta una matriz 
pqA  de orden n-1, cuyo determinante recibe el nombre de menor complementario del elemento pqa , que 
figura en la fila p y la columna q. Lo representamos por 
pq
M .    detpq pqM A . 
Definición: llamaremos adjunto del elemento pqa  al número que representamos por  

   1
p q
pq pqM . A 
la matriz que tiene como elementos los adjuntos de los elementos de A,       ij nM K  se llama matriz 
adjunta de A. 
Veamos ahora un teorema que nos facilitará el cálculo del determinante de orden n>3. 
 
Teorema (Desarrollo de Laplace).   nA M K . Se verifican: 
1)         1 1 2 2det( ) , 1j j j j nj njA a a a j n  (columna j) 
2)         1 1 2 2det( ) , 1i i i i in inA a a a i n  (fila i) 
“El determinante de una matriz es igual a la suma de los productos de los elementos de una fila/columna por 
sus correspondientes adjuntos” 
Observación: el valor del determinante es independiente de la fila/columna elegida. 
 
Corolario:   nA M K         det( )
T T
n
A A A I .  
En particular, si A es regular     1
1
det( )
TA
A
 
Dem: llamamos   T ijc . Veamos que   det( )T nA A I . 
El coeficiente (i,j) de TA  es: 
 
          






1 1 2 2 1 1 2 2
det( ) ,
0, /
i j i j in nj i j i j in jn
a c a c a c a a a
A i j
i j matriz con dos filas columnas iguales
     det( )T
n
A A I  
Ahora veamos que    det( )T nA A I . 
El coeficiente (i,j) de  T A  es: 
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 
          






1 1 2 2 1 1 2 2
det( ) ,
0, /
i j i j in nj i j i j in nj
c a c a c a a a a
A i j
i j matriz con dos filas columnas iguales
     det( )T
n
A A I  
Es inmediato ver que   1
1
det( )
TA
A
(A regular). ■ 
Corolario: La suma de los productos de los elementos de una fila/columna por los adjuntos de los elementos 
correspondientes de otra fila/columna es igual a cero. 
Dem: sea la suma      1 1 2 2p q p q pn qna a a  de los productos de los elementos de la fila p por los adjuntos 
de los elementos de la fila q. Esta suma es el desarrollo por los adjuntos de la fila q de una matriz obtenida 
sustituyendo la fila q por su fila p, que tiene dos filas iguales. Así que, det(A)=0. ■ 
 
4. Utilización en diferentes campos. 
La teoría de Determinantes presenta numerosas aplicaciones en diferentes campos, entre las que citamos: 
1 ) Estudio de la independencia lineal de vectores. 
El uso de determinantes proporciona un método de sencillo para comprobar cuando n vectores de m  son 
linealmente independientes. 
Sea M la matriz cuyas columnas son los vectores dados. M es una matriz m x n. Las columnas son 
linealmente dependientes si y sólo si existe un vector de dimensión n (diferente del vector nulo) tal que: M.x=0; 
esto es: M.x=x1.M1 + x2.M2 + ... + xn.Mn = 0 (Nótese que Mj es la j-ésima columna de M). 
En caso contrario; si sólo existe el vector nulo, los vectores son linealmente independientes. 
En conclusión,  
Sean M1, M2, ..., Mn n vectores de 
m . 
Si n>m, entonces cualquier conjunto de n vectores de m  son linealmente dependientes. 
Si n<m, entonces M1, M2, ..., Mn son linealmente independientes si y sólo si   0
TM M . 
Si n=m, entonces M1, M2, ..., Mn son linealmente independientes si y sólo si  0M . 
 
2) Cálculo del rango de una matriz. 
Definición: Sea   mxnA M K . Llamamos rango de A al número máximo de vectores fila/columna 
linealmente independientes. 
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Observación:    , ( )mxnA M K rango A n A regular  
Teorema 1 (Teorema del rango) En cualquier matriz   mxnA M K , el rango por filas es igual al rango por 
columnas. 
Dem: Sea r=rango por filas y s=rango por columnas. Veamos que r=s. 
Resulta que los n vectores fila se pueden expresar como combinación lineal de s vectores linealmente 
independientes, por lo que r s . 
Además, todos los m vectores columna se pueden expresar como combinación lineal de r vectores 
linealmente independientes, luego s r . ■ 
 
Definición: Dada una matriz   mxnA M K , se llama menor de orden h en A al determinante de una matriz 
cuadrada de orden h obtenida suprimiendo m-h filas y n-h columnas en A. 
 
Teorema 2 (Caracterización del rango mediante determinantes) 
Sea   mxnA M K   ( ) max :rango A s A tiene unmenor de orden s no nulo  
Dem: Sea r=rango (A) y   max :r s A tiene un menor de orden s no nulo . Veamos que r r . 
( )rango A r  columnas de A l.i.r     se puede encontrar un menor de orden r no nulo 


1todos los menores orden r son nulos
r r . De otra parte, r máximo orden   existe un menor de orden r  no nulo 

0todos los menores orden mayor son
columnas de A l.i.r  (las del menor)  r r . Por tanto, r r . ■ 
 
Corolario. Sea   mxnA M K . Si A tiene un menor de orden p no nulo y todos los menores de orden p+1 que 
se obtienen orlando con una fila y una columna el menor de orden p son nulos, entonces, ( )rango A p . 
 
Cálculo práctico del rango de una matriz. Según el Teorema 2, basta encontrar un menor no nulo que al 
orlarlo de todas las maneras posibles nos produzca determinantes nulos. 
PASOS: 
1. Obtenido el menor de orden h de A no nulo, M, se orla con una de las filas que no están en M y cada una 
de las columnas de A que no intervienen en M. 
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2. Si todos los menores de orden h+1 así obtenidos son nulos, la fila considerada es c.l. de las filas de M y la 
suprimimos. 
3. Proseguimos con otra fila. Si se obtiene un menor de orden h+1 no nulo, al orlar M con esa fila, el rango es 
al menos h+1. Se continúa así hasta que se terminan las filas de la matriz o se obtiene un cierto menor no nulo 
que determina el rango de A. 
Ejemplo: Calcular el rango de la matriz    
 
 
 
 
 
1 0 2 3
1 1 1 2
1 1 3 4
A . 
1 0  ; 

1 0
0
1 1
 ;   
1 0 2
1 1 1 0
1 1 3
 ,   
1 0 3
1 1 2 0
1 1 4
. Así que el rango(A)=2. 
 
3) Cálculo de la matriz inversa. 
El corolario del Teorema que nos aporta el Desarrollo de Laplace para el cálculo de determinantes de orden 
n>3, nos indicaba el modo de calcular la matriz inversa de una matriz   nA M K dada ( A regular). 
Corolario:   nA M K         det( )
T T
n
A A A I .  
En particular, si A es regular     1
1
det( )
TA
A
 
4) Regla de Cramer. 
Si  A X B  es un sistema de ecuaciones donde A es la matriz de coeficientes del sistema, 
  1 2, , , nX x x x es el vector columna de las incógnitas y B es el vector columna de los términos 
independientes, entonces, la solución al sistema se presenta así: 
det( )
det( )
j
j
A
x
A
, donde jA  es la matriz 
resultante de reemplazar la j-ésima columna de A por el vector columna B. (acemos notar que para que el 
sistema sea compatible determinado, A ha de ser regular) 
 
5) Cálculo de áreas y volúmenes. 
El cálculo de áreas y volúmenes bajo forma de determinantes en espacios euclídeos aparecen como casos 
particulares de una noción más general de determinante.  
El área de un paralelogramo de lados no paralelos, y wv viene definido como el producto vectorial: 
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 logparale ramo x y z
x y z
i j k
A v x w v v v
w w w
 | 
 
 
Consideremos los tres vectores , y wu v  aplicados sobre el mismo origen, de manera que formen un 
paralelepípedo (con sus proyecciones). Se cumple que el volumen del paralelepípedo es igual al valor absoluto 
del producto mixto de los tres vectores que lo forman: 
, , w
x y z
paralelepípedo base x y z
x y z
u u u
V area altura u v v v v
w w w
        
 
6) Cáculo del jacobiano. 
En cálculo vectorial, se llama jacobiano o determinante jacobiano al determinante de la matriz jacobiana. 
La matriz jacobiana es una matriz formada por las derivadas parciales de primer orden de una función. Una de 
las aplicaciones más interesantes de esta matriz es la posibilidad de aproximar linealmente a la función en un 
punto. En este sentido, el jacobiano representa la derivada de una función multivariable. 
 
Ejemplo. El determinante jacobiano de la función F : R3 → R3 definida como: 
    21 2 3 2 1 2 3 2 3, , 5 , 4 2sin ,F x x x x x x x x x  es: 
     
 
  
  
  
    
  
  
  

    
 
 
 
 
 
 
 
 
 
1 1 1
1 2 3
2 2 2
1 2 3 1 3 2 3 2 2 3
1 2 3
3 2
3 3 3
1 2 3
1 2 2 3
1 2
2
0 5 0
, , 8 2 cos 2 cos
0
8 2 cos
5 40
0
y y y
x x x
y y y
J x x x x x x x x x x
x x x
x x
y y y
x x x
x x x x
x x
x
 
Una propiedad interesante del jacobiano es que cuando éste es diferente de cero en el entorno de un punto 
dado, entonces el teorema de la función inversa garantiza que la función admite una función inversa alrededor 
de dicho punto. 
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5. Conclusión. 
El concepto de determinante de una matriz cuadrada tiene una gran relevancia dentro de la teoría de 
matrices. Los determinantes resultan de gran utilidad a la hora de resolver determinados sistemas de 
ecuaciones lineales (los llamados sistemas de Cramer), discutir la existencia de solución de sistemas de 
ecuaciones lineales generales (mediante el concepto de rango de una matriz y del Teorema de Rouché 
Frobenious), y analizar la dependencia lineal de un conjunto de vectores (lo cual, entre otras cosas, nos 
permitirá identificar posibles bases de un espacio vectorial).  
Además, la interpretación geométrica de los determinantes nos permite calcular, de forma sencilla, áreas y 
volúmenes de determinadas figuras geométricas, realizar productos vectoriales, y hallar las ecuaciones de un 
plano en el espacio. 
Los campos de aplicación de la teoría de los determinantes y, en general, de la teoría de matrices son muy 
amplios, y abarcan desde las más clásicas aplicaciones en las áreas de física, economía e ingeniería hasta 
aplicaciones más recientes como la generación de gráficos por ordenador, la teoría de la información y la 
criptografía. ● 
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