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Abstract This paper reports on experiences from using a UML-based method for
trust analysis in an industrial project. The overall aim of the trust analysis method is
to provide a sound basis for making trust policy decisions. The method makes use
of UML sequence diagrams extended with constructs for probabilistic choice and
subjective belief, as well as the capture of policy rules. The trust analysis method
is evaluated with respect to a set of criteria. The industrial project focused on the
modeling and analysis of a public electronic procurement (eProcurement) system
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making use of a validation authority service for validating electronic certificates and
signatures.
Keywords Trust management · Modeling · Electronic certificates · Electronic
procurement
1 Introduction
Trust is often linked to the notion of subjective probability. For example, inspired by
[5, 10], [11] defines trust as the subjective probability by which an actor, the trustor,
expects that another entity, the trustee, performs a given transaction on which its
welfare depends. Unless you are a psychologist, subjective probabilities (or beliefs)
are not very interesting as long as they are studied in isolation. In computer science
we are interested in trust or the more general notion of belief only as long as it has an
impact on the factual (or objective) behavior of a computer system or computer-based
facility. Moreover, within computer science we are often more interested in the trust
of an organization than the individual trust of a human being.
In order to analyze something we need a clear understanding of this “something”
(or target) to be analyzed. This target is often captured in the form of a model. Unfor-
tunately, modeling approaches of industrial maturity targeting the computer industry
(like UML [13]) do not have the expressiveness required to fully cover the aspects of
relevance for a trust analysis. This motivated us to develop a method for trust analysis
based on UML sequence diagrams extended with constructs for capturing
1. beliefs of agents (humans or organizations) in the form of subjective probabilities;
2. factual (or objective) probabilities of systems which may contain agents whose
behavior is described in terms of subjective probabilities;
3. trust decisions in terms of policy rules with the deontic modalities obligation,
prohibition and permission.
This paper reports on experiences from using this method for trust analysis (first
proposed in [17]) in an industrial project focusing on the modeling and analysis of a
public electronic (eProcurement) system making use of a validation authority service
for validating electronic certificates and signatures. The trust analysis was conducted
on behalf of Det Norske Veritas (DNV) in the autumn of 2008. DNV’s goal was to
obtain a better understanding of the potential usefulness of a service they offered
for supporting trust-based decisions in systems which rely on electronically signed
documents. The performance of the trust analysis is evaluated with respect to a set of
evaluation criteria.
The rest of the paper is organized as follows: Sect. 2 introduces our modeling ap-
proach which is UML sequence diagrams extended with constructs for probabilistic
choice and belief. It also gives a brief introduction on how to specify trust policies to
ensure and enforce the desirable behavior of a system. Section 3 presents the method
for trust analysis, that builds on the modeling and policy specification approaches in-
troduced in Sect. 2. Section 4 outlines the industrial case we used to test the feasibil-
ity of the trust analysis method. It also presents a set of evaluation criteria. Section 5
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presents the use of the trust analysis method in the industrial case. Section 6 presents
the results from the evaluation based on the criteria identified in Sect. 4. And finally,
in Sect. 7 we draw the main conclusion and present related work.
2 Modeling approach
UML 2.1 sequence diagrams [13] are widely used for the modeling and specifica-
tion of information systems; in particular to capture communication or interaction
between system entities.
In this section we give a brief introduction to UML 2.1 sequence diagrams and the
constructs for probabilistic choice and belief proposed in [18]. We also explain how
sequence diagrams can be enriched to capture policy rules with deontic modalities.
We use a running example: Alice purchases items on the Internet. For many of the
purchases, Alice needs to send advance payment to the seller of the item. In these
cases Alice runs a risk of not receiving the item after paying for it. The challenge
is to model the trust considerations made by Alice, as well as their impact on the
observable behavior.
2.1 Basic constructs as in the UML standard
The diagram purchase in Fig. 1 address the situation where Alice has found an item,
with an acceptable price, that she might be interested in purchasing. The keyword sd
(sequence diagram) in front of the diagram name marks the diagram as a sequence
diagram. Each entity modeled by the diagram is represented by a dashed, vertical line
called a lifeline, where the box at its top specifies which entity the lifeline represents,
its name as well as its type separated by a colon. If one lifeline represents several
entities with different names but of the same type, we only specify the type. Entities
interact with each other through the transmission and reception of messages, which
are shown as horizontal arrows from the transmitting lifeline to the receiving lifeline.
For each message we distinguish between two events; a transmission event, repre-
sented by the arrow tail, and a reception event, represented by the arrow head. The
transmission events occur, of course, before the corresponding receive events. The
events on each single lifeline are ordered in time from top to bottom.
According to Fig. 1, Alice starts by requesting a tender from the seller. The seller
sends in response a tender, signed with his electronic ID (eID) to Alice. Based on this
signed tender, Alice decides whether she trusts the seller to send the item after she has
sent the advance payment. Alice may behave in two alternative ways, with respect
to this decision. She can either send the advance payment, or she can cancel the
deal. This is represented by the outermost alt operator, which specifies alternative
behavior. A dashed horizontal line separates the alternative behaviors. If Alice trusts
the seller and sends the advance payment, the scenario continues in two alternative
ways. This is represented by the innermost alt operator. Either the seller sends the
item to Alice, or the seller does not. In the latter case Alice is forced to write off the
money she paid for the item.
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Fig. 1 The sequence diagram
purchase
Fig. 2 The probabilistic
sequence diagram purchase2
2.2 Construct for probabilistic choice
The diagram purchase in Fig. 1 specifies behaviors that may occur, but not how
often or with what probability. Alice interacts with several sellers, and the scenario in
Fig. 1 will therefore be repeated several times. We want to model how Alice behaves
with respect to all these sellers. For this purpose we introduce the palt construct for
probabilistic choice. By using the palt construct we can say something about the
probability of a specific behavior.
The diagram purchase2 in Fig. 2 is a probabilistic version of purchase in Fig. 1.
The numbers occurring after palt in the upper corner of the operator frame specify
the probabilities of the various alternatives. In the outermost palt the first number
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Fig. 3 The subjective sequence
diagram trust
states that the scenario of the first operand occurs with a probability of 0.7, which
means that this behavior occurs in 70% of the cases, while the second number states
that the scenario of the second operand occurs with a probability of 0.3, which means
that this behavior occurs in 30% of the cases. Furthermore, for the innermost palt
operator the first operand has a probability of 0.8 of occurring, while the second
operand has a probability of 0.2 of occurring. The probabilities in this diagram are
factual in the sense that they are meant to reflect observable probabilistic behavior of
the system.
2.3 Belief construct
It is clear that Alice behaves based on how much she trusts the seller of the item,
but this notion of trust is not really reflected in the diagrams we have seen so far.
They capture that she makes a choice, but not whether this choice is based on trust or
something else. We want to model explicitly to what degree she needs to trust a seller
before she sends advance payment.
Trust is the belief of a trustor that a trustee will perform a specific transaction on
which the welfare of the trustor depends. Often the trustor will only expect the trustee
to perform the transaction if another event has already occurred. In our example this
event would be the sending of advance payment from Alice to the seller. Here, Alice
is the trustor, while the seller is the trustee. Alice believes that there is a certain
probability that the seller will send the item.
To model trust considerations we use so-called subjective sequence diagrams. Sub-
jective sequence diagrams captures the subjective belief of an actor. Syntactically,
subjective sequence diagrams differ from the ordinary sequence diagrams in two re-
spects. Firstly, ssd (subjective sequence diagram) is used instead of sd to mark the
diagram. Secondly, we annotate exactly one lifeline head with the keyword subj.
This identifies the annotated entity as the subject, meaning that the diagram is used to
capture this entity’s subjective belief. According to the subjective sequence diagram
trust in Fig. 3 Alice believes that the probability of receiving the item after sending
the payment to the seller Bob is 0.8, and that the probability of not receiving the item
is 0.2.
Semantically, a subjective sequence diagram aims to capture the belief of some
entity like a person, an organization, or even a computer to the extent a computer may
be said to believe. An ordinary sequence diagram, on the other hand, aims to capture
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Fig. 4 The objective sequence diagram purchase3 and the subjective sequence diagram trust
the factual reality, i.e. how things really are, independent of subjective beliefs, and
such diagrams are in the following often referred to as objective sequence diagrams.
2.4 Combining objective and subjective diagrams
In the previous section we showed how we can model Alice’s trust in a seller using
subjective sequence diagrams. In this section we explain how subjective diagrams
relate to the objective ones. Alice will only send payment if her trust in the seller is
sufficiently high, i.e. if it reaches a certain threshold. The threshold says how much
trust Alice needs to have in the seller in order to send him advance payment. In the
diagram purchase3 in Fig. 4, the threshold is represented as guards. A guard is a
Boolean expression within square brackets. It constrains the choice of operand. An
operand can only be chosen if its guard evaluates to true. We can see that the two
guards refer to the variable trust.p. Here, trust refers to the subjective diagram
trust in Fig. 4. Unlike the diagram in Fig. 3, which captures the trust with respect to
one specific seller, this diagram uses the variable p for the probability of the palt
operands. This variable can be referred to in the objective diagram, since it is an
out parameter of the subjective diagram. The trust.p expression in the objective
diagram refers to this output value. The guards in the objective diagram specify that
Alice sends advance payment if she believes that the probability of receiving the item
is greater than or equal to 0.5. This will happen in 70% of the cases, since the operand
where this guard holds has the probability of 0.7.
2.5 Policy specification
A policy is a set of rules that determines choices in the behavior of a system [19],
and is used in policy based management. Each rule determines a system choice of
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Fig. 5 Example of a policy rule
behavior, where a given trust level is a decisive factor for each choice. Enforcement
of the given rules aims to ensure the optimal balance of the risks and opportunities
that are imposed by trust based decisions within the system.
To formalize the policy the trust analysis method, proposed in [17], uses Deon-
tic STAIRS [21], which is a language for expressing policies, and based on UML
sequence diagrams. Deontic STAIRS has the expressiveness to specify constraints
in the form of obligations, prohibitions, and permissions, corresponding to the ex-
pressiveness of standard deontic logic [12]. Such constraints are normative rules that
describe the desired system behavior. This reflects a key feature of policies, namely
that they “define choices in behavior in terms of the conditions under which prede-
fined operations or actions can be invoked rather than changing the functionality of
the actual operations themselves” [20]. Furthermore, Deontic STAIRS supports the
specification of triggers that define the circumstances under which the various rules
apply. In particular, the policy triggers can specify the required trust levels for a par-
ticular choice of behavior to be constrained.
Figure 5 shows an example of a policy rule in Deontic STAIRS for the scenario
described in this section. The keyword rule in the upper left corner indicates that
the diagram specifies a policy rule, while obligedToPay is the name of the rule. The
diagram consists of two parts, a trigger and an interaction that is the operand of a
deontic modality.
The first operator with keyword trigger specifies the circumstances under which
the rule applies and consists of an interaction and a condition. The former refers
to a scenario such that when it occurs, the rule applies. In this case the scenario
is the reception by Alice of a signed tender. The condition of the trigger limits the
applicability of the rule to a set of system states. In this case it refers to the states in
which the relevant trust level is 0.5 or higher.
The second operator with keyword obligation shows the modality of the rule,
while its operand specifies the behavior that is constrained by the rule. In this case,
the relevant behavior is that Alice sends payment to the seller. According to oblig-
edToPay, she is obliged to do so, given that the trigger is fulfilled. On the other
hand, if the keyword had been prohibition then Alice would have been prohibited
from sending payment, while if the keyword had been permission then Alice could
choose whether or not to send payment.
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Fig. 6 Overview of the method
proposed in [17]. The right-hand
side of the figure shows the
sub-steps of the second step
3 The trust analysis method
In this section we give a brief overview of the trust analysis method that was intro-
duced in [17]. For further details we refer to [17] and of course Sect. 5 of this paper
which describes how the method was used in the industrial project on which this
paper reports.
Figure 6 shows an overview of the method. There are three major steps. The first
step is to model the target, the second step is to analyze the target and the third step
is to capture policies to optimize the behavior of the target based on the knowledge
acquired in the first two steps.
Step 1. Modeling of target. In order to analyze a system, we first need to understand
the system under analysis, including the behavior of its users. A major goal of the first
step and the resulting models is to provide such an understanding. However, as most
systems are highly complex, it is neither feasible nor desirable to take every detail
into account. Therefore the target should be modeled at a level of abstraction suitable
for the analysis to come. Thus, the models should only capture the aspects of the
system that enhances our understanding of the decisions that are taken on the basis
of trust and the considerations that lie behind these decisions, as well as the resulting
system behavior and outcomes that are relevant.
As explained in Sect. 2, the modeling approach is based on UML sequence dia-
grams. The reason is that trust is mainly of relevance in the context of interactions
between different entities, and sequence diagrams are well suited for modeling in-
teractions. Moreover, UML sequence diagrams are fairly easy to understand at an
intuitive level. This is important, as the models developed in the first step should
serve as a point of focus for discussions and as an aid in communication between the
analysts and participants throughout the analysis. The extensions of UML sequence
diagrams provided by subjective STAIRS [18] ensures that the trust considerations
behind decisions can be captured in the models, as well as the resulting system be-
havior.
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Step 2. Analysis of target. After a suitable model of the target has been established,
the next step is to conduct the actual analysis. This involves investigating the current
system behavior and the way in which trust-based decisions are being made, as well
as potential alternative behaviors. The aim is to obtain a good understanding of the
risks and opportunities involved. The analysis is divided into four sub-steps.
Step 2.1. Identify critical decision points. In this sub-step critical decision points
that will be further investigated are identified. This will typically be points where
actors in the system make trust-based decisions. But it may also be points where one
could benefit from introducing new trust-based decisions. For example, if time is a
critical factor, it may be more important to make a quick decision than to make the
optimal decision. In such cases, it may be better to allow actors to make decisions
based on trust than to insist on more time-consuming decision procedures.
Step 2.2. Evaluate well-foundedness of trust. Trust involves a subjective estimate
of the potential behavior of another entity. The second sub-step of Step 2 consists
of evaluating to what degree the subjective estimates reflect reality. In the industrial
project on which this paper reports this step was not relevant since our task was not
to evaluate an existing trust solution, but rather to develop a policy from scratch.
Step 2.3. Estimate impact of alternative behavior. In this sub-step the impact of
various alternative behaviors that the system may potentially perform is investigated
with respect to risks and opportunities. The goal is to get an understanding not only of
the current “as-is” system behavior, which may not be optimal, but also of potential
alternatives. Typically, this involves asking “what if” questions about the system, and
capturing the answers in models. For example: what would be the overall effect on the
system behavior if a certain actor was more (or less) willing to engage in interactions
with other entities? What happens if a different policy is applied when making a
certain decision?
Step 2.4. Evaluate and compare alternative behavior. In the final sub-step, the
different alternative behaviors that were identified and investigated in the previous
step are evaluated and compared. The purpose is to identify behaviors that should be
sought or avoided.
Step 3. Capturing a policy to optimize target. The final step of the method proposed
in [17] consists of using the obtained knowledge about preferred behavior to form
policies to ensure and enforce the desirable behavior.
4 The industrial project on electronic procurement
We now present the industrial project in which the trust analysis method outlined in
Sect. 3 was applied. The trust analysis method was used to model and analyze a pub-
lic eProcurement system, which makes use of a Validation Authority (VA) service
for validating electronic certificates and signatures. We first present the public ePro-
curement system, before describing how this system can make use of the VA service.
Then we present criteria for evaluating the trust analysis method.
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4.1 Public electronic procurement
Public eProcurement is used by public authorities within the EU to award public work
contracts, public supply contracts, and public service contracts to economic operators
[16]. We consider only the open procedure for individual contracts as specified in
[3]. In the open procedure, any interested economic operator may submit a tender.
The procedure consists of three phases: eNotification, eTendering, and eAwarding.
In the eNotification phase a procurement officer1 creates a call for tenders. This call
specifies the requirements of the contracting authority for the goods/services/works
to be procured. In the eTendering phase, interested economic operators will create
tenders containing legal, financial, and technical information. Before submitting the
tender electronically, one or more persons representing the economic operator need
to sign the tender with their electronic IDs (eIDs), issued by Certificate Authorities
(CAs). When received by the system, the system will examine whether the tender
is compliant with the requirements defined in the call, including examining whether
the digital signatures in the tender are valid. The eAwarding phase begins after the
deadline for submission has expired. In this phase the contract is awarded based on
an evaluation of the received tenders.
4.2 The validation authority service
For the eProcurement system it is important to be able to accept electronically signed
tenders from electronic operators from all over Europe, regardless of the eID used by
the operator. Due to the potential large number of CAs, the technical validation of
eIDs and digital signatures has some challenges with respect to scaling [14], but the
real problem is the assessment of the risk implied by accepting a digital signature.
Here, one particular concern is that an economic operator can refute the validity of
the offer stated in the submitted tender, if awarded the contract. The eProcurement
system can ensure that this risk is acceptable by making an assessment of the signa-
ture quality and accepting only those of a certain quality. The higher the quality is,
the harder it would be for an economic operator to refute the validity of a submitted
tender. The quality of a signature [15] can be decided from the quality of the eID,
which is derived from the certificate policy of the CA, and the cryptography used.
A certificate policy may be written in a foreign language and may refer to a foreign
legislation, so with a large number of CAs, the contracting authorities will have a
hard time determining the quality of digital signatures. Thus, it will be hard if not im-
possible for the contracting authorities to have agreements with all the CAs on which
it may want to rely, which again limits the number of economic operators that can
submit tenders. A solution to this, as proposed in [15], is to use a VA as the single
trust anchor, as shown in Fig. 7. In the figure we can see that the VA supports a num-
ber of CAs. For each CA that it supports, the VA is able to assess the quality of the
eIDs issued by this CA and the signatures produced with those eIDs. A relying party,
in this case the eProcurement system, can then validate and assess the quality of the
1Representative for the contracting authorities.
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Fig. 7 Figure from [15]. The figure shows how a relying party (in this case a public eProcurement system)
may use a VA service to validate and assess the quality of signatures in signed documents (in this case
signed tenders)
signature2 in a signed tender by issuing a request to the VA. If the eID used to create
the signature has been issued by a supported CA, the VA will use the CA to validate
the eID, while the quality of the signature is computed by the VA by applying the
formula
Signature Quality = eID Quality + Hash Quality
+ Public Key Crypto Key Length Quality,
which will assign a Signature Quality value from 0 to 20 according to criteria fur-
ther specified in [15]. This value is then compared to the minimum required quality
level requested by the eProcurement system. If the signature is valid, meaning that
the technical validation of the eID and the signature was successful, and the signature
has sufficient quality, the VA will give the tender a trusted verdict. Otherwise, the VA
will give the tender a not trusted verdict.3 By trusting the VA and its assessments, the
eProcurement system is able to trust any CA that the VA handles. Hence, the ePro-
curement system can support a large number of CAs and it gets a one-stop shopping
service for verification of digital signatures and eIDs and quality assessment of digital
signatures.
2It is possible to sign a tender with more than one signature. The VA is able to make an overall quality
assessment of all these signatures.
3The VA can also give an inconclusive verdict. This will happen in the cases when the VA cannot validate
the eID and/or signature and/or cannot assess the quality of the signature.
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4.3 Evaluation criteria
A major objective with applying the trust analysis method in the industrial project
was to get an idea of how well the method performs in a practical setting. To do
so we need a set of evaluation criteria and they are characterized and motivated in
the following. The criteria are general in the sense that they do not target the ePro-
curement system or VA service specifically; they are equally valid for other kinds of
trust-related infrastructures on which the trust analysis method may be applied.
When evaluating a method for trust analysis there are of course many concerns.
To make sure that we covered the most important concerns we started by identifying
groups of stakeholders of relevance for the method. What is important for one group
may of course be less so for another group. We identified three main groups of stake-
holders, and the evaluation criteria are based on the point of view for each of these
groups. First, the customers are those who pay for the analysis. Typically, this will
be managers and decision makers. They do not necessarily take part in the analysis
process themselves, but will use the results of the analysis as a basis for making policy
decisions. Second, the analysts are those who will conduct the analysis (process) and
document results. They know the analysis method, but cannot be assumed to know
the particular target system at the start of the analysis. Third, the participants are
people such as decision makers, system users, developers, or engineers with whom
the analysts interact during the analysis process. We now present evaluation criteria
classified according to the stakeholder group for which they are most relevant.
For the customer of a trust analysis, the overall goal is to make the right trust policy
decisions. This requires a good understanding of the outcome of potential alternative
trust policies. Hence:
EC1: The trust analysis should provide the customers with a good basis for making
trust policy decisions. This means that sufficient information about the impact of
the potential alternatives must be provided.
Clearly, the cost of the analysis needs to be justified with respect to the benefit for the
customer. Hence:
EC2: The trust analysis should be cost effective.
The task of the analyst is to conduct the trust analysis and to document the find-
ings within the allotted time and cost frame. This means that the trust analysis method
should be sufficiently simple to be carried out within a reasonable time frame. How-
ever, as this is implied by the requirement expressed in EC2, we do not include this
as a separate criterion. On the other hand, the analyst would like to document the
findings, and in particular all assumptions and constraints on which their validity
depends, to cover him/herself as much as possible. Hence:
EC3: The modeling approach should be sufficiently expressive to capture the in-
formation, assumptions, and constraints of relevance.
The participant is supposed to communicate her or his knowledge in such a way
that the analysis will result in correct models of the target, and the models should
serve as a means of communication between the analysts and participants. It is there-
fore important that the models are comprehensible for the participants when properly
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assisted by an analyst. Otherwise, it will be hard for them to identify shortcomings
and errors. Hence:
EC4: The models should be comprehensible for the participants of the analysis.
5 Trust analysis in the industrial project
In this section we present how the trust analysis method as described in Sect. 3 was
applied in the industrial case outlined in Sect. 4.
5.1 Step 1. Modeling the target
The trust analysis focused on the scenarios where the eProcurement system makes
decisions based on trust, i.e. where it is decided whether a received tender should be
trusted to be authentic or not. On the one hand, it was an objective to minimize the
risk that non-authentic tenders were accepted for further evaluation in the eAwarding
phase, as contracts should not be awarded based on non-authentic tenders. On the
other hand, it was also an objective to avoid authentic tenders being rejected without
further evaluation.
There was some discussion on whether non-authentic tenders actually represent a
real problem. Although this may not be the case today, it was agreed that this may
easily become a problem in the future, as the use of eProcurement increases. It is
easy to imagine cases where economic operators submit false tenders in a competi-
tor’s name. The motivation for this could be, for example, to ensure that minimum
requirements on the number of received tenders to enable eAwarding are fulfilled,
or to bind the competitor to unfavorable obligations, or to make the operator’s own
tender appear more attractive compared to a false costly tender.
The decision on whether to trust the authenticity of a tender is made in the eTender-
ing phase, while the selection of the best tender based on price, quality, and so on
from the tenders judged to be authentic is made in the eAwarding phase. Thus, for
the purpose of the trust analysis we are only interested in the behavior related to sub-
mission of tenders in the eTendering phase. The task in Step 1 is therefore to model
this behavior. Figure 8 shows the resulting overview diagram.
First the eProcurement system needs to find the minimum quality level the sig-
natures have to comply with to be accepted to the eAwarding phase. This particular
process is described in more detail in the diagram chooseQualityPolicy in Fig. 9.4
Choosing the quality policy and communicating the choice to the VA is typically done
even before the eNotification phase, since the economic operators must be informed
about the requirements for the submission. Note that the eNotification phase is not
captured in the models, as it is of little relevance for the trust analysis.
After the quality policy has been set an economic operator may submit a tender t
to the eProcurement system. This is represented by the message submitTender(t)
in the diagram. The eProcurement system will validate the signatures of this tender by
4Theref construct is a reference to another diagram. Its meaning is the same as we would get by inserting
the contents of the referred diagram at the place of the reference.
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Fig. 8 A simplified description
of how submitted tenders are
handled by the eProcurement
system
using the VA service validateSignatures(t). The VA will then use the required
minimum quality level to decide whether the signature should be trusted or not.
The first operand of the outermost alt operator describes the case where the ten-
der is reported trusted by the VA, and therefore is accepted for further evaluation
by the eProcurement system. The second operand describes the case where the ten-
der is reported as notTrusted or as inconclusive, and therefore rejected by the
eProcurement system.
We now explain how the choice of quality policy level performed by the eProcure-
ment system is captured in the models. Intuitively, the process of choosing one of the
215 quality policy levels can be described as follows: the eProcurement system uses a
threshold value that specifies the least amount of trust that is needed to accept the risk
of accepting a non-authentic tender. In order to balance the risk of accepting a non-
authentic tender against the desire not to reject authentic tenders, the eProcurement
system chooses the lowest quality policy level needed to ensure that its trust exceeds
the threshold.
Figure 9 describes the process of choosing a suitable quality policy based on trust.
The diagram chooseQualityPolicy shows that there are 21 alternative quality policies
from which the eProcurement system may choose. After choosing the quality policy
in terms of an assignment, the eProcurement system communicates to the VA service
the chosen policy, as shown by the setQualityPolicy(qp) message at the bottom
of the diagram.
The trust level which the threshold is compared to, is captured by expressions
of the form trust(j).p, where j is one of the 21 quality policy levels; this value
is bound to the input parameter qp of the subjective diagram trust in Fig. 9. So,
5Remember that the quality policy scale is from 0 to 20.
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Fig. 9 chooseQualityPolicy and trust describe how the quality policy is found and set
for example, trust(7).p yields the return value of the subjective sequence diagram
trust, assuming quality policy level 7 is used. As shown by the lifeline head, the ePro-
curement system is the trustor. Therefore, the expression trust(j).p represents the
trust of the eProcurement system that a tender that receives a trusted verdict from the
VA service is indeed authentic, given that quality policy level j is used. Note that the
diagrams in Fig. 9 do not refer to one specific VA. Hence, trust(j).p may yield
different values for different VAs for the same tender.
5.2 Step 2. Analyzing the target
We now explain how the sub-steps of Step 2 were performed.
Step 2.1. Identify critical decision points. The only critical decision point that was
identified was the point where the signature quality policy is chosen by the eProcure-
ment system. The reason for this was that the analysis was performed from the point
of view of the eProcurement system, with the purpose of setting the right trust thresh-
old. This decision point is represented by the assignment in the diagram chooseQual-
ityPolicy in Fig. 9.
Step 2.2. Evaluate well-foundedness of trust. As explained in Sect. 3, this step was
not relevant in the project on which this paper reports. Our task was not to evaluate
one particular trust solution, but rather come up with a policy for how to choose
quality policy level.
Step 2.3. Estimate impact of alternative behavior. As the decision point under
analysis was the choice of quality policy level, the task of this sub-step was to estimate
the impact of choosing different levels with respect to how many of the authentic or
non-authentic tenders would receive the different verdicts from the VA service. This
would serve as a basis for the evaluation and comparison in the next sub-step. To do
so, we obviously needed to collect data. No historical data were available, and we
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Fig. 10 A simplified
description of how submitted
tenders are handled by the
eProcurement system, where
probabilities have been assigned
to alternatives
had to base ourselves on expert judgments. The experts were all employees of DNV
including the two co-authors from DNV. The data they provided is documented in
Figs. 10, 11, and Table 1. Figure 10 is a refinement of Fig. 8. It is unchanged above
the palt operator. The first operand of the palt operator represents the cases where
tenders are authentic, while the second alternative represents the cases where they
are non-authentic. We consider a tender to be authentic if it actually comes from the
company (EO) in whose name it has been submitted. This applies even if the employ-
ees who have signed the tender electronically is not strictly speaking authorized by
the company to do so, as long as the company acknowledges the tender and intends
to honor its commitment. To emphasize the fact that the EO is the only entity who ac-
tually knows whether the tender is authentic, we have used guards on the EO lifeline
in the model to represent whether a tender is authentic or not; the two cases are rep-
resented by the guards t.authentic==true and t.authentic==false, respec-
tively. The probability 0.95 assigned to the first palt operand in Fig. 10 captures that
95% of received tenders are authentic. The remaining 5% are non-authentic and the
second palt operand is therefore assigned the probability 0.05. The two operands of
the palt operator in Fig. 10 refer to the same parameterized diagram (i.e. tenderVal-
idation in Fig. 11), as the behavior of the system for the two cases only differ with
respect to the probabilities for the alternatives. The tenderValidation diagram has
three input parameters; namely the quality policy (qp), the probability (x) of being
judged as trusted by the VA with respect to the selected quality policy, and similarly
the probability (y) of being judged as not trusted as opposed to inconclusive in the
other case. The first operand of the outermost palt operator in tenderValidation
gives the probability for the tender being reported trusted by the VA, and therefore
is accepted for further evaluation by the eProcurement system. The second operand
shows the case where the tender is reported as notTrusted or as inconclusive,
and therefore rejected by the system; this will occur with probability 1 − x. Within
this alternative, the notTrusted verdict from the VA will occur with probability y,
while the inconclusive verdict will occur with probability 1 − y.
Experiences from using a UML-based method for trust analysis 457
Fig. 11 tenderValidation
shows how tenders are handled
The actual values of x and y depend on whether the tender is authentic or not.
Therefore the references to tenderValidation in the operands of the palt in Fig. 10
bind x and y to different entities. In the first operand representing the cases where
tenders are authentic, x is bound to t1 and y is bound to r1. In the second operand
representing the cases where tenders are non-authentic, x is bound to t2 and y is
bound to r2. The intuitive meaning of t1, t2, r1, and r2 for a given quality policy
qp can be summarized as follows: t1 denotes the probability of assigning a trusted
verdict to an authentic tender; r1 denotes the conditional probability of assigning
a not trusted verdict (as opposed to inconclusive) for an authentic tender given that
a trusted verdict is not assigned; t2 denotes the probability of assigning a trusted
verdict to a non-authentic tender; r2 denotes the conditional probability of assigning
a not trusted verdict (as opposed to inconclusive) for a non-authentic tender given
that a trusted verdict is not assigned.
Table 1 shows how the representatives from DNV estimate that the probabilities
will vary according to the quality policy. Note that even though the VA service offers
a quality scale from 0 to 20, it was deemed sufficient to analyze only five different
quality policy levels for the purpose of this analysis. Based on a consideration of
criteria for assigning quality levels, the following steps on the scale were selected
for analysis: 0, 5, 7, 10, and 20. The first line in the table provides the values of
the parameters t1, r1, t2, and r2, in the diagram in Fig. 10, if the quality policy 0
(qp= 0) is chosen. The second line provides the values in the case where the quality
policy 5 is chosen and so on.
Given the data captured by Table 1, we calculated the probabilities for the possible
combinations of authenticity and verdicts, which amounted to a simple multiplication
of the probabilities assigned in the objective diagrams in Figs. 10 and 11. For exam-
ple, the probability that a given tender is authentic and receives a trusted verdict is
obtained by 0.95 × t1, while the probability that it is non-authentic and receives an
inconclusive verdict is obtained by 0.05× (1−t2)× (1−r2). Table 2 shows the re-
sult from these calculations (when inserting the values from Table 1 for the variables
t1, t2, r1, and r2).
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Table 1 The probabilities
corresponding to the quality
policy
Quality policy t1 r1 t2 r2
0 0.65 0.05 0.05 0.10
5 0.80 0.15 0.01 0.20
7 0.95 0.40 0.005 0.50
10 0.75 0.70 0.002 0.80
20 0.80 0.80 0.001 0.90
Table 2 Probabilities for authentic and non-authentic tenders
Quality policy Authentic Non-authentic
Trusted Not trusted Inconclusive Trusted Not trusted Inconclusive
0 0.61750 0.01663 0.31589 0.00250 0.00475 0.04275
5 0.76000 0.02850 0.16150 0.00050 0.00990 0.03960
7 0.90250 0.01900 0.02850 0.00025 0.02488 0.02488
10 0.71250 0.16625 0.07125 0.00010 0.03992 0.00998
20 0.76000 0.15200 0.03800 0.00005 0.04955 0.00500
Figure 12 shows the left-hand part of Table 2 as a trend-graph, i.e. it shows the
probability that a tender is authentic and receives each of the three possible verdicts,
depending on the chosen quality level.6 On the left-hand side of the graph, we see that
the probability of getting a trusted verdict is relatively low (but increasing), while the
probability of getting an inconclusive verdict is correspondingly high (but decreas-
ing). According to the domain experts providing the data, the reason for this is that
when a request for tenders is announced with low certificate and signature require-
ments, relatively many of the received tenders will use certificates from CAs that are
not supported by a VA; there are many CAs offering low quality eIDs, and a VA
service is primarily aimed at supporting CAs with higher quality eIDs. After qual-
ity policy level 7, we see a decrease in the probability of receiving a trusted verdict.
According to the same experts, this is due to the fact that when higher quality policy
levels are used, more of the received tenders will use certificates from CAs that are
supported by the VA, but of insufficient quality.
Figure 13 shows the right-hand part of Table 2 as a trend-graph, i.e. it shows
the probability that a tender is non-authentic and receives each of the three possible
verdicts. Here we are operating with very small scales, due to the small amount
(5%) of non-authentic tenders, and the probability for getting the trusted verdict is
almost non-existing for all quality policy levels. Not surprisingly, the probability for
a non-authentic tender getting the not trusted verdict increases with increasing quality
policy level. Furthermore, the probability of an inconclusive verdict decreases with
increasing quality level, as more of the received tenders will use certificates from CAs
that are supported by VA when high quality policies are used.
6Recall that 95% of tenders are assumed to be authentic in all cases.
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Fig. 12 Trend graph for authentic tenders
Fig. 13 Trend graph for non-authentic tenders
Step 2.4. Evaluate and compare alternative behavior. In order to decide which of
the quality policies that will give the optimal behavior of the system, we looked at the
probabilities for desirable and undesirable outcomes (opportunities and risks) for the
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different quality levels, with the goal of finding the optimal balance. For each quality
level, the desirable outcomes are as follows:
– A tender that has been accepted by the system, due to a trusted verdict from the
VA, is authentic.
– A tender that has been rejected by the system, due to a not trusted or an inconclu-
sive verdict from the VA, is non-authentic.
We seek to maximize the probabilities of these outcomes, since these outcomes rep-
resent opportunities. The probabilities are given as follows:
– P(aut|acc)—The conditional probability of a tender being authentic, given that it
is accepted by the system.
– P(not aut|not acc)—The conditional probability of a tender being non-authentic,
given that it is rejected by the system.
On the other hand, for each quality level, the undesirable outcomes are as follows:
– A tender that has been accepted by the system, due to a trusted verdict from the
VA, is non-authentic.
– A tender that has been rejected by the system, due to a not trusted or an inconclu-
sive verdict from the VA, is authentic.
We seek to minimize the probabilities of these outcomes, since these outcomes rep-
resent risks. The probabilities are given as follows:
– P(not aut|acc)—The conditional probability of tender being non-authentic, given
that it is accepted by the system.
– P(aut|not acc)—The conditional probability of a tender being authentic, given
that it is rejected by the system.
From the diagrams in Figs. 10 and 11 we get the following values directly: the
probability P(aut) = a for a tender being authentic is 0.95, irrespective of the quality
policy, while the probability for a tender being non-authentic is P(not aut) = 1 − a.
We also have the probabilities P(acc|aut) = t1 and P(not acc|aut) = 1 − t1 for
a tender being accepted and not accepted by the system, given that it is authentic,
while P(acc|not aut) = t2 and P(not acc|not aut) = 1 − t2 give the probabilities
for a tender being accepted and not accepted, given that it is non-authentic. Values
for t1 and t2, depending on the chosen quality level, are taken from Table 1. The
probabilities for a tender being accepted and not accepted are obtained as follows:
P(acc) = P(aut) × P(acc|aut) + P(not aut) × P(acc|not aut)
= a × t1+ (1 − a) × t2 (1)
P(not acc) = 1 − P(acc) (2)
The conditional probabilities, mentioned above, were calculated for the different
quality levels by applying Bayes’ theorem as follows:
P(aut|acc) = P(acc|aut) × P(aut)
P (acc)
= t1× a
a × t1+ (1 − a) × t2 (3)
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Table 3 Table showing the probabilities related to opportunity (column 2 and 5) and risk (column 3 and
4) for the different quality policies
Quality policy P(aut|acc) P (aut|not acc) P (not aut|acc) P (not aut|not acc)
0 0.995968 0.875000 0.004032 0.125000
5 0.999343 0.793319 0.000657 0.206681
7 0.999723 0.488432 0.000277 0.511568
10 0.999860 0.826374 0.000140 0.173626
20 0.999934 0.791832 0.000066 0.208168
P(aut|not acc) = P(not acc|aut) × P(aut)
P (not acc)
= (1 − t1) × a
1 − (a × t1+ (1 − a) × t2) (4)
P(not aut|acc) = 1 − P(aut|acc) (5)
P(not aut|not acc) = 1 − P(aut|not acc) (6)
The results of the calculations are shown in Table 3. For P(aut|acc), which we
want to maximize, there is little difference between the values of P(aut|acc) for the
different quality policies. On the other hand, for P(not aut|not acc), which we also
want to maximize, we see that for level 7 we have a much higher value than for the
others.
5.3 Step 3. Capturing a policy to optimize target
The numbers in Table 3 provide useful input, assuming of course that the expert
judgments are sound. However, they do not take the nature of the call for tender into
consideration, which of course is an essential factor when formulating a policy. After
all, the significance of the numbers in Table 3 depends heavily on what is to be pro-
cured. If the cost of goods to be procured is low (e.g. pencils for the administration),
we would probably worry only about P(aut|acc) and based on that choose quality
policy 0. This is partly because the difference in P(aut|acc) for the quality policy
levels does not matter much when the cost of goods to be procured is low, and partly
because a higher quality level might frighten off potential submitters of tenders.
On the other hand, if the cost of the goods to be procured is very high (e.g. new
fighter planes in the extreme case) the procurer would probably want as much legal
coverage as possible and use quality policy level 20, since this gives the best value for
P(aut|acc). Moreover, if the goods to be procured are so costly that it is important
to avoid disqualifying authentic tenders as well as obtaining a high level of trust in
certificates, quality policy level 7 seems to be the best option.
Based on these considerations we ended up with the policy rules specified in
Figs. 14–16. We make the assumption that the eProcurement system trusts the VA
and its assessments. This is important since an eProcurement system cannot make
use of the VA service if it is not trustable. The trigger of each rule contains a condi-
tion which limits the applicability of the rule to a set of system states. For rule qp0 in
Fig. 14 the condition is that the cost of the goods to be procured is low, while for rule
qp20 in Fig. 15 it is that the cost is very high. For rule qp7 in Fig. 16 the condition
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Fig. 14 Policy rule for the
selection of quality policy level
0
Fig. 15 Policy rule for the
selection of quality policy level
20
Fig. 16 Policy rule for the
selection of quality policy level
7
is that the cost is high, that disqualifying authentic tenders should be avoided, and a
high level of trust in certificates is required. Depending on which one of these three
conditions that is satisfied, the eProcurement system must use either quality policy
level 0, 7, or 20.
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Table 4 The number of hours
used on the trust analysis, not





6 Evaluation of the trust analysis method
In this section we evaluate the performance of the trust analysis method in the indus-
trial project with respect to the criteria presented in Sect. 4.3.
EC1: The trust analysis should provide the customers with a good basis for making
trust policy decisions. This means that sufficient information about the impact of
the potential alternatives must be provided.
The project gave strong indications that the trust analysis method is feasible in prac-
tice. We went through the various steps of the method (with exception of Step 2.2) in
close interaction with the industrial representatives of the customer and delivered a
result in the form of a policy that we believe gives an institution making use of ePro-
curement system with a VA service useful input on selecting the right quality policy
level. Based on models developed in the modeling step of the method we collected
expert judgments and documented them in the models.
Of course an industrial case like this can never give solid repeatable evidence of
anything. There are too many factors influencing what happens. In the case of our
project it may be argued that we should have used historical data rather than expert
judgments, but such data were not available. It may also for example be argued that
we should have had involvement of representatives of an eProcurement institution,
and having the inventors of the trust analysis method in the analyst team is of course
also rather extraordinary.
EC2: The trust analysis should be cost effective.
The trust analysis was carried out in a series of five meetings, each of which took
about 1.5 hours. Typically, four analysts and two to four participants/representatives
of the customer took part in the meetings. In addition, the analysts spent time between
the meetings developing models and preparing the next meeting. Table 4 shows an
estimate of the total amount of time spent on the trust analysis. Note that time spent
on writing a final report is not included in the numbers—this depends heavily on
the type of report the customer wants. There are some issues that must be taken into
consideration when evaluating these numbers. Firstly, this was the first time the trust
analysis method was applied to a real industrial case. Hence, even though the analysis
team included authors of the paper [17] proposing the trust analysis method, none of
the analysts had any experience with applying the method in a realistic setting. It
can reasonably be assumed that the process will be more effective as the analysts
gain experience with applying the trust analysis method. Furthermore, the reason for
having as many as four analysts was a desire to learn as much as possible from this
first application of the method. Normally, we believe two analysts would be enough.
Based on the experience gained, we believe that it should be possible to carry out
this kind of analysis with within a time frame of ca. 80 man-hours spent by analysts
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(not including writing a final report) and ca. 20 man-hours spent by participants.
Whether this counts as being cost effective has to be evaluated in light of the values
at stake in the target of analysis.
EC3: The modeling approach should be sufficiently expressive to capture the in-
formation, assumptions, and constraints of relevance.
The participants provided a lot of information about the target during the analysis
process. There were no instances where we were not able to capture the relevant
information in the models. The diagrams in Figs. 8–11 contain all the information
that was finally used (and deemed relevant) for finding the best trust policy. These
diagrams have been abstracted from more detailed models of the target. We also
formalized the policy we recommended in the end.
EC4: The models should be comprehensible for the participants of the trust analy-
sis.
During the meetings, models were presented and explained by an analyst in order to
validate the correctness of the models. There were many instances where the partici-
pants pointed out parts of a model that did not correctly represent the target, provided
additional information, or asked relevant questions about some detail in a model.
This indicates that the models were in general comprehensible for the participants,
and our experience is that the models served well as an aid in establishing a common
understanding of the target between the participants and analysts. The fact that all the
participants in this analysis had a strong technical background may have contributed
to making the models easier for them to understand than would be the case for a
more diverse group. Note also that we do not know whether the models would have
been well understood by the participants without any guidance or explanation, as all
the models were presented by an analyst. In particular with respect to subjective dia-
grams and their relation to the objective diagrams, we believe it is necessary to have
an analyst explain the diagrams in order for them to be understood by the participants
if they have no prior experience with the notation, other than some background in
UML.
There was one aspect of the models that proved hard to understand for the par-
ticipants. This occurred when the operands of palt operators contained more palt
operators. In Fig. 10 the palt operator contains references to the diagram in Fig. 11,
which again contains a palt operator with another palt operator inside one of its
operands. This nesting of operators made it hard for the participants to understand ex-
actly what each of the alternatives represented. In order to explain, one of the analysts
drew a tree-structure where the root represented the outermost palt operator and
each branch represented a palt operand. Based on this experience, we believe that
the presentation style of UML interaction overview diagrams are better suited than
sequence diagrams to present cases with nested alternatives. Interaction overview di-
agrams have the same kind of semantics as sequence diagrams and are often used in
combination with sequence diagrams, but nested alternatives are represented syntac-
tically by a branching point (the operator) with branches (the operands), rather than
boxes inside boxes.
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7 Conclusion and related work
The paper has presented experiences from using a UML-based method for trust analy-
sis in an industrial project focusing on the modeling and analysis of a public ePro-
curement system making use of a validation authority service for validating electronic
certificates and signatures. The contributions of the paper include:
1. a detailed account of how the method proposed in [17] scales in an industrial
context; in particular, we have illustrated the specific constructs for capturing
– beliefs of agents (humans or organization) in the form of subjective probabili-
ties;
– factual (or objective) probabilities of systems which may contain agents whose
behavior is described in the form of subjective probabilities;
– trust decisions in the form of policy rules;
2. an evaluation of the feasibility of the method in an industrial context; in particular,
it is claimed that
– the project gave strong indications that the trust analysis method is feasible in
practice;
– this kind of trust analysis can be carried within the frame of 100 man-hours (not
including writing of a final report);
– there were no instances were the analysts were not able to capture the relevant
information in the models;
– the models to a large extent were comprehensible for the industrial participant
with some experience in UML but no background in the specific extensions
used by the method.
The method for trust analysis makes use of models that capture the subjective
trust considerations of actors, as well as their resulting behavior. We are not aware
of other approaches that combine these elements in this way. However, the issues of
uncertainty, belief, and trust have received much attention in the literature. We now
present a small selection of the proposed approaches.
Giorgini et al. [6] presents a formal framework for modeling and analyzing trust
and security requirements. Here, the focus is on modeling organizations, which may
include computer systems as well as human actors. The approach is based on a sep-
aration of functional dependencies, trust, and delegation relationships. Trust and se-
curity requirements can be captured without going into details about how these will
be realized, and the formal framework supports automatic verification of the require-
ments.
An interesting approach to modeling and reasoning about subjective belief and
uncertainty is subjective logic [7, 8], which is a probabilistic logic that captures un-
certainty about probability values explicitly. The logic operates on subjective belief
about the world. Different actors have different subjective beliefs, and these beliefs
are associated with uncertainty. The approach makes it possible, for example, to cal-
culate to what degree an actor believes that a system will work based on the actor’s
beliefs about the subsystems, or to calculate the consensus opinion of a group of ac-
tors. Subjective logic deals strictly with the actors’ beliefs and reasoning, and does
not address the question of how their beliefs affect their behavior.
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The belief calculus of subjective logic can be applied in risk analysis to capture
the uncertainty associated with such analysis, as shown in [9]. This is achieved by
using subjective beliefs about threats and vulnerabilities as input parameters to the
analysis. Through application of the belief calculus, the computed risk assessments
provides information about the uncertainty associated with the result of the analysis.
With respect to situations in which the outcome of a choice of one actor depends
on the subsequent choice of another actor, the field of game theory [4] is highly
relevant. Game theory provides strategies for making rational choices with respect
to desirable and undesirable outcomes from the point of view of the different play-
ers/actors. These potential outcomes are described by a payoff structure in terms of
the loss and gain to which the various players are exposed; a rational player will seek
the outcome with the best payoff for herself. Not surprisingly, game theory can also
be applied to analyze trust, as shown by Bacharach and Gambetta [1]. They explain
how the trustor’s choice to trust or not, and the trustee’s subsequent choice to deceit
or not, can be modeled in terms of this rational choice theory.
A formal model for trust in dynamic networks based on domain theory is pro-
posed by Carbone et al. in [2]. Here, trust is propagated through delegation in a “web
of trust”, where the trust of one actor is affected by the trust of other actors. An im-
portant contribution of the approach is the distinction between a trust ordering and
an information ordering. The former represents degrees of trust, while the latter rep-
resents degrees of precision of information from which trust is formed. An interval
construction is introduced to capture uncertainty, and a simple trust policy language
is proposed based on the formal model.
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