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1. Introduction and the statement of our main results
In this paper, we are concerned with the following Landau equation with potential forces:
∂tF + v · ∇xF −∇xφ · ∇vF = Q (F , F), t > 0,
F(0, x, v) = F0(x, v), (1.1)
where F(t, x, v) ≥ 0 is the spatially periodic distribution function for the particles at time t ≥ 0, with spatial coordinates
x = (x1, x2, x3) ∈ [−π, π]3 = T3 and velocity v = (v1, v2, v3) ∈ R3. −∇xφ is the given external force generated by the
stationary potential function φ = φ(x). Q (F ,G) is the usual bilinear collision operator defined by
Q (F ,G) = ∇v ·

R3
ψ(v − u) [F(u)∇vG(v)− G(v)∇uF(u)] du

=
3
i,j=1
∂vi

R3
ψ ij(v − u) F(u)∂vjG(v)− G(v)∂ujF(u) du. (1.2)
The non-negative matrix ψ is
ψ ij(v) =

δij − vivj|v|2

|v|γ+2. (1.3)
Here, γ is a parameter leading to the standard classification of the hard potential (γ > 0), Maxwellian molecule (γ = 0)
or soft potential (γ < 0); cf. [1]. In particular, γ = −3 corresponds to the Coulomb interaction in plasma physics. The
following study is restricted to the case−3 ≤ γ < −2, since the case γ > −2 is similar and much easier.
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We denote a normalized global Maxwellian by
µ(v) = 1
(2π)
3
2
exp
−|v|2/2 .
It is easy to check that (1.1) has a stationary solution Fs = Fs(x, v) given by
e−φ(x)µ(v).
Throughout this paper, we consider solutions which are perturbations near a stationary solution. Define the perturbation
f (t, x, v) as F = Fs +√Fsf , then the Landau equation (1.1) for f (t, x, v) takes the form
∂t f + v · ∇xf −∇xφ · ∇v f + e−φLf = e− φ2 Γ (f , f ), (1.4)
with f (0, x, v) = f0(x, v). The linearized collision operator L is defined as
Lf = − 1√
µ

Q (µ,
√
µf )+ Q (√µf , µ) = −Af − Kf , (1.5)
where Af = µ−1/2 µ,µ1/2f , Kf = µ−1/2Q µ1/2f , µ, and the bilinear collision operator Γ is given by
Γ [f , g] = µ−1/2Q µ1/2f , µ1/2g . (1.6)
For any fixed (t, x), the null space of L is the five dimensional space generated by
N = span √µ, v1√µ, v2√µ, v3√µ, |v|2√µ . (1.7)
For any fixed (t, x), and any function f (t, x, v), we define P as its v-projection in L2v , to the null spaceN . We then decompose
f (t, x, v) uniquely as
f = Pf + (I− P)f .
As in [2–5], Pf is the hydrodynamic part, and (I− P)f the microscopic part. We can further denote
Pf = af (t, x)+ v · bf (t, x)+ |v|2cf (t, x)√µ. (1.8)
For notational simplicity, we use ⟨·, ·⟩ to denote the L2 inner product in R3v , with its L2 norm given by | · |2; moreover,
(·, ·) is L2 inner product either in T3x ×R3v or in T3x with corresponding L2 norm ∥ · ∥. We use the standard notation Hs orW k,p
to denote the Sobolev space. We also define BC ⊂ R3 to be the Euclidean ball of radius C centered at the origin, then L2(BC )
is the space L2 on this ball and similarly for other spaces.
Let α = [α1, α2, α3], β = [β1, β2, β3] denote multi-indices with length |α| and |β| respectively, and let
∂αβ = ∂α1x1 ∂α2x2 ∂α3x3 ∂β1v1 ∂β2v2 ∂β3v3 .
Furthermore, define β1 ≤ β if no component of β1 is greater than the component of β , and β1 < β if β1 ≤ β and |β1| < |β|.
BesidesweuseCβ1β to denote the usual binomial coefficient

β
β1

.We also denote by ei themulti-indexwhose i-th component
is 1, and the others are 0. From now on, we use C, c or λ to denote a generic positive constant may be different from line to
line. In addition, B1 ∼ B2 means λB1 ≤ B2 ≤ 1λB1 for a generic constant 0 < λ < 1.
A weight functionw(θ, q)(v) is defined as
w(θ, q)(v) = e q|v|
2
4

1+ |v|2 γ θ2 , 0 ≤ q < 1, − 3 ≤ γ < −2, θ ∈ R.
For θ ∈ R, we denote the weighted L2-norms as
|w(θ, q)g|22 =

R3
w2(θ, q)g2dv, ∥w(θ, q)g∥2 =

T3×R3
w2(θ, q)g2dxdv.
Let
σij =

R3
ψ ij(v − u)µ(u)du.
It is natural to define the following weighted σ -norm to characterize the dissipation ratew(θ, q)∂αβ g2σ = 3
i,j=1

R3
w2(θ, q)

σij∂i∂
α
β g∂j∂
α
β g +
1
4
σijvivj(∂
α
β g)
2

dv,
w(θ, q)∂αβ g2σ = 3
i,j=1

T3×R3
w2(θ, q)

σij∂i∂
α
β g∂j∂
α
β g +
1
4
σijvivj(∂
α
β g)
2

dxdv.
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Let l ≥ N ≥ 8, for any function g , we define the instant energy functional to be any functional EN,l,q(g) which satisfies the
equivalent relation
EN,l,q(g) ∼

|α|+|β|≤N
w(−l+ |α| + |β|, q)∂αβ g2 , −3 ≤ γ < −2. (1.9)
And define the dissipation rateDN,l,q(g) as
DN,l,q(g) =

|α|+|β|≤N
w(−l+ |α| + |β|, q)∂αβ g2σ , −3 ≤ γ < −2. (1.10)
In addition, we write EN,l,0 = EN,l andDN,l,0 = DN,l.
Throughout this paper, we shall assume N ≥ 8. Our main results are as follows.
Theorem 1.1. Let F(0, x, v) = Fs +√Fsf0(x, v) ≥ 0,−3 ≤ γ < −2, 0 ≤ q < 1, l ≥ N. Assume that
(A1) φ(−x) = φ(x), f0(−x,−v) = f0(x, v);
(A2) 
T3×R3

1, v,
1
2
|v|2 + φ(x)

f0

Fsdxdv = 0;
(A3) ∥φ∥L∞ ≤ Cφ , for Cφ > 0, ∥∇xφ∥WN,∞ ≤ ϵφ , for ϵφ is positive and small enough.
Then, there are constants λ > 0, C > 0, such that if EN,l,q(f0) is small enough, there exists a unique global solution f (t, x, v)
to (1.4) such that F(t, x, v) = Fs +√Fsf (t, x, v) ≥ 0, f (t,−x,−v) = f (t, x, v) and
T3×R3

1, v,
1
2
|v|2 + φ(x)

f

Fsdxdv = 0;
d
dt
EN,l,q(f )+ λDN,l,q(f )(t) ≤ 0. (1.11)
Moreover, for q > 0, there exists λ˜ > 0 such that
EN,l(f )(t) ≤ Ce−λ˜tpEN,l,q(f0), (1.12)
where p = − 1
γ
.
Remark 1.1. The assumption (A1) is significant. It is well known that the total conservation laws and the Poincaré inequality
often play a key role in the study of stability of the Boltzmann equation and Landau equation over the bounded domain.
However, if there is a given potential force, only the conservation of the total mass holds in general. For the stationary
potential force, the total mechanical energy is also conservative, but it is still missing for the conservation of the total
momentum. In order to recover it, we postulate the origin symmetry on the potential function. Actually, for the case
of potential forces, the Landau equation remains unchanged under the origin symmetric transformation, and hence by
uniqueness the solution also preserves it if initial data is symmetric for the origin.
Remark 1.2. It is worth pointing out that the crucial feature of the Landau operator: a weak gain of ∇v , plays an important
role in deducing the energy estimate (1.11). Since higher spatial derivatives are associatedwithweaker velocityweight in our
norm (1.9) and (1.10), and we see that

w2|β|∂β f , ∂β f
 = w2|β|∂ei∂β−ei f , ∂β f  ≤ C w|β|∂β f σ w|β−ei|∂β−ei f σ (β > 0)
(see Section 4). Owing to this, our method is not valid for the Boltzmann equation with soft potential (under Grad’s angular
cutoff), even if it just a bit weaker than the hard-sphere interaction.
Remark 1.3. The time rate of convergence to the steady state is an important topic in the mathematical theory of the
physical world. In [6], the exponential decay rates for the Landau equation on torus were obtained on the basis of a unified
energy estimate with appropriate velocity weight. And recently when γ = −3, in order to deduce the global existence and
time decay rates of the solutions of the Vlasov–Poisson–Landau system on torus, Guo [7] has introduced a new weighted
function
w(α, β)(v) = e q|v|
2
2 (1+ |v|2)l−|α|−|β|, l ≥ |α| + |β|, 0 ≤ q < 1, (1.13)
which is different from the weighted function in our norm (1.9) and (1.10). We are convinced that our weighted function
(1+ |v|2) (−l+|α|+|β|)γ2 (−3 ≤ γ < −2) (1.14)
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is suitable and enough to obtain the global existence of the Landau equation with external force in the whole space. As seen
in [7,6], the extra weight e
q|v|2
2 in (1.13) is critical to study the large time behavior of the solutions of the Landau equation
and the Vlasov–Poisson–Landau system on torus. However, the methods in [7,6] do not apply to the Landau equation (or
Boltzmann equation with soft potentials) in the whole space. In fact, a lack of spectral gap of the linear operator (1.5) causes
the main difficulty in proving any kind of decay. As far as we know, there are not many results about the time decay
rates in the whole space for the soft potential Boltzmann equation or Landau equation. Here we would like to mention
that Strain [8] obtains the optimal time decay rate of the non-cutoff Boltzmann equation in the whole space by using an
interpolation method and the time–velocity splitting, which is a breakthrough for studying the large time behaviors of the
kinetic equations in the whole space. The time decay rates of the Landau equation with external force in the whole space
can indeed be obtained, we expect that we can discuss this problem in a forthcoming manuscript.
Now, we give a brief review of previous work on related topics. For the Boltzmann equation with external force in
the whole space, the nonlinear stability of the stationary solutions was constructed in [9] by using the energy method,
and later, the optimal time decay rate to the stationary solution was obtained by combining the spectrum analysis and
energy method; cf. [10]. For the case of the initial value problems on torus, the uniform HNx stability of the steady
state with the symmetry of origin was proved for the symmetric initial data; cf. [11]. For the more complicated model
like the Vlasov–Maxwell–Boltzmann system on torus, the global existence of solutions near homogeneous steady states
has been proved in [12], The similar stability results on torus and in the whole space were given in [13,14] for the
Vlasov–Poisson–Boltzmann system respectively. The L2 energymethodwhich has been developed by Guo [15,13,12,16], Liu
et al. [17,18], Ukai et al. [9] seems to be an effective method to investigate the existence and uniform stability of solutions
for the Cauchy problem for the Boltzmann equation and related equations.
The Landau equation which was proposed by Landau in 1936 is formally obtained in a singular limit of the Boltzmann
equation. There have been intensive studies on the Landau equations too; cf. [1,19,15,6,20–22] and references therein. More
precisely, in the spatially homogeneous case, classical solutions have been constructed for the hard potential γ > 0; cf. [19].
For the Coulombic interaction with γ = −3 with no x-dependence, global weak solutions have been studied in [20].
In the presence of x-dependence, the spectral properties and the dispersion relation of linearized Landau operator were
studied in [1]. In a periodic box, and when there is no external force, global in time classical solutions near Maxwellians are
constructed for both hard potentials and soft potentials in [15], and later the exponential decay of the solutionswas obtained
in [6]. We also mention that the global unique solutions to the classical Vlasov–Poisson–Landau system is constructed
in [7] by a unified energy estimate with velocity weight (1.13). While in the whole space, for the case with external force,
recently Yang and Yu [21] have introduced a method by combining Kawashima’s compensating function approach and the
macro–micro decomposition to get the optimal convergence rate to the stationary solution. We also mention that the same
method was used to study the optimal time decay rate of the relativistic Boltzmann equation and Landau equation; cf. [22].
We remark that for the Landau equation with very soft potentials (−3 ≤ γ < −2), a lack of spectral gap of the linear
operator (1.5) causes the main difficulty in proving any kind of decay. In this sense, it is not surprising that γ ≥ −2 is
required in Yang and Yu’s work [22]. When −3 ≤ γ < −2, to our knowledge, there are few results about the Landau
equation with external force, our paper is devoted to this problem. For this purpose, the main difficulty is created by the
free streaming term v · ∇xf and the external forcing term∇xφ · ∇v f . It is easy to see that the inner product (using Einstein’s
convention for repeated indices)
(∂vi(vj∂xj f ), ∂vi f ) =

∂xi f ∂vi f (1.15)
and
(∂xi(∂xjφ∂vj f ), ∂xi f ) =

(∂2xixjφ)∂xi f ∂vj f (1.16)
cannot be bounded in terms of ∥∂xi f ∥∥f ∥σ . In the celebrated paper [15], Guo introduces a weighted dissipation norm
∥f ∥σ ,|β| =
w˜|β|∂αβ f σ , w˜ = (1+ |v|2) (γ+2)2 , −3 ≤ γ < −2,
which depends on the number of v-derivatives, and the weighted inner product
∂β(vj∂xj f ), w˜
2|β|∂β f

can be estimated properly. However, this weighted function cannot be applied to (1.16), since ∂xjφ∂vj f has more v-
derivatives, thus require more w˜-weight. To overcome this difficulty, we design a new w-weighted norm (1.14) which
depends not only on the number of v-derivatives but also on the number of x-derivatives. As a compensation, we need
l ≥ N , since we cannot directly control the pure spatial inner product (∂xjφ∂vj f , f ) by the weak dissipation norm (1.10).
The rest of this paper is arranged as follows. In Section 2, we give some basic estimates for later use. Section 3 is devoted
to the estimates for the hydrodynamic part Pf , and the proof of Theorem 1.1 is given in Section 4.
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2. Preliminaries
In this section, we give some preliminary lemmas which will be used in the proof of Theorem 1.1. The first result is
devoted to the estimates of the σ -norm.
Lemma 2.1 ([1,15]). Let γ ≥ −3, there exists C > 0, such that
|g|2σ ≥ C
(1+ |v|) γ2 {Pv∂jg}2
2
+
(1+ |v|) γ+22 {(I− Pv)∂jg}2
2
+
(1+ |v|) γ+22 g2
2

, (2.1)
where Pv is the projection defined as
Pvhj =

hkvk
vj
|v|2 , 1 ≤ j ≤ 3,
for any vector-valued function h(v) = [h1(v), h2(v), h3(v)].
Next, we collect some estimates on the x, v-derivatives of the linearized collision operators L and the nonlinear termΓ (g, h).
Lemma 2.2 ([6]). Let β > 0,−3 ≤ γ ≤ −2, θ ∈ R, for small η > 0, there exists a positive constant Cη > 0 such that
∂αβ Kg1, w2(θ, q)∂αβ g2 ≤

η

β1≤β
w(θ, q)∂αβ1g1σ + Cη |∂αg1|L2(BC )
w(θ, q)∂αβ g2σ . (2.2)
Further if θ = |β| + τ , τ ∈ R, then
∂αβ Ag, w
2(θ, q)∂αβ g
 ≥ w(θ, q)∂αβ g2σ − η 
|β¯|=|β|
w(θ, q)∂α
β¯
g
2
σ
− Cη

β1<β
w(|β1| + τ , q)∂αβ1g2σ , (2.3)
and 
∂αβ Lg, w
2(θ, q)∂αβ g
 ≥ w(θ, q)∂αβ g2σ − η 
|β¯|=|β|
w(θ, q)∂α
β¯
g
2
σ
− Cη

β1<β
w(|β1| + τ , q)∂αβ1g2σ . (2.4)
Lemma 2.3 ([6]). If |β| = 0,−3 ≤ γ < −2, for η > 0 small enough, there exists C(η) > 0 such that
∂αLg, w2(θ, q)∂αg
 ≥ δ2q ∥w(θ, q)∂αg∥2σ − Cη |∂αg|L2(BC )2 , (2.5)
where δq = 1− q2 − η > 0.
Lemma 2.4 ([6]). For the Landau kernel (1.6), if γ ≥ −3, let θ ∈ R and 0 ≤ q < 1, if |α| + |β| ≤ N, α1 ≤ α¯ ≤ α, there exists
C > 0, such that
∂ α¯βΓ (f , g), w
2(θ, q)∂αβ h

≤ C

β¯1≤β1≤β
w(θ, 0)∂α1
β¯1
f

2
w(θ, q)∂ α¯−α1β−β1 gσ + w(θ, 0)∂α1β¯1 f σ w(θ, q)∂ α¯−α1β−β1 g2 w(θ, q)∂αβ hσ , (2.6)
where the summation is over |α1| + |β1| ≤ N, α1 ≤ α, β¯1 ≤ β1 ≤ β .
Furthermore, if |α1| + |β¯1| ≤ N2 , we have
∂ α¯βΓ (f , g), w
2(θ, q)∂αβ h

≤ C
w(θ, 0)∂ α¯1
β¯1
f
 w(θ, q)∂ α¯−α1β−β1 gσ + w(θ, 0)∂ α¯β¯1 f σ w(θ, q)∂ α¯−α1β−β1 g w(θ, q)∂αβ hσ , (2.7)
where the summation is over |α¯1| + |β¯1| ≤ N.
If |α1| + |β¯1| ≥ N2 , we obtain
∂ α¯βΓ (f , g), w
2(θ, q)∂αβ h

≤ C
w(θ, 0)∂α1
β¯1
f
 w(θ, q)∂ α¯2β−β1gσ + w(θ, 0)∂α1β¯1 f σ w(θ, q)∂ α¯2β−β1g w(θ, q)∂αβ hσ , (2.8)
and here the summation is over |α¯2| + |β − β1| ≤ N.
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Recalling the definition (1.5) for L, and utilizing (2.6) we can get the following result.
Lemma 2.5. Assume θ ∈ R, then there exists C > 0 such that
∂βAg1, w(θ, q)∂βg2
 ≤ C w(θ, q)∂βg22σ + C 
β1≤β
w(θ, q)∂β1g122 + w(θ, q)∂β1g12σ . (2.9)
In addition, one can see thatw2(θ, q)∂βLg1, ∂βg2 ≤ C 
|β1|≤|β|
w(θ, q)∂β1g12 + w(θ, q)∂β1g1σ  w(θ, q)∂βg2σ . (2.10)
For use later in the uniform spatial energy estimates, the following lemma is needed.
Lemma 2.6 ([15]). Let ζ (v) be a smooth function that decays exponentially, assume further that
∂αΓ (f , g) =

α1+α2=α
Cα1α Γ (∂
α1 f , ∂α2g),
where |α| ≤ N, then there is a Cζ > 0 such that Γ (∂α1 f , ∂α2g)ζdv ≤ Cζ 
|α′1|≤N
∥∂α′1 f ∥∥∂α2g∥σ , if |α1| ≤ |α|2 ; (2.11) Γ (∂α1 f , ∂α2g)ζdv ≤ Cζ 
|α′2|≤N
∥∂α′2g∥σ∥∂α1 f ∥, if |α1| ≥ |α|2 . (2.12)
3. The estimates for the macroscopic part
In this section, our goal is to estimate af (t, x), bf (t, x), cf (t, x) (we denote them by a(t, x), b(t, x), c(t, x) for brevity
as follows) in terms of (I − P)f . At first, we derive the macroscopic equations for Pf ′s coefficients a, b and c . Plugging
f = Pf + (I− P)f into (1.4), we can express the hydrodynamic part Pf through the microscopic part (I− P)f :
{∂t + v · ∇x −∇xφ · ∇v} Pf = −

∂t + v · ∇x −∇xφ · ∇v + e−φL

(I− P)f + e− φ2 Γ (f , f ). (3.1)
We further use (1.8) to expand the left hand side of (3.1) as
i

∂ic + 12∂iφc

vi|v|2 +

∂tc + ∂ibi + 12∂iφbi

v2i +

j>i

∂ibj + ∂jbi + 12∂iφbj +
1
2
∂jφbi

vivj
+

∂tbi + ∂ia+ 12∂iφa− 2∂iφc

vi + (∂ta− ∂iφbi)

√
µ, (3.2)
for fixed t, x, this is an expansion of the left hand side of (3.1) with respect to the basis√
µ, vi
√
µ, vivj
√
µ, vi|v|2√µ

, 1 ≤ i ≤ j ≤ 3. (3.3)
Expanding the right hand side of (3.1) with respect to the same basis (3.3) and comparing the coefficients on both sides, we
obtain the important macroscopic equation for a(t, x), b(t, x), c(t, x) as
∂ic + 12∂iφc = ∂t rc + lc + hc, (3.4)
∂tc + ∂ibi + 12∂iφbi = ∂t ri + li + hi, (3.5)
∂ibj + ∂jbi + 12∂iφbj +
1
2
∂jφbi = ∂t rij + lij + hij, i ≠ j, (3.6)
∂tbi + ∂iai + 12∂iφa− 2∂iφc = ∂t rbi + lbi + hbi , (3.7)
∂ta− ∂iφbi = ∂t ra + la + ha. (3.8)
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Here rc, ri, rij, rbi , and ra are coefficients with respect to (3.3) for the term −(I − P)f , similarly lc, li, lij, lbi , la and
hc, hi, hij, hbi , ha are the corresponding coefficients for the term
− v · ∇x −∇xφ · ∇v + e−φL (I− P)f
and e−
φ
2 Γ (f , f ) respectively. More precisely, let ζ be a linear combination of the basis (3.3), then the coefficients rc, ri, rij, rbi
and ra can be expressed in the form of
⟨−(I− P)f , ζ ⟩,
while lc, li, lij, lbi , la and hc, hi, hij, hbi , ha can be expressed as− v · ∇x −∇xφ · ∇v + e−φL (I− P)f , ζ 
and 
e−
φ
2 Γ (f , f ), ζ

respectively.
The following lemma shows that those terms on the right hand side of the macroscopic equations (3.4)–(3.8) can be
bounded by the microscopic dissipation rate [23].
Lemma 3.1. Under the assumptions of (A3), let α = [α1, α2, α3], l ≥ N, then for any 1 ≤ i, j ≤ 3, there exists C > 0 such that
|α|≤N−1

i,j
∂α rc, ri, rij, rbi , ra2 ≤ C 
|α|≤N
∥∂α(I− P)f ∥2σ , (3.9)
|α|≤N−1

i,j
∂α lc, li, lij, lbi , la2 ≤ C 
|α|≤N
∥∂α(I− P)f ∥2σ , (3.10)
|α|≤N−1

i,j
∂α hc, hi, hij, hbi , ha2 ≤ CEN,l(f )DN,l(f ). (3.11)
Proof. The estimates of (3.9) and (3.10) are easy, and the proofs are omitted. To prove (3.11), it suffices to estimate
|α|≤N−1
∂α e− φ2 Γ (f , f ) , ζ 2 = 
|α1|+|α2|=|α|≤N−1
Cα1α
∂α1e− φ2 ∂α2Γ (f , f ), ζ 2 .
Recalling the assumption (A3), we get that
|α1|+|α2|=|α|≤N−1
∂α1e− φ2 ∂α2Γ (f , f ), ζ 2 ≤ C 
α1+α2=α
∥∂α1φ∥2L∞ ∥⟨∂α2Γ (f , f ), ζ ⟩∥2
≤ C

|α|≤N
∥∂α f ∥2∥∂α f ∥2σ ,
where the last inequality follows from Lemma 2.6, thus (3.11) is true, this completes the proof of Lemma 3.1. 
Next, a(t, x), b(t, x), c(t, x) also satisfy the local macroscopic conservation laws. In fact multiplying (1.4) by the collision
invariants in (1.7) and integrating them over R3v , we have
∂t(a+ 3c)+∇x · b− 12∇xφ · b = 0,
bt +∇x(a+ 5c)+ 12∇xφ(a+ c) = −

v · ∇x(I− P)f , v√µ
− ∇xφ · ∇v(I− P)f , v√µ ,
∂t(3a+ 15c)+ 5∇x · b− 12∇xφ · b = −

v · ∇x(I− P)f , |v|2√µ
+ ∇xφ · ∇v(I− P)f , |v|2√µ .
Therefore,
at = ∇xφ · b+ 12

v · ∇x(I− P)f , |v|2√µ
− 1
2
∇xφ · ∇v(I− P)f , |v|2√µ ,
bt = −∇x(a+ 5c)− 12∇xφ(a+ c)−

v · ∇x(I− P)f , v√µ
− ∇xφ · ∇v(I− P)f , v√µ ,
ct = −13∇x · b−
1
6
∇xφ · b− 16

v · ∇x(I− P)f , |v|2√µ
+ 1
6
∇xφ · ∇v(I− P)f , |v|2√µ . (3.12)
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On the other hand, we have by multiplying (1.4) by

1, v, v
2
2

e−
φ
2
√
µ and integrating the results with respect to x, v over
T3 × R3 that
d
dt

T3×R3
f
√
µe−
φ
2 dxdv = 0, (3.13)
d
dt

T3×R3
f v
√
µe−
φ
2 dxdv +

T3×R3
∇xφf√µe− φ2 dxdv = 0, (3.14)
d
dt

T3×R3

v2
2
+ φ

f
√
µe−
φ
2 dxdv = 0. (3.15)
Notice that if φ is an even function, then the form of (1.4) remains unchanged under the change of variables (x, v) →
(−x,−v). Thus, the property f0(−x,−v) = f0(x, v) for initial data f0 is preserved for the solution f (t) at any positive time
t > 0, that is f (t,−x,−v) = f (t, x, v). By this symmetry of f (t, x, v) it holds that
T3×R3
∇xφ(x)f (t, x, v)

µ(v)e−
φ(x)
2 dxdv
=

T3×R3
∇xφ(−x)f (t,−x,−v)

µ(−v)e− φ(−x)2 dxdv
= −

T3×R3
∇xφ(x)f (t, x, v)

µ(v)e−
φ(x)
2 dxdv = 0.
Therefore, (3.14) can be reduced to
d
dt

T3×R3
f v
√
µe−
φ
2 dx = 0. (3.16)
In light of assumption (A2), we get from (3.13), (3.15) and (3.16) that


T3
(a+ 3c)e− φ2 dx = 0,
T3
be−
φ
2 dx = 0,
3
2

T3
(a+ 5c)e− φ2 dx+

T3
(a+ 3c)φe− φ2 dx = 0,
(3.17)
which implies that


T3
ae−
φ
2 dx =

T3
(a+ 3c)φe− φ2 dx,
T3
be−
φ
2 dx = 0,
T3
ce−
φ
2 dx = −1
3

T3
(a+ 3c)φe− φ2 dx.
(3.18)
Now, we state the key estimates on the macroscopic part in the following lemma.
Lemma 3.2. Let f (t, x, v) be a solution constructed in Theorem 1.1, then there exist constants C˜1 > 0, C˜2 > 0 such that

|α|≤N
∥∂αPf ∥2 ≤ dGα(t)
dt
+ C˜1

|α|≤N
∥∂α(I− P)f ∥2σ + C˜2EN,l(f )DN,l(f ). (3.19)
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Here Gα(t) = Gaα(t) + Gbα(t) + Gcα(t) + Gabα (t) and Gaα(t),Gbα(t),Gcα(t),Gabα (t) are the temporal interactive energy functionals
defined as
Gaα(t) =

|α|≤N−1
3
i=1

∂αrbi , ∂i∂
αa

,
Gbα(t) = −

|α|≤N−1
3
i,j=1
i≠j
(∂αrj, ∂i∂αbi)+

|α|≤N−1
3
i,j=1
i≠j
(∂αrij, ∂j∂αbi)− 2

|α|≤N−1
3
i=1
(∂αri, ∂i∂αbi),
Gcα(t) =

|α|≤N−1
3
i=1
(∂αrc, ∂i∂αc),
Gabα (t) = −

|α|≤N−1
3
i=1
(∂i∂
αa, ∂i∂αb).
(3.20)
Proof. To prove (3.19), we first estimate ∇x∂αb (|α| ≤ N − 1). By (3.5), (3.6), we deduce for fixed i,
1∂αbi =

j
∂jj∂
αbi =

i≠j
∂jj∂
αbi + ∂ii∂αbi
=

i≠j

−∂ij∂αbj − 12∂j∂
α(∂iφbj + ∂jφbi)+ ∂t∂j∂αrij + ∂j∂α lij + ∂j∂αhij

− 1
2
∂i∂
α(∂iφbi)+ ∂t∂i∂αri + ∂i∂α li + ∂i∂αhi − ∂t∂i∂αc
=

i≠j

∂t∂i∂
αc + 1
2
∂i∂
α(∂jφbj)− ∂t∂i∂αrj − ∂i∂α lj − ∂i∂αhj

+

i≠j

∂t∂j∂
αrij + ∂j∂α lij + ∂j∂αhij − 12∂j∂
α(∂iφbj + ∂jφbi)

− ∂t∂i∂αc − 12∂i∂
α(∂iφbi)+ ∂t∂i∂αri + ∂i∂α li + ∂i∂αhi
= ∂t∂i∂αc +

i≠j

∂j∂
α lij + ∂j∂αhij − ∂i∂α lj − ∂i∂αhj − 12∂j∂
α(∂iφbj + ∂jφbi)

+

i≠j
(∂t∂j∂
αrij − ∂t∂i∂αrj)− 12∂i∂
α(∂iφbi)+ ∂t∂i∂αri + ∂i∂α li + ∂i∂αhi
= −∂ii∂αbi +

i≠j

∂j∂
α lij + ∂j∂αhij − ∂i∂α lj − ∂i∂αhj − 12∂j∂
α(∂iφbj + ∂jφbi)

+

i≠j
∂t(∂j∂
αrij − ∂i∂αrj)− ∂i∂α(∂iφbi)+ 2∂t∂i∂αri + 2(∂i∂α li + ∂i∂αhi) (3.21)
where we have used the fact that

i≠j ∂t∂i∂αc = 2∂t∂i∂αc.
We multiply (3.21) by ∂αbi and integrate over T3, we get
∥∇x∂αbi∥2 + ∥∂i∂αbi∥2 =

∂t

−

i≠j
∂j∂
αrij +

i≠j
∂i∂
αrj − 2∂i∂αri

, ∂αbi

−

i≠j

∂j∂
α lij + ∂j∂αhij, ∂αbi
+
i≠j

∂i∂
α lj + ∂i∂αhj, ∂αbi

+

i≠j

1
2
∂j∂
α(∂iφbj + ∂jφbi), ∂αbi

+ (∂i∂α(∂iφbi), ∂αbi)
− 2 (∂i∂α li + ∂i∂αhi, ∂αbi) ,
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then integrating by parts yields
∥∇x∂αbi∥2 + ∥∂i∂αbi∥2 = ddt

i≠j
−∂j∂αrij +

i≠j
∂i∂
αrj − 2∂i∂αri, ∂αbi

+

i≠j
∂j∂
αrij −

i≠j
∂i∂
αrj + 2∂i∂αri, ∂t∂αbi

+

i≠j

∂α lij + ∂αhij, ∂j∂αbi
−
i≠j

∂α lj + ∂αhj, ∂i∂αbi

−

i≠j

1
2
∂α(∂iφbj + ∂jφbi), ∂j∂αbi

− (∂α(∂iφbi), ∂i∂αbi)
+ 2 (∂α li + ∂αhi, ∂i∂αbi) . (3.22)
The seven terms on the right hand side of (3.22) can be estimated as follows. The first term is just ddt G
b
α(t). From the
conversation laws (3.12) 2, for ϵ ∈ (0, 1) the second term is bounded by
ϵ∥∂t∂αbi∥2 + 14ϵ

i≠j
∂j∂
αrij −

i≠j
∂i∂
αrj + 2∂i∂αri

2
≤ ϵ ∂α∂i(a+ c)+ ∂α(∂iφ(a+ c))+ ⟨v · ∇x∂α(I− P)f , vi√µ⟩2
+ ϵ∥⟨∇xφ · ∇v∂α(I− P)f , vi√µ⟩∥ + C
ϵ

i≠j
∥∂j∂αrij∥2 +

i≠j
∥∂i∂αrj∥2 + ∥∂i∂αri∥2

≤ Cϵ∥∂α∂i(a, c)∥2 + ϵ

α1+α2=α
∥∂α1∂iφ∥L∞∥∂α2(a+ c)∥2 + C
ϵ

|α′|≤N
∥∂α′(I− P)f ∥2σ .
The sum of the final five terms is bounded by
ϵ∥∇x∂αbi∥2 + ϵφ C
ϵ

|α|≤N−1

i
∥∂αbi∥2 + C
ϵ

i,j
∂α(lij, hij, lj, hj, li, hi)2 ,
according to the assumption (A3) and the Cauchy–Schwarz inequality with ϵ. Putting all the estimates into (3.22) and taking
summation for |α| ≤ N − 1 and i ∈ {1, 2, 3}, then utilizing Lemma 3.1, we have
|α|≤N−1
∥∇x∂αb∥2 ≤ ddt G
b(t)+ Cϵ

|α|≤N−1
∥∂α∇x(a, b, c)∥2 + ϵφ C
ϵ
∥(a, b, c)∥2
+ C
ϵ

|α|≤N
∥∂α(I− P)f ∥2σ +
C
ϵ
EN,l(f )DN,l(f ). (3.23)
We now turn to the estimate for ∇∂αc . It follows from (3.4) that
∥∂i∂αc∥2 = −(∂α(∂iφc), ∂i∂αc)+ (∂t∂αrc, ∂i∂αc)+ (∂α lc + ∂αhc, ∂i∂αc)
= d
dt
(∂αrc, ∂i∂αc)− (∂αrc, , ∂i∂α∂tc)− (∂α(∂iφc), ∂i∂αc)+ (∂α lc + ∂αhc, ∂i∂αc) . (3.24)
We now estimate the right hand side of (3.24) term by term. The first term is just ddt G
c
α(t). By the conservation laws
(3.12)3 and Lemma 3.1, the second term is bounded by
ϵ∥∂t∂αc∥2 + 14ϵ
∂i∂αrc2 ≤ ϵ −13∂α∇x · b− 16∂α(∇xφ · b)− 16∂α v · ∇x(I− P)f , |v|2√µ
2
+ ϵ
16∂α ∇xφ · ∇v(I− P)f , |v|2√µ
2 + 14ϵ ∥∂i∂αrc∥
≤ Cϵ∥∂α∇xb∥2 + ϵφ

|α|≤N−1
∥∂αb∥2 + C
ϵ

|α′|≤N
∥∂α′(I− P)f ∥2σ .
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In view of the assumption (A3), the third term is dominated by
ϵ∥∂i∂αc∥2 + ϵφ C
ϵ

|α|≤N−1
∥∂αc∥2.
While the fourth term is not more than
ϵ∥∂i∂αc∥2 + 14ϵ ∥∂
α(lc, hc)∥2.
Putting all the estimates into (3.24) and taking summation for |α| ≤ N − 1 and i ∈ {1, 2, 3}, then utilizing Lemma 3.2, we
have 
|α|≤N−1
∥∇x∂αc∥2 ≤ ddt G
c
α(t)+ Cϵ

|α|≤N−1
∥∂α∇x(b, c)∥2 + ϵφ C
ϵ
∥(b, c)∥2
+ C
ϵ

|α|≤N
∥∂α(I− P)f ∥2σ +
C
ϵ
EN,l(f )DN,l(f ). (3.25)
Next, we turn to ∇x∂αa, again by the same procedure as deducing (3.23) and (3.25), we can get from (3.7) that
∥∂i∂αa∥2 = −12 (∂
α(∂iφa), ∂i∂αa)+ 2(∂α(∂iφc), ∂i∂αa)− (∂t∂αbi, ∂i∂αa)
+ ∂t∂αrbi , ∂i∂αa+ ∂α lbi + ∂αhbi , ∂i∂αa
≤ d
dt

∂αrbi , ∂i∂
αa
− d
dt
(∂αbi, ∂i∂αa)+ C
ϵ
∥∂α∂ta∥2 + ϵ∥∂i∂αbi∥2
+ ϵ

|α|≤N−1
∥∂i∂αa∥2 + ϵφ C
ϵ

|α|≤N−1
∥∂α(a, c)∥2
+ C
ϵ

|α′|≤N
∥∂α′(I− P)f ∥2σ +
C
ϵ
EN,l(f )DN,l(f ). (3.26)
On the other hand, from (3.12)1 we have
C
ϵ
∥∂α∂ta∥2 ≤ C
ϵ
∥∂α(∇xφ · b)∥2 + C
ϵ

|α′|≤N
∥∂α′(I− P)f ∥2σ
≤ ϵφ C
ϵ

|α|≤N−1
∥∂αb∥2 + C
ϵ

|α′|≤N
∥∂α′(I− P)f ∥2σ .
Letting ϵφ ≤ ϵ2C , putting the above estimates into (3.26) and taking summation for |α| ≤ N − 1 and i ∈ {1, 2, 3}, we obtain
|α|≤N−1
∥∇x∂αa∥2 ≤ ddt

Gaα(t)+ Gabα (t)
+ Cϵ 
|α|≤N−1
∥∂α∇x(a, b, c)∥2 + ϵ∥(a, b, c)∥2
+ C
ϵ

|α|≤N
∥∂α(I− P)f ∥2σ +
C
ϵ
EN,l(f )DN,l(f ). (3.27)
After having obtained the estimates of ∥∇x∂α(a, b, c)∥2 (|α| ≤ N − 1), we now turn to estimate ∥(a, b, c)∥2. For doing this,
employing the conservation laws (3.17), (3.18) and the assumptions (A3) as well as Poincare’s inequality, we deduce that
∥a∥2 ≤ C
ae− φ2 2 ≤ C ae− φ2 − 1|T3|

T3
ae−
φ
2 dx
2 + C  1|T3|

T3
ae−
φ
2 dx
2
≤ C
∇ ae− φ2 2 + C 1|T3|

T3
(a+ 3c)φe− φ2 dx
2
≤ C∥∇a∥2 + ϵφ∥a∥2 + C
∇ (a+ 3c)e− φ2 
≤ C∥∇(a, c)∥2 + Cϵφ∥(a, c)∥2. (3.28)
For ∥b∥2, we have
∥b∥2 ≤ C
be− φ2 2 ≤ C ∇ be− φ2 2 ≤ C∥∇b∥2 + Cϵφ∥b∥2,
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which implies
∥b∥2 ≤ C∥∇b∥2. (3.29)
Applying the same procedure in the estimate for ∥a∥2, we get
∥c∥2 ≤ C∥∇(a, c)∥2 + Cϵφ∥(a, c)∥2. (3.30)
Finally we add up the inequalities (3.23), (3.25) and (3.27)–(3.30) to obtain
|α|≤N
∥∂α(a, b, c)∥2 ≤ d
dt

Gaα(t)+ Gbα(t)+ Gcα(t)+ Gabα (t)
+ C(ϵ + ϵφ) 
|α|≤N
∥∂α(a, b, c)∥2
+ C
ϵ

|α|≤N
∥∂α(I− P)f ∥2σ +
C
ϵ
EN,l(f )DN,l(f ). (3.31)
We choose ϵ, ϵφ ∈ (0, 1) such that C(ϵ + ϵφ) ≤ 12 and ϵφ ≤ ϵ
2
C . Then (3.31) leads to (3.19). Thus the proof of Lemma 3.2 is
completed. 
4. Exponential decay rate
In this section, we establish our Theorem 1.1. At first, we will prove the energy estimate which is a crucial step in
constructing the global solutions. We note that the global existence follows from the local existence together with the
uniform a priori estimates as well as the standard continuum argument. Here, we skip the proof of the local existence for
brevity. Now we state an energy estimate without the exponential weight (q = 0).
Lemma 4.1. Let f (t, x, v) be a unique solution of Eq. (1.4). For any given N ≥ 8, l ≥ N, |α| + |β| ≤ N, there exist
λi > 0 (1 ≤ i ≤ 5) such that
d
dt

λ1

|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2 + λ2 
|α|≤N
∥∂α f ∥2 + λ3Gα(t)

+ λ4

|α|+|β|≤N
∥w(−l+ |α| + |β|, 0)∂αβ f ∥2σ
≤ λ5

E
1/2
N,l (f )+ EN,l(f )

DN,l(f ). (4.1)
Proof. In order to make our presentation clear, we divide our proof into following two steps. The first step is concerned
with mixed derivatives with velocity weight. Letting |β| + |α| ≤ N , by taking ∂αβ of (1.4), we obtain
∂t∂
α
β f + vi∂α+eiβ f − ∂eiφ∂αei+β f − χα

1≤|α1|≤|α|
Cα1α ∂
α1+eiφ∂α−α1ei+β f + χββi∂
α+ei
β−ei f
+ e−φ∂αβ Lf + χα

1≤|α1|≤|α|
Cα1α ∂
α1e−φ∂α−α1β Lf =

α¯1≤α
C α¯1α ∂
α¯1e−
φ
2 ∂
α−α¯1
β Γ (f , f ), (4.2)
where
χα =

0, α = 0,
1, α > 0,
and χβ is defined similarly. Taking the inner product withw2(−l+ |α| + |β|, 0)∂α f of Eq. (4.2), we have
1
2
d
dt
w(−l+ |α| + |β|, 0)∂αβ f 2 + e−φ∂αβ Lf , w2(−l+ |α| + |β|, 0)∂αβ f 
≤ ∂eiφ∂αei+β f , w2(−l+ |α| + |β|, 0)∂αβ f + χβ βi∂α+eiβ−ei f , w2(−l+ |α| + |β|, 0)∂αβ f 
+

1≤|α1|≤|α|
χα
Cα1α ∂α1+eiφ∂α−α1ei+β f , w2(−l+ |α| + |β|, 0)∂αβ f 
+

1≤|α1|≤|α|
χα
Cα1α ∂α1e−φ∂α−α1β Lf , w2(−l+ |α| + |β|, 0)∂αβ f 
+

α¯1≤α
C α¯1α ∂ α¯1e− φ2  ∂α−α¯1β Γ (f , f ), w2(−l+ |α| + |β|, 0)∂αβ f  . (4.3)
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Next, applying Lemmas 2.2 and 2.3 and noticing ∥φ∥L∞ ≤ Cφ , we find that if β > 0,
e−φ∂αβ Lf , w
2(−l+ |α| + |β|, 0)∂αβ f

≥ δ1
w(−l+ |α| + |β|, 0)∂αβ f 2σ
− C

β¯<β
w(−l+ |α| + |β¯|, 0)∂α
β¯
f
2
σ
, (4.4)
if β = 0,
e−φL∂α f , w2(−l+ |α|, 0)∂α f  ≥ δ˜1 ∥w(−l+ |α|, 0)∂α f ∥2σ − C∥∂α f ∥2σ , (4.5)
for some appropriate δ1 > 0, δ˜1 > 0 and C > 0.
For the first term in the second line of (4.3), by integration by parts, we discover
∂eiφ∂αei+β f , w
2(−l+ |α| + |β|, 0)∂αβ f

= −γ (−l+ |α| + |β|)
×

vi
1+ |v|2 ∂
eiφ∂αβ f , w
2(−l+ |α| + |β|, 0)∂αβ f

, (4.6)
which implies∂eiφ∂αei+β f , w2(−l+ |α| + |β|, 0)∂αβ f  ≤ C∥∂eiφ∥L∞  vi1+ |v|2 ∂eiφ∂αβ f , w2(−l+ |α| + |β|, 0)∂αβ f

≤ Cϵφ
w(−l+ |α| + |β|, 0)∂αβ f 2σ , (4.7)
where we have used the fact that
 vi1+|v|2  ≤ (1+|v|)γ+2, for γ ≥ −3. In light of the Cauchy–Schwarz inequality, the second
term in the same line can be estimated as followsβi ∂α+eiβ−ei f , w2(−l+ |α| + |β|, 0)∂αβ f  ≤ C w(−l+ |α + ei| + |β − ei| + 1/2, 0)∂α+eiβ−ei f 2
+ C w(−l+ |α| + |β − ei| + 1/2, 0)∂ei∂αβ−ei f 2
≤ C

|α′ |+|β′ |≤N
β′<β
w(−l+ |α′| + |β ′|, 0)∂α′β ′ f 2
σ
. (4.8)
Likewise, for the term in the third line, one can compute that

1≤|α1|≤|α|
∂α1+eiφ∂α−α1ei+β f , w2(−l+ |α| + |β|, 0)∂αβ f  ≤ C ∂α1+eiφL∞
w(−l+ |α| + |β| + 1/2, 0)∂αβ f 2
+
w(−l+ |α − α1| + |β| + 1/2, 0)∂α−α1ei+β f 2

≤ Cϵφ
w(−l+ |α| + |β|, 0)∂αβ f 2σ
+ Cϵφ
w(−l+ |α − α1| + |β|, 0)∂α−α1β f 2
σ
. (4.9)
For the terms in the fourth line and fifth line, we get from Lemmas 2.5 and 2.4 that
0<α1≤α
Cα1α
∂α1e−φ∂α−α1β Lf , w2(−l+ |α| + |β|, 0)∂αβ f 
≤ Cϵφ

β¯≤β
w(−l+ |α − α1| + |β¯|, 0)∂α−α1β¯ f 2σ + Cϵφ w(−l+ |α| + |β|, 0)∂αβ f 2σ (4.10)
α¯1≤α
∂ α¯1e− φ2 ∂α−α¯1β Γ (f , f ), w2(−l+ |α| + |β|, 0)∂αβ f  ≤ CE1/2N,l (f )DN,l(f ). (4.11)
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Next, a suitable linear combination of (4.3)–(4.11) yields that
d
dt

|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2 + δ2 
|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2σ
≤ C1

|α|≤N
∥∂α f ∥2 + CE1/2N,l (f )DN,l(f ), (4.12)
where δ2 > 0.
The second step is devoted to pure x-derivatives without velocity weight. Taking the inner product with ∂α f of Eq. (4.2)
and applying Lemma 2.3, we have
1
2
d
dt
∥∂α f ∥2 + δ3

|α|≤N
∥∂α(I− P)f ∥2σ ≤ χα

1≤|α1|≤|α|
Cα1α
∂α1+eiφ∂α−α1ei f , ∂α f 
+χα

1≤|α1|≤|α|
Cα1α
∂α1e−φL∂α−α1 f , ∂α f 
+

α¯1≤α
C α¯1α
∂ α¯1e− φ2 ∂α−α¯1Γ (f , f ), ∂α f  , (4.13)
where δ3 > 0. For the first term on the right hand side of (4.13). We get from the Cauchy–Schwarz inequality that∂α1+eiφ∂α−α1ei f , ∂α f  ≤ Cϵφ w 12 ∂α f 2 + Cϵφ w− 12 ∂α−α1ei f 2
≤ Cϵφ ∥∂α f ∥2σ + Cϵφ
w−1∂α−α1 f 2
σ
. (4.14)
Next, in view of Lemmas 2.5 and 2.4, we compute
1≤|α1|≤|α|
∂α1e−φL∂α−α1 f , ∂α f  ≤ Cϵφ∥∂α−α1 f ∥2σ + Cϵφ∥∂α f ∥2σ , (4.15)

α¯1≤α
∂ α¯1e− φ2 ∂α−α¯1Γ (f , f ), ∂α f  ≤ CE1/2N,l (f )DN,l(f ). (4.16)
Now for some δ4 > 0, we conclude from (4.13)–(4.16) that
d
dt

|α|≤N
∥∂α f ∥2 + δ4

|α|≤N
∥∂α(I− P)f ∥2σ
≤ C2ϵφ

|α|≤N
∥∂α f ∥2σ + C3ϵφ

|α′|≤N−1
w−1∂α′ f 2
σ
+ CE 12N,l(f )DN,l(f ). (4.17)
At this point, we note that if l ≥ N ,
|α′|≤N−1
w−1∂α′ f 2
σ
≤

|α′|≤N−1
w−l+|α′|∂α′ f 2
σ
.
This observation suggests that l ≥ N is required in our lemma.
Returning now to Lemma 3.2, we find
δ4
2

|α|≤N
∥∂α(I− P)f ∥2σ ≥
δ4
2C˜1

|α|≤N
∥∂αPf ∥2 + G′α(t)

− C˜2δ4
2C˜1
EN,l(f )DN,l(f ). (4.18)
From which and (4.17), we deduce that
|α|≤N
d
dt

∥∂α f ∥2 + δ4
2C˜1
Gα(t)

+

min

δ4
2
,
δ4
2C˜1

− C2ϵφ
 
|α|≤N
∥∂α f ∥2σ
≤ C3ϵφ

|α′|≤N−1
w−1∂α′ f 2
σ
+ C

E
1/2
N,l (f )+ EN,l(f )

DN,l(f ). (4.19)
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Now denote min

δ4
2 ,
δ4
2C˜1

− C2ϵφ = δ5, and let C3ϵφ be small enough. Then δ52C1 × (4.12) + (4.19) gives
d
dt

δ5
2C1

|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2 + 
|α|≤N
∥∂α f ∥2 + δ4
2C˜1

|α|≤N
Gα(t)

+

δ5δ2
2C1
− C3ϵφ
 
|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2σ + δ52 |α|≤N ∥∂α f ∥2σ
≤ C

E
1/2
N,l (f )+ EN,l(f )

DN,l(f ). (4.20)
Since
w(−l+ |α| + |β|, 0)∂αβ f 2 ≥|α|≤N ∥∂α f ∥2, (4.20) implies (4.1). This completes the proof of Lemma 4.1. 
Next we will bootstrap the energy estimate (4.1) to Lemmas 2.2 and 2.3 to obtain the following general estimate.
Lemma 4.2. Let f (t, x, v) be a solution of Eq. (1.4). For any given N ≥ 8, l ≥ N, |α| + |β| ≤ N, 0 ≤ q < 1, there exist
λi > 0 (6 ≤ i ≤ 11) such that
d
dt

λ6

|α|+|β|≤N
e qφ2 w(−l+ |α| + |β|, q)∂αβ f 2 + λ7 
|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2
+ λ8

|α|≤N
∥∂α f ∥2 + λ9Gα(t)

+ λ10

|α|+|β|≤N
w(−l+ |α| + |β|, q)∂αβ f 2σ
≤ λ11

E
1/2
N,l,q(f )+ EN,l,q(f )

DN,l,q(f ). (4.21)
Proof. Taking the inner product with eqφw2(−l+ |α| + |β|, q)∂αβ f of Eq. (4.2), we have
1
2
d
dt
e qφ2 w(−l+ |α| + |β|, q)∂αβ f 2 + e−φ∂αβ Lf , eqφw2(−l+ |α| + |β|, q)∂αβ f 
≤
vi∂α+eiβ f − ∂eiφ∂αei+β f , eqφw2(−l+ |α|, q)∂αβ f + χβ βi∂α+eiβ−ei f , eqφw2(−l+ |α| + |β|, q)∂αβ f 
+

1≤|α1|≤|α|
χα
Cα1α ∂α1+eiφ∂α−α1ei+β f , eqφw2(−l+ |α| + |β|, q)∂αβ f 
+

1≤|α1|≤|α|
χα
Cα1α ∂α1e−φ∂α−α1β Lf , eqφw2(−l+ |α| + |β|, q)∂αβ f 
+

α¯1≤α
C α¯1α ∂ α¯1e− φ2  ∂α−α¯1β Γ (f , f ), eqφw2(−l+ |α| + |β|, q)∂αβ f  . (4.22)
Next, employing Lemmas 2.2 and 2.3 and noticing ∥φ∥L∞ ≤ Cφ , we find that if β > 0,
e−φ∂αβ Lf , e
qφw2(−l+ |α| + |β|, q)∂αβ f

≥ δ6
w(−l+ |α| + |β|, q)∂αβ f 2σ − C
β¯<β
w(−l+ |α| + |β¯|, q)∂α
β¯
f
2
σ
, (4.23)
if β = 0,
e−φL∂α f , eqφw2(−l+ |α|, q)∂α f  ≥ δ˜6 ∥w(−l+ |α|, q)∂α f ∥2σ − C∥∂α f ∥2σ , (4.24)
for some appropriate δ6 > 0, δ˜6 > 0 and C > 0.
For the term in the second line of (4.22), by integration by parts, we obtain
vi∂
α+ei
β f − ∂eiφ∂αei+β f , eqφw2(−l+ |α| + |β|, q)∂αβ f

= γ (−l+ |α| + |β|)

vi
1+ |v|2 ∂
eiφ∂αβ f , e
qφw2(−l+ |α| + |β|, q)∂αβ f

, (4.25)
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which impliesvi∂α+eiβ f − ∂eiφ∂αei+β f , eqφw2(−l+ |α| + |β|, q)∂αβ f  ≤ Cϵφ w(−l+ |α| + |β|, q)∂αβ f 2σ . (4.26)
We note that the weight function eqφw2(−l+ |α| + |β|, q) is so designed such that there is an exact cancellation in (4.25).
And we shall point out that as the discussions in Lemma 4.1, the L∞-norm of φ is repeatedly used in the following.
For the term in the third line of (4.22), by applying the Cauchy–Schwarz inequality, we computeβi ∂α+eiβ−ei f , eqφw2(−l+ |α| + |β|, q)∂αβ f  ≤ C w(−l+ |α + ei| + |β − ei| + 1/2, q)∂α+eiβ−ei f 2
+ C w(−l+ |α| + |β − ei| + 1/2, q)∂ei∂αβ−ei f 2
≤ C

|α′ |+|β′ |≤N
β′<β
w(−l+ |α′| + |β ′|, q)∂α′β ′ (I− P)f 2
σ
. (4.27)
For the term in the fourth line of (4.22), by the Cauchy–Schwarz inequality and Lemma 2.1, we obtain
1≤|α1|≤|α|
∂α1+eiφ∂α−α1ei+β f , eqφw2(−l+ |α| + |β|, q)∂αβ f 
≤ C eqφ∂α1+eiφL∞
w(−l+ |α| + |β| + 1/2, q)∂αβ f 2 + w(−l+ |α − α1| + |β| + 1/2, q)∂α−α1ei+β f 2

≤ Cϵφ
w(−l+ |α| + |β|, q)∂αβ f 2σ + Cϵφ w(−l+ |α − α1| + |β|, q)∂α−α1β f 2σ . (4.28)
For the term in the fifth line of (4.22), we have from Lemma 2.5 that
1≤|α1|≤|α|
∂α1e−φ∂α−α1β Lf , eqφw2(−l+ |α| + |β|, q)∂αβ f 
≤ C eqφ∂α1e−φL∞
β¯≤β
w(−l+ |α − α1| + |β¯|, q)∂α−α1β¯ f σ w(−l+ |α| + |β|)∂αβ f σ
≤ Cϵφ ∥w(−l+ |α| + |β|, q)∂α f ∥2σ + Cϵφ

β¯≤β
w(−l+ |α − α1| + |β¯|, q)∂α−α1β¯ f 2σ . (4.29)
For the remaining nonlinear term, Lemma 2.4 yields that
α1≤α
∂α1e− φ2  ∂α−α1Γ (f , f ), eqφw2(−l+ |α| + |β|, q)∂αβ f  ≤ CE1/2N,l,q(f )DN,l,q(f ). (4.30)
Collect the estimates (4.22)–(4.30) and sum over 0 ≤ |β| ≤ N, |α| + |β| ≤ N to obtain
|α|+|β|≤N
d
dt
e qφ2 w(−l+ |α| + |β|, q)∂αβ f 2 + δ7 
|α|+|β|≤N
w(−l+ |α| + |β|, q)∂αβ f 2σ
≤ CE1/2N,l,q(f )DN,l,q(f )+ C

|α|≤N
∥∂α f ∥2σ , (4.31)
where δ7 > 0. Then a linear combination of (4.1) and (4.31) yields that (4.21) is true. Thus the proof of Lemma 4.2 is
completed. 
With Lemmas 4.1 and 4.2 in hand, now we turn to prove Theorem 1.1.
Proof of Theorem 1.1. We first set
y(t) = λ6

|α|+|β|≤N
e qφ2 w(−l+ |α| + |β|, q)∂αβ f 2 + λ7 
|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2
+ λ8

|α|≤N
∥∂α f ∥2 + λ9Gα(t). (4.32)
By the definition of Gα(t), there exists a constant C > 0 such that
|Gα(t)| ≤ C

|α|≤N
∥∂α f ∥2.
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On the other hand, since ∥φ∥L∞ ≤ Cφ and l ≥ N , one can see that
|α|+|β|≤N
e qφ2 w(−l+ |α| + |β|, q)∂αβ f 2 ∼ 
|α|+|β|≤N
w(−l+ |α| + |β|, q)∂αβ f 2
≥

|α|+|β|≤N
w(−l+ |α| + |β|, 0)∂αβ f 2 ≥ 
|α|≤N
∥∂α f ∥2. (4.33)
Hence we can choose a constant c1 > 1 such that for any t ≥ 0
1
c1
y(t) ≤ EN,l,q(t) ≤ c1y(t).
Then by the standard continuous argument [15], one can verify that (1.11) is true. Now we turn to prove the exponential
decay using the differential inequality (1.11). As in the work of Caflisch [24,25] and Strain–Guo [6], the key point is to split
EN,l(f )(t) into a time dependent low velocity part
E =

|v| ≤ ρtp′

,
and its complementary high velocity part Ec =

|v| > ρtp′

, where p′ > 0 and ρ > 0will be chosen at the end of the proof.
Let E lowN,l (f )(t) be the instant energy restricted to E. Then from definitions (1.10), (1.9) and Lemma 2.1, for t > 0, we obtain
DN,l(f )(t) ≥ Cργ+2t(γ+2)p′E lowN,l (f )(t). (4.34)
Plugging this into the differential inequality (1.11) we get
d
dt
EN,l(f )(t)+ Cργ+2t(γ+2)p′E lowN,l (f )(t) ≤ 0.
Letting EhighN,l (f )(t) = EN,l(f )(t)− EhighN,l (f )(t)we have
d
dt
EN,l(f )(t)+ Cργ+2t(γ+2)p′EN,l(f )(t) ≤ Cργ+2t(γ+2)p′EhighN,l (f )(t).
Define λ˜ = Cργ+2p , where for now p = (γ + 2)p′ + 1 and p′ > 0 is arbitrary. Then
d
dt
EN,l(f )(t)+ λ˜ptp−1EN,l(f )(t) ≤ λ˜ptp−1EhighN,l (f )(t),
which implies
EN,l(f )(t) ≤ e−λ˜tpEN,l(f )(0)+ λ˜pe−λ˜tp
 t
0
sp−1eλ˜s
p
E
high
N,l (f )(s)ds. (4.35)
Above p > 0, it is assumed to guarantee that the integral on the right-hand side is finite. Since EhighN,l (f )(s) is on E
c =
|v| > ρsp′

, one can see that
E
high
N,l (f )(s) = EhighN,l,0(f )(s) ≤ e−
q
2 ρ
2s2p
′
E
high
N,l,q(f )(s).
Substituting this into (4.35), we obtain
EN,l(f )(t) ≤ e−λ˜tp

EN,l(f )(0)+ λ˜pEN,l,q(f )(0)
 t
0
sp−1eλ˜s
p− q2 ρ2s2p
′
ds

. (4.36)
Then p = 2p′ can be allowed, on the other hand p = (γ + 2)p′ + 1, so that
p = − 2
γ
.
Furthermore choose ρ > 0 large enough so that λ˜ = Cργ+2p < q2ρ2 (−3 ≤ γ < −2) and hence t
0
sp−1eλ˜s
p− q2 ρ2s2p
′
ds < +∞.
Therefore, Theorem 1.1 follows. 
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