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Abstract 
A time-resolved gas electron diffractometer has been designed and constructed to 
study the photoinduced dynamics of molecular systems. An ultrafast pulsed electron 
beam is created by the ionisation of a thin-film gold photocathode, using the third 
harmonic of a femtosecond Ti:Sapphire laser, and accelerated across a potential of 
up to 100 kV. Time-averaged diffraction from a polycrystalline platinum sample has 
been carried out in order to calibrate the apparatus, and the results have been shown 
to match well with theory. In addition to the design of the apparatus, novel 
experimental methods and techniques have been implemented, and software for 
analysing and extracting data has been developed.  
Other calibration experiments have been carried out, including measuring the 
diameter of the pulsed electron beam produced, and how this varies as a solenoid 
magnetic lens acts to focus the beam. An optimal FWHM beam width of 1.2 mm has 
been observed at the detector for pulses containing 10
4
 electrons. The time-zero 
position between a pump laser and probe electron beam has been found by studying 
the laser-induced plasma emitted from a copper mesh, and methodologies have been 
established for grating-enhanced ponderomotive experiments to be carried out to 
determine the duration of the pulsed electron beam.  
Extensive electron pulse dynamics simulations, using SIMION and General 
Particle Tracer, accompany the experimental work. These have allowed for a full and 
thorough understanding of how both the duration and transverse size of the pulse 
changes as it propagates through the apparatus with and without the influence of the 
magnetic lens. It has also allowed for the ultimate time resolution of the apparatus to 
be determined as 416 fs. 
Quantum chemical calculations have been carried out for dimethyl disulfide and 
diethyl disulfide, molecules that readily dissociate along the S–S bond upon 
excitation using a low-energy ultraviolet light. This has included a full mapping of 
the reaction potential-energy surface, and study of the molecular dynamics of the 
molecules in the ground and excited states. These studies have shown that the 
molecules are suitable candidates for early time-resolved gas electron diffraction 
studies using the new apparatus.  
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 Introduction Chapter 1.
1.1. Motivation for time-resolved electron diffraction 
A fundamental concern of contemporary chemistry is to understand better the 
processes that take place within molecules as they undergo reactions with other 
molecules, as well as to study changes in structure initiated by external influences, 
such as light and heat. Although chemical reactions have been studied for hundreds 
of years, it is only within the last decade or so that we have truly been able “watch” a 
reaction take place on the atomic or molecular scale. 
In many experiments the progress of a chemical reaction is measured by 
observing changes in the properties of the material of interest, such as temperature, 
mass, colour, resistivity, volume, or density. One might note whether the reagents 
are solids, liquids, gases, or in solution, the specific wavelengths of light that are 
absorbed or emitted, and how the atomic nuclear spins respond to changes in a 
magnetic field. From such spectroscopic measurements we are able to infer 
information about how molecular structures might change over time, and make 
educated guesses about possible reaction pathways from the starting materials to the 
end products. However, none of these techniques allow us to see directly the atoms 
involved and how they interact with one another in real time during a reaction. 
Diffraction methods, such as those that utilise X-rays, neutrons, or electrons, can 
tell us accurately the structure of a molecule. However, until recently, only the time-
averaged structures of molecules have been obtainable because of the use of 
continuous diffraction probes and detector limitations. Yet, with the advent of 
ultrafast pulsed lasers, it has become possible to create new diffraction sources that 
allow molecular structures to be observed on much shorter timescales than before, 
which in turn allows changes in molecular structures to be monitored throughout the 
course of a reaction. Significant successes in studying molecular dynamics using 
time-resolved X-ray diffraction have been well documented,
1,2
 although these 
experiments generally require the use of large and expensive synchrotron sources for 
the desired time resolution and beam flux. Whilst such studies are important, it is 
also beneficial to be able to carry out similar experiments in a more cost-effective 
manner using table-top apparatuses in university laboratories.  
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Time-resolved electron diffraction (TRED) is one of the techniques that can 
provide such an opportunity. Although some TRED experiments have been 
performed at larger facilities using MeV electron sources,
3–5
 there have also been 
many successes with smaller, laboratory-based TRED experiments.
6–9
 TRED can 
allow us to observe directly how atoms interact with their neighbours, and to 
understand better the dynamic processes in molecules. Early experiments have 
imaged the melting of solids
10
 and the dissociation of gas-phase molecules,
11
 and 
have studied the subtle changes in structure within an organic molecular crystal 
during a reversible ring opening / closing event.
6
  
Here in the Wann group there is a unique opportunity to combine the old with the 
new. With an already strong background in time-averaged gas electron diffraction, 
our aim was to take that knowledge and experience and apply it to develop a new 
TRED apparatus and associated experimental methods. It is for these reasons that the 
group sought to develop a novel time-resolved gas electron diffractometer (TRGED), 
which became the goal of this thesis. 
1.2. Overview of a time-resolved gas electron diffraction experiment 
Electron diffraction, demonstrated pictorially in Figure 1.1, is a well-established 
technique, dating back over 80 years.
12
 In a typical experiment electrons are 
extracted from a suitable cathode source, such as a tungsten wire filament, and are 
accelerated across a potential between the source and a grounded anode; the 
electrons pass through an aperture in the anode, and travel through a vacuum towards 
a molecular sample. As the electrons interact with the sample they are scattered 
according to diffraction laws (see Section 2.1.1), and go on to create a molecule-
specific diffraction pattern at a suitable electron detector. If the sample happens to be 
a single crystal these patterns will appear as distinct spots of varying intensities; if 
the sample is powdered, liquid, or gaseous, the patterns will consist of a series of 
concentric rings. By analysing these patterns, accurate geometries of the molecular 
structures can be determined for the samples.  
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Figure 1.1: Diagram depicting the basics of a gas electron diffraction experiment. A 
continuous electron beam (silver) is created by passing a current through a tungsten 
filament, before being accelerated towards a grounded anode. The electron beam 
propagates towards a molecular beam (yellow) emitted from a nozzle, where the 
electrons interact with the sample and diffract from it. The diffracted electrons then 
travel towards a detector where the diffraction pattern is recorded.  
 
Until recently, most electron diffraction experiments used continuous beams of 
electrons, with data collected over a period of a time, typically ranging from a few 
seconds to several minutes. During the period of the data collection, the continuous 
electron beam will observe a series of slightly different structures for the sample, due 
to many low-lying vibrational states being populated. As the time taken to collect the 
data is much longer than the duration of these vibrations, the information about the 
structure is essentially blurred, and hence the data obtained are time averaged. The 
idea of TRED is to not only remove some of this “blur” by capturing near 
instantaneous images of vibrationally cooled ground-state molecules, but also to 
monitor how a molecular structure may change upon excitation. This can be 
achieved by using ultrashort pulses of electrons, rather than the continuous beam, 
and using a laser pulse to induce excitation to higher electronic states.  
In gas-phase experiments, vibrationally cooled samples are obtained by 
introducing the sample via a pulsed, supersonic expansion nozzle. This will ideally 
produce a gaseous sample with all of the molecules in the same vibrationally cooled 
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state. Figure 1.2 shows the basics of a TRED experiment where, prior to the electron 
probe arriving at the sample, the molecules can be excited with a laser pulse, 
inducing a change in their structure. By varying the delay between the arrival of the 
laser and the electrons at the sample it is possible to capture images at different 
points during any structural changes. These individual images can then be pieced 
together, like the frames on a film reel, to produce a “molecular movie”. This 
method has the potential to allow for the observation of individual atoms within a 
molecule interacting with one another over time, including whilst undergoing a 
reaction. Although Figure 1.2 shows a set-up for a gas-phase experiment, the sample 
could easily be replaced by a polycrystalline solid or a thin single-crystal solid.  
 
Figure 1.2: Diagram showing the basic TRGED experiment. A pulsed electron beam 
(silver) is created by the ionisation of a gold photocathode using a pulsed laser 
(blue), and accelerated towards a grounded anode. The electron beam then interacts 
with a pulsed molecular beam (yellow), from a pulsed nozzle, which has been 
excited by a pump laser pulse (red). The electrons diffract from the sample and 
scatter towards a detector where the diffraction pattern is recorded.  
 
1.3. History and development of time-resolved gas electron 
diffraction 
In 1924 Louis de Broglie presented his wave-particle duality theorem,
13
 stating 
that all particles have wave-like properties; this means that, given the right 
conditions, electrons can diffract from molecular samples and create interference 
patterns. This was later confirmed by Davisson and Germer,
14
 and by Thomson
15
 
who obtained diffraction patterns from crystalline samples that agreed with Bragg’s 
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laws.
16
 Several years earlier, Peter Debye had demonstrated that it was possible to 
obtain diffraction patterns from gaseous samples using X-rays.
17
 In 1928, Mark and 
Wierl combined these ideas to perform the first gas electron diffraction (GED) 
experiments.
12
  
Since these fundamental experiments were undertaken, electron diffraction has 
become a staple technique in determining the structures of countless molecules in the 
gas phase. However, as already mentioned, most of the molecular structures studied 
have been in the ground electronic state and averaged over many vibrational states. 
By the 1980s the goals of structural chemistry investigations were progressing from 
solely studying static molecular structures towards understanding better how those 
structures change over time. And so the electron diffraction technique started to 
evolve too.  
In 1983, Ischenko et al. devised a method of creating an electron beam that would  
allow molecules to be studied on the microsecond timescale.
11
 Their “stroboscopic 
beam” was created using electromagnetic deflection plates to chop a continuous 
electron beam into a series of pulses, which were then used to study the 
photodissociation of trifluoroiodomethane (CF3I). By implementing the pump-probe 
technique,
18
 an electron probe pulse arrived at different time intervals shortly after a 
laser pump pulse had excited the CF3I molecules. This allowed for the 
photodissociation of the iodine atom from the rest of the molecule to be studied as a 
series of diffraction images, representing the first step towards time-resolved 
electron diffraction.   
Until this point, data from most diffraction experiments were recorded using 
photographic plates or films. This was slow and cumbersome, and meant that the 
photographic medium had to be replaced after each exposure. Ewbank et al. 
implemented a new method of collecting data that used a phosphor screen and a 
photodiode array to detect electrons.
19
 Data could be recorded and viewed almost 
instantaneously on a computer. There was also the added bonus that no films had to 
be replaced, increasing the number of measurements that could be made and 
reducing the time required between experiments. Additionally, the phosphor screen 
would only respond to the arrival of electrons, and not any stray light that could 
affect the quality of the image, as was the case when using a photographic medium.  
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Ewbank furthered the field of electron diffraction again a few years later. The 
shortest electron pulse that Ischenko’s apparatus could produce was limited by how 
fast the electromagnetic deflection plates could be switched on and off. Ewbank 
showed that, by using nanosecond pulsed excimer lasers and a photocathode, he 
could achieve much shorter electron pulses.
20
 This is because an electron pulse 
produced by the ionisation of a photocathode will have similar spatial and temporal 
properties to the laser pulse used to create it.
21
 With this Ewbank was able to observe 
the photofragmentation of carbon disulfide, albeit only with nanosecond resolution.
20
 
Yet, with the advent of femtosecond lasers,
18
 the observation of changes in 
molecular structures on ultrafast timescales soon became a reality. 
During the 1990s development of time-resolved electron diffraction using 
ultrashort electron pulses was undertaken by Zewail et al.
22–25
 Not only were they 
able to achieve electron diffraction on the picosecond timescale using a 50 kV 
accelerating potential, they also developed a significant body of theory to improve 
the technique.
23
 
Most of the early TRED experiments focussed on observing large structural 
changes in single-atom systems, such as the melting process of polycrystalline 
aluminium,
10
 or involved studying small molecules with heavy atoms and well-
defined parameters, such as the elimination reactions of halogenated ethane 
analogues.
25
 Only recently has the Miller group successfully carried out TRED 
experiments for larger organic and biological samples.
6,26
 Such systems exhibit 
subtle structural changes, though the results are no less important and may have a 
significant impact on the wider chemical and biological worlds. 
1.4. Current work in the field of time-resolved electron diffraction 
The Miller group is considered to be one of the leaders in the field of TRED, 
having influenced almost every aspect of the technique, including gas
27
 and crystal
26
 
diffraction, using both kilovolt (keV)
21
 and megavolt (MeV)
28
 electrons. Early work 
by Miller and his then student Bradley Siwick focussed on the development and 
theory of kilovolt TRED experiments. This included showing that the velocity 
distribution of electrons in a pulse has a linear chirp due to the space-charge effect 
that arises from Coulombic repulsions between electrons, and that consequently 
pulse durations could be controlled using electric fields.
29
 In terms of practical 
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studies they observed the melting process of polycrystalline aluminium
10
 and later 
that of bismuth.
30
 The group also developed methods to characterise the duration of 
an electron pulse with the use of lasers and the ponderomotive scattering 
technique.
31–33
 More recently they succeeded in observing the photoinduced 
dynamics of organic molecules, such as the motions that cause the insulator-to-
metallic phase transition in an ethylenedioxytetrathiafulvalene complex [(EDO-
TTF)2PF6],
26
 as well as the ring opening / closing reaction of 1,2-bis(2,4-dimethyl-5-
phenyl-3-thienyl)perfluorocyclopentene, shown pictorially in Figure 1.3.
6
 
 
Figure 1.3: Reversible ring opening / closing reaction of 1,2-bis(2,4-dimethyl-5-
phenyl-3-thienyl)perfluorocyclopentene. The image is redrawn from an image in 
Ref. 6. 
 
After leaving the Miller group Siwick continued his work on TRED, first 
collaborating with Luiten et al. to develop radio-frequency (RF) compressed electron 
guns to yield shorter electron pulses.
34
 Later, at a similar time to Miller, Siwick et al. 
successfully demonstrated the ability to measure the duration of an RF-compressed 
electron pulse using the ponderomotive scattering technique.
35
 More recently Siwick 
has shown how the duration of an electron pulse varies with the charge density 
within the packet, by analysing pulses with different numbers of electrons and 
varying accelerating potentials.
7
 His group has also investigated the photoinduced 
structural changes that cause the semiconducting-to-metal transition in 
polycrystalline VO2.
36
  
Other groups have also attempted to create shorter electron pulses by minimising 
the expansion of a pulse due to Coulombic repulsion, though they have done this 
without the use of RF cavities. One method, set out by Geiser and Weber, makes use 
of mode-locked lasers to produce a train of low-intensity light pulses to produce an 
equivalent train of low-density electron pulses, thus reducing Coulombic repulsion 
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effects.
37,38
 Weber also worked on theory underpinning a reflectron electron gun,
39
 
which utilises equipment, commonly used to improve the resolution of mass 
spectrometry experiments, to produce ultrashort electron pulses. A design for a full 
reflectron gun apparatus was later published by Schwoerer et al.,
40
 but appears not to 
have been built. Instead, Schwoerer et al. have focussed on embracing the space-
charge broadening to create electron pulses with durations of several picoseconds.
9,41
 
After interacting with a sample for which a structural change has been induced, these 
picosecond pulses pass through the deflection plates of a streak camera, causing the 
pulse to be deflected in the transverse direction. As a result, a single point on a 
diffraction pattern is stretched in a fashion that allows one to observe the entire 
temporal profile of the pulse all at once and, therefore, see how the diffraction 
pattern changes as a result of the structural change. This has the potential to allow 
the observation of the entire molecular dynamics of a sample from a single shot of 
electrons, rather than by combining data from multiple pump-probe experiments. 
The previously mentioned MeV apparatus of Miller et al.
28
 is not the only one of 
its kind; nor was it the first to be built. In 2006 Hastings et al. observed the laser-
induced melting of aluminium using relativistic electron diffraction at the SLAC 
National Acceleration Laboratory at Stanford.
3
 MeV accelerating voltages were used 
to create electrons travelling at relativistic speeds, thus reducing the effects of 
Coulombic repulsion that would stretch an electron pulse; this has the potential to 
allow molecular dynamics to be studied with better time resolution compared to 
experiments using a keV apparatus. More recently, similar experiments involving the 
melting of gold have been carried out by Musumeci et al. at UCLA using a 3.5 MeV 
device.
4
 Li et al. have also investigated the melting of gold samples using MeV 
TRED at the Tsinghua Thomson Scattering X-ray source in China,
5
 although they 
combined this with an RF deflection cavity, which performed a similar function to 
the steak camera technology used by Schwoerer et al. to capture the full dynamics 
using a single pulse. Furthermore, the Wann group have been involved in the design 
of a new relativistic electron diffractometer at Daresbury Laboratory, which utilises a 
retired synchrotron electron injector as its electron gun.
42,43
 To date static diffraction 
patterns have been recorded for platinum thin-film samples produced in York.
44
 
Figure 1.4 shows a diffraction pattern collected using several hundred electron 
pulses, with each pulse containing approximately 10
7
 electrons, as well as a pattern 
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produced using a single pulse. As one can see from this single-shot image, the 
diffraction rings are clearly present, although not nearly as well defined as those in 
the pattern that uses several hundred shots. This, however, is an important first step 
towards carrying out practical single-shot TRED experiments. 
 
Figure 1.4: Diffraction patterns for polycrystalline platinum, collected using the 
Daresbury pulsed MeV electron gun, using a) several hundred electron pulses, and b) 
a single electron pulse. 
 
Other groups have taken the basic ideas of TRED and moved in slightly different 
directions. For example, Zewail has now developed techniques for ultrafast electron 
microscopy (UEM), performing experiments that include mounting DNA 
nanostructures across thin porous carbon films, before exciting the vibrational modes 
of the carbon film. This excitation in turn excites the DNA, causing changes in its 
nanostructure that can be observed using UEM. From this they are able to measure 
the force constants relating to the oscillations within the DNA molecules.
45
 Another 
experiment investigated the negative thermal expansion (i.e. contraction) of metal–
cyanide nanoparticles as they were heated.
46
 Here, nanoparticles of 
Fe(pyrazine)Pt(CN)4 on a graphite substrate were cooled to 90 K, and then rapidly 
heated with a train of laser pulses, causing the nanoparticles to decrease in size. 
Initial electron diffraction experiments on the nanoparticle had suggested that the 
particles would shrink as the reciprocal space of the nanoparticle increased after laser 
exposure. This was later confirmed with UEM, where they were able to measure the 
change in size of the nanoparticle on the nanosecond timescale.   
Another alternative TRED experiment has been implemented by Fill and 
Centurion et al. Initially they used ultrashort electron pulses to monitor the laser-
induced plasmas that are required for high-harmonic systems.
47
 Changes in the 
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plasma field were studied in the hope that this would lead to an improved 
understanding of ionisation processes. More recently Centurion et al. have begun 
using ultrafast laser pulses to induce rotational wavepackets in gaseous samples, 
producing a distribution of non-adiabatically aligned molecules in a field-free region; 
the structures of these molecules can then be studied using ultrafast electron 
diffraction.
8,48,49
 This new method should help to reduce the loss of molecular 
structural information caused by the random alignment of molecules in a gaseous 
sample. 
Meanwhile, efforts are ongoing to find new and better electron sources. The main 
focus of this work concerns sources that produce bunches of electrons with longer 
transverse coherence lengths within an electron pulse, allowing for improved spatial 
resolution of the diffraction pattern, yielding an increase in useful structural 
information. This may involve replacing the common gold thin-film photocathode 
with a metallic nanotip,
50–52
 or using laser-cooled gas sources, which have been 
shown to give highly coherent electron beams that could be used in diffraction 
experiments.
53
 
1.5. Why electron diffraction? 
Electrons are not the only probe that can be used for diffraction experiments; as 
mentioned earlier, both neutrons and X-rays can also be used. However, each probe 
diffracts from a sample via different physical means. X-rays interact with the cloud 
of electrons that surrounds an atom, electrons interact with the charge gradient 
surrounding the atomic nucleus, whilst neutrons scatter from the nuclei themselves. 
One might therefore expect neutrons to be best suited to observing how the atoms in 
a molecule interact with one another during a reaction. However, while suitable for 
time-averaged single crystal diffraction experiments, most neutron sources are 
generated by spallation processes, which makes it difficult to produce the pulsed 
beam of particles needed for time-resolved diffraction experiments. One could 
conceive of implementing a shutter system to make a neutron version of the 
“stroboscopic beam” discussed in Section 1.3, but it would be extremely difficult to 
create a pulse of neutrons that was hundreds of femtoseconds long using this 
method, and with a sufficiently large flux to allow data to be collected in a timely 
manner. It is for these reasons that neutron diffraction is generally only used for 
analysing stable solid-state samples, where high-quality data can be recorded over an 
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extended period of time; short-lived and less stable systems are more commonly 
investigated using X-rays and electrons.  
Time-resolved X-ray diffraction has already been routinely used to study the 
dynamics of small molecules and biological systems.
1,2
 However, X-rays deposit far 
more energy into a sample than electrons do for the same number of scattering 
events.
29
 This may damage the sample and is an important consideration when 
performing reversible experiments on crystalline samples. It is also important to note 
that most ultrafast X-ray experiments make use of synchrotron sources and so are 
necessarily performed in relatively few facilities. Whilst work on new table-top X-
ray sources based on ultrafast lasers is lowering these barriers,
54
 for now the 
technology is not yet sufficiently developed to perform gas-phase studies in a cost-
efficient manner. 
It is for these reasons that we have chosen the electron, with TRGED being the 
most effective and efficient method for analysing the dynamics of photoexcited 
structural changes in gas-phase molecules. The rest of this thesis details the theory 
underpinning electron diffraction (including TRGED), as well as the development of 
a novel apparatus that will allow both time-averaged and time-resolved experiments 
to be undertaken.   
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 Background theory Chapter 2.
2.1. Introduction to gas electron diffraction 
This section will discuss the theory and practice necessary to interpret the 
information contained within a diffraction pattern allowing a molecular structure to 
be determined. To provide context for this, examples will be taken from the studies 
of (SiXMe2)2C(SiMe3)2 (X = H, Cl, Br), the refinements for which were performed 
by myself during the first six months of my PhD using data that were collected 
several years previously, but not analysed. This work is complete, and has been 
published in J. Phys. Chem. A. A copy of the article can be found in the “Associated 
publications” section of this thesis, with molecular models and input parameters 
relating to these refinements being presented in Appendix D. 
The equations and derivations presented in the next section relating to gas 
electron diffraction scattering theory, whilst accurate, have been simplified for ease 
of reading. Full equations and derivations on gas electron diffraction theory can be 
found in “Stereochemical Applications of Gas-Phase electron Diffraction – Part A” 
by Hargittai and Hargittai.
55
  
2.1.1. Gas electron diffraction theory 
Generally, a gas electron diffraction pattern will appear as a series of concentric 
rings, similar to those shown for (SiClMe2)2C(SiMe3)2 in Figure 2.1, caused by the 
scattering of electrons from the randomly orientated molecules in the gaseous 
sample. Where these electrons hit the detector depends on a number of factors 
including the energy of the electrons and the types of atoms from which they are 
scattered.  
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Figure 2.1: Examples of gas electron diffraction patterns for (SiClMe2)2C(SiMe3)2 
collected at a) a short sample-to-detector distance, and b) a long sample-to-detector 
distance. 
 
Electrons are scattered according to the charge gradient between the nucleus of an 
atom and its electrons; large and heavy atoms, with more electrons and protons, have 
a larger scattering cross section than their smaller counterparts. As with other 
diffraction techniques, the degree of scattering observed is also dependent on the 
wavelength, λ, of the probing medium. The wavelength of an electron can be 
determined using the de Broglie equation (Equation 2.1): 
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 , Eq. 2.1 
where h is Planck’s constant, me is the mass of an electron and ve is the relativistic 
electron velocity, which is dependent on the accelerating potential, V, applied to the 
electrons. Knowing this, the de Broglie equation can be written as Equation 2.2: 
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Eq. 2.2 
where e is the electronic charge, and c is the speed of light.  
The angle, θ, through which an electron is scattered is dependent on the change in 
momentum between its initial vector, k0, and its new trajectory, k, after scattering, as 
demonstrated in Figure 2.2. 
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Figure 2.2: Diagrammatic representation of the change in momentum, s, of an 
electron from its initial momentum vector, k0, to its new momentum vector, k, 
through a scattering angle, θ.  
 
This change in momentum is known as the scattering vector, s. The magnitude of the 
scattering vector, s (where s = |s|), can be determined by assuming that the scattering 
event is elastic (i.e. |k0| = |k|), and knowing that |k| is inversely proportional to the 
electronic wavelength (i.e. |k| = 2π/λ), to give Equation 2.3: 
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where θ is the scattering angle. Comparing the two images in Figure 2.1, one can see 
that the observed diffraction rings are angle dependent; by collecting data at different 
sample-to-detector distances a wider range of data can be collected. The intensity of 
the scattering, I(s), can be described by the Wierl equation (Equation 2.4): 
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where Fi(s) is the scattering factor for atom i, and rij is the distance between atoms i 
and j. Values for I(s) are obtained from the diffraction pattern by measuring the 
intensity at discrete values of s, which are radially averaged to produce the entire 
scattering intensity curve. The situation in Equation 2.4 where i = j describes the 
scattering from a single atom, implying that the scattering equation can be written as 
a sum of atomic and molecular scattering events, as seen in Equation 2.5: 
      sIsIsI molatomic  . Eq. 2.5 
The atomic scattering is independent of the species of interest and can be easily 
subtracted from the recorded data to leave only the information relating to the 
molecular scattering. Figure 2.3 shows the molecular scattering curves for 
(SiClMe2)2C(SiMe3)2 multiplied by s
4
 [i.e. s
4
Imol(s)]. This step has been taken due to 
the scattering intensity rapidly dropping off as a function of the scattering angle. 
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Figure 2.3: Molecular scattering curves for (SiClMe2)2C(SiMe3)2 collected at (top) a 
short sample-to-camera distance and (bottom) a long sample-to-camera distance.  
 
As seen in Equation 2.4, the molecular scattering curve can be described as a 
series of sine functions and, therefore, a Fourier transform can be used to convert this 
curve into terms for each interatomic distance within a molecule. Equation 2.6 gives 
an example of the type of equation that may be used to convert the data: 
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Eq. 2.6 
where A is a scaling constant, and F(s) is a weighted scattering factor that takes into 
account the amount of scattering contributed by different types of atoms. The 
information obtained from the Fourier transform can be plotted as a radial 
distribution curve (RDC), which shows the relative probabilities that certain 
interatomic distances within the molecule will provide a scattering event. The 
intensity of each peak is proportional to the number of times a certain interatomic 
distance appears within the molecule and the scattering factors [F(s)] of the atoms 
involved; it is inversely proportional to the interatomic distance itself. The RDC for 
(SiClMe2)2C(SiMe3)2 is shown in Figure 2.4, where one can see the distances 
relating to the C–H bonds at ra ≈ 109 pm, and C–Si and Si–Cl bonds under the peak 
at ra ≈ 200 pm. Other longer interatomic distances spanning the rest of the molecule 
can be seen at larger values of ra. 
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Figure 2.4: The radial distribution curve for (SiClMe2)2C(SiMe3)2. 
 
2.1.2. Overcoming challenges associated with GED 
Once the data from a diffraction pattern have been extracted using in-house 
software,
56
 they are then refined in order to determine a molecular structure. 
However, before this step can be carried out, one must understand and counter the 
challenges that arise when interpreting electron diffraction data. 
2.1.2.1. Molecular vibrations 
Whilst the Wierl equation (Equation 2.4) describes how electrons are scattered by 
pairs of atoms separated by specific interatomic distances, it does not take into 
account any vibrations that will occur between the atoms involved. Vibrations cause 
a number of difficulties when trying to determine accurately molecular structures, 
especially at the relatively high temperatures often used to volatalise samples in 
GED experiments. How an electron diffracts depends on the positions of two atoms 
at the exact moment they are probed. However, regardless of whether a molecule is 
analysed using an ultrafast pulse or a continuous beam of electrons, each electron 
will probe a given atom pair at a different position in its vibrational cycle. This 
means that an averaged distance (ra as quoted earlier in Figure 2.4) is observed rather 
than an equilibrium distance (re), leading to something called the shrinkage effect.
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As illustrated in Figure 2.5, it is possible for the distance between two atoms to 
appear shorter than the equilibrium distance due to vibrations. One can clearly see 
from this image that there is only one moment where the molecule is linear and at all 
other times it is bent. This means that the average distance A···C is shorter than 
twice the bonded distance A–B. By understanding how a molecule vibrates it is 
possible to predict average distances from calculated vibrational force constants; the 
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difference between the theoretical average and the calculated equilibrium distance 
can then be used to determine a correction value that can be applied to every distance 
in a molecule. This analysis is routinely carried out using a program called 
SHRINK,
58
 and allows for an approximation of the equilibrium structure to be 
determined from a GED experiment. 
 
Figure 2.5: During vibration of the linear triatomic ABC, the distance between atoms 
A and C is less than twice the bonded distance between A–B. 
 
SHRINK makes use of quantum chemical calculated force constants and 
Newtonian mechanics to describe the atomic motions away from the equilibrium 
structure.
58
 However, this model breaks down when dealing with large and 
anharmonic amplitudes of vibrations. More recent work within the Wann group 
strives to use information from molecular dynamics simulations to better account for 
the effects that the vibrations have on the data collected and help determine 
approximate experimental equilibrium distances.
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2.1.2.2. Weak scattering, similar distances and multiple conformers 
As suggested by Equation 2.4, a diffraction pattern is a superposition of 
interference patterns caused by scattering of electrons from every pair of atoms in a 
molecule. Information relating to the positions of lighter atoms, such as hydrogen, 
can therefore be less dominant than information from their stronger scattering, 
heavier atom, counterparts. This results in larger uncertainties in the distances 
involving lighter atoms, while problems also arise in resolving very similar 
interatomic distances. With reference to Figure 2.4, the C–Si and Si–Cl bond lengths 
in (SiClMe2)2C(SiMe3)2 fall under the same peak as they have similar interatomic 
distances (ra ≈ 200 pm). It is impossible to accurately determine similar distances 
that appear under these merged peaks using GED data alone.  
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Another challenge is that multiple conformers of a molecule may be present in a 
sample during a diffraction experiment. Although a molecule will have a global 
minimum, there will be other local minima on the potential energy surface of the 
molecule, some of which will be sufficiently close in energy to the global minimum 
that they may be populated at the temperature of the experiment. In the case of 
(SiClMe2)2C(SiMe3)2, calculations indicated that there were four conformers that 
could exist during the gas-phase experiment.   
As problematic as these challenges may appear, methods have been developed to 
help overcome them. For example, Bartell demonstrated that information about 
interatomic distances in a molecule obtained from sources other than GED could be 
used as extra experimental data in the refinement process.
60
 This idea was the basis 
of the STRADIVARIUS method
61
 which, in certain cases, allows for information 
from liquid-crystal NMR and microwave spectroscopy
62,63
 to be used in the 
refinement process. This helps to account for some of the missing information 
caused by very similar interatomic distances and allows for more complicated 
diffraction patterns to be resolved. However, the information obtained from these 
additional experiments are themselves limited, and can only help so far. 
Schäfer suggested that information from theoretical methods could provide 
additional data, helping to further overcome the challenge of similar interatomic 
distances.
64
 Quantum chemistry can supply estimates of the interatomic distances in 
a molecule and was the basis of the MOCED method,
64
 which created constraints for 
the refinement process using theoretical information. However, a problem lies in the 
fact that this method assumes that the information from a single calculation is 
exactly correct; it is not able to take into account inaccuracies in any given 
calculation method. 
The SARACEN method improved upon MOCED by using theoretical 
information as flexible restraints, rather than as absolute constraints.
65–67
 SARACEN 
takes information from several calculations and generates restraints for parameters 
that may be poorly defined by GED alone. It defines uncertainties in these estimates 
by analysing the range of values from the series of calculations performed. 
The solution to the multiple conformer problem is closely related to this. By 
obtaining theoretical information about all of the potential minima and their relative 
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energies, one can calculate the amount of each conformer present in the sample for a 
given experiment. The initial refinement process can then be weighted using this 
information before the relative amounts of each conformer are varied to find the best 
fit to the data.  
These examples of the combination of theoretical information with experimental 
data have allowed for larger and more complex molecular structures to be refined. 
2.1.3. GED refinements 
With all of the challenges and solutions to resolving diffraction data discussed 
above being taken into consideration it is possible to carry out a refinement. As 
mentioned, the refinement can be performed more completely by taking into account 
information from external sources, such as quantum chemical calculations. These 
calculations (discussed in full in Section 2.3) are usually the first step in the process 
of determining a molecular structure, and give an idea of the what the structure of the 
molecule is, as seen for example in the case of (SiClMe2)2C(SiMe3)2 in Figure 2.6, as 
well as the presence, or otherwise, of multiple conformers.  
 
Figure 2.6: Predicted structure of (SiClMe2)2C(SiMe3)2, as given by an MP2/aug-cc-
pVDZ calculation run using Gaussian 09.  
 
Once an expected structure has been determined, a model of the molecule is 
written to describe its geometry in terms of bond lengths, bond angles, and dihedral 
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angles. This model is then used to create a theoretical diffraction curve that can be 
compared to the experimental data. The parameters of this model are then refined, 
using a least-squares method, to obtain a goodness-of-fit “R factor”, the value of 
which gets smaller as the fit between the experimental and theoretical data improves. 
As mentioned in the previous section, multiple calculations are run, using different 
methods, in order to obtain the theoretical values for geometric parameters used to 
describe the molecular structure, as well as to yield an estimate in the uncertainty in 
the average value. In Figure 2.7, one can see how the experimental RDC compares to 
the theoretical data, in terms of the difference curve on the lower part of the graph. 
The closer the difference curve of the RDC tends to a flat line, the closer the 
theoretical data tend to the experimental data, and the GED refinement is considered 
complete.  
 
Figure 2.7: The refined RDC shows (top) the experimental curve and (bottom) the 
experimental-minus-theoretical difference curve.  
 
2.2.Theory of time-resolved gas electron diffraction 
Having discussed the theory and practice of refinements for a standard GED 
experiment, we should consider the features and challenges that are specific to time-
resolved experiments. This section will also look at the methods for pulsed electron 
beam simulations, as well as the types of electron guns available for TRED 
experiments.  
2.2.1. Pump-probe experiments 
Pump-probe experiments form the basis of many modern spectroscopic 
techniques,
18,68,69
 which allow for the study of the dynamics of numerous ultrafast 
chemical reactions that are elusive to many static techniques.  
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A typical pump-probe experiment starts by using an ultrafast laser to initiate a 
change in a molecule, such as an excitation into a higher rotational, vibrational, or 
electronic state, some of which may result in a change in structure. This initiating 
laser pulse is the “pump”, and the time at which this pulse interacts with the sample 
is known as time zero.  
Shortly after the pump pulse a second pulse will arrive at the sample to 
interrogate the molecular structure. In most experiments this second pulse will be a 
laser pulse that comes from a delayed beam path that was split from the original 
beam. This delayed beam may, or may not, have been modified in either wavelength 
or duration compared to the pump pulse, so as to be able to “probe” the sample 
spectroscopically. By varying the arrival time of the probe after the pump, one is 
able to monitor how the properties of a molecule evolve over time. TRED uses these 
same ideas, but utilises a bunch of electrons as its probe, instead of a second laser 
pulse.  
2.2.2. Velocity mismatch 
One of the main challenges with TRED is that the electron and laser pulses used 
in the pump-probe experiment do not have the same velocities.
23
 The velocity of an 
electron, ve, accelerated across a potential, V, can be determined by Equation 2.7: 
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where c is the speed of light, e is the electronic charge, and me is the mass of an 
electron. However, no matter how great the accelerating potential, an electron will 
never travel at the same speed as the laser pulse and this limitation poses a serious 
challenge. 
Figure 2.8a is a representation of an electron beam and a laser beam crossing a 
molecular beam. The gaseous sample has a distinct width, wM, and the time it takes 
for a laser pulse, tl, and an electron pulse, te, to cross the width of the molecular 
beam can be determined by: 
 
c
w
t Ml  , Eq. 2.8 
and: 
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As c > ve, obviously te > tl, suggesting that, if both the electron and laser pulses 
started at the edge of the gas pulse at the same time, the electron pulse will soon lag 
behind the laser pulse. Near the front edge of the sample the electron beam will 
essentially observe a molecule in the state initially induced by the laser pulse. 
However, as the laser moves ahead there will be a delay between the pump and 
probe interacting with the molecular beam. This means that, within the width of the 
sample, the electrons will probe a multitude of states and/or structures. One solution 
would be to reduce the width of the molecular beam to reduce the effect of the 
mismatch between the pulses. However, Zewail et al. showed that the experimental 
time resolution also depends on some additional factors.
23
 
 
Figure 2.8: Diagram demonstrating a) the velocity mismatch between a laser (red) 
and electron pulse (blue) that travel along the same trajectory through a sample 
(pink), and b) showing how a laser with a tilted wavefront can reduce the velocity 
mismatch problem. Recreated from a figure in Ref. 72. 
  
As one might expect, the resolution of the experiment also depends on the pulse 
duration of the electron and laser beams (τe and τl, respectively), as well as the 
respective widths of these pulses, we and wl, their velocities, ve and c, and the 
intersecting angle between the two, θ. Knowing these values the overall 
experimental time resolution, τt, can be determined by Equation 2.10: 
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where α is given by: 
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while β in Equation 2.11 is given by: 
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where: 
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These equations allow the overall resolution of a TRED experiment performed using 
simple laser wavefronts to be estimated. However, Baum and Zewail
70
 later showed 
(with further work by Centurion et al.
71
) that by employing a tilted laser wavefront 
the time resolution can be further improved. Figure 2.8b shows how the velocity 
mismatch problem can be overcome. As a result of tilting the laser wavefront, both 
the electron and laser beams move across the sample at the same effective speed. 
The required angle for the laser wavefront can be found using Equation 2.14: 
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In the case of a 100 kV electron beam, the desired wavefront angle would be θ = 
57°.
72
 If achieved, the resolution of the experiment would then be dependent only on 
the durations of the electron and laser pulses: 
 2
l
2
et   . Eq. 2.15 
However, all of this assumes that there is no jitter within the optical setup,
72
 which 
would otherwise cause the laser pulse used to arrive at either the photocathode or 
sample at a slightly different time every time the laser was fired. Such a jitter could 
be caused by timing aberrations within the laser source(s), or small movements of 
the optics caused by vibrations or other artefacts of the experiment. This is the main 
limitation to sub-100 fs experiments that collect data using multiple pulses of 
electrons; hence, there is a drive to create an apparatus that can collect diffraction 
data in a single shot.
73
  
2.2.3. Determining the electron pulse duration and time-zero position 
In order to carry out a TRED experiment effectively, one must be able to 
determine accurately both the duration of the electron pulse and the time-zero 
position, where the pump and probe pulses cross the sample simultaneously. The 
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time-zero point is relatively easy to find using the method set out by Zewail et al.,
24
 
whereby an electron beam and a pump laser cross within the bounds of a molecular 
beam causing the undiffracted spot produced by the electrons on the detector to 
become smaller and more intense. This “lensing effect” is caused by the creation of a 
plasma within the molecular beam that focusses the electron beam, thus providing an 
accurate reference point for identifying the overlap of the pump and probe pulses. A 
similar method was used by Miller et al. for solid-state experiments, relying on the 
copper mesh supporting their sample to create the necessary plasma.
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In early TRED experiments the electron pulse duration was characterised using 
streak camera technology,
24,75
 similar to that previously mentioned in relation to the 
TRED apparatus designed by Schwoerer et al.
41
 By deflecting an electron pulse 
using a rapidly alternating electric field, a normally circular beam profile is streaked 
across the detector. Knowing the force that the electric field applies to the electrons, 
the pulse duration can be determined by measuring how far the electrons have been 
deflected. However, as the deflection plates need to be at least a few centimetres 
long to work effectively, it is not possible to measure the pulse duration at an 
instantaneous point using this method. In the time it takes for a pulse to cross these 
plates, its duration would increase due to space-charge repulsion (see Section 2.2.4). 
These problems increase further when shorter pulses are used as it becomes 
increasingly difficult to switch the electric field of the electrodes fast enough to 
observes sufficient streaking.  
To overcome these problems Miller et al. developed a new technique that allows 
both the time-zero position and the instantaneous electron pulse duration to be 
determined simultaneously using the ponderomotive effect,
31,76
 the force that an 
electron feels due to the spatial change in intensity of a laser beam. The 
ponderomotive force can be described by: 
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where F(r,t) is the force that the electrons feel due to a change in laser intensity,     
 r,tI , at position r and time t. e and me are the charge and mass of an electron, 
respectively, whilst λ is the wavelength of the laser used, ε0 is the permittivity of free 
space, and c is the speed of light. From Equation 2.16, one can see that the larger the 
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intensity gradient used the larger the force the electrons will feel. A large intensity 
gradient can be achieved using optics to focus a laser at the laser-electron interaction 
region, causing electrons to move to a region of lower laser intensity. A pair of 
apertures placed in the path of the electron beam, on either side of the interaction 
region, is used to remove some of the electrons from the outside edge of the pulse. 
As the focussed laser acts on the electron beam one can observe the electrons being 
scattered, causing some of them to be blocked as the pulse passes through the second 
aperture. This affects the intensity of the electron beam reaching the detector and, by 
varying the arrival time of the laser at the crossing point, the temporal shape of the 
electron pulse can be determined by careful measurement of the changes in intensity 
and beam current. 
Whilst useful, the amount of scattering observed using this method is minimal, 
and so this technique has been further improved by Miller et al. to give the grating-
enhanced method.
32
 Here the electron beam is crossed by two counter-propagating 
laser beams from the same source, as seen in Figure 2.9. When aligned spatially and 
temporally the two laser beams interfere constructively and destructively, creating 
nodes of laser intensity in a very narrow region along the axis of laser propagation. 
These nodes create much larger intensity gradients than would be achieved by 
simply focussing a single laser beam. Scattering also now occurs at multiple 
locations (at each node) rather than at a single focal point, making this technique up 
to 100 times more effective than the previous method.
72
 This allows less powerful 
lasers to be used, making the method more suitable for table-top experiments. 
 
Figure 2.9: A simplified diagram representing the set-up used in a grating-enhanced 
ponderomotive scattering experiment. An electron beam (blue) is crossed by two 
counter-propagating laser beams (red), derived from the same source. 
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Where before scattering radiated out in all directions from the focal point, most of 
the scattering now occurs in the axis of the lasers (termed the x axis), due to the 
increased intensity gradient created between the nodes. The force that the electrons 
feel in this axis from the laser standing wave, assuming a Gaussian beam shape for 
the individual laser pulses, can be described by Equation 2.17 (full derivation can be 
found in Ref. 32) as: 
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Eq. 2.17 
where t is time, x, y, and z are spatial coordinates, I0 is the peak intensity of the lasers 
used, and (8 ln 2)
½
wt is equal to the pulse duration of the laser (equivalent to τl in 
Section 2.2.2). The above equation can then be rewritten as a product of a constant 
force, F0, and four other terms, which are dependent only on one of the other 
variables (x, y, z, and t) as seen below: 
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and where (8 ln 2)
½
wf is equal to the width of the laser beam (equivalent to wl in 
Section 2.2.2). 
The image intensity of a laser pulse hitting a detector can be described by the term 
S(τ), where td is the delay time between the laser and the electron pulse, whilst the 
three-dimensional density of an electron pulse interacting with the lasers can be 
described by: 
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where ve is the velocity of the electrons, allowing S(τ) to be written as a convolution 
of both beams, as seen in Equation 2.21: 
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The variance in the pulse duration, σp, of the electron beam can then be determined 
from the variances of S(τ), ft(t), and fz(z) (στ, σt, and σz, respectively) as: 
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giving the duration of the electron pulse as:  
 pe 2ln22   . Eq. 2.23 
2.2.4. Electron pulse dynamics 
As electrons are negatively charged they repel one another in accordance with 
Coulomb’s law. This makes it difficult to confine a large number of them into a 
small volume, as is required in a TRED experiment. Although studies have shown 
that a bunch of electrons produced from a photocathode via laser ionisation will have 
a similar beam width and pulse duration to the laser pulse from which it was 
created,
21,38
 the pulse will start to expand immediately. To obtain the optimal time 
resolution for a TRED experiment this problem must be overcome.  
Whilst the main cause of pulse expansion is space-charge repulsion,
77
 many other 
factors also determine how a pulse will behave. These factors include the energetic 
distribution of electrons at the creation of the pulse,
72,77
 the initial width of the 
pulse,
29,78
 and the relative orientations of the electrodes used to accelerate the 
electrons.
79
 The group velocity of the pulse is also important, as the pulse expansion 
rate from space-charge repulsion slows as a factor of γ3, where γ is the Lorentz 
factor: 
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where ve is the velocity of the electrons and c is the speed of light.
72
 This means that, 
at higher velocities, the electron pulse will expand at a slower rate. 
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Theoretical studies into ultrafast electron pulse dynamics have been carried out 
for decades, with early work focussing on characterising electron pulses inside streak 
cameras.
77
 Observations were made about how a pulse created by ionising a 
photocathode evolves over its time of flight, which naturally set out the basis for 
TRED pulse dynamics. Early simulations made use of custom models that were 
based on electrodynamic theories. One such method, described by Qian et al. and 
called the “fluid model”,78 attempted to look at a pulse created from a photocathode 
and accelerated across a potential, –V0, though an aperture towards a detector, with 
the electron beam width controlled using a magnetic lens. Whilst the basics were 
there, a number of problems existed with how these simulations were 
performed.
29,80,81
 The problems started with the assumption that the pulse had a 
square profile with uniform density, and that the duration of the pulse could be 
determined by measuring the distance between the front and back of the pulse. As 
mentioned, an electron pulse has properties similar to that of the laser pulse that 
created it, suggesting that its shape should be Gaussian in three dimensions, with the 
highest electron density coinciding with the peak power of the laser pulse. This also 
means that the pulse duration should be measured by determining the full-width half-
maximum (FWHM) distance, rather than the distance between the furthest out 
electrons.  
Qian et al. also assumed that the transverse width of the electron pulse would 
remain constant because of the presence of a magnetic lens spanning the distance 
between the anode and the detector. Whilst technically one could do this if so 
inclined, it would not be beneficial to a TRED experiment. Constricting the width of 
the pulse would not only distort the diffraction images, but would also cause the 
pulse duration to stretch artificially. By not being able to expand in the transverse 
direction, space-charge effects will force electrons to spread along the axis of 
propagation, causing the pulse duration to increase.  
Shortly after these studies, Siwick et al. published their own “mean-field model”29 
that dealt with a number of these inadequacies, and with it were able to better predict 
the electron pulse duration. They showed that electron pulses were expanding less 
rapidly in a temporal sense than Qian et al. had predicted. Not only this, they made a 
number of other key predictions with their simulations, including that the initial 
pulse duration has a large effect on how the pulse expands. Shorter initial pulse 
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durations do not necessarily mean that a better pulse duration will be achieved at the 
sample. Assuming that all other conditions are the same, a pulse with a short initial 
duration will have a higher electron density than that of a longer pulse, meaning that 
it will have a faster rate of expansion due to space-charge effects. Depending on the 
conditions, it is possible for the duration of a “shorter pulse” to overtake that of a 
“longer pulse” during propagation and yield a worse time resolution. For example, a 
50 fs pulse containing 10
4
 electrons, accelerated across a potential of just under 30 
kV will expanded more rapidly than a 500 fs pulse containing the same number of 
electrons; once the pulse has propagated for about 2.5 ps (approximately 25 cm) the 
use of an initially shorter pulse will result in a worse time resolution. One must, 
therefore, perform a careful balancing act when trying to optimise the time resolution 
of a TRED experiment. Siwick also showed that although a pulse would have an 
initial Gaussian time profile, this would change over its flight into a more top-hat 
shape, causing FWHM analysis to no longer be as accurate.
29
 
Possibly the most important outcome of Siwick’s work was the discovery that the 
evolution of the velocity distribution of an electron pulse throughout its flight can be 
described as a linear chirp.
29
 This arises because the electrons at the front of the 
pulse are accelerated by the electrons behind them, whilst the electrons at the back of 
the pulse are decelerated by the electrons ahead of them. This means that, with a 
rapidly switching electric field, it should be possible to induce an inverse chirp, 
slowing down the electrons at the front of the pulse, and accelerating those at the 
back, whilst keeping the group velocity the same. The effect of this is to temporarily 
compress the duration of an electron pulse, as will be described further in terms of an 
RF cavity electron gun in Section 2.2.6.3.  
2.2.5. Particle tracer packages 
As discussed in Section 2.2.4, when developing new pulsed electron sources it is 
important to have an understanding of how a pulse of electrons will propagate from 
its source to a detector. This is especially useful in the planning stages of a new 
apparatus, before committing to a design. Thankfully, several commercial particle 
tracer packages are available to help simulate and investigate these properties.  
SIMION
82
, a particle tracer code that makes use of 4th-order Runge-Kutta 
sequences (a series of iterative calculations that allow for the approximation of 
ordinary differential equations), has the ability to produce and render 2D/3D images 
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of an apparatus. These can be produced within SIMION itself, or using CAD 
drawings as a basis. From these models, and with user defined initial conditions, 
SIMION can predict the electric and magnetic field lines within the apparatus. The 
resolution of each simulation is determined by the user, set out by unit cells of a 
defined size, with smaller unit cells leading to more accurately described 
simulations. Time steps are then based on the time it takes for the fastest particle in a 
given simulation to cross a unit cell. In terms of an electron beam propagating 
through an apparatus, this allows one to see how the beam will behave within an 
apparatus and how the electrons will move through the various fields. This can 
quickly tell a user if certain designs of an apparatus are feasible, or not at all 
possible, as well as give approximate properties and dimensions to the electron beam 
being produced.  
Whilst other particle tracers, such as ASTRA
83
 are available, I opted to use 
General Particle Tracer (GPT)
84,85
 for further beam dynamic simulations. GPT uses a 
5th-order Runge-Kutta stepping sequence to measure accurately time steps within 
the simulation, and to predict the behaviour of the ions/electrons within the 
simulations. Whilst it lacks the CAD-like interface to produce representations of the 
magnetic/electric field lines within an apparatus, GPT can perform more precise and 
statistically accurate simulations. This is due to GPT carrying out simulations in a 
space that can be intimately described by the user, rather than defined unit cells as in 
SIMION. GPT is also designed to produce a statistically averaged result within a 
single simulation, unlike SIMION, which uses slightly different initial conditions 
yielding slightly different results each time it is run. If sufficient SIMION 
calculations are run they would eventually combine to produce similar a result to that 
produced in a single GPT calculation, though obviously GPT saves the user time in 
the long run.  
2.2.6. Review of time-resolved electron diffraction equipment  
Now that we have explored the general properties of an electron pulse and how it 
behaves we can look at the types of electron guns that have been designed to best 
control the pulse to obtain the optimal time resolution for a TRED experiment. 
2.2.6.1. Compact electron gun 
This is the simplest electron gun available, and was used in the earliest 
experiments by Zewail et al.
86
 As was discussed in Section 2.2.4, the longer an 
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electron pulse propagates, the longer the pulse will stretch due to space-charge 
effects. With this gun, the distance between the electron source and the sample is 
kept as short as possible (usually a few centimetres) in order to reduce the time that 
the pulse has to expand.  
Generally, this type of electron gun allows experiments to be performed that can 
observe molecular dynamics on the picosecond timescale although, with careful 
design, sub-picosecond resolution can be achieved. The overall time resolution is 
still limited by other factors such as the original pulse duration of the ionising laser, 
the acceleration potential of the gun, and the number of electrons within each pulse, 
with a general upper limit of 10
4
 electrons for sub-picosecond experiments. 
Experiments are normally carried out over extended periods of time, with hundreds, 
if not thousands, of electron pulses used to obtain a significant signal-to-noise ratio. 
For experiments using solid-state samples, this can limit the types of systems that 
can be studied to those that display reversible dynamics, or can require a very large 
number of samples to be prepared.
6,26
 
2.2.6.2. Relativistic electron gun 
The relativistic electron gun is based on the ideas discussed in Section 2.2.4 
where, as the group velocity of the electron pulse tends towards the speed of light, 
the space-charge repulsion lessens due to relativistic effects. This means that there is 
little expansion of the pulse between the electron source and the sample, allowing 
electron pulses to be generated that contain many more electrons (approximately 10
7
 
electrons)
43,44
 without excessive space-charge broadening being observed. This 
raises the possibility of collecting an entire diffraction pattern using a single electron 
pulse, allowing experiments to be run over shorter periods of time, and for samples 
with non-reversible dynamics.  
The biggest obstacle to using a relativistic gun, typically operating at 3-5 MeV, is 
that it needs a high-energy source for the electron pulse. This can generally only be 
provided by national laboratories, using either a specially designed particle injector 
or using “run-off” electron beams from linear accelerators. 
2.2.6.3. RF cavity electron gun 
In Section 2.2.4 the linear chirp associated with an electron pulse as it expands in 
the temporal frame was discussed. At the time, it was suggested that, with a 
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sufficiently fast alternating electric field, one could induce a negative chirp to 
recompress the electron pulse. With a radio-frequency (RF) cavity this idea can 
become a reality.
34
 The RF cavity creates a large electric field that then rapidly 
decreases on the GHz cycle timescale, which is linked to the arrival of the electron 
pulse in the cavity. The rapidly decreasing field strength causes the electrons at the 
front of the pulse to be slowed down, whilst those at the back are accelerated, 
causing the pulse to narrow along the propagation axis, yielding the desired shorter 
pulse duration.  
This method has been used to shorten the electron pulse duration for both 
relativistic
28
 and non-relativistic
87
 TRED experiments. Whilst successful, the 
technique does have difficulties in that the timing of the cycle of the electric field in 
the cavity has to match extremely accurately the arrival of the electron pulse. If the 
timing is not correct there is the possibility that the pulse will be stretched instead of 
being compressed.  
2.2.6.4. Reflectron electron gun 
As mentioned earlier, the reflectron electron gun takes ideas that are commonly 
utilised to improve the resolution of data obtained from mass spectrometers.
88
 When 
used for diffraction, the electron gun fires a bunch of electrons, not directly at a 
sample, but towards a second negatively charged potential source, which is at a 
similar potential to the accelerating potential of the electron gun, as shown in Figure 
2.10. As the electrons travel towards this second potential source they slow down, 
and are eventually reflected back out and directed towards the sample of interest. 
The faster electrons at the front of the pulse penetrate further into the electric field of 
the second potential source than those slower electrons at the back of the pulse. The 
deeper penetrating electrons therefore gain more kinetic energy when their velocities 
are reversed than their slower counterparts. As the pulse leaves the second electric 
field, the slower electrons are now at the front of the pulse and the faster electrons at 
the back. This arrangement causes the pulse to compress in the temporal frame, 
potentially allowing for better time resolution. Although this type of electron gun has 
been simulated to demonstrate its feasability,
40
 no apparatus using this design has yet 
been built.  
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Figure 2.10: Simplified diagram of a reflectron gun showing the temporal 
compression of an electron pulse containing relatively fast (red region of pulse) and 
slow (blue region) electrons. 
 
2.2.6.5. Single-electron electron gun 
Whilst the relativistic electron gun described in Section 2.2.6.2 overcomes space-
charge repulsion by accelerating the electrons to near the speed of light, an easier 
method to overcome this repulsion is to drastically reduce the number of electrons to 
almost a single electron per pulse. This is achieved by reducing the laser power used 
to ionise the electron source, so that statistically only a single electron is produced 
per laser pulse. This electron “pulse” will then have the same duration as the laser 
used to create it, and will retain that duration throughout its flight. The “pulse” will 
also effectively remain well collimated, improving the spatial resolution and 
coherence of the experiment.
38
 
The major problem with this method is the extended length of time it would take 
to collect data using a “pulse” that contained only a single electron. One technique 
used to overcome this involves the use of mode-locked lasers to produce a train of 
low-energy laser pulses that can create multiple electron “pulses” in quick 
succession,
37
 as discussed in Section 1.4. However, this means that the pump laser 
would also have to be a train of pulses, essentially limiting this method to gas-phase 
experiments, as it would be difficult to examine most crystalline samples that require 
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time to relax between shots. With gas-phase experiments, a steady stream of new 
molecules can be sampled with each shot as a near-continuous molecular beam 
enters the diffraction region.  
2.2.6.6. Streak camera electron gun 
A streak camera electron gun is based on the acceptance that an electron pulse 
will stretch in the temporal domain and uses this fact to its advantage.
5,9
 Here, the 
electron pulse typically has a duration of several picoseconds by the time it reaches 
the sample. As discussed earlier (see Section 2.1.2.1), every pulse passing through a 
sample will see that sample in a slightly different state. In a standard TRED 
apparatus this would result in a “blur” being added to the diffraction data obtained, 
hence the need for short pulses. However, in this gun, shortly after the sample the 
electron pulse passes through a streak camera which causes the pulse to be 
“streaked” across the detector. Different regions, relating to different time domains 
within the pulse, land at different points on the camera, which allows the entire 
dynamics of sample to be observed over the timescale of the pulse. This removes the 
need to perform multiple pump-probe experiments with different delays between the 
pulses in order to see the overall dynamics of the sample. However, the potential use 
of this technique is limited. The time resolution of the experiment is not only 
dependent on how fast the streak camera can streak the pulse (the faster the streak, 
the better the time resolution obtained), but also by the transverse size of the pulse in 
the streaking direction. Also, because the diffracted electrons have been acted upon 
by an external force, the observed pattern may be distorted affecting the spatial 
resolution of the experiment.  
2.2.6.7. Electron sources  
As mentioned in Section 1.2, the way that the electrons are produced for TRED 
experiments is very different than for a continuous electron beam, which is created 
by passing a current through a wire filament. Most pulsed electron sources are 
created by the ionisation of a suitable photocathode using an ultrafast laser. The 
photocathode can be made from various materials such as copper,
43
 or tungsten,
51
 but 
the most commonly used is gold.
89
 Gold photocathodes are particularly popular 
because the third harmonic of a Ti:Sapphire laser acts to produce electrons with just-
above-threshold energies, and thus with very little kinetic energy. This helps to 
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improve both the spatial and time resolution of a TRED experiment, as well as the 
transverse coherence of the electron pulses.
72
  
The shape of the photocathode is also important as it affects the nature of the 
electron pulse produced. The most common photocathode is the thin-film cathode. In 
this the laser usually acts on the photocathode by rear illumination to eject electrons 
from the opposite side. This produces an electron pulse that has a similar size and 
duration to the laser that acted upon the photocathode,
21
 and the electrons can then 
be accelerated and used for diffraction. Whilst simple and commonly used for 
diffraction experiments this photocathode does not necessarily produce the most 
coherent beam, a factor important in analysing larger molecular samples and protein 
structures.
38,72
 
Another option is to use a metallic rod with a shaped nanotip end to produce 
electrons.
50–52
 The width of the laser used to ionise the nanotip is usually much larger 
than the tip itself, though the narrowness of the tip creates a very localised beam 
source. With the correct magnetic lens and aperture set-up this can produce a very 
narrow electron beam, with high transverse coherence. However, because the source 
is so localised there is also a high electron density, which can cause significant 
divergence and rapid pulse expansion.
38
 
Recently there have been suggestions that ultracold gases could provide a suitable 
electron source.
38,53
 These laser-cooled atoms and molecules have very little energy 
when the ionisation laser arrives at the ultracold gas, and hence with just-above-
threshold ionisation the electrons produced have very little kinetic energy. This 
produces a highly collimated and coherent electron beam for diffraction purposes. 
The major problem, however, is obtaining the ultracold gases in the first place, as 
they are difficult and expensive to maintain, and one must wait for the gas to cool 
after each ionisation event.  
2.3. Computational methods 
Quantum chemical studies are becoming ever more important in chemistry, and 
these techniques are vital to understanding results from both standard GED and 
TRGED. Quantum chemistry has the ability to predict the ground-state and excited-
state structures, energies, and spectroscopic features of almost any molecule. With 
these calculations it is possible to simulate experimental diffraction patterns for a 
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molecule of interest, as well as to use the theory to help interpret experimental data 
that have already been collected. 
2.3.1. Schrödinger equation and approximations 
A wavefunction is a concept in quantum physics that contains all the information 
about an atomic or molecular system in a particular eigenstate. It is possible to 
retrieve information about the eigenstate, in the form of eigenvalues, from the 
wavefunction with the use of specific operators in an eigenequation, as shown:  
  EHˆ . Eq. 2.25 
Equation 2.25 is the Schrödinger equation,
90
 and it uses the Hamiltonian operator, Ĥ, 
to retrieve the energy, E, of a system from its wavefunction, Ψ. For atomic and 
molecular systems the Hamiltonian consists of two main parts: one that describes the 
kinetic energy terms for the nuclei and electrons in a system, and another that 
describes the potential-energy terms that arise from the electron-electron, nuclear-
nuclear, and nuclear-electron Coulombic interactions within the system, as shown in 
Equation 2.26: 
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Eq. 2.26 
where  is the reduced Planck constant, me is the mass of an electron, mn is the mass 
of a nucleus, Ri and ri are the positions of the nucleus i and electron i, respectively, Z 
is the charge on the nucleus, e is the electronic charge, and ε0 is the permittivity of 
free space. Theoretically, the exact energy of a system can be determined by solving 
the Schrödinger equation. However, due to the many-body problem, it is impossible 
to do this for anything other than single-electron systems, such as H, He
+
, and H2
+
. 
Yet, with the use of several approximations, it is possible to get useful information 
from the Schrödinger equation for multi-electron systems.  
The Born-Oppenheimer approximation states that, because the mass of the atomic 
nucleus is much greater than that of an electron, and that the velocity of an electron 
is greater than that of the nucleus, we can assume that the nucleus will remain 
stationary on the timescale of the electronic motion. This approximation means that 
the kinetic energy between two nuclei will be zero, and allows the potential energy 
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between them to be considered constant. Therefore, the Hamiltonian can be rewritten 
in the form shown in Equation 2.27: 
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Furthermore, one can assume that the electrons in the system move independently of 
each other. As electrons are indistinguishable this approximation allows for the 
whole wavefunction to be described by a combination of many single-electron 
wavefunctions, as detailed in Equation 2.28: 
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Eq. 2.28 
This means that the system need only be solved for one electron, since all of the 
others will be the same. However, it would be a mistake to assume that the electrons 
do not interact with each other at all and a number of methods have been developed 
to account for this. 
2.3.2. Hartree-Fock theory 
The Hartree-Fock method
91
 assumes that each electron within a molecular system 
feels the average effect of all of the other electrons. Hartree assumed that the 
electrons effectively move in a sea of electrons with a density, n(r), described by the 
electronic wavefunction as shown in Equation 2.29: 
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which can then be incorporated into the Hamiltonian to better approximate the 
energy of the system, as shown in Equation 2.30: 
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However, Equation 2.30 overestimates the energy of the system, because it allows 
the electrons to come closer together than Coulombic forces would normally permit. 
This is the “Coulomb correlation problem”, which we will return to. 
Another inaccuracy that is apparent in Equation 2.30 is the “exchange problem”. 
As previously mentioned electrons are fermions and hence indistinguishable, each 
with a spin, si = ½. Since they must obey the Pauli exclusion principle, if the position 
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of two electrons were to be swapped, the wavefunction would have to change sign, 
as demonstrated in Equation 2.31: 
    ,...,...,...,,...,...,..., iijjjjii srsrsrsr  . Eq. 2.31 
This can be accounted for using Fock operators, whereby the electron wavefunction 
is rewritten as a series of Slater determinants, taking into account both the 
asymmetry of the system and the exchange principle.  
By combining the Hartree Hamiltonian with the Fock-operated electron 
wavefunction, this yields the Hartree-Fock (HF) method. One can then invoke the 
variational principle by first estimating the wavefunction of the system, before 
determining its energy using the HF method. The initial conditions are then changed 
slightly and the system is recalculated to see if it has a lower energy than before. 
This method is repeated iteratively until no further change in energy is observed, 
indicating that the system has converged. This method is known as self-consistent-
field (SCF) theory, and is the basis for most quantum chemical calculations. 
The HF method is one of the most commonly used computational methods 
available, though it is still less than perfect because it does not account for the 
Coulombic correlation problem. Several other methods, however, are available to 
account for this effect, with many of them using the HF method at their core. 
2.3.3. Møller-Plesset theory 
Møller-Plesset (MP)
91,92
 theory starts with HF and attempts to account for the 
Coulombic correlation by assuming that the electronic state can be described by a 
perturbation of the HF energy, as the electron correlation will effectively cause a 
slight energy change in the system. The Hamiltonian for MP theory can therefore be 
written as in Equation 2.32: 
   HHH  ˆˆˆ 0  , Eq. 2.32 
where Ĥ(λ) is the perturbed Hamiltonian, Ĥ0 is the unperturbed Hamiltonian 
(generally HF), and H ˆ  is the perturbing potential that is taken to an order of λ. The 
higher the order taken for the calculation, the more accurate the result will be; 
however, this comes at the cost of longer calculation times. 
The most commonly used version of MP theory is MP2,
93
 which uses the second-
order perturbation to carry out calculations, and has a balance between accuracy and 
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rapid computation time. It should be noted that higher levels of theory are available 
(e.g. MP3, MP4).
94,95
 
2.3.4. Density functional theory 
Density functional theory (DFT) is another method that attempts to tackle the 
correlation problem. The theory is based on the Hohenberg-Kohn theorem,
96
 which 
states that the ground-state energy of a system can be directly linked to its electron 
density via a unique functional. This functional describes all of the properties of the 
electrons and how they interact with one another, without explicitly knowing their 
positions. The system can be described by a series of single-electron wavefunctions 
acting within an effective potential mapped by the functional, UDFT(ri), as seen in 
Equation 2.33: 
 
 







i iji ji
dr
rr
rne
Rr
Ze
m
H
0 0
2
, 0
2
2
e π4π42
ˆ


 
 
i
iDFT rU . 
Eq. 2.33 
The main problem with this method is that the functional that relates the electron 
density to the wavefunction is unknown, although several approximations are 
commonly used to simulate the functional. One such approximation is the local 
density approximation (LDA), which assumes that the functional can be simulated 
by an electron moving inside a homogeneous electron gas that has the same density 
as the real system. This can be improved upon using the generalised gradient 
approximation (GGA), which takes into account the electron density variations 
throughout a system. 
One of the most commonly used DFT methods is B3LYP.
97–99
 This hybrid 
functional makes use of Becke’s third functional (an adapted HF method that uses 
Slater determinants with corrections for the electron density gradient) and the LYP 
functional, which accounts for electron correlation.
91
 
Time-dependent DFT (TD-DFT) methods, such as TD-B3LYP,
100
 are available to 
study the excited states of molecules, and assume that a system is initially in a 
ground state before being adiabatically excited. The response of the electron density 
of the system is then analysed before its energy is determined. 
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2.3.5. Complete active space self-consistent-field theory 
The main feature of complete active space self-consistent-field (CASSCF)
101
 
theory is its ability to focus on specific electronic configurations within a molecular 
system, by selecting whether orbitals are in an active or inactive space, as shown 
pictorially in Figure 2.11. The user-defined active space contains orbitals, both 
occupied and unoccupied, that allow the calculations to be focussed on the electronic 
states of interest, such as those orbitals involved in the electronic transitions. The 
remaining orbitals are in the inactive space, and are left untouched, populated by 
either two or zero electrons. Within the active space, orbitals are not required to have 
integer numbers of electrons (but do tend towards this) as electrons are partially free 
to move about, helping to account for electron correlation effects. 
 
Figure 2.11: Pictorial representation of the active and inactive space within a 
molecule in a CASSCF calculation. Figure based on an image from Ref. 91. 
 
As the active space is defined by the user (unlike in TD-DFT), a good 
spectroscopic knowledge of the molecule of interest is necessary in order to choose 
the correct orbitals for the active space. Within the chosen active space, the user is 
able to define the electronic transitions required to investigate the state in which they 
are interested. If needed, one can restrict the active space further with the use of 
restricted active space self-consistent-field (RASSCF) theory, which allows a 
specified number of electrons to be associated with an orbital, in order to observe 
particular transitions. 
As with most computational methods, CASSCF calculates its wavefunction as a 
series of Slater determinants and coefficients. In most SCF techniques, for example 
HF, these determinants are based on the molecular orbitals of the system of interest, 
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whilst the coefficients are constants that can be optimised to determine the energy 
minimum of the system. However, in multi-configuration self-consistent-field 
(MCSCF) theories, such as CASSCF, the determinants that describe the orbitals are 
optimised as well as the coefficients to obtain an energy minimum. To reduce the 
computational time, it is common for the starting determinants to be taken from HF 
or other SCF methods.
91
 
2.3.6. Basis sets 
Although the methods used to solve a molecular wavefunction have been 
discussed here, the wavefunctions themselves have not yet been examined. If the 
type of wavefunction used in a calculation cannot describe the system effectively 
then the calculation is meaningless. 
Generally, the region in which an electron is likely to be found around a nucleus 
can most easily be calculated using a series of Gaussian functions, and so naturally 
these tend to be used to define a wavefunction. The collection of Gaussian functions 
used to describe each atom in a system is called its basis set. The more Gaussian 
functions used to describe the orbitals, the more accurate the calculations become, as 
features of the orbitals are described more precisely. Basis sets that only use one 
function to describe an orbital are generally termed as single-ζ basis sets, while those 
that use two functions to describe an orbital are known as double-ζ basis sets, and so 
on in a similar fashion for higher level basis sets.
91
 In this work, two main types of 
basis sets were used: Pople-style basis sets, and correlation-consistent basis sets. 
2.3.6.1. Pople-style basis sets 
Pople-style basis sets
102
 are some of the most commonly used basis sets in 
computational chemistry.
91
 They utilise a series of Gaussian functions to describe the 
different orbitals for each atom, and are generally denoted in the following fashion: 
k-nlmG, where the G tells us that Gaussian functions have been used. For example, 
the basis set 6-31G,
103,104
 used for low-level calculations, uses 6 Gaussian functions 
to describe the core electrons, and a set of split-valence functions, with 3 to describe 
the inner valence electrons and 1 to describe the outer valence orbitals. 6-311G
105
 is 
a similar type of basis set, generally used for heavier atoms, but the valence shell is 
split into three parts, with 3, 1, and 1 functions used. 
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Certain additional modifications can be made to Pople-style basis sets. If a “+” is 
indicated after the nlm terms (e.g. 6-31+G), this shows the addition of diffuse s- or p-
type orbitals for all of the heavy atoms. A second “+” (e.g. 6-31++G) also adds 
diffuse s orbitals for hydrogen atoms. Terms after the G relate to additional 
polarisations that one may wish to consider. For example 6-311++G(2df) will add an 
extra two d orbitals and one extra f orbital to all of the heavy atoms, whilst 6-
311++G(2df,2pd) will also add an extra two p orbitals and a d orbital to the 
hydrogen atoms. If one only wants to add one extra polarisation to the basis set, it 
can be achieved by placing a “*” after the G. For example 6-31G* is the same as 6-
31G(d), whilst 6-31G** is equivalent to 6-31G(d,p). 
2.3.6.2. Correlation-consistent basis sets 
As the name suggests, correlation-consistent basis sets aim to account for the 
correlation term between electrons.
91
 This is achieved by grouping together all of the 
types of orbitals with similar correlation terms. For example, the energy of a system 
can be lowered by initially looking at the first d orbital. To increase the accuracy of 
the calculation again, the second d orbital can be included. However, this orbital has 
similar correlation characteristics to the first f orbital, and so it must also be 
included. Likewise, the third d orbital has similar correlation characteristics to the 
second f orbital and the first g orbital. Overall, to increase the accuracy of a 
calculation, the sets of orbitals are added in the following order: 1d, 2d1f, 3d2f1g. 
Different levels of correlation-consistent basis sets, including cc-pVDZ, cc-pVTZ, 
cc-pVQZ, cc-pV5Z (standing for “correlation consistent polarisation valence double 
/ triple / quadruple / quintuple zeta”),106,107 are available. Each step up increases the 
ζ-factor by one and adds another group of polarisations to the calculation. These 
basis sets can be augmented using an “aug-” prefix, which adds an additional series 
of small diffuse functions (e.g. 1s1p1d) to the basis set. One significant advantage of 
correlation-consistent basis sets over Pople-style ones is that calculated parameters 
can be extrapolated to the basis-set limit. 
2.3.6.3. Pseudopotentials 
Pseudopotentials, also known as effective core potentials (ECPs), are a special 
type of basis function that can be added to calculations to reduce the amount of 
computational power needed. They are generally used for heavy atoms and work by 
describing the core electrons of an atom using a single function. However, it must be 
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ascertained that the single function used gives a similar energy to the full basis set, 
otherwise the approximation will be useless. Certain basis sets are designed to do 
this automatically; for example, placing the suffix “-PP” after a correlation-
consistent basis set will create a pseudopotential for heavier atoms. 
2.3.7. Computational packages 
To investigate the theoretical properties of a molecule there are several readily 
available computational packages that can carry out the large number of calculations 
that are necessary. One commonly used package is Gaussian,
108
 which allows for 
most theoretical calculations (HF, DFT, CASSCF, etc.) to be carried out relatively 
easily. It allows initial estimated structures of molecules to be inputted and for these 
to be analysed using the theoretical method and basis sets of choice. Gaussian is a 
general-purpose package that can be used to study molecules of almost any size 
given enough time.  
Another package used in this study was MOLPRO,
109,110
 which specialises in 
implementing the MCSCF methods, such as CASSCF, and molecules with high 
degrees of symmetry. It uses the high symmetrical features of a molecule to its 
advantage in order to reduce the amount of time a calculation takes to run.  
2.3.8. Molecular dynamics and Newton-X 
The computational techniques discussed so far can yield the structures of stable 
and intermediate species, but struggle (at least without some help) to determine how 
exactly the molecules move between these states, and over what timeframe. As the 
focus of TRED is to understand better the dynamics of the structural changes that a 
molecule undergoes following some stimulus it would be beneficial also to study 
such dynamics computationally. Thankfully, computational packages that help to 
simulate these types of experiments exist, with Newton-X used for this work.  
Newton-X
111–113
 allows for the nuclear motions of a molecule to be studied in 
response to changes in its electronic structure. Starting with an initial set of atomic 
coordinates, force constants are calculated using a software package of choice (such 
as Gaussian) at a level of theory chosen by the user. From these calculations, 
Newton-X determines the kinetic energy of each atom within a molecule using 
simple Newtonian mechanics, determining how the individual atoms are likely to 
move over a set time step. Once the atoms have propagated to their new positions, 
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the new atomic coordinates are fed back to computational package and the process of 
calculating the force constants is repeated.  
When carrying out the force-constant calculations Newton-X looks at multiple 
electronic states and, with the use of non-adiabatical statistics and a stochastic 
algorithm, makes a decision about which electronic state the molecule is likely to be 
in, making any necessary changes between the time steps. Energy is conserved in the 
system during these changes of state by scaling the kinetic energy of the atoms 
between time steps. For example, if the calculation determines that there is a 
statistical probability that the molecule will hop from a lower potential-energy 
surface to a higher one (i.e. it enters an excited state), the kinetic energy of the 
system is reduced, and vice versa. If there is not enough kinetic energy in the system, 
no surface hopping is observed.  
Temperature is also taken into account using the Andersen thermostat,
114
 which 
generates a canonical ensemble of random energies for each atom with a mean 
kinetic energy determined by the force-constant calculations, though now with a 
standard deviation equal to kBT(3N/2)
1/2
 (where kB is the Boltzmann constant, and N 
is the number of atoms). It keeps the kinetic energy in check with a series of random 
collisions, which follow the Poisson distribution using a chosen collision frequency, 
ν, which redistributes the kinetic energy across the system after each collision. 
In order to have good statistics, Newton-X has the ability to run multiple 
calculations all at once, with each calculation starting from a slightly different 
geometric structure, and hence evolving in a slightly different way. This allows the 
user to get a better idea of the overall average mechanics of the molecular system.   
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 Apparatus design, development and Chapter 3.
experimental set-up 
3.1. Compact electron gun 
As discussed in Section 2.2.6, there are numerous types of TRED electron gun 
designs that could have been adopted for this project. In order to keep things simple, 
however, a TRED apparatus based upon the ideas of the compact electron gun design 
was chosen as it met our requirements, and was the most likely to yield results in the 
timeframe set for this project. Other apparatus designs, such as ones that included RF 
cavities, would not have been a wise choice for a group starting out in TRED studies, 
such as ours, as other groups, with a decade or more of experience in the field, were 
still struggling to build a reliable apparatus. Nor was a relativistic TRED apparatus 
ever an option, as this would have required a source of MeV electrons, well beyond 
the capabilities of most universities. The simplicity of the compact electron gun 
allowed for on-the-fly adjustments to be made when necessary and for new 
components to be incorporated with relative ease. Any other type of gun would have 
left less room for customisation further down the line if it was ever needed. 
The apparatus that has been built for this project is shown in Figure 3.1, as it 
looked when it was first assembled. It can be described as two separate chambers: 
the electron gun chamber, and the diffraction chamber. The electron gun chamber 
consists of the electron gun, high-voltage feedthrough, and an anode plate that acts 
the division between the electron gun chamber and the diffraction chamber. The 
diffraction chamber has numerous ports to allow for various instruments to be 
inserted, a magnetic solenoid lens for electron beam control, translators for sample 
manipulation, and a detector to collect diffraction data. 
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Figure 3.1: Photograph of the assembled apparatus. 
3.2. Apparatus design 
The following sections detail the design of each chamber and its associated 
components in full. Most of the vacuum components for the TRED were 
manufactured by Allectra GmbH, unless stated otherwise. Where applicable, 
technical drawings for the original components are given in Appendix A. 
3.2.1. General set-up 
Figure 3.2 shows a simplified version of the experimental set-up to help 
understand the design and structure of various aspects of the apparatus as they are 
discussed throughout this chapter. 
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Figure 3.2: A schematic representation of the general experimental set-up showing 
A) Ti:Sapphire laser, B) beam splitter, C) third harmonic generation set-up, D) high-
voltage feedthrough, E) photocathode ionisation laser path, F) delay stage, G) 
photocathode, H) magnetic lens, I) electron beam, J) sample position, K) pump laser 
path, L) electron detector, and M) CCD camera. 
 
In this set-up a laser from a Ti:Sapphire source (A) is split in two using a beam 
splitter (B), with one branch passing through a THG set-up (C) converting 800 nm 
light to 267 nm. This 267 nm ionisation laser beam (E) is directed using mirrors onto 
the translation stage (F), which allows the time delay to be controlled for pump-
probe experiments. From this delay stage the laser is directed into the electron gun 
chamber via a viewport, passing through the electrode mount to the photocathode 
(G). The ionisation of the photocathode by the laser creates the pulsed electron beam 
(I) that is accelerated by the negative potential applied to the photocathode from the 
high-voltage feedthrough (D), towards the grounded anode, which effectively 
isolates the electron gun chamber from the diffraction chamber. A small aperture in 
the anode allows the electron beam to pass into the diffraction chamber, where it is 
focussed using a magnetic lens (H), before travelling towards the sample (J). With 
successful diffraction the electron beam is scattered towards the microchannel plate 
(MCP) and phosphor screen detector (L), where images are recorded using a charge-
coupled device (CCD) camera (M). Meanwhile, the other 800 nm laser beam (K) 
from the beam splitter (B) enters the diffraction chamber perpendicularly to the 
electron beam and is used for pump-probe and electron beam diagnostic 
experiments.  
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3.2.2. Electron gun chamber 
The electron gun depicted in Figure 3.3 is where the pulsed electron beam is 
created, from the ionisation of a gold photocathode using a 267 nm femtosecond 
pulsed laser beam. As mentioned already, the main components of the electron gun 
include the photocathode (which is discussed in more detail in Section 3.2.4), an 
electrode and its mount, a high-voltage feedthrough, and the vacuum chamber that 
encloses all of this. Most of the components described here are made from non-
magnetic 316LN stainless steel unless stated otherwise. 
 
Figure 3.3: Cut-through diagram of the electron gun chamber, detailing its assembled 
form. 
 
The cylindrical electrode, shown in more detail in Figure 3.4, is 50 mm in both 
diameter and length, and has its outside edges rounded to a 2 mm diameter to prevent 
unwanted discharge from discontinuities in the electric field that may be caused by 
sharp corners.
115
 A 10 mm diameter bore runs from one face of the electrode to the 
other to allow the laser beam to reach the photocathode, which sits in a 13 mm wide, 
0.5 mm deep recess in the front face of the electrode. Due to the precise shape of this 
groove, the photocathode is able to sit in the electrode freely whilst the electrode 
cover (discussed shortly) is in place.   
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Figure 3.4: CAD drawings of a) the front view of the electrode, b) the rear view of 
the electrode, c) the photocathode in the electrode, and d) a photograph of 
photocathode sitting in the electrode. 
 
A 25 mm diameter, 25 mm deep rounded bore in the back of the electrode (visible 
in Figure 3.4b) allows for the ceramic electrode mount to be inserted. This 
cylindrical mount, manufactured from MACOR by Multilab, is 315 mm long, 37 
mm wide, and has a 19 mm diameter bore down the centre. The front end of the 
ceramic narrows to a 25 mm diameter, so that it can be inserted into the back of the 
electrode, and is fixed to the electrode with ceramic cement. The opposite end of the 
ceramic is similarly fixed into a bored 2.75” CF flange. The inner and outer surfaces 
of the mount are ribbed to increase the surface area of the ceramic to help prevent 
any charge creep that may occur from the use of high voltages.
115
  
The 2.75” CF flange of the ceramic mount is attached to a 4.5” CF “degassing” 
flange, which has a series of holes in it that allow for the bore in the mount to be 
evacuated and vented effectively. The complete electrode and mount is shown in 
Figure 3.5. 
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Figure 3.5: CAD drawing showing the electrode mounted on the ribbed ceramic 
mount and 2.75” CF flange, and attached to the 4.5” degassing flange.  
 
The electrode and mount are then attached to the rear 12” CF flange of the electron 
gun chamber, as shown in Figure 3.6. On the opposite face of this flange there is a 
2.75” CF flange with a DUV quartz window to allow entry for the photocathode 
ionisation laser. 
 
Figure 3.6: CAD drawing showing the electron gun mounted on the rear flange of 
the electron gun chamber, with a 2.75” DUV quartz viewport on the air side, and 
high-voltage feedthrough entering the chamber.  
 
The high-voltage feedthrough is mounted on a 6” CF flange and enters the gun 
via a flanged pipe on the rear 12” flange of the chamber. A connection between the 
high-voltage feedthrough and the electrode is made using a shaped ¼” steel rod, 
which is held in place against the electrode by a ceramic cover that sits over the 
electrode. This ceramic cover, also made of MACOR by Multilab, helps to prevent 
unwanted discharge between the electrode and the walls of the chamber.  
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Outside the chamber, a Faraday cage was built to prevent any in-air arcing at the 
point where the high-voltage source enters the apparatus via the feedthrough, and to 
prevent any person coming into contact with the high-voltage when it is on. The 
cage, seen in Figure 3.7, consists of a 1 m long, 22 cm diameter Perspex tube, with 
aluminium ends, and has a grounded wire mesh wrapped around the outside of this 
tube to help to disperse any discharges that may occur.  
 
 
Figure 3.7: Photograph of the Faraday cage surrounding the high-voltage 
feedthrough.  
 
The cylindrical electron gun chamber, shown in Figure 3.8, is 11” long, and 
capped at both ends by two 12” CF flanges. Four 6” CF ports at right angles to each 
other around the circumference of the chamber allow for vacuum pumps (see Section 
3.2.6 for more detail) and other instruments to be attached. 
  
68 
 
 
Figure 3.8: CAD drawing of a) the sealed electron gun with the protruding barrel and 
attached anode plate, and b) the anode plate itself, with a hole in centre for the anode 
plug to be inserted. 
 
On the front end of the chamber is the barrel of the electron gun, a 70 mm long 
extrusion built upon a double-knife-edge 12” CF flange. When the electron gun 
chamber is attached to the diffraction chamber, this allows the electron gun to 
protrude into the diffraction chamber. A titanium anode plate, shown in Figure 3.8b, 
is attached to the front of the barrel, and acts a barrier between the two chambers, 
helping to prevent any gas that may be introduced into the diffraction chamber 
during experiments from entering and contaminating the electron gun. As the name 
suggests, the anode plate also acts as the grounded electrode used to accelerate the 
electrons produced at the photocathode. In the centre of the anode plate there is a 10 
mm wide hole for a titanium anode plug, shown in Figure 3.9, to be inserted. 
 
Figure 3.9: CAD drawings of a) the front face and b) the rear face of the anode plug. 
 
The anode plug is the final component of the electron gun, allowing for an even 
electric field between it and the photocathode. The front face of the anode plug 
(Figure 3.9a) is 12 mm wide and has a 2 mm hole in its centre that goes most of the 
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way through the plug for an aperture to be inserted, allowing more control over the 
properties of the electron beam that enters the diffraction chamber. The rear face of 
the plug (Figure 3.9b) has a reduced diameter of 10 mm, allowing it to be inserted 
into the anode plate. The bore through the centre narrows to 1 mm on this face to 
prevent the inserted aperture from falling into the electron gun. 
With the electron gun set-up as detailed as above, the distance between the 
photocathode and the anode is approximately 17 mm, and this is the distance used 
for most of the experiments detailed in this thesis. The photocathode-to-anode 
distance can be reduced by introducing spacer plates between the electron gun mount 
and the electron gun rear flange.  
3.2.3. Diffraction chamber 
The diffraction chamber mainly consists of the 14” cube that is shown in Figure 
3.10.  The cube has 1” thick walls, and has a 12” CF flange port on each face of the 
cube. Four tapped M12 holes can be found on the top and bottom external faces of 
the cube that help with the initial positioning of the apparatus, and allow for “feet” to 
be inserted, to control the level of the chamber. Four tapped M6 holes can also be 
found in the internal top and bottom faces of the cube, to allow for extra components 
to be fixed securely within the chamber.  
 
 
Figure 3.10: CAD drawing of the 14” cubic diffraction chamber with flanges and the 
electron gun (seen to the top left) attached.  
 
Of the six flanged faces on the cube, one is used to attach the electron gun to the 
diffraction chamber, whilst the flange opposite has a 12”-8” CF reducer flange 
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attached, which can either allow for electron detection equipment to be installed 
directly, or for the addition of other vacuum chambers to increase the flight region 
for the electrons. Attached to the bottom flange is the main vacuum pump (detailed 
further in Section 3.2.6). The remaining side and top flanges are sealed with 
customised 12” CF flanges, pictured in Figure 3.11, which also allow instruments to 
be inserted into, and viewports to be attached to, the chamber. The side flange 
(Figure 3.11a) has three 2.75” CF flange ports that run through the horizontal axis, 
and are unevenly spaced to allow for a range of port positions. The top flange 
(Figure 3.11b) has three 2.75” CF ports in the same positions as the side flange, but 
also two extra ports to allow for extra instruments to be attached. 
 
Figure 3.11: CAD drawings of a) the 12” CF side flange and b) the top flange used 
to seal the main diffraction cube.  
 
3.2.4. Photocathodes 
The photocathodes created for the apparatus, represented pictorially in Figure 
3.12, are based on photocathodes used by Miller et al.
21,72
 A 13 mm wide sapphire 
disc is coated with a thin film of gold on one side, and a thicker film of a conductive 
metal (e.g. chromium/aluminium) on the other side and around the edges. The gold 
thin film creates the electron pulses after ionisation by a laser; the conductive metal 
layer on the opposite side and around the edges ensures a strong conduction between 
the gold side of the photocathode and the electrode. So as not to impede the arrival 
of the laser at the gold film, a “window” on the back side of the sapphire is left 
metal-free to allow for the laser to pass through the disc.  
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Figure 3.12: CAD drawings of a) the front and b) the rear sides of the photocathode. 
 
The metallic films were applied to the sapphire disc using evaporation-deposition 
techniques (as provided by Dr Oleg Nerushev at Edinburgh and Dave Coulthard in 
York). To ensure that the there is a good overlap between the two films the sapphire 
disc is held at angle during deposition to coat the disc edge where the films meet. A 
custom holder, made of aluminium and shown in Figure 3.13, was designed to allow 
multiple photocathodes to be coated at once. 
 
Figure 3.13: CAD drawing of a) the front and b) the back of the photocathode 
holder.  
 
The holder allows for up to five photocathodes to be created at once, with each 
sapphire disc placed in a hole, and supported on small ledges. Square notches above 
and below the position of each disc allow for gold/conductive metals to be deposited 
onto the edge of the disc when the holder is held at an angle. As shown in Figure 
3.14, the conductive layer is applied first to the back and sides of the sapphire disc, 
with a small piece of aluminium foil in place to prevent deposition in a region to 
obtain the desired “window”. The thickness of this layer, although never measured, 
is at least 100 nm to ensure it has bulk-like properties. 
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Figure 3.14: A diagrammatic representation of a) a conductive metal layer and b) a 
gold film being deposited onto the sapphire disc.  
 
The gold film is then added to the opposite side of the photocathode, with the disc 
sitting so that the conductive edge faces the rectangular slot in the holder. As the 
thickness of the gold layer is important, the deposition rate is carefully monitored, so 
that a suitable thickness of approximately 20 nm is obtained. The finished product is 
shown in Figure 3.15; the layer of gold is thin enough that the conductive metal on 
the opposite side of the sapphire disc can be seen. 
 
Figure 3.15: Photograph showing the complete photocathode with the gold side 
facing up.  
 
Once complete, the photocathodes are tested to ensure that there is a good 
electrical contact between its two sides; this is achieved by placing the photocathode 
gold-side down on a sheet of aluminium foil, and testing the resistance between the 
foil and the conductive metal using a multi-meter. Those cathodes that show an 
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infinite resistance on the multi-meter do not have a suitable overlap between the two 
layers, and are discarded. The photocathodes that do pass the resistance test can be 
used in the apparatus, being mounted in the electrode of the electron gun, with the 
conductive edge pointing downwards to ensure that there is sufficient electrical 
contact between the photocathode and electrode.  
3.2.5. Electron detection equipment 
The electron beam can be observed either visually using the diffraction detector 
equipment shown in Figure 3.16 and a CCD camera, or by measuring its charge 
using a Faraday cup and electrometer.  
 
Figure 3.16: Photographs of the detector set-up consisting of a) a phosphor screen 
and b) a microchannel plate, mounted upon an 8”-4.5” CF reducer flange. An 
aluminium beam block, used to measure the current of the beam, sits in front of the 
MCP. Photograph c) shows the fully assembled detector, complete with a grounding 
mesh in front of the MCP.  
 
The detector is constructed from a phosphor screen and a microchannel plate 
(MCP) image intensifier. The phosphor screen, made by TMS Vacuum, consists of a 
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115 mm diameter, 3 mm thick glass plate coated with approximately 50 μm of P22 
phosphor, with a secondary 50 nm aluminium coating on top of that. When electrons 
strike the phosphor they cause it to phosphoresce, allowing the position of the 
electron beam on the detector to be observed using a CCD camera. The aluminium 
coating on top of the phosphor is thin enough for electrons to pass through 
unimpeded; the conductive coating also helps to dissipate the build-up of charge 
caused by electrons hitting the detector. The screen is mounted in an aluminium case 
(manufactured by York’s Department of Chemistry mechanical workshop) which 
itself can either be mounted directly onto an 8”-4.5” reducer flange (Figure 3.16a) or 
upon a series of rods before being fixed to the flange (Figure 3.16b). As briefly 
mentioned, the phosphor screen can be viewed using a CCD camera (Stingray F-
146B) and lens (Schneider 17 mm focal length) through a 4.5” CF viewport attached 
to the opposite side of the 8”-4.5” CF reducer flange. Images are recorded on a 
computer and analysed as described in Section 5.4. When working with the MCP, 
the phosphor screen must have a positive potential across it, which is provided using 
a Stanford PS350 power supply. 
The MCP image intensifier placed in front of the phosphor screen is used to 
enhance any image produced by the diffracted electrons. The MCP used here was 
previously used in Edinburgh as part of a time-averaged electron diffraction 
apparatus and is described in detail in the thesis of Dr. Robert S. Fender.
116
 The 
MCP has a 75 mm diameter active area (with a 6 mm diameter hole in the centre) 
consisting of semiconducting micropores made from metallised glass. These pores 
create a cascade of electrons when an energetic particle hits one of the channel walls 
(generally 10
6
 electrons are created for every impinging electrons).
116
 Eventually the 
cascade will leave the opposite side of the MCP, and the electrons are drawn towards 
the phosphor screen by the positive potential applied to the screen. The image is 
therefore enhanced compared to one collected without an MCP. The MCP helps to 
reduce the time needed to collect diffraction data, as well as allowing the observation 
of less intense scattering rings in the diffraction pattern. For the MCP to work a 
potential must be applied across it, so as to draw the cascading electrons through. 
This is achieved by grounding the front face of the MCP (i.e. the face nearest to 
electron gun), whilst applying a potential from a Vortec 3 kV power source across its 
back face.  
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In front of this detector, a 7.5 mm diameter aluminium beam block sits over the 
hole in the MCP. This prevents the main part of the undiffracted beam from hitting 
the phosphor screen, effectively increasing the dynamic range of the camera. The 
block also acts as a Faraday cup for measuring the electron beam current. The block 
is attached to a wire that passes through a BNC connector which then leads to a 
picoammeter. The Keithley 6485 digital picoammeter allows the current of the 
electron beam to be measured accurately, and is linked to the laser signal-delay 
generator in order to be triggered to read around the arrival time of the electron beam 
on the detector. 
As seen in Figure 3.16, a grounded copper mesh is mounted before the assembly 
described above. This helps to ensure that much of the flight region of the electrons 
between the anode and the detector is free of electric fields. The mesh is sufficiently 
transparent to the electrons that they pass through unimpeded.  
3.2.6. Vacuum system 
All of the pumps and associated vacuum equipment used in this project were 
purchased from Edwards, except where otherwise stated. A diagram showing the set-
up can be seen in Figure 3.17. To prevent gas flow from one chamber to another, the 
electron gun and diffraction chambers are differentially pumped. The diffraction 
chamber is pumped by an STP-A2203C magnetically levitated turbomolecular 
vacuum pump which is backed by an XDS35i scroll pump; the electron gun is 
evacuated by a smaller STP-301C turbomolecular pump, backed by an nXDS10i 
scroll pump.  
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Figure 3.17: Diagram showing the vacuum set-up for the apparatus, which includes a 
pair of turbomolecular pumps (STP-A2203C and STP-301C), backed by scroll 
pumps (XDS35i and nXDS10i). 
 
Both chambers are initially evacuated using the XDS35i scroll pump, to ensure an 
even pressure drop on either side of the anode plate. Once the pressure has dropped 
to a sufficient level (around 4×10
-2
 mbar) a switch valve is used in the backing line 
to effectively isolate the two chambers, allowing each chamber to be pumped by its 
respective scroll pump. The pressure in the apparatus can be returned to atmospheric 
pressure by the controlled introduction of nitrogen via a gas line attached to both 
chambers. To ensure that the apparatus remains vacuum tight when the pumps are 
off, and to prevent a backflow of air through the turbo-pumps as the scroll pumps 
shutdown, a pair of solenoid valves are used in the backing line to isolate the 
chambers.  
For relatively low vacuums (i.e. above 1×10
–4
 mbar) the pressures in both backing 
lines and the diffraction chamber are monitored by Active Linear Pirani gauges. 
Pressures below this (down to 1×10
–9
 mbar) are monitored using a set of Active-
Inverted Magnetron gauges. All pressures are indicated using an Edwards Instrument 
Controller.  
3.2.7. High-voltage power supply 
The PNChp-100000-1-neg high-voltage power supply was purchased from 
Heinzinger, and has the ability to provide a potential of up to –100 kV, with a 
precision of ± 0.01 kV, and a stability of up to 0.001%. A current of up to 20 mA can 
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also be applied using the power supply if required (to a precision of 1×10
–4
 mA). 
However, for the purpose of the experiments described here the current was only set 
to a level to allow for a stable potential to be put across the electrode, and generally 
did not exceed 1×10
–4
 mA under normal operating conditions.  
3.2.8. Magnetic lens 
The magnetic lens used to focus the electron beam is based on the principles of a 
simple solenoid and is shown in Figure 3.18.
117
 The base of the lens was 
manufactured by Edinburgh’s School of Chemistry mechanical workshop, and is a 
70 mm diameter, 20 mm deep, spool-like iron core, with a 9 mm diameter hole 
through the centre. A 0.4 mm wide, 110 m long Kapton-coated copper wire is wound 
around this core, to give approximately a thousand turns. A series of other holes can 
also be seen on the face of the lens (Figure 3.18a) to help feed wires through and 
mount the lens. 
 
Figure 3.18: Photographs of the magnetic lens, with its Kapton-coated copper wire 
windings, as seen from a) the front and b) the side.  
 
When in the apparatus (as shown in Figure 3.19) the flat side of the lens is parallel to 
the anode of the electron gun so that the electron beam can pass through the central 
hole of lens. 
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Figure 3.19: Photograph showing the lens mounted in the apparatus, with the cold 
trap set-up, and thermocouples attached. 
 
The lens uses an Iso-Tech power supply that has the ability to maintain a steady 
current, whilst allowing the applied voltage to vary automatically. This is necessary 
because, whilst in operation, the lens heats up and this in turn causes an increase in 
the resistivity of the lens. The maximum current that can be used is 3 A, though the 
standard operating current does not normally exceed 1.5 A.  
To help dissipate the heat produced, the lens is cooled by a series of copper braids 
that are attached to a liquid nitrogen cold trap. The temperature of the magnetic lens 
can be monitored using thermocouples attached at various points between the cold 
finger and the lens. However, as the thermocouples are only in contact with the 
outermost windings of the lens, and little is known of the core temperature, it can be 
useful to estimate the temperature (T) of the lens by determining the change in the 
resistance (ΔR) of the wire in the lens from the current (I) and voltage (V) being 
supplied, and extrapolating the temperature using the following equations: 
 TR   , Eq. 3.1 
 
I
V
T

 , Eq. 3.2 
where ρ is the change in the resistance of the wire, per Kelvin.  
In order to fine adjust the position of the lens, it is mounted upon an xyz 
translator. This mainly allows for control of the trajectory of the electron beam as it 
flies towards the sample and detector, but will also allow for small changes in how 
the electron beam is focussed.  
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3.2.9. Beam-width measurer 
To determine accurately the width of the electron beam, and to measure how that 
varies during its propagation through the apparatus, the aluminium piece shown in 
Figure 3.20 was manufactured by York’s Department of Chemistry mechanical 
workshop. The beam width measurer has a pair of holes (200 and 500 μm in 
diameter) that can be scanned across the electron beam, blocking most of it, and 
allowing the current that passes through the hole to be measured using the 
picoammeter. The triangular cut out that can be seen in line with the two apertures, 
along with a slit above each hole, is used to help position the holes over the electron 
beam. 
 
Figure 3.20: Photograph of the electron beam-width measurer.  
 
The size of the electron beam can be determined by first finding where the current 
is highest (i.e. where the centre of the beam is passing through the aperture) and 
scanning until no more current is measured (i.e. the edges of the beam). The 
differently sized apertures are used to measure the size of the electron beam with 
different degrees of precision.  
3.2.10. Solid-sample mounting 
A mount for holding solid-state samples is shown in Figure 3.21. The circular 
brass mount is designed to hold an 8 mm diameter mesh, which supports the sample 
of choice. 
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Figure 3.21: Photograph of the solid-state sample mount used on the TRED 
apparatus. 
 
The mount has an L-shaped bracket that allows the sample holder to be mounted 
upon a series of optics post. These optics posts are then attached to a 2.75” CF flange 
that connects to an xyz manipulator, allowing for full control of the position of the 
sample. With this the sample can easily be moved into the best position within the 
electron beam for optimal diffraction or, if required, retracted entirely from the path 
of the electrons.  
3.2.11. Beam aligner 
To carry out pump-probe experiments it is imperative that the electron and pump 
laser beams cross one another both in time and space. To help with this alignment an 
aluminium piece, shown in Figure 3.22, was made. 
 
Figure 3.22: Photographs of the aluminium beam alignment piece from a) the side 
and b) the front. Diagram c) shows how the beams enter and then cross after passing 
through the alignment piece. 
 
The hemicylindrical piece has two pairs of perpendicular apertures that run at a 45° 
angle to the flat face. The apertures are paired with another of the same size, with 
one set being 500 μm in diameter, and the other 200 μm in diameter. As these 
apertures tend towards the flat side of the piece they converge so that if two beams 
were to travel independently down them they are sure to cross one another as they 
pass through. When each beam travels down its respective bore through the piece 
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unperturbed, like that depicted in Figure 3.22c, the beams are considered correctly 
aligned. 
3.2.12. Simple gas-handling system 
Figure 3.23 shows the simple gas-handling system used for early gas-phase test 
experiments. 
 
Figure 3.23: Diagram showing the main features of the system used to inject gas into 
the diffraction chamber.  
 
A simple nozzle is mounted upon a 2.75” CF flange and introduced into the 
apparatus via an xyz manipulator, which allows the nozzle position to be controlled. 
The nozzle has a 0.5 mm wide orifice, and the volume of gas that may pass through 
it is controlled externally using a Swagelok needle valve. This valve comes 
immediately after a Swagelok T-piece, where one branch is connected to the sample 
supply, which may be a gas cylinder or ampoule containing a sample via a quarter-
turn valve. The other branch is connected to a quarter-turn valve and an Edwards 
RV5 rotary backing pump that is used to evacuate the gas line before the sample is 
injected into the main apparatus.  
3.3. Lasers and optics  
The majority of the experimental findings presented in this thesis were obtained 
in the Photochemistry Laboratory in the Department of Chemistry at the University 
of York, using the laser system described below. However, early testing and 
calibration work on the apparatus was performed in the lab of Professor Eleanor 
Campbell within the School of Chemistry at the University of Edinburgh. Whilst 
both laser systems will be described, only the optics layout used in York will be 
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detailed in full. This is because both set-ups used similar optical methods, with 
slightly different positioning of the individual mirrors and lenses. The majority of the 
optics described here were purchased from Thorlabs, unless stated otherwise. 
3.3.1. Laser systems 
3.3.1.1. Edinburgh  
The femtosecond laser used in the Edinburgh lab is a Coherent Legend Elite, 
pumped by a Coherent Mantis laser. This produces a horizontally polarised laser 
pulse with a central wavelength of 800 nm (9 nm bandwidth), a duration of 120 fs, 
and an optimal output power of 3.8 W (3.8 mJ per pulse), when operating at 1 kHz. 
Further detailed information on the laser can be found in the theses of Dr Olof 
Johansson
118
 and Dr Gordon Henderson.
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The output laser from the Legend Elite was split in two, with one branch used by 
the Campbell group, whilst the second was used for TRGED experiments. The 
power of the beam that came on to the optics table for the TRGED experiments was 
approximately 1.25 W. This beam was then split in two by a 90:10 beamsplitter, 
where the 10% was used to create the electron beam, whilst the remaining 90% was 
used for ponderomotive scattering and TRED pumping experiments.  
3.3.1.2. York  
The laser system used in York was a Coherent Libra Ti:Sapphire amplifier and 
oscillator laser system, acquired through the EPSRC Laser Loan Pool. As with the 
Edinburgh laser this too produced horizontally polarised light, with a central 
wavelength of 800 nm (15 nm bandwidth). However, unlike the Coherent Legend 
Elite, the Libra’s pulse duration was slightly longer, on the order of 150 fs (as 
measured with an APE-pulse check autocorrelator), with an average maximum 
power of 1 W (1 mJ per pulse) when operating at a 1 kHz repetition rate.  
3.3.2. Optics set-up 
The overall optics set-up used in the TRGED experiments is shown in Figure 
3.24. 
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Figure 3.24: Diagram showing the general optics layout used for TRGED 
experiments. 
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3.3.2.1. Electron beam production 
Figure 3.25 shows the general optics that are necessary to produce a laser suitable 
to ionise a photocathode for pulsed electron beam production within the main 
apparatus. 
 
Figure 3.25: Diagram showing the path of the 800 nm laser from source to triple 
harmonic generation (THG) set-up, where it is converted into 267 nm light, and then 
into the apparatus where it ionises the photocathode under vacuum. The pump laser 
path has been removed for clarity. The key to this diagram can be found in Figure 
3.24. 
 
First, the full laser beam passes through a beamsplitter to create separate electron 
gun and pump laser paths. The electron gun beam is then directed towards a 30 cm 
long Newport translation stage, used to control the arrival time of the electron pulse 
when carrying out pump-probe experiments. Apertures are used before and after the 
laser interacts with mirrors on the stage to ensure that the laser is well aligned, so 
that when the stage moves, the laser continues along the same path. After leaving the 
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stage the laser is directed through a series of optics in an enclosed triple harmonic 
generation (THG) set-up, purchased from Eksma Optics.  
 The third harmonic is obtained from this THG set-up by first passing the laser 
through a BBO second harmonic generation (SHG) crystal, which combines photons 
of 800 nm light to produce photons of 400 nm light. The conversion efficiency of 
this crystal is dependent on the optical axis angle of the crystal with respect to the 
polarisation of the laser used, and so must be carefully positioned to obtain the 
optimal conversion. The beam that exits this crystal is a mixture of 400 and 800 nm 
light, with the 400 nm light travelling behind, and with its electromagnetic 
component oscillating in an axis perpendicular to that of the non-converted 800 nm 
light. To help account for the delay between the colours, a group velocity delay 
(GVD) calcite crystal is used to increase the optical path length for the 800 nm light, 
allowing the 400 nm light to “catch up”. To ensure that both wavelengths of light 
have the same polarisation, the beam is passed through a zero-order λ/2@800 nm / 
λ@400 nm waveplate to rotate the 800 nm light into the same plane as the 400 nm 
light. These two colours are then combined in a second BBO crystal to produce the 
third harmonic (267 nm) light. As the alignment of the laser through these optics is 
important, a pair of apertures placed at either end of the THG set-up is used to ensure 
that the laser beam is travelling along the desired path. With the crystals well aligned 
to produce the maximum amount of 267 nm light, one can easily control the amount 
of 267 nm light produced by “detuning” one the crystals by rotating its optical axis.  
A dichroic mirror is used to separate the 267 nm light from the 400 and 800 nm 
light and direct it towards the apparatus, while the remaining 400 and 800 nm light is 
killed at a beam stop. A 267 nm filter placed shortly after the dichroic mirror ensures 
that only 267 nm light is allowed to continue on to the main apparatus.  
A set of mirrors is used to direct the beam towards a 50 cm lens, which focusses 
the beam onto the photocathode in the apparatus.  These mirrors also allow for the 
fine positioning of the laser on the photocathode, so that any light that passes 
through the photocathode eventually passes through the aperture in the anode plug as 
well. If the laser is not aligned correctly in this way, the electrons produced from the 
photocathode may not be accelerated directly through the aperture in the anode, and 
hence some or all of the electron beam will be lost. The 50 cm lens itself sits upon a 
flip mount, so that it can easily be removed / inserted during alignment procedures 
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without losing its position. It is also on a translation stage so that the optimal focal 
position on the photocathode can be found more easily. To help with realigning the 
laser, two adjustable apertures are placed after the final mirror, on either side of the 
50 cm lens, before the apparatus.  
3.3.2.2. Pump-probe experiments 
The optics for this experiment have been established in such a way that, along 
with the electron gun laser path, one can have the optics for both standard pump-
probe experiments (i.e. single laser entering the apparatus), and grating-enhanced 
ponderomotive scattering experiments [which require two counter-propagating laser 
beams, from the same source, entering the chamber at once (Section 2.2.3)] 
assembled at the same time, with the ability to switch between the two. Because of 
this, after the pump-probe laser path leaves the electron gun laser at the first 
beamsplitter on the optics table, it is directed towards a 50:50 beamsplitter, creating 
two branches that are further directed to opposite sides of the apparatus as seen on 
Figure 3.24. These beams will, therefore, be referred to as the left and right branches 
as seen when looking down on the set-up from the electron gun end of the apparatus. 
Just before the beamsplitter that creates the two branches there are two apertures that 
are used to ensure that, if there is a misalignment, the path of the laser can be 
recovered, reducing down time in recovering the beam alignment of both branches. 
The left branch is the main experimental branch that is used for both standard 
pump-probe experiments and ponderomotive experiments. The right branch is only 
used for grating-enhanced ponderomotive experiments, and at all other times will be 
killed shortly after the 50:50 beamsplitter using a beam stop.  
As mentioned in the previous section, a 30 cm translation stage is used in the 
electron beam production laser path to control the arrival time of the electron pulse, 
and hence control the delay between the pump and probe beams in the TRED 
experiments. Therefore, for the simplest of pump-probe experiments the left branch 
need only be directed into the apparatus, through a suitable port, as seen in Figure 
3.26. 
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Figure 3.26: Diagram showing the left branch of the pump laser beam path, directed 
into the main diffraction chamber of the apparatus, via mirrors, through a 75 cm lens 
on a translation stage, with the final mirror also on a translation stage.  
 
Here the laser is directed towards the diffraction chamber, via a set of mirrors, 
with the final mirror before the chamber mounted on a small translation stage. If one 
uses the two mirrors before this final mirror to ensure that the laser is traveling in a 
straight path, the final mirror / translation stage combination allows for easier fine 
adjustments to be made when directing the beam to a point of interest in the 
chamber. With this translation stage, one can scan the beam across the point of 
interest without the need to modify the angle at which the laser hits said point. As 
one will also note from Figure 3.26, there is a 75 cm plano-convex lens before the 
final mirror, on its own translation stage and flip mount, used to focus the beam onto 
the point of interest in the apparatus as and when needed.  
This set-up is suitable for most simple pump-probe experiments, where mirrors 
and lenses can be swapped out where necessary depending on the wavelength of 
light being used. If one wanted, a second THG setup could be inserted into the space 
just before the third mirror from the chamber, to be able to use the second and third 
harmonics of the 800 nm beam in pump-probe experiments. This would be more 
favourable than taking a beam from where the current THG setup is, as this would 
involve a large propagation distance for the 267 nm light, which attenuates in air,
120
 
and a need to change the position of the main delay stage, and the general set-up of 
the electron beam production laser. 
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Figure 3.27 shows the additions made to the left branch to allow single-laser 
ponderomotive experiments to be performed (Section 2.2.3). One can see that a λ/2 
waveplate and polariser have been inserted into the beam path in front of the third 
last mirror before the chamber in order to rotate (and ensure the correct rotation of) 
the polarisation of the laser from horizontal to vertical. This is necessary for single-
laser ponderomotive experiments as they require the polarisation of the laser to be 
parallel to the plane of the electron detector to observe any perturbation of the 
electron beam that may occur. 
 
Figure 3.27: Addition of a 800 nm λ/2 plate and polariser into the left branch to 
allow for single-laser ponderomotive experiments. 
 
For grating-enhanced ponderomotive experiments, polarisers are not necessary as 
the perturbation of the electron beam occurs along the axis of the two counter-
propagating electron beams. As seen in Figure 3.28, the beams from the 50:50 
beamsplitter form the left and right branches. Whilst the left branch effectively 
remains as shown in Figure 3.26, getting the right branch to the correct port 
introduces a few extra challenges. Due to the position of the Faraday cage on the 
optics table, the right branch is first guided underneath the cage, and then back up to 
the height of the viewports on the apparatus using a pair of periscope mirror mounts. 
The beam is then directed towards a second 30 cm long translation stage, to allow for 
control of the arrival time of the right branch, with respect to both the electron pulse 
and the left branch, at the point of interest in the diffraction chamber. Again, 
apertures are used to ensure that beam is travelling along the same path as the stage 
moves. Once the laser leaves the stage, the right branch is directed towards, and 
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enters, the apparatus in a similar fashion to the left branch, albeit from the opposite 
side. 
 
Figure 3.28: Diagram showing the laser set-up for grating-enhanced ponderomotive 
experiments, with the electron beam production path removed for clarity. 
 
By careful adjustment of the final mirrors, and the translation stages on which the 
mirrors are mounted, one can ensure that the two counter-propagating beams for the 
grating-enhanced ponderomotive experiment are travelling along the same beam 
path, in opposite directions. If set up correctly, both beams will now travel in the 
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reverse direction, back towards the 50:50 beamsplitter. Here one must be cautious 
that the returning laser beams do not travel all the way back to the laser source, nor 
do they propagate for a long distance in a fourth direction from the beamsplitter, as 
shown in Figure 3.28. Once an acceptable beam path has been established, a set of 
apertures are placed on either side of the apparatus to mark the path. 
As depicted in Figure 3.24, the power of the laser used in all of the experiments 
described above can be controlled using neutral density (ND) filters that are 
positioned between the two beamsplitters. These filters sit upon flip mounts that 
allow for the power of the laser to be adjusted on-the-fly if need be. They can easily 
be swapped out for different grades of power attenuation between experiments.   
  
91 
 
 Electron beam simulations  Chapter 4.
4.1. Introduction to electron beam simulations 
As with most modern-day research, it is highly desirable to have a strong 
theoretical understanding of what may occur during an experiment before one 
begins. This idea is even more important when designing a new piece of apparatus. 
In the case of designing a TRED apparatus, it is imperative to have an understanding 
of how an electron beam will behave inside it. This could include performing a 
simple check to see if the electrons are able to make it to the sample to diffract, 
obtaining a better understanding of how the beam profile evolves throughout its 
propagation through the apparatus, or predicting the overall spatial and temporal 
resolution of the experiment as a whole.  
In this project, simulations of the Wann group apparatus were carried out using 
the commercially available particle tracer packages, SIMION
82
 and general particle 
tracer (GPT),
84,85
 detailed further in Section 2.2.5. With its ability to relatively 
quickly produce 3D images and estimations of electric field gradients, SIMION was 
used in the early design stages of the project to get a rough idea of how the electrons 
would behave for different electron gun designs. However, whilst useful in these 
early design stages, SIMION was slow to produce more statistically relevant data 
when investigating the properties of the electron beam. Simulations therefore 
switched to GPT for these more detailed investigations.  
The first part of this chapter is dedicated to the simulations carried out using 
SIMION, leading to some of the design choices made for the apparatus described in 
Chapter 3. The second part, and main body of work discussed here, will look at the 
simulations carried out using GPT, investigating the properties of the pulsed electron 
beam produced in the apparatus under different initial conditions, as it propagates 
from the electron gun to the detector. Discussion will focus on how the simulations 
predict that the beam will react to variations in the acceleration potential of the 
electron gun, the distance between the photocathode and the anode, and the size of 
the aperture in the anode itself. Furthermore, the simulations will look at how the 
magnetic lens affects the beam as it focusses the electrons onto the detector. By the 
end, these simulations will provide a better understanding of how the electrons 
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behave in the apparatus, and the trends they follow under different experimental 
conditions.  
4.2. Initial simulations and apparatus design 
After obtaining a rough design for the apparatus, one of the early investigations 
involved looking at the shape of the electric field between the photocathode and 
anode of the electron gun, in order to simulate how the electrons would travel 
between the two, whilst also highlighting any major problems with the set-up before 
committing to any designs. Figure 4.1 shows an early model of the apparatus, created 
in SIMION, focussing on the electrode, photocathode, and anode plate of the 
electron gun, as well as a short field-free flight region in the diffraction chamber. 
The distance between the photocathode and the anode is 10 mm and, as the reader 
will note, this model includes a slightly different design for the anode plate, 
compared to that seen in Section 3.2.2, where an exchangeable anode, for various 
aperture sizes, has been included. This exchangeable anode was later replaced in 
favour of the anode plug but, as one will see shortly, this change does not affect the 
results presented. 
 
Figure 4.1: Diagram showing an early design of the TRED electron gun, recreated in 
SIMION, to investigate its properties, as seen from a) the side, b) the front, and c) 
the back. 
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Due to the circularly symmetric design of the electron gun, a cylindrical model 
was used to describe the apparatus, with the axis of rotation passing through the 
centre of the photocathode and the aperture in the anode. This initial model was 
described by unit cells of 1 × 1 × 1 mm. This resolution is sufficient to give a basic, 
yet accurate, idea of how the electric field would behave in the gun, and whilst 
higher resolutions could be achieved by decreasing the size of these cells, it would 
be at the cost of increased computational time.  
With a complete model, a potential of –100 kV was applied across the 
photocathode and electrode, whilst the anode and barrel of the electron gun remained 
at ground. From this, a contour map of the electric field was obtained, as depicted in 
Figure 4.2a, showing a region of high electrostatic potential at the electrode, with 
parallel field lines rapidly falling to ground as one moves towards the aperture in the 
anode and the barrel of the electron gun. In addition, warping of the field lines can be 
seen at the corners of the electrode and the protruding anode. One can also see that 
there is little-to-no potential in the field-free flight region. 
 
 
Figure 4.2: Diagram showing SIMION simulated contour maps of the electric field 
in the TRED apparatus, depicting the electric field over a) the whole gun, and b) the 
area between the anode and photocathode. 
 
Two important inferences can be made from this map. The first is that any 
electron in the field-free flight region will indeed feel no electrostatic forces from the 
electron gun, and hence be able to fly unperturbed (bar any external forces) towards 
the sample and detector. The second important feature is that whilst a warping of the 
electric field is observed at the corners of the electrode and the protruding anode, 
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there is an even drop in the potential between the centre of the electrode / 
photocathode and the aperture in the anode, as shown by parallel, evenly spaced and 
steep contour lines. This suggests that the electrons have little chance of being 
accelerated from the photocathode in any direction other than towards the aperture in 
the anode. This, therefore, allows a large amount of the apparatus to be ignored in 
the simulation, without affecting the ability to map the overall flight of the electrons, 
freeing up space to increase the resolution of the simulation.  
Figure 4.2b shows a higher resolution simulation, using unit cells of 0.025 × 
0.025 × 0.025 mm, with the steep electric field between the photocathode and anode 
present once again. The higher resolution also allows the aperture in the anode to be 
reduced to 150 μm in diameter, the same size as the smallest aperture that was 
expected to be used in the apparatus. While the electric field contour lines are 
parallel most of the way from the photocathode, a small amount of warping in the 
field lines can be seen at the anode aperture, with a small “leak” of the electric field 
protruding into the field-free flight region. However, this tends to zero after a few 
hundred micrometres, meaning that we can still assume the diffraction chamber to be 
a field-free region.  
From this basic set-up, it is possible to see how an electron beam would behave 
within the apparatus. Initial simulations made use of an electron pulse containing 10
3
 
electrons, created over a Gaussian time-frame of 120 fs, and an initial FWHM 
transverse beam size of 0.2 mm, mimicking the typical temporal and spatial 
properties of a laser pulse used to create the electron pulse.
21
 To simulate electrons 
that have been emitted from a gold photocathode by an ultra-violet laser pulse, the 
electrons were set to have an initial energy spread described by a Gaussian centred at 
0.7 eV with a width of 0.6 eV.
89
 It should be noted that this ionisation is equivalent 
to a 250 nm laser pulse hitting the photocathode, which is a shorter wavelength than 
the 267 nm light used in the practical experiments discussed in Chapters 3 and 5. 
While this means that the electrons in these simulations have slightly more kinetic 
energy than those in the real experiment, this energy spread was used because the 
data existed at 250 nm (whereas no data exist for longer wavelengths), and would 
allow us to compare our results to literature theoretical investigations.
29
 Space-
charge effects between electrons were also taken into account by including 
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Coulombic forces. These general electron pulse conditions would be used again for 
GPT calculations, although with a different numbers of electrons in each pulse.  
The final part of the electron gun design simulations focussed on the effect of the 
photocathode-to-anode distance on the overall shape of the electron beam. In 
practice there is a limit to how close the electrode can be placed to the anode as an 
electric field will start to break down in a direct current set-up once it exceeds 200 
kV cm
–1
.
115
 This break down will cause arcing between the electrode and anode that, 
if a discharge is large enough, could damage the apparatus, including the delicate 
photocathode, affecting the quality of the electron beam produced. This should 
obviously be avoided, and therefore the photocathode-to-anode distance is limited to 
a minimum of 5 mm, when operating at 100 kV. 
The following simulations investigated the general behaviour of the electron 
beam assuming photocathode-to-anode distances of 5 and 10 mm. The same general 
electron gun set-up and resolution shown in Figure 4.2b was used, but with the 
simulation extending 40 mm into the field-free flight region, where we might expect 
to place a sample. Figure 4.3 shows the path taken and general spread of the 
electrons as they propagate through these set-ups.  
 
Figure 4.3: Diagram showing SIMION simulations of a 10
3
-electron, 120 fs pulse 
propagating in the region between the photocathode and a sample (approximately 40 
mm away from the anode), for an electron gun in which the electrode sits (a) 5 mm, 
and (b) 10 mm from the anode. 
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The results of these simulations showed that the number of electrons passing 
through the 150 μm aperture, at 100 kV, was not greatly affected by the 
photocathode-to-anode distance with a 21.5 and 22.8% transmittance, for the 5 mm 
and the 10 mm set-ups, respectively. Both results compare favourably to yields that 
have been obtained by other groups with similar set-ups.
27
 The small difference 
possibly arises from a focussing effect in the electric field, caused by warping at the 
anode aperture, resulting in the electrons being more efficiently collimated in the 10 
mm set-up than in the 5 mm set-up.  
With any rapidly diverging electrons being killed at the anode, the transverse 
electron beam profile, after passing through the anode aperture, could be described 
as a “top hat”,29 and hence an estimate of the beam size could be made by measuring 
the distance between the furthest out electron and the centre of the beam. As shown 
in Figure 4.3, the 5 mm electron gun set-up has a wider transverse size with a 0.22 
mm radius, than in the 10 mm electron gun, which widens to only a 0.14 mm radius 
over the same field-free distance. As there is little difference in the number of 
electrons predicted to pass through the aperture for each set-up, the results suggest 
that a larger photocathode-to-anode distance could be used in an electron gun to 
obtain a narrow electron beam, and hence a higher spatial resolution. However, this 
gain in spatial resolution comes at a cost in time resolution, due to the extra distance 
that the electron pulse has to travel. The exact effects and trends will become more 
apparent as we carry out more thorough investigations of the pulse dynamics.  
4.3. Pulsed electron beam dynamics 
The remainder of the simulations that are discussed here made use of GPT, 
performed to better understand the dynamics of a pulsed electron beam, in terms of 
its duration and transverse beam size, as it propagates from the electron gun, past the 
sample, and on to the detector.  
In these calculations we will initially investigate the effect that different electron 
gun settings have on the quality of the electron beam. This involves looking at 
simulations where the acceleration potential, photocathode-to-anode distance, and 
anode aperture size are all varied. Once an understanding had been reached on how 
the electron beam behaves for each variable, we will look at how a magnetic lens 
affects these properties, in terms of the position and current passing through the lens.  
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Data were recorded at set positions during the flight of the pulse through the 
apparatus, including the positions 10, 20, 30, 40, 50, 90, 130, 210, 220, 290, 400, and 
500 mm from the anode, marking possible sample positions, the detector and other 
points of interest in the apparatus. In general, the 130 mm distance is considered to 
be the “sample position”, as this is the distance from the anode to the central 2.75” 
flange on the top and side flanges of the diffraction chamber (Figure 3.11). Also, 
when referring to the “detector position”, it will be assumed that the detector is 500 
mm from the anode. This anode-to-detector distance is in fact 170 mm longer than 
the 330 mm distance seen in the final experimental set-up described in Chapters 3 
and 5. This is because the apparatus was still undergoing its testing phase when these 
simulations were started, and an extra vacuum chamber was initially planned for 
after the main diffraction chamber, thus extending the anode-to-detector distance. As 
a large body of simulations had already been carried out by the time this chamber 
was removed, the decision was made to continue to use this longer distance as the 
standard, as the dynamics would still be the same up to the new detector position, 
and one could always truncate the data as needed.  
The magnetic lens modelled here was based on the designs of the magnetic lens 
described in Section 3.2.8. The lens is modelled as a single solenoid, 20 mm long, 
and 10 mm in diameter. A current of 1000I passes through the solenoid, representing 
a thousand turns of wire with a current, I (in Amps), being used to focus the electron 
beam.  
In all of the simulations that follow, we look at pulses that contain 10
4
 electrons, a 
number deemed by other groups to give a balance between good temporal resolution, 
and a sufficient number of electrons to observe enough scattering events to collect 
data in a timely manner.
29,72
 All other initial conditions, (i.e. energetic spread, beam 
size, and pulse duration) were kept as detailed in Section 4.2. To help with 
computational time, the 10
4
 electron pulse was represented by 10
3
 macro particles, 
where each particle represented 10 electrons. Columbic repulsions between the 
particles were also included to account for the space-charge effect in the pulses. 
As an electron pulse has similar properties to the laser that produces it,
21
 the 
envelope that describes the duration of the pulse will be of a Gaussian nature, and so 
values relating to this will be presented as its full-width half-maximum (FWHM). 
Whilst the transverse width of the pulse also has an initial Gaussian shape to it, this 
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can soon change as the beam passes through the aperture in the anode of the electron 
gun. As electrons on the outside edge of the pulse are lost, the pulse seen in the 
diffraction chamber can be described as flat disc. Therefore, the transverse size of 
the electron beam will generally be described by the root-mean-square (rms) radial 
position of all of its electrons with respect to the centre of the pulse. 
A diffraction pattern is generally deemed to be of high spatial resolution, where 
data points from the scattering pattern can be read at intervals of less than Δs = 2 
nm
–1
. However, as can be seen in the equation for calculating s (Equation 2.3), this 
resolution is dependent on a number of factors, including the sample-to-detector 
distance, and electron wavelength. Figure 4.4 shows how the predicted spatial 
resolution of the simulated apparatus, with its 370 mm sample-to-detector distance, 
varies with both the radius of the electron beam, and the acceleration potential of the 
electron gun. As expected, a smaller electron beam will produce a better resolved 
diffraction pattern. However, whilst a higher acceleration potential may provide a 
better time resolution, it is at the cost of the experimental spatial resolution. For the 
range of acceleration voltages that are expected to be used with this apparatus (i.e. 40 
– 100 kV), a beam radius of 0.25 mm, or less, is needed to achieve the desired spatial 
resolution. The radius of the beam must be half this size (i.e. r = 0.125 mm) to obtain 
well resolved data when the detector is at the closer 330 mm anode-to-detector (/ 200 
mm sample-to-detector) distance. All of these factors will need to be taken into 
account when trying to determine the optimal set-up for the experiment.  
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Figure 4.4: Graph showing how the spatial resolution of a diffraction experiment, 
with a 370 mm sample-to-detector distance, varies with the acceleration potential of 
the gun, and the radius of the electron beam at the detector. A line at Δs = 2 nm–1 
marks the upper limit for “well-resolved” diffraction data. 
 
The most important feature for TRED is the expected time resolution for the 
overall apparatus. This obviously depends on the durations of the electron pulse and 
excitation laser, but (as seen for the velocity mismatch equations, in Section 2.2.2) 
also on the transverse size of the electron beam at the sample. This will, therefore, 
also have to be investigated, in order to better predict the capabilities of the 
apparatus.  
4.3.1. Pulse properties without a magnetic lens 
The properties of the pulsed electron beam were studied under a series of different 
initial electron gun conditions, at first without the active presence of the magnetic 
lens. The results from these simulations would act as a control for the results 
presented later in Section 4.3.2 when the lens is active, and also to determine the 
“natural” characteristics of the pulsed beam. Here, various acceleration potentials 
(45, 65 and 100 kV), photocathode-to-anode distances (10 and 15 mm), and anode 
aperture diameters (150 and 400 μm) were investigated to see how they would affect 
the beam. The previously discussed 5 mm photocathode-to-anode distance (Section 
4.2) was not studied, as the electric field here was more likely to break down at 
higher potentials than longer photocathode-to-anode set-ups. The effect of a 1 mm 
diameter aperture in the anode of the electron gun (like that used in the experiments 
presented in Chapter 5) was also not explicitly investigated because, as one will see 
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shortly, a significant number of electrons were predicted to already pass through the 
400 μm aperture, and the two sets of results would be extremely similar.  
4.3.1.1. Aperture transmission of the pulsed electron beam 
The first investigation concerned how many electrons passed through a specific 
aperture under different electron gun conditions, the results of which are summarised 
in Table 4.1. As expected, more electrons pass through the larger aperture than the 
smaller one, with just over 86% and 23% of the electrons passing through each 
aperture, respectively. The simulations also predict that the number of electrons that 
pass through a given aperture is not greatly dependent on the acceleration potential 
of the electron gun, although slightly more electrons pass through an aperture at a 
higher potential, than at a lower potential.   
 
Table 4.1: The percentage of electrons passing through a given aperture compared to 
the number produced from the photocathode for various electron gun conditions.  
Photocathode-to-
anode distance / mm 
Aperture 
size / μm 
Acceleration 
potential / kV 
% of electron beam 
passing through aperture  
 
 
 
10 
 
150 
45 23.8 
65 23.9 
100 24.1 
 
400 
45 86.0 
65 86.2 
100 86.4 
 
 
 
15 
 
150 
45 23.3 
65 23.8 
100 23.9 
 
400 
 
45 86.0 
65 86.4 
100 86.8 
 
It also appears that the photocathode-to-anode distance has little effect on the 
number of electrons that pass through to the diffraction chamber, with only slightly 
more electrons passing through at longer photocathode-to-anode distances. This 
trend was also observed in the SIMION calculations for the 5 and 10 mm 
photocathode-to-cathode distances presented in Section 4.2. 
With more electrons passing through the larger aperture there is the potential for 
data to be collected in a shorter time frame, as more scattering events are likely to 
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occur from the sample. However, whether this larger aperture beam is useful for 
TRED experiments depends on a few other factors. 
4.3.1.2. Temporal and spatial properties of the pulsed electron beam 
Figure 4.5 contains a series of graphs that show how the pulse duration and 
transverse radius of the electron beam vary as a pulse propagates through the 
apparatus.  
 
Figure 4.5: Graphs showing how the duration (top) and transverse radius (bottom) of 
the pulsed electron beam, from a 10 mm (a and c) and 15 mm (b and d) 
photocathode-to-anode distance electron gun, vary as a pulse propagates through the 
apparatus with various sizes of anode aperture and acceleration potentials. 
 
As expected, the duration of the electron pulse for all conditions studied increases 
as the pulse propagates through the apparatus, in a similar fashion to that predicted 
by Siwick et al.
29
 The amount that a pulse expands also depends on the accelerating 
potential used, with lower acceleration potentials producing relatively longer pulses 
after propagating for the same distance. This is purely because electrons accelerated 
across a lower potential take longer to reach the same point in the apparatus. Larger 
photocathode-to-anode distances also produce longer pulse durations, as expected 
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because the electrons have to travel an extra 5 mm before entering the diffraction 
chamber. 
It is interesting to note, however, that the pulse duration is apparently not 
dependent on the size of the aperture used. This is most likely due to the fact that, 
whilst the outside of the pulse is removed by the aperture, the core of the pulse still 
remains. It does not, therefore, feel the loss of the other electrons due to a 
“shielding” effect provided by the new outermost electrons and, hence, continues to 
expand in a similar fashion as to before.  
In terms of the transverse radius of the electron pulse, it is immediately notable 
that the beam size appears to be independent of the acceleration potential. This is 
most likely due to the electrons having a relatively insignificant amount of transverse 
kinetic energy after ionisation from the photocathode, compared to the kinetic energy 
imparted on the pulse by the acceleration potential of the electron gun. However, the 
transverse radius is highly dependent on the size of the aperture used in the anode of 
the electron gun. One can also see that the a narrower electron beam is observed for 
the longer photocathode-to-anode distance, a feature first noted in the results from 
the SIMION calculations in Section 4.2. Whilst a longer pulse duration will be 
observed for an apparatus with a longer photocathode-to-anode distance, one can 
imagine a situation where an apparatus could be designed for higher spatial 
resolution (at the cost of temporal resolution) that uses this feature. 
By comparing the beam radii in Figure 4.5 with the estimated spatial resolution 
information in Figure 4.4, it is apparently not possible to achieve the desired high 
spatial resolution for the diffraction experiments with any of the initial conditions 
investigated, when the detector is 500 mm from the anode. Even with the detector 
moved forward to the 330 mm position that was used in the experiments described in 
Chapter 5, the set-up that produces the smallest natural beam radius at the detector 
(i.e. 150 μm, 15 mm photocathode-to-anode distance, r ~ 0.40 mm) is at least three 
times larger than that required to collect highly spatially resolved data. This suggests 
the need for a magnetic lens to focus the beam on the detector in order to overcome 
this challenge with the experiment. However, the effect of this lens on the 
experiment as a whole, including the expected time resolution, must be thoroughly 
investigated.  
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4.3.2. Pulse properties with a magnetic lens 
The effect of the magnetic lens on the pulsed electron beam was investigated by 
varying both the current passing through the lens and its position relative to the 
anode and the sample. The current passing through the lens was varied between 0 
and 2 A (the maximum current that could comfortably be passed through the lens 
described in Section 3.2.8 without damaging it), in steps of 0.2 A, whilst the centre 
of the magnetic lens was placed at various 10 mm intervals between the anode of 
electron gun and the sample position (i.e. from 10 mm through 120 mm from the 
anode). 
As all combinations of the magnetic lens position and current were investigated 
for each of the different initial electron gun conditions (i.e. accelerating potential, 
anode aperture size, and photocathode-to-anode distance) observed in Section 4.3.1, 
this resulted in over 1,500 individual simulations being run; the results of which can 
be found in full in Appendix B. However, as most calculations showed similar 
general trends, we will focus here on some specific examples that best highlight the 
results and trends observed. 
4.3.2.1. Beam radius 
As the main goal of the magnetic lens is to improve the spatial resolution of an 
experiment by narrowing the transverse size of the electron beam at the detector, we 
will focus on the calculations that achieve this to a reasonable degree, and forego 
detailed discussions of the calculations that either A) had little effect on the radius at 
all, or B) caused the resolution to be worse than that observed for the natural beam in 
Section 4.3.1.2. As an example, Figure 4.6 contains an extract of data from the 45 
kV, 400 μm anode aperture, 15 mm photocathode-to-anode electron gun, showing 
how the beam radius, at both the sample and the detector positions, varies with the 
current passing through the magnetic lens, when the lens itself is fixed at different 
positions between the anode and the sample.  
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Figure 4.6: Graphs showing how the radius of the electron beam from a 45 kV, 15 
mm photocathode-to-anode distance, 400 μm anode aperture electron gun varies 
with the current passing through the lens at the sample (black) and detector (blue) 
positions when the lens is a) 30, b) 60, c) 90 and d) 120 mm from the anode.  
 
As one can see from Figure 4.6, situation A) was generally observed where the 
magnetic lens had little current passing through it (i.e. I < 0.4 A), and was not strong 
enough to perturb the electrons sufficiently. Situation B) was generally true where 
the magnetic lens current was large (i.e. I > 1.4 A), and caused an over-focussing of 
the electron beam, where it would reach its narrowest size long before arriving at the 
detector. In some of these cases the size of the electron beam at the sample was small 
enough that it could potentially increase the temporal resolution of the experiment 
once velocity mismatch (Section 2.2.2) is taken into account. However, with the 
rapid increase in size of the beam after this point, to diameters in some cases 
exceeding 10 mm, this gain in time resolution would be at the cost of the spatial 
resolution of the experiment. A solution to this could be to introduce a second 
magnetic lens, to reduce the effect of this over-focussing problem after the sample 
position. However, it is possible that this over-focussing or the second lens could 
have a negative effect on the scattered electrons, distorting the diffraction pattern, as 
they would not fly in a field-free region. To investigate this thoroughly, one would 
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need to carry out full simulations using a pair of lenses, greatly complicating matters; 
time did not permit this to be investigated here.  
It is also interesting to note from Figure 4.6 that when the magnetic lens is closer 
to the anode the optimal beam radius at both the sample and the detector is observed 
at roughly the same current. However, when one moves the lens closer to the sample 
the optimal beam radius for the two positions occurs at quite different currents. One 
might assume from this finding that it is best to place the magnetic lens closer to the 
anode, and fine tune the lens current to obtain the smallest spot at both positions at 
the same time. However, one must remember that each minimum seen in each graph 
is a relative minimum, and that the true optimal set-up may be at another magnetic 
lens position and current. To understand this better it is important to see how the 
transverse radius of the pulse evolves as a whole as it passes though the apparatus 
under various magnetic lens conditions. Figure 4.7 presents a graph that shows how 
the beam radius of a 45 kV, 15 mm photocathode-to-anode distance electron gun 
varies as it propagates through the apparatus for various conditions (A – F) involving 
different anode aperture sizes, and magnetic lens positions and currents. 
 
Figure 4.7: The predicted beam radius at different propagation distances for a 45 kV, 
15 mm photocathode-to-anode distance electron gun, with various magnetic lens and 
aperture conditions, including A) 150 μm aperture, no magnetic lens, B) 400 μm 
aperture, no magnetic lens, C) 400 μm aperture, with the magnetic lens at 120 mm 
(from the anode) and 0.6 A (passing through it), D) 150 μm aperture, with the 
magnetic lens at 120 mm, 0.6 A, E) 400 μm aperture, with lens at 10 mm, 0.6 A, and 
F) 150 μm aperture, with lens at 80 mm, 0.6 A.  
 
106 
 
In situations A and B, shown in Figure 4.7, we once again see that, without the 
magnetic lens present, the aperture size has a significant effect on the size of the 
electron beam. The radius of the beam at the detector for the 400 μm aperture set-up 
is twice as large (at 1.27 mm in radius) than the 150 μm aperture set-up (at 0.60 mm 
in radius). Looking back at Figure 4.4, we can see that both beams are too large for 
the diffraction pattern to be considered to have good spatial resolution, and hence a 
magnetic lens is needed.  
By introducing a magnetic lens 120 mm from the anode, and with a current of 0.6 
A passing through it, the beam from the 400 μm aperture (situation C) can be 
focussed to obtain an optimal beam size of 0.041 mm at the detector. This magnetic 
lens position and current also produced the optimal beam size at the detector for the 
150 μm aperture set-up (as exemplified in situation D), producing a similar beam 
radius of 0.044 mm. It should be noted that this feature of both aperture sizes having 
similar optimal beam sizes for the same focussing conditions was not noted to be a 
general trend, as the predicted beam radius would vary slightly, case-by-case.  
Whilst having similar beam sizes at the detector, one can see from Figure 4.7, that 
the two beams represented by cases C and D have different radii at the sample, with 
the 150 μm aperture, in D, achieving the smaller radius of 0.17 mm, compared to the 
0.38 mm beam radius observed with the 400 μm aperture gun, in C. Whilst both 
beams will achieve similar spatial resolutions, the smaller radius at the sample for D 
would produce an overall better time resolution compared to C once velocity 
mismatch was taken into account. However, one must remember that, with the 150 
μm aperture, there are almost four times fewer electrons per pulse than with the 400 
μm aperture. This means that it will take longer to observe the same number of 
diffraction events in order to collect the same quality of diffraction patterns. As well, 
if there was a serious jitter problem within the experimental set-up, the data collected 
over the extended period of time with the smaller aperture, could in fact, end up 
having an overall worse time resolution than for the larger aperture. However, this 
problem will be heavily dependent on the experimental set-up, and so each 
experiment will need to be analysed on a case-by-case basis.  
As shown by situations C and D, the optimal beam radius at the detector is 
observed when the magnetic lens is further away from the anode, and closer to the 
sample position. This was generally the case for most experimental set-ups where the 
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electron beam was not over-focussed, and can be explained by two related points. 
With the lens closer to sample, and hence the detector, the electron beam has less 
time to “react” to the compression exerted by the lens, which would potentially allow 
it to expand again. It also has to do with the fact that, when the lens is further from 
the source of electrons, the pulse has had more time to expand both temporally and 
spatially, causing the electron density to be much lower at the time of compression; 
with a lower density the pulse is easier to focus. To highlight this further, situation E 
positions the magnetic lens at a distance of 10 mm from the anode, but retains a lens 
current of 0.6 A and the 400 μm aperture in the anode. Whilst the radius of the 
electron beam at the detector is smaller here than that observed with the similar 
electron gun set-up of situation B (which used no magnetic lens), it is still larger than 
the beam produced using the 150 μm aperture seen in situation A (which also used 
no lens). For one to obtain a reasonable beam radius with the lens this close to the 
anode, a larger current would have to be passed through the lens. However, this can 
lead to an increased stretching of the pulse in the temporal dimension (as will be 
discussed in Section 4.3.2.2), and it still may not achieve as small a radius. As an 
added problem, more current passing through the lens increases the likelihood of the 
lens overheating and becoming damaged.  
Situation F, presents an interesting result that was achievable for all of the 
possible electron gun set-ups, in which a relatively well-collimated electron beam 
was observed between the sample and the detector. Here, the magnetic lens focusses 
a beam (produced from the 150 μm anode) when placed 80 mm from the anode, and 
has 0.6 A passing through it (i.e. same conditions as D, but with the lens closer to the 
anode by 40 mm). Here we observe a beam radius of 0.130 mm at the sample, which 
expands only slightly to 0.136 mm by the time it reaches the detector. Whilst the 
beam may be three times larger at the detector than that observed with the lens closer 
to the sample (as in D), it is almost a third smaller at the sample position. Whilst a 
smaller beam size is always desirable at the detector, it is still small enough to be 
considered well resolved when considering the data in Figure 4.4. This set-up could 
represent a configuration which yields both well resolved temporal and spatial 
information. As mentioned, this was achievable for all the electron gun initial 
conditions tested, but the exact position of the lens, and current needed, varied from 
case to case. It was this result that suggested the necessity to be able to adjust the 
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position of the magnetic lens on-the-fly using an xyz translator, rather than fix it in 
place, as is the case in the experimental set-ups of other groups.
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4.3.2.2. Pulse duration 
As the pulse duration at the sample position is one of the principal factors in 
determining the resolution of a TRED experiment, it is important to understand how 
this varies under different magnetic lens conditions. As the pulse is compressed the 
Coulombic repulsion between electrons causes it to stretch in the temporal 
dimension. How much this compression affects the pulse duration is dependent on 
the current passing through, and the position of, the magnetic lens. Figure 4.8 shows 
how the electron pulse duration varies at the sample position when 150 and 400 μm 
anode apertures are used at accelerating potentials of 45 and 100 kV with different 
magnetic lens conditions.  
 
Figure 4.8: Predicted electron pulse duration at the sample position for a 15 mm 
photocathode-to-anode distance electron gun, with a 150 μm (a and b) or 400 μm (c 
and d) anode aperture, and 45 kV (a and c) or 100 kV (b and d) accelerating potential 
for various magnetic lens positions and currents (I). 
 
From Figure 4.8, one can see immediately that the pulse duration is generally 
longer when the magnetic lens sits closer to the anode (and further away from the 
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position of the sample). Also, the pulse duration is generally longer as the current in 
the lens is higher. Both of these results are expected. With the lens closer to the 
anode, it acts on the pulse while it has a high electron density. The compression in 
the transverse direction increases this pulse density further and so, to alleviate this 
effect, the pulse must stretch in the temporal dimension. This is similar to the 
discussion between Siwick and Qian that was reported in Section 2.2.4. As the lens 
moves closer to the sample, the pulse duration tends to that observed with no 
magnetic lens present. This is because the pulse has already had the opportunity to 
expand naturally and, when acted on by the lens, there is little time for it to stretch in 
the temporal dimension before it reaches the sample. 
As briefly mentioned, in most cases, as the current in the magnetic lens increases 
the duration of the pulse also increases. Again this is expected as, at higher operating 
currents, the lens will compress the electron pulse more in the transverse dimension, 
and cause it to stretch temporally. However, it is interesting to note that at the lower 
acceleration potential of 45 kV, an upper limit is observed in the temporal stretch 
with increasing current (of I > 1.4 A), before the observed duration starts to shorten 
again. This is most likely due to the large over-focussing effect discussed in relation 
to Figure 4.6, which occurs around the same lens current. At these currents the 
transverse radius of the pulse rapidly narrows to a minimum, before just as quickly 
expanding again, minimising the time the pulse is compressed. This period of time 
only shortens as the lens current increases, providing less and less time for the pulse 
to stretch in the temporal dimension.  
Finally, by comparing the data from the simulations run with different aperture 
sizes in the electron gun, one can see that compression of a pulse that comes from 
the larger aperture expands faster in the temporal dimension than for the smaller 
aperture. This is interesting because in Section 4.3.1.2 we saw that without the 
magnetic lens present the observed pulse duration from the electron gun was 
relatively independent of the aperture size. However, here with the larger aperture, 
more electrons are contained within a pulse than with the smaller aperture. When 
compressed, the electron density of the pulse from the larger aperture increases more 
rapidly than for the smaller aperture, and hence the larger pulse will stretch more 
rapidly in the temporal dimension.  
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Whilst Figure 4.8 shows that in the worst case scenario the magnetic lens can 
cause the pulse duration to stretch by up to 50%, we can see that for the more likely 
operating conditions of the magnetic lens (i.e. with it positioned around 6 cm, and 
with 1.0 A passing through it), the overall change is almost negligible, especially for 
higher acceleration potentials. However, the overall time resolution of the 
experiment is dependent on many factors (not just the overall pulse duration) as set 
out in the equations for velocity mismatch (Section 2.2.2), and these must all be 
taken into account in order to determine the optimal set-up. 
4.4. Predicted experimental resolution 
Tables 4.2 – 4.4 contain a summary of the predicted electron beam radii at the 
sample and detector positions, as well as the electron pulse duration at the sample 
and the overall predicted experimental time resolution for experiments carried out at 
45 kV (Table 4.2), 65 kV (Table 4.3), and 100 kV (Table 4.4). Each table goes 
further, detailing how each result changes depending on the photocathode-to-anode 
distance and anode aperture size used. The results presented also show how the 
different magnetic lens focussing conditions, including none (i.e. natural beam), 
smallest beam at detector, and collimated beam, affect the overall resolution of the 
experiment.  
For all the results presented in the tables, the overall experimental time resolution 
has been calculated using the velocity mismatch equations detailed in Section 2.2.2, 
assuming the simplest experimental set-up, where the pump (whose duration is set to 
120 fs) and probe beams meet perpendicularly. This set-up represents the one that 
will most likely be used in the earliest TRED experiments with the York apparatus. 
Slightly better time resolution can be achieved by changing the intersection angle of 
the pump and probe beams, and using tilted wavefronts, but this will be different for 
each set-up seen, and some will be discussed as necessary. The results in the tables, 
however, allow for the electron beams to be compared on their own merits. 
The widths of the pump laser and the molecular beam have also been adjusted in 
each experiment to be of similar size to the electron beam at the sample position. 
This set-up will allow for the maximum amount of scattering to be observed from a 
pump-probe experiment. With careful planning, and sufficient control of the laser 
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optics and gas inlet nozzle, one should be able to establish any of these set-ups 
experimentally. 
As noted in the tables, an “equivalent FWHM beam size” (diameter) at the sample 
position is presented; this has been introduced because it is required for the velocity 
mismatch calculations. So far this has not been discussed, in favour of the rms beam 
radius, because whilst the FWHM will be relatively accurate for the 400 μm aperture 
experiments (where over 86% of the electrons are able to pass through the anode) it 
will be less accurate for the smaller 150 μm aperture where a large amount of the 
beam has been removed towards the edges (and only 24% of the electrons pass 
through). 
 
Table 4.2: Predicted time resolution and electron beam radius at the detector for 
experiments carried out at 45 kV, for various initial electron gun set-ups, and 
magnetic lens focussing conditions. 
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45 10 150 
- 0 N 0.244 0.341 938 0.350 2440 0.811 
120 0.6 O 0.224 0.308 937 0.325 2289 0.077 
90 0.6 C 0.180 0.249 937 0.250 1866 0.176 
            
45 10 400 
- 0 N 0.536 0.706 923 0.700 4605 1.749 
120 0.6 O 0.493 0.645 925 0.650 4286 0.113 
80 0.6 C 0.375 0.490 927 0.500 3348 0.407 
            
45 15 150 
- 0 N 0.187 0.263 1295 0.275 2192 0.600 
120 0.6 O 0.172 0.241 1297 0.250 2067 0.040 
80 0.6 C 0.130 0.181 1296 0.200 1825 0.136 
            
45 15 400 
- 0 N 0.410 0.543 1303 0.550 3772 1.269 
120 0.6 O 0.377 0.496 1303 0.500 3474 0.041 
70 0.6 C 0.268 0.354 1307 0.350 2610 0.283 
a
 N – Natural, O – Optimal detector focus, C – Collimated. 
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Table 4.3: Predicted time resolution and electron beam radius at the detector for 
experiments carried out at 65 kV, for various initial electron gun set-ups, and 
magnetic lens focussing conditions. 
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65 10 150 
- 0 N 0.242 0.335 630 0.350 2067 0.798 
100 0.8 O 0.180 0.248 629 0.250 1547 0.018 
70 0.8 C 0.146 0.202 632 0.200 1299 0.137 
            
65 10 400 
- 0 N 0.537 0.702 621 0.700 3996 1.746 
90 0.8 O 0.368 0.479 621 0.475 2753 0.051 
30 1 C 0.199 0.261 644 0.275 1676 0.216 
            
65 15 150 
- 0 N 0.185 0.259 886 0.275 1782 0.584 
90 0.8 O 0.126 0.173 886 0.175 1330 0.026 
60 0.8 C 0.104 0.143 891 0.150 1231 0.104 
            
65 15 400 
- 0 N 0.408 0.535 881 0.550 3218 1.252 
80 0.8 O 0.254 0.334 883 0.350 2157 0.041 
50 0.8 C 0.218 0.287 888 0.300 1908 0.226 
a
 N – Natural, O – Optimal detector focus, C – Collimated. 
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Table 4.4: Predicted time resolution and electron beam radius at the detector for 
experiments carried out at 100 kV, for various initial electron gun set-ups, and 
magnetic lens focussing conditions. 
E
n
erg
y
 / k
eV
 
P
h
o
to
cath
o
d
e
-to
-an
o
d
e 
d
istan
ce / m
m
 
A
p
ertu
re  
size / μ
m
 
L
en
s 
p
o
sitio
n
 / m
m
 
L
en
s  
cu
rren
t / A
 
E
lectro
n
 
b
eam
 fo
cu
s 
ty
p
e a 
E
lectro
n
 
b
eam
 rm
s  
rad
iu
s at 
sam
p
le / m
m
 
E
q
u
iv
alen
t 
F
W
H
M
 b
eam
 
size / m
m
 
E
lectro
n
 
p
u
lse  
d
u
ratio
n
 / fs 
L
aser an
d
 
sam
p
le  
w
id
th
 / m
m
 
T
im
e 
reso
lu
tio
n
 
 / fs 
E
lectro
n
 
b
eam
 rm
s 
rad
iu
s at 
d
etecto
r / m
m
 
100 10 150 
- 0 N 0.243 0.335 398 0.350 1761 0.797 
100 1 O 0.182 0.248 398 0.250 1296 0.015 
40 1.2 C 0.100 0.137 399 0.150 840 0.101 
            
100 10 400 
- 0 N 0.543 0.707 392 0.725 3576 1.764 
100 1 O 0.406 0.528 392 0.525 2614 0.026 
60 1 C 0.319 0.415 393 0.425 2123 0.366 
            
100 15 150 
- 0 N 0.184 0.255 562 0.250 1359 0.572 
90 1 O 0.125 0.173 562 0.175 1033 0.019 
110 0.8 C 0.162 0.223 561 0.220 1226 0.158 
            
100 15 400 
- 0 N 0.410 0.535 558 0.550 2754 1.252 
80 1 O 0.258 0.337 559 0.350 1805 0.032 
50 1 C 0.222 0.291 563 0.300 1577 0.224 
a
 N – Natural, O – Optimal detector focus, C – Collimated. 
 
The set-up that matches most closely to the experiments described in Chapter 5, 
involves the 45 kV, 15 mm photocathode-to-anode distance, 400 μm anode aperture 
electron gun. Without the magnetic lens, a pulse duration of 1,303 fs at the sample is 
predicted, and a beam radius of 1.269 mm at the detector, giving a spatial resolution 
of Δs ≈ 7.5 nm–1. The overall experimental time resolution for this set-up would be 
3,772 fs. This is a relatively poor time resolution, but represents the worst-case 
scenario if the magnetic lens was not working. If we were to obtain the optimal 
radial beam focus on the detector of 0.04 mm (Δs ≈ 0.2 nm–1), the overall 
experimental time resolution would only drop by 8% to 3,474 fs. However, while the 
collimated electron beam has a wider radius of 0.28 mm at the detector (Δs ≈ 1.7 
nm
–1
), the time resolution improves by 31% to 2,610 fs, and is still able to produce 
the high spatial resolution desired.  
If we were to use tilted wavefronts with this set-up, Equation 2.14 suggests that 
best angle of intersection between the pump and probe beam would be 
approximately 67°. With the two beams simply intersecting at this angle, the time 
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resolution at the sample position would increase to 2,300 fs when using the 
collimated electron beam. If tilted wavefronts were used to remove the velocity 
mismatch problem, the ultimate time resolution possible with this set-up would be 
1,308 fs; a 65% improvement on the set-up without the magnetic lens, assuming no 
jitter.  
However, this is just the best time resolution possible with the set-up used to 
collect the data presented in Chapter 5. With time and conditioning, the apparatus 
will be able to achieve a much higher time resolution, when operating at 100 kV. In 
fact simulations at 100 kV show that, with careful manipulation of the magnetic lens, 
a more rapid gain in improving the time resolution of the experiment can be achieved 
compared to that of the lower acceleration potential experiments.  
The optimal 100 kV set-up would make use of the 10 mm photocathode-to-anode 
distance, and the 150 μm anode aperture electron gun, and would have a pulse 
duration of 398 fs. The natural beam has a radius of 0.80 mm at the detector (Δs ≈ 
7.3 nm
–1
), and provide a time resolution of 1,761 fs when crossing the pump and 
probe beams perpendicularly. An optimal radial focus at the detector can be achieved 
of 0.015 mm (Δs ≈ 0.1 nm–1), with a time resolution of 1,296 fs (26% improvement). 
However, by compromising the spatial resolution slightly to produce a collimated 
beam with a radius of 0.10 mm at the detector (Δs ≈ 0.9 nm–1), a time resolution of 
840 fs can be attained (53% improvement). 
If we set the angle of the intersecting beams to 57° (as calculated with Equation 
2.14, in Section 2.2.2), the resolution can be improved once again to 667 fs (62% 
improvement) whilst using the collimated beam, with an ultimate time resolution of 
416 fs (76% improvement) when using tilted wavefronts, again assuming no jitter.  
These results also suggest that, whilst generally producing the best overall time 
resolution, the collimated electron beams from a 150 μm electron gun will also 
provide relatively well-resolved spatial data when the detector is 500 mm from the 
anode, and when the detector is moved forward to a distance of 330 mm from the 
anode. In most cases with this closer anode-to-detector distance, the radius of the 
beam predicted for these 150 μm anode aperture experiments are either smaller than, 
or just above the barrier of r ≈ 0.125 mm at the detector, and hence the collected 
structural data will be considered highly resolved. However, experiments using the 
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larger aperture, which in turn produce a larger collimated beam that may be too big 
to acquire this level of resolution, and a different balance between spatial and time 
resolution will need to be found.  
In any case, the time resolution of 416 fs is likely to represent the fastest event 
that one will be able to observe with the apparatus, in its present format, for a pulse 
that initially contains 10
4
 electrons.  
4.5. Summary 
With these calculations it has been possible to model how a pulse containing 10
4
 
electrons behaves as it propagates through the apparatus under many different 
electron gun conditions, as well as to study how it responds to the presence of a 
magnetic lens. The simulations have also predicted the ultimate time resolution of 
the apparatus to be 416 fs. The exact value may vary slightly depending on the exact 
magnetic lens and experimental conditions, but not by an appreciable amount.  
The calculations have also allowed us to make the decision of where to place the 
magnetic lens in the apparatus so as to be as flexible as possible. With its centre 
approximately 60 mm from the face of the anode, it is in the optimal position to 
allow for more efficient beam focussing at the detector and at the sample. However, 
as the calculations showed that even small changes in the position of the magnetic 
lens could have a large effect on the overall resolution of the apparatus, the decision 
was also made to place the lens on a manipulator to allow for its position to be fine-
tuned.  
As well, the results presented here show how the electron beam behaves without 
the magnetic lens, and that the trends observed here, in terms of how the duration of 
the pulse evolves as it propagates through the apparatus, match those reported by 
other groups.
29
 It also appears that the percentage of electrons passing through the 
150 μm aperture, agrees with the results seen in the calibration of the experimental 
apparatus that will be discussed in Section 5.2.1. 
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 Apparatus calibration and diffraction Chapter 5.
experiments 
As might be expected for new piece of equipment, early work on the TRED 
apparatus following its construction consisted of determining the most suitable 
methods for producing and detecting a stable electron beam. This first involved 
conditioning the electron gun and optimising the electron beam ionisation laser path. 
Later the electron detection equipment was upgraded from a simple phosphor screen 
and web camera set-up to the more sophisticated MCP / phosphor screen / CCD 
camera set-up described in Chapter 3. 
The first part of this chapter is dedicated to detailing briefly the early experiments 
carried out in Edinburgh, which involved producing the first electrons, before 
moving on to more quantitative experiments performed in York, which focussed on 
the calibration of the pulsed electron beam. The latter section of this chapter details 
the progress made towards full TRGED experiments, with the pump-probe time-zero 
position determined and basic diffraction experiments carried out. 
5.1. Initial set-up and observations 
5.1.1. Conditioning of the electron gun  
Before any electron beam could be observed or measured, the electron gun itself 
had to be conditioned. As high voltages are being used in the apparatus, the electric 
field between the electrode and anode can break down if there are any imperfections 
on the surface of either component, which may be caused by scratches or foreign 
bodies. When new, the individual components of the apparatus will generally be well 
polished, with no major scratches, and so the main priority is to keep all of the 
internal components of the apparatus clean. However, when dealing with such high 
voltages there will initially always be some small imperfection that can cause the 
electric field in the gun to break down; with careful conditioning this can be 
overcome.  
The gun was conditioned by slowly increasing the voltage applied to the 
electrode. Eventually imperfections on either the cathode or anode will cause the 
electric field to break down, and an electrical discharge will be observed. Although 
one generally tries to avoid such electrical discharges during normal operation, at 
this early stage it can help the apparatus. The energy imparted in the discharge will 
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be directed towards the imperfection and may cause it to be removed, allowing for 
higher voltages to be reached. In some cases it may take several discharges to get 
above a certain voltage, and there comes a point where the main limiting factor is the 
slow degassing of components and the pressure in the electron gun chamber. 
The general operating pressure of the electron gun that was used for most of the 
experiments described here was around 1×10
–7
 mbar. This was the pressure that the 
electron gun would generally reach after being pumped from atmospheric pressure 
for 12-16 hours. The rate at which the pressure drops greatly slows after this point, 
and generally takes several days to get appreciably lower. At this operating pressure, 
the highest stable voltage across the electrode that generally could be obtained was 
around –55 kV. However, the maximum voltage observed across the electrode was –
70 kV, and was obtained at an operating pressure of 5×10
–8
 mbar, early on in testing. 
To reach this pressure the apparatus was continuously pumped for a couple of weeks. 
Operating at reduced pressures and the higher potentials that they permit was 
difficult during the testing period because the apparatus was opened so often. As 
testing of the apparatus got underway, changes to the apparatus would be made on an 
almost daily basis, including installing new pieces of equipment (e.g. magnetic lens / 
apertures / detectors), adjusting the positions of components, and inserting samples 
for diffraction. All of these would involve breaking the vacuum, and require the 
pressure in the apparatus to be returned to atmospheric levels. As detailed in Section 
3.2.6 the pressure in the apparatus would generally be brought back to atmospheric 
levels by introducing dry nitrogen into it and, unless replacing the photocathode, 
there would generally be no need to open the electron gun. This prevented 
contamination of the gun, and with only dry nitrogen being used, the amount of time 
needed to evacuate the chamber to operating pressures was reduced, as well as 
removing the need to recondition the gun.  
5.1.2. Initial electron beam observations 
With this apparatus, an electron beam can be detected in one of two ways; using a 
phosphor screen and camera, or using a Faraday cup and picoammeter. The earliest 
electron beam was observed using the first method, by placing a phosphor screen 
approximately at the sample position within the diffraction apparatus (i.e. 
approximately 130 mm from the anode). The screen was placed relatively close to 
the source of the electrons as it was not known how the electron beam would behave; 
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for instance the beam might have been deflected past the phosphor had the detector 
set-up been placed further from the anode. Figure 5.1 shows one of the earliest beam 
images recorded. 
 
Figure 5.1: Early image of the electron beam (lower larger spot), recorded on a 
phosphor screen using a web camera. A smaller spot can also be seen, and is the 
residual intensity of the laser used to ionise the photocathode.  
 
One can see from Figure 5.1 that there are two spots: one larger spot relating to 
the electron beam, and another resulting from the remaining intensity of the laser 
beam used to produce the electrons passing through the photocathode. To confirm 
that an electron beam was being produced, a strong magnet was brought near to the 
diffraction chamber; this deflected the electron beam from its natural propagation 
path while leaving the laser spot unmoved. With visual confirmation that the 
apparatus was producing a stable beam of electrons, more accurate measurements of 
the beam properties were performed.   
5.2. Electron beam calibration 
5.2.1. Electron beam current 
As detailed in Section 3.2.5, the electron beam current can be measured using the 
beam stop that is positioned in front of the detector, and a picoammeter. As an 
ultrafast pulsed electron beam is being created, the picoammeter was linked to the 
signal generator of the Ti:Sapphire laser, allowing a reading to be taken at the 
approximate time that the electron beam arrived at the beam cup. It was important to 
understand how the current of the electron beam varied with different properties of 
the electron gun; such variables included the accelerating potential of the electron 
gun, the power of the laser used to ionise the photocathode, the focus of the laser, 
and the size of aperture in the anode. 
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The ionisation laser impinging on the photocathode must be focussed in order to 
produce any notable electron beam. Without this focussing most of the laser will 
impinge on the conductive metal on the back of the photocathode, preventing it from 
passing through sapphire disc to the gold on the other side. The remainder of the 
beam that does pass through the window in the conductive metal will be unfocussed 
and produce electrons over a large area. After accelerating form the photocathode, 
most of these electrons will come into contact with the grounded anode and be lost. 
The number of electrons that do pass through the aperture in the anode are too few to 
be accurately measured. Therefore, the focussed laser beam is necessary to produce a 
localised source of electrons that are in a position to pass through the aperture in 
anode.   
As described in Section 3.3.2.1, a 50 cm plano-convex lens is used to focus the 
laser beam on to the photocathode. As shown in Figure 3.25, the 50 cm lens sits on a 
1” translation stage with the intention to allow for the focus of the laser to be fine 
adjusted. However, it was noted that over the range that the stage could move no 
significant change in the quality of the electron beam was observed. It is assumed 
that this is because the width of the focussed laser does not vary appreciably when 
the lens is moved over the range of this translation stage, and the emitted electron 
beam remains sufficiently small for most of it to still pass through the aperture in the 
anode of the electron gun. 
The other variables mentioned above do have a significant effect on the number 
of electrons observed. The size of the aperture in the anode can be varied easily due 
to its set-up (as detailed in Section 3.2.2), and the potential applied across the 
electron gun can be changed using the Heinzinger power supply. The power of the 
267 nm laser beam can also be adjusted by rotating the polarisation angle of the SHG 
crystal, to vary the amount of 267 nm light produced in the THG set-up. Figure 5.2 
contains a series of plots that show how the energy of the laser pulse varies with the 
polarisation angle of the SHG crystal, and how the number of electrons per pulse 
varies with different electron gun set-ups.  
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Figure 5.2: Graphs showing a) the energy of a 267 nm laser pulse as function of 
SHG crystal polarisation angle, and observed number of electrons per pulse when 
using b) a 1000 μm aperture c) a 150 μm aperture, and d) a 300 μm aperture for 
various different electron gun conditions. 
 
One will note from the results shown in Figure 5.2, that no beam current data are 
reported for the 150 μm aperture, 25 kV set-up, as no stable current above the noise 
level of the detector was observed. Also, due to time constraints with the Laser Loan 
Pool laser, the beam current for the 1,000 μm aperture set-up, was only investigated 
for the two most commonly used acceleration potentials, 30 and 45 kV. Laser 
powers are also only shown for the range of SHG polarisation angles from –25° to 
25°, as the power meter used was not sufficiently sensitive to measure the laser 
power when rotated further. All values shown in Figure 5.2 are averages of 
numerous individual readings, with standard deviations of these values being 
presented for results relating to the laser power and 1,000 μm aperture experiments, 
but have been omitted from the results of the 150 and 300 μm aperture experiments 
for clarity. 
From Figure 5.2 one can see that number of electrons observed per pulse at the 
detector is highly dependent on the angle of the SHG crystal and, hence, the power 
of the laser. Comparing the plots shown in Figure 5.2, one can see a similar trend 
with respect to the SHG angle amongst all of the plots, suggesting that the number of 
electrons produced from the photocathode scales almost linearly with the power of 
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the laser, as would be expected for a single-photon ionisation process. From this one 
can see that it is possible to fine tune the number of electrons produced from a 
maximum of 5.1×10
6
 electrons per pulse (45 kV, 1,000 μm aperture), to below the 
noise level of the picoammeter (500 electrons per pulse). Obviously, the number of 
electrons that make it into the diffraction chamber is dependent on the size of the 
aperture through which they must pass, with the maximum number of electrons per 
pulse observed with each aperture being 2.9×10
5
, 2.6×10
6
, and 5.1×10
6
 for the 150 
μm, 300 μm, and 1,000 μm apertures, respectively.  
It is also interesting to note that the maximum number of electrons that can pass 
through a given aperture depends on the potential of the electron gun. With smaller 
apertures, fewer electrons are observed at lower acceleration potentials. This is likely 
due to the pulse having more time to expand in the transverse direction at lower 
voltages (and consequently lower velocities), before reaching the anode, thus 
preventing more electrons from passing through. In the case of the 1,000 μm 
aperture, there is no appreciable difference in the number of electrons that pass 
through at the two voltages investigated, suggesting that the aperture is large enough 
to allow almost all of the electrons to pass through. However, one can also see from 
Figure 5.2b that the measured standard deviation of the number of electrons passing 
through at 30 kV is much larger than those at 45 kV. This is most likely related to 
the fact that with higher acceleration voltages, the electrons are less likely to diverge 
and deviate off course on their path to the detector.  
Accepting that the 1,000 μm aperture is large enough to allow all of the electrons 
produced at the photocathode to enter the diffraction chamber, we can estimate the 
percentage of the electron beam that can pass through one of the smaller apertures. 
Figure 5.3 shows how the percentage for the 150 and 300 μm apertures is dependent 
on the SHG angle / laser power, and accelerating voltage used in the experiments.  
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Figure 5.3: Graphs show the percentage of the electron beam current passing through 
the (blue) 150 μm aperture and the (red) 300 μm aperture compared to the 1,000 μm 
aperture at a) 30 kV and b) 45 kV, as a function the polarisation angle of the SHG 
crystal. 
 
Figure 5.3 shows that the largest percentage of electrons to pass through the 150 
μm aperture occurs when the laser power is at its lowest, with the percentage minima 
being observed at the maximum laser power. This is likely to be related to the 
“Coulomb explosion” problem; with a higher laser power, more electrons and, 
hence, a denser electron pulse is produced, increasing the number of Coulombic 
repulsion events within the pulse. The pulse then expands in all directions faster than 
would be expected for a low-density pulse, causing a larger divergence of the beam 
in the transverse direction. With the beam diverging more rapidly fewer of the 
electrons produced pass through the smaller 150 μm aperture compared to the 1,000 
μm aperture. This highlights the need to select carefully the appropriate laser power 
to produce the optimal electron beam for diffraction experiments. 
At lower laser powers (where the SHG angle is between 35 and 40° to the axis of 
the laser beam) 1.8–2.4×104 electrons per pulse pass through the 1,000 μm aperture 
at 45 kV. The number of electrons that pass through the 150 μm aperture at these 
same angles is 7.5–3.1×104 electrons per pulse, which is 44–28%, respectively, of 
what is seen with the 1,000 μm aperture. This is not far off the percentage yield 
(23.3%) of electrons seen passing through the 150 μm aperture in the simulations of 
Section 4.3.1.1, for a pulse containing a similar number of electrons (i.e. ~10
4
 
electrons).  
A similar, though less clear, trend is observed for the 300 μm aperture where, in 
the 45 kV set-up, one can see the same minima occurring around where the 
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maximum laser power is observed, and generally larger transmission percentages at 
lower powers. These are not as conclusive as for the 30 kV set-up, but the cause of 
the poor data is most likely related to the previously discussed point of the beam 
having a larger divergence in the transverse direction before passing through the 
aperture in the anode. This would also explain why the trend is clearer with the 150 
μm aperture, as it is small enough to remove all of the rapidly diverging electrons, 
yielding a relatively well-collimated electron beam.  
It should be noted that whilst the laser was not adjusted between these 
experiments, the laser could impinge on different parts of the photocathode after 
opening the apparatus to change the aperture in the anode of the electron gun. This 
new area of the photocathode could have slightly different electron ionisation 
properties from the previous area and, hence, produce a slightly different beam. This 
could be the reason why an unusually large percentage of electrons are observed for 
the 300 μm aperture at 45 kV compared to the 1,000 μm aperture. The results here 
further show the care that must be taken when choosing the laser power, acceleration 
potential and aperture size to use in experiments, as each has an effect on the 
properties of the electron beam produced.  
5.2.2. Electron beam width 
The width of the electron beam was measured using the equipment and methods 
described in Section 3.2.9. As detailed in Chapters 2 and 4, it is important to know 
the transverse size of the electron beam at the sample position in order to accurately 
determine the time resolution of the experiment. Here we look at how the number of 
electrons affects the width of the beam, as well as measure variations in the beam 
width as the magnetic lens focusses it. In the experiments described, the beam width 
measurer was brought in through the middle port of the side flange of the diffraction 
chamber, mounted on an xyz manipulator. In this position, one could determine the 
width of the electron beam after it had travelled approximately 130 mm through the 
diffraction chamber. The 1,000 μm aperture in the anode of the electron gun was 
used throughout these experiments. Other aperture sizes were not investigated 
because of time restrictions with the Laser Loan Pool laser. All of the measurements 
were made using the 500 μm aperture on the beam-width measurer.  
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5.2.2.1. Unfocussed electron beam 
The transverse profile of electron beam was measured in both the x and y 
directions (with reference to axes defined in Figure 2.9). Experiments were 
performed using both 1×10
4
 and 5×10
4
 electrons per pulse, representing the likely 
range that will be employed for future TRED experiments. Figure 5.4 shows how the 
current of the two beams varied as the beam-width measurer was scanned across 
them. Each data point shown is an average of numerous recordings, with the 
accompanying error bars representing the standard deviation of these readings. 
 
Figure 5.4: Point-to-point fits showing the intensity of a pulse containing a) 1×10
4
 
and b) 5×10
4
 electrons passing through a 500 μm aperture in the beam width 
measurer, as scanned in the x (top) and y (bottom) directions.  
 
When the 1,000 μm aperture is used the transverse profile of the electron beam is 
Gaussian in nature, as expected when being created by a laser pulse that is itself 
Gaussian. By fitting the data observed to a Gaussian, the full-width half-maximum 
(FWHM) value for each beam can be obtained as 0.41 mm for the 1×10
4
 electron 
pulse and 1.5 mm for the 5×10
4
 electron pulse. This demonstrates that the width of 
the pulse is heavily dependent on the number of electrons it contains, with the pulse 
more than tripling in FWHM diameter when the current is increased fivefold.  
Looking at the error bars in each figure, one can see that data are more precise for 
the 5×10
4
 electron pulse. This is due to the observed number of electrons passing 
through the aperture in the measurer being well above the noise limit for each 
measurement, which is not the case for the 1×10
4
 pulse. One can also see that 
measurements made in the x direction are more accurate for both pulses, and this is 
simply due to a more accurate Vernier scale being available on this axis during 
measurements.  
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Assuming that the pulse duration measured for the 1×10
4
 electron pulse has a 
similar duration to the closest simulation presented in Chapter 4 (400 μm aperture, 
45 kV, 15 mm photocathode-to-anode distance electron gun), an overall 
experimental time resolution of approximately 3,000 fs is predicted when the pump 
and probe beams cross orthogonally, and 2,640 fs when they intersect at an angle of 
67°. 
5.2.2.2. Magnetic lens 
As the purpose of the magnetic lens is to reduce the transverse size of the electron 
beam, it was important to measure how this behaved. In the following experiments 
the centre of the magnetic lens was placed 60 mm from the face of the anode plate, 
meaning that the distance from the centre of the magnetic lens to the beam width 
measurer was approximately 70 mm. The beam width was investigated for magnetic 
lens currents of 0.0, 0.3, 0.6, 0.9 and 1.18 A, where 1.18 A produced the optimal 
beam focus at the detector, 200 mm downstream from the sampler. For comparison, 
Figure 5.5a, shows the measured transverse profile of the electron beam (in the x 
axis) at the sample position for both the natural beam and the one optimally focussed 
by the magnetic lens. As one can see the narrowed electron beam retains its Gaussian 
profile, and the observed peak intensity is larger than when the lens is off, as more 
electrons are able to pass through the measurer when it is positioned over the centre 
of the beam.   
 
Figure 5.5: Graphs showing a) Gaussian-fit comparison of the transverse beam 
profile of an electron pulse containing 1×10
4
 electrons, at its natural (black) and 
focussed (red) widths, and b) a β-spline-fit comparison of the FWHM of the 
transverse beam width at various magnetic lens currents, as determined by 
experiment (black) and simulation (red). 
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Figure 5.5b shows the FWHM of the electron beam at the sample position for 
various currents passing through the magnetic lens, as measured experimentally and 
as predicted in the simulations discussed in Chapter 4. The simulated curve shown 
uses the initial conditions most similar to that used in the experiment (i.e. 10
4
 
electrons per pulse, 45 kV, 400 μm aperture, 15 mm photocathode-to-anode distance, 
magnetic lens positioned 60 mm from the anode). One can see that with the magnetic 
lens off the predicted and experimentally measured FWHM widths are relatively 
similar, giving confidence that the initial conditions used in the simulations are 
believable. As the magnetic lens is applied to the electron beam, experimentally we 
see the FWHM of the transverse width of the beam decrease in an almost linear 
fashion with respect to the current used. However, the simulations predict that the 
beam width narrows much faster than is observed. The simulations also predict that, 
at higher operating currents, the magnetic lens causes an over-focussing of the beam 
before the sample position, which is not observed experimentally. This suggests that 
in the simulations the force that the magnetic lens exerts on the electron beam is 
greater than in reality. This most likely comes from the fact that the magnetic lens in 
the simulations is modelled as a single solenoid with 1,000 turns of wire, of radius r. 
With the practical set-up one can see from Figure 3.18, that whilst the lens contains 
around 1,000 turns of wire, they form layers, with each new layer being more distant 
from the electron beam than the last. However, whilst this may be true, it does not 
take away from the trends discovered and discussed in Chapter 4, and instead 
suggests that they all occur at slightly higher currents than predicted.  
5.3. Time-zero determination 
Knowing accurately that the electron and laser beams used in the pump-probe 
experiments are crossing each other in both time and space is imperative for carrying 
out TRED experiments. To help find this position the piece of equipment described 
in Section 3.2.11 was used to align both beams, so that they intersected with each 
other perpendicularly, as shown in Figure 5.6a. To help find the point where both 
beams reach the intersection point at the same time (i.e. the time-zero position), a 
fine copper mesh was fixed to the flat side of the beam aligner. With the pump laser 
off, after passing through the copper mesh, a grid-like structure can be seen in the 
image produced by the electron beam as it arrives at the detector, shown in Figure 
5.6b.  
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Figure 5.6: a) Pictorial representation of the set-up used to determine the time-zero 
position between the pump laser and the electron beam, utilising the beam aligner 
and a fine copper mesh, and b) the appearance of electron beam after passing 
through the copper mesh. 
 
The experiment to determine time zero uses the idea that an electron pulse can be 
perturbed by a plasma. Such a plasma can be produced by the ionisation of the 
copper mesh using the pump laser beam. Using the experimental set-up shown in 
Figure 5.6, a plasma was created by focussing the laser through the beam aligner and 
onto the copper mesh. A maximum power of 67 μJ per pulse was used, as a larger 
energy than this would destroy the copper mesh. The time delay between the pump 
and probe beams was then varied using the delay stage in the photocathode 
ionisation laser path, whilst observing the image produced by the electron beam on 
the detector, taking note of any changes in its appearance. When the beams are 
aligned spatially and temporally, the image produced by the electron beam becomes 
distorted as seen in Figure 5.7. 
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Figure 5.7: Images showing the interaction of an electron beam with a plasma 
produced by the ionisation of a copper mesh, taken at various time delays between 
the pump and probe beams.  
 
In this experiment it was possible to observe how the electron beam varied in 
time steps as small as 670 fs; time zero has been defined as the position where one 
first observes a change in the pattern produced by the electron beam at the detector. 
As there is a small delay for the plasma beam to be created after the pump laser 
interacts with the copper mesh, the true time-zero position (where the pump laser and 
electron beam cross, rather than where the electron beam and plasma interact) is 
within approximately 10 ps of this observed time zero,
74
 and must be taken into 
account when carrying out further pump-probe experiments. 
5.4. Diffraction experiments 
Before full TRED experiments could be carried out, a series of simple diffraction 
experiments were performed to determine the capabilities of the apparatus. This first 
involved looking at a polycrystalline sample of platinum, as it would be easier to 
diffract from than a gas sample, which would need careful handling and control to 
observe sufficient scattering. However, later experiments did move onto carrying out 
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basic attempts to observe scattering from gaseous samples of argon and carbon 
tetrachloride (CCl4).  
5.4.1. Polycrystalline platinum diffraction 
A series of polycrystalline samples of platinum were prepared on 3 mm diameter 
carbon-coated TEM grids, by electro-deposition techniques to a thickness of 20 nm, 
with the assistance of Professor Jun Yuan, from the Department of Physics, at the 
University of York’s JEOL Nanocentre. For use in the TRED these TEM grids were 
fixed to an 8 mm diameter copper mesh using silver solder, and placed in the sample 
mount described in Section 3.2.10. 
For these experiments the electron gun was set to an acceleration potential of 45 
kV, with the THG set-up adjusted so that there were approximately 10
4
 electrons per 
pulse. The total distance between the electron gun anode and the detector was 330 
mm. The distance from the anode to the sample was approximately 115 mm, leaving 
215 mm between the sample and the detector. At this position, with the 80 mm 
active area of the MCP, diffraction data were collected out to s = 195 nm
–1
, at 45 kV 
(as determined from Equation 2.3). For all of the experiments described below, the 
potentials applied to the MCP and the phosphor screen were +1.9 kV and +4.1 kV, 
respectively. The Stingray CCD camera was used to record a series of images, each 
with a 28 second exposure. The aperture of the Schneider lens was fully opened 
allowing the maximum amount of light from the phosphor screen to reach the CCD 
camera.  
Diffraction experiments were performed for various magnetic lens currents, 
including with the lens off, to observe how this affected the diffraction patterns. In 
each experiment, 13 images were recorded, with the Pt sample directly in the path of 
the electron beam. The sample mount was then moved slightly so that the electron 
beam was passing through a region of the copper mesh that did not contain the Pt 
sample, and the same number of background images was recorded. Once collected, a 
custom piece of MATLAB code (See Appendix C, Stack_ImageV2.m) was used to 
stack and normalise the collected images, before removing a normalised-stacked-
background image. The diffraction patterns obtained with the magnetic lens off (i.e. 
when the electron beam is at its natural width) and with the lens set to a new optimal 
focussing current of 1.19A (after replacing the photocathode used in the previous 
experiments), are shown in Figure 5.8.  
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Figure 5.8: Diffraction patterns obtained from a polycrystalline sample of platinum 
when the magnetic lens is a) off and b) on and running at its optimal current of 1.19 
A. 
 
One can see from Figure 5.8 that with the magnetic lens on the resolution of the 
diffraction pattern is better; the rings observed are narrower and better defined. The 
images were then extracted and analysed using a custom piece of MATLAB code 
(See Appendix C, TRED_Extraction_V2.m). The extracted intensities from both 
experiments, where the magnetic lens is off and on, can be seen in Figure 5.9. These 
plots again show that the diffraction data improve when the magnetic lens is 
focussing the electron beam onto the detector; the intensity peaks become narrower 
and more distinct, compared to the broader and overlapping peaks observed with the 
lens off. 
 
Figure 5.9: The observed scattering intensities extracted from the diffraction patterns 
of polycrystalline platinum, with the magnetic lens off (top) and on (bottom). The 
theoretically calculated scattering curves expected for a well-focussed electron beam 
(dashed) have been superimposed on both sets of data for comparison. 
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To further confirm that the diffraction patterns were concurrent with 
polycrystalline platinum, a theoretical model of scattering intensities was generated. 
This was achieved by taking the Bragg equation:
16
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where hi, ki, and li are the Miller indices of the crystal plane, i, involved in 
diffraction, with a unit cell of size a0 (392.42 pm for polycrystalline Pt),
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 using 
electrons with a wavelength, λ, and inserting it in to Equation 2.3, to obtain a 
scattering equation for a polycrystalline sample: 
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where s is still a function of the scattering angle. Knowing the expected s values, one 
can predict the positions of the diffraction rings that should appear in the pattern by 
rearranging Equation 2.3 to give: 
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where ri is the radial distance from the centre of the diffraction pattern, and L is the 
sample-to-detector distance. This model used the parameters for a face-centred cubic 
(FCC) Pt crystal, and takes into account only scattering from planes that are 
classically allowed for a FCC crystal (i.e. where Miller indices are either all odd or 
all even), and weighted for the multiplicity of each plane. The width of each peak in 
the model was dependent on an estimation of the size of the undiffracted electron 
beam spot at the detector. The intensities are divided by s
4 
to take into account the 
fact that observed scattering decreases at wider diffraction angles. In Figure 5.9 the 
scattering from the theoretical model, in which the magnetic lens has narrowed the 
electron beam width at the detector, has been superimposed onto the extracted 
experimental intensities, as a dashed line. One can see that the theoretical and 
experimental scattering curves for where the magnetic lens is on match well, 
confirming that the electrons are being scattered as expected from the polycrystalline 
platinum sample. With the same theoretical data compared to data extracted when 
the magnetic lens is not on, it again shows the how the resolution has been improved. 
While the fit is good, one can see that it is not perfect, and this is simply because it 
was not possible to determine exactly the beam size at the detector, nor determine to 
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a high enough accuracy the sample-to-detector distance. However, with further 
calibration experiments, with more standard samples, it should be possible to obtain 
a more accurate fit.  
From the fittings carried out it was possible to estimate the spatial resolution of 
the experiment without the magnetic lens as Δs = 11 nm–1, which improves to Δs = 
6.7 nm
–1 
with the lens on. From the calculations presented in Chapter 4, this suggests 
that the electron beam has been focussed down to a comparable width of around 1.2 
mm (r ≈ 0.6 mm). This is relatively large, compared to the results seen for optimal 
magnetic lens focussing conditions discussed in Chapter 4, but could be further 
improved by placing a clean-up aperture before the sample to remove the most 
divergent electrons from the electron beam. 
With the information obtained from the theoretical scattering curves, it was 
possible to create a theoretical diffraction pattern, using MATLAB code (See 
Appendix C, Mock_Diff_pattern.m), that could be compared to the experimental 
diffraction pattern, as shown for the well-focussed electron beam in Figure 5.10.  
 
Figure 5.10: The theoretical diffraction pattern (top) of polycrystalline platinum 
superimposed onto the experimental diffraction pattern (bottom). 
 
The results from these experiments show that the apparatus is capable of 
collecting diffraction data that can be refined to obtain structural information from a 
sample, in a reasonable time frame. It also shows the effectiveness of the magnetic 
lens to allow diffraction patterns to be collected with higher spatial resolution.  
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5.4.2. Electron diffraction of gases 
Once data had been collected using the sample of polycrystalline platinum, the 
next stage was to try to obtain a gas-phase diffraction pattern using the apparatus. 
This involved using the gas handling set-up described in Section 3.2.12 to inject gas 
samples into the path of the electron beam in the diffraction chamber. The nozzle 
enters the diffraction apparatus through the central 2.75” port in the top 12” flange, 
giving an approximate sample-to-camera distance of 200 mm. The nozzle was 
positioned so that its tip was approximately 1-2 mm away from the path of the 
electron beam, which would maximise the amount scattering that could be observed. 
In these experiments the same parameters were used for collecting data with the 
CCD camera and lens as detailed in Section 5.4.1. 
The first gaseous sample that was studied was argon, from which, as a single 
atom scattering centre, only atomic scattering will be observed, with no distinct rings 
of diffraction. The argon gas was introduced through the nozzle as a continuous 
stream, supplied from a gas reservoir held at atmospheric pressure and room 
temperature. Whilst expansion from the nozzle will cause the gas to cool (with the 
Knudsen number being much less than 1, at approximately 1.61×10
–4
 for the set-up 
described above),
123
 it is assumed that the nozzle is close enough to the electron 
beam that scattering will not be observed from a fully formed molecular beam.
123
 It 
is also unlikely that one will observe the formation of a plasma as a result of 
electron-impact ionisation of the gas sample, as the cross section for this occurring 
decreases at a near exponential rate, with respect to acceleration energy, for keV 
electrons.
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As no distinct diffraction rings would be observed from the scattering of the 
atomic sample, there was no need to focus the electron beam with the magnetic lens, 
nor direct the beam onto the beam stop to improve the dynamic range of the images. 
Instead, one was only likely to observe a slight increase in intensity around the 
electron beam, caused by the scattering of electrons, which would then quickly drop 
off at wider scattering angles. Figure 5.11 (part a and b) shows images collected at 
the detector with and without gas flowing into the chamber, whilst Figure 5.11c 
shows the radially averaged intensity curve as a function of the distance from the 
centre of the electron beam, once Figure 5.11a (the background) has been removed 
from Figure 5.11b (the signal). 
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Figure 5.11: Images showing an unfocussed electron beam hitting the detector, with 
data collected a) with no argon gas flowing into the diffraction chamber, b) with gas 
flowing, and c) a graph showing the radially average intensity curve, as function of 
the distance from the centre of the electron beam, observed at the detector once a 
background has been removed.  
 
From these images it was determined that it was possible to obtain scattering 
information from a gas-phase sample with the new apparatus, although the amount 
of scattering was small and only just above the noise level. However, with this 
knowledge that gas scattering was possible, the argon sample was replaced with an 
ampoule of CCl4, in an attempt to observe molecular scattering.  
Before injecting the sample into the apparatus (but with the ampoule attached to 
the gas injection line) the liquid sample of CCl4 was frozen using liquid nitrogen and 
degassed. This was repeated several times to ensure that the sample had been fully 
degassed. Once degassing was complete, and the sample had returned to room 
temperature, the sample was injected by opening the valves linking it to the chamber. 
However, very little scattering was observed, as shown in Figure 5.12.  
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Figure 5.12: Scattering observed from a sample of CCl4 using the TRED apparatus 
(background removed).  
 
It is possible that a single diffraction ring is present just outside the beam stop in 
Figure 5.12, although it is not sufficiently clear to claim that molecular scattering has 
been observed. It is suspected that so little scattering was observed because there was 
an insufficient gas density at the moment the electron beam interacted with the 
molecular beam.  
Whilst a high enough gas density could theoretically be achieved with the set-up 
used here, it would not be done so in a safe manner. As only a simple nozzle was in 
place, it meant that a continuous stream of gas would be let into the chamber. 
However, the vacuum system is not powerful enough to allow a continuous flow of 
the high density gas needed to observe sufficient diffraction for anything more than a 
few seconds. To overcome this problem, a pulsed nozzle system with a relatively 
high pressure of sample gas behind it would need to be used, with the nozzle pulsing 
in time with the electron beam crossing the sample position. This set-up should be 
sufficient to allow gas electron diffraction to be observed for both standard time-
averaged and simple time-resolved diffraction experiments. However, due to time 
constraints with the Laser Loan Pool laser, it was not possible to implement these 
ideas and to observe improved gas-phase molecular diffraction.  
5.5. Conclusion and summary 
Whilst the ultimate goal of time-resolved gas electron has not yet been achieved 
with this apparatus, all of the steps leading to it have been achieved to one degree or 
another. The apparatus has been shown to produce a stable pulsed electron beam, 
whose width can be controlled using a calibrated magnetic lens. A suitable detector 
has been established that can measure accurately the number of electrons in each 
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pulse, and record diffraction patterns from a polycrystalline sample in a timely 
manner. The diffraction pattern from polycrystalline platinum collected with this 
apparatus shows that sensible diffraction patterns can be obtained, and that the data 
provided from these images match theoretical expectations. The images produced 
have also allowed for the quality of the electron beam, and the spatial resolution of 
the experiment, to be further calibrated. Whilst minimal amounts of gas diffraction 
were observed with the current gas inlet system, plans for a new, more efficient, 
delivery system have been completed, and are in production. This apparatus is 
limited only by the lack of a permanent laser source.  
When a suitable laser becomes available for this apparatus, the author is 
confident that it will not take long, compared to what has already been achieved, for 
this piece of scientific equipment to be able to produce reliable high-quality time-
resolved diffraction data.  
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 Quantum chemical studies on the dissociation of Chapter 6.
dimethyl disulfide and diethyl disulfide 
6.1. Introduction 
One significant focus of structural chemistry is to better understand the structures 
and folding processes of protein molecules; how and why these processes occur has 
a major impact on our everyday lives. The disulfide bond (S–S) present between 
cysteine residues of peptides is one of the key factors that control the overall 
structure of protein molecules.
125–127
 Understanding how such bonds form and break 
within molecules helps to understand better the structures observed within proteins. 
However, as proteins are large molecules with many different types of chemical 
bonds, it is easier to study this specific bond by looking at smaller molecular 
analogues.  
Simple aliphatic molecules with sulfur-sulfur bonds (e.g. H2x+1CxSSCxH2x+1) are 
useful for studying the dissociation of disulfide bridges as they can be small (when x 
is small), allowing for the feature of interest to be studied in detail. Several 
spectroscopic studies have focused on the dissociation of both S–S and S–C bonds 
within these molecules,
128,129
 with several interesting observations being made.  
When the aliphatic molecules with a disulfide bridge were acted upon by a light 
source with a wavelength of λ < 200 nm, it was generally reported that both the S–S 
and S–C bonds would break. However, when the energy of the photons used was 
lowered to a wavelength of λ ≈ 230 nm, only the S–S bond would dissociate. This is 
interesting because, in general, the S–S bond is stronger than the S–C bond at 280 kJ 
mol
–1
 compared to 235 kJ mol
–1
,
129
 and so one would expect that it would require 
more energy to dissociate.  
As a result of these observations it was suggested that the dissociation of the S–S 
bond occurs via an electronic excited-state pathway. Whilst a dissociation on the 
electronic ground state is theoretically possible via a large enough vibrational 
excitation, this is unlikely to occur due to a small transition probability between the 
initial lower vibrational states and these higher vibrational states on the electronic 
ground state. To investigate the idea of an electronically excited-state dissociation 
further, a series of quantum calculations were carried out by Luo et al. on dimethyl 
disulfide (DMDS / CH3SSCH3), the structure of which is shown in Figure 6.1a.
127
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These calculations, which used CASSCF theory and the cc-pVTZ basis set, showed 
that the initial hypothesis was correct. When looking at the potential-energy surface 
(PES) of DMDS in ground state, the energy of the system increased as the S–S 
distance increased, keeping the molecule together. Yet, when an electron was excited 
from the ground-state highest occupied molecular orbital (HOMO) to the ground-
state lowest unoccupied molecular orbital (LUMO) the potential energy of the 
system rapidly decreased as the bond lengthened, favouring the dissociation. 
Something similar was observed as the S–C bond length was increased, though there 
is an energy barrier in the excited state that must first be overcome for the S–C bond 
to dissociate. This explains why one only observes the dissociation of the S–C bond 
above a certain photon energy threshold.  
 
Figure 6.1: Molecular structure of a) dimethyl disulfide, and b) diethyl disulfide, 
with important atoms numbered.  
 
Whilst these calculations were carried out for DMDS, Bookwalter et al. showed 
that several other aliphatic molecules containing S–S bonds had similar dissociations 
properties. Of particular interest was diethyl disulfide (DEDS, shown in Figure 
6.1b), which had a larger relative yield of S–S dissociations, compared to S–C 
dissociations, when using the lower energy photons (nearly twenty times more than 
was observed for DMDS).
129
 However, Barone et al. showed that, in any case, 
DMDS still has a high quantum yield, detecting 1.65 ± 0.38 
•
SCH3 radicals for every 
photon absorbed after irradiating DMDS with a 248 nm pulsed excimer source.
130
 
Whilst DMDS has already been shown to be a suitable candidate for GED, with 
its structure determined by Bauer et al.,
131
 along with that of methyl ethyl disulfide 
(MEDS, a molecule similar in structure to that of DEDS), this section of the thesis 
will focus on calculations to investigate the possibility of using these molecules for 
TRED studies. First, calculations similar to those performed by Luo et al. will be 
carried out to look at and better understand the potential-energy surfaces for DMDS 
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and DEDS, as they go through the dissociation of S–S and S–C bonds, before 
simulations will be performed to show what is likely to be observed in TRED 
studies. These simulations will include molecular dynamic calculations to predict the 
expected dissociation time, and a prediction of the radial distribution curves that 
would be obtained from a diffraction experiment.  
6.2. Static quantum calculations 
A series of “static” calculations were carried out for DMDS and DEDS to obtain 
the ground-state geometries and vibrational frequencies for each molecule, before 
performing PES scans for the S–S and S–C dissociations. The calculations described 
here were carried out using the B3LYP
97–99
 method and 6-31G* basis set
132
 with the 
Gaussian 09 program.
108
 As mentioned, the work by Luo et al. used a larger basis set 
(cc-pVTZ), though here we are only interested in quickly recreating the calculations 
for our own understanding of the system, and this level of theory will be more than 
sufficient for the molecular dynamic simulations that will be discussed in Section 
6.4.  
Previous electron diffraction studies by Bauer et al. indicated that there was only 
one conformer of DMDS present in the gas phase and so, in this case, only one 
conformer was investigated. However, for MEDS, Bauer et al. identified the 
potential for multiple conformers depending on the SS–CC dihedral angle present in 
the molecule. These conformers generally appeared every 60° (i.e. 0°, 60°, 120°, 
180°, 240°, and 300°) when rotating about the SS–CC dihedral angle. As there are 
two SS–CC dihedral angles within DEDS (i.e. between atoms 1–2–3–4 and 3–4–5–6 
in Figure 6.1b), this leads to 36 (= 6
2
) possible ground-state structures. This therefore 
had to be taken into account in determining the ground-state structure. By carrying 
out calculations for each of the possible conformers at the B3LYP/6-31G* level of 
theory, it was found that each initial geometry would converge to one of six unique 
conformers; three with C2 symmetry and three with C1 symmetry. All of these 
conformers were confirmed to be real ground-state structures, with all of their 
vibrational frequencies being real. These conformers have been summarised in Table 
6.1. 
  
140 
 
Table 6.1: Summary of the potential conformers of DEDS that are likely to be 
present at room temperature. 
Conformer Symmetry 
Dihedral 
angle 1 / 
degrees 
Dihedral 
angle 2 / 
degrees 
Energy / 
Hartrees 
ΔG / 
kJ mol
–1
 Multiplicity 
% 
abundance 
1 C2 67.4 67.4 -954.702822 0.000 2 24.5 
2 C2 176.9 176.9 -954.701720 2.894 2 7.4 
3 C2 287.2 287.2 -954.700324 6.559 2 1.6 
4 C1 292.3 173.6 -954.701710 2.920 1 14.7 
5 C1 67.3 177.1 -954.702281 1.421 1 27.2 
6 C1 66.2 291.8 -954.702189 1.662 1 24.6 
 
As DMDS and DEDS are volatile at room temperature,
131
 the number of 
molecules of conformer i, Ni, compared to the total number of molecules, N, at room 
temperature was calculated using the Boltzmann distribution equation seen in 
Equation 6.1. 
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, Eq. 6.1 
where ΔGi is the Gibbs free energy difference of conformer i with respect to the 
lowest energy conformer, R is the gas constant, T is the temperature of the 
experiment, and hi is the multiplicity of conformer i. By knowing Ni, it was possible 
to obtain the relative percentage abundance of each conformer that would be 
expected in the diffraction experiment. This information will also be used to predict 
the ground-state radial distribution curves of DEDS later in this chapter.  
With the ground-state properties of both molecules having been investigated, a 
quick look at the excited-state energies was attempted. For these investigations the 
TD-DFT method, discussed in Section 2.3.4, was used to obtain an approximation of 
the excitation energy for each molecule. In these calculations the first five singlet 
excited energy levels were taken into account, but with optimisations focussing on 
the first excited state (i.e. the resultant product from the HOMO to LUMO 
transition). Again these calculations were carried out using the B3LYP/6-31G* 
method and basis set. Here, the calculations suggested that the excitation energies for 
both DMDS and DEDS were around 452 kJ mol
–1
, which is equivalent to an 
excitation from a laser with a 266 nm wavelength. This suggests that both molecules 
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would be perfect to investigate with the current TRED set-up as the predicted 
wavelength falls within the bandwidth of the 267 nm light produced by the third 
harmonic of the ultrafast Ti:Sapphire laser, and is of a similar energy to the 
experimentally observed absorption at 250 nm for DMDS.
133
 The molecules would 
be excited into the S1 state, with very little extra energy being put into the system 
(assuming single-photon excitations). 
As well as being able to predict the structure and energy levels of the molecules 
with these calculations, the appearance of the molecular orbitals can also be 
investigated. Figure 6.2 shows both the HOMO and LUMO molecular orbitals for 
both DMDS and DEDS. In it one can see the bonding σ orbital between the two 
sulfur atoms in the HOMO, which becomes an anti-bonding orbital in the LUMO. 
This again confirms the idea that the bond will stretch and likely break in the excited 
state. 
 
Figure 6.2: The HOMO (a and c) and LUMO (b and d) orbitals of DMDS (top) and 
DEDS (bottom) showing strong bonding nature in the HOMO and anti-bonding in 
the LUMO across both the S–S and S–C bonds.  
 
6.3.Potential energy surface scans 
To see how the energies of both DMDS and DEDS change in the ground and 
excited states a series of PES scans were carried out. CASSCF was initially used for 
this work,
101
 as it allows the user to optimise the molecular orbitals that are involved 
in the electronic transitions, and hence allow us to compare results to those found by 
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Luo et al.
127
 However, due to restrictions in CASSCF being implemented in 
Newton-X (the program later used for molecular dynamic simulations), PES scans 
were also carried out using DFT (B3LYP) methods, to see how the results compare. 
If similar trends were observed in the PES for both methods, then the B3LYP 
method would be suitable for the molecular dynamic calculations. Once again, these 
calculations were carried out with a smaller basis set (compared to the work Luo et 
al.) of 6-31G* to save computational time. CASSCF calculations were performed 
using the MOLPRO
110
 quantum chemistry package, whilst the DFT calculations 
made use of Gaussian 09.
108
  
In the CASSCF calculations, the ten-electron nine-orbital (10,9) active space 
chosen by Luo et al. was also implemented for both DMDS and DEDS, starting from 
their respective ground-state structures. The PES scans show how the energies of the 
systems in both the ground and first excited states vary as the S–S and S–C bonds 
are stretched, the results of which are shown in Figure 6.3.  
 
Figure 6.3: Potential energy surface scans for the ground (black) and excited state 
(red), for DMDS (top two graphs) and DEDS (bottom), during the dissociation of the 
S–S (a and c) and S–C (b and d) bonds.  
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For both molecules it can be seen that in the ground state both the S–S and S–C 
bonds have a minimum energy corresponding to their respective equilibrium bond 
lengths. However, the potential energy surface for the first excited state for both 
molecules, with respect to the S–S bond, rapidly drops off in energy, favouring the 
dissociation of the bond. Also for both molecules we see a small energy barrier with 
respect to the dissociation of the S–C bond in the excited state, caused by the conical 
intersection between a bound and dissociative state, which must be overcome for the 
bond to dissociate. The results seen here for DMDS match the trends seen by Luo et 
al. in their calculations
127
 and help to explain the experimental observations for the 
dissociation of both DMDS and DEDS in the work of Bookwalter et al.
129
 However, 
it should be noted that whilst the PESs presented here give an idea of what the likely 
dissociation pathway may be, they are in fact only a 2-D slice of what is really a 
multidimensional surface. A more energetically favourable dissociation path may 
become apparent as the molecule “explores” the excited-state PES.  
Meanwhile, the ground-state PES for both molecules were re-investigated with 
the standard B3LYP (DFT) method, whilst the excited state was re-investigated with 
the TD-DFT / B3LYP method, taking into account the first five singlet excitations, 
and optimising for the first excited state. Whilst slightly different energies are 
produced from these calculations compared to the CASSF calculations (as would be 
expected from using different methods), overall the same trends as described above 
were observed. This gave confidence that the B3LYP method would be suitable for 
carrying out the molecular dynamic simulations. 
6.4. Molecular dynamic calculations 
Having an idea of the time it takes for a chemical reaction to occur is obviously 
an important factor in TRED, and so a series of Newton-X calculations were carried 
out to obtain an estimate of the time it takes for each molecule to dissociate. These 
calculations first required a basic geometry, and force constants, both taken from the 
ground-state calculations discussed in the Section 6.2. From the information 
inputted, Newton-X creates a series of unique expected geometries, which act as 
starting points for the molecular dynamics simulations. This allows the simulation to 
take into account the possibility that the “experiment” may start (i.e. the point at 
which a molecule becomes excited) from different points throughout the vibration 
cycle of the molecule. For DMDS and DEDS, ten different starting geometries were 
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used to obtain an average dissociation time for the molecules. Calculations were set 
to run for up to 100 fs, in steps of 0.5 fs (i.e. 200 steps in total), and would end when 
either all steps had been run, or when the distance between two sulfur atoms had 
increased beyond 3 Å, enough for it to be considered broken and unlikely to 
recombine with the added kinetic energy of the stretching. 
 Whilst in reality the experiment would take place at room temperature (as both 
molecules have a high enough vapour pressure to enter the gas phase at room 
temperature), the Andersen isotherm was switched off and the simulations run at T = 
0 K. This was due to the fact that the isotherm keeps the simulated temperature in 
check via a series of collisions that redistribute the kinetic energy of the system. As 
the dissociation of a bond produces a large amount of kinetic energy in the system 
(which is outside the isotherm’s expected energetic distribution) after a collision, the 
kinetic energy between the two sulfur atoms would be redistributed amongst all the 
other atoms in the system, and would cause the dissociation to artificially stop. One 
could tend the collision frequency to zero, but this would mean that the temperature 
of the system would not be checked, and hence might as well be switched off. This 
means that all of the structural changes observed here are purely a result of the 
molecules moving to their respective most energetically favourable position on the 
PES. 
For both DMDS and DEDS it was found that, whilst in the ground state, all of the 
calculations would run the whole course of the simulation (i.e. 100 fs / 200 steps) 
without any major changes in the structure of the molecules, beyond small changes 
in the bond angles and dihedral angles. However, it was a different story in the case 
where the molecules were already in the first excited state. Here, both DMDS and 
DEDS started to dissociate immediately at the S–S bond, due to the steep potential-
energy surface seen in the excited state. In the case of DMDS, the bond is considered 
broken 28 ± 2 fs (on average) after excitation, and in the case of DEDS, the 
dissociation time was almost the same, taking on average 30 ± 2 fs to dissociate. In 
all of the calculations run, there was no observation of the dissociation of the S–C 
bond. This was mostly due to not enough energy being available in the system to 
overcome the small energy barrier seen in the PES of the S–C dissociation. 
Sufficient energy may have been available in the system if the simulations were run 
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at a non-zero temperature but, due to the nature of the Andersen isotherm, this was 
not possible.  
The timescales predicted here indicate that the dissociation of the S–S bond 
occurs on a timescale that will be far too fast to be observed with the TRED 
apparatus in the traditional sense of a “molecular movie”. At best, one will be able to 
observe the initial reactants and end products of the dissociation. However, as a first 
reaction to “watch” with the apparatus, this situation would be ideal, as one would 
simply see a “complete” molecule in the diffraction patterns recorded before time 
zero, and a dissociated molecule (i.e. methyl/ethyl sulfide radicals) in the post-time-
zero diffraction patterns.  
6.5. Theoretical radial distribution curves and conclusions 
To ascertain how easily the structural information from the parent molecules, 
DMDS and DEDS, and their radicals, might be deconvoluted, information from the 
geometry and frequency calculations discussed in Section 6.2 was used to produce 
mock radial distribution curves (RDCs) for both molecules, as seen in Figure 6.4. 
These were produced by inputting the ground-state geometries into the ed@ed
56
 
electron diffraction analysis package. SHRINK
58
 (Section 2.1.2.1) was also used to 
take into account the expected molecular vibrations that would be associated with 
each molecule.   
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Figure 6.4: Expected radial distribution curves for a) DMDS, b) 
•
SCH3 radical, c) 
DEDS and d) 
•
SCH2CH3 radical. 
 
As discussed in Section 6.2, only one conformer was likely to be present in 
DMDS, and this formed the basis for the RDC shown in Figure 6.4a. However, it 
was predicted that there were up to six unique conformers for DEDS that could be 
present in the gas-phase experiments. The RDC of DEDS presented in Figure 6.4c, is 
based on the geometries of conformers 1, 4, 5 and 6 (as labelled in Table 6.1). The 
other two conformers (2 and 3) were, together, predicted to make up less than 10% 
of the whole gas sample at the temperature at which the experiment is expected to be 
carried out and so were omitted. The RDC has been weighted to take into account 
the likely presence of each of the remaining conformers within the gas sample.  
In Figure 6.4b and d, we see the RDC for the radicals 
•
SCH3 and 
•
SC2CH3, the 
likely products of the dissociations of DMDS and DEDS, respectively. Each radical 
was created by removing one half of the parent molecule, before full geometry 
optimisation and frequency calculations were carried out using the same level of 
theory and method as was used for the respective parent molecule. The output 
geometry of each radical is suspected to be real as no imaginary frequencies were 
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observed. The RDCs of each radical were then produced using the method described 
at the beginning of this section.  
Looking at Figure 6.4a and c, one can clearly see peaks in each curve relating to 
the bonded C–H (ra ≈ 110 pm), S–C (ra ≈ 190 pm), and S–S (ra ≈ 210 pm) 
interatomic distances of each molecule (with an added C–C bond in Figure 6.4c at ra 
≈ 150 pm for DEDS). One can also see the long range S···C interaction occurring 
across the disulfide bridge (i.e. S–S–C [or atoms 1–2–3 / 2–3–4 in Figure 6.1a for 
DMDS and 2–3–4 / 3–4–5 in Figure 6.1b for DEDS]) at ra ≈ 310 pm in each 
molecule, with a second peak occurring close by at ra ≈ 280 pm in DEDS caused by 
the S–C–C interatomic distance (i.e. atoms 1–2–3 / 4–5–6 in Figure 6.1b). There are 
also a number of other peaks beyond ra ≈ 350 pm, relating to long interatomic 
distances that occur from scattering between atoms that sit on opposite sides of the 
disulfide bridge in both molecules. As an added observation, Figure 6.4a shows a 
strong resemblance to the RDC produced by Bauer et al. from their refinement of 
gas-phase DMDS by electron diffraction,
131
 adding weight that these predictions are 
correct. 
When the molecules dissociate, we lose much of the long-range scattering 
information, as seen for the RDCs of the radical species in Figure 6.4b and d. There 
is no longer a peak relating to the S–S bond in either molecule, nor the longer S···C 
interaction distance for either of the molecules. The long-range interactions seen past 
ra ≈ 350 pm are also completely lost in both molecules (albeit with a small peak at ra 
≈ 380 pm in •SCH2CH3 attributed to the long-range S···H interactions).   
This stark loss of information in the RDC for the dissociated molecules would 
make it very easy to be able to determine whether or not either molecule had 
dissociated. The fact that the reactions occur on fast timescales almost makes things 
easier as well, as recorded information would appear in an on/off nature, as the 
electron probe in the experiment crosses the time-zero position.  
However, it should be noted that in these RDCs it has been assumed that each 
molecule of DMDS and DEDS will dissociate directly into the 
•
SCH3 and 
•
SCH2CH3 
radicals; in reality challenges will arise. As Barone et al. showed, whilst DMDS has 
a high quantum yield, not every molecule will dissociate, leaving behind some 
DMDS/DEDS molecules intact. There is also the chance that some molecules will 
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cleave at the S–C bond instead (this is more likely for DMDS than DEDS). All of 
these events will lead to “noise” occurring in the diffraction patterns of the 
dissociated molecules post the time-zero position of the experiment, which will have 
to be taken into account. 
All in all the expected results point towards DMDS and DEDS being suitable 
candidates for initial TRGED studies with the new apparatus. With the added fact 
that, to observe dissociations, one does not necessarily need to cool the molecule by 
supersonic expansion to get a clear idea of what is going on, it simplifies the 
experimental procedures down to being able to use a simple pulsed nozzle delivery 
system.  
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 Conclusions and future work Chapter 7.
This thesis has shown the successful construction of a novel pulsed-beam electron 
diffractometer, which will be used for the investigation of ultrafast molecular 
dynamics. Whilst time-resolved electron diffraction experiments have not yet been 
performed, significant progress, outlined in Chapter 5, has been made towards this 
goal. One can consider the apparatus to be commissioned, and ready for future 
experimental research projects. 
In the rest of this concluding chapter, I will give a personal perspective on the 
future experiments that could be carried out, and further examples of molecules that 
could be investigated using the TRED apparatus. I will discuss how to take the 
machine forward from here in terms of new or upgraded equipment that could be 
implemented into the current design. I will also discuss methods that could improve 
the beam simulations discussed in Chapter 4, as well as progress with other projects 
relating to my PhD work that are currently being undertaken within the Wann group 
by MChem students and others.  
7.1. Towards time-resolved electron diffraction  
In the short term, the Wann group has secured a second loan of a femtosecond 
laser from the Laser Loan Pool until June 2015. With the experimental set-up 
described in Chapter 3 still assembled, immediate focus will be to re-optimise the 
electron beam, and complete the final calibration experiments. This will involve 
carrying out further solid-state diffraction experiments to more accurately determine 
certain parameters of the apparatus, such as the s range of the detector, as was 
discussed in Section 5.4. These experiments will not only examine polycrystalline 
platinum again, but new thin-film polycrystalline samples of gold and aluminium 
will also be investigated (prepared with the help of Dave Coulthard, from the 
Department of Physics at the University of York), so as to observe diffraction from 
multiple scattering sources. 
Work will also be carried out towards obtaining more efficient scattering from gas 
samples, by implementing a simple pulsed nozzle into the apparatus, as briefly 
discussed in Section 5.4.2. With the pulsed nozzle, gas diffraction experiments can 
be run in such a way so as to optimise the amount of scattering observed from the 
sample, whilst allowing for sufficient extraction of any gas that enters the apparatus 
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by the vacuum system. Again, early proof of concept experiments will involve 
scattering electrons from argon, before attempting to observe molecular scattering 
from standard GED samples like CCl4 and benzene. Once this has been completed 
work will tend towards carrying out full TRGED experiments. As was shown in 
Chapter 6, both DMDS and DEDS are perfect candidates for this, where one looks 
for the loss of longer interatomic distances in the radial distribution curve as the 
disulfide bridge dissociates in the excited state. 
To observe more subtle gas-phase structural changes, such as those resulting from 
molecular isomerisations, the simple pulsed nozzle will not suffice, as samples will 
most likely need to be vibrationally cooled. Plans have already been put in place to 
incorporate a more sophisticated supersonic expansion system towards the end of the 
Laser Loan Pool period to achieve this. Literature and computational investigations 
of suitable candidates for these experiments have already begun within the Wann 
group, with select potential candidates being discussed further in Section 7.3. 
In any downtime between diffraction experiments, further electron beam 
calibration experiments can be carried out to expand on what has been presented in 
Chapter 5. For example, the width of the electron beam could be measured at several 
other points between the anode and the detector, rather than just at the sample 
position. Alternatively, the properties of the electron beam could be measured for a 
combination of different apertures sizes, photocathode-to-anode distances and 
acceleration potentials. All of the results from this work can be compared to the 
theoretical simulations presented in Chapter 4, furthering our understanding of how a 
pulsed electron beam behaves under different initial conditions.  
As was shown in Section 3.3.2.2, an experimental set-up was established to allow 
for the duration of an electron pulse to be measured with the use of the grating-
enhanced ponderomotive technique. However, as one will note, no experimental 
results were reported in this thesis. Whilst Section 5.3 showed the successful 
crossing of the electron and laser beams in both time and space (which was achieved 
with both branches of the ponderomotive set-up) the main problem lay with the 
sensitivity of the detector system being used at the time (a simple phosphor screen, 
similar to that shown in Figure 3.16a). As implied, the MCP / phosphor screen set-
up, seen in Section 3.2.5, had not yet been installed when these experiments were 
being carried out. This would have provided the necessary sensitivity to observe the 
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small perturbations in the transverse profile of the electron beam caused by the 
ponderomotive force. However, once the new detector had been installed focus 
shifted to collecting diffraction data, as time was limited at the end of the Laser Loan 
Pool period. The author is confident that with the new detector set-up, over the next 
Laser Loan Pool period the duration of the electron pulse will be measured. 
7.2. Magnetic lens and related beam simulations 
One of the major limiting factors with the magnetic lens described in Section 
3.2.8 is that it can only be run for around 30 minutes before its core temperature 
reaches a level that may cause the Kapton coating around the wires to melt. This is 
likely due to the main body of the lens being manufactured out of iron, which has 
poor thermal conductivity. Therefore, a new magnetic lens, shown pictorially in 
Figure 7.1, has been designed in conjunction with summer / MChem student Conor 
Rankine, and is currently being built by the mechanical workshop in the Department 
of Chemistry at the University of York. 
 
Figure 7.1: CAD drawing of the new magnetic lens for the TRED apparatus, 
designed by Conor Rankine. 
 
This new magnetic lens still has an iron core as part of its central spool, but the 
sides are now made of copper to help to draw heat away from the lens. The magnetic 
lens is also enclosed in a copper casing, attached to a hollowed mount (also seen in 
Figure 7.1), allowing for coolant (water / liquid nitrogen) to reach the casing and 
cool the lens further if proven necessary. Whilst the same number of turns of wire 
are to be used on this lens as for the previous iteration (i.e. 1,000), the wire will be 
thicker, and hence have a lower resistance, preventing the lens from heating up as 
quickly. To reduce potential heating even further, the lens has been made longer, so 
that it acts on the electron pulse over a longer period of time, reducing the number of 
layers of wire and allowing heat to escape from the core of the lens more easily. 
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Due to the many differences between this lens and the original version, further 
GPT simulations have been started, taking into account experiences that have been 
obtained from the work presented in Chapter 4. Where the previous model made the 
approximation that the lens could be represented by a single solenoid, which in turn 
caused the electron beam to be focussed more extremely than what was observed in 
reality, the new model accounts for the layered feature of the wires in the lens. As a 
test, this new model was used to simulate the lens already present in the apparatus, 
described in Section 3.2.8. Figure 7.2 shows the predicted transverse FWHM beam 
size of a pulse containing 10
4
 electrons at the sample position, as predicted by both 
the old and new models, when produced from a 45 kV, 400 μm aperture, 15 mm 
photocathode-to-anode distance electron gun, with the centre of the magnetic lens 
placed 60 mm from the anode, and with various currents passing through it. As a 
comparison to what was observed with the real TRED apparatus in Section 5.2.2.2, 
the measured beam widths from the experimental set-up that most closely resembles 
the simulations (i.e. 45 kV 1,000 μm aperture, 17 mm photocathode-to-anode 
distance electron gun) have also been included. 
 
Figure 7.2: Electron beam width under the influence of different magnetic lens 
currents, observed experimentally (black) and simulated using the old (red) and new 
(blue) magnetic lens models.  
 
As one can see from Figure 7.2, on increasing the current in the lens, the new 
model does not predict the focussing of the electron beam to occur as steeply as for 
the original model. The results from the new model are also closer to the 
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experimentally observed results, with no over-focussing being observed, yielding 
beam widths that are closer to those observed experimentally. Deviations from the 
experimentally observed results are clear though, with the experimental beam width 
still appearing to reduce linearly with lens current. This may be due to the lens in the 
simulations having perfect windings, whilst the real lens will have imperfect 
windings, causing the position of each layer to be different than that seen in the 
model. However, the results show that the new model is a step in the right direction 
to more accurate simulations. 
Further simulations using this new model are now being carried out within the 
Wann group for the new magnetic lens, in a similar style to those seen in Chapter 4, 
so far predicting that it will have similar focussing capabilities to the old lens. Other 
simulations that are ongoing are concerned with predicting how the electron beam 
would respond to being focussed by two separate magnetic lenses. This will 
investigate the ideas discussed in Section 4.3.2.1, where the first lens can be used to 
tightly focus the electron beam at the sample to obtain an optimal time resolution, 
and the second lens can be used to counter the effects of over-focussing, to obtain 
higher spatial resolution at the detector.  
7.3. Future molecules of interest  
7.3.1. Azobenzene 
Azobenzene,
134,135
 as shown in Figure 7.3, consists of two phenyl rings, joined by 
a nitrogen double-bonded bridge, and undergoes a trans–cis isomerisation via a 
photo-reversible π-π* transition, a reaction commonly seen as a model “molecular 
switch”.136 
 
Figure 7.3: Trans-cis isomerisation of azobenzene. 
 
However, the time it takes to isomerise between the two forms is dependent on any 
substituent groups attached to the phenyl groups, with isomerisation times ranging 
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from hundreds of femtoseconds to a few picoseconds.
137,138
 The isomerisation 
pathways, depicted in Figure 7.4a, are also dependent on the substituent group, with 
structural changes either occurring via a single inversion (angle θ) or a two-stage 
rotation (angles τ1 and τ2).
136
 In some substituted azobenzenes, dative bonds that 
occur between the nitrogen atoms and the substituted group give rise to the potential 
of the molecule first undergoing a “pedal motion” to an alternate trans structure 
(shown in Figure 7.4b) to alleviate energy before isomerising to the cis state.
139,140
 
 
Figure 7.4: Diagrams showing a) the trans–cis isomerisation pathways of 
azobenzene, and b) the pedal motion of substituted trans-azobenzene. 
 
As azobenzene has already been shown to be a suitable candidate for GED 
experiments,
141
 the presence of different pathways for different substituted 
molecules, allows for plenty of interesting studies to be carried out. As well, once in 
the cis state, azobenzene is relatively stable; it can only revert back to the trans form 
via a photo-reversible reaction, or through heat loss upon a collision event with 
another molecule. As either of these events are unlikely to occur on the timescale 
over which a TRED experiment observes the molecules, azobenzene is unlikely to 
revert back, allowing for the excited-state transition process and changes in structure 
to be studied in detail.  
7.3.2. Dimethylaminobenzonitrile 
Dimethylaminobenzonitrile (DMABN), shown in Figure 7.5, follows on from 
azobenzene with the idea of studying model molecular switches. However, while for 
azobenzene only a structural change is observed, DMABN undergoes a structural 
change and a twisted intramolecular charge transfer (TICT).
142
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Figure 7.5: Diagram showing a) the off-planar and b) twisted forms of DMABN.  
 
Upon excitation using a UV light source, the initially off-planar DMABN 
molecule (exhibiting a small angle between the planes of the dimethylamino group 
and phenyl ring) seen in Figure 7.5a, undergoes an intramolecular charge transfer 
that occurs on the picosecond timescale,
143
 causing it to obtain a slight dipole 
character. Once in this excited state, the PES of the molecule no longer favours the 
off-planar structure,
144
 and, if free to do so (as is the case in the gas phase), it starts 
to twist so that the plane of the dimethylamino group becomes perpendicular with 
respect to the rest of the molecule, as depicted in Figure 7.5b. This isomerisation is 
accompanied by a larger charge transfer, with the molecule obtaining a larger dipole 
character than that observed in the ground state, providing the possibility for further 
novel molecular switch properties. The rate at which charge is transferred, and the 
amount of twisting observed, can be modified with the addition of other substituent 
groups to the molecule.
143–145
 
Already the Wann group have carried out a number of quantum chemical 
calculations to better understand the nature of the twisting motion in DMABN, 
predicting that, in the gas phase, it takes several picoseconds after the molecule 
enters the excited state before the molecule settles in the twisted state. However, 
further work is needed to decide whether it is best to have substituent groups 
attached to the molecule, which have higher scattering factors than the carbon and 
nitrogen atoms found in the parent DMABN molecule, to help highlight the twisting 
motion. In the meantime, progress is being made with the Wann group time-
averaged diffraction apparatus to carry out the first time-averaged diffraction 
analysis of DMABN, which is an important prerequisite for full TRED studies.  
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7.3.3. Dithiane 
In Chapter 6, it was discussed how disulfide bridges play an important role in the 
structures of protein molecules,
125–127
 and how DMDS and DEDS are simple 
molecules that allow for this S–S bond to be studied with relative ease. However, we 
saw that these molecules readily dissociated upon excitation using ultraviolet light; 
an occurrence that is not often observed in proteins. Dithiane, a ringed disulfide-
bridge-containing structure, shown in Figure 7.6, is a molecule that is likely to model 
the disulfide bridges seen in proteins more accurately than DMDS / DEDS.
146
  
 
Figure 7.6: Dithiane molecule undergoing structural changes after photoexcitation. 
The image is redrawn from an image in Ref. 146. 
 
Like its linear counterparts, the disulfide bridge in dithiane will start to dissociate 
after irradiation by a UV light source, although the rate at which this occurs, and the 
likelihood that it completes, is much less. As shown in Figure 7.7, once on the 
excited-state surface, above the ground-state minimum, the disulfide bridge will start 
to dissociate as it tends to the lowest energy point on that surface. Yet unlike 
DMDS/DEDS, at larger S–S distances, the energy of the excited state starts to 
increase again and tends towards that of the ground state at a conical intersection. 
This is caused by the ring structure of the dithiane molecules becoming strained at 
larger S–S distances, resisting the dissociation of the bond and forcing the atoms 
back together. If enough energy is supplied to the system it can overcome this barrier 
and the bond will break, converting the ring to a straight-chain structure.  
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Figure 7.7:Figure showing the potential energy surfaces of the ground and excited 
states of dithiane. [Calculations were performed by Robin Virgo, using Gaussian 09 
B3LYP /6-31G(d,p).] 
 
On the other hand, if the molecule does not unravel and instead decays to back the 
ground-state PES, the structure will relax and return to the unstrained ring structure. 
All of these processes are predicted to occur on the picosecond timescale,
146
 and with 
the added fact that there are multiple reaction end products, and a relatively stable 
intermediate between the two, it makes dithiane an interesting subject for TRED. 
Currently, computational work on the molecule is being carried out in the Wann 
group by MChem student Robin Virgo, including performing novel Newton-X 
calculations, which will hopefully shed more light on the dynamics of the system, 
helping to predict what might be observed in the TRED experiments performed 
using the supersonic expansion set-up.   
7.4. Other projects 
7.4.1. Electron beam coherence studies 
As discussed in Section 2.2.6.7, the electron beam produced from a thin-film 
photocathode is not as spatially coherent as those produced from other sources, such 
as ultracold gases or metallic nanotips. However, whilst current plans for 
experiments for the new TRED involve looking at small isolated molecules, short 
coherence lengths are not a major issue. It only becomes an issue when looking at 
larger molecules, such as proteins or nanoparticles, where one looks at the overall 
general structure rather than studying specific interatomic distances. If the 
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information provided by an electron diffracting from one region of the sample is not 
coherent with the information from an electron from another region of the sample, 
then the collected data are worthless. This coherence problem applies to electron 
microscopy as well as that of diffraction, and so therefore further research into the 
coherence of pulsed electron beams is needed.  
With Will Bryan from the Department of Physics at Swansea University, the 
Wann group has carried out novel experiments to study the coherence of pulsed 
electron beams at the Central Laser Facility, within the Rutherford Appleton 
Laboratories.
50
 The author spent two weeks there working on this project in the 
summer of 2013. These experiments implemented the grating enhanced 
ponderomotive technique to determine the temporal and spatial properties of the 
electron beam via electron holography experiments, as shown pictorially in Figure 
7.8. 
 
Figure 7.8: Pictorial representation of the experimental set-up used in electron 
holography experiments at the Central Laser Facility.  
 
In this experiment, an electron beam produced by the ionisation of a nanotip 
source, is split in two using a biprism nanowire (held at a small negative potential) 
before being recombined at a detector by the electrostatic lensing effect of a series of 
anodes. This electron interferometer allows the electron beam coherence to be 
measured by analysing the fringes produced by recombining the electron beams at 
the detector. However, by perturbing one of the electron beam branches after the 
nanowire using the grating-enhanced ponderomotive technique, one can determine 
not only the pulse duration of the electron beam but also study how the temporal-
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spatial profile of the electron beam varies as a whole. By comparing the fringes 
produced at the detector when the laser is on and off, one can see how the spatial 
properties of the electron beam have been perturbed by the counter-propagating laser 
beams, and how this is linked to the time at which the laser beams interact with the 
electrons. 
So far only preliminary experiments have been carried out in this research project, 
and it is hoped that, when the equipment necessary for these experiments returns to 
the Central Laser Facility, full holography experiments will be carried out. 
7.4.2. Electron microscopy 
There are many parallels between TRED and ultrafast electron microscopy in 
terms of how the electrons are generated with the use of ultrafast lasers and the 
pump-probe methodology used to observe structural changes. Therefore, it is of no 
surprise that some electron diffraction groups carry out work in both fields.
45,46
 A 
new joint project with Professor Jun Yuan of the Department of Physics at the 
University of York, will allow the Wann group to also expand into this field, 
generating a new UEM apparatus, using the knowledge of novel apparatus design 
and pulsed electron beams obtained from this project. 
However, as microscopy generally involves the examination of larger samples 
compared to the mostly single molecules investigated with TRGED, transverse beam 
coherence plays a much more important role. As discussed in the previous section, 
whilst providing a certain ease of use, the thin-film photocathode used in the 
apparatus described here is not the most coherent electron beam source available. 
Therefore this new apparatus will most likely make use of a nanotip electron source, 
as well as techniques developed for the electron holography experiments described 
in Section 7.4.1. With both the TRED and UEM machines running alongside each 
other, there is the opportunity for each technique to benefit from the other, as well as 
investigate interesting samples by the thorough analysis of two interlinked 
techniques.  
7.4.3. MeV diffraction 
As was discussed in the Introduction (Section 1.4), the Wann group has been 
involved in the commissioning of a relativistic electron diffractometer using the 
Versatile Electron Linear Accelerator (VELA) at Daresbury Laboratories.
147
 This 
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machine has already yielded time-averaged electron diffraction patterns from a 
polycrystalline sample of platinum using multiple electron pulses, as well as a 
pattern recorded using a single electron pulse,
43
 as shown in Figure 1.4. As 
mentioned then, this time-averaged single electron pulse diffraction pattern 
represents an important first step towards carrying out single-shot TRED 
experiments, allowing one to analyse short-lived / unstable / small quantity samples, 
which would be difficult to analyse with a table-top set-up. With relativistic 
electrons and single-shot capabilities, this apparatus has the potential to allow for 
both the jitter and velocity mismatch problems in the pump-probe set-up to be 
removed, providing more temporally resolved results. However, this machine is still 
in its early stages of commissioning, and it will take time before full TRED 
experiments can be carried out. Coupled with the high cost of each relativistic 
experiment, there is still a need to further develop the capabilities of table-top 
TREDs.  
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Common abbreviations  
 
BBO  barium borate (crystal) 
CASSCF  complete active space self-consistent field 
DFT   density functional theorem 
DEDS  diethyl disulfide 
DMABN dimethylaminobenzonitrile 
DMDS dimethyl disulfide 
DUV  deep ultraviolet (viewport) 
ECP  effective core potential 
FCC  face-centred cubic 
FWHM full-width half maximum 
GED   gas electron diffraction 
GGA  generalised gradient approximation 
GPT   General Particle Tracer 
GVD  group velocity delay (crystal) 
HF   Hartree-Fock 
HOMO highest occupied molecular orbital 
keV  kilo-electron volt 
LDA  local density approximation  
LUMO lowest unoccupied molecular orbital 
MCP  microchannel plate 
MCSCF multi-configuration self-consistent field 
MeV  mega-electron volt 
MP   Møller-Plesset 
ND  neutral density (filter) 
PES  potential energy surface 
RASSCF restricted active space self-consistent field 
RDC  radial distribution curve 
rms  root mean square 
SCF  self-consistent field 
SHG  second harmonic generation 
SNR   signal-to-noise ratio 
THG  third harmonic generation 
TICT  twisted intramolecular charge transfer 
TOF   time of flight 
TRED  time-resolved electron diffraction/diffractometer 
TRGED  time-resolved gas electron diffraction/diffractometer 
UED   ultrafast electron diffraction 
UEM  ultrafast electron mircroscopy 
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ABSTRACT: The structures of the molecules (XMe2Si)2C(SiMe3)2, where X = H, Cl, Br,
have been determined by gas electron diﬀraction (GED) using the SARACEN method of
restraints, with all analogues existing in the gas phase as mixtures of C1- and C2-symmetric
conformers. Variable temperature 1H and 29Si solution-phase NMR studies, as well as 13C
NMR and 1H/29Si NMR shift correlation and 1H NMR saturation transfer experiments for
the chlorine and bromine analogues, are reported. At low temperatures in solution there
appear to be two C1 conformers and two C2 conformers, agreeing with the isolated-molecule
calculations used to guide the electron diﬀraction reﬁnements. For (HMe2Si)2C(SiMe3)2 the
calculations indicated six conformers close in energy, and these were modeled in the GED
reﬁnement.
■ INTRODUCTION
The chemistry of tetrasilylmethane derivatives has been the
subject of numerous studies, and many novel structures and
unusual reactivities have been attributed to having four silicon
centers in a sterically crowded environment.1−4 The most
widely studied tetrasilylmethane derivatives have the general
s t r u c t u r e s ( XM e 2 S i ) 4 C , ( M e 3 S i ) 3 C S i R R ′X ,
(PhMe2Si)3CSiRR′X, and (Me3Si)2C(SiMe2X)(SiR2Y) (where
R and R′ = Me, Et, Ph, etc., and X and Y = H, halide, OAc,
etc.).1−5
A range of simple bis-functionalized tetrasilylmethanes
(XMe2Si)2C(SiMe3)2 (for example, X = H,
6−9 F,9−11 Cl,7,9−14
Br,6,7,9,15,16 I,7,9,11,12,17 OH,7,9,10,18,19 OMe,10,20−22 OAc,7,10,20
O2CCF3,
10−12,16,19 OClO3,
9 OSO2CF3,
9 OSO2-p-C6H4Me,
9
and vinyl12,15) are known, but apart from the diol
(HOMe2Si)2C(SiMe3)2,
18 little structural information is
available for them. The structure of the permethyl species,
(Me3Si)4C, has, however, been studied by NMR spectrosco-
py,23−27 X-ray diﬀraction,28−30 gas electron diﬀraction
(GED),31,32 computational methods33,34 and vibrational spec-
troscopy.34
Solution-phase NMR spectroscopy has been used to probe
dynamic processes in bulky tetrasilylmethane derivatives
previously, for example, in C(SiMe3)2(SiMePh2)-
(SiMe2ONO2),
35 C(SiMe3)2(SiClPh2)(SiMe2OMe),
36
(Me3Si)3CSiX3 (X = Cl or Br),
37 and (PhMe2Si)3SiCl3.
37
GED studies have also been carried out on the tetrasilyl-
methane (Me3Si)3CSiCl3
38 and on (HMe2Si)3CSiH3,
39 the
latter of which showed the presence of 11 distinct conformers.
The work presented here comprises two related studies.
First, the structures of (XMe2Si)2C(SiMe3)2 [X = H (1), Cl
(2), Br (3)] are described in the gas phase as determined by the
combination of GED experiments and ab initio calculations, and
second, NMR studies of the dynamic processes occurring for
the same species in solution are presented.
■ EXPERIMENTAL SECTION
Syntheses. The syntheses of (HMe2Si)2C(SiMe3)2,
9
(ClMe2Si)2C(SiMe3)2,
13 and (BrMe2Si)2C(SiMe3)2
9 were
carried out according to the literature methods shown in
Scheme 1, and the compounds were puriﬁed for structural
Received: November 11, 2014
Revised: January 4, 2015
Published: January 9, 2015
Scheme 1. Synthetic Routes to (XMe2Si)2C(SiMe3)2 (X = H,
Cl, Br)
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studies by sublimation. Thus, treatment of (Me3Si)3CSiMeClI
with ICl leads to a rearrangement of the type often seen in
tetrasilylmethane derivatives1 to give (ClMe2Si)2C(SiMe3)2
(2), which is readily reduced by LiAlH4 to give (HMe2Si)2C-
(SiMe3)2 (1), which then aﬀords (BrMe2Si)2C(SiMe3)2 (3) in
high yield upon treatment with bromine. The ﬂuorine analogue
(FMe2Si)2C(SiMe3)2 can be prepared by reaction between
(AcOMe2Si)2C(SiMe3)2 and CsF,
10 while the iodine analogue
(IMe2Si)2C(SiMe3)2 can be prepared by reaction of
(HMe2Si)2C(SiMe3)2 and I2,
9 though neither compound was
readily available for use in the current study.
NMR Measurements. 1H, 13C and 29Si NMR spectra were
recorded in CDCl3/CD2Cl2 or CDCl3/acetone-d6 solutions
using a Bruker AMX 500 spectrometer at 500, 126, and 99
MHz, respectively, unless otherwise stated. The 29Si{1H} NMR
INEPT spectra were recorded on a Bruker AMX 500 NMR
spectrometer at 99 MHz, and 29Si{1H} inverse-gated NMR
spectra were recorded on a Bruker Avance 600 spectrometer at
119.23 MHz. Chemical shifts of all NMR spectra are reported
in ppm relative to TMS.
All solid-state 13C{1H} and 29Si{1H} MAS NMR spectra
were recorded on a Bruker DSX 200 WB NMR spectrometer.
Samples were spun at 3−5 kHz and simple Bloch decay
techniques (standard single-pulse excitation method) were
used. Approximately 1000 scans per sample were collected. The
operating frequencies for 13C and 29Si NMR experiments were
50.28 and 39.7 MHz, respectively.
X-ray Crystallography. The attempted single-crystal X-ray
study for (BrMe2Si)2C(SiMe3)2 was carried out using an OD
Xcalibur 3 diﬀractometer, using X-rays of wavelength 0.71073
Å, at a temperature of 100 K.
Computational Methods. Previous studies for similar
molecules39 suggested that (XMe2Si)2C(SiMe3)2 compounds
would have a series of potential-energy minima leading to a
number of conformational isomers, dependent on the relative
rotations of the two XMe2Si groups. Figure 1 shows one
possible conformation of (XMe2Si)2C(SiMe3)2 as an illustra-
tion.
These minima occurred at three approximate X(14/15)−
Si(2/3)−C(1)−Si(3/2) dihedral angles: 80, −40 and −160°.
By independently setting the two XMe2Si to all possible
combinations of these angles, it can be seen that there are nine
(=32) possible minimum-energy conformers for each of 1−3.
Experience of studying a similar set of species (XMe2Si)4C,
where X = H, F, Cl, Br, has shown that the opposite sense of
each angle (i.e., −80, +40, and +160°) should also be
considered when looking to identify all possible conformers.40
All calculations used Gaussian 0941 on either the University
of Edinburgh’s ECDF cluster42 or the UK’s National Service for
Computational Chemistry Software clusters.43 Geometry
optimizations and frequency calculations were carried out to
determine which ground-state conformers had the lowest
energies. For comparison, both the B3LYP44−46 and M06-2X47
methods with the 6-31G(d)48,49 basis set were used for these
calculations.
Further geometry optimizations and frequency calculations
were carried out on conformers deemed to have low lying
energies. The B3LYP hybrid method with the aug-cc-pVDZ
basis set50,51 was used for 1 and 2, while the pseudopotential
basis set aug-cc-pVDZ-PP52,53 was used for 3. These basis sets
will be denoted as aug-cc-pVDZ(-PP) from hereon in. As a
comparison, geometry optimizations were performed for every
conformer using the M06-2X method and the aug-cc-pVDZ(-
PP) basis set, as well as calculations using the MP2 method54
with the 6-31G(d) and aug-cc-pVDZ(-PP) basis sets. The
relative amounts of each conformer that would be present in
the GED samples at the temperature of each experiment were
calculated using the Gibbs free energy for each conformer
(obtained from quantum calculations carried out at 0 K) and
the Boltzmann distribution equation:
=
−
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where N is the total number of molecules, and Ni is the number
of molecules in a given state i, at temperature T. R is the gas
constant, while ΔGi and gi are the Gibbs free energy diﬀerence
(with respect to the lowest energy conformer) and degeneracy,
respectively, of state i, where gi is equal to 1 for C1 symmetric,
and 2 for C2 symmetric molecules.
Gas Electron Diﬀraction (GED). Data for 1, 2, and 3 were
collected using the GED apparatus that was used in Edinburgh
until 2010.55 An accelerating potential of 40 keV was applied,
producing electrons with an approximate wavelength of 6.0 pm.
Each molecule was analyzed with two diﬀerent nozzle-to-
camera distances, increasing the range of data collected. Exact
nozzle-to-camera distances were calibrated by analyzing the
results of benzene diﬀraction experiments that were carried out
immediately after collecting data for the molecules of interest.
The scattering intensities were recorded on Kodak Electron
Image ﬁlms, and measured with the use of an Epson Expression
1680 Pro ﬂat-bed scanner and converted to mean optical
densities using a method described elsewhere.56 A full list of
experimental parameters, including the measured nozzle and
sample temperatures for each experiment, can be found in
Table S1, Supporting Information.
The data were analyzed using the ed@ed least-squares
reﬁnement program v3.0,57 incorporating the scattering factors
of Ross et al.58 Weighting points for the oﬀ-diagonal weight
matrices, and scale factors can be found in Table S1, while
Tables S2−S4 show the correlation matrices.
■ RESULTS AND DISCUSSION
Gas-Phase Static Structures. By starting geometry
optimization for structures with all possible combinations of
minimum-energy dihedral angles, six unique conformers were
Figure 1. Structure, with atom numbering, of one conformer of
(XMe2Si)2C(SiMe3)2. Hydrogen atoms have been removed for clarity.
Atoms in subsequent conformers are numbered by adding multiples of
47 to these.
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identiﬁed. Frequency calculations, carried out using M06-2X/6-
31G(d) and B3LYP/6-31G(d), suggested that all of the unique
conformers of 1 had similar ground-state energies, and hence all
could be present in the gas phase at the temperature of the
experiments. Three of these conformers have C1 symmetry
(1a−c), and three have C2 symmetry (1d−f). The calculations
also suggested that for 2 and 3 four of these six conformers
were likely to be observable in the gas electron diﬀraction
experiments. For each of these molecules, two conformers have
C1 symmetry (2a/b and 3a/b) and two have C2 symmetry (2c/
d and 3c/d). Tables 1−3 show the zero-point-corrected
ground-state Gibbs free energies for all conformers of 1, 2, and
3, as obtained from the B3LYP/aug-cc-pVDZ(-PP) calcu-
lations, and relate these to the relative abundance of each
conformer at the temperature of the experiment, which for each
species 1−3 is an average of the recorded temperatures for both
nozzle and sample (seen in Table S1) at both camera distances.
The geometry optimizations showed that the four silyl
branches surrounding the central carbon atom were arranged in
a near-tetrahedral formation. In order to reﬁne the experimental
GED data, parametrized models were written in FORTRAN for
each of 1−3, describing all conformers of each species that were
likely to appear in the sample. The parameters used in the
models were based on the bond lengths and angles of the most
abundant conformer of each species, due to the small diﬀerence
(less than 0.5 pm) as suggested by the MP2/aug-cc-pVDZ(-
PP) geometry optimizations, for the equivalent atomic
distances between the conformers. Slight deviations in bond
lengths and angles between diﬀerent conformers were
accounted for by applying ﬁxed (nonreﬁnable) diﬀerences to
the parameters. For 1, 2, and 3, 32, 26, and 26 parameters were
used to describe six, four, and four conformers, respectively. A
full and complete description of the models used to describe
the molecules can be found in the Supporting Information, with
full atomic coordinates for each conformer 1−3 can be found in
Tables S5−S7.
Reﬁnements of the experimental data were carried out using
the SARACEN method,59−61 with adjustments made for the
eﬀects of vibrational motions using data from SHRINK.62
SARACEN restraint values were based on the MP2/aug-cc-
pVDZ(-PP) calculations, while the ranges of values from a
series of geometry optimizations were used to estimate the
uncertainties in these values.
Of the parameters, 27, 22, and 20 parameters were
restrained, for 1−3, respectively, while the rest reﬁned freely.
In each model, parameters p1−p6 describe distances between
pairs of atoms in the molecule, parameters p7−p14 are bond
angles used to position atoms relative to one another, while
parameters p15−p26 (and additionally p27−p32 for 1) are sets of
dihedral angles to position the four main branches in each
molecule relative to each other. Tables S8−S10 contain full lists
of parameters and values for each of 1−3, respectively.
To reﬁne the amplitudes of vibration, the individual atomic
distance that produced the largest scattering eﬀect under a
particular peak was selected. All other atomic distances under
that same peak (not including distances related to hydrogens
on a methyl group) had their amplitudes of vibration tied to the
selected amplitude at the calculated ratio, with the single
amplitude being reﬁned. For 1, 2, and 3, 11, nine, and 11
amplitudes, respectively, were reﬁned, with ﬁve, one, and ﬁve of
these restrained.
The reﬁnements were initially carried out with the amount of
each conformer ﬁxed to the calculated proportions reported in
Tables 1−3 for 1−3, respectively. Once the optimal reﬁnement
was obtained with these conformer amounts, some of the values
were varied in order to determine the experimental amounts of
each conformer.
Full lists of interatomic distances, amplitudes of vibration,
distance corrections, and SARACEN restraints for 1, 2, and 3
can be found in Tables S11−S13.
Parts a−c of Figure 2 show the experimentally obtained
radial distribution curves for 1, 2, and 3, respectively. Diﬀerence
curves can also be seen underneath each radial distribution
curve, showing how good a ﬁt was obtained to the experimental
data. The related molecular scattering curves for each molecule
can be seen in Figure S1a−c. The RG factors obtained for the
least-squares reﬁnements of 1, 2, and 3 were 6.1%, 8.7%, and
10.9%, respectively, with RD factors (which ignore oﬀ-diagonal
elements of the weight matrix) of 3.1%, 7.4%, 7.2%,
respectively. Reference 63, and other references therein, gives
Table 1. Indicative Dihedral Angle, Symmetry, Relative
Energy, and Proportion for Each Conformer of 1a
conformer
indicative dihedral
angleb
point-group
symmetry
relative
energyc proportiond
1a −160/−40 C1 1.47 0.204
1b −160/80 C1 0.00 0.311
1c 80/−40 C1 0.31 0.285
1d −160/−160 C2 4.13 0.048
1e 80/80 C2 2.18 0.083
1f −40/−40 C2 2.87 0.069
aCalculations performed using B3LYP/aug-cc-pVDZ. bThese are the
starting values of the H(14)−Si(2)−C(1)−Si(3)/H(15)−Si(3)−
C(1)−Si(2) dihedral angles in degrees; no interconversion was
observed upon optimization. See Figure 1 for atom numbering. cGibbs
free energy in kJ mol−1 (ZPE corrected). dCalculated at 431 K.
Table 2. Indicative Dihedral Angle, Symmetry, Relative
Energy, and Proportion for Each Conformer of 2a
conformer
indicative dihedral
angleb
point-group
symmetry
relative
energyc proportiond
2a −160/−40 C1 0.00 0.720
2b −160/80 C1 7.56 0.106
2c −160/−160 C2 6.19 0.075
2d 80/80 C2 5.07 0.099
aCalculations performed using B3LYP/aug-cc-pVDZ. bThese are the
starting values of the Cl(14)−Si(2)−C(1)−Si(3)/Cl(15)−Si(3)−
C(1)−Si(2) dihedral angles in degrees; no interconversion was
observed upon optimization. See Figure 1 for atom numbering. cGibbs
free energy in kJ mol−1 (ZPE corrected). dCalculated at 485 K.
Table 3. Indicative Dihedral Angle, Symmetry, Relative
Energy, and Proportion for Each Conformer of 3a
conformer
indicative dihedral
angleb
point-group
symmetry
relative
energyc proportiond
3a −160/−40 C1 0.00 0.785
3b −160/80 C1 8.76 0.086
3c −160/−160 C2 8.63 0.044
3d 80/80 C2 6.07 0.085
aCalculations performed using B3LYP/aug-cc-pVDZ-PP. bThese are
the starting values of the Br(14)−Si(2)−C(1)−Si(3)/Br(15)−Si(3)−
C(1)−Si(2) dihedral angles in degrees; no interconversion was
observed upon optimization. See Figure 1 for atom numbering. cGibbs
free energy in kJ mol−1(ZPE corrected). dCalculated at 486 K.
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a full explanation of the diﬀerences between RG and RD. The
reﬁned coordinates of each atom for all conformers of all three
species studied can be found in Tables S14−S16.
Tables 4 and 5 contain selected parameters that demonstrate
the typical bond lengths, bond angles, and dihedral angles
observed for each of 1−3. As the models for the GED
reﬁnement were based on the most abundant conformer of
each species, with ﬁxed diﬀerences to allow for slight deviations
between that and other conformers, the bond lengths and
angles relating to the main conformer are shown. However, X−
Si−C−Si dihedral angles for all conformers are shown as these
diﬀer considerably between conformers of the same species.
Experimental geometric parameters are presented as rh1 values,
which are formally derived from the vibrationally averaged ra
values that are yielded by the electron diﬀraction experiments
(and which are listed for each pair of atoms in Supporting
Information, Tables S11−S13). Vibrational corrections are
applied to the ra distances, ﬁrst accounting for the amplitudes of
vibration, uh1, which act along the vectors between atom pairs,
and then by applying the perpendicular vibrational correction,
kh1, which is calculated using the SHRINK program. In total
this means that for any given atom pair rh1 ≈ ra + uh12/ra − kh1.
The re values quoted are determined from the theoretical
equilibrium distances obtained from the various quantum
chemical calculations.
For 1, it can be seen from Table 4 that the distances to the
central carbon atom, C(48) for the most abundant conformer,
have a range of only around 1 pm. This is true for both the
experimental and computational results. There is generally
good agreement between the GED-derived distances and those
from quantum chemical calculations, with the largest deviation
observed for the Si−H distance. It is possible that this is due to
the poor scattering ability of the lighter H atoms, but it is also
likely to be a product of the anharmonicity observed in the
vibration between the relatively heavy Si and light H atoms.
Comparing the calculations themselves, which were all
performed using the aug-cc-pVDZ basis set, both the MP2
and M06-2X theories give values that match the GED values
well. The largest deviation observed relates to ∠C(59)−
Si(49)−C(60), which diﬀers by just under 3° from the
theoretical value. However, the parameters relating to this
angle have been restrained according to the SARACEN
method, so we should accept this value.
For 2 and 3, it can be seen from Table 5 that there is also
reasonable agreement between calculated and experimental
values. Perhaps the most striking diﬀerence between the
structure of 1, and those for 2 and 3, is the eﬀect of the
electronegative Cl and Br atoms in the latter. For 2 and 3, the
electron withdrawing properties of atom X cause C−Si
distances to the central atom to have a range of around 3
pm, and this is observed for both experimental and calculated
values. Bonds to SiMe3 groups [e.g., C(1)−Si(4)] are longer
than those to SiMe2X groups [e.g., C(1)−Si(2)]; this was not
observed for 1. Again MP2 and M06-2X theories produced
calculated values that are closest to the experimental values.
The most signiﬁcant deviations were for the Si−X distances [X
= Cl (2), Br (3)], and this is likely due to the small size of the
basis sets used (necessary because of computational restric-
tions).
As one would expect when replacing the H of 1 with the
larger Cl and Br atoms in 2 and 3, the experimentally deﬁned
angles for C(1)−Si(2)−C(12) and C(12)−Si(2)−C(13) are
larger in each case than the equivalent values for 1. Such trends
are also observed from the computational results.
As mentioned before, to ﬁnd all possible conformers of each
of 1−3, calculations were started with each XMe2Si group set to
one of three dihedral angles (−40, −160, and +80°), and the
majority of optimized dihedral angles fell within 5° of the
expected angles. While most of the reﬁned dihedral angles were
close to the computationally predicted values, the dihedral
angle ϕCl(61)−Si(49)−C(48)−Si(50) for 2, deviated from the
predicted computational range by 5°. However, we might
expect more freedom in the range of dihedral angles.
All three theoretical methods (B3LYP, M06-2X, and MP2)
gave similar dihedral angles for the same sets of atoms, with the
Figure 2. Radial distribution curves and diﬀerence curves between
theoretical and experimental data for molecules 1 (a), 2 (b) and 3 (c).
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largest discrepancies being 0.7 and 1.2° between predicted
values for 2 and 3, respectively. The three methods also
predicted similar dihedral angles for the same set of atoms for
1, although there were some larger discrepancies between
methods, with the largest being 4.5° [relating to ϕH(14)−
Si(2)−C(1)−Si(3)]. The reﬁned dihedral angles, which were
all restrained using SARACEN,59−61 fell within 5° of the
predicted calculations, tending also toward the expected
dihedral angles.
In terms of the amount of each conformer present for each
molecular species, it was found that for 1 there was little change
in the RG value of the reﬁnement as the conformer ratio was
adjusted. This is to be expected of 1 due to the nature of the
hydrogen atoms on the silicon group, allowing for free rotation
of the SiHMe2 groups. Therefore, the reﬁnement for this
species was performed with the conformers ﬁxed at the
proportions predicted in Table 1. For 2 and 3, a noticeable
change in the RG value was observed as the relative amounts of
the two lowest energy conformers a and b (as predicted in
Tables 2 and 3) were adjusted. The amounts of c and d
remained ﬁxed. How the RG values vary for each of 2 and 3 is
illustrated in Figure 3, which also shows the 95% conﬁdence
level (represented by a horizontal bar). For 2, a relatively
shallow minimum is observed around the proportion predicted
in Table 2. Because of this, the conformer ratio for 2 was kept
at the values seen in Table 2 for the ﬁnal reﬁnement. For 3, a
more pronounced minimum is observed in Figure 3, with the
ﬁnal reﬁnement performed where the proportion of conformers
Table 4. Selected Experimental (rh1) and Theoretical (re) Geometric Parameters for 1
a
parameter rh1 re B3LYP re MP2 re M06-2X
rC(48)−Si(49) 190.1(6) 193.0 191.6 190.2
rC(48)−Si(51) 191.0(6) 193.6 191.8 190.5
rSi(49)−C(59) 188.7(1) 190.2 190.1 190.2
rSi(49)−H(61) 153.3(21) 150.1 150.3 149.8
rSi(51)−C(57) 189.0(1) 190.2 190.3 189.4
∠C(48)−Si(49)−H(61) 108.3(6) 107.2 107.6 107.6
∠C(48)−Si(49)−C(59) 115.2(9) 115.0 114.0 112.9
∠C(48)−Si(51)−C(57) 113.3(6) 112.7 112.2 112.1
∠C(57)−Si(51)−C(58) 107.0(7) 106.0 106.4 106.4
∠C(59)−Si(49)−C(60) 102.2(20) 105.0 105.8 106.6
ϕH(14)−Si(2)−C(1)−Si(3) −160.2(35) −163.7 −160.6 −159.2
ϕH(15)−Si(3)−C(1)−Si(2) −41.2(15) −42.5 −41.6 −42.1
ϕH(61)−Si(49)−C(48)−Si(50) −163.9(12) −160.0 −159.5 −159.6
ϕH(62)−Si(50)−C(48)−Si(49) 79.3(30) 75.9 76.2 78.9
ϕH(108)−Si(96)−C(95)−Si(97) 81.8(16) 78.8 78.8 78.4
ϕH(109)−Si(97)−C(95)−Si(96) −43.3(13) −40.0 −39.7 −40.3
ϕH(155)−Si(143)−C(142)−Si(144) −161.5(7) −162.7 −161.7 −162.3
ϕH(202)−Si(190)−C(189)−Si(191) 79.7(8) 77.7 78.4 78.2
ϕH(249)−Si(237)−C(236)−Si(238) −42.6(13) −46.8 −45.3 −45.7
aDistances (r) are in pm, angles (∠) and dihedral angles (ϕ) are in degrees. Atom numbering as described in Figure 1. re values were calculated using
the aug-cc-pVDZ basis set for each respective theory.
Table 5. Selected Experimental (rh1) and Theoretical (re) Geometric Parameters for 2 (X = Cl) and 3 (X = Br)
a
2 3
parameter rh1 re B3LYP re MP2 re M06-2X rh1 re B3LYP re MP2 re M06-2X
rC(1)−Si(2) 190.1(3) 192.7 190.8 189.7 189.6(13) 193.0 190.7 190.1
rC(1)−Si(4) 193.8(3) 196.2 193.8 192.9 195.0(13) 196.5 193.8 193.2
rSi(2)−C(12) 187.7(7) 188.7 188.6 187.6 187.4(2) 188.9 188.6 187.7
rSi(2)−X(14) 208.3(2) 215.1 213.8 213.3 227.7(2) 232.3 229.1 230.3
rSi(4)−C(10) 188.7(5) 189.9 189.7 188.8 188.7(2) 189.8 189.7 188.7
∠C(1)−Si(2)−X(14) 109.6(6) 109.5 108.2 108.6 110.6(7) 111.1 108.9 110.1
∠C(1)−Si(2)−C(12) 116.1(2) 115.6 115.4 115.3 116.3(7) 115.3 115.6 115.1
∠C(1)−Si(4)−C(10) 111.9(3) 112.8 112.1 112.1 112.0(6) 112.8 112.2 112.2
∠C(10)−Si(4)−C(11) 105.9(7) 105.5 106.1 106.0 106.0(7) 105.5 105.9 105.9
∠C(12)−Si(2)−C(13) 107.9(13) 107.4 107.9 107.7 106.8(21) 107.8 108.5 108.4
ϕX(14)−Si(2)−C(1)−Si(3) −156.7(9) −159.2 −158.6 −158.9 −158.7(12) −158.9 −157.9 −158.8
ϕX(15)−Si(3)−C(1)−Si(2) −43.2(7) −41.8 −41.2 −41.9 −41.9(13) −42.3 −41.1 −42.2
ϕX(61)−Si(49)−C(48)−Si(50) −160.8(5) −165.8 −165.6 −166.0 −163.1(11) −166.4 −166.5 −166.8
ϕX(62)−Si(50)−C(48)−Si(49) 74.7(7) 77.6 78.0 77.6 75.7(11) 78.04 78.4 78.2
ϕX(108)−Si(96)−C(95)−Si(97) −161.5(6) −161.8 −161.1 −161.6 −161.3(13) −162.0 −161.0 −161.7
ϕX(155)−Si(143)−C(142)−Si(144) 76.9(4) 75.5 75.7 75.4 76.5(8) 75.2 75.4 75.0
aDistances (r) are in pm, angles (∠) and dihedral angles (ϕ) are in degrees. Atom numbering as described in Figure 1. re values were calculated using
the aug-cc-pVDZ basis set for 2, and aug-cc-pVDZ-PP for 3, for each respective theory, and are based on the most abundant conformer for each
molecule.
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a:b:c:d was 0.764:0.106:0.045:0.085. The results for 2 and 3
show that the theory was accurate in predicting the relative
amounts of the most abundant conformers.
The reﬁnements performed here for 1 can be compared to
those for (HMe2Si)3CSiH3, 11 conformers of which are
reported in ref 39. The average bond lengths observed for
the various C−Si distances for (HMe2Si)3CSiH3 [equivalent to
rC(48)−Si(49) and rSi(49)−C(59) in Table 4] were 189.8 and
188.8 pm, respectively. These diﬀer only by 0.3 and 0.1 pm,
respectively, from values seen for similar bonds in 1. Slight
deviations from the angles observed for (HMe2Si)3CSiH3 are
noted for ∠C(48)−Si(49)−C(59), with that reported in ref 39.
being 113.8(4)°, while for 1 the value was 115.2(9)°. The larger
angle observed in 1, is most likely due to added strain on the
branch due to larger groups around the central carbon (two
SiMe3 groups and an SiMe2H group), compared to less bulky
groups (two SiMe2H and one SiH3) for (HMe2Si)3CSiH3.
In the case of 2, comparisons can be made with
(Me3Si)3CSiCl3, as seen in ref 38. While the structures are
quite similar, some structural diﬀerences are observed. In
general, the bonds in (Me3Si)3CSiCl3 are shorter than those in
2 by 1 to 5 pm. For example, the average distance from the
central carbon atom to silicon [i.e., the mean of C(1)−Si(2/3/
4/5)] for (Me3Si)3CSiCl3 is 190.9(8) pm, compared to 192.0
pm for 2. The average Si−C distance for an SiMe3 branch is
also shorter for (Me3Si)3CSiCl3, at 187.8(6) pm compared to
188.7(5) pm for 2. The largest observed diﬀerence in bond
lengths occurs with the Si−Cl distance: 203.3(6) pm for
(Me3Si)3CSiCl3, and 208.3(2) pm for 2. This is not surprising
as the chlorine-containing moiety is quite diﬀerent;
(Me3Si)3CSiCl3 exhibits stronger Si−Cl bonds than those in
2, which is most likely due to that region being highly
electronegative and drawing electrons toward it.
Diﬀerences are also observed between the two in relation to
similar bond angles, with angles generally being wider for
(Me3Si)3CSiCl3 than for 2. The C−Si−C angle in
(Me3Si)3CSiCl3 [which is equivalent to ∠C(10)−Si(4)−
C(11) in 2] is 107.0(11)°, compared to 105.9(7)° in 2,
though this diﬀerence is not signiﬁcant. The biggest diﬀerence
is once again for a parameter relating to the chlorine atoms.
The C−Si−Cl ang le [∠C(1)−Si(2)−Cl(14)] in
(Me3Si)3CSiCl3 is 114.6(11)°, while it is only 109.6(6)° in 2.
This may be due to the added steric hindrance of three chlorine
atoms in close proximity.
Solution-Phase Dynamic Structures. Extensive NMR
experiments were performed for 2 and 3, with full details given
in the Supporting Information.
(BrMe2Si)2C(SiMe3)2. The 400 MHz
1H NMR spectrum of
(BrMe2Si)2C(SiMe3)2 (3) shows, as would be expected, two
resonances at room temperature: a slightly broadened singlet
for the SiMe2Br protons and a sharp singlet for the SiMe3 signal
(see Figure S2 in the Supporting Information). However, on
lowering the temperature a much more complicated spectrum
emerges and, at 213 K, the spectrum shows numerous signals in
both the SiMe2Br and SiMe3 regions (Figure S2). The
1H
NMR spectrum at 201 K recorded at higher ﬁeld (500 MHz,
Figure S3) shows the SiMe2Br region to have six large signals
and at least six smaller signals, while the SiMe3 region has eight
larger signals and at least six smaller signals together with
several unidentiﬁed signals thought to belong to impurities
(Figure S3). The 29Si NMR spectrum recorded at 300 K shows
a signal at −0.35 ppm, corresponding to the SiMe3 groups and
a broad signal due to the SiMe2Br region, which has begun to
split out into several signals, extending from 24.38 to 22.11
ppm. These two main signals again split into numerous signals
at 201 K (Figure S4) and, together with the 1H spectra, this
indicates the presence of more than one conformer at low
temperature.
A 2D 1H/29Si NMR shift correlation spectrum of
(BrMe2Si)2C(SiMe3)2 was recorded at 201 K in order to
correlate 1H NMR signals with 29Si NMR signals. Each 29Si
NMR signal in the SiMe2Br region of the spectrum (shown in
Figure 4 and Figure S5) is expected to be associated with two
diﬀerent proton signals. This spectrum shows that proton
signals at 0.94 and 0.87 ppm, labeled A and B, correlate with
the 29Si NMR resonance at 24.60 ppm (labeled I). The 29Si
NMR signal at 23.40 ppm (II) is associated with proton signals
C and F at 0.86 and 0.779 ppm. The third, large silicon signal
III at 21.85 ppm is linked to proton signals at 0.81 ppm (D)
and 0.784 ppm (E). Proton signals α and γ concealed under a
large peak at 0.86 ppm and at 0.767 ppm, correlate with the
small silicon signal 1 at 24.00 ppm. Silicon signal 2 at 23.29
ppm is linked with the 1H NMR signals a and b at 0.96 ppm
and hidden under a large peak at 0.779 ppm. Proton signals β
and δ at 0.788 and 0.74 ppm, are associated with the 29Si NMR
signal at 20.92 ppm labeled 3.
Figure 3. Variation in RG/RG(min.) for (a) 2 and (b) 3 as the
proportions of conformers a and b are varied relative to each other.
The proportion of conformers c and d remained ﬁxed. The horizontal
bar represents the 95% conﬁdence limit for the data.
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As proton signals a and b are assumed to be due to a minor
C2 conformer of (BrMe2Si)2C(SiMe3)2, silicon signal 2 must
also be associated with this conformer. Likewise, proton signals
α, β, γ and δ assigned to minor conformer C1 are linked to
silicon signals 1 and 3, which must therefore be due to the same
conformer.
For the SiMe3 region of the
29Si NMR spectrum (see Figure
5 and Figure S6) each signal is expected to be associated with
three 1H NMR signals. Interpretation of the shift correlation
spectrum in a manner similar to that used for the SiMe2Br
region yields the assignments summarized in Table 6. Several
small signals labeled by asterisks do not seem to correlate in a
similar way to the 1H NMR signals and are assumed to be due
to impurities which can also be seen at low intensity in the
room-temperature spectra.
Several 1H NMR saturation transfer experiments on
(BrMe2Si)2C(SiMe3)2 were recorded at 201 K to probe the
exchange processes between diﬀerent conformers at low
temperature. Both large and small proton signals in the
SiMe2Br region of the proton spectrum were irradiated and it
was clear that exchange between the major and minor
conformers was occurring, but a full assignment of the
enhanced signals is ambiguous in some cases due to overlap
between the signals (Figure S7). Similar experiments were also
carried out for the SiMe3 region signals and again while
exchange processes could be observed, a full assignment could
not be made (Figure S8).
A series of 126 MHz 13C{1H} NMR spectra of (BrMe2Si)2C-
(SiMe3)2 was recorded from 293 to 213 K (Figure S9). At 293
K signals corresponding to the SiMe2Br and SiMe3 groups, are
seen at 9.89 and 4.97 ppm, respectively. As was seen for the 1H
and 29Si spectra, the signals in the 13C spectrum split into a
complicated pattern as the temperature is lowered (Figure
S10). The signals are again consistent with the presence of
major C1 and a major C2 conformers but a full analysis is
hampered by the complexity and overlapping of several signals.
(ClMe2Si)2C(SiMe3)2. The degree of steric crowding in
(ClMe2Si)2C(SiMe3)2 is between that of (HMe2Si)2C(SiMe3)2
and (BrMe2Si)2C(SiMe3)2 but, at readily accessible temper-
atures, its NMR spectra are much more similar to those of the
bromide described above. Variable-temperature 1H NMR
spectra are shown in Figures S11 and S12, and are reminiscent
of those for (BrMe2Si)2C(SiMe3)2, showing two signals at
room temperature and many at low temperature. Again this is
consistent with the presence of more than one conformation at
low temperature. The 29Si{1H} inverse-gated NMR spectrum of
(ClMe2Si)2C(SiMe3)2 in CDCl3 at 300 K shows two broad
resonances at 25.66 and −1.09 ppm, corresponding to the
SiMe2Cl and SiMe3 groups, respectively. On lowering the
temperature, these signals split into several new peaks (Figure
S13), leading to numerous signals with an overall chemical shift
pattern similar to that seen for (BrMe2Si)2C(SiMe3)2 at 201 K
(see Figure S4). 2D 1H/29Si NMR shift correlation spectra of
(ClMe2Si)2C(SiMe3)2 in a CDCl3/acetone-d6 solvent mixture
were recorded at 203 K (Figures S14 and S15) and have a
similar appearance to the analogous spectra for the bromide
(Figures 3 and 4). However, the spectra for (ClMe2Si)2C-
(SiMe3)2 are less well resolved than for the bromide analogue
and although they are consistent with the presence of a major
C1 and a major C2 conformer together with minor conformers a
detailed analysis has not been possible (See Supporting
Information for a more detailed discussion.) Several 1H NMR
saturation transfer experiments (Figures S16 and S17) at 203 K
Figure 4. 2D 1H/29Si NMR shift correlation spectrum of the SiMe2Br
region of (BrMe2Si)2C(SiMe3)2 in CDCl3/CD2Cl2 at 201 K.
Figure 5. 2D 1H/29Si NMR shift correlation spectrum of the SiMe3
region of (BrMe2Si)2C(SiMe3)2 in CDCl3/CD2Cl2 at 201 K. A star
denotes a peak assigned to an impurity.
Table 6. Summary of the 2D 1H/29Si NMR Shift Correlation
Assignments in (BrMe2Si)2C(SiMe3)2
major conformers (C1 and C2) minor conformers (C1 and C2)
29Si 1H 29Si 1H
I A and B 1 α and γ
II C and F 2 a and b
III D and E 3 β and δ
IV K, L, and N 4 g, h, and k
V H, J, and M 5 i, m, and n
VI G, I, and O 6 j, l, and o
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were carried out in a similar manner to those described above
for (BrMe2Si)2C(SiMe3)2. The results of these saturation
transfer experiments again appear to conﬁrm that energy
exchange processes at 203 K occur between small and large
population conformers as well as between diﬀerent low
abundance conformers. It is not known what the symmetries
of these conformers are. Comparison of all 1H NMR saturation
transfer experiments of (ClMe2Si)2C(SiMe3)2 with those of the
analogous compound (BrMe2Si)2C(SiMe3)2 show that the
energy exchange processes occur, as might be expected, in
similar ways in both compounds in solution at low temperature,
although exchange processes between minor conformers of
(ClMe2Si)2C(SiMe3)2 cannot be conﬁrmed. A series of 126
MHz 13C {1H}NMR spectra of (ClMe2Si)2C(SiMe3)2 was also
recorded from 293 to 203 K, (Figure S18 and S19).
Unfortunately, the low-temperature spectra were complicated,
and while they are generally consistent with the presence of the
conformers described above, several peaks are not observed,
presumably due to accidental signal overlap. Thus, a full
analysis cannot be given. The Supporting Information provides
further data and a more detailed discussion.
To summarize, at low temperatures it was possible to assign
peaks in the multinuclear NMR spectra to conformers with
diﬀerent point-group symmetries. For example, a C1 and a C2
conformer of 2 or 3 would be expected to give rise to six and
three diﬀerent proton signals in the Me3Si region, respectively.
Therefore, the presence of nine large and nine small proton
signals in the 1H NMR spectra recorded for 2 and 3 suggests
that are two C1 and two C2 conformers are present. This is in
close agreement with the results of the quantum-chemical
calculations.
(HMe2Si)2C(SiMe3)2. Similar
1H and 29Si NMR spectra were
recorded for (HMe2Si)2C(SiMe3)2 at 213 K. These, however,
showed no signiﬁcant changes when compared to the
corresponding spectra recorded at ambient temperature. The
1H NMR spectrum at 213 K showed a singlet at 0.15 ppm
(SiMe3), a doublet (SiMe2H) at 0.24 ppm and a septet
(SiMe2H) at 4.04 ppm. Two signals were seen in the
29Si{1H}
INEPT NMR spectrum of (HMe2Si)2C(SiMe3)2, one at
−16.49 ppm due to the SiMe2H groups and one at −0.46
ppm due to the SiMe3 groups. The proton coupled
29Si NMR
spectrum shows complicated multiplets. The signal at −16.49
ppm splits into two multiplets which selective decoupling 29Si
DEPT NMR experiments show are due to the expected large
doublet 1JSi−H (182.3 Hz), a septet
2JSi−H (6.4 Hz, coupling to
two Me groups) and smaller doublet 3JSi−H (3.2 Hz, coupling to
Si−H on remote Si). The lack of dynamic processes being
observed at low temperatures is presumably due to the
relatively small size of H compared to the halides.
X-ray Crystallographic Study. Several unsuccessful
attempts were made to carry out single-crystal X-ray diﬀraction
structural analysis of (Me3Si)2C(SiMe2Br)2 at 100 K in an
attempt to freeze out any dynamic disorder present. (Me3Si)2C-
(SiMe2Br)2 was determined to belong to the cubic space group
Pa3̅ with unit cell lengths of 12.58 Å. This space group requires
complete disorder of bromine positions along with at least two
diﬀerent sets of silicon positions. The disorder present
precluded the identiﬁcation of any speciﬁc conformer and no
model structures could be obtained. A similar problem was
noted previously for C(SiMe2I)4, which also gave a cubic cell
with a = 12.982(1) Å.64
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A compact electron gun for time-resolved electron diffraction
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A novel compact time-resolved electron diffractometer has been built with the primary goal of
studying the ultrafast molecular dynamics of photoexcited gas-phase molecules. Here, we discuss
the design of the electron gun, which is triggered by a Ti:Sapphire laser, before detailing a series of
calibration experiments relating to the electron-beam properties. As a further test of the apparatus,
initial diffraction patterns have been collected for thin, polycrystalline platinum samples, which have
been shown to match theoretical patterns. The data collected demonstrate the focusing effects of the
magnetic lens on the electron beam, and how this relates to the spatial resolution of the diffraction
pattern. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4905335]
I. INTRODUCTION
Since the work of Davisson and Germer in 1927,1 the
interactions of electron beams with gaseous and crystalline
samples have been used extensively to determine the structures
of molecular species. Conventional gas electron diffraction
experiments, using continuous beams of electrons, are typi-
cally conducted over timescales ranging from significant frac-
tions of a second to many minutes or even hours. One conse-
quence of this is that the structures determined are time aver-
aged, with any information about dynamic structural effects
being lost. Since the development of ultrafast laser sources
and the subsequent application of femtochemical techniques
to spectroscopy,2 electron diffraction has adapted to allow
studies to be performed on sub-picosecond timescales.3 This
has now advanced to the point where molecular movies can be
recorded, showing the evolution of molecular structures during
induced chemical and physical processes.4
The early steps in time-resolved electron diffraction
(TRED) were taken by Ischenko, who, in 1983, demonstrated
a stroboscopic beam of electrons allowing molecular struc-
tures to be obtained with microsecond time resolution.5 These
experiments involved the use of electromagnetic deflector
plates to manipulate a continuous electron beam and chop
it into pulses before performing pump-probe experiments on
the photodissociation of excited CF3I molecules.5 In 1992,
Ewbank introduced a new method of producing short bunches
of electrons using a laser and a photocathode;6 this enabled
shorter electron pulses to be obtained more easily. Much of the
subsequent early work in this area was performed by Zewail,
who achieved electron diffraction with a time resolution on
the picosecond timescale.7–10 Zewail also developed important
theory underpinning TRED experiments, detailing the velocity
mismatch problem that exists between electron pulses and laser
pulses, and proposed changes to the geometry of the beams
in the interaction region to minimize velocity mismatch.11
Further theoretical advances were made by Qian,12,13 and by
a)Present address: Department of Physics, University of Strathclyde, 107
Rottenrow East, Glasgow G4 0NG, United Kingdom.
b)Electronic mail: derek.wann@york.ac.uk
Siwick,14,15 who debated in the literature the implications of
space-charge broadening and how this limits the temporal
resolution of the TRED technique. A number of methods
have since been employed to obtain better temporal resolution
in TRED experiments, including the application of radio-
frequency (RF) cavities,16–18 single-electron electron diffrac-
tion,19,20 and electron diffraction using MeV electrons;21–23
the latter has the potential to allow single-shot experiments,
removing the limitation of studying reversible systems.
A number of studies have been performed using TRED
to look at order-disorder transitions such as the melting of
aluminum,21,24,25 as well as order-order transitions in cyclo-
hexadiene,26 silicon,27 graphite,28 bismuth,29 diarylethene,30
and ethylene-dioxytetrathiafulvalene (EDO-TTF).4 The appli-
cation of TRED in reflection mode (rather than transmission
mode) also allows time-resolved studies of surfaces to be
performed.31,32 The majority of studies using TRED have
involved crystalline and polycrystalline samples, with rela-
tively few studies published for gas-phase samples beyond the
early work of Zewail.33 One notable exception is the work of
Centurion,34 who recently showed that it is possible to use
electron pulses to obtain non-circularly symmetric gas-phase
diffraction patterns, by temporarily aligning molecules non-
adiabatically with ultrafast laser pulses. Upon resolving these
patterns using holographic methods, an increase in the amount
of data collected is observed compared to experiments using
randomly oriented samples of molecules.34
The apparatus described here has been developed primar-
ily to look at molecules in the gas phase, allowing the structures
and dynamics of species to be determined in an environment
where they are free from solvent interactions and packing
forces. Structural information will be obtained for photoactive
species with an atomic level of detail not achievable using
spectroscopic techniques alone. The diffractometer produces
electrons by ionizing a gold photocathode using the third
harmonic (λ = 267 nm) of a Ti:Sapphire laser. The electrons
are accelerated across a potential of up to 100 kV towards
a grounded anode, after which they propagate in a field-free
region where they encounter a sample and are scattered, with
the resulting diffraction pattern recorded using a phosphor
screen/charge coupled device (CCD) detector.
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II. SPACE-CHARGE EFFECTS
One of the main challenges in developing a time-resolved
electron diffractometer is minimizing the effects of space-
charge repulsion, a factor that has strongly influenced the
design of this instrument. While the electron pulses created
at the photocathode have similar properties to the laser pulses
used to create them,35 the negative charges mean that the
electrons within the pulses repel one another causing the pulses
to expand both spatially and temporally. This process starts
immediately after the electron pulses leave the photocathode
and continues as they propagate through the system. The rate
at which the electron pulses expand depends on a number
of factors including the initial pulse duration, the number of
electrons in the pulse, and the group velocity of the pulse.
Siwick et al.14 reported that a pulse containing 104 electrons,
accelerated across 30 keV, with an initial duration of 50 fs will
have expanded to approximately 6.5 ps after propagating for
4 ns. Moreover, shorter laser pulses produce electron bunches
that expand more rapidly because of the greater initial charge
density.14
Using pulses containing a single electron can effectively
nullify the space-charge effects,17 though implementing such
an approach would vastly increase the time required to re-
cord data. Another potential tactic for avoiding space-charge
repulsion involves using MeV electrons, as Columbic repul-
sion is far less of a problem when approaching relativistic
speeds.18 However, creating MeV electrons requires the use
of a linear accelerator and, while such instruments exist,18 the
further development of tabletop systems is vital to enable cost-
effective studies that are accessible to more researchers.
The velocity distribution of the electrons produced by a
photocathode can be described as a linear chirp,14 with the
electrons at the front of the pulse being accelerated by the elec-
trons behind them, while the electrons at the rear of the pulse
are decelerated by the electrons in front of them. Applying a
rapidly switching RF electric field36 allows the electrons at the
front of the pulse to be slowed down and the electrons at the
back of the pulse to be accelerated, thus compressing the pulse
in the temporal dimension as demonstrated by Miller,17 and by
Siwick.18 Another approach taken by Schwoerer utilizes the
space-charge repulsion to create picosecond electron pulses.37
A streak camera deflects each pulse in the transverse direction
enabling the observation of the entire temporal profile of the
pulse at the detector. This has the potential to allow the molec-
ular dynamics of a sample to be recorded in a single shot rather
than as a series of experiments with varying pump-probe delay
times.38
III. INSTRUMENT
For the TRED apparatus described here, we have chosen
to address the space-charge problem by designing a compact
electron gun; this minimizes the distance that the electrons
travel between the gun and the sample, thus limiting the degree
of expansion of the pulse. Particle tracing simulations, using
General Particle Tracer39 and SIMION,40 indicate that a pulse
containing 104 electrons will have a duration of approximately
1.3 ps full width at half maximum (FWHM) at 45 kV when the
sample is positioned 130 mm from the anode. At this voltage,
a FWHM transverse beam diameter of 0.34 mm is predicted
at the sample, when using a 150 µm aperture in the anode
of the electron gun. Assuming that one can set the transverse
diameter of both the laser and molecular beams to a similar
size (i.e., ∼0.35 mm) an overall experimental time resolution
of 2.5 ps is predicted at 45 kV with the experimental set-up
described here, where all three beams are orthogonal to one
another. Future routine experiments, carried out at 100 kV,
are predicted to have pulse durations of 375 fs FWHM, and
will also make use of a 150 µm aperture in the anode to
produce a FWHM transverse beam diameter of 0.14 mm
at the sample. Again, assuming that one can produce both
a laser and molecular beam with similar transverse widths
(i.e.,∼0.15 mm), and intersect the pump and probe beams at an
angle of approximately 60◦, an experimental time resolution
of 670 fs is predicted.41 Figure 1 shows the layout of the
apparatus with the main components of the system discussed
in detail below.
A. Optics
The laser system used for the TRED experiments consists
of a Ti:Sapphire oscillator and an amplifier to produce pulses
of 150 fs at a central wavelength of 800 nm (80 nm bandwidth);
the repetition rate is 1 kHz and the beam power is approxi-
mately 1 W. The laser beam is then separated into two branches
using a 70:30 beam splitter, with 30% of the beam being used
to create the electron probe pulse and the remaining 70%
used as a pump laser to excite samples. Detailed discussion of
pump-probe methodologies is beyond the scope of this paper;
for more information on this subject, we refer the reader to
Ref. 3. In order to create the electron probe pulse, the laser
beam is passed through a frequency tripling system to pro-
duce pulses of 267 nm wavelength, which are then separated
from the fundamental and second harmonic frequencies using
dichroic mirrors. For the experiments described below, the
third-harmonic beam (maximum pulse energy approximately
200 nJ) is focused onto the photocathode of the electron gun
with a spot size diameter of approximately 200 µm. Small
changes in the focus of the laser beam did not appear to affect
the electron beam produced from the photocathode. Using an
FIG. 1. A schematic diagram (not to scale) of the TRED apparatus showing
(a) Ti:Sapphire laser, (b) 70:30 beam splitter, (c) third-harmonic-generation
setup, (d) high-voltage feed through, (e) electron ionization laser path, (f)
delay stage, (g) photocathode, (h) magnetic lens, (i) electron beam, (j) sample
position/interaction region, (k) pump laser path, (l) electron detector, and (m)
CCD camera.
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unfocused laser, however, results in almost no electrons being
produced.
B. Electron gun
The TRED apparatus is designed with the electron gun
housed in a differentially pumped vacuum chamber, sepa-
rate from the diffraction zone. This minimizes the amount of
sample gas that can enter the electron gun chamber, as that
would increase the likelihood of electrical discharging. The
gun chamber typically operates at a pressure of 5×10−8 milli-
bars, with a titanium anode forming the boundary between
this chamber and the diffraction chamber. In the center of the
anode is an aperture allowing the electrons to exit the gun
chamber.
The electron gun comprises of a photocathode (labelled
(a) in Figure 2), stainless steel electrode (b), and ceramic
tube (c). The photocathode is back illuminated by the 267 nm
laser light, and is of similar design to the one described by
Siwick.35 It consists of a sapphire disc (13 mm diameter and
0.5 mm thick) coated with a 25 nm layer of gold on the front
side and with a 200 nm metallic coating around the edges to
provide an electrical contact with the electrode. The majority
of the back of the sapphire disc is masked during preparation
and remains uncoated so that the laser light can pass through
the sapphire disc and reach the gold film on the front. This
photocathode sits tightly in a recess on the electrode, with
the front of the photocathode flush with the outer edge of
the electrode to minimize discontinuities in the electric field
that might lead to discharging. The electrode is mounted on
a 315 mm long ceramic tube with ribbing on the surface to
maximize the surface area and reduce charge creep.42 The laser
beam enters the chamber through a deep ultraviolet (DUV)
sapphire viewport in the rear flange and passes through the
inner bore of this ceramic tube to the photocathode.
A potential of up to 100 kV is applied to the electrode
using a high-precision Heinzinger power supply attached to
the high-voltage feed through (d), with a number of precau-
FIG. 2. A cut-through diagram of the electron-gun chamber showing (a)
photocathode, (b) electrode, (c) ceramic tube, (d) high-voltage feed through,
(e) high-voltage pin, (f) anode plate, and (g) anode plug.
tions taken to reduce the probability of the high-voltage power
supply arcing to the chamber. The high-voltage feed through
enters the chamber through the rear flange of the electron gun
at an angle of 12◦ to the axis of the ceramic tube. This keeps
the bare high-voltage pin (e) far away as possible from the
grounded walls of the chamber, and prevents it from having
to be bent in order to reach the electrode. The electrode itself
is enclosed by a ceramic cup leaving only the photocathode
exposed, again to help prevent arcing. The photocathode-to-
anode distance used in the experiments described here was
17 mm, although this distance can be adjusted with the intro-
duction of spacer plates. In the center of the anode plate (f),
there is an anode plug (g) that is designed to hold various
sizes of platinum apertures (of the kind typically used in elect-
ron microscopes) allowing control over the emerging electron
beam. The advantage of using a smaller aperture is that a less
divergent electron beam can be achieved; however, this is at
the cost of a reduced number of electrons per pulse and, hence,
longer data-acquisition times.
We find that using a magnetic lens to focus the electron
beam allows the beam divergence to be further controlled, re-
sulting in a narrower beam without reducing the beam current.
However, the inclusion of the lens requires greater space to be
left between the photocathode and the sample, resulting in a
slightly poorer temporal resolution. The system was designed
in as flexible a way as possible so that all of these components
can be adjusted or removed as the needs of an experiment are
determined. For the initial diffraction studies reported here,
we use an aperture 1 mm diameter and the magnetic lens as
detailed below.
C. Magnetic lens
The magnetic lens used to focus the electron beam is based
on the principles of a solenoid.43 The core of the lens is an iron
spool, which is 20 mm long and with a 10 mm central bore
through which the electron beam passes. Around the outside
of the spool are approximately 1000 turns of Kapton-coated
wire, through which a current of up to 3 A can be applied. By
varying the lens current, the electron beam can be focused to
reduce its diameter (spot size), which is desirable as the spatial
resolution of an electron diffraction experiment is dependent
on the spot size. For the 45 keV beam energy used for the initial
diffraction study presented here, we find that a current range of
1.1–1.3 A is sufficient to obtain a good focus at the detector,
which is 330 mm from the front of the anode. Overfocusing
the electron beam can create a large Coulomb-repulsion effect
that causes the beam to expand rapidly in both the spatial and
temporal frames, resulting in a marked loss of resolution.
The lens is mounted on an xyz manipulator, allowing fine
control of its position with respect to the electron beam. If
the beam is not passing through the center of the lens, or if
the lens winding is uneven, the beam could be deflected away
from its desired position at the center of the detector. A power
supply stable to within 0.01 A is used as fluctuations in current
can cause the electron beam to be deflected. The heat generated
by the lens must be dissipated as the resistance of the wire
varies with temperature and so the lens is cooled using liquid
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP:
81.159.234.40 On: Wed, 21 Jan 2015 22:41:45
013109-4 Robinson, Lane, and Wann Rev. Sci. Instrum. 86, 013109 (2015)
nitrogen. A copper braid connects the liquid nitrogen vessel to
the lens and the temperature is monitored using thermocouples.
D. Diffraction chamber
The apparatus has been designed primarily to study
gas-phase samples and the main chamber needs to handle
a large throughput of gas while maintaining an appropriate
vacuum. A large turbomolecular pump attached to the base
of the chamber is used to evacuate the system at a rate of
up to 2200 L/s. The cubic design of the chamber allows
for ports to be situated at five different anode-to-sample
distances (the ports are centered at 40, 50, 130, 210, and
220 mm from the anode), allowing some control over how
long the electron pulse propagates before it interacts with
the sample. Having three DN40CF flanges (left, right, and
top) at each distance enables the sample to be introduced
through the top of the chamber (directly opposite the pump),
while other components such as a cold trap and pump laser
can be brought in through the side ports. The availability
of pairs of opposite ports will also allow grating-enhanced
ponderomotive measurements to be performed,44 in order to
determine the electron-pulse durations at the sample positions.
As a test of the apparatus, we recorded diffraction patterns
for a polycrystalline sample of platinum mounted on an xyz
translator at a distance of 115 mm from the anode (introduced
through the 130 mm port); the phosphor screen detector was
215 mm beyond the sample. For future gas-phase studies, the
sample holder which supports TEM grids perpendicularly to
the electron beam will be replaced by a gas-inlet system, while
other aspects of the apparatus setup will remain relatively
unchanged.
E. Detector
Diffraction images are recorded using a micro-channel
plate (MCP)/phosphor screen/CCD camera setup. An alumi-
num beam cup (7.5 mm in diameter) is mounted in front of the
center of the detector to prevent the unscattered electron beam
from hitting the phosphor which could both damage the screen
and result in a very bright spot of light that would dominate
the diffraction pattern; it also acts as a Faraday cup to measure
the current of the electron beam. Electrons scattered by the
diffraction sample first encounter a grounded mesh ensuring
that they propagate through a field-free region. Immediately
after the mesh is the MCP, which has an active area 80 mm
in diameter; a potential of up to +2 kV is applied across the
MCP. The enhanced diffraction pattern is then imaged on a
115 mm phosphor screen, comprising a 3 mm thick glass plate
coated with 50 µm of P22 phosphor and 50 nm of aluminum,
allowing for the dissipation of charge. The screen is held in an
aluminum mount at a potential of up to +5 kV relative to the
grounded mesh, and this is further mounted on a DN160CF
flange with a viewport through which a Stingray F-146B CCD
records the diffraction patterns. The camera is coupled to a
Schneider 17 mm focal-length lens with an f/0.95 aperture,
allowing the camera to be positioned a few millimeters from
the viewport with the whole screen visible; the wide aperture
allows the lens to work well in low light conditions.
Image enhancement using the MCP was incorporated
into the design because of the very small beam currents used
in the TRED experiments. For each electron that impinges
on a pore in the MCP, approximately 106 additional electrons
are produced to enhance the image.45 Without the MCP, we
were able to image unscattered electron beams only when
there were more than 5000 electrons per pulse; in this set-
up, observing a diffraction pattern was difficult even when
recording images for a number of hours. With the MCP, it was
possible to observe an image of a beam with a current that
was below the noise level of the picoammeter used to record
the current (estimated to be less than 500 electrons per pulse).
With the detector positioned 215 mm from the sample, it
allows for diffraction data to be observed to a maximum of
s = 195 nm−1, for 45 keV electrons, where s is a function of
the scattering angle, θ, and the electron wavelength, λ, such
that s = (4πsinθ)/λ.
IV. CALIBRATION AND RESULTS
A. Number of electrons
The number of electrons per pulse affects both the beam
spot size and pulse duration, and these in turn influence both
the spatial and temporal resolutions of the apparatus. In order
to obtain the desired characteristics (small transverse beam
size and short electron pulse duration), it is important to be
able to measure and control the number of electrons per pulse.
This is achieved by varying the power of the laser reaching
the photocathode by adjusting the alignment of the optical
axis of the second harmonic generation (SHG) crystal. The
laser power is measured using a power meter and the number
of electrons determined using a picoammeter to measure the
average beam current and dividing by the repetition rate of
the laser. With an average laser power of approximately 0.3
W entering the harmonics setup, we can accurately measure
between 103 and 107 electrons per pulse which can be varied
depending on whether we required better time resolution
or shorter collection times for a given experiment. Figure 3
shows the number of electrons observed per pulse with respect
to the angle of the SHG crystal.
FIG. 3. The number of 45 keV electrons passing through a 1 mm diameter
aperture in the anode, with respect to the axis angle of the second harmonic
generation crystal.
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FIG. 4. (a) The perpendicular transverse beam widths (x and y) at the sample position, for a 45 keV electron beam containing approximately 104 electrons per
pulse (average FWHM size of 435 µm, maximum intensity measured as 650 fA). (b) The average FWHM beam size at the sample position as a function of
magnetic lens current.
B. Beam size and magnetic lens
In order to achieve good spatial resolution, we require
the electron beam spot size to be small at the sample and at
the detector. To help achieve this, the magnetic lens discussed
in Sec. III C is used to focus the beam. To quantitatively
demonstrate the focusing properties of the magnetic lens on
the electron beam width, a beam containing approximately 104
electrons per pulse was directed towards a 500 µm aperture
at the sample position. The aperture blocks part of the beam
and those electrons that do pass through hit the Faraday cup
where the current is measured. By scanning the position of
the aperture across the beam and recording how the current
varies, two-dimensional profiles of the beam in the x and y
directions are obtained [see Figure 4(a)].
The measurements show the electron beam to be Gaussian
in shape, with the FWHM beam size reducing linearly as the
lens current is increased, as shown in Figure 4(b). Extensive
simulations (to be published separately)41 have also shown
that, for certain lens currents, the beam will remain well
collimated as it travels to the detector, with only a small
increase in pulse duration predicted.
C. Diffraction
While this instrument was developed as a time-resolved
gas-phase diffractometer, the first study performed was
for a polycrystalline sample of platinum; the well-defined,
predictable, closely spaced rings produced by a polycrystalline
sample allow for the instrument to be easily calibrated without
the added complexities of introducing a gaseous sample. A
20 nm thick layer of Pt was deposited onto a carbon-coated
TEM grid, mounted on an xyz manipulator, and positioned
in the electron beam. Images were recorded with potentials
of +1.9 kV applied to the MCP, and +4.1 kV applied to
the phosphor screen. Individual images were stacked before
background images, recorded under identical conditions, but
without the sample present, were subtracted from the sample
data. By doing this, we remove any background electron
scattering, reflected light, or systematic errors which would
distort the data. For comparison of the effectiveness of our
magnetic lens, diffraction patterns for the Pt sample were
recorded both with the magnetic lens off and on. The scattering
intensities of the observed diffraction rings for both sets of data
were extracted by radially averaging around the center of the
pattern using custom-written MATLAB code. The intensity
curves obtained from both experiments are shown in Figure
5(a). One can clearly see that the resolution of the experiment
has improved with the introduction of the magnetic lens, as
the peaks become more defined, compared to the broader,
overlapping, and, in some cases, barely discernible features
recorded without the magnetic lens.
The extracted diffraction data have also been compared
to a theoretical scattering intensity curve, shown as dashed
lines in Figure 5(a), based on the expected face-centered cu-
bic polycrystalline diffraction pattern for platinum, with peak
widths based on the best electron beam width we hope to
have at the detector. One can clearly see that the positions
of the peaks in the theoretical and experimental data match
when data are collected with the magnetic lens on. We have
shown the same theoretical curve on top of the data extracted
FIG. 5. (a) Comparison of diffraction intensities from experiments with the magnetic lens off (top), and on (bottom); the curves are offset for clarity. Theoretical
scattering curves showing what is predicted for a well-focused electron beam are shown as a dashed line. (b) Comparison of theoretical diffraction pattern (top)
and experimental diffraction pattern (bottom) collected using the magnetic lens.
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from diffraction patterns recorded without the magnetic lens,
highlighting the lack of resolution when the lens is omitted.
From the data, it is possible to calculate the resolution of the
experiment as ∆s = 6.7 nm−1 with the magnetic lens present.
Using the predicted scattering curve, it was also possible to
create a theoretical diffraction pattern. This is overlaid on the
experimental diffraction pattern in Figure 5(b), again empha-
sizing the match between experimental and theory.
V. SUMMARY AND CONCLUSIONS
We have designed, built, and tested an electron diffrac-
tometer that uses a compact electron gun to produce pulses
of electrons predicted to have a duration of approximately
375 fs, and with a potential experimental time resolution of
approximately 670 fs at 100 kV, for experiments that do not
use tilted laser wavefronts.46 We have demonstrated that this
pulsed electron gun can yield diffraction patterns for a poly-
crystalline sample of platinum in a timely manner, and that the
spatial resolution of the experiment can be enhanced with the
use of a magnetic lens. Our focus now moves to performing
static gas-phase studies, before collecting time-resolved data
for photoinduced dynamic systems in the near future.
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