The demand for analysis of smaller samples in isotopic ratio measurements of rare isotopes is continuously rising with the development of new applications, particularly in biomedicine. Interesting in this aspect are methods based on optogalvanic spectroscopy, which have been reported to facilitate both 13 C-to-12 C and 14 C-to-12 C ratio measurements with high sensitivity. These methods also facilitate analysis of very small samples, down to the microgram range, which makes them very competitive to other technologies, e.g., accelerator mass spectroscopy. However, there exists a demand for moving beyond the microgram range, especially from regenerative medicine, where samples consist of, e.g., DNA, and, hence, the total sample amount is extremely small. Making optogalvanic spectroscopy of carbon isotopes applicable to such small samples, requires miniaturization of the key component of the system, namely the plasma source, in which the sample is ionized before analysis. In this paper, a novel design of such a microplasma source based on a stripline split-ring resonator is presented and evaluated in a basic optogalvanic spectrometer. The investigations focus on the capability of the plasma source to measure the optogalvanic signal in general, and the effect of different system and device specific parameters on the amplitude and stability of the optogalvanic signal in particular. Different sources of noise and instabilities are identified, and methods of mitigating these issues are discussed. Finally, the ability of the cell to handle analysis of samples down to the nanogram range is investigated, pinpointing the great prospects of stripline split-ring resonators in optogalvanic spectroscopy. V C 2013 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Highly sensitive measurements of isotopic ratios have a wide range of applications, from medicine to archaeology. Most renowned are maybe measurements of long-lived radioisotopes such as 14 C, 10 Be, and 129 I that can be used for, e.g., dating organic deposits in archaeology, 1, 2 and rocks and sediments in geology. 3, 4 However, 14 C measurements have also proven useful for isotopic labelling of drugs in clinical trials by microdosing 5 and for studying cell regeneration in the human body. 6, 7 Such new applications, along with rising demands from the traditional clients, have created an increasing call for more sensitive and less expensive measurement methods, and, even more important, methods that allow for smaller sample sizes.
Traditionally, radioisotopes have been measured by scintillation techniques, such as liquid or gas scintillation counting (LSC or GSC). 8, 9 These techniques count the number of radioactive decays in the sample over a given period of time, yielding the relative amount of the studied radioisotope from its half-life. However, scintillation techniques require fairly large samples in order to get acceptable statistics in the measurement, since the isotopes of interest to dating in archaeology and geology, by definition, have a relatively long half-life (5760 years for 14 C and 1.5 million years for 9 Be). For example, an LSC typically requires more than one gram of graphite to register 10 atomic disintegrations per minute. 6 In many applications, samples of this size are difficult to acquire. In the case of archaeology, questions regarding context, preservation, and contamination often set limitations to which samples that can be applicable to radiocarbon dating, meaning that it is not always the largest pieces that are the most interesting. Moreover, the initial sample preservation and preparation process has a limited yield in terms of carbon content. In the case of medicine, samples are sometimes in the form of biopsies, where the limit to the sample size is obvious, especially if the sample is, e.g., brain tissue. For these reasons, other measurement techniques allowing for smaller sample sizes, such as accelerator mass spectroscopy (AMS), have conquered a large part of the market, even though the cost per sample analysis is higher. In contrast to scintillation-based techniques, AMS takes all atoms of a certain isotope into account, and not only those who disintegrate. This fundamental difference makes AMS both more sensitive and less sample consuming than, e.g., LSC. Current AMS technology allows for sub-attomole sensitivity with samples in the 0.01-1 mg range. 6, 10, 11 In the case of AMS, the limiting factor with regard to sample size is the sample preparation process. This process includes steps of oxidation, graphitization, and ionization, each having a different yield in terms of carbon content, where the minimum sample size is set by the restriction of having a sufficient detection rate in the final accelerator stage. 12 The risks of contamination in the preparation process also increase as the sample size is reduced. Attempts of 0021-8979/2013/114(3)/033302/11/$30.00
V C 2013 AIP Publishing LLC 114, 033302-1 miniaturizing parts of the sample preparation system have proven successful in reducing the minimum sample size down towards the microgram region. 6 However, reducing the sample size even further may prove technologically difficult, wherefore new measurement techniques with similar sensitivity, but based on different physical principles, have rendered an increasing attention. 13, 14 One such technique is intracavity optogalvanic spectroscopy (ICOGS) which has been reported to be as sensitive as AMS.
14 ICOGS is based on the optogalvanic effect (OGE), which refers to the response of a discharge or plasma to an optical perturbation. When the plasma is illuminated with radiation of the same wavelength as, e.g., one of the ro-vibrational transitions of the molecules in the plasma, the molecules are excited into that particular ro-vibrational state-something that affects the mobility of the electrons in the plasma, and, hence, changes the plasma impedance. The impedance can be measured directly by inserting Langmuir probes into the plasma, or indirectly by measuring the input power to the plasma source. 14, 15 The change in impedance is directly proportional to the number of excited molecules in the plasma, and, with a well defined radiation source, e.g., a laser, the change in impedance can even be related to the number of molecules of that particular species and, hence, be used for spectrometric applications. The technique of measuring the abundance of different molecules using the OGE is called optogalvanic spectroscopy (OGS). 16 By using an isotope-specific CO 2 laser as the source of the radiation, i.e., a laser with a wavelength identical to one of the isotope-specific transitions in the mid-IR spectra of CO 2 , it has been shown that OGS is applicable to measurements of the isotopic composition of carbon samples. Murnick et al. have shown that OGS is capable of measuring the ratio of C ratio using the formerly mentioned ICOGS technique. 14, 16 In both embodiments, the analyzed carbon is in the form of CO 2 . In ordinary OGS, the ionized sample is located in the laser beam path, whereas in ICOGS, the sample is inserted into the laser cavity itself. The intracavity approach has been reported to increase the sensitivity by almost seven orders of magnitude compared with ordinary "extracavity" OGS. 14 Although the narrow line-width ro-vibrational absorption lines of CO 2 in the mid-IR spectrum facilitate analysis of the isotopic composition of both carbon and oxygen, issues relating to background from spectral broadening of nearby absorption lines as well as from other molecules have to be properly addressed in a high-precision measurement. Measurements of the 13 C-to- 12 C ratio are relatively straightforward, since the natural abundance of 13 C is about 1%. 18 The 14 C-to-
12
C ratio, on the other hand, puts tremendously higher requirements on the sensitivity, since the natural abundance of 14 C is only in the order of 10
À12
. The most prominent source of background when applying OGS to 14 14 CO 2 line that contribute the most to the background, but the lines with the highest Boltzmann population, even though these can be situated more than a micrometer away. 15 Moreover, it has recently been shown that ICOGS suffers from considerable problems with the stability and reproducibility of the optogalvanic signal, raising questions on the actual applicability of the method to radiocarbon measurements. 19 However, concurrent ICOGS employs almost 30 years old technology for measuring the OGE. 20 Hence, a new, more stable and reliable, measurement technique will benefit ICOGS.
OGS can handle samples in the sub-microgram range, 14, 16 partly because of the simplified sample preparation, where, in contrast to AMS, only oxidation is required. In the case of OGS, the limiting factor for the sample size is instead the amount of carbon that is required to fill the plasma chamber, in which the sample is ionized, to an adequate pressure. This chamber is typically a vacuum sealed cavity equipped with a plasma source for ionizing the sample, and Brewster angle windows for reflection-free transmission of the laser beam through the cell. The diameter of the laser beam, the volume of the plasma, and pressure in the chamber have been reported to affect the sensitivity. 16 In order to minimize the sample size, it would be convenient to minimize the plasma volume so that less CO 2 is required to keep the cavity at a certain pressure. This would, in turn, require miniaturization of the plasma source.
In the study presented here, the applicability of such a microplasma source (MPS), based on a split-ring resonator (SRR), 21 to OGS has been investigated experimentally. The MPS was integrated in an extracavity OGS system, and the dependency of the optogalvanic signal on the frequency and power of the plasma, as well as on the pressure and flow of CO 2 , and the modulation frequency of the laser was investigated. The stability of the signal with respect to these parameters as well as the limitations of the miniaturization were also studied.
II. THEORY
There are different explanations to the OGE depending on which particle species that populate the plasma. In the case of an atomic plasma, the incident radiation affects the ionization balance, by exciting the atoms to energy levels with either higher or lower ionization probability, and thus changes the plasma impedance. 22 This effect is less pronounced in the case of a molecular plasma, as in the case of this study, and the main process behind the OGE here is instead that the radiation establishes alternative decay paths from the radiation-excitation levels, via absorption or stimulated emission. 23 This causes a change in the plasma equilibrium temperature from the change in the gas number density, which in turn affects the collision frequency and thereby the mobility of electrons in the plasma. Depending on whether the change in gas number density has a heating or cooling effect, the change in mobility either increases or reduces the plasma impedance.
Under the assumption that the collision frequency of the plasma is much higher than the frequency at which the plasma source is operated and that the density of neutral molecules is much higher than the density of electrons, i.e., that the distribution function of the electrons is strongly dependent on collisions with molecules, the impedance change, or the optogalvanic signal, S, in a plasma, irradiated with a laser beam of intensity I at frequency f, can be approximated by the integral
( 1) where n is the number density of the investigated species, r(f) is the stimulated emission or absorption cross section, V is the volume of the irradiated part of the plasma, and K is the so called optogalvanic proportionality constant which accounts for irregularities in the plasma conditions from, e.g., pressure, flow, and temperature. 16 Assuming the laser beam to be cylindrical with a narrower distribution than the plasma itself, Fig. 2 , and K to be independent of n, Eq. (1) can be approximated by
given that the laser beam cross-section is completely within the plasma, exposing a cylindrical volume of length L and radius R.
III. MATERIALS AND METHODS

A. Manufacturing
The MPSs investigated here were stripline SRRs, Fig. 1 , closely resembling those described in Ref. 24 . The stripline concept was chosen to avoid electromagnetic interference in the measurements, simultaneously as the transverse hole through the gap constituted a miniature plasma chamber allowing for extremely small samples to be analyzed. Separating the SRRs of this study from those described in Ref. 24 was the addition of two plasma probes with associated pads, Figs. 1 and 2, which were extended into the gap, orthogonally to the SRR electrodes and the laser beam path.
The SRR MPSs were manufactured on a printed circuit board (4003 C, Rogers Corp., USA) with a thickness of 1.524 mm, a dielectric constant, e R , of 3.38, and a loss tangent, tand, of 0.0022. The MPSs were manufactured using a milling machine (S100, LPKF, USA). The resonator ring had an inner radius of 4.23 mm and an outer radius of 6.03 mm. The feed point was positioned at an angle of 167.7 from the gap, Fig. 1 , which was 2 mm wide. The feed strip had the same width as the ring, i.e., 2.20 mm, making the design of the resonator part of MPSs identical to the 50 X stripline SRRs in Ref. 21 . MPSs were equipped with plasma probes, consisting of 25 lm thick gold wires, which were bonded to the probe pads, Fig. 1 , using a wedge bonder (4526, Kulicke & Soffa, Singapore). Each probe was extended approximately 1 mm into the gap, Fig. 2 . One probe was connected to one of the SRR ground planes, whereas the other one was connected to an SMA coaxial cable socket. This contact was used to measure the optogalvanic signal.
To make sure that an introduced CO 2 sample entered the gap of the MPSs, the plasma sources were equipped with a fluidic system, placing the gas inlet only 1.5 mm from the SRR electrodes, Fig. 2 (right). Like with the plasma sources, the fluidic system was manufactured from a PCB by milling, and stacked on top of the MPSs by gluing. One such fluidic system was connected to each side of the MPS to accommodate easy mounting and connection, Fig. 3 .
B. Setup
The electronics used for controlling and analyzing the plasma consisted of an radio frequency (RF) wave generator with variable power attenuation, A p , and frequency, f p , and an RF characterization unit measuring the power and phase of the RF wave transmitted to and reflected from the plasma source. Both units were controlled by a computer. The electronics is described schematically in Fig. 4 and more thoroughly in Ref. 24 .
The MPSs were mounted inside a vacuum chamber with electrical connections for power input and signal output. All OGE measurements were made inside the chamber by introducing a variable amount of CO 2 (Air Liquid, France), through the fluidic system, which was connected to the gas inlet of the vacuum chamber via a plastic tube. The chamber was equipped with an antireflection coated ZnSe window (WG71050-F, Thorlabs Inc., USA) for transmission of the CO 2 laser beam, a pressure gauge (275 Mini-Convector, Brooks Automation Inc., USA) for internal pressure measurements, and a vent with a mass flow controller (F-200, Bronkhorst Hi-Tech, The Netherlands), which had a dynamic range of 0-100 sccm, for controlling and monitoring the inflow of CO 2 , m, Fig. 5 . The pressure gauge and the flow controller were connected to a computer and controlled by custom made software (MATLAB R2012a, Mathworks, USA). The base pressure of the chamber was around 230 Pa.
The MPS, inside the vacuum chamber, was incorporated in an extracavity OGS consisting of an CO 2 laser (J48-1 S, Synrad Inc., USA) with a maximum output power, P L , of 30 W, an optical chopper (Model 9475, Brookdeal Inc., USA) with a variable chopping frequency, f C , in the range of 10 Hz and 1 kHz, and an antireflection-coated focussing ZnSe lens (LA7028-F, Thorlabs Inc., USA) with a focal length of 150 mm, Fig. 5 . The lens was aligned so that it focused the laser beam approximately at the centre of the gap of the MPS.
The alignment was performed by first aligning the beam of an HeNe laser, with a visible wavelength, coaxially with the CO 2 laser beam, by letting both beams run through two parallel irises. The HeNe beam was then used to align both beams to the gap of the MPS. The final alignment was performed by studying the interference of the HeNe beam on the plasma probe bond wires, by which the beams could be aligned in the centre of the gap, between the ends of the probes, Fig. 2 .
C. Measurements
The optogalvanic signal was measured by an oscilloscope (DSO7104A, Agilent Tech., USA) connected to one of the plasma probes of the MPSs via an SMA coaxial cable. The oscilloscope was also connected to the reference channel of the chopper to accommodate triggering on the correct frequency. The signal was AC coupled to remove the DC component of the voltage between the plasma probes, i.e., only the dynamic part of the optogalvanic signal was taken into account. The signal was measured in the time domain with 8-bit resolution at adjustable amplification and sampling frequency, accommodating high resolution characterization of the plasma impedance, and thereby of the OGE.
D. Post processing
The sampled time series were sent to the computer for post processing. The time samples were transformed to the frequency domain using the fast Fourier transform (FFT) algorithm after being zero-padded to increase the frequency resolution. The optogalvanic signal, S, was defined as the integral of the spectrum over a 610 Hz frequency range centred at f C , to accommodate some instability in the chopper frequency. The signal-to-noise ratio (SNR) of S was improved by averaging.
E. Experiments
The setup had a number of variable parameters that affected the optogalvanic signal, in particular m, A P , f P , and f C . After some initial proof-of-concept tests, a set of four experiments, each varying one parameter at a time, was designed, in order to investigate these parameters' influence on the optogalvanic signal. In a fifth experiment, all parameters were kept constant while the laser beam was moved across the gap. The settings of each parameter during the five experiments, here referred to as experiment I-V, are presented in Table I . The laser power was kept constant at 10 W throughout all experiments.
IV. RESULTS
Initially, the work was directed towards verifying the function of the system as a whole, and that the SRRs could actually be used for measuring the optogalvanic signal. In order to do so, the vacuum chamber was flushed with CO 2 up to a pressure of more than 3000 Pa, where the MPSs still could be ignited, and the output signal was measured as the laser was turned on. A clear optogalvanic signal could be detected, where both the modulation of the chopper (f C ¼ 250 Hz) and of the pulse width in the laser (f PWM ¼ 5 kHz) clearly could be seen, Fig. 6 . Changing the settings to those of experiment V, a typical SNR of the system was estimated to around 27 dB, by dividing the amplitude of the spectrum at f C , i.e. the maximum of the OGE peak, by the median of the spectrum, Fig. 6 (inset) .
In experiment I, the dependency of S on m was investigated. To further verify the function of the MPSs in measuring the optogalvanic signal, the experiment was repeated but the gas tube CO 2 was replaced with air, having a CO 2 content of 0.035%, Fig. 7 . As expected, S was more or less independent of the inflow of air but showed a clear dependence on the inflow of CO 2 .
In experiment II, the dependency of S on A P was investigated. Reducing the attenuation of the power from the RF amplifier corresponded to increasing the power into the plasma source, P in , affecting the electrical field in the gap of the MPSs and thereby the intensity and impedance of the plasma. To study how different attenuation affected the plasma, the voltage over the plasma probes, U, was recorded in addition to the dynamic voltage, containing the optogalvanic signal. The amplitude and stability of S at different P in are shown in Fig. 8 (top) . Here, the amplitude and stability were described by the mean and the standard deviation, r, of 20 consecutive measurements. As a reference, the change in U, @U/@P in , as a function of P in is shown in Fig. 8 (bottom) , given the assumption that the amplitude of S is related to how much a small change in P in could change U, i.e., how sensitive the plasma was to small perturbations. Similarly, experiment III studied the dependency of S on f P . As for changing the attenuation, shifting the frequency of the RF fed into the SRR away from resonance too changed P in , and ultimately the impedance of the plasma. However, the resonance behaviour of an ignited SRR is not the same as that of an un-ignited one, since the plasma changes the dielectric properties in the gap, wherefore the optimum f P from an OGS point of view was not obvious. To study how different f P affected the plasma, U was again recorded in addition to S. The amplitude and stability of S at different f P are shown in Fig. 9 (top) . As before, the amplitude and stability were described by the mean and the standard deviation of 20 consecutive measurements. The derivative @U/@f P as a function of f P is shown as a reference in Fig. 9 (bottom) , given the same assumption as in experiment II. The plasma went out just below f P ¼ 2.73 GHz, whereas the electronics could only deliver RF up to 2.85 GHz, at which the plasma still was ignited.
Experiment IV focused on the modulation frequency of the chopper, having implications on both the operation of the MPS, and on the implementation of the data processing.
Like in experiment I, measurements with inflow of both CO 2 and air were performed to investigate if the period time of the IR irradiation from the laser would cause any thermal background to S. Moreover, the post processing of the data in experiment IV only took the amplitude of the first harmonic of S into account, i.e. no integration over the peak was performed. This was done to allow for comparison of measurements made at different sampling rates, although it made it difficult to quantitatively compare the results from experiment IV with those of the rest of the experiments. However, qualitative comparisons were still possible. Only regarding the first harmonic of S made the waveform of the optogalvanic signal important. The waveform was, in turn, dependent on f C . The results of experiment IV can be found in Fig. 10 .
The final experiment, V, focused on studying the effect of the position of the laser beam in the gap of the MPSs. The beam, which was initially centred in the gap, was stepwise moved towards the side of the gap, perpendicularly to the plasma probes, of an MPS, Fig. 11 . Close to the wall, S increased abruptly. However, replacing the inflow of CO 2 with air showed that this increase was not dependent on the amount of CO 2 in the chamber, and thus not on the OGE, in contrast to the signal in the centre of the gap, which showed a similar characteristic as in experiment I. Additional experiments with an MPSs with a 1 mm gap were performed, but it was found that proper alignment of the laser beam was difficult over a longer time span with such devices, due to mechanical drift in the mounting of the MPS.
V. DISCUSSION
The experiments showed that the SRR MPSs could in fact be used for OGS. However, the stability of the signal and the SNR were relatively low. Averaging generally improves the SNR by the square root of the number of 
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averages, but only up to the point where long-time drift, e.g., temperature or mechanical, becomes a limiting factor, cancelling the positive effect of the averaging on the precision of the measurement.
To study the stability of our system, the variance of up to 40 averages from experiment V, with 40 sccm CO 2 introduced into the chamber, was analysed, Fig. 12 . Each measurement point took approximately 1 s to record, wherefore the number of averages can be translated into the total measurement time in seconds. Over shorter intervals, the variance showed the expected square root dependence, but for measurement times longer than 20 s, i.e., more than 20 averages, the SNR improvement levelled out. In our system, intensity drift in the laser, thermal drift in the electronics powering the MPS, and flow-rate drift in the fluidic system were assumed to be the major limitations to the maximum number of averages. Employing active temperature control of the laser, electrical shielding, and improved passive cooling of the electronics, and, ultimately, more precise hardware, are expected to improve the long time stability of the system and allow for extended averaging, and hence improved SNR.
Just as important to optimize were the operational parameters of the MPS and the OGS. Experiments I-IV showed that m, A P , f P , and f C all influenced both the amplitude and the stability of S. In order to study the effect of these parameters on the precision of the measurements, the signalto-standard deviation ratio, S/r, was analyzed, Fig. 13 .
In experiment I, the amplitude of S increased with an increasing flow of CO 2 into the chamber, Fig. 7 . This was well in line with Eqs. (1) and (2) predicting an increased signal when the number of CO 2 molecules in the irradiated part of the plasma increased. Moreover, higher flow caused the pressure in the chamber to rise, Fig. 14 (inset) , which influenced the dielectric properties in the gap of the MPS, thereby shifting both the intensity and the static impedance of the plasma, influencing the parameters K and L in Eq. (2). This latter effect was thought to be the main cause for the deteriorating plasma stability as the flow increased, Fig. 13(a) . By visual inspection, it could be seen that the plasma started to flicker at higher flow rates. This was attributed to instabilities in the flow control, and to slipping phenomena 25 and/or turbulence at the gas inlet. Flicker noise-also known as 1/f noise due to its inverse frequency dependence-is a very common phenomenon, occurring in almost every physical process (from spin-ordering in magnetic materials 26 to highway traffic patterns 27 ). The power spectral density of flicker noise, S 1/f , in electromagnetic systems can be empirically described by the Hooge equation
where V is the voltage, f is the frequency, N C is the number of charge carriers in the system, and a H is the phenomenological Hooge parameter. To investigate if the instabilities observed in the flow measurements could be translated as 1/f noise, the noise floor of the spectrum at different m was curve fitted to a function on the form af b þ c, where the constant a ¼ V(a H /N C ) 0.5 contained the information on the 1/f noise density, Fig. 14. To account for the variations in N C and V at different flows, a was scaled by the measured pressure and plasma potential, assuming ideal gas conditions, Fig. 14 (inset) . In the curve fits, the constants b and c refer to the frequency dependence of the noise (b $ À0.5) and the white noise floor, respectively. As can be seen, the flow did in fact cause increased 1/f noise, which can stem from a number of sources, e.g., discontinuities in the flow control, or slipping and turbulence at the outlet, affecting the number of charge carriers in the plasma, as well as the dielectric properties in the gap of the MPS, in turn affecting both the impedance and the distribution of the plasma.
There are several ways of mitigating the 1/f noise caused by the flow. For example, the fluidic system could be closed by sealing the gap of the MPS on each side with IR transparent windows, Fig. 15 , and using the dual fluidic system as inlet and outlet, respectively. At a sufficiently low pressure, the flow through the gap will turn laminar, and the turbulence, and possibly also the slipping, will vanish. Even better would be measurements under static conditions, i.e., m ¼ 0, often referred to as batch mode measurements. 16 This would remove both turbulence and discontinuous flow, but new problems relating to pressure control and leakage would arise.
In experiment II, there turned out to exist a maximum S/r around P in ¼ 36 dBm, Fig. 13(b) . Although S continued to increase for higher P in , r increased even faster. At P in ¼ 36 dBm, S started to drop. The instability at low attenuation is explained by heat dissipation from dielectric losses and excitation of higher order energy levels in the plasma, causing thermal fluctuations in the system. Excitation of higher order energy levels in the CO 2 could also explain the signal reduction at low attenuation. The S/r maximum, on the other hand, was explained by the plasma becoming as susceptible as possible to a change in impedance, as seen from the maximum of @U/@P in , without the devices being heated enough to start affecting its stability. Moreover, assuming the first excited vibrational level of the symmetric stretch mode, where the CO 2 molecules are susceptible to absorption of the laser photons, to be Boltzmann populated, there will exist an optimum attenuation where the plasma temperature yields a maximum of CO 2 molecules that can interact with the laser beam without having thermal effects on the device itself. This maximum might be possible to move towards higher P in and consequently higher @U/@P in and S/r by employing active temperature control of the MPS. Finally, the lower signal for high attenuation was explained by the plasma being less susceptible to the OGE due to the lower @U/@P in .
Experiment III showed less clear S/r dependence on f P , Fig. 13(c) , although the signal dropped as the plasma approached the point where it went out. Like with high attenuation, this was probably due to the plasma being less susceptible to an impedance change close to the critical frequency. There was a slight increase in S/r at f P ¼ 2.75 GHz, i.e., below the resonance frequency of the un-ignited SRR, which might be explained by the resonance frequency being shifted downwards as the plasma was ignited. However, f P did not turn out to be as crucial for S/r as were m, A P , and f C .
Experiment IV revealed two interesting aspects of the chopper frequency on the measurements. Most important was maybe the background observed for f C < 100 Hz, Fig. 13(d) . This effect was assumed to be caused by heating of the device by the laser beam. Increasing f C reduced this heating effect by reducing the time for the absorbed energy to be dissipated into the bulk of the device, given the relatively low thermal conductivity of the PCB (0.71 Wm
as stated by the manufacturer). Even though the timeaveraged heat absorption is independent of f C , the periodic heating is longer at lower frequencies, wherefore the periodic heat dissipation is less effective. The plasma was, in contrast to the PCB, subjected to the focused laser radiation and responded much faster to the heating. The response time of the plasma was estimated to around 0.5 ms from Fig. 6 . Lowfrequency noise might also have contributed to this background. Similarly to the thermal instabilities caused by low attenuation, the thermal background at low f C could be countered by employing active temperature control of the MPS.
The fact that the S/r ratio had a minimum at f C $ 150 Hz, Fig. 13(d) , stemmed both from the above mentioned thermal background, but also from the post-processing of the recorded data. The post-processing only took the first harmonic of S into account, making the measurement sensitive to the waveform of the optogalvanic signal. At low frequencies, the signal had a square shaped waveform. The spectral energy of such a signal is shared by several odd harmonics. Hence, measuring just the first harmonic will give only part of the total signal strength. However, as f C increases, the optogalvanic signal became more and more sinusoidal, resulting in an increasing amount of the spectral energy being represented by the first harmonic, thereby improving both the S/r ration and the SNR. If lower f C would be of interest, the post-processing should be adapted to cover more harmonics of the signal, thus preserving the SNR even for square shaped signals. However, the oscilloscope used here could only cover 2-3 harmonics, wherefore such optimization is left for future work. The maximum f C could be calculated from the rise and fall time of the OGE, Fig. 6 , to around 4 kHz.
Having addressed the limitations and the development opportunities of the system, it is fair to address also its ample advantages. From a sample size point of view, it has been stated that the sample chamber should be filled with CO 2 to an adequate pressure. Although the sample chamber in the experiments reported on here was an external chamber, it was pointed out that the system would benefit from closing the MPS with IR transparent windows, Fig. 15 , essentially making the gap equivalent to the sample chamber. Furthermore, it is plausible to integrate sample preparation and handling with the MPS by employing microsystems technology, making the total volume of the OGS not much larger than the volume of the gap itself, i.e., tens of microlitre. This should be compared with concurrent OGS systems, which typically has an internal volume of several tens of millilitres. Filling the chamber with CO 2 to the pressure range of experiment I, Fig. 14 (inset) , thus only requires nanograms of carbon. This can be seen from the mass of the active carbon, i.e., the mass of the carbon atoms in the gap, at different m in experiment I, which is shown in Fig. 16 . The mass was derived from the pressure in the chamber, assuming ideal gas conditions.
VI. CONCLUSION
The applicability of an SRR MPS as the optogalvanic sensor in an OGS was investigated. It was shown that an SRR MPS, equipped with bond-wire plasma probes, could be used for measuring the OGE. The amplitude and stability of the optogalvanic signal were investigated, and the relationships between the signal and different properties of the plasma, and of the OGS system, were analyzed. It was shown that the long-time stability of the system was affected by thermal drift, as well as by direct heating by the laser and by the plasma itself. Moreover, the stability and amplitude of the signal were at a maximum when the plasma was exited with an intensity just below the point where it started to have a thermal effect on the rest of the device. This was explained by the plasma at this point being the most susceptible to the OGE, partly due to Boltzmann population of the first excited vibrational level of the symmetric stretch mode, and partly due to the plasma's sensitivity to small perturbations (@U/@P in ). Furthermore, the stability of the signal proved sensitive to the stability of the flow of CO 2 through the MPS, where slipping and turbulence in the flow caused flicker noise in the signal.
A number of methods for stabilizing the signal were discussed. For example, active cooling of the MPS, as well as of the laser and the power electronics, would help reduce both thermal fluctuations and drift, hence improving both the long and short time stability of the signal. Employing a more stable laser, e.g., a single longitudinal mode CO 2 laser, would improve the stability too. Regardless of the stability, such a laser would be necessary for, e.g., isotope ratio OGS, since this requires single-mode, isotope-specific lasing frequencies. Moreover, by incorporating the MPS in a microfluidic system, the flow through the gap could be made laminar, thus mitigating the instability caused by slipping and turbulence. Even more promising, a microfluidic system with valves would enable measurements on static samples, removing instabilities in the flow control in addition to the slipping and turbulence.
An MPS with such a microfluidic system, manufactured by means of microsystems technology, and integrated with systems for sample preparation and handling, would enable OGS with carbon samples as small as nanograms, i.e., almost three orders of magnitude smaller than what is possible with conventional techniques. Initially, measurements of 13 C/ 12 C ratios would be the most plausible, but even radiocarbon measurements might be possible by employing ICOGS. This would in turn enable completely new kinds of studies, e.g., in the fields of microdosing in medicine, and radiocarbon dating in archaeology.
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