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Las redes de Petri constituyen una herramienta con un amplio fundamento teórico y gráfico, capaz de representar de manera adecuada y eficiente un sistema de tiempo real. Permiten modelar, simular y analizar el comporta-
mient~ de sistemas de manufactura que presentan procesos con paralelismo o 
concurrencia, sincronización y conflicto por recursos. 
Según Desrochers [1], el modelamiento de sistemas manufactura por medio de 
redes de Petri está sustentado en los siguientes aspectos: 
1. Las redes de Petri representan relaciones de precedencia e interacciones es-
tructurales de eventos estocásticos, concurrentes y asincrónicos. Además, su 
naturaleza gráfica ayuda a visualizar la complejidad del sistema 
2. Los conflictos y tamaños de los almacenes temporales (buffers) pueden ser 
modelados fácil y eficientemente 
3. Los bloqueos en el sistema pueden ser detectados 
4. Las redes de Petri representan una herramienta de modelamiento jerárquico 
con una fundamentación matemática y práctica bastante desarrollada 
5. Los modelos ofrecen una estructura organizada para llevar a cabo un análisis 
sistemático de sistemas complejos 
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6. Finalmente, los modelos de redes de Petri 
pueden ser utilizados en la implementa-
ción de sistemas de control en tiempo real 
para un sistema de manufactura flexible 
FMS. En consecuencia, reemplazan a los 
controladores lógico-programables. 
Este artículo hace énfasis en el modelamiento 
de la Celda Didáctica de Manufactura Flexible 
(CDMF), un prototipo construido con fichas 
de Lego y Fishertecnick. El esquema de la cel-
da construida en EIDOSl , con propósito di-
dáctico, se muestra en la Figura 1; consta de un 
robot, un carro, un torno, un taladro, una fresa-
dora, una estación de carga y otra de descarga, 
representados por elementos como un plotter y 
una mesa rotatoria con cuatro posiciones. 
Las operaciones consideradas en la celda tie-
nen unos tiempos determinados de manera 
exacta; por esto las redes de Petri de tiempo 
determinÍstico son el modelo apropiado en este 
caso. 
o 
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Figura 1: Celda Didáctica de Manufactura Flexible 
2. Redes de Petri y Modelamiento en la 
Celda 
2.1 Definiciones 
Desrochers [1] presenta la siguiente definición: 
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Red de Petri. Una red de Petri ordinaria es un 
grafo dirigido representado por una cuádrupla 
de la forma N = {p ,T ,1, O}, donde: 
P=fR,R!, .. g,J es un conjunto fmito de lugares 
T = {t¡,t2, ... ,tJ es un conjunto fmito de transi-
Clones. 
¡ es una aplicación de entrada T x P -7 {O,1} 
correspondiente a un conjunto de arcos dirigi-
dos de T a P; es una aplicación de salida 
T x P -7 {O ,1} correspondiente a un conjunto 
de arcos dirigidos de T a P. 
Las redes de Petri forman una estructura diná-
mica que está dada por la marcación y su evo-
lución (regla de disparo). Así, en forma adicio-
nal a lo descrito anteriormente, se le pueden 
asociar fichas (tokens) en cada lugar, a través 
de una aplicación Mo' denominada marcación 
inicial. Si p representa un lugar, el número mo 
(p) se interpreta como el número inicial de fi-
chas en ese lugar. 
Marcación. En Dicesare [2] se define una red 
de Petri marcada como una dupla 
MP={R,Mo}donde: 
R es una red de Petri ordinaria 
M
o
: P -7 N es una aplicación que asocia a cada 
lugar un número de fichas 
La aplicación Mo se denomina marcación de la 
red. 
Regla de disparo. La marcación en una red evo-
luciona de acuerdo a un juego de fichas (token 
game) que se rige por la siguiente regla de dis-
paro: 
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1. Una transición se dice habilitada para una 
marFación, si cada lugar de entrada tiene 
al menos una ficha. Es decir: 
(ripiE Inp(t)(m(pi)'21) 
2. El disparo de una transición habilitada "t" 
es una operación instantánea que cambia 
la marcación, de tal forma que disminuye 
en una unidad el número de fichas en cada 
lugar de Inp (t1) Y aumenta en una unidad 
el número de fichas en cada lugar de 
Out(t) 
3. Ante la eventualidad de dos transiciones, 
t y t habilitadas en forma simultánea, es 1 2 
decir, cuando existe un lugar" p", que per-
tenece a los conjuntos Inp (t1) Y Inp(t2) y 
al mismo tiempo, un mecanismo de reso 
lución de conflictos dirime la situación. 
Redes de Petri de tiempo determinÍstico [3]. 
Las redes de Petri temporales (Timed Pe tri 
Nets TPNs) se introducen a través de retardos 
asociados con las transiciones que están dados 
por un intervalo de tiempo finito o son transi-
ciones inmediatas. Así, tenemos que: 
Una red de Petri de tiempo determinístico es 
una dupla de la forma OPN = {R,O} donde 
R es una red de Petri ordinaria 
O : T --¿ N es una aplicación que asocia a cada 
transición un tiempo de disparo. 
2.2. Modelamiento 
La Figura 2 muestra un modelo de red de Petri 
para un trabajo sobre la celda, donde diez pie-
zas de materia prima deben ser cargadas y pro-
cesadas en paralelo (concurrentemente). A cin-
co de ellas se les hace una operación en el torno 
y a las otras cinco una operación en el taladro 
antes de abandonar el sistema. 
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Los lugares (círculos de borde negro) repre-
sentan operaciones o recursos disponibles. Las 
transiciones (barras horizontales) representan 
el evento que comprende el inicio y el final de 
una operación. Los números dentro de los cír-
culos indican la cantidad de fichas, es decir la 
marcación inicial. 
La semántica asociada al modelo está dada por: 
Lugares: 
Input. Disponibilidad de piezas sin proce-
sar 
Robot. Disponibilidad del robot 
Load. El robot carga la pieza en la estación 
de entrada . 
Caro Disponibilidad del carro 
Lathe. Disponibilidad del torno 
Drill. Disponibilidad del taladro 
Transport. Los lugares demarcados con (tp) 
corresponden a operaciones de transporte 
hacia las estaciones de maquinado o hacia la 
estación (unload) de descarga 
lathe Operation. El torno procesa la pieza 
drill Operation. El taladro procesa la pieza 
U nload. El robot descarga la pieza proce-
sada y la coloca en la estación de salida 
Dos lugares adicionales, con cinco fichas cada 
uno, aparecen en la parte superior de la Figura. 
Ellos hacen que sólo cinco piezas de cada tipo 
sean procesadas. 
Transiciones: 
Los eventos que disparan las transiciones, así 
como sus respectivos tiempos de disparo, son 
los siguientes: 
ti: Comienzo de carga de la pieza en la es-
tación de entrada (4 seg.) 
t 2: Comienzo de transporte al torno (2 seg.) 
t 3 : Comienzo del proceso en el torno (8 
seg.) 
Con-Ciencias 
t 4 : Comienzo de transporte a la estación 
de salidá (2 !leg.) 
t s: Comienza descarga de la pieza proce-
sada (4 seg.) 
t 6 : Comienzo de transporte al taladro (2 
seg.) 
t 7: Comienzo del proceso en el taladro (10 
seg.) 
t s: Comienzo de transporte a la estación 
de salida (2 seg.) 
t 9: Comienza descarga de la pieza proce-
sada (4 seg.). 
Para la construcción de la red que se muestra 
en la Figura 2 se utilizaron las técnicas de sÍn-
tesis descritas en [4]. El modelo fue editado y 
ejecutado con la herramienta petriProgrammer. 
3. PetriProgrammer 
El software PetriProgrammer es una herra-
mienta de programación desarrollada para si-
mular la operación del prototipo CDME Petri-
Programmer está basado en una red de Petri 
de tiempo determinístico, que facilita expresar 
al usuario las especificaciones de un problema 
de producción dado. 
La aplicación, construída en lenguaje Modula-
3, corre bajo Linux. Para implementar la inter-
faz de usuario GUI se utilizó la librería Trest-
le; esta es un conjunto de interfaces que giran 
alrededor de un tipo de dato abstracto VBT 
(virtual bitmap terminal) [5][6][7] que permite 
el acceso al sistema X Windows. Los modos en 
que petriProgrammer opera son: edición y pro-
gramación de celda. 
3.1. Edición 
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te, pueden ser agregadas características como 
el número de fichas de un lugar (es decir la 
marcación inicial) y el tiempo en segundos de 
una transición. 
3.2. Programación de Celda 
Por medio de otra ventana de la aplicación, ope-
rando en el modo programación de celda, el 
usuario puede especificar la secuencia de ope-
raciones a través de una barra de herramientas 
en la parte superior de esta ventana. El progra-
ma dado por el usuario está formado por esta 
secuencia en la que, además de las estaciones 
t2 L......--I.,. 
lathe 
operanolt 
t4 
t5 
El usuario puede, a través de una de las venta-
nas del programa, entrar y editar las especifi-
caciones de una red de Petri. Por medio de una 
barra de herramientas puede generar lugares, 
transiciones y arcos dirigidos. Adicional-men- Figura 2. Procesamiento de Piezas en Paralelo 
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de trabajo lathe) drill y mill, se determina el 
tipo de programa que debe correrse en cada 
una de ellas. 
Estos programas están determinados por las 
cantidades de tiempos que consume cada ope-
ración, que pueden ser modificada por el usua-
rio, el cual debe también determinar la canti-
dad de piezas que se van a maquinar en la celda. 
Mediante un algoritmo, el programa tiene la ca-
pacidad de generar de manera automática una 
red de Petri que modela el problema de produc-
ción introducido por él. 
Este modo tiene algunas limitaciones. Por ejem-
plo, se pueden programar tareas en las que sólo 
se procesa un único tipo de pieza, esto es, cuan-
do diversas unidades están sometidas a una 
misma secuencia de operaciones. 
3.3. Simulación 
El programa puede ejecutar una red de Petri 
una vez ésta es . introducida por medio del edi-
tor o generada automáticamente por el pro-
gramador de celda. Al ejecutar la red se inicia 
un flujo de fichas a través de ella a partir de 
una marcación inicial que representa el desa-
rrollo de las operaciones, el procesamiento y 
transporte de las piezas en la celda. El usuario 
puede observar en una ventana la simulación 
que ejecuta la red y en otra una serie de esta-
dísticas, que constituyen indicadores del des-
empeño del sistema. 
4. Algoritmo de Ejecución 
Una red de Petri es esencialmente una estruc-
tura matemática que representa un sistema en 
el cual una serie de precondiciones, esencial-
mente locales, deben cumplirse para alcanzar 
un estado. La secuencia de estados, ocasionada 
por el disparo de las transiciones de manera 
concurrente, determina la ejecución de la red. 
Para que un sistema de cómputo pueda simu-
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lar su ejecución debe captar la naturaleza con-
currente del problema. El lenguaje Modula-3 
posee esta característica; a través de hilos de 
programación (threads) [8] se pueden obtener 
las propiedades, que debe tener el algoritmo 
de ejecución. 
4.1. Hilos de Programación (threads) en el 
Problema de los Filósofos 
Un problema clásico de programación concu-
rrente, denominado "el problema de los flióso-
fos", es utilizado por Boszormenyi [9] para ilus-
trar la utilidad de los hilos (threads) en modu-
la-3. Este problema plantea lo siguiente: cinco 
filósofos se sientan en una mesa redonda, se-
gún el esquema de la Figura 3. Cada uno tiene 
Figura 3: Problema de los filósofos 
un plato de arroz, que come utilizando un par 
de palillos; en medio de dos platos hay un pali-
llo. La vida de un filósofo consta de períodos 
alternados de comer y pensar. Cuando siente 
hambre come algunos bocados siempre y cuan-
do estén disponibles los palillos izquierdo y de-
recho, luego piensa por algún tiempo hasta que 
nuevamente siente hambre. 
En la solución planteada para este problema 
cada filósofo es representado por un thread 
(hilo). Cuando un hilo es activado este llama al 
procedimiento Start) que a su vez llama al pro-
cedimiento Philosopher; el cual comienza un ci-
clo (loop) que consta de dos procedimientos, 
eat y think, que permiten el cambio en una va-
riable de estado para cada hilo; estos procedi-
mientos simulan las acciones de comer y pen-
sar, haciendo una pausa de duración aleatoria. 
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Mientras un hilo está ejecutando un procedi-
miento con una pausa, los demás hilos siguen 
corriendo en forma concurrente. 
4.2. Threads en el Algoritmo de Ejecución 
El problema de la ejecución de la red de Petri 
es similar al problema de los filósofos. Este 
come siempre y cuando se cumplan unas pre-
condiciones: que no esté pensando y que los 
palillos derecho e izquierdo estén disponibles. 
En el caso de una transición (ver Figura 4), ésta 
es disparada sólo cuando se cumplan dos pre-
condiciones : que no éste siendo disparada en 
ese instante y que en cada lugar de entrada exista 
por lo menos una ficha. En ambos casos se si-
mulan los estados mediante una pausa. La so-
lución dada al problema de los filósofos fue uti-
lizada para construir el algoritmo de ejecución 
de la red de Petri para la aplicación. 
Transition 
¿ 
Figura4: Transición en una Red de Petri 
Un módulo denominado Algorith en PetriPro-
grammer se constituye en el ejecutor de la red 
de Petri. Este defme closure como un subtipo 
de Thread en el cual el método apply es reescri-
to en el bloque (JVerrides de su declaración, como 
puede observarse al principio del código del si-
guiente programa: 
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MODULE Algorithm; 
IMPORT Thread, Tick, sro, Text, Word, 
IntList; 
IMPORT petriExecutor, PetriNet, Vertex; 
FROM Colors IMPORT black, red; 
TYPE 
Closure = Thread.Closure OBJECT 
id: CARDINAL; 
state : = States.waits; 
OVERRIDES 
apply : = Start 
END; 
States = {waits, fIfes, fmish}; 
BEGIN 
END Algorithm. 
La enumeración States aquí definida permite 
asignar los estados de cada hilo. Los hilos son 
generados en el procedimiento MakeThreads 
sobre la lista de transiciones del grafo que re-
presenta la red, a través de la sentencia EVAL 
Thread.Fork (cls [idThread}). 
PROCEDURE MakeThreadsO = 
VAR 
idThread : INTEGER; 
BEGIN 
FOR i:=O TO threads-l DO 
id thread 
IntList.N th( transitionList,i); 
cls[id_thread] := NEW(Closure, id:= 
idThread); 
EVAL Thread.Fork(cls[idThread]); 
END; 
END MakeThreads; 
El método apply es personalizado a través del 
procedimiento Start) el cual llama al procedi-
miento transition, que defme un programa se-
cuencial que se ejecuta en cada hilo. 
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PROCEDURE Start(self: Closure): REFANY 
= 
BEGIN 
Transition(self.id); RETURN NIL 
END Start; 
PROCEDURE Transition(id: INTEGER) = 
BEGIN 
LOOP 
IF NOT fmish THEN 
PickUp(id); 
Fire(id); 
PutDown( id); 
ELSE NewState(id, States.finish); EXIT 
END; 
END 
END Transition; 
Tres procedimientos forman el ciclo que deter-
mina cada hilo. 
El procedimiento Pickup verifica que la transi-
ción esté habilitada, esto es, si avail(id) es dife-
rente de cero, en cuyo caso se inicia su disparo 
por medio del procedimiento UpdatelnputPla-
ce. Este procedimiento disminuye en una uní-
dad las fichas en cada lugar de inp(id) esto es, 
del conjunto de lugares de entrada de la transi-
ción. En caso contrario el semáforo mutex de-
tiene el procedimiento hasta que la condición 
available se satisfaga. 
PROCEDURE PickUp (id: INTEGER) = 
BEGIN 
LOCK mutex DO 
WHILE avail[id] < 1 DO 
Thread. Wait( mutex, available) END; 
INC(workInProcessing); 
UpdateInputPlace(id); 
END; 
END PickUp; 
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El procedimiento Fire cambia el estado de la 
transición a fires, y hace una pausa que dura el 
tiempo asociado a la transición. 
PROCEDURE Fire(id: INTEGER) = 
VAR 
vertex : Vertex.T; idVertex :INTEGER; 
BEGIN 
NewState(id, States.fires); 
idVertex := (sizeGraph-l)-id; 
vertex : = PetriNet.Nth(graph, idVertex); 
Thread.Pause(FLOAT(vertex.data, LON-
GREAL»; 
END Fire; 
El procedimiento PutDown continúa el disparo 
de la transición, actualizando las fichas de to-
dos los elementos de outp(id), esto es, del con-
junto de lugares de salida de la transición, con 
el procedimiento UpdateOutputPlace) que au-
menta en una unidad las fichas en cada lugar 
de outp (id). 
PROCEDURE PutDown(id: INTEGER) = 
BEGIN 
LOCK mutex DO 
D EC( workInProcessing); 
UpdateOutputPlace(id); 
Thread.Broadcast( available); 
FinishO; 
END; 
END PutDown; 
Finalmente este procedimiento concluye el ci-
clo terminando el disparo de la transición y co-
locando el hilo en el estado waits, esperando 
nuevamente a ser disparado. 
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5. Conclusiones La generación automática de la red de Petri es 
uno de los mayores aportes de este trabajo. 
Queda abierta la posibilidad de involucrar agen-
tes inteligentes que permitan modelar siste-
mas complejos, posiblemente con tiempos de 
disparo distribuidos aleatoriamente que in-
cluya eventos como las fallas en las máqui-
nas. 
En este trabajo se analizó el modelamiento de 
la celda (CDMF) en un escenario determinísti-
ca y en el plano de la simulación. En estudios 
posteriores debe abordarse el problema del 
control de la celda, para lo cual este trabajo 
despeja una buena parte del camino. 
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