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Abstract.
For the system x"(0+grad U(x(t))=0 lower bounds are obtained for the number of pairs ± x(t) of odd, periodic solutions, with the period prescribed. These bounds are in terms of the behavior of U(x) near the origin and far away from the origin. It is assumed that U(x) is even, and two different types of behavior of U(x) far away from the origin are considered.
We seek to establish lower bounds for the number of odd solutions of a given period for the autonomous Hamiltonian system x" + grad U(x) = 0, where x: R~^Rn and U is even and continuously differentiable. By a change of scale in the independent variable, we may normalize the problem so that we are seeking odd, 277-periodic solutions of the system (1) ot?x" + grad U(x) = 0.
It is well known that if (1) is linear, there exist nontrivial solutions of (1) only for values of a in a certain discrete set. We shall be concerned with certain strictly nonlinear cases in which it turns out there are nontrivial solutions of (1) for values of a in a certain union of intervals. Thus it is reasonable to regard the value of a as given a priori. Now we state some hypotheses and the main results. and let I be the number of pairs (i,j) of positive integers such that i2<pjloL2. If k>l, there are at least k -l distinct pairs ±x(t) of nonidentically zero solutions of (I) which are odd and have period 2-n.
The existence of periodic solutions of (1) The feature by which the results of the present paper differ from previous results is that the period of the solutions is regarded as fixed a priori.
Proofs of Theorems 1 and 2. We shall reformulate the problem as one in the calculus of variations in a manner similar to that of Berger [1] , and then we shall apply results of the author [5] on the Lusternik-Schnirelman theory of critical points of functionals. Let H denote the Hubert space of odd, 27r-periodic, absolutely continuous functions x:R-^-Rn, such that x'(t) is square integrable over [0, 27r] , where the inner product and norm are
By standard regularity results, a critical point x of/relative to H satisfies the Euler equation (3) o?x" + grad U(x) = r, where r is even. But since x(t) is odd, the left side of (3) is odd in view of (Al); hence r(t)=0. Thus the critical points of/relative to /fare odd, 27r-periodic solutions of (1) .
With this reduction to a problem in the calculus of variations, Theorems 1 and 2 are consequences of results in [5] . Before stating these results, we need some definitions.
Let We now begin verifying the hypotheses of Theorems A and B for the particular cases involved in Theorems 1 and 2.
Since U is even,/is even. Since Ue C1(i?"), it is easily shown that/ has a locally uniform Fréchet derivative /' which is locally bounded. Hence/' is continuous [7, p. 43] and/is C1. Also, since (4) sup |x(r)| <j const ||x||, ifxeH, Oitiin and since U e C1(Ä"),/is bounded on bounded sets in H.
Lemma 1. f satisfies condition (C) relative to H.
Proof. The proof is suggested by ideas of Browder, e.g. [4] . The only hypothesis used is that U e C1(Rn). The Fréchet derivative/'(x) satisfies i»2tr (5) (/'(*), y) = Ax, y) -Jo grad U(x(t)) ■ y(t) dt.
Let {xw}^H be bounded and such that/'Oc^')^). It suffices to show that a subsequence of {x{v)} converges strongly. Since {x(p)} is bounded, a subsequence of {x{v)} converges weakly. We may assume that {x{v)} itself converges weakly. Denote the weak limit by x. We have that (6) lim (f'(x^) -f(X), x<p> -x) = 0, 3>-»-co since/ VO^O and x{p)^-x. On the other hand, by (5),
Since x{p)^x, xiv)(t)^x(t) uniformly; hence by (7),
Hence, by (6), lim3,^00||x:(J,)-x||=0, and so {x(p)} converges strongly. This completes the proof.
Lemma 2. Under assumption (Al), f(x)=qx(x)+o(\\x\\2) as \\x\\->0, where qx(x) is a quadratic form of index k equal to the number of pairs (i,j) of positive integers such that /2<#c3-/a2.
Proof.
By (Al) and (2), we may write f(x)=qx(x) + rx(x), where
Jo Jo By (Al) and (4), r1(x) = o(||x||2) as ||*||-0. It remains to calculate the index of qx. Let ux, u2, ■ ■ ■ , un be an orthonormal set of eigenvectors of B corresponding to kx, k2, ■ ■ • , Kn, respectively. Let H0 be the subspace of H spanned by the functions sin(/r)w3, where i2<KjjoL2. Then it is easily shown that qx is negative definite on 770 and positive semidefinite on H¿. Hence the index of qx is the dimension of H0, which is the value k defined in the lemma. Hence, by (A2),/(*)^(|-fe1)«a||*f-fea27T, so/(x)=0 for large |*||.
From Lemma 3 and the preceding remark that/is bounded on bounded sets, it follows that if (A2) holds,/is bounded below.
Theorem 1 follows from Theorem A, Lemmas 1 to 3, and the preceding remarks in this section.
Under assumption (A3) we may write/(x)=^r2W+''2(-x:). where
Lemma 4. The quadratic form q2(x) is continuous in H, and has index I equal to the number of pairs (i,j) of positive integers such that ¡'2<1MJ/a2. Under assumption (A4), q2(x) is regular.
Clearly q2(x) is bounded on the unit sphere in H, hence q2 is continuous in //. Let i;,, u2, ■ ■ ■ , un be an orthonormal set of eigenvectors corresponding to jMj, p2, ■ • ■ , pn respectively. Let H0 be the subspace of H spanned by sin(it)uj such that /2<lai/a2. Then H¿ is spanned by sin(it)Uj such that i2>pjla.2 in view of (A4). Also q2 is negative definite on H0 and positive definite on H¿. The dimension of H0 is /, and is clearly the index of q2.
We have that q2(x) = \ß(x, x), where
Jo ß is a symmetric bilinear form. Also, (q'2(x), y)=ß(x, y). Hence (9) \\qi(x)\\^\ß(x,y)\l\\y\\.
It is easily shown that for some c>0. Since either ||w||^|||x|| or IMI^èlWU it follows from (12) that q2 is regular.
Lemma 5. Under assumption (A3), r2(x)=o(||x||) as ||x||->-oo.
We have the equality (•2l (r2(x), y) = -grad a(x(t)) ■ y(t) dt. Settingy = r2(x) and using inequality (8),
||r2(x)||^||grado-(x(r))||i2.
It follows from (A3) that Ugrad o-(x(í))IÍ£,2=0(||x||Í2) as ||x||£ -*oo. Hence, from (8) and (13), ||r2(x)||=o(||x||) as ||x||->-oo.
