Abstract: Background: Crown fires are often intense and fast spreading and hence can have serious impacts on soil, vegetation, and wildlife habitats. Fire managers try to prevent the initiation and spread of crown fires in forested landscapes through fuel management. The minimum fuel conditions necessary to initiate and propagate crown fires are known to be strongly influenced by four stand structural variables: surface fuel load (SFL), fuel strata gap (FSG), canopy base height (CBH), and canopy bulk density (CBD). However, there is often a lack of quantitative data about these variables, especially at the landscape scale. Methods: In this study, data from 123 sample plots established in pure, even-aged, Pinus radiata and Pinus pinaster stands in northwest Spain were analyzed. In each plot, an intensive field inventory was used to characterize surface and canopy fuels load and structure, and to estimate SFL, FSG, CBH, and CBD. Equations relating these variables to Sentinel-2A (S-2A) bands and vegetation indices were obtained using two non-parametric techniques: Random Forest (RF) and Multivariate Adaptive Regression Splines (MARS). Results: According to the goodness-of-fit statistics, RF models provided the most accurate estimates, explaining more than 12%, 37%, 47%, and 31% of the observed variability in SFL, FSG, CBH, and CBD, respectively. To evaluate the performance of the four equations considered, the observed and estimated values of the four fuel variables were used separately to predict the potential type of wildfire (surface fire, passive crown fire, or active crown fire) for each plot, considering three different burning conditions (low, moderate, and extreme). The results of the confusion matrix indicated that 79.8% of the surface fires and 93.1% of the active crown fires were correctly classified; meanwhile, the highest rate of misclassification was observed for passive crown fire, with 75.6% of the samples correctly classified. Conclusions: The results highlight that the combination of medium resolution imagery and machine learning techniques may add valuable information about surface and canopy fuel variables at large scales, whereby crown fire potential and the potential type of wildfire can be classified.
Introduction
Crown fires are usually more difficult to control than surface fires, due to their higher rate of spread and their higher intensity and spotting activity, demanding massive mobilization of fire-fighting forces. Moreover, their effects on soil, vegetation, and wildlife habitats are usually more severe and lasting than surface fires. Fire managers try to prevent the initiation and spread of crown fires in forested landscapes through fuel management. The allocation of such management activities can be enhanced by fire behavior simulation systems, which require certain fuel variables to be mapped. Spatially-explicit estimates of forest fuels can also serve as valuable information to predict and mitigate the effects of forthcoming wildfires.
Fuel complex structural characteristics that are commonly considered to determine crown fire initiation and spread include surface fuel load, fuel strata gap, canopy base height, and canopy bulk density [1, 2] . Surface fuel load (SFL) is the amount of fuel that is potentially available for combustion in the surface fuel complex. It directly affects the surface fireline intensity, and therefore the likelihood of occurrence of vertical fire spread into the canopy. Fuel strata gap (FSG) is defined as the distance from the top of the surface fuelbed to the lower limit of the aerial fuel stratum that can sustain vertical fire propagation [3, 4] . Canopy base height (CBH) is usually defined as the lowest height above the ground at which there is sufficient canopy fuel to propagate fire vertically through the canopy [5] . Therefore, both FSG and CBH are a measure of the proximity of canopy fuels to surface fuels [6] , and they strongly influence the likelihood of crown fire initiation. Canopy bulk density (CBD) describes the amount of available fuel within a unit volume of the canopy [1] . It is a key variable for discriminating the type of crown fire spread regime [1] , and thus for evaluating the fire hazard and how fuel treatments affect crown fire potential.
Remote sensing technologies, including airborne light detection and ranging (LiDAR), and optical satellite imagery, have been used to estimate these surface and canopy fuels variables. LiDAR actively senses the three-dimensional structure of underlying terrain and vegetation, and therefore it has been successfully used to characterize both canopy and surface fuels (e.g., [7] [8] [9] ). However, the temporal and spatial coverage with airborne sensors is limited by the cost of acquisition, which hampers the analysis of fuel dynamics, or leads the analysis focusing on small geographical extents. Optical satellite data provide a cost-effective alternative source for estimating fuel information, since they can offer comprehensive spatial coverage and adequate temporal resolution to update fuel maps.
The main limitations of optical sensors in evaluating forest fuels come from their difficulty to characterize those forest attributes with a strong vertical component [10] , besides their problems with penetrating the forest canopy, and hence estimating surface fuels beneath the crowns [11] .
In spite of these shortcomings, previous research using a variety of spectral sensors has demonstrated that medium resolution optical data can be used for an accurate estimation of forest fuel variables. Keane et al. [12] estimated CBD and CBH from Landsat TM imagery in the Gila National Forest (New Mexico); the same sensor was subsequently used within the LANDFIRE project for all major vegetation systems in the US [13] . Pierce et al. [14] and Palaiologou et al. [15] integrated Landsat TM data and ancillary information (topographic and climatic variables) for modeling and mapping CBH and CBD variables in mixed conifer forests in California and coastal forests in Greece, respectively, whereas Falkowski et al. [16] used ASTER imagery to estimate CBD in an experimental conifer forest in Ohio.
Concerning surface fuel loads, most studies have focused on forest fuel classification (e.g., [12, 15, 16] ). In most cases, vegetation mapping is performed first, and then each vegetation class is assigned to a fuel model using a look-up table (e.g., [12] ). Relatively few studies have been conducted to estimate surface fuel load directly [17] [18] [19] . Reich et al. [17] developed a linear equation for estimating SFL using Landsat TM reflectance data, and biophysical variables as predictors for the Black Hills National Forest, South Dakota. Brandis and Jacobson [18] indirectly estimated SFL from stand characteristics extracted from Landsat TM data in New South Wales (Australia). Jin and Chen [19] tested both spectral reflectance-based and stand characteristics-based models for estimating fuel loads in the Daxinganling region (northeast China) using Landsat TM and QuickBird imageries.
The new S-2A mission offers an unprecedented combination of spectral and spatial resolution that is expected to provide significant new opportunities in forest fuel modeling and mapping. The incorporation of three narrow bands in the red-edge of the spectrum characterized by a high correlation with vegetation biophysical properties such as chlorophyll content and leaf area index (e.g., [20] ), is likely to improve forest fuel estimates. Additionally, the S-2A spatial resolution (10-20 m for the more used bands in vegetation mapping) increased the detail level, compared to the widely used Landsat data (30 m resolution), which is expected to contribute to improving the correlation between forest fuel properties and the remotely sensed data.
For these reasons the use of the S-2A freely-accessible remote sensing information with higher spatial resolution than other approaches used so far (e.g., Landsat), led us to explore its suitability for the operational classification of forest stands in terms of its propensity to different type of crown fires
To the very best of our knowledge S-2A data have been used in studies on tree species classification [21, 22] , estimation of canopy cover and leaf area index [23] , growing stock volume [24, 25] , and above-ground biomass [26] but there is no experience on its suitability for forest fuel estimation or linking that estimation with potential wildfire behavior. Therefore, the aims of the present study were: (i) to evaluate the potential of S-2A data to estimate surface and canopy fuels variables related to crown fire hazards in pine species; and (ii) to assess the performance of these estimates to classify the expected type wildfires (surface, passive crown fire, or active crown fire) under certain burning conditions. Accordingly, our main interest is to reach a trade-off between acceptable accuracy in categorizing possible crown fire types, and the use of a free-accessible remote-sensed spectral information to be operationally used by forest managers. Therefore, this study could provide new data on this topic of critical value for landscape fuel management optimization.
Materials and Methods

Plot Network
The study area was located in the northwest of Spain, including the region of Galicia, the western area of the region of Asturias and the western area of the province of León (Figure 1 ). The dataset corresponds to 41 thinning trial locations installed in pure, even-aged stands of Pinus pinaster (22 locations) and Pinus radiata (19 locations). The thinning trials were established to assess the influence of common fuel and stand descriptors in crown fire potential, and the inventory design was deliberately aimed to represent young and highly stocked stands in the region, because these types of stands are usually particularly fire prone.
At each location, three rectangular plots (1000 m 2 in size, 40 × 25 m) were established, and a different treatment was applied to each plot: control (unthinned, C), moderate thinning (20% of the basal area removed, MT), and heavy thinning (40% of the basal area removed, HT). The plots were thinned from below immediately after plot establishment in 2010.
The sample plots were georeferenced with a differential GPS to accurately determine the Universal Transverse Mercator (UTM) coordinates of the four corners of each plot. The 123 plots established were re-measured at different age intervals, although in this study, only the measurement carried on the summer of 2016 was used. 
Tree Variables
Diameter at breast height (d) of all the trees was calculated as the average of two perpendicular measurements to the nearest 0.1 cm with a graduated caliper. Total tree height (h) and height to the base of live crown (hblc, defined as the lower insertion point of live branches in a tree) were measured to the nearest 0.1 m with a digital hypsometer in a randomized sample of 30 trees, and in an additional sample to include all the dominant trees (the proportion of the 100 largest diameter trees per hectare). Generalized h-d models [27] and crown profile models [28, 29] developed for these species in the study area were used to estimate h and hblc for the remaining trees.
The number of stems per hectare (N), stand basal area (G), average stand height ( h ), stand dominant height (H0, defined as the mean height of the 100 thickest trees per hectare) and mean height to the base of live crown (ℎ ) were calculated from tree variables.
Surface Fuel Variables
The surface fuel loads (i.e., loads of shrub and herbaceous fuels, downed woody material, and litter and duff layers) were estimated on control and heavily thinned plots (a total of 82 plots). Due to the complexity of the approach used to estimate the surface fuel loads, the moderately thinned plots were not considered.
For each sample plot, two transects of 32 m each were established from the middle of one of the 40 m sides of the plot to the vertices of the opposite side. The linear coverage of the shrubs and herbaceous fuels, differentiating by species, was recorded along each transect. The depth of the litter and duff layers and the height of the shrub and herbaceous fuels were measured by species every 4 m along each transect. The mean height of the shrub and herbaceous fuels (ℎ ) and the mean depth of the litter and duff layers ( ) were estimated from these measurements. The shrub, herbaceous, upper duff, and litter layer fuel loads were calculated using the equations proposed by Arellano-Pérez [30] for these types of fuels in pine stands in Galicia. These equations use ℎ and as input variables. 
Tree Variables
Diameter at breast height (d) of all the trees was calculated as the average of two perpendicular measurements to the nearest 0.1 cm with a graduated caliper. Total tree height (h) and height to the base of live crown (h blc , defined as the lower insertion point of live branches in a tree) were measured to the nearest 0.1 m with a digital hypsometer in a randomized sample of 30 trees, and in an additional sample to include all the dominant trees (the proportion of the 100 largest diameter trees per hectare). Generalized h-d models [27] and crown profile models [28, 29] developed for these species in the study area were used to estimate h and h blc for the remaining trees.
The number of stems per hectare (N), stand basal area (G), average stand height (h), stand dominant height (H 0 , defined as the mean height of the 100 thickest trees per hectare) and mean height to the base of live crown (h blc ) were calculated from tree variables.
Surface Fuel Variables
For each sample plot, two transects of 32 m each were established from the middle of one of the 40 m sides of the plot to the vertices of the opposite side. The linear coverage of the shrubs and herbaceous fuels, differentiating by species, was recorded along each transect. The depth of the litter and duff layers and the height of the shrub and herbaceous fuels were measured by species every 4 m along each transect. The mean height of the shrub and herbaceous fuels (h shrubs ) and the mean depth of the litter and duff layers (d LD ) were estimated from these measurements.
The shrub, herbaceous, upper duff, and litter layer fuel loads were calculated using the equations proposed by Arellano-Pérez [30] for these types of fuels in pine stands in Galicia. These equations use h shrubs and d LD as input variables.
The downed woody debris (DWD) load was estimated using the planar transect method [31] [32] [33] . This method is an adaptable technique based on probability-proportional-to-size concepts that have been used extensively in many inventories and monitoring programs because it is relatively fast and simple to use [34] [35] [36] , and at the same time accurate [37] [38] [39] . The DWD were divided into four commonly accepted size classes [40] that correspond to timelag fuel classes used in fire behavior modeling (see, for example, [41] ]: Fine woody debris (FWD) One hour fuels (particles with diameters <0.6 cm in diameter and where 1 h refers to the number of hours that it takes debris of this size to dry enough to reach equilibrium moisture content); FWD 10 h fuels (particles between 0.6 and 2.5 cm in diameter); FWD 100 h fuels (particles 2.5 to 7.6 cm in diameter), and coarse woody debris (CWD) 1000 h fuels (fuel components >7.6 cm in diameter, including all logs). In this study, different segments along each transect were used per size classes: 1 h and 10 h fuels were sampled along 2 m segments, whereas 100 h and 1000 h fuels were sampled along 5 m and 20 m segments, respectively. Subsequently, downed woody material loading was calculated from relationships developed by Brown [32] that use the number of pieces intersected, transect length, and wood-specific gravity.
Surface fuel load (SFL) was finally calculated as the sum of the estimated load for each surface fuel layer (shrubs and herbaceous, downed woody material, and litter and duff layers).
Canopy Fuel Variables
Three structural canopy fuel variables, at plot scale were estimated from tree and surface fuel measurements: canopy bulk density (CBD), canopy base height (CBH), and fuel strata gap (FSG). We used the 'load over depth method' to define these variables, because it is compatible with the canopy fuel stratum characteristics that were used in the crown fire initiation and propagation model developed by Van Wagner [1] , which has been implemented in most fire behavior simulation systems (i.e., BehavePlus [42] , Farsite [43] , FlamMap [44] , or CFIS [45] ).
According to this method, CBH is calculated as the vertical distance between the ground surface and the mean crown base height, and therefore equals h blc . FSG was calculated as the difference between CBH and the mean height of surface fuels (h shrubs ), and CBD was calculated by dividing the available canopy fuel load by the canopy length. Needles and fine twigs (up to 5 mm at the thick end) were considered as available fuel (i.e., the fuel that is assumed to be consumed within the flaming front of a crown fire), and the canopy length was estimated as the difference between h and CBH. The compatible systems of tree biomass equations developed for maritime pine and radiata pine in Galicia [27] were used to estimate the available canopy fuel.
The mean, maximum, and minimum values and standard deviations for the main tree, stand and canopy, and surface fuel variables are shown in Table 1 . Table 1 . Statistics of the main tree, stand, surface, and canopy fuels variables. Std. dev is the standard deviation; d = tree diameter, h = tree height, h blc = tree height to the base of the life crown; t = stand age; N = stem density; G = stand basal area; H = dominant height (defined as the mean height of the 100 thickest trees per ha); SFL = surface fuel load (shrubs and herbaceous, downed dead woody surface debris, and litter and duff layers); FSG = fuel strata gap; CBH = canopy base height; CBD = canopy bulk density. * The sample size to calculate FSG and SFL was 82 plots, corresponding to the control (C) and heavily thinned (HT) plots.
Species Statistic
Tree Variables (n = 10,831) Stand Variables (n = 123) Surface and Canopy Fuels Variables (n = 123 *) 
Sentinel-2A Data Set
Cloud-free S-2A multispectral instrument (MSI) level 1-C (L1C) imagery acquired on 19 July and 1 August 2016 (Table 2) , matching the field inventory of the sample plots, were downloaded from the U.S. Geological Survey (USGS) Global Visualization Viewer. The 12-bit S-2A MSI image had 13 spectral bands in the visible (VIS), near-infrared (NIR), and shortwave infrared (SWIR) wavelength regions, with spatial resolutions from 10 to 60 m. For this study, the three "atmospheric" bands (B1, B9, and B10) were discarded (Table 3) . Since atmospherically-corrected images are essential to assess spectral indices with spatial reliability and product comparisons, L1C data were processed to level-2A (L2A, bottom-of-atmosphere reflectance) by taking into account the effects of aerosols and water vapor on reflectances. These corrections were performed using the ESA's (European Space Agency, Paris, France) Sen2Cor 2.4 tool [46] for the S-2A images. The data preparation involved the resampling (nearest neighbor) of the S-2A bands acquired at 20 m, to obtain a layer stack of 10 spectral bands at 10 m using the ESA's S-2 toolbox from the ESA Sentinel Application Platform (SNAP, Paris, France), and then converted to the Environment for Visualizing Images (ENVI) format. Then, the rectified images were used to calculate five vegetation indices (VIs): NDVI, SAVI, MSAVI, EVI, and RENDVI. The normalized difference vegetation index (NDVI) [47] is currently the most widely used VI as a feature for modeling many target variables. The soil-adjusted vegetation index (SAVI) [48] is a refinement of the NDVI, aimed at accounting for uncertainties due to variations in background condition. SAVI incorporated the correction factor L into the NDVI formula. L accounts for soil variation by varying the factor between 1, for low vegetation, and 0, for dense vegetation. In this study, a value of 0.5 was assumed. Qi et al. [49] presented a modified version of the SAVI (MSAVI) which utilized a self-adjusting L factor. The enhanced vegetation index (EVI) was developed by Huete et al. [50] to account for aerosol variation, and also as a vegetation index that was less prone to saturation on dense green vegetation canopy. Finally, the red-edge NDVI (RENDVI) is based on NDVI, but it uses the red-edge spectral band B6 instead of the red spectral band B4 [51] . The formulations and the bands used to estimate the VIs are shown in Table 4 . 
RENDVI [51] 
Five metrics (mean, standard deviation, minimum, median, and maximum) were computed from the area-weighted values of the pixels completely contained or intersected by plot boundaries, using the 10 bands (B2 to B8, B11, and B12) and the five VIs previously described. This led to 75 different auxiliary features for modeling canopy and surface fuel variables. Figure 2 shows the workflow followed for modeling the surface and canopy fuels variables using S2A-derived features as independent variables, and provides a simple overview of what is described in detail within the next sections. canopy. Finally, the red-edge NDVI (RENDVI) is based on NDVI, but it uses the red-edge spectral band B6 instead of the red spectral band B4 [51] . The formulations and the bands used to estimate the VIs are shown in Table 4 . Five metrics (mean, standard deviation, minimum, median, and maximum) were computed from the area-weighted values of the pixels completely contained or intersected by plot boundaries, using the 10 bands (B2 to B8, B11, and B12) and the five VIs previously described. This led to 75 different auxiliary features for modeling canopy and surface fuel variables. 
Data Analysis
2.5( 8 − 4) ( 8 + 6 * 4 − 7.5 * 2 + 1) Figure 2 shows the workflow followed for modeling the surface and canopy fuels variables using S2A-derived features as independent variables, and provides a simple overview of what is described in detail within the next sections. Tree species and thinning intensities were initially considered as potential modeling covariates. From a practical point of view, their inclusion in the models implies the need for a previous classification system of the S-2A images from auxiliary features (bands and VIs) to differentiate between species and thinning intensities. Therefore, in a first step, a Random Forest classifier was fitted, and the predicted species and treatment classifications were included as new potential features.
In a second step, two different modeling approaches were used to estimate SFL, FSG, CBH, and CBD from auxiliary features, and the previously predicted species and treatment classifications: Random Forest (RF) and Multivariate Adaptive Regression Splines (MARS).
Random Forest is a widely used classification and regression non-parametric approach proposed by Breiman [52] , and it consists of an ensemble of decision trees. Bagging is used to create different training subsets, and then to fit a tree for each one, providing an estimate for the samples not included in the training subset. The randomized sampling leads to increased stability and better accuracy compared to a single decision tree approach [21] . The final estimate in regression for each sample is obtained as a weighted mean of the estimates of a large number of individual trees [52] .
Random Forest also provides a measure of the input features' importance, through random permutation, which can be used for feature ranking or selection [21, 53] . This non-parametric approach is relatively insensitive to the number of input data and the multicollinearity of the data [54] .
A RF model requires setting the number of trees to be grown, and the number of features to be randomized, selected in each split. In this study, the randomForest package [55] implemented in the R software [56] was used to fit the RF models by setting the number of trees to 1000, and the number of features selected in each split to the square root of the total number of features.
Multivariate adaptive regression splines (MARS) is a nonparametric technique proposed by Friedman [57] . This method constructs a non-linear regression model by fitting piecewise linear regressions in distinct intervals of the independent variable space. In addition to searching for features sequentially, it also searches sequentially for the interactions between features, allowing any degree of interaction to be considered, as long as it provides a better fit to the data. The general form of the non-parametric regression model is as follows:
where ε is the error, and f M (x) is the unknown regression function, derived as follows:
where β 0 is the intercept of the model, B i (x) are piecewise linear basis functions, β i is the coefficient of the ith base, and M is the number of basis functions. Each piecewise linear basis function takes on the following two forms: (1) a hinge function with the form max(0, x − k) with x − k > 0, or max(0, k − x) with k − x > 0, where k is a constant value called knot; or (2) a product of two or more hinge functions that, therefore, can model the interaction between two or more features (x). The optimal MARS model is determined by a two-stage process. Firstly, MARS constructs a very large number of basis functions to fit the data. Secondly, the generalized cross-validation (GCV) criterion is used to select the best set of basis functions. GCV is an approximation to the error that would be determined by the leave-one-out validation, and considers both the residual error and the model complexity. Consequently, the optimal model will be that yielding the lowest GCV:
where y i are the observed values of the dependent variable, n is the number of observations, and p M is the number of parameters of the model. This value was normalized on a scale of 100 to facilitate interpretation. For rigorous comparison of the performance of MARS against RF, 1000 training sets with 90% of the original dataset were randomly selected to fit MARS models, and the remaining 10% was used to obtain the estimates for each MARS model. Finally, the estimate for each sample plot was obtained as a mean of the estimates of a large number of MARS models. The earth package [58] implemented in the R software [56] was used to fit the MARS models. The importance of each S-2A auxiliary feature was analyzed for each fuel variable and modeling approach using the caret package [59] implemented in the R software [56] . For RF, the importance was calculated by normalizing the differences between the mean square error on the samples not included in the training data for each tree, and the same computed after permuting the feature; for MARS, the reduction in the residual sum of squares as a new feature was used to estimate the importance of each feature.
Two goodness-of fit statistics were used to compare the results of both modeling approaches: the relative value of the root mean squared error (rRMSE) and the pseudo R 2 , defined as the square of the correlation coefficient between observed and estimated values of the dependent variable (r 2 y iŷi ):
where y i ,ŷ i , and y are respectively the observed, estimated, and mean values of the dependent variable, and n is the total number of observations used to fit the model.
Crown Fire Behavior Simulation
To evaluate the performance of the two modeling approaches, both the observed and the estimated values of SFL, FSG, CBH, and CBD were used to assess crown fire potential according to the criterion by Van Wagner [1] .
Van Wagner [1] stated that three different classes of crown fires are commonly recognized in conifer forests: active crown fire, passive crown fire, and independent crown fire. The first is characterized by the link between the surface and crown phases, with fire propagation largely determined by the crown phase. In passive crown fire, the overall rate of spread is largely determined by the surface phase. An independent crown fire spreads ahead and independently of the surface phase. The idea of a truly independent crown fire as a stable phenomenon is very unlikely, and the vast majority of crown fires are classified as active or passive crown fires [4] .
Crown fire behavior simulation involves two different phases: the surface-to-crown fire transition, and the study of crown fire rate of spread [1] . Therefore, two different models were used to analyze each one of these phases. The likelihood of crown fire occurrence was simulated using the logistic crown fire initiation model proposed by Cruz et al. [2] : (5) where P is the probability that a crown fire will occur, U 10 is the 10 m open wind speed (km h −1 ), FSG is the fuel strata gap (m), EFFM is the estimated fine dead fuel moisture (%), and I i are dummy variables defined as follows:
where SFC is the total surface fuel consumption (kg m −2 ), which was estimated as a percentage of the SFL.
The overall accuracy of 85% indicates that 85% of the cases of crown fire occurrence in the fitted data were correctly predicted by Equation (5). According to Cruz et al. [2] , a probability threshold of 0.5 must be used as the decision criterion defining the occurrence of crowning, with values lower than 0.5 indicating surface fires.
If a crown fire was likely to occur, the type of crown fire (active or passive) was assessed by Van Wagner's [1] criterion for active crowning, which is the ratio of the estimated crown fire rate of spread (R c ) and the critical rate of spread (R 0 ). Values of this ratio higher than 1 indicate an active crown fire. The estimated crown fire rate of spread (R c ) was obtained using the model proposed by Cruz et al. [3] (Equation (6)), and the critical rate of spread was calculated by the equation proposed by Van Wagner [1] (Equation (7) 
where U 10 is the 10 m open wind speed (km h −1 ), CBD is the canopy bulk density (kg m −3 ), EFFM is the estimated fine dead fuel moisture (%), and model efficiency is the percentage of observed variance explained by the model. The models selected to simulate crown fire behavior have been shown to be reasonably reliable when they were evaluated against independent datasets [2,60,61], and they have been also used in similar studies [62, 63] .
The use of Equations (5) and (6) requires data of burning conditions. Three different burning conditions were simulated to analyze the effect of fuel moisture content, wind-speed, and surface fuel consumption on crown fire behavior. Despite of the high level of uncertainty in fuel consumption on surface fires [64] , the values proposed by Mitsopoulos and Dimitrakopoulos [62] have been considered as adequate for the burning conditions in the study area, and they have been previously used in a similar study with Pinus pinaster and Pinus radiata in Galicia [63] . According to these authors, low burning conditions were set to fine dead fuel moisture of 14%, 10 km h −1 wind-speed and a surface fuel consumption of 30%; moderate burning conditions to fine dead fuel moisture of 10%, 20 km h −1 wind-speed, and a surface fuel consumption of 60% and extreme burning conditions were set to fine dead fuel moisture of 6%, 30 km h −1 wind-speed, and 90% of surface fuel consumption. Finally, the wildfire classification (surface, passive crown fire, or active crown fire) obtained with the observed fuel variables (SFL, FSG, CBH, and CBD) for the three burning conditions (low, moderate and extreme) were compared with the corresponding classification obtained with the estimated fuel variables, using the best model fitted for each one. Comparison was carried out by calculating the confusion matrix for classification assessment and the Kappa statistic.
Results
The confusion matrix of the RF classification of species and the thinning treatments is shown in Table 5 . The overall accuracy of this model was 83.74%, with a Kappa value of 0.8044, while the relative accuracies for species and treatments classification were 96.75% and 83.74%, respectively (Kappa values of 0.9343 and 0.7561). The most important auxiliary features were the red-edge normalized difference index (RENDVI), and metrics related to two bands in the visible (B2, B4) and two bands in the shortwave infrared spectral range (B11, B12). The predicted species and treatment classes were then considered as auxiliary features to fit the MARS and RF models of the four fuel variables analyzed.
The goodness-of-fit statistics obtained for each fuel variable and modeling approach are shown in Table 6 . The results were relatively strong for FSG, CBH, and CBD (with pseudo R 2 values higher than 30% for both modeling approaches), but weak for SFL (pseudo R 2 values of 2% for MARS and 12% for RF). The best results for the complete set of fuel variables were obtained with the RF approach. The inclusion of previously estimated tree species and thinning intensities classification in the models significantly improved the accuracy of estimates for CBD for both the RF and MARS approaches. For RF, the inclusion of these features decreased the rRMSE from 35.11% to 32.76%, and increased the pseudo R 2 from 18.28% to 31.25%, while for MARS, the rRMSE decreased from 37.94% to 33.97%, and increased the pseudo R 2 from 14.90% to 29.72%. The estimated tree species and thinning intensities classification were also important features for SFL, although the poor accuracy of the models obtained for estimating this variable seemed to justify avoiding their use.
The relative importance of each feature to estimate the four fuel variables using both approaches is shown in Figure 3 . The results were similar for both approaches, although they showed a different gradient of importance. These results indicated a different set of important auxiliary features for the two variables related to fuel loads (SFL and CBD), and the two variables related to the vertical distribution of these loads (FSG and CBH). For SFL and CBD, the most important features were the predicted species and thinning treatments obtained with the RF (especially the treatment classes), features related to the enhanced vegetation index (EVI), features obtained from the red-edge normalized difference vegetation index (RENDVI), and metrics related to two bands in the visible (B2, B3). Regarding to the variables related to the vertical structure of the forest (FSG and CBH), the most important features were obtained from the enhanced vegetation index (EVI) and from the two bands in the shortwave infrared spectral range (B11, B12).
The performance of each modeling approach was evaluated by comparing the wildfire category obtained with the observed values of the fuel variables and that obtained from the estimates of each modeling approach. The percentage of each type of fire obtained with the observed fuel variables for each species, treatment, and burning conditions is shown in Table 7 .
As it was expected, greater variability between thinning treatments was obtained for the moderate burning conditions scenario where the percentage of active crown fires is strongly reduced from control to heavy thinning treatment for both species. For the low burning conditions scenario, all the simulations resulted in surface fires, whereas for the extreme burning conditions scenario, the majority of the simulations resulted in active crown fires, except for the heavy thinning treatment in Pinus radiata sample plots, with a noteworthy reduction of 26.3% compared to the control treatment. Non-treated Pinus pinaster stands showed to be more prone to active crown fire than the corresponding Pinus radiata stands, but they were also more responsive to heavy thinning under moderate burning conditions. Table 7 . Percentages of each wildfire type obtained from the observed fuel variables classified by species, treatment, and burning conditions. C refers to the control plots, whereas HT refers to the heavily thinned plots. As it was expected, greater variability between thinning treatments was obtained for the moderate burning conditions scenario where the percentage of active crown fires is strongly reduced from control to heavy thinning treatment for both species. For the low burning conditions scenario, all the simulations resulted in surface fires, whereas for the extreme burning conditions scenario, the majority of the simulations resulted in active crown fires, except for the heavy thinning treatment in Pinus radiata sample plots, with a noteworthy reduction of 26.3% compared to the control treatment. Non-treated Pinus pinaster stands showed to be more prone to active crown fire than the corresponding Pinus radiata stands, but they were also more responsive to heavy thinning under moderate burning conditions.
Species and Treatment
Burning
The confusion matrixes obtained for each modeling approach are shown in Tables 8 and 9 . Two different versions of the confusion matrixes have been included: a complete version discriminating the results between species and thinning treatments, and a resumed version considering only the wildfire categories. This latter resumed version was more relevant from a practical point of view. The confusion matrixes obtained for each modeling approach are shown in Tables 8 and 9 . Two different versions of the confusion matrixes have been included: a complete version discriminating the results between species and thinning treatments, and a resumed version considering only the wildfire categories. This latter resumed version was more relevant from a practical point of view. Table 8 . Confusion matrixes for comparison between the wildfire categories obtained with the observed values of the fuel variables and those obtained with the estimates of the MARS modeling approach discriminating by species and thinning treatments (upper), and considering only the wildfire categories (lower).
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Pinus radiata Table 9 . Confusion matrixes for comparison between the wildfire categories obtained with the observed values of the fuel variables and those obtained with the estimates of the RF modeling approach discriminating by species and thinning treatments (upper), and considering only the wildfire categories (lower). The overall accuracy of wildfire categories estimates was very similar for modeling approaches; 84.1% for MARS and 84.6% for RF, with Kappa statistics vales of 0.7476 and 0.7567, respectively. The best results were obtained for the active crown fires for both modeling approaches, with misclassification rates lower than 7% for RF and 9% for MARS. The highest misclassification rates were obtained for the passive crown fires, with values lower than 37% and 25% for MARS and RF, respectively. Taking into account that from the point of view of fire risk management, the most serious misclassification errors were located on the triangle under the diagonal of the confusion matrix, the classification obtained with the RF approach was the most appropriate.
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Discussion
Spatial information on the forest fuel loads and their vertical distribution is critical for fire planning activities, because unlike weather and topography it is the one factor that can be directly manipulated through forest management (e.g., [11, 65, 66] ). Fuels characteristics can be accurately estimated through extensive field surveying methods such as fixed-area plots, planar intersect, or photo loads [39, 65] . Although these techniques are successful, their implementation is impractical for large-scale areas, because they are quite labor-intensive and expensive [19, 67] .
The current development of remote sensors provides new opportunities for assessing fuel characteristics at landscape scale providing up-to-date information in areas with highly dynamic conditions due to human or natural disturbances [16] . Because of the difficulty of directly estimating the main fuel characteristics related to fire behavior, the majority of studies using remote sensors have simplified by focusing on modeling forest fuel classifications (e.g., [68] [69] [70] [71] [72] ). However, these classifications may be inappropriate for future fire behavior and effects applications because they ignore the inherent high fuel variability on fire prediction [65] , and therefore, models to estimate forest fuel characteristics directly from remote sensing data still remain a great challenge.
In this study, the main fuel characteristics related to crown fire behavior (SFL, FSG, CBH, and CBD) have been directly modeled from the spectral reflectance information of S-2A imagery. Firstly, a classification model was fitted to differentiate between pine species and thinning treatments obtaining an overall accuracy of 83.74%. The achieved classification accuracy was especially satisfactory for species discrimination (96.75%); the model also showed a high accuracy to discriminate between thinning and unthinning treatments (90.24%), although, with a 17.07% of misclassification percentage for both moderately and heavily thinned plots. According to Thomlinson et al. [73] , the threshold for a successful land cover categorization is 85% of overall accuracy with no class under 70%; therefore, according to this criterion, the classification model obtained is consistent.
The results of the classification model are comparable to those obtained by other authors. For example, Immitzer et al. [21] assessed the performance of S-2A images to classify forest tree species in Central Europe using Random Forest, obtaining an overall accuracy of 65%, with a 93% of correct classification between coniferous and broadleaf tree classes and class-specific accuracies ranging from 14.3% for Pinus species to 85.7% for Picea species. Waser et al. [74] , in a study of mixed forest areas in Germany using the WorldView-2 satellite, obtained an overall accuracy of 83%, with species-specific accuracies ranging from 69% for Fagus sylvatica to 95% for Populus species. Nevertheless, the reachable accuracies depend on the complexity of the classification issues and therefore, a direct comparison could be inconclusive.
Regarding the features involved in the classification model, the relative importance values indicated the high contribution of the red-edge normalized difference index (RENDVI) and metrics related to two bands in the visible (B2, B4) and shortwave infrared (SWIR) bands (B11 and B12) for species and treatments differentiation. These results are in line with those obtained by Immitzer et al. [21] , who found that the five most important spectral bands were two in the SWIR (B11, B12), one in the red-edge (B5), and two in the visible spectrum (B2, B4). The red-edge bands of S-2A have also been used to optimally estimate other biophysical vegetation variables, such as above-ground biomass (e.g., [25, 75] ); canopy cover, and leaf area index (e.g., [23] ), which are a proxies for stem density, or chlorophyll and leaf nitrogen levels (e.g., [20, 76] ).
Once the species and treatment classifications for each sample plot were included as auxiliary features, RF and MARS were compared to relate the main fuel variables (SFL, FSG, CBH, and CBD) to S-2A-derived features. The goodness-of-fit statistics indicated that best approach was RF, explaining 12-48% of the observed variance depending on the fuel characteristic analyzed. FSG and CBH, the two fuel variables related to the vertical distribution of overstorey and understorey fuels, showed higher accuracies (48% and 38% of the observed variance explained) than the two variables related to fuel loads (SFL and CBD).
The accuracy of estimates obtained with the RF models is within the range of values reported in similar studies with other remote sensors. Palaiologou et al. [15] fitted generalized additive models to estimate CBD and CBH in a coastal forest in Greece from Landsat 5 TM, topographic and climatic features, obtaining percentages that explained 33% and 51% of variance for CBD and CBH, respectively. Pierce et al. [14] reported values of 8% and 63% of observed CBH and CBD variance explained with RF models using Landsat 5 TM data and topographic features in conifer forests of north California, US. Bright et al. [77] , in a study of a coniferous montane forest in Colorado, US, obtained values of 28% and 46% of variance explained for CBH and CBD, respectively, with RF models and LiDAR-derived metrics. Falkowski et al. [16] explained 47% of CBD-observed variance with linear models using ASTER images in a mixed temperate conifer forest in Idaho, USA. García et al. [10] reported 64% of CBD observed variance explained with Support Vector Machine models using Landsat data in a burned area in the Sierra Nevada Mountains, California, US.
The lowest accuracy was obtained for the only surface fuel variable analyzed (SFL). This result was expected, due to the inability of optical sensors to penetrate the forest canopy [67] , limiting their use for estimating surface fuel characteristics where tree canopies are present [12] . Similar goodness-of-fit statistics have been reported for other authors; for example, Jin and Chen [19] fitted linear models to estimate loads of different time-lag fuels, with percentages of variance explained ranging from 6% to 17% using Landsat TM data, and from 3% to 45% using high spatial resolution QuickBird data; Bright et al. [77] reported percentages of variance explained ranging from 16% to 30% for different time-lag fuels in a coniferous montane forest in Colorado, US, using Random Forest and LiDAR-derived metrics. These percentages increased by 2-8% when Landsat time series variables were added to the model. The canopy and surface fuel loads are closely associated with stand characteristics such as basal area, mean stand height, stand closure, or stand age [19, 78, 79] ; therefore, the inclusion of these variables as features could improve the accuracy of estimates, although their determination from remote sensing data will introduce additional errors and would also add costs in the case of estimating these metrics from LiDAR. In this study, the inclusion of species and treatment classes estimated from RF improved the accuracy of CBD and SFL models, especially for CBD, with an increment of the observed variance explained from 18.28% to 31.25%. Moreover, according to the relative importance of each feature on the RF models, these classes were one of the most important features for CBD and SFL estimates.
Among the most important features involved in the RF models for estimating the fuel characteristics are bands B2 (blue) and B3 (green) for CBD and SFL, and bands B11 and B12 for CBH and FSG. None of the three narrow bands in the red-edge, which provides the S-2A MSI sensor with better tools for monitoring vegetation than previous satellite optical sensors, were found to have a high relative importance in estimating the surface and canopy fuels variables. On the contrary, the RENDVI spectral index, using such bands, showed high relative importance for all of the fuel characteristics, pointing out the importance of leaf pigment content on the estimates. These bands showed consistent relationships with fuel characteristics in previous studies; for example, strong negative correlations between blue reflectance (r = −0.57) and green reflectance (r = −0.54) with above-ground biomass were found by Castillo et al. [80] in the Philippines using S-2A data; or strong negative correlations between green reflectance and CBD (r = −0.69) using ASTER images in a mixed temperate conifer forest were reported by Falkowski et al. [16] .
Finally, the evaluation of the estimates of both modeling approaches based on the comparison between the classifications of wildfire categories also indicated a better performance of the RF model, with an overall accuracy of 84.6%, with 93.1%, 75.6%, and 79.8% of correct classifications for active and passive crown fires and for surface fires, respectively. These percentages are similar to those obtained by Fernández-Alonso et al. [63] for pine species in the same study area, and using a similar simulation approach. These authors reported an overall accuracy of 86.6%, and partial accuracies of 87.1%, 88.8% and 83.1% for active crown fires, passive crown fires, and surface fires, respectively. However, it is important to note that the system of equations fitted by these authors to estimate the values of the fuel characteristics (CBH and CBD, with 69.4% and 74.2% of observed variance explained) was based on stand variables (N, G and H), obtained from field measurements. Our study also provided information that can be useful for fuel treatment management planning in similar pine species located in areas with similar conditions in Spain. Regarding this point, our results support those of Jiménez et al. [81] who found a significant reduction in potential crown susceptibility in thinned Pinus pinaster stands, even five years after treatment in northern Iberian Peninsula.
Although the estimations of SFL had lower accuracies than those of the canopy attributes, this did not seem to seriously hamper the ability of the variables set to reasonably predict the type of fire behavior. One explanation for that response could be the low relative weight of SFL in the logistic equation of crown fire initiation (Equation (5)).
It is worth pointing out that Random Forest and other ensemble approaches could overfit the data, especially for reduced sample plots. Moreover, the modeling approach used is based on an initial RF classifier for species and thinning treatment, which was then used as a feature in new modeling approaches (RF and MARS). Further studies including more sample plots and other ancillary information (e.g., biogeographic features and on site perturbation history) will most probably be necessary in the future to calibrate fuel estimations. Nonetheless, the results obtained in this study highlight that forest fuel characterization using S-2A data is a viable alternative to the field inventory for mapping medium or large-scale crown fire potential.
Conclusions
Accurate and up-to-date descriptions of forest fuels are essential for forest fire management. Fuel inventory based on remote sensors is becoming the most effective alternative to the use of traditional field inventories, since those are extremely limited by the high cost of data acquisition and scale of application. Forest fuel classification is an important practice in terms of stratification, in order to group vegetation types with similar fire behavior characteristics that can be used to improve prevention, detection, and suppression strategies but still insufficient to estimate the main fuel characteristic related to fire behavior that are required as inputs in most fire behavior modeling systems.
In this study, we attempted to retrieve the most important variables that are related to fire behavior, by trying different approaches. The modest accuracy of the models fitted to predict SFL, FSG, CBH, and CBD limit their use as inputs at the landscape or stand level of fire behavior simulators; however, these models provide an interesting tool to develop mid-scale or regional-level fuel characteristic maps that are useful for evaluating crown fire hazard and risk, for planning and prioritizing fuel management projects, or for assessing fire danger programs [11, 82] .
Concerning species and treatment classification, the combination of S-2A auxiliary variables and the RF model has stood up the potential of the approach to stratify fuel types. Finally, despite the limitations of the adjusted equations, the accurate classification of crown fire categories proposed by Van Wagner [1] derived from the RF estimates highlights the potential of S-2A data to develop crown fire hazard maps. Funding: Funding was provided by projects DIABOLO (H2020 GA 633464) and GEPRIF (RTA 2014-00011-c06-04).
