Abstract-Detecting objects of interest and obtaining their clear visual appearances are critical requirements for visual surveillance systems. In this paper we propose a novel algorithm to detect foreground objects from video sequences with fog and then enhance their visibilities. First, we propose a novel metric to measure the image fog property to decide whether the image scene is obscured by fog or not. Second, if there is heavy fog in the scene, a novel approach for object detection based on an atmospheric scattering model is proposed. This novel approach can be used to detect not only newly entering objects but also sojourned objects. Once the foreground object is detected, we enhance its visibility only to avoid processing the whole image. Our proposed algorithm is tested with some surveillance video under different fog conditions. Experimental results show that the proposed approach is efficient and efficient for foreground object detection and visibility enhancement under fog weather conditions.
I. INTRODUCTION
Nowadays public areas are monitored by several cameras in order to increase public order and safety. For most applications, trained and experienced human operators can do this monitoring very well. However, watching multiple camera images at the same time is not only too expensive but also practically impossible [1] . Moreover, surveillance video data is currently used only "after the fact" as a forensic tool, thus losing its primary benefit as an active, real-time medium. The goal of visual surveillance is not only to put cameras in the place of human eyes, but also to accomplish the entire surveillance task as automatically as possible. Thus intelligent visual surveillance (IVS) becomes an active research topic in computer vision.
Detection of foreground objects of interest from a surveillance video sequence is a key step for an intelligent visual surveillance system. In the literature there are various algorithms proposed for object detection [2] [3] [4] [5] [6] . All of these approaches assume that the input images have clear visibility, thus they can achieve satisfying results under clear weather conditions. Unfortunately, this is not always true, such as when videos are taken under bad weather conditions, such as on a foggy day. The image suffers degradation and severe contrast loss. These low quality images are a nuisance for conventional object detection algorithms. They generally fail to correctly detect objects due to low scene visibility. In order to get clear surveillance frames, enhancing visibility is an inevitable task. In recent years, as an active research topic in computer vision, considerable work has been done on haze removal techniques [7] [8] [9] [10] [11] . In general, these techniques can be separated into two perspectives: multiple images-based method and single image-based method. The weather degraded image visibility can be improved by these fog removal algorithms, but most of this is at a considerable computational cost. Utilizing these methods to enhance image visibility and then detecting objects in this pre-processed image would result in an unacceptable computational cost.
In this paper, to solve the problem of extracting interesting objects in a foggy image, we propose a novel algorithm to detect foreground objects and enhance their visibilities at the same time. Our proposed method can not only detect newly appearing objects, but can also find sojourned objects. We address the question of how to complete the detection process in surveillance sequences of a scene without using a preprocessing of fog removal algorithm and ordinary object detection methods. Based on an atmospheric scattering model, our proposed approach computes the background depth map from two different weather condition images. This map of the static portion of any scene has to be computed just once and not for every video frame. Then, the current depth map is calculated from the new observed image. The object in the current image can be extract by measuring the difference between the background depth map and current depth map. Finally, we only enhance the region which contains interesting objects. So our proposed approach can reduce the computational requirement considerably. In order to avoid detecting objects in clear frames using our proposed method, a novel metric based on the dark channel prior method to measure the image fog property [7] is presented, which can identify whether the image scene is obscured by fog or not. Consequently, our proposed detection method can be used in different weather conditions automatically.
The remainder of this paper is organized as follows. In section 2, the related work on the object detection problem is reviewed. The overview of the approach is introduced in section 3. In section 4, the method of estimating fog property is presented. The details of the object detection algorithm and visibility enhancement method are given in sections 5 and 6 respectively. The experimental results are presented in section 7. Finally, the main conclusions are summarized in section 8.
II. RELATED WORK
Detection of interesting objects from image scenes is an important step in visual surveillance. Errors made at this abstraction level will considerably impact higher level processing. There exists an extensive literature concerning the application of object detection for surveillance. Exhaustive reviews can be found in [12] . All of these methods may generally be divided into five perspectives.
The first is the optical flow method [2] . Because background motion is different from that of moving objects, the motion flow vectors can be used to extract moving objects. However, the computational complexity of optical flow is very high, so real-time implementation is difficult or expensive. The second is the space-time continuity method [3] , which extracts objects by detecting the surface generated by motion boundaries in the spacetime domain. This method can immediately recognize the objects through the sequence, but it is also computational complex and requires storage of many frames in memory. The third is temporal differencing [4] . A frame is pixel-wise compared to an adjacent frame, and then everything exceeding a threshold is considered to be a moving object. This method is a simple and less computational algorithm, but in the case of uniformly colored objects, only the edges of moving objects can be detected. The fourth is background subtraction [5] , which detects objects by building a background model and then finding the difference between this model and each incoming frame. This is a very popular detection approach. An important disadvantage of this method is the trade-off conflict of background update speed: on the one hand updating should be performed fast to deal with changes in illumination and changes in the background; on the other hand, updating should be performed slow to avoid learning slowly moving objects as background. This makes algorithms using only one model sensitive to setting the update speed. The final perspective is the learning-based method such as [6] , which detects objects through a feature classifier that is trained by the object's feature. Although this learning-based method can accurately detect objects, it requires a huge number of samples to enable a discriminative classifier, and manually labeling sufficient training samples also requires significant manpower. More exhaustive reviews for these object detection methods can be found in [13] [14] . All of these approaches can get satisfying results under clear weather conditions. When it comes to bad weather, such as on foggy days, they generally fail to correctly detect objects due to the low scene visibility.
In order to overcome the adverse influence of bad weather, G Chen et al. [15] proposed a method of detecting an object on a foggy day with a two step method. In the first step, they utilize a "de-haze" algorithm to restore the foggy image. After enhancing the visibility of the weather degraded image, an object detection algorithm is implemented to extract the object in the second step.
As an active research topic in computer vision, considerable work has been done in recent years on haze removal techniques. Early approaches to defogging weather-degraded images have focused on taking multiple images under different weather conditions in order to estimate parameter values related to the atmospheric particles or the scene depth. Shwartz et al. [16] uses polarizing filters to restore the degraded image. This approach exploits two or more images of the same scene that have different degrees of polarization (DOP), which are obtained by rotating a polarizing filter attached to the camera. Narasimhan and Nayar [17] analyze color variations in the scene under different weather conditions based on the dichromatic atmospheric scattering model proposed in [18] . Using constraints on scene color changes, they compute complete 3D structure and recover clear day scene colors from two or more bad weather images [19] . Methods proposed in [8] [9] also require multiple exposures of the same scene to achieving the image decomposition with additional observations or scene information.
While the multiple images-based method can significantly enhance visibility, their requirements leave them unable to immediately calculate the restored results for scenes that have never been encountered before. In order to solve this disadvantage, Narasimhan and Nayar proposed an interactive method for deweathering from a single image [20] . However, this method need troublesome parameters entry by user. For more convenient implementation, recent works that operate on single images have made significant progresses. For instance, Tan [10] removes the haze by maximizing the local contrast of the restored image based on the theory that the hazefree image must have higher contrast compared with the input haze image. Fattal [11] imposes locally constant constraints of albedo values together with decorrelation of the transmission and surface shading in local areas, then estimates the depth value and infers the medium transmission from the result. Similarly recent independent work by He et al. [7] imposes constraints only on the depth structure induced by an empirical observation made on the possible values of scene albedo within a local region. [21] [22] also made a significant contribution to single image haze removal. However, all these algorithms are computationally expensive when it comes to the process of haze removal. If an algorithm implements an object detection algorithm after the de-haze processing, the high computational complexity of the whole algorithm will be further increased. 
III. ARCHITECTURE OVERVIEW
The goal of our work is to detect objects in the weather degraded image and enhance its visibility. A Block diagram of the proposed approach is shown in Figure 1 . First, the fog property of each observed frame will be measured. If the frame is not foggy, then routine processing will be implemented. Otherwise, our proposed approach will be used to detect the object and enhance its visibility.
Our proposed object detection method can be classified into two steps. In the first step, the background depth map is calculated from two images, which are obtained from different weather condition. It is easy to get those images, because in outdoor surveillance applications, video cameras capture the same scene over long periods of time during which the weather may change. Also, the background depth map for the same scene only needs to be computed just once and not for every video frame. In the second step, we first calculate the observed depth map using the observed frame. Then the difference between the observed depth map and the background depth map is measured. Finally, the new object or the missing object in the current image will be extracted by the threshold method.
Once the objects of interests are detected, we only need to enhance the region of those objects. This can largely reduce the computational time by not processing the whole image. Here, we first de-haze this region using its depth value. Then some image enhancement algorithms, such as bilateral filtering [23] , histogram equalization, etc, are used to improve the visibilities of this region.
Our proposed method detects foreground objects in weather degraded images directly utilizing atmospheric scattering. Additionally, our proposed method can be used to detect objects leaving the frame. Again by processing only object regions, we largely reduce the computational cost. As a final savings, we avoid processing clear images by using a fog measurement algorithm prior to any "hazed image" analysis.
IV. FOGGINESS MEASUREMENT
In this section, we show how to automatically judge the image fogginess. He et al. [7] found that, in most of the local regions which do not cover the sky, it is usual that some pixels (called "dark pixels") have very low intensity in at least one color (RGB) channel. According to his "Dark Channel Prior" theory, in the haze image, the intensities of these dark pixels in that channel are mainly due to the atmospheric light. Based on this concept, we can measure the image fogginess to decide whether the image scene is obscured by fog or not.
A. Dark Channel Prior model
In most of the non-sky image patches, the dark channel is defined to be the minimum over the entire patch of the minimum intensity over all three color channels. Formally, for an image I, it is define in [7] as:
I dark is the dark channel of image I, where Ω denotes the image patch, and (r, g, b) denote the color channels.
Shadows, colorful objects or surfaces and dark objects or surfaces are three main causes for the low intensities in the dark channel. Since natural outdoor images are usually full of shadows and color, the dark channel can record most of the information in the image. In one outdoor image without any fog, except for the sky region, the intensity of the dark channel is very low. Therefore, a haze image is brighter than its haze-free version due to the additive atmospheric light.
B. Fog property measurement
The dark channel prior is utilized to measure the image fog level, in order to quantitatively analyze degradation attributable to fog.
First, we calculate the dark channel prior of one clear image. This dark channel prior only needs to be computed once for a fixed scene. Let I c (M, N ) denote the clear image, where M, N denote the image width and height, respectively. We divide the image I c into K × L patches, as shown in Figure 2 . In each patch, we utilize Eq. 1 to calculate the dark channel prior, and take the average of all dark values as the dark value of this patch. And then we get the dark channel prior of this clear image:
where n is the number of patches.
Second, we use the above method to compute the dark channel prior of the observed new frame: Figure 2 . Example of fogginess measurement calculation.
Next, we calculate the differences between the two dark channel priors of corresponding patches. The average of the difference values is computed:
Finally, a threshold thr is set to decide whether the image is obscured by fog or not: if J ≥ thr, we identify this frame as the fog degraded frame because the observed image's dark channel prior shows more fog properties.
V. OBJECT EXTRACTION When the image scene is obscured by fog, our proposed object extraction method will be utilized instead of the ordinary background subtraction methods such as Gaussian Mixture Models (GMMs) [24] . For completeness, we start with a brief introduction of the atmospheric scattering model.
A. Atmospheric scattering model
According to optical theories, poor visibility in bad weather is due to the substantial presence of atmospheric particles that have significant size and distribution in the participating transmission medium. Light from the atmosphere and light reflected from an object are absorbed and scattered by those particles, causing the visibility of a scene to be degraded [21] . In general, scattering of light by atmospheric particles can be described by two models [8] :
1. Direct transmission (or attenuation):
Because of the atmospheric scattering effect, a fraction of light flux is removed from the scene object. The remaining unscattered flux, called direct transmission, is transmitted to the observer. The direct transmission model describes the light degradation when it traverses from a scene point to the observer, which is given by:
where, E 0 (λ) is the radiant intensity of the point source, d is the depth of the scene point from the observer and λ is the wavelength. β is the scattering coefficient of the atmosphere, and e −β(λ)d is the medium transmission. 2. Airlight: When direction transmission causes scene radiance to decrease with path length, airlight increases the light flux with path length. The airlight model describes a column of atmosphere acting as a light source by reflecting environmental illumination towards an observer. It is given by:
where, E ∞ (λ) is the radiance of airlight. The total irradiance E received by the sensor is the sum of irradiances due to attenuation and airlight respectively:
B. Background depth map
According to the above model, considering the two images, I 1 and I 2 , which are obtained from two different weather conditions β 1 and β 2 , the image pixel values E 1 and E 2 can be expressed in [8] as:
where I ∞1 ,I ∞2 corresponds to the sky intensity and ρ is the normalized radiance of a scene point. Eliminating ρ we get:
(10) Then we can deduce the scaled depth of each scene point:
A background depth map is shown in Fig. 3 .
C. Observed depth map
Denote the observed frame as I o under weather condition β o . The observed image I o and either of the background images I 1 or I 2 can be used to calculate the observed depth map using the above presented algorithm:
( , ) In background areas the depths from two scenes are equal. In foreground areas the depths from two scenes are different. So the observed frame depth can be written as:
where ∆d denotes the different value of the scene's depth in foreground regions. An illustration of the observed depth map is shown in Fig. 4 .
D. Depth map subtraction
After obtaining the background depth map and the observed depth map, we calculate the difference between them:
On the right hand side of Eq. 14, the first term (β 1 − β 0 )d can be regarded as a background depth map under weather conditions β 1 and β 0 . Similarly the second term may be regarded as a background depth map under weather conditions β 2 and β 1 . Therefore the difference between the first term and the second term is constant. And the third term is non-zero in foreground regions only. So the foreground region will be visibly displayed based on Eq. 14.
The result of object detection based on depth maps subtraction is shown in Fig. 5 . Figure 5 . Detection result base on depth maps subtraction.
VI. VISIBILITY ENHANCEMENT
In this section, we present the enhancement methods to improve the visual appearance of the extracted salient object regions.
A. Fog removal
Similar to the fog removal method proposed in [7] , we first utilize the dark channel prior to estimate the medium transmission. Then we remove the fog influence based on the atmospheric scattering model.
For notational convenience, the atmospheric scattering model is written as the following:
We assume that the transmission in each local P is constant, denote the patch's transmission e −βd as T , and denote the scene radiance of this patch as I P . Following [10] , the pixel with the highest intensity is used as the atmospheric light I ∞ . Then, taking the min operation over the local patch in the Eq. 15, we get:
Here, the min operation is performed on three color channels independently. Then, we take the min operation among three color channels on the above equation and obtain:
(min
According to the dark channel prior theory, the dark channel tends to be zero and atmospheric light is always positive, so the first term of right hand side of Eq. 17 approximates zero. We can estimate the transmission T simply by:
Finally, we can recover the scene radiance E Ori by the following equation:
B. Sharpening
Because the dark channel prior is calculated over each small patch, the transmission is constant in this patch, causing the restored image to contain some block effects. In order to smooth the restored image and preserve the object edges, the bilateral filtering algorithm [23] is adopted to refine this image.
The bilateral filtering output at each pixel is a weighted average of its neighbors. The weight assigned to each neighbor decreases with both the distance in the image plane and the distance on the intensity axis. Using a Gaussian G σ as a kernel function, and considering a graylevel image I, the result I r of the bilateral filter is defined by [25] :
here
The parameter σ S defines the size of the spatial neighborhood used to filter a pixel, and σ r controls how much an adjacent pixel is down weighted because of the intensity difference. W r normalizes the sum of the weights.
In order to enhance the brightness of the image, the contrast enhancement algorithm [26] is also used to improve the image visibility.
VII. EXPERIMENT RESULTS
In this section, the performance of the proposed method is evaluated on three fronts. First, the performance of the fogginess measurement is evaluated; then, detecting a newly appearing object in the scene using our proposed method is presented; lastly, detection of an object sojourned in the scene is investigated.
All of the pictures shown here were collected from surveillance video. These pictures were extracted from original videos that are captured at 25 fps with a frame size of 720 × 480.
A. Fogginess measurement results
We first present the results for fogginess measurement. Here, we use the average dark channel prior of image F dark n as the fogginess metric. The results can be seen from Fig. 6 . The second picture in each row shows an image blocked by heavier fog, so the metrics values of these pictures are higher than the first columns. Fig. 7 shows the dark channel value change curve of one foggy video over time. We calculate the dark channel value every minute. From the curve we can see that as the fog disappears, the dark channel value is decreases. 
B. Newly appearing object detection
For our second test we investigate our proposed object detection approach on real fog-obscured videos that were captured from a traffic surveillance system. We present the results for each visibility improvement procedure in Fig. 8 . Fig. 8(a) is the original detection result. The object is blocked by heavy fog. In Fig. 8(b) the fog removal result is shown. As mentioned above, because the dark channel prior is calculated over each small patch, the transmission is constant in this patch, resulting in some block effects. Fig. 8(c) is the bilateral filter result. It smooths the image but the result still seems dark. Fig. 8(d) shows the processing result using the contrast enhancement algorithm.
Some final detection results are shown in Fig. 9 . The left column in the figure shows original frames. Objects in these images are not distinct under fog obscuration. The right column shows the processed results using our proposed approach, which effectively detects the foreground objects and also improves their visual appearance.
The background subtraction results after first conducting fog removal are also presented in Fig. 10 . From this figure we can see that it is hardly to extract foreground objects using normal background subtraction approaches, since heavy noises and artifacts are also enhanced by fog removal algorithm. This test demonstrates the advantage of our proposed method for salient objects extraction under fog condition. Our method is also faster than first dehazing the image and then detecting object because the object's region is enhanced. If we dehaze the whole image first, then the contrast restoration step is carried out in the whole frame.
C. Scene sojourned object detection
Finally, our proposed object detection method is used to detect objects sojourned in the scene in surveillance video. If some objects stop in some place long time, some conventional algrithms cann't extract them. Such as GMM mehtod, the long sojourned objects will be consider as background. Some detection results are shown in Fig.  11 . Fig. 11(a) and Fig. 11(b) are the previous frame and current frame respectively. Fig. 11(c) and Fig. 11(d) are the corresponding depth maps of video frames. From the depth map of the current frame we can see that the red rectangle region's depth map has changed, so we identify this region as having had an object.
The object detection result by background subtraction is also presented in Fig. 12 . From this figure we can see that the only moving object in the scene can't be Figure 11 . Results of sojourned object detection.
detected using the background subtraction method, i.e., the car stopped in the scene can't be extracted.
VIII. CONCLUSION
In this paper, we presented a novel object detection method for extracting foreground objects of interest from weather degraded images, and enhancing the extracted regions visibility at the same time. Our proposed method not only complies with human perceptual needs (only foreground objects are interesting to human observers), but also simplify the object detection procedures. Moreover, a novel metric to measure image fogginess is presented. Based on whether the image scene is obscured by fog or not, we can choose different object detection algorithms. Meanwhile, our proposed method can be used to detect objects exiting the scene. We have tested our proposed approach using real fog videos. The results demonstrate the effectiveness of our approach.
In our validating experiments, the performance of our proposed fogginess measurement is presented. It was shown that with heavy fog, the dark channel value also increased. Hence the dark channel value can be used to measure the fog property. Comparative research on the effect of the detection is also presented. It was demonstrated that our proposed method could detect not only newly appearing objects but also scene exiting objects. Finally, the experiment on visibility improvement showed that our proposed visibility enhancement method can supply a good clear output for the observer.
In the future, the work described here could be improved and extended in the following areas. First, the detection speed should be improved in order to detect objects in real-time. Second, video fog removal is also a promising research field, which can supply a clear surveillance record for the observer under bad weather situation.
