


























































































oil wells  from optical remote sensing  images. Remote sensing  techniques have  the ad‐
vantages of  short‐term, non‐contact,  and wide area  coverage,  repetitive monitoring  in 
earth observation, and are also able to monitor the objects objectively and periodically [2]. 





































ager  (OLI)  image and  layered screening strategy.  In  recent years, most of  the  research 
interests are among the area of remote monitoring of the existing oil tank detection [14] 









which was verified by GeoEye‐1 high‐score  images  [17]. Zhang  et al.  [18] proposed  a 
recognition algorithm based on deep environment  features by using  the convolutional 











































putational  learning  (PASCAL) Visual Object Classes  (VOC)  [41] are widely used publicly 















































































cation and bounding‐box  regression  [47].  It  is believed  that  the  two‐stage method  can 







































challenges  in  real‐time  object  detection  and  it  predicts  straight  from  image  pixels  to 
bounding boxes and class probabilities utilizing only a single deep neural network. The 
most commonly used one‐stage method includes You Only Look Once (YOLO) [52], Sin‐





























shot detector  for multiple  categories.  It  combines  a  feature  extract  and detection  step 















the  loss function, which addresses  the class  imbalance challenges among the one‐stage 

































































𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛   ,  (2)
𝑅𝑒𝑐𝑎𝑙𝑙   ,  (3)








𝐴𝑃  𝑝 𝑟 𝑑𝑟 ,  (5)
4.2.4. McNemar’s Test   
In order  to evaluate  if different state‐of‐art‐models are significantly different  from 
each  other, McNemar’s  test  [59]  is used. Equation  (6)  below  shows  the  calculation  of 
McNemar’s test statistic. The p‐value threshold of 0.05 is used and the p‐value lower than 
this threshold will indicate a significant difference between the two models. 






graphically  for varying cut‐off points of  the  test values  [60]. The area under  the curve 





























R50‐FPN  0.684  0.919  0.784  102  2131 
R50‐C4  0.742  0.875  0.803  319  4379 
R50‐DC5  0.738  0.897  0.810  171  5688 
R101‐FPN  0.724  0.879  0.794  142  5200 
R101‐C4  0.734  0.924  0.818  354  5211 
R101‐DC5  0.764  0.928  0.838  196  7130 
SSD  Darknet‐53  0.807  0.674  0.734  33  1803 
YOLOv3  VGG16  0.166  0.267  0.205  92  5107 
RetinaNet  R50‐FPN  0.645  0.892  0.749  147  6768 
   












R50‐FPN  52.941  89.547  56.974  102  2131 
R50‐C4  48.768  85.785  51.982  319  4379 
R50‐DC5  50.230  89.469  48.969  171  5688 
R101‐FPN  49.177  84.863  49.202  142  5200 
R101‐C4  52.292  88.720  56.013  354  5211 
R101‐DC5  50.034  87.408  52.935  196  7130 
SSD  Darknet‐53  43.298  85.853  36.103  33  1803 
YOLOv3  VGG16  3.698  7.653  3.061  92  5107 
RetinaNet  R50‐FPN  55.529  99.795  55.317  147  6768 
 
       
(a) Faster R‐CNN ResNet50‐FPN. 
       
(b) Faster R‐CNN ResNet50‐C4. 
       
(c) Faster R‐CNN ResNet50‐DC5. 
       
(d) Faster R‐CNN ResNet101‐FPN. 
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(e) Faster R‐CNN ResNet101‐C4. 
       
(f) Faster R‐CNN ResNet101‐DC5. 
(g) SSD. 
       
(h) YOLOv3. 



































R50‐FPN                     
R50‐C4  0.025                 
R50‐DC5  1  0.008               
R101‐FPN  0.180  0.285  0.083             
R101‐C4  1  0.018  1  0.083           
R101‐DC5  1  0.018  1  0.109  1         
SSD  Darknet‐53  <0.001  0.002  <0.001  <0.001  <0.001  <0.001       
YOLOv3  VGG16  <0.001  <0.001  <0.001  <0.001  <0.001  <0.001  <0.001     


































Precision    0.623  0.459  0.472  0.909  0.569  0.401 
Recall  0.926  0.944  0.833  1.000  0.924  0.821 
F1 score  0.745  0.618  0.602  0.952  0.704  0.539 
R50‐C4 
Precision    0.690  0.500  0.413  1.000  0.621  0.514 
Recall  0.919  0.861  0.633  1.000  0.885  0.851 
F1 score  0.788  0.633  0.500  1.000  0.730  0.640 
R50‐DC5 
Precision    0.688  0.443  0.477  0.909  0.621  0.504 
Recall  0.939  0.861  0.700  1.000  0.898  0.896 
F1 score  0.794  0.585  0.568  0.952  0.734  0.645 




Precision    0.659  0.484  0.500  0.909  0.604  0.492 
Recall  0.912  0.833  0.733  1.000  0.885  0.866 
F1 score  0.765  0.612  0.595  0.952  0.718  0.627 
R101‐C4 
Precision    0.664  0.500  0.481  1.000  0.606  0.508 
Recall  0.946  0.889  0.833  1.000  0.930  0.910 
F1 score  0.780  0.640  0.610  1.000  0.734  0.652 
R101‐DC5 
Precision    0.688  0.443  0.477  0.909  0.646  0.541 
Recall  0.939  0.861  0.700  1.000  0.943  0.896 




Precision    0.735  0.452  0.536  1.000  0.703  0.530 
Recall  0.730  0.528  0.500  0.900  0.739  0.522 




Precision    0.172  0.074  0.123  0.000  0.093  0.195 
Recall  0.311  0.194  0.233  0.000  0.178  0.478 




Precision    0.604  0.394  0.424  0.909  0.569  0.401 
Recall  0.926  0.778  0.833  1.000  0.924  0.821 
F1 score  0.731  0.523  0.562  0.952  0.704  0.539 
    Precision    0.614  0.417  0.434  0.838  0.559  0.454 
Averages  Recall  0.839  0.750  0.666  0.878  0.812  0.785 









naNet. The results presented  in Section 4 show  the SSD achieves  the best performance 







wells  in  the horizontal angle outperform  the oil wells  in  the non‐horizontal angle.  It  is 











methods, were  applied on  this dataset. Nine  state‐of‐the‐art models were  trained  and 
tested on our dataset including Faster R‐CNN based frameworks with five different back‐
bones, SSD, YOLOv3, and RetinaNet. The experimental results show that deep learning‐
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