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A Study of Performance Improvements for File Server Systems 
ABSTRACT 
This thesis presents performance improvement methods for file server systems. These 
proposed methods make the important function of file server system faster, such as file access 
function and management function. 
Recently, many electronic devices are used in every aspect of life, which are Personal 
Computers (PC) and smart phones and so on. Previously, PC is used to create office 
documents, such as word files; however, new electronic devices makes it easy to create 
multimedia contents which are photos, movies etc. These contents are stored in files, and a 
lot of files are created; therefore, the number of created files increases. To manage these 
created files efficiently, file server systems are deployed in data centers. 
Meanwhile, the amount of created data in the world extremely increases. There is an 
assumption that the amount of created data in the world reaches 40 ZB in 2020. The number 
and amount of stored files on the file server systems may grow likewise. Consequently, the 
processing time of a file server system may become longer. Hence, the performance of file 
server systems needs to be improved to process these large sets of files. The conventional 
methods of performance improvements for file server systems tend to use high performance 
hardware to achieve the high performance of the file service function. However, the 
performance improvements of hardware in recent years reaches a celling. Thus, it is difficult 
to boost the performance of all functions on file server systems by using high performance 
hardware. Therefore, this thesis proposes the methods that make the performance of the file 
server systems faster by software performance improvements. This thesis is organized as 
follows. 
Chapter 1 introduces the background and purpose of this thesis. 
In Chapter 2, the conventional methods of performance improvements are described, and 
then the problems of these methods are pointed when the number and amount of files stored 
on the file server systems increase. Moreover, the approaches of this thesis to solve these 
problems are described. First, concerning the operating system, the details of cache function 
that improves the performance of the operating system, especially the file I/O performance is 
described. In addition, the reason why the amount of stored files increases is given, and then 
the impact for the cache function by the large amount of files are described. Second, regarding 
to data reduction function, the detailed processes of deduplication function, which is one of 
the data reduction functions, are described. The conventional performance improvement 
method of the function narrows down the files processed; however, if the number of files 
extremely increases, the number of files failing to do that becomes large. Consequently, the 




becomes long. Third, regarding to data protection function, the details of data protection 
function is described. If the function employs the parallel restoration to achieve high 
restoration throughput, the amount of backup data created by the function becomes large. 
On the other hand, if the function reduces the amount of backup data, the restoration 
performance sometimes becomes low. At the end of this chapter, to solve above problems, the 
approaches of this thesis are presented. 
In Chapter 3, to solve the problem in terms of operating system described in the Chapter 
2, this thesis proposes a new cache method that shares the cache data among many files. The 
cache method, called Share Cache for Clone or SCC, is applied to page cache function. The 
proposed method is aware of the file relation for duplication, and the method shares the cache 
data among files based on the relation. Furthermore, the method is implemented in Linux, 
and the effect of the method is measured in real world.  
In Chapter 4, to solve the problem in regard to the data reduction function described in 
the Chapter 2, this thesis proposes a prefetch method, called Partial Data Background 
Prefetch or PDBP. PDBP reads the partial data of files to be processed into cache memory 
before running the deduplication function. If the deduplication function determines whether 
a file can be deduplicated by using cache data read by PDBP, the performance of the 
deduplication function improves. This thesis creates calculation formula to estimate the time 
of the process for the deduplication function. Moreover, this thesis measures the time by 
assuming file server systems deployed in an office, and the effect is discussed. 
In Chapter 5, in regard to the data protection function described in the Chapter 2, this 
thesis proposes a new backup and restoration method, called REstoration method using 
Combination of Replication and Erasure Coding or REC2. REC2 combines the simple 
replication method and data chunking with Erasure Coding method. In addition, REC2 
applies these methods to data based on the degree of importance of data. REC2 balances the 
amount of backup data and high restoration throughput. This thesis creates estimation 
formula to predict processing time and the amount of backup data. Moreover, this thesis 
estimates these results and discusses the tradeoffs. 
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たサーバ装置であるファイルサーバ（File Server, Network Attached Storage，NAS）
(1)-(10)をデータセンタへ導入し，そのファイルサーバへファイルを集約して管理するこ






































































る Dynamic Random Access Memory（DRAM）は，近年，速度の向上が鈍化している
(13)。また，一般に，「小さいハードウェアほど高速化できる(13)」と言われており，規模
表１－１ ファイルサーバの高速化手法 
 応答高速化 高並列化 
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合，キャッシュ機能はファイル F とファイル F’のキャッシュデータを別に管理する。




































































ルから除外する(17)。例えば，同一ファイルデータの 4KB ファイルを 256 ファイル処理

























































図２－４(b)では，ファイルデータを 2 つのデータチャンクと 1 つのパリティチャン
クに分割し，データチャンクをバックアップサーバ A と B へ，パリティチャンクをバ
ックアップサーバ C へ複製している。バックアップしたファイルデータをリストアす
る場合，バックアップサーバ B と C からチャンクを取得して，元のデータを生成する。
なお，取得するチャンクはどれでもよく，3 つのチャンクのうち 2 つのチャンクを揃え
られれば，元のファイルデータを生成できる。つまり，EC を用いる場合，データチャ
ンク数を m，パリティチャンク数を n とした場合，一般に，（m+n）個のチャンクの内













































































































（１） D. P. Bovet and M. Cesati, “Understanding The Linux Kernel,” O’REILLY, 
2005. 
（２） M. K. McKusick, K. Bostic, M. J. Karels and J. S. Quarterman, “The Design 
and Implementation of the 4.4 BSD Operating System,” Addison-Wesley 
Professional, 1996. 
（３） ジム・モーロ, リチャード・マクドゥガル, “SOLARIS インターナル カーネ
ル構造の全て,” ピアソン・エデュケーション, 2004. 
（４） M. E. Russinovich, D. A. Solomon and A. Ionescu, “インサイド Windows 第
6 版 下,” Microsoft Press, 2013. 
（５） A. S. タネンバウム, A. S. ウットハル, “オペレーティングシステム―設計と
理論および MINIX による実装,” ピアソン・エデュケーション, 1998. 
（６） M. J. Bach, “UNIX カーネルの設計,” 共立出版, 1990. 
（７） 高橋浩和, 小田逸郎, 山幡為佐久, “Linux カーネル 2.6 解読室,” ソフトバン
ククリエイティブ, 2006. 
（８） 柴山 潔, “コンピュータサイエンスで学ぶオペレーティングシステム―OS
学,” 近代科学社, 2007. 
（９） S. D. Pate, “UNIX Filesystems: Evolution, Design, and Implementation,” 
Wiley, 2003. 
（１０） B. Callaghan, “NFS バイブル,” ASCII アジソンウェスレイシリーズ, 2001. 
（１１） J. S. Heidemann and G. J. Popek, “File-system development with stackable 
layers,” ACM Transactions on Computer Systems (TOCS), Vol. 12, Issue 1, 
pp. 58-89, 1994. 
（１２） N. K. Edel, D. Tuteja, E. L. Miller and S. A. Brandt, “MRAMFS: a 
compressing file system for non-volatile RAM,” In Proc. of the 12th IEEE 
International Symposium on Modeling, Analysis, and Simulation of 
Computer and Telecommunications Systems, pp. 596-603, 2004. 





（１４） B.Zhu, K.Ki and H.Patterson, “Avoiding the Disk Bottleneck in the Data 
Domain Deduplication File System,” In Proc. of 6th USENIX Conference 
on File and Storage Technologies (FAST’08), pp. 269-282, 2008. 
（１５） C. Constantinescu, J. Glider and D. Chambliss, “Mixing Deduplication and 
Compression on Active Data Sets,” In Proc. of 2011 Data Compression 
Conference, pp. 393-402, 2011. 
（１６） W. J. Bolosky, S. Corbin, D. Goebel and J. R. Douceur, “Single Instance 
Storage in Windows 2000,” In Proc. of 4th USENIX Windows Systems 
Symposium, pp. 13-24, 2000. 
（１７） EMC, “White Paper EMC VNXe File Deduplication and Compression 
Overview,” 2012. 
（１８） J. D. Cook, R. Primmer and A. D. Kwant, “WHITE PAPER Compare Cost 
and Performance of Replication and Erasure Coding,” Hitachi Review, 
vol.63, pp. 304-310, July, 2014. 
（１９） H. Zou and F. Jahanian, “A real-time primary-backup replication service,” 
in IEEE Transactions on Parallel and Distributed Systems, Vol. 10, No. 6, 
pp. 533-548, 1999. 
（２０） P. Shilane, M. Huang, G. Wallace and W. Hsu, “WAN-optimized replication 
of backup datasets using stream-informed delta compression,” ACM 
Transactions on Storage (TOS), Vol. 8, Issue 4, pp. 1-26, 2012. 
（２１） A. G. Dimakis, K. Ramchandran, Y. Wu and C. Suh, “A Survey on Network 
Codes for Distributed Storage,” In Proc. of the IEEE, Vol. 99, No. 3, pp. 
476-489, 2011. 
（２２） J. A. Cooley, J. L. Mineweaser, L. D. Servi and E. T. Tsung, “Software-based 
erasure codes for scalable distributed storage,” In Proc. of 20th IEEE/11th 
NASA Goddard Conference on Mass Storage Systems and Technologies. pp. 
157-164, 2003. 




“Towards High-Performance and Cost-Effective Distributed Storage 
Systems with Information Dispersal Algorithms,” In Proc. of 2013 IEEE 














構成される物理 PC を模擬した仮想的な論理 PC（Virtual Machine，VM）を，ソフト
ウェアによって作成する技術である(1)。 
企業などにある多数の物理 PC のデスクトップ環境を VM へ移行して集中管理する
ことにより，物理 PC の運用管理を効率化することが提案されている(2)。その際，オフ
ィスソフトなどをインストールした雛形 VM を作成して，その VM の仮想ディスクフ
ァイル（Virtual Machine Disk，VMDK）を複製する。VMDK は一般的なファイルと
同様に複製が容易であるため，VMDK の複製によって同じ環境の VM をすぐに作成で
きる。これによりソフトウェアのインストールなどの作業が不要となり，VM 作成時間




間を大幅に短縮できる。特に，VMDK のサイズは数 GB から数十 GB になるため，フ













時の VMDK へのアクセス速度向上を期待できる。 
本章の以降の構成は以下の通りである。3－2 節では，計算機仮想化とファイルサー
バへのデータ集約について説明する。3－3 節では，多数の VM を動作させることによ
って発生する VMDK へのアクセス集中によるファイルアクセス速度低下について説
明する。3－4 節では，本研究の提案する SCC 処理について説明する。3－5 節では，




複数の VM を物理 PC 上で動作させることができる計算機仮想化技術は，1960 年代
にメインフレームの技術として開発された(1)。しかしながら，計算機仮想化技術を利用
するには，高速な CPU や大容量の RAM が必要なため，汎用 PC 向けには普及しなか
った。汎用 PC 向けには，2000 年ごろから利用されるようになった。2000 年代後半に
は，Intel 社や AMD 社の CPU に，計算機仮想化技術のハードウェア支援機能(9)(10)が
導入されたことによって，安価な汎用 PC でも VM を物理 PC と遜色なく使用できる
ようになった。計算機仮想化技術は，Linux や Windows といった主要なオペレーティ
ングシステムでサポートされており，より身近な技術となっている。 
複数の VM を一台の物理 PC 上で動作できるため，高性能なサーバ（仮想化サーバ）
で動作する VM へ物理 PC のデスクトップ環境を移行して集中管理することにより，
計算機の管理効率化が図られている(2)。例えば，企業で利用される物理 PC は，数百台







VM を用いて物理 PC の管理を効率化する場合，まず，エンドユーザの利用する VM
の雛形となる VM を作成する。そして，その VM の仮想ディスクファイル（VMDK）




る業務環境の提供も効率化できる。なお，1 台の仮想化サーバで動作可能な VM 数の上




多数の物理 PC を VM へ移行する場合，複数の仮想化サーバとファイルサーバを組
み合わせ，VMDK をファイルサーバへ集約管理することで，さらなる管理効率化を達
成できる。VMDK のサイズは数 GB から数十 GB となる場合があるため，仮想化サー
バがそれぞれ個別に管理すると，HDD の無駄が多くなることがある。例えば，それぞ
れの仮想化サーバへ雛形 VM を用意しておく場合，その容量が無駄になる。さらに，
雛形 VM も 1 つではなく，例えば，部署ごと使用ソフトウェアが異なれば，部署ごと
に用意する必要があるため，複数の雛形 VM が作成され，さらに容量が無駄になる。 















































（２） ファイルクローン機能を用いた VMDK 複製 
ファイルサーバの持つファイルクローン機能を用いて高速に VMDK を複製するこ
とで，VM 複製時間を短縮する。図３－２にファイルクローン機能を用いた VM の複
製方法を示す。 
VM を複製する前に，まず，OS やオフィスソフトといったソフトウェアをインスト
ールした雛形 VM を作成する。次に，ファイルクローン機能を用いて，その雛形 VM
の VMDK を複製する。これによって，複製した VMDK を元に動作する VM は，雛形
の VM と同じ環境になる。 後に，複製した VM を，仮想化サーバへ登録することで，
その VM をエンドユーザが利用できるようになる。 
VMDK をファイルクローン機能によって複製する時間は，OS やオフィスソフトな
どのインストールにかかる時間やデスクトップ環境の設定時間に比べて非常に短い。























多数の VM が一斉に動作すると，複数の VMDK に対する I/O が同時に発行され，デ
ィスクの I/O 負荷が高くなる(7)。特に，ファイルクローン機能で複製された複数の
VMDK へアクセスすると，共有ファイルのファイルデータを格納しているディスク領
域への I/O が集中する。多数の VM が一斉に動作する例として，VM の一斉起動や，エ
ンドユーザの一斉ログインに起因した自動実行プログラムの一斉起動がある。このよ
うな場合，VMDK へ格納されているオペレーティングシステムのプログラムファイル
や設定ファイルへの I/O が発行される。その結果，共有ファイルに対する I/O 負荷が高
くなり，応答速度が悪化する場合がある。 
一方，ファイルサーバの OS には，ディスクへの I/O 発行を抑えるキャッシュ機能が










































VMDK1 を通して共有ファイルのファイルブロック 1 を読み込むと，そのデータは
VMDK1 のキャッシュメモリへ格納される。一方，VMDK2 を通して共有ファイルのフ
ァイルブロック 1 を読み込んだ場合，ディスクからデータを再度読み込み，VMDK2 の
キャッシュメモリへデータを格納する。一方，VMDK1 のファイルブロック 0 には差








する Shared Cache for Clone（SCC）処理を提案する(8)。SCC 処理は，クローンファ
イルの構成を利用したファイルキャッシュ共有処理を従来のページキャッシュ方式に
追加した処理である。SCC 処理をキャッシュ機能に適用すると，共有ファイルのデー























































図３－４及び図３－５を用いて，VM1 が VMDK1 へアクセスした場合の SCC 処理
の動作を述べる。VMDK1 は，複製された後にファイルブロック 0 が更新され差分デ
ータ a が格納されている。一方，ファイルブロック 1 は更新されていないため差分デ
ータが無い。従って，VM1 が VMDK1 のファイルブロック 0 と 1 を順次読み込むと，






































読み込んで，VMDK1 のページキャッシュメモリへ格納し，それを VM1 へ返す。以上
で，ファイルブロック 0 に対する処理フローが終了する。 
次に，VM1 が VMDK1 のファイルブロック 1 を読み込む。この時，SCC 処理は，







ロック 1 に対する処理フローが終了する。 
この後，VM2 が VMDK2 のファイルブロック 1 を読み込んだ場合，SCC 処理は，
VMDK2 のファイルブロック 1 キャッシュメモリを検索する。ファイルブロック 1 に
はキャッシュデータが無いため，VMDK2 のファイルブロック 2 の有無を調べる。
VMDK2 のファイルブロック 2 にはファイルデータが無いため，次に，SCC 処理は，
共有ファイルのキャッシュメモリを検索する。共有ファイルのキャッシュメモリには
ファイルブロック 2 のキャッシュデータがあるため，SCC 処理はそれを返す。このよ
うに，SCC 処理は，共有ファイルのキャッシュデータを共有することで，ディスク I/O
を削減する。 
3－4－2 SCC 処理における先読み処理対応方法 
従来のファイルキャッシュ機能には，ファイルアクセスの高速化を目的とした先読




明する。初めに従来のファイルキャッシュの RA 処理を説明し，次に，SCC 処理にお









ィスク I/O を抑制してファイルアクセス速度を向上する。 
RA 処理はファイルの先頭から順にデータを読み出すシーケンシャルリードの場合
に効果がある。例えば，VM を利用するユーザが VM に格納されたメディアファイル
を操作する場合やクローンファイルの VMDK のバックアップなどに有効である。 
 







そこで，SCC 方式の RA 処理は，先読みサイズ決定アルゴリズムが算出したサイズ
を差分データの有無に応じて切り詰める。読み込み先キャッシュメモリを適切に切り
替えるとともに，先読み可能な 大サイズでキャッシュメモリへデータを読み込む。 

















図３－７に SCC 処理の RA 処理対応による先読みサイズ計算を示す。白抜きのファ






































めにファイルブロック 0 から 2 の 3 ブロックを読み込むことを決定する。そして，ク
ローンファイルの連続ブロック長の取得により，ファイルブロック 2 に差分データが
あることが分かる。そこで，クローンファイルの連続ブロック長に合わせ，共有ファイ
ルのファイルブロック 1 で読み込みを打ち切るように，読み込み量を 2 ブロックに切
り詰める。その次に，図３－７(2)からデータを読み込む場合，先読みサイズ決定アル










図３－７ RA 処理による先読み長計算の流れ 
0 1 2 3
















そして，SCC 処理における RA 処理対応の効果を確認するため，クローンファイルの
差分データの有無とファイルアクセススループットの関係を評価する。 
3－5－1 実装と評価環境 
本節では，Linux のファイルキャッシュ機能へ実装した SCC 処理の実装と評価環境
について説明する。 
 
（1） SCC 処理の Linux カーネルへの実装 


























































るためのストレージ装置を接続した。ストレージ装置には 72GB の FC ディスクが搭
載され，RAID1+0 を用いて冗長化している。ファイルサーバとストレージ装置は Fibre 
Channel（FC）で接続されている。ファイルサーバの OS は，ファイルクローン機能
と SCC 処理を導入したページキャッシュ機能を持つ Linux である。また，ファイルサ
ーバ上で sar コマンドを動作させて，ファイルサーバから外部ストレージ装置へ発行
される I/O 数などの統計情報を取得した。ファイルシステムプログラムには，SGI 社











除するため，評価開始時に Linux の Drop_Caches(16)を用いてメモリ上のキャッシュデ
ータを全て削除し，同じファイルブロックに 2 回以上アクセスしないように測定した。 
表３－１ 評価に用いたファイルサーバの仕様 
項目 仕様 




Debian GNU/Linux 5.0 (Lenny), 
Kernel Version：2.6.30.1 with File Clone Function 
ファイルシステム XFS 
ストレージ装置 












SCC と比較して，シーケンシャルリード性能がおよそ 10 倍，ランダムリード性能はお

















































度であることから，起動する VM が 2 台以上であれば SCC 方式を導入すると性能の向









評価では，SCC 方式の共有キャッシュヒット，ミス，及び SCC 方式未導入（No SCC）
を RA 処理有効と無効で比較した。この時，先読みサイズ切り詰めの影響をみるため，
100MB のクローンファイルに対して 4KB 単位の差分データを書き込み，差分データ
量を 20%から 100%まで，20%刻みに変化させた。また，利用開始直後の VM を想定し
て，差分データが 160 程度に分割している状態（フラグメント小）と，ある程度利用さ









有効時は無効時と比べて差分データ 20%で 2 倍の性能を達成した．キャッシュミスの
場合も同様の結果となった。 


















































































RA 処理無効の場合，キャッシュヒットと No SCC を比較すると， 大 4.7 倍の性能と
なった。 
キャッシュミスと No SCC との比較の結果，RA 処理対応による性能劣化はほとんど
見られなかった。これは，RA 処理無効の場合も同様であった。 
この結果から，差分データが少なくフラグメントが小さいクローンファイルには，












RA 処理有効の場合，キャッシュヒットと No SCC を比較すると， 大で 2 倍程度の
性能向上効果が見られた。また，キャッシュヒットとキャッシュミスを比較すると，3
倍程度の性能向上効果が見られた。一方，キャッシュミスと No SCC を比較すると，
キャッシュミス性能が差分データ 20%～80%で 大およそ 50%の性能低下が見られた。











以上の結果から，シーケンシャルリードにおいて，SCC 処理の RA 処理対応による
性能向上効果を確認できた。一方，フラグメントが大きくなると性能向上効果が低下す
るため，フラグメントが大きくなった VMDK は，適宜再作成しなおして RA 処理の効
果を維持することが望ましい。 
なお，フラグメントの大小に関わらず，図３－１０のシーケンシャルリード性能は，
RA 処理有効の差分データの無い場合（Diff 0%）に相当する。 
3－5－4 議論 
差分データが無い場合の結果ついて，図３－１０の SCC 処理のキャッシュミスの場
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同じシグネチャがあるかインデックス DB を検索する。この時，File1 と同じシグネチ
ャの共有ファイルが無い場合，重複ファイル検出処理は共有ファイル SF1 を作成し，
シグネチャと共有ファイル名をインデックス DB へ登録する。重複ファイル排除処理
は File1 のファイルデータを SF1 へコピーし，File1 のデータボディを削除後，メタデ
ータへ SF1 への参照を設定する。この時点では File1 のデータが SF1 へ移動するのみ
でデータ容量削減されない。 
続いて，重複ファイル検出処理は File2 シグネチャを計算してインデックス DB を検
索して SF1 のシグネチャとファイル名を取り出す。重複ファイル検出処理は File2 と
SF1 を Byte-by-Byte 比較して，完全に一致するか検査する。完全に一致すれば，ファ
イルレベル重複排除機能の重複ファイル削除処理が File2 のファイルデータを削除し，




















































Buffered I/O を用いる。一方，重複ファイル検出処理は，Byte-by-Byte 比較する際，
共有ファイルのキャッシュ済み部分のファイル読み込みに Buffered I/O を用い，それ












































































処理 G)は，Buffered I/O で共有ファイルを読み込むことで，処理 C)でプリフェッチ
したデータをページキャッシュから読み込む。処理 H)は，Direct I/O で重複排除処理
対象ファイルを読み込み，処理 I)がそのデータに対して Byte-by-Byte 比較を行う。こ
こで差異が見つかれば，その共有ファイルは偽陽性共有ファイルである。この共有ファ
イルの以降の処理をスキップし，次の共有ファイルを選択する。 
一方，処理 I)で一致すれば，処理 J)が共有ファイルの残りデータを Direct I/O で読
み込み，処理 K)が重複排除処理対象ファイルの残りデータを Direct I/O で読み込む。








PDBP 方式は，キャッシュステージング処理とファイルレベル重複排除処理の 2 つ
からなる。これら 2 つの処理のうち，管理者によって割り当てられた時間内に処理を
完了する必要があるのは後者の処理である。したがって，本節ではファイルレベル重複














（1） 処理 D)の処理時間 
処理 D)の処理時間は，重複排除処理対象ファイルと共有ファイルのメタデータの読
み込み時間となる。OS はメタデータをメモリ上にキャッシュしているため，処理時間





（2） 処理 E)の処理時間 
処理 E)の処理時間は，ファイルの先頭データ（数キロバイト）の読み込み時間とシ
グネチャ作成時間の合計である。ファイルデータを数キロバイト読み込む時間は，ディ
スクシーク時間などのファイル I/O にかかる初期コスト（I/O イニシャルコスト）Tinit
となる。また，シグネチャの部分ハッシュ値の算出は CPU 処理のため，読み出し時間
と比較して短く無視できるとすると，処理 E)の処理時間は Tinitとなる。 
 





くなるため，処理 F)にかかる時間は 0 と仮定できる。 
 
（4） 処理 G)，処理 H)，処理 I)の処理時間 





処理 G)の処理時間は，キャッシュヒットする場合，メモリ I/O となるため，ディス




シグネチャの共有ファイルが複数ある場合，2 回目以降の処理時間は 0 となる。処理 I)




（5） 処理 J)，処理 K)，処理 L)の処理時間 
処理 J)，処理 K)，処理 L)はファイルの先頭データ以外のファイルデータを比較する
処理である。 
処理 J)と処理 K)は残りのファイルデータ全体の読み込みであり，処理 L)はそのデー
タの比較処理である。ここで，ファイルサイズを s，ファイル読み込みスループット Pr，
比較処理スループット Pcとする。 
ファイル読み込みには I/O イニシャルコスト Tinit が必ずかかる。従って，重複排除
処理対象ファイルと共有ファイルの読み込みには，I/O イニシャルコスト（2×Tinit）か
かる。また，ファイル読み込みスループット Pr から読み込み時間が 2×(s/Pr)となる。
さらに，比較スループット Pc から Byte-by-Byte の比較処理時間が s/Pc となる。これ








TT  22_  （４－１） 
なお，処理 F)で検出した共有ファイル群に対して，処理 I)または，処理 L)で不一致
と検出されたファイルが偽陽性共有ファイルである。 
 


























































また，ファイルサイズが s と一致する同一シグネチャを持つファイル数を ms，重複
排除率を r とする場合，共有ファイルの平均ファイル数は ms－（ms×r）となる。例え
ば，重複排除前の容量が 1 で重複排除後の容量が 0.8 となった場合は r=0.2 となる。 
さらに，前述の仮定より，データ不一致はファイル先頭のデータを比較すると判明す




以上から，データ一致の場合の処理時間 Tc_s は，処理 G)～処理 I)のデータ不一致の
場合の処理時間と，処理 J)～処理 L)の処理時間である式(1)を合わせて式(４－3)で表さ
れる。 
 LJhdssinitsc TPPrmmTT __ )1())((2   （４－３） 
 
（3） PDBP 方式の全体処理時間見積もり式 








































処理時間 TPDBPは，重複排除処理ファイルサイズ閾値 f より大きいファイルサイズ群
A に属するファイルサイズ s に対して処理した時間である。また，ファイルサイズ毎の
処理時間は，1 つのファイルサイズに存在するシグネチャ数 SImaxを処理する時間であ
る。従って，処理時間 TPDBPは，ファイルサイズ s とシグネチャ数 i を用いた総和によ
って示される。 
1つのシグネチャに対する処理時間Ts_cは，式(４－２)のデータ不一致処理の時間Tc_f
をシグネチャ数 SImax まで処理した処理時間 Tsc_f1 と，式(４－３)のデータ一致の場合
となる全ての重複排除処理対象ファイル処理時間 Tsc_s1 の合計となる。Tsc_f1 は式(４－
２)と処理 E)，処理 N)を生成される共有ファイル数分実行した時間となる。一方，Tsc_s1
は式(４－３)と処理 E)，処理 M)を一致ファイル数分だけ繰り返した時間となる。 
また，キャッシュステージング処理のプリフェッチファイルサイズ閾値より小さい




















2P (P ≦ 2)区間に分け，それぞれの区間に対してべき分布に従ってファイル数を割り
当てる。 
表４－１ 評価パラメータ 
# 項目 値 
1 ファイルサイズの分布 べき分布 
2 指数 (k) 3 
3 共有ファイル数 1,000,000 ファイル 
4 格納ファイル数 1,000,000 ファイル 
5 I/O イニシャルコスト (Tinit) 1 msec. 
6 読込みスループット (Pr) 100 MB/s 
7 ファイル比較スループット (Pc) 740 MB/s 





















































































































リフェッチキャッシュのミス率である式(４－４)の Phを 1%に固定した。 





ファイルサイズ閾値を 8KB に設定すると，重複排除処理スループットが 1.65 倍にな








































File size threshold for processing （KB）
Conventional
PDBP




























































Threshold of file size for cache (KB)
Pre-fetch cache miss 1%














ッシュミスの影響の 3 つの観点について議論する。 
 
(1) データセット 
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また，これら 2 つのデータ複製方式を組み合わせた高速リストア方式である IStore(6)
が提案されている。IStore は，リストア速度とバックアップデータ量を比較している。




































バックアップサーバへバックアップする。例えば，4MB のデータを 2 つに分割してパ
リティを生成する場合，重要度が高いデータならば，パリティを 2 つ生成する。この場
合，バックアップデータ量は 8MB になる。一方，重要度が低いデータならば，パリテ







































































































リストア開始からの時間を示し，例えば，T1はリストア開始 1 時間を表す。d は，1 時
間（3600 秒）あたりにリストア可能なデータ量を示す。 
リストアデータ残量 f に対して，初めの 1 時間である T1時間のリストアデータ量 d1
を算出し，f から d1 を減じて，リストアデータ残量 f1 を算出する。T2 以降も同様に算
出し，f が 0 になるまで繰り返す。この例の 後のリストアである T4 は 1 時間以下と
なる。リストア完了時に Tn を合計して，リストア時間を算出する。また，1 時間あた
りのリストアデータ量 dnは，リストア開始から時間が経過すると大きくなる。これは，
図５－４ リストア時間見積もり方法 














リストア時間見積もりフローを図５－５に示す。処理 1 で，リストアデータ残量 f を
計算する。処理 2 で，バックアップサーバ接続率 a を算出し，処理 3 で，接続可能な
バックアップサーバ数に基づき，リストアが可能か判定する。リストア不可の場合は，
処理 6 で処理時間に 3600 秒を追加して処理 2 へ戻る。一方，リストア可能な場合は，
処理 4 で，リストアデータ量 d を算出する。処理 5 で，リストアデータ残量 f を計算
する。f が 0 より大きい場合は，リストアの必要なデータが残っているため，処理時間
























沿って説明する。処理 1 でリストアデータ残量 f を算出し，処理 2 で，バックアップサ
ーバ接続率 a を算出する。次に，処理 3 で，リストアを開始できるか判定するため，接
続可能なバックアップサーバ数の期待値 paを算出する。paは複製先のバックアップサ
ーバ数を cp とした場合，式(５－１)で表される。なお， x は，実数 x の少数部を切り
捨てる床関数である。 
 	  （５－１） 
単純複製方式の場合，pa が 1 より小さいとリストアできないため，処理 6 で Tw に
3600 秒加算して処理 2 に戻る。一方，pa が 1 以上の場合は，処理 4 以降を実行する。
処理 4 では，3600 秒あたりのリストアデータ量 d を求める。リストア対象のデータサ
イズを D，リストアスループットを T，ネットワークレイテンシを l，ネットワークの
データ転送単位を ud，ネットワークのワイヤスピードに律速されるリストアデータ量
を dmaxとした場合，d は式(５－２)により表される。 
 min 3600,  （５－２） 
ネットワークレイテンシ l は，ネットワーク転送ごとに発生するため，D を ud で割
った回数分かかる。また，係数 k はリストアに必要な通信回数を示す。なお， x は，
実数 x を切り上げる天井関数である。また，min(x, y)は，x または y のいずれかの小さ
い方を値とする関数である。次に，処理 5 で，リストアデータ残量 f を算出して f が 0
より大きい場合は，処理 6 を実行して処理 2 へ戻る。これを f が 0 以下になるまで繰
り返す。 後に処理 7 で， 後のリストア時間 tl を算出し，Twと合計してリストア時






3600	 	 	 	 	 , 0




分割複製方式のリストア時間 Tdの見積もりを説明する。処理 1 でリストアデータ残





  （５－４） 
分割複製方式は，pbが 1 より小さい場合，データをリストア出来ないため，処理 6 で
Td に 3600 秒加算して処理 2 に戻る。一方，pb が 1 以上の場合，処理 4 へ移る。処理
4 では，分割複製方式で 3600 秒あたりにリストアできるリストアデータ量 d を求め
る。リストア対象のデータサイズを D，リストアスループットを T，ネットワークレイ
テンシを l，ネットワークデータ転送単位を ud，ネットワークのワイヤスピードに律速
されるリストアデータ量を dmaxとした場合，d は式(５－５)により表される。 
 min 1
3600,  （５－５） 
ネットワークレイテンシ l は，全体複製方式と同様に，ネットワーク転送ごとにかか
るため，D を ud で割った回数分かかる。さらに，D はデータチャンク数 ecd で分割さ
れている。また，通信回数を示す係数 k も，単純複製方式と同様となる。これ以降の処





















格納ファイル数 1,000,000 ファイル 
平均ファイルサイズ 80 KB, 8MB 
メタデータサイズ 1 KB 
リストアスループット 4 MB/s 
ネットワークレイテンシ 40 ミリ秒 
ファイル毎の 大バックアップサーバ数 8 サーバ 
単純複製の複製数 
(1) 2 複製 
(2) 4 複製 











を 40 ミリ秒とした。ネットワークデータ転送単位は，TCP のウィンドウサイズの 大








のデータをリストアするため，式(５－２)と式(５－５)の k は 3 となる。一方，ユーザ
データは，ユーザデータ本体のリストアのみのため，k は 1 となる。 
以降は，単純複製方式を lR で表し，分割複製方式を mDnP で表す。また，メタデー
タとユーザデータのデータ複製方式を「メタデータ:ユーザデータ」で表す。例えば，



















ップサーバ接続可能率を示す。WEB サイトには，発災後 18 時間経過した 3 月 12 日 9
時からのデータが開示されている。そのため，それまでの時間は 0%とした。それ以降
の開示されていない時刻は，線形補完による推定値を用いた。また，バックアップサー













































































トア開始に 低限必要なバックアップサーバ接続可能率と 8 台のバックアップサーバ
を用いた場合の台数について，表５－３に示す。全体複製方式の場合，バックアップサ
ーバ再起動率が 1/l に達すると，リストアが可能になる。例えば，2R の場合，バック
アップサーバ接続可能率が 1/2（50%）でリストアを開始できる。従って，今回の評価

























2R 50.0 % 4 78 hours 
4R 25.0 % 2 56 hours 
8R 12.5 % 1 45 hours 
2D2P 50.0 % 4 78 hours 






ータ量が同じ 4R:4R と 2D6P:2D6P を比較すると，2D6P:2D6P のリストア時間が短
い。これは，データチャンクやパリティチャンクを並列に取得できるためである。2R:2R
図５－７ 平均 80KB ファイルのリストア速度（同一複製方式適用） 










































































と 8R:8R を比較すると，バックアップデータ量は 4 倍になるが，リストアスループッ






タのリストアを開始できるためである。例えば，2R:2D2P と 8R:2D2P のリストアスル
ープットを比較すると，8R:2D2P のリストアスループットは約 1.5 倍となった。また，
メタデータのバックアップ容量を増加させても，全体のバックアップ容量はほとんど
増加しない。さらに，パリティチャンクサーバ数が多い方が，並列にチャンクを取得で






REC2の 8R:2D6P のバックアップデータ量はほぼ同じだが，8R:2D6P のリストアスル





























平均 80KB の場合と比較して，平均 8MB の場合は，分割複製方式のリストアスループ
ットが大幅に高くなる。これは，ファイルデータのリストアにおいて，チャンクを並列
に取得する効果が高いためである。例えば，4R:4R と 2D6P:2D6P のリストアスループ
ットを比較する場合，平均 80KB のファイルのリストアでは，2D6P:2D6P のリストア
スループットは 1.1 倍程度となっている。一方，平均 8MB のファイルのリストアでは，












は 1.05 倍となっている。一方，2R:2D2P と 2R:2D6P を比較すると，2R:2D6P のリス
トアスループットは 2.67 倍となっている。このように，大サイズのファイルをリスト
アする場合は，ファイルデータのリストアが支配的であり，メタデータの複製数を増加
させても高い効果が得られないことが分かった。 も高速にリストアできる 8R:8R と
図５－９ 平均 8MB ファイルのリストア速度（同一複製方式適用） 
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いて，本研究にけるアプローチを示した。以下，3 章から 5 章においては，2 章で指摘
した問題点を解決する方式について提案して評価した。 
 









ーケンシャルアクセスでは，2 倍から 6 倍のスループットを達成した。この結果から，
提案方式による，オペレーティングシステムの高速化の効果を確認した。 
 











1.1 倍から約 2 倍の処理スループットを達成できることが分かった。この結果から，提
案方式によるデータ容量削減プログラムの高速化の効果を確認した。 
 

















また，本研究で提案した SCC 処理，PDBP 方式，REC2 を全て導入したファイルサ
ーバのファイルアクセス速度を考察する。SCC 処理と PDBP 方式を合わせた場合，重
複排除済みファイルが参照する共有ファイルのファイルデータを共有キャッシュデー
タにできるため，クローンファイルと同様に，SCC 処理によって重複排除済みファイ















さらに，本研究で提案した SCC 処理，PDBP 方式，REC2 を全て導入した場合のシ
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