We use the modular decomposition to give O(n(m + n)) algorithms for finding a maximum weighted clique (respectively stable set) and an approximate weighted colouring (respectively partition into cliques) in a (P5, P5)-free graph. As a by-product, we obtain an O(m+n) algorithm for finding a minimum weighted transversal of the C5 in a (P5, P5)-free graph.
The two other problems are obtained from the preceding ones by replacing "clique" by "stable set" and vice-versa. It is quite easy to notice that solving the weighted clique problem in (G, w) is the same as solving the stable set problem in (G, w), and that the same observation is valid for the other two problems. Therefore, we will deal only with the problems concerning the weighted clique and weighted colouring.
These problems are both NP-complete problems, but it is proved (see [6] ) that they become polynomial while restricted to perfect graphs, i.e. graphs for which the (unweighted) clique and chromatic number are equal for any induced subgraph. Unfortunately, the algorithms are not combinatorial and therefore not efficient in practice. This is the reason why, even for perfect graphs, algorithms for solving these problems are still searched and good results are obtained only for particular classes of graphs.
One of them is the class of (P 5 , P 5 , C 5 )-free graphs, for which efficient algorithms are known due to Hoàng (see [7] for algorithms on perfectly orderable graphs, and [8] for a proof that (P 5 , P 5 , C 5 )-free graphs are perfectly orderable). These algorithms essentially use the fact that no C 5 is induced in the graph, therefore they cannot be easily extended to (P 5 , P 5 )-free graphs. But we can consider applying these algorithms for some suitable parts of a (P 5 , P 5 )-graph, and combining the results to solve the problems for this more general class. The aim of this paper is to offer an exact solution for the weighted clique problem and an approximate one for the weighted colouring problem.
To this end, we will call weight of a set U ⊆ V the quantity x∈U w(u) and weighted clique number of G (notation ω w (G)) the maximum weight of a clique (such a clique is then called a maximum weighted clique). The number of weighted colours used in a weighted colouring (S 1 , . . . , S t , y 1 , . . . , y t ) will be the value t i=1 y i , while the weighted chromatic number of G (notation χ w (G)) will denote the minimum number of weighted colours in a weighted colouring (i.e. the optimum value asked in the weighted colouring problem). Grötschel and al. [6] showed that for perfect graphs the equality ω w = χ w holds for the graph itself as well as for any of its induced subgraphs.
Algorithms
For all the definitions not given here (clique, stable set, P 5 , C 5 , . . .) the reader is referred to [5] .
Let us consider an arbitrary graph G = (V, E). A non-empty set M of vertices is called a module if every vertex in V \ M is either adjacent to all the vertices in M , or to none of them (the singletons are considered trivial modules). We say that M is a strong module if, for any other module A, the intersection of M and A is empty or contains one of the modules. The vertex set of any graph can be uniquely partitioned in maximal strong modules, as shown in [1] ; therefore, we can associate to each graph G = (V, E) a unique rooted decomposition tree T G as follows. Note V = {v 1 , v 2 , . . . , v n }. Every node of T G corresponds to a module, and is labeled with this module. The root is V , while the leaves are {v i }, i = 1, 2, . . . , n. The children of every internal node M (including the root) are the maximal strong modules which partition M . A graph whose decomposition tree contains no vertex but V and the leaves is called prime.
Consider M a node in T G and A 1 , A 2 , . . . , A s all its children. The representative graph G M of M is the subgraph induced in G by a set of cardinality s containing exactly one vertex
Consider now a (P 5 , P 5 )-free graph G = (V, E), and let us regard the induced cycles on five vertices. If we follow [4] to call buoy a graph H obtained from a C 5 by replacing every vertex with a non-empty set (which will therefore be a module of H), then it is easy to see that for G:
Lemma 1 Every C 5 is contained in a buoy whose vertices form either V or a module of G. Now, for a (P 5 , P 5 )-free graph, the representative graph of any internal node M in T G is either a C 5 or a prime (P 5 , P 5 , C 5 )-free graph.
Finding a maximum weighted clique
Consider a weighted (P 5 , P 5 )-free graph (G, w) and suppose that T G is already built. For the leaves of T G we already have the weighted clique numbers of the induced graphs: they equal the weights. By performing a post-ordered traversal of the graph, the weighted clique number of [M ] G (and the corresponding clique) may be easily calculated for every node M of T G . To this end, it is sufficient to suppose the problem solved for the children of the node M and to take the two cases:
is the maximum sum of the weighted clique numbers corresponding to two adjacent children of M in T G ; the clique is the union of the two respective cliques.
• G M is a prime (P 5 , P 5 , C 5 )-free graph; then we use Hoàng's algorithm [7] to find both the maximum weighted clique and the weighted clique number.
As proved in [2] , [9] , the construction of the modular decomposition tree T G takes O(m + n) time, and T G has O(n) nodes (where m and n represent, as usual, the number of edges, respectively of vertices of the graph). The post-ordered traversal of a graph H usually needs O(m H ) operations, but since T G is a tree this complexity reduces to O(n TG ), that is O(n). In any of the two cases above, ω w ([M ] G ) is computed after at most O(n GM (n GM + m GM )) operations. Then the total complexity is in O(n(n + m)).
Finding a minimum weighted colouring
If we try to apply a similar algorithm for coloring a (P 5 , P 5 )-free graph, we quickly arrive to a very difficult problem: how to combine the different colourings we have for the children of a node M of T G in order to guarantee that the colouring of [M ] G will be optimum? In [4] , an example is given to show that, even for unweighted colourings and very regular graphs, the answer is not easy to find. But an interesting solution exists: to split the graph into two subgraphs, one of them being a (P 5 , P 5 , C 5 )-free graph, and the other one simply a (P 5 , P 5 )-free graph. For the first one, Hoàng's weighted colouring algorithm may be applied to find a minimum weighted colouring. The second one should be split again (if it contains some C 5 ) and so on. Finally, the whole graph will be coloured, with a number of weighted colours that we estimate below.
To split the graph, we need a transversal W T of the C 5 in G, i.e. a set of vertices which intersects any C 5 of the graph. After removing the transversal from G, the remaining graph is (P 5 , P 5 , C 5 )-free. So G − W T and W T form the couple of graphs we are looking for. Now, since we have no approximation of the weighted chromatic number of G except for the lower bound ω w (G), we will relate our approximate colouring number to ω w (G).
Lemma 2
Proof. As shown in [4] , the lemma is true when w(v) = 1 for each v ∈ V . Consider then the graph G 0 obtained from G by replacing every vertex with a clique of order w(v), and its subgraph W T 0 which corresponds to the initial W T . Give the weight 1 to each vertex of G 0 and apply the particular case of the lemma. Then ω(W T 0 ) ≤ ω(G 0 ) − 1. But ω w (W T ) = ω(W T 0 ) and ω w (G) = ω(G 0 ). So we have the desired inequality.
Then the number of weighted colours in our colouring, denoted ∆, will satisfy the relation
The same reasoning will be valid for W T and all the other transversals, so using the preceding lemma we will have:
Consequently, it is sufficient to have a minimal transversal in order to find a weighted colouring with a number of weighted colours of order ω w (G) 2 (and examples exist to show that the weighted chromatic number does not always linearly depend on the weighted clique number).
To this end, we mainly use the idea in the preceding section to build a transversal W T of G, which will have better properties that our algorithm needs (since it will be of minimum weight), but it will still be obtained in linear time. The algorithm below considers every vertex according to a post-ordered traversal. If the vertex does not correspond to a buoy (i.e. its representative graph is not a C 5 ), then it is ignored; if it does correspond to a buoy, the set A i with smallest weight is added to the transversal W T and removed from T G . Again, we must calculate a weight for every node M of the decomposition tree; but this time w(M ) is, as defined in the introduction part, exactly the sum of weights of elements in M .
The description of the complete algorithm is as follows:
It is quite easy to see that W T is a minimal transversal. Anyway, this affirmation is also a consequence of the property of W T to be a minimum weighted transversal, that we prove below.
Complexity. The most expensive operation in the algorithm Transversal is the construction of T G , so Transversal needs O(m + n) operations. To compute the complexity of the weighted colouring algorithm described above, it is sufficient to notice that Transversal will be called at most n times, and that the (P 5 , P 5 , C 5 )-free subgraphs H i (1 ≤ i ≤ n), optimally coloured using Hoàng's algorithm, are vertex disjoint. Then the complexity is in
Finding a minimum weighted transversal
This is done by the algorithm Transversal, as proved by the following lemma:
Lemma 3 The set W T built by the algorithm Transversal is a minimum weighted transversal.
Proof. We will prove an equivalent statement: the graph G ′ induced in G by V − W T is a maximum weighted subgraph with no C 5 .
It is easy to see that immediately after processing the node M of T G (according to the postorder), its subtree corresponds to a subgraph of G with no C 5 . When M is the root, we have that G ′ has no C 5 . So, it remains to prove that G ′ has maximum weight. To this end, we use an induction on the number of vertices of G. So, we suppose that the Lemma 3 is valid for all the weighted graphs with cardinality less than |V (G)|, and we prove it for G. By contradiction, suppose that G ′ is not of maximum weight. Then, there exists at least one C 5 -free induced subgraph F = (V (F ), E(F )) of G with greater weight. Without loss of generality, we may choose F such that the weights of V (F ) and V (F ) ∩ V (G ′ ) are maximum. We firstly prove that:
If this is not true, take y ∈ V (F ) \ V (G ′ ). Since y is not in G ′ , the algorithm removed it. Let M be the ancestor of y in T G which is the closest to the root with the following two properties:
• G M is a C 5 ;
• y ∈ A 1 , where A 1 is the child of M removed by the algorithm.
If we denote now by A 2 , . . . , A 5 the other children of M , we have that A 2 , . . . , A 5 ∈ V (G ′ ) (otherwise M is not the greatest with the two indicated properties). Then y and A 2 , . . . , A 5 form a buoy in F , a contradiction.
So we can consider x an arbitrary vertex of V (G ′ ) \ V (F ). Since F is of maximum weight, F + x must have some induced C 5 , all of them containing x. By Lemma 1 for F + x, these 5-cycles must form a buoy B whose strong modules are denoted A 1 , . . . , A 5 such that A 1 = {x}. Let M be the least common ancestor in T G of the vertices in B, and D 1 , . . . , D 5 its children in T G such that We then deduce that G ′ is a maximum weighted C 5 -free subgraph of G, therefore W T is a minimum weighted transversal.
