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Supplementary Information 
Appendix S1: Model descriptions 
Rate models 
The following describes the model used to estimate rate of change in biomass and native and exotic 
projective foliage cover. For brevity, we outline how the parameters of this model can be 
interpreted in terms of biomass change.  
 
Our observations were snapshots in time of live biomass, 𝑌, in each plot 𝑖 and census 𝑡. The change 
in these observations through time is dependent on an underlying, and unobserved, rate process. 
We attempt to model these rates by first modelling the observed data as a random realization from 
a log-normal distribution:  
𝑌𝑖,𝑡 ~ 𝐿𝑁(𝜇𝑖,𝑡 , 𝜎𝑜𝑏𝑠),   (1) 
where 𝜇𝑖,𝑡 is the predicted log biomass for each plot-census combination and 𝜎𝑜𝑏𝑠 is the standard 
deviation of the estimated observation error (i.e. residual error). 
We modelled 𝜇𝑖,𝑡 as:  
𝜇𝑖,𝑡 =  log (𝑌𝑖,𝑡=0) +  𝜆𝑖,𝑡 ×  𝑦𝑒𝑎𝑟𝑡,   (2) 
where, 𝑌𝑖,𝑡=0 is the initial biomass for plot 𝑖 at the beginning of the experiment, 𝑡 = 0, 𝜆𝑖,𝑡 is the log 
rate of annual biomass change for each plot 𝑖 at time 𝑡, and 𝑦𝑒𝑎𝑟 is the year the observation was 
made,  with the first year being zero. We modelled the log rate of annual biomass change, 𝜆𝑖,𝑡, as a 
varying intercept model encompassing three levels of random effects (site, plot, year) and covariates 
NPK (plot level treatment) and GSP (a time varying site level covariate): 
𝜆𝑖,𝑡 = 𝛼𝑗[𝑖] + 𝛽1  ×  𝑁𝑃𝐾𝑖 + 𝛽2  ×  
𝐺𝑆𝑃𝑗[𝑖],𝑡−1
2 × 𝑆𝐷(𝐺𝑆𝑃𝑗[𝑖],𝑡)
 +  𝛽3  ×  𝑁𝑃𝐾𝑖  × 
𝐺𝑆𝑃𝑗[𝑖],𝑡−1
2 × 𝑆𝐷(𝐺𝑆𝑃𝑗[𝑖],𝑡)
 + 𝜀𝑡 +  𝜀𝑖. (3) 
Here, we centred GSP on 1 and standardized it by two standard deviations (Gelman & Hill 2007). 
Standardizing allows GSP effect sizes to be compared with binary covariates (NPK) and centring 
allows site intercepts, 𝛼𝑗[𝑖], to be interpreted as the control plot average log rate of biomass 
production when site 𝑗 is at  the long-term average GSP. 𝛽1 is the effect of annual NPK addition, 𝛽2 is 
the centred and standardized effect of GSP, 𝛽3 is the interactive effect of nutrient addition and GSP. 
In addition to this we have two additional error terms, 𝜀𝑡 and 𝜀𝑖  which describe the unexplained 
variation between years and between plots, respectively. 
 
Varying site intercepts, 𝛼𝑗, were drawn from a normal distribution: 
𝛼𝑗~ 𝑁(𝛽0,𝜎𝑠𝑖𝑡𝑒),   (4) 
where 𝛽0 is the mean control plot rate of biomass production across all sites and 𝜎𝑠𝑖𝑡𝑒 is the 
associated standard deviation. Residual year, 𝜀𝑡, and plot, 𝜀𝑖, level variation was estimated from 
normal distributions centred on zero and 𝜎𝑦𝑒𝑎𝑟 and 𝜎𝑝𝑙𝑜𝑡, respectively: 
𝜀𝑡~ 𝑁(0,𝜎𝑦𝑒𝑎𝑟)   (5)  
𝜀𝑖~ 𝑁(0,𝜎𝑝𝑙𝑜𝑡)   (6) 
 
Richness models 
The following describes the model used to estimate how native and exotic richness varied across 
sites, NPK treatment and GSP. The structure of this model is very similar to the rate models above, 
except this time we are not modelling covariate effects on rates of change, but rather observed 
differences.  
 
Our observations were of native and exotic richness, 𝑌, in each plot 𝑖 and census 𝑡. We modelled 
these observations as random realizations from a negative binomial distribution:  
𝑌𝑖,𝑡 ~ 𝑁𝐵(𝜆𝑖,𝑡 , 𝜙),   (7) 
where 𝜆𝑖,𝑡 is the predicted richness for each plot-census combination and 𝜙 is the dispersion 
parameter that accounts for over-dispersion in the count process. 
We modelled the predicted richness, 𝜆𝑖,𝑡, as a varying intercept model encompassing three levels of 
random effects (site, plot, year) and covariates NPK (plot level treatment) and GSP (a time varying 
site level covariate): 
𝜆𝑖,𝑡 = exp(𝛼𝑗[𝑖] + 𝛽1  × 𝑁𝑃𝐾𝑖 + 𝛽2  × 
𝐺𝑆𝑃𝑗[𝑖],𝑡−1
2 × 𝑆𝐷(𝐺𝑆𝑃𝑗[𝑖],𝑡)
 +  𝛽3  ×  𝑁𝑃𝐾𝑖  × 
𝐺𝑆𝑃𝑗[𝑖],𝑡−1
2 × 𝑆𝐷(𝐺𝑆𝑃𝑗[𝑖],𝑡)
 + 𝜀𝑡 +  𝜀𝑖).
 (8) 
Like the rate models above, we centred GSP on 1 and standardized it by two standard deviations. 
This allowed site intercepts, 𝛼𝑗[𝑖], to be interpreted as the control plot richness when site 𝑗 is at the 
long-term average GSP. 𝛽1 is the effect of annual NPK addition, 𝛽2 is the centred and standardized 
effect of GSP, 𝛽3 is the interactive effect of nutrient addition and GSP. In addition to this we have 
two additional error terms, 𝜀𝑡 and 𝜀𝑖  which describe the unexplained variation between years and 
between plots, respectively. 
 
Varying site intercepts, 𝛼𝑗, were drawn from a normal distribution: 
𝛼𝑗~ 𝑁(𝛽0,𝜎𝑠𝑖𝑡𝑒),   (9) 
where 𝛽0 is the mean control plot richness across all sites and 𝜎𝑠𝑖𝑡𝑒 is the associated standard 
deviation. Residual year, 𝜀𝑡, and plot, 𝜀𝑖 , level variation was estimated from normal distributions 
centred on zero and 𝜎𝑦𝑒𝑎𝑟 and 𝜎𝑝𝑙𝑜𝑡, respectively: 
𝜀𝑡~ 𝑁(0,𝜎𝑦𝑒𝑎𝑟)   (10)  
𝜀𝑖~ 𝑁(0,𝜎𝑝𝑙𝑜𝑡)   (11) 
 
Bayesian implementation and prior distributions of parameters 
We used Bayesian inference for all models and therefore needed to specify prior distributions for 
model parameters. 𝛽0 and the regression coefficients, 𝛽1, 𝛽2 and 𝛽3, were each drawn from normal 
distributions with a mean of zero and standard deviation of 2.5. Prior standard deviations 𝜎𝑜𝑏𝑠, 𝜎𝑠𝑖𝑡𝑒, 
𝜎𝑦𝑒𝑎𝑟 and 𝜎𝑝𝑙𝑜𝑡 were each sampled from half-Cauchy priors with scale parameters of 2.5. The 
dispersion parameter, 𝜙, in the richness models was sampled from a half-Cauchy prior with a scale 
parameter of 5. We used these half-Cauchy priors in order to prevent over-inflated estimates of 
variance due to the relatively small number of sites and plots (Gelman 2006).  
 
Models were fitted in R 3.2.4 using package rstan version 2.9.0-3 (Stan Development Team 2015). 
Each model executed three MCMC chains and were run for a total of 2,000 iterations. The first 1,000 
iterations were discarded as ‘warm up’ and convergence was determined using both visual 
inspection of chains and reference to the Brooks-Gelman-Rubin convergence diagnostic (Brooks & 
Gelman 1998). 
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