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Abstract—In this paper, we report on the results of experiments
with an implementation of H-P2PSIP, which allows the exchange
of information among different DHTs (Distributed Hash Tables)
making use of a hierarchical architecture. This paper validates
our previous H-P2PSIP proposal in an environment with a real
TCP/IP stack close to a real scenario. The results show how
the benefits of this real H-P2PSIP implementation in terms of
routing performance (number of hops), delay and routing state
(number of routing entries) are better than a flat DHT overlay
network and how the exchange of information among different
DHT overlay networks is feasible.
Keywords-Hierarchical DHT, P2PSIP, Implementation, Evalu-
ation, Performance.
I. Introduction
The traffic related with Peer-to-Peer overlay networks has
increased considerably last years. Thus, the research related
with Peer-to-Peer in the Internet and how to measure accu-
rately this kind of traffic [1] is currently a hot topic. Many
applications generate Peer-to-Peer traffic in Internet, where
the most relevant ones are probably eMule [2] with its KAD
network [3], Bittorrent [4], [5] and Skype [6], [7]. Some of
them are based on the same Peer-to-Peer network, such as
trackerless Bittorrent or KAD network from eMule that make
use of Kademlia [8], but they cannot establish communication
among them although their purpose is the same.
H-P2PSIP [9], [10] presents an architecture based on two
levels of hierarchy, which takes into account the ongoing
design on the IETF P2PSIP Working Group. The P2PSIP WG
aims to develop a protocol that allows the implementation of
any Peer-to-Peer network but it does not consider the exchange
of information between different domains based on different
DHTs. The main usage expected for P2PSIP is a distributed
replacement of SIP [11], [12], although P2PSIP has the flexi-
bility to support other ones [13], [14]. Our proposal consist on
a hierarchical DHT architecture that allows the exchange of
information between different heterogeneous DHTs deployed
in different domains, (see Figure 1). The idea is to support
the exchange of information between different domains. In
relation with a SIP usage, our hierarchical architecture replaces
some of the proxy/registrar SIP functionalities.
This proposal is analysed mathematically and validated
through simulation in [9], [10]. However, if we consider the
complexity of Peer-to-Peer technologies due to their decen-
tralised architecture, an implementation with a real TCP/IP
stack is necessary to have a full validation of this proposal. In
this paper, we report on the results obtained from a real im-
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Fig. 1. H-P2PSIP architecture
plementation of our H-P2PSIP proposal. This implementation
verifies that the exchange among different DHT overlays is
possible without losing performance in terms of hops, delay or
routing state. Furthermore, the hierarchical DHT architecture
can be used to develop additional features and services with
the flexibility offered by H-P2PSIP, since any DHT can be
used if desired.
The structure of this paper is as follows. Section II summa-
rizes the related work with respect to the topic of hierarchical
Peer-to-Peer networks. A description of H-P2PSIP is given
in Section III, detailing the key points of the proposal and
helping to understand the results provided in this paper.
Section IV explains the main development steps to implement
H-P2PSIP. Section V describes the scenario used to validate
the implementation. The results obtained from our experiments
are detailed in Section VI. Finally, Section VII summarises the
conclusions and future work related with this paper.
II. Related Work
One of the first and more relevant publications in hierar-
chical Peer-to-Peer networks is the work in [15]. This paper
describes the benefits of hierarchical Peer-to-Peer networks
and presents a mathematical analysis. Subsequently, other
publications related with hierarchical Peer-to-Peer networks
have been published. For instance, Hieras [16] minimizes in a
multilevel hierarchy the delay experienced by queries. Hieras
groups each level of the hierarchy according to the delay
among peers; the higher is the delay among peers, the higher is
the level of the hierarchy where they are grouped. Queries are
launched in the lowest level of the hierarchy and if a resource
is not found, the next level is used. The main drawback of
Hieras is the increase of routing state and maintenance traffic
Prefix-ID (n-bits) Suffix-ID (m-bits)
Fig. 2. Hierarchical-ID
in all peers, since each peer needs to maintain each level
of the hierarchy. Other issues related with hierarchical ring
topologies are published in [17]. Additional improvements and
algorithms that are more complex can be used if necessary.
Cyclone [18] builds a hierarchical DHT overlay network in
similar manner with respect to [16]. However, it assures
that the number of links maintained by each peer is similar
to the flat counterpart. Other approaches (i.e., Canon [19])
optimize the delay, but they limit the Routing State that is
maintained by peers. Unfortunately, in most of these proposals,
the design of the hierarchical architecture is heavily coupled
to the DHT used to build the hierarchy. Our proposal, H-
P2PSIP [9], [10], offers a great flexibility at this point since
the architecture does not depend on the DHTs being used.
In addition, different types of DHT networks can be used
if necessary without compromising the performance of the
proposed design. We demonstrate these advantages of H-
P2PSIP with the implementation presented in this paper.
III. H-P2PSIP
H-P2PSIP [9], [10] defines a hierarchical DHT overlay net-
work composed of two levels of hierarchy; an example is given
in Figure 1. The purpose of this two-level hierarchy is the
exchange of information among different domains where any
DHT overlay network is deployed inside of them. The lower
level is composed of different domains that want to exchange
information among them. Each domain is independent of the
others; therefore, the peers in each domain implement a DHT
overlay network according to the domain preferences. Thus,
the DHT overlay network can be different in each domain.
On the other hand, the upper level is composed of only
one DHT overlay network, named Interconnection Overlay.
This Interconnection Overlay provides a service similar to a
directory service among the different domains from the lower
level of the hierarchy. The purpose of this Interconnection
Overlay is to route the queries among different domains
when a peer of one domain wants to retrieve information
stored in other domain. This Interconnection Overlay can
be based on any DHT overlay network. In order to support
these functionalities, H-P2PSIP uses a hierarchical space of
identifiers composed of Hierarchical-IDs (see Figure 2). A
Hierarchical-ID contains two concatenated IDs: a Prefix-ID
and a Suffix-ID.
The Prefix-ID is used to route queries in the Interconnection
Overlay among the different domains. This implies that all the
peers or resources belonging to the same domain share the
same Prefix-ID. On the other hand, the Suffix-ID is used only
in the domain where a peer is attached and permits to localize
any resource in the overlay network of that domain. Thus, this
design allows the routing of queries among different domains.
When searching for a resource in another domain, the query
is routed to the desired domain using the Prefix-ID. Finally,
the desired resource in the external domain is found through
the Suffix-ID.
A. Hierarchical-ID generation
The next paragraphs explain how we generate the Node-IDs
and Resource-IDs (based on Hierarchical-IDs) by applying
hash functions to a regular URI. The starting point for this
discussion is that each domain has a domain name (e.g.,
example.com) and its resources are identified by an URI (e.g.,
resource@example.com).
Node-ID generation. A Node-ID identifies each node par-
ticipating in the overlay network of a domain. The generation
of a Node-ID depends on the security level desired in the sys-
tem. If we have a domain named example.com, the Prefix-ID
is generated as follows: Prefix-ID=hash(example.com).
This construction of the Prefix-ID allows its generation if
the domain that wants to be contacted is known in advance.
On the other hand, the Suffix-ID must be different for each
peer. Several mechanisms exist to generate this Suffix-ID.
One option is to apply a hash function to some parameter
(e.g., Suffix-ID=hash(ip_address)), but this option is
not completely secure. A secured solution implies a central
authority that assigns Node-IDs with signed certificates. The
central authority uses a random number generator for Suffix-
IDs and avoids unnecessary Node-ID collisions tracking the
previously generated IDs.
Resource-ID generation. If we have a resource associ-
ated to a regular URI such as resource@example.com, a
Hierarchical-ID can be created using this URI. The Prefix-
ID in a Resource-ID must have the same value used in the
Node-IDs. In fact, this is possible since the URI contains
the domain where the resources are located. Therefore, the
Prefix-ID must be: Prefix-ID=hash(example.com). On the
other hand, the Suffix-ID must be different for each resource
if possible; thus, the Suffix-ID is generated hashing the whole
URI: Suffix-ID=hash_a(resource@example.com). The
hash functions hash and hash_a can be identical or different.
Once the mapping between the URIs and Hierarchical-IDs is
established, any resource can be stored with its Resource-ID
and the original URI in order to perform disambiguation in
resources with the same Resource-ID. Taking into account
this Resource-ID generation, the information associated to a
domain is stored in that domain since Resource-IDs are couple
to each domain through the Prefix-ID. However, it is possible
to store pointers to resources from other domains if necessary.
B. Super-Peer role in H-P2PSIP
Super-peers are necessary to interconnect the different do-
mains and to route the queries among these domains; see
Figure 1. We mentioned previously how the routing is based
on the defined Hierarchical-ID, and now we explain how to
use this Hierarchical-ID. In order not to overload most of the
peers with additional tasks, we use super-peers to realize the
necessary additional operations. Basically, super-peers forward
the queries to the right external domain specified in the
query. The super-peers must participate in the Interconnection
Overlay as well as in their own domain as regular peers. Taking
into account the role of super-peers, their main tasks are
enrolment and maintenance operations in the Interconnection
Overlay and forwarding of inter-domain queries. Since super-
peers have to manage the Interconnection Overlay, they have
to manage an additional overlay routing table in addition to
the regular that peers use to perform queries inside their own
domain. The forwarding of queries implies a higher load in
terms of CPU and bandwidth consumption in super-peers.
An open issue is the management of super-peers. H-P2PSIP
suits very well to create a distributed VoIP signalling protocol
where the location information is stored in the DHTs of
the different domains (different usages can be also applied
to H-P2PSIP if desired). Considering VoIP scenarios, two
scenarios mainly require attention: operator-based scenarios
or community networks based scenarios. In operator-based
scenarios, operators want the control of super-peers to get
track of whole signalling in order to charge users. Therefore,
operators have to provide the necessary super-peers and take
care of their full availability since they are the key for charging
users. On the other hand, in community networks based
scenarios, a mechanism is necessary to select the most suitable
super-peers dynamically and perform load balancing among
them. There are several published proposals on the selection
of super-peers in a proper way [20]–[22]. These mechanisms
can be integrated in the maintenance operations of any Peer-
to-Peer protocol if necessary.
C. Signalling - URI based routing
The H-P2PSIP signalling is associated to all the operations
in the overlay network. However, the most interesting opera-
tions are the storage and retrieval of resources. An example
of the signalling on the proposed hierarchical scenario is
shown in Figure 3 (the figure omits the intermediate hops in
each DHT). Several aspects are taken into account in order
to understand the signalling flow. The peer in domain.a
performs the storage operation inside its domain. Later, peer
in domain.b requests the information of user1@domain.a.
Here, an important issue is that the query in the Fetch
message contains the whole URI as plain text. This method
allows rebuilding the Hierarchical-ID independently of the
hash function used in the different domains. Thus, once the
super-peer in domain.b receives the query, it performs a query
of hash(domain.a) in order to obtain the information related
with the super-peers in domain.a through the Interconnection
Overlay. Inside this query, the hash used in the other domain
(hasha) is included and a request for the desired item is
built as hash_a(user1@domain.a) and sent to the super-
peer in domain.a. The super-peer from domain domain.a
forwards the information to its overlay and waits for the
answer. Once the answer is received, the super-peer from
domain.a forwards the resource information to the super-peer
from domain.b. Finally, the super-peer from domain.b sends
the response to the peer that generated the original query. This
response path is the same that the request path in order to be
compliant with the ongoing design in the IETF P2PSIP WG.
Fig. 3. H-P2PSIP Signalling
Additionally, the example shows a possible SIP usage of H-
P2PSIP, since H-P2PSIP is used to locate the end-points of the
communication, replacing the SIP proxy/registrar functional-
ities. Later, a direct legacy SIP point-to-point negotiation is
established to setup the parameters for a VoIP call. Finally,
we highlight that the signalling can be transmitted over TLS
[23] /DTLS [24] to increase the security and to avoid URI
tracking from adversaries.
D. Characteristics of H-P2PSIP
H-P2PSIP proposal has several advantages. In order to see
these advantages, we compare it with a flat overlay network
counterpart. First, the operations or primitives of the DHTs
used in H-P2PSIP are not modified. The routing state in
legacy peers does not increase with respect to a flat overlay
network because the number of maintained peers per overlay
network is the same. It is not necessary to store information
of peers from other domains; peers only need to store their
super-peer to reach them. Hence, the number of the peers in
each domain limits the number of routing entries, although
connectivity with other P2PSIP domains is possible, which
was a prerequisite in the design rules. If we consider that the
Routing State in a Peer-to-Peer network usually depends on
the logarithm of the number of peers, we have the fact that
the Routing State in our approach is O(logBM) where M
is the number of peers in a domain (B is the base of the ID
space). If we compare this Routing State with a single flat
P2PSIP domain that contains all P2PSIP domains, we obtain
that the number of peers in the flat overlay network is M ·K,
where K is the number of domains and the Routing State is
increased up to O(logB(M ·K)). Thus, using the hierarchical
architecture, legacy peers save logB(K)/logB(M ·K)·100% of
overlay routing entries in comparison with the flat counterpart.
In addition, the Routing State is independent with respect the
number of P2PSIP domains, which is also interesting.
The drawback of this approach is the overload of super-
peers [25]. This fact implies the maintenance of a larger
amount of information with respect to the peers. Actually, our
super-peers have to maintain two routing tables: a routing table
of size O(logBM) for their own domain and a routing table of
size O(logBK) for the Interconnection Overlay. In this case,
the Routing State in super-peers is O(logBM)+O(logBK) =
O(logB(M ·K)), this values corresponds with an equivalent
flat overlay network with all peers of the different domains.
Therefore, the only drawback with respect to a completely
flat overlay network is the bandwidth and CPU consumption
associated to the forwarding and processing of queries that
belong to other domains.
IV. Implementation
Our implementation is based on the Peer-to-Peer Protocol
(P2PP) [26], [27], from the University of Columbia. We choose
this protocol because its implementation is available and it
is being used as reference with other protocols in the IETF
P2PSIP WG to design the ongoing P2PSIP protocol named
RELOAD [28]. The full details of our implementation are
too complex to be detailed here, but we highlight the key
points that are absolutely necessary to provide to P2PP the
functionalities of H-P2PSIP. The original design only supports
legacy flat overlays. Therefore, it is necessary to add support
to Hierarchical-IDs. In addition, it is also necessary to manage
the new Hierarchical-IDs. Peers have to check if their queries
target their own domain (same Prefix-ID). If the Prefix-ID
is different, the query must be forwarded to a super-peer.
We implement super-peer role by developing peers that are
attached to the overlay network from their domain and the
Interconnection Overlay. Super-peers forward the queries to
the super-peer that belongs to the destination domain accord-
ing to the defined signalling (Figure 3). One detail that is
not implemented, in order to avoid more complexity in the
development of our proposal, is the hashing method to map
URIs to Hierarchical-IDs since this mapping is straightforward
and it does not affect to the performance of our solution.
V. Scenario Setup
In order to test and develop our implementation, we have
a configurable scenario based on network emulator software.
The selected software is Modelnet [29] since offers an excel-
lent infrastructure for the debugging and testing of distributed
applications. Its emulation properties allow the repeatability
of experiments, which helps in the debug process. In addition,
it also allows emulating big core networks with different
properties (delay, probability of error, etc); this feature allows
evaluating the program in conditions closer to current Internet
with a real TCP/IP stack.
A. Modelnet setup
Our implementation is tested in a Modelnet scenario running
1000 peers, which are grouped in a number of different
domains ranging from 1 to 20 (all of them with the same
number of peers). Scenarios with fewer peers are not con-
sidered since Peer-to-Peer networks are supposed to have at
least thousands of peers. More peers are not considered due
to the limitation of our computational resources. Each peer
is deployed in an OpenVZ [30] virtual machine. The core
network that interconnects the different peers is emulated ac-
cording to the tools offered by Modelnet. Modelnet, depending
on the computational capacity, can emulate any topology with
different link properties. In order to have a topology as much
realistic as possible, the measurements provided by the IEPM
PingER project [31] are used to define the topology used in the
experiments. Different developed representative countries are
selected to build the core network of our experiment. With the
information provided by the PingER project, the links among
the different countries and their characterization (bandwidth,
delay, losses, etc) are introduced in the Modelnet core emulator
in order to have a reasonable representation of the current
Internet. This setup allows the usage of a TCP/IP stack in an
environment closer to the real world.
B. Peers setup
In our experiments, it is also necessary to reflect the peer
behaviour. The session time distributions, and churn rate of
peers are configured considering the measurements in [3].
However, we do not take the values in [3] directly but we adapt
them to our population of 1000 nodes. Therefore, according
to the previously mentioned paper, the churn rate is based
on a negative binomial distribution. However, the average
of the churn rate is scaled to the number of peers in our
experiment. If we would not perform this operation, the churn
rate would be very high for the number of peers in our
experiments since the measurements in [3] are composed by
a higher number of peers. For the query generation rate, a
Poisson distribution is used since one of the most suitable
scenarios for H-P2PSIP is VoIP and telephone calls, which
are usually Poisson distributed. The protocol used in all the
domains as well as in the Interconnection Overlay is Kademlia.
This selection allows the comparison with the equivalent flat
Kademlia counterpart of an overlay network with all peers in
all domains. The Kademlia [8] implementation found in the
P2PP protocol [27] has the following parameters, which are
the same with respect to the original implementation: B = 2,
implying that Kademlia performs routing based on a binary
tree. The size of the buckets used to store the information
of the routing entries for each level of the binary tree is
k = 20. Kademlia can perform parallel queries to several peers
when a query is being requested, the P2PP implementation
uses α = 1, thus the parallelization mechanism is not used.
One super-peer per domain with high availability (churn does
not affect super-peers) is used according to an operator-based
scenario (operators take care of the high availability) of H-
P2PSIP, which has been described previously.
VI. Results
This section presents the results obtained in scenario de-
scribed previously; but, first of all, it is necessary to explain
how experiments are conducted.
A. Experiments setup
The experiment is divided in two phases. First, we have a
transitory phase limited to 30 minutes, during this time the
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Fig. 4. Results with respect to the number domains
average number of peers needed to realise the experiment
join the hierarchical DHT network. The second phase, it is
the stationary state and it has duration of 50 minutes. In this
phase, the negative binomial distribution for join and departure
rates of peers is used as well as the Poisson distribution for
the query generation rate of peers. During this phase, the
data are collected to obtain the results that are shown in the
next section. The experiments are repeated several times (at
least 10 times) in order to obtain results with representative
95% confidence intervals and an error smaller than 10% with
respect to the estimated average of the results.
B. Routing Performance
Figure 4(a) shows the number of hops made to reach the
destination with respect to the number of domains used to
group the peers; this figure also shows this number of hops
for different values of the intra-domain hit probability (ρii).
ρii is the probability that a peer has of performing a query
inside its own domain instead of any other external domain,
this formulation comes from [9], [10]. The first important
point is the fact that the expected number of hops is close
and slightly better with respect to the simulations in [9], [10].
We explain this behaviour later. In addition, when the queries
are randomly made among the different domains (ρii=1/K),
the red continuous line with cross markers), we observe how
the number of hops starts to be smaller in comparison with
the flat counterpart (first point of the plot that corresponds to
K=1). Furthermore, as the number of domains increases, the
number of hops increases slightly but very close with respect
to the flat counterpart routing performance. This increment
is produced since ρii=1/K and the probability of looking in
other domain increases, which implies an extra number of hops
(one hop to reach the super-peer in addition to the number of
necessary hops through the Interconnection Overlay). On the
other hand, while the intra-domain hit probability increases
(ρii>1/K), the number of hops decreases since extra hops to
reach other domains are unnecessary.
Figure 5(a) shows the number of hops made to reach the
destination with respect to the intra-domain hit probability.
This plot gives a view of the effects of the intra-domain hit
probability. If the intra-hit domain probability increases, more
queries are performed in the own domain of each peer and
the average number of hops is smaller. Furthermore, the plot
gives a clear comparison of the Routing Performance with
respect to the flat counterpart, represented with a dotted blue
line with round markers, that is clearly different. We see how
the number of hops is smaller than the equivalent flat DHT.
We have also figures that show the average delay suffered
by the queries in our scenario. Figure 4(b) represents the delay
with respect to the number of domains and the figure includes
the legend for different values of ρii. We see that a certain
correlation exists among the results in Figure 4(b) and Figure
4(a). When ρii=1/K, the delay increases if the number of
domains increases. The extra number of hops needed to reach
the information in other domains causes this effect (Figure
4(a)). On the other hand, if ρii increases, the average delay
is reduced considerably since the number of queries to other
domains is reduced and fewer hops are needed. Finally, Figure
5(b) shows how the delay depends more on ρii rather than the
number of domains.
C. Routing State
In previous section, the Routing Performance and delay are
analysed; nevertheless, it is also interesting to study the load
sustained by peers to support the structure of the DHT overlay
network in order to route the queries correctly. In order to
do that, we collect the average number of routing entries of
the peers in order to estimate the information that must be
maintained by them. These routing entries not only consume
memory on peers, they also imply a bandwidth consumption
to maintain them updated. Therefore, the number of entries in
peers also reflects partially the effort undergone by peers to
assure the validity of their overlay routing information.
Figure 4(c) shows how the number of routing entries needed
decreases if the number of domains increases. This effect
is expected due to the limitations of our testbed, we must
maintain a constant number of peers in our experiments. Thus,
if the number of domains increases, the number of peers per
domain decreases and consequently the number of routing
entries per peer decreases.
On the other hand, Figure 5(c) demonstrates that the intra-
domain hit probability (ρii) has a negligible effect on the
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number of entries needed by every peer. The overlay routing
tables must be maintained with independence of this parameter
and they depend on the number of peers in the overlay
network. If the plot is examined carefully, a slight decrease of
the number of entries is observed for 5 domains and ρii=0.9.
However, it is appreciated in the figure how the confidence
interval is bigger for this value (the error here is around 10%)
and how the upper bound of the confidence interval is close to
the other values and cannot be considered an atypical value.
However, we plan to study this effect further in the future.
The number of routing entries in both figures is larger
than the values obtained in the simulations. Therefore, the
Kademlia implementation in P2PP stores in average a higher
number of routing entries rather than the Kademlia protocol
in the simulation. This fact explains the previously observed
better routing performance of the emulated experiment with
respect to the simulated experiment. More populated routing
tables in peers allow finding the destination in fewer hops.
This increment in the average number of routing entries is
motivated by some differences in the procedure to update the
overlay routing tables, which can be expected from different
implementations. Nevertheless, the obtained results are con-
sidered valid since the number of routing entries is among the
theoretically expected values [8].
In addition to these results, Figure 6(a) illustrates the
Routing State information of super-peers. The super-peers
must maintain the overlay routing table associated to the
Interconnection Overlay, in addition to the own overlay. In
fact, Figure 6(a) shows the average number of routing entries
taking into account both routing tables. The size of the overlay
routing table that belongs to the own domain is quite similar
to the given in Figure 4(c). The extra number of entries
corresponds to the overlay routing table of the Interconnection
Overlay. The difference is not very large since the number of
interconnected domains is small due to the limitations of our
testbed. In Figure 6(a), we see how the number or routing
entries decreases if the number of domains increases and how
the intra-domain hit probability affects negligibly to these
values in Figure 6(b). These results also give an overview
about the requirements in peers to support our proposal.
VII. Conclusions and Future Work
This paper presents the results obtained from our imple-
mentation of H-P2PSIP based on the P2PP [27] protocol. The
evaluation of this implementation is based on an experiment
with 1000 nodes running on a Modelnet emulation framework
using the information from PingER project.
In detail, if the queries are randomly distributed among the
different domains, the required number of hops and delay in-
creases if the number of domains increases, but they are always
below the flat overlay counterpart. This fact is really interesting
since the size of routing tables to achieve this performance is
smaller (both peers and super-peers) in comparison with the
equivalent flat overlay network. This fact is a good advantage
over the traditional flat overlay networks. However, the main
advantage of our design is the fact that any DHT overlay
network can be used in the H-P2PSIP architecture. Therefore,
each domain chooses the overlay network that suits better its
requisites, which offers a great flexibility for any deployment.
Our implementation demonstrates that the interoperability
among different overlay networks is possible, although the
price of this feature is the dependency on super-peers.
Our future work plan consists on performing measurements
with our testbed to quantify the exchanged traffic depending on
the number of domains to evaluate accurately the maintenance
scalability of our solution with respect to the bandwidth
perspective. In addition, we also plan to perform measurements
with different number of peers per domain in order to be
closer to a real operation environment. We also plan to study
super-peer selection mechanisms for DHTs networks to make
feasible our solution in community network scenarios.
VIII. Code Availability
The code of H-P2PSIP developed until this moment is
available at http://hdl.handle.net/10016/8382
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