We consider a singular stochastic control problem with state constraints that arises in problems of optimal consumption and investment under transaction costs. Numerical approximations for the value function using the Markov chain approximation method of Kushner and Dupuis [19] are studied. The main result of the paper shows that the value function of the Markov Decision Problem (MDP) corresponding to the approximating controlled Markov chain converges to that of the original stochastic control problem as various parameters in the approximation approach suitable limits. All our convergence arguments are probabilistic; the main assumption that we make is that the value function be finite and continuous. In particular, uniqueness of the solutions of the associated HJB equations is neither needed nor available (in the generality the problem is considered). Specific features of the problem that make the convergence analysis nontrivial include unboundedness of the state and control space and the cost function; degeneracies in the dynamics; mixed boundary (Dirichlet-Neumann) conditions; and presence of both singular and absolutely continuous controls in the dynamics. Finally, schemes for computing the value function and optimal control policies for the MDP are presented and illustrated with a numerical study.
Introduction.
Singular control is an important and challenging class of problems in stochastic control theory. Roughly speaking, by singular control we mean that the control terms in the dynamics of the state process need not be absolutely continuous with respect to the Lebesgue measure and are only required to have paths of bounded variation. The Hamilton-Jacobi-Bellman (HJB) equations for such problems, which are variational inequalities with gradient constraints, are typically quite hard to work with. Despite the fact that over the past twenty years there has been a significant development in the theory of weak and viscosity solutions of HJB equations for such diffusion control problems (cf. [26, 4, 15, 22, 29] ), the existence/uniqueness and regularity theory for this class of PDEs is not well understood. In view of the various applications in Mathematical Finance (cf. [11] ) and Stochastic Networks (cf. [14] ) that lead to singular control, it is particularly important to develop methods for numerical approximations for such control problems.
Over the last thirty years, Kushner, Dupuis and co-workers (cf. [19] and references therein) have developed a powerful machinery, the so called Markov chain approximation method, for a wide spectrum of computational problems in stochastic control theory. This probabilistic approach has two main advantages. First, approximation with Markov chain allows one to use physical insights derived from the dynamics of the controlled diffusion in obtaining a stable approximation scheme. Secondly, the Markov chain approximation method does not require the smoothness of the cost or value function, nor does it rely on the uniqueness properties of the associated HJB equations. This is particularly a significant advantage in problems where the PDE theory for the associated HJB equations is hard to tackle.
In this work we study a problem of optimal consumption and portfolio selection with proportional transaction costs that has been studied by several authors ( [24, 6, 29, 23, 31] ). The basic problem can be described as follows. Consider a single investor who has two instruments available for investment: a risk free asset such as a bank account which pays a fixed interest rate r > 0 and a risky asset, a stock, whose price evolution is modelled via a geometric Brownian motion with a mean value of return b > r and constant volatility σ > 0. We assume that the investor may buy or sell stock continuously over time in not necessarily integer valued quantities. The investor is assumed to consume wealth at some time dependent rate C(t) and without loss of generality we assume that the consumption is deducted from the bank account. The investor may instantaneously transfer money from the bank account to stock and vice-versa by paying a proportional transaction cost; namely, there are λ, µ ∈ (0, 1) such that the investor pays λ times the amount moved from the bank account to stock as a transaction fee and similarly, he pays µ times the amount moved from stock to the bank account as a transaction fee. All transaction fees are charged from the bank account. The basic constraint on the consumption control C and the portfolio selection control, denoted (M, N ), is that the investor must be solvent at all times. More precisely, if X(t) and Y (t) represent the amount of investment in the bank account and the stock, respectively, at time t, then we require (X(t), Y (t)) ∈ S for all t ≥ 0, where In absence of transaction costs, Merton proved in the classical paper [25] that when the utility function is f (c) = c p /p, p < 1, p = 0 or f (c) = log c (note that the latter utility function does not satisfy the conditions of the current paper) the investor's optimal policy is to keep a constant proportion of total wealth in the risky asset and to consume at a rate proportional to total wealth. (For a simple and self-contained treatment see [6] ). This "Merton line" target can always be achieved since transactions can be made continuously and instantaneously without affecting wealth. However, when transaction costs apply such a policy results in immediate bankruptcy. Magill and Constantinides first conjectured in [24] that there must exist a "no-transaction region" taking the form of a wedge in the wealth space. When wealth is inside this region consumption is the only control that can be exercised. Purchase or sale of stock only occurs when the wealth attempts to exit the no-transaction region. The formal arguments of [24] were put on a rigorous footing by Davis and Norman in [6] for the cases f (c) = c p /p or f (c) = log c. In their work, under suitable conditions on model parameters, the free boundary problem associated with optimal consumption in the presence of proportional transaction costs is solved explicitly and C 2 regularity of the value function is established. The authors show that the (optimal) no-transaction region is a wedge, in particular, the optimal policy is to exercise the minimal amount of trading necessary to keep wealth inside the notransaction region. Inside the region, consumption occurs at a finite rate. In [29] Shreve and Soner consider the same problem as in [6] but with conditions on the model parameters that are weaker and much more explicit. Once more, regularity properties of the value function and the associated free boundary are proved. A more general utility function which satisfies suitable smoothness, concavity and growth properties was considered in [31] . Using viscosity solution methods the authors sketch a proof for unique solvability of the associated HJB equation by the value function. A finite difference approximation scheme for approximating the value function is introduced, however, convergence of the proposed scheme for the portfolio selection problem is not proved. The authors do provide results from several numerical studies which identify near optimal control policies and the (numerical) free boundary.
In the current work, we do not impose any concavity, smoothness or growth conditions on the utility function; the key condition (Condition 2.1) that we require is that the value function is finite and continuous. In particular, we do not claim nor use that the value function is the unique solution of the associated HJB equation. The main goal of the study is to obtain convergent numerical approximations for the value function. The basic approach, as in [19] , is to introduce a Markov Decision Problem (MDP) for an approximating, finite state, discrete time, controlled Markov chain. The main result of the paper (Theorem 4.12) shows that the value function of the MDP converges to the value function of the original singular control problem as various parameters in the approximation approach their limits suitably. In Section 5 we use the approximating MDP to obtain computational schemes for obtaining near optimal control policies. The key result of this section is Lemma 5.1 which allows us to characterize the value function and optimal control policies via solution of suitable dynamic programming equations (see Theorem 5.2) . Finally in Section 6 results from a numerical study using the algorithm of Section 5 are described. In particular, Figure  2 shows the numerical no transaction region and the associated (numerical) free boundary obtained by an implementation of the algorithm.
The only paper (to the best of our knowledge) that carries out a complete convergence analysis for a numerical scheme for a singular control problem is [20] . Although the current paper crucially uses several ideas developed in [20] , there are key differences in the model that make our analysis substantially delicate. First, the above paper considers a queuing problem with "finite buffers" which essentially means that the state space and control space are bounded. In the current study we first have to suitably approximate the original unbounded model by one where the consumption control and the state space are bounded. This two stage approximation procedure is carried out in Propositions 2.2 and 2.4. This is the only place where the assumption on the continuity of the value function (Condition 2.1) is used. Next, in contrast to [20] , in addition to singular control terms, we also have an absolutely continuous control term (consumption control) that appears in a nonlinear fashion in the cost (reward) criterion through the utility function f . This requires us to introduce the relaxed formulation for the stochastic control problem in order to carry out the convergence analysis. Lemma 4.1 ensures that the relaxed formulation does not change the value function of the control problem. The next substantial difficulty in our analysis is the state constraint feature of the dynamics. Although, in [20] also the state is constrained to be in a bounded polyhedral region, that can be easily handled by introducing the, so called, "Skorohod map". In the current model the directions of control, which do not point inward into the state space (see Figure 1 ) do not allow for a similar reduction. However, one useful feature of the dynamics (see (1) ) is that once the state of the system reaches the boundary of S, the only admissible control corresponds to moving the state process instantaneously to the origin and keeping it there at all times. This observation allows us to convert an infinite horizon cost to an exit time criterion (see equations (2)- (4)). This reformulation makes some aspects of the convergence analysis simpler, however the degeneracies in the state dynamics make the treatment of convergence properties of exit times quite subtle. To see the basic difficulty consider the following simple example. Let ξ n be a sequence of positive reals such that ξ n → 0 as n → ∞. Let x n be the solution of the ODEẋ = x with initial condition ξ n and x the solution of the same ODE with 0 initial condition. Clearly x n → x uniformly on compacts, however if τ n . = inf{t|x n (t) = 0} and τ . = inf{t|x(t) = 0}, then clearly τ n → τ . In other words, convergence of processes in general need not imply the convergence of the corresponding exit times. The issue is especially problematic when, as is the case for the controlled dynamics considered in this paper, the diffusion coefficients in the state dynamics are not uniformly non-degenerate. This is another key difference between the current model and the problem studied in [20] .
One of the major obstacles in proving the convergence of the value function of a sequence of approximating discrete MDPs to the value of the original singular control problem is proving the tightness of the sequence of singular control terms in the Skorohod D[0, ∞) space. A powerful technique for bypassing this tightness issue, based on suitable stretching of time scale was introduced in [20] . Although such time transformation ideas go back to the work of of Meyer and Zheng [27] (see also Kurtz [18] ), the papers [20, 21] were the first to use such ideas in stochastic control problems. A similar technique was also recently used in [3] . A key ingredient to this technique is the uniform moment estimate obtained in Lemma 3.5. In [20] such a moment estimate follows easily from the form of the cost function where a strictly positive proportional cost is incurred for exercising the singular control. In the current problem there is no direct contribution to the (cost) reward function from the singular control term and as a result, the proof of this uniform estimate becomes more involved. Roughly speaking, the main idea of the proof is that a controller cannot make too much use of a singular control without pushing the process to the boundary of the domain.
The paper is organized as follows. In Section 2 we give a precise formulation of the control problem of interest. We also present here two propositions (Propositions 2.2 and 2.4) which allow approximation of the original control problem by one with a bounded state space and bounded consumption actions. Section 3 introduces the discrete MDP that approximates the original singular control problem. It also introduces the continuous time interpolations and the time transformation that are key to the convergence analysis. In Section 4 we present the main convergence result that establishes the convergence of the value function of the MDP to that of the original singular control problem. Section 5 is devoted to computational methods for the MDP. A key result here is Lemma 5.1 which allows, via Theorems 5.2 and 5.3, iterative methods for computation of the value function and optimal control policies for the MDP. In problems with only absolutely continuous controls, estimates of the form in Lemma 5.1 are straightforward consequences of a contraction property that follows from the strictly positive discount factor in the cost (cf. Chapter 6 of [19] ). However for singular control problems, due to the instantaneous nature of the control, such contraction estimates are typically unavailable. Here, once again, we use the special feature of the dynamics, which says that too much use of the singular control will rapidly bring the process to the boundary, in obtaining such an estimate. Finally, in Section 6 we present results from a numerical study of the algorithm.
The following notation will be used in the paper. Given a Polish space
will denote the space of paths that are right-continuous with left limits (RCLL) on [0, ∞) taking values in E, endowed with the usual Skorohod topology. For a RCLL path {ξ(t)}, the jump at t > 0 will be denoted by δξ(t). As a convention we take δξ(0) . = ξ(0). For a sequence of random variables {ξ n } n≥0 , we will use the notation δξ n for the increment ξ n+1 − ξ n . For a point x ∈ IR k and a set G ∈ IR k , dist(x, G) will denote the distance of x from G. The Borel sigma field for a metric space E will be denoted by B(E).
Optimal Consumption and Portfolio Selection with Transaction
Costs.
We begin with a precise mathematical formulation of the optimal consumption-investment problem described in the introduction. Let (Ω, F, IP ) be a probability space on which is given a filtration {F t } t≥0 satisfying the usual hypothesis. Let W be a real-valued {F t }-Brownian motion. We will denote the probability system (Ω, F, IP, {F t }, W ) by Φ. The Wiener process represents the source of uncertainty of the risky asset. The state process, which represents the wealth of the investor, is a controlled Markov process Z ≡ (X, Y ) given on the above probability system via the equations:
with initial condition
Here C is an F t -progressively measurable process such that for all t ∈ [0, ∞), C(t) ≥ 0 a.s. and IE t 0 e −rs C(s)ds < ∞. Also, M and N are F t -adapted, non-decreasing, RCLL processes satisfying M (0) ≥ 0 and N (0) ≥ 0 a.s. The processes X and Y represent the amounts invested in the bond and the stock, respectively; M (t), N (t) denote the cumulative purchases and sales of stock, respectively, over [0, t] . The process C represents the consumption of the investor. The processes C, M , and N are the control processes. Since M and N are not required to be absolutely continuous (with respect to the Lebesgue measure), they are referred to as singular controls. Denote by A(Φ, z) ≡ A(z) the set of "admissible controls", i.e. all U ≡ (C, M, N ) of the form described above. Let ∂S denote the boundary of S. From the dynamical description of Z it follows that if z ∈ ∂S then the only control that keeps the investor solvent takes Z to the origin instantly and keeps it there at all times (See Figure 1) . Recall the utility function f in the introduction. Since f (0) = 0, one can reformulate the state constraint control problem on an infinite time horizon described in the introduction to an exit time control problem, as follows. For z ∈ S and U ∈ A(z), let τ ≡ τ (z, U ) be defined as
where Z is the controlled process corresponding to initial condition z and control U . By convention, the infimum over an empty set is taken to be ∞. Define the cost, J(z, U ), for using the control U by
The value function of the control problem is then given by
where the outside supremum is over all probability systems Φ. The following will be a standing assumption in this work.
We refer the reader to [16, 29, 31] for some sufficient conditions for the above assumption to hold.
State and Control Space Truncation. In order to develop numerical methods for computing V (z), we will need to first approximate the control problem by an analogous control problem with a bounded state space and control set. We now present the convergence result which says that the value function of the "truncated control problem" converges to V as the truncation parameters approach their limits. We begin by considering the control space truncation. (4) . The following is the first convergence result. Proof. We first establish pointwise convergence, i.e.
Fix > 0 and choose an " -optimal control", i.e.
It follows from the fact thatC p ≤ C and standard comparison results for solutions of stochastic differential equations (cf. Proposition 5.2.18 of [17] ) that the wealth process under controlŨ p is never less than the wealth process under control U . In particular, denoting by τ p the exit time from S o by the controlled process corresponding to the controlŨ p , we have τ p ≥ τ . Combining this with the observations thatC p (t) ↑ C (t) as p → ∞ a.s. for all t ≥ 0 and f is continuous, we have from Fatou's lemma
Since > 0 is arbitrary, the pointwise convergence of V p to V follows. Next we show that for each p, V p is lower semicontinuous (l.s.c). Fix z ∈ S and let S z n → z as n → ∞. To prove that V p is l.s.c it suffices to show that lim inf
Fix > 0 and let U ∈ A p (z) be an -optimal control, i.e.
, where τ is defined via (2) with Z replaced by Z , (the controlled process corresponding to the control U ) and (M * n , N * n ) is chosen such that the controlled process Z n corresponding to U n and initial condition z n satisfies Z n (τ ) / ∈ S o . This insures that τ n . = inf{t : Z n (t) / ∈ S o } is at most τ . Next we claim that lim inf n→∞ τ n ≥ τ a.s. This will prove that τ n → τ a.s. as n → ∞. To see the claim, suppose that lim inf τ n < τ − δ for some δ > 0. Then there exists a N 0 ≥ 1 such that τ n < τ − δ/2 for all n ≥ N 0 . Also, from the choice of the control U n we see that, for all δ > 0, and
However, this contradicts the definition of τ . Thus we have shown τ n → τ . Finally note that
where f * (p) . = sup 0≤c≤p f (c). The inequality (5) now follows from the above display on taking n → ∞ and then → 0. Finally note that for each z, V (z) − V p (z) ↓ 0. The result now follows from Dini's Theorem (cf. Theorem M8 [1] ).
Next, we consider the truncation of the state space. The reduction will be achieved by replacing the original dynamical system given by (1) with one which evolves exactly as before in the interior of some compact domain but is instantaneously reflected back when the controlled process is about to exit the domain. The reflection mechanism is made precise via the notion of a Skorohod map. We begin with the following definition. Fix ∈ (0, ∞). 
It is well known (cf. [7] , [12] ) that for every φ ∈ D 0 , there is a unique solution (ψ, η) to the above SP. We will write ψ = Γ(φ) and refer to the map Γ : D 0 → D 0 as the Skorohod map. The following Lipschitz property (cf. [7] ) is quite useful in various estimates. For φ ∈ D, let sup 0≤t≤T |φ(t)| be denoted by |φ| * T . There exists a κ ∈ (0, ∞), independent of , such that, for all
We will now introduce the modified constrained dynamics of the controlled Markov process.
solve the following system of equations:
where
The unique solvability of (7) and (8) follows from the Lipschitz continuity property (6) of the Skorohod map and the usual Picard iteration method. Define τ and J (z, U ) as in (2) and (3) with Z replaced by Z in (2) and τ replaced by τ in (3). Define V ,p as
The following is the second convergence result of this section.
Proof. Let Z ≡ (X, Y ) be as in (1) and τ as in (2), with C ≡ 0. It is easy to check that for each
where the supremum is taken over all {F(t)}-adapted, nondecreasing, RCLL processes M and N such that M (0) ≥ 0, N (0) ≥ 0; and over all systems Φ. Thus in particular we have that
where Z ≡ (X , Y ) are as defined in (7), and τ is as introduced below (8) .
Fix δ > 0. Let z ∈ S 0 and > 0 be arbitrary. Let Φ and U ∈ A p (z, Φ) be such that
It follows from Markov's inequality and (10) that IP [A 0 ] ≤ Λ/ 0 . Thus the first integral on the right side of (11) is bounded by (
Combining the above bounds, we have V ,p (z) ≤ V p (z) + δ + 2 . Since > 0 is arbitrary, we have that, for all ≥ 0 and z
It is easily seen that the roles of V p and V ,p can be interchanged in the above argument. Thus we have that, given δ > 0, there exists an 0 such that
Since S 0 is an arbitrary compact subset of S, the result follows.
3 An Approximating Markov Decision Problem.
In this section we will present the Markov decision problem whose value function approximates V ,p . Since throughout this section , p will be fixed, we will drop them from the notations:
. We will introduce a discrete time, discrete state controlled Markov chain to approximate the continuous time process given by (7).
Fix h > 0 and define the two-dimensional h-grid, L h . = {(jh, kh) : −∞ < j, k < +∞}. The symbol h denotes the approximation parameter and as h approaches 0, a suitable interpolation of the controlled Markov chain, to be introduced below, "approaches" a controlled diffusion process of the form in (7). We will assume for simplicity that is an integer multiple of h.
A natural definition of the state space for the approximating chain is S h . = S ∩ L h . However, due to reflection terms in the dynamics of the controlled process, it is convenient to consider a slightly "enlarged" state space, namely,
The "solvency boundary" of the space S h+ is defined as
The points (x, y) ∈ S h+ for which x = + h or y = + h form the reflecting boundary,
. .} be a discrete time controlled Markov chain with state space S h+ , with
The transition probabilities will be defined so that the chain's evolution law well approximates the local behavior of the controlled diffusion (7). For each n, the increments of the chain δZ h n will approximate exactly one of the following dynamical descriptions:
• "Purchase control step": (−(1 + λ), 1) dM t .
• "Sales control step":
• "Reflection step": dR t .
Each of these steps is described precisely in what follows. We also introduce a family of "interpolation intervals" {∆ h , h > 0} used in defining the approximating cost function and in the convergence arguments. For each pair (z, c) ∈ S h+ × [0, p] we first define a family∆ h (z, c). For the controlled diffusion steps, if the state of the chain is z and the exercised consumption control is c, ∆ h will be taken to be∆ h (z, c); whereas for singular control steps and reflection steps ∆ h will be taken to be 0. This reflects the fact that for the controlled diffusion (7), reflection and singular control terms can change the state instantaneously. Suitable conditions on∆ h (z, c) in order to obtain convergence of the continuous time interpolated processes to corresponding controlled diffusions are introduced below.
Controlled Diffusion Steps and Local Consistency. By a controlled diffusion step we mean that the Markov chain evolves according to a transition law which is "locally consistent" in the sense of [19] , with a (controlled) diffusion given as:
Formally, given h > 0, we choose for each c ∈ [0, p] and z ∈ S h+ \ ∂ h a probability measure
along with an interpolation interval∆ h (z, c) which satisfy the following local consistency conditions for some ρ > 0 :
In the above displaysz = (x,ỹ) and throughout, by the symbol O(k) we will mean an expression which is bounded above by α|k| where α is a constant depending only on the coefficients of the model and the truncation parameters , p. In addition we assume that there exists ζ ∈ (0, ∞) such that q
and h > 0, where B ζh (z) is a ball of radius ζh centered at z. The interpolation intervals are required to satisfy:
where the sup and inf in the above displays are taken over all
For the sake of specificity we make the following choice for q
,
It is easy to check that q
h ,∆ h defined above satisfy (12), (13) and (14) . Singular Control Steps. The singular control terms in the controlled diffusion are the nondecreasing RCLL processes M and N . The process M pushes the state process in the direction v 1 = (−(1 + λ), 1) , whereas N pushes the state process in the direction v 2 = ((1 − µ), −1) . For the approximating chain we will assume that at most one among the sales control and purchase control are exercised at any given time instant and the magnitude of the corresponding displacement is O(h). In order to capture the "singular" behavior of the limit diffusion -namely the feature that the state process can instantaneously be displaced by large amounts -we will take the interpolation interval for all singular control steps in the approximating chain to be 0.
In order to obtain weak convergence of the interpolated chain to the controlled diffusion, we need to ensure that the control directions match asymptotically those for the physical problem. More precisely, given h > 0 we define for each z ∈ S h+ two probability measures q
It is easy to check that q (1) h and q (2) h introduced above satisfy the following consistency conditions:
Reflection Steps. We will define a transition kernel that with probability 1 moves a state in ∂ h R to some state in S h . Once more, since reflection in the diffusion control problem occurs instantaneously, we take the interpolation interval at reflection steps to be 0. Since the directions of reflection in the diffusion control problem are normal, a natural choice of the transition kernel for reflection step is as follows for z ∈ ∂ h R :
h (z, ·) can be defined arbitrarily. It will be seen from the definition of admissible controls given below that for such states the definition of q (3) h is immaterial. The Controlled Markov Chain. As described above, the control at each step is first specified by the choice of an action: controlled diffusion, singular control, or reflection. Therefore, we define a sequence of control actions {I h n , n = 0, 1, 2, . . .} with I h n = 0, 1, 2, 3 if the nth step in the chain is a controlled diffusion step, purchase control step, sales control step, or a reflection step, respectively. In the case of a controlled diffusion step, the magnitude of the consumption control must also be specified. Consequently, the space of controls is given by U .
The probability measures associated with each of the control actions will now be combined into a single probability measure for use in defining the controlled Markov chain.
The definition of the transition function for z ∈ ∂ h is not important since in the analysis of the control problem the chain will be stopped the first time it hits ∂ h . For sake of specificity we set p h (z, u, z) = 1 for all z ∈ ∂ h and u ∈ U.
We are now ready to specify the controlled Markov chains. Given a sequence
h+ and state space S h+ , as follows:
The following definition of admissible controls ensures that Z h n ∈ S h+ for all n and so the definition in (22) is meaningful. 
The class of all admissible control sequences for initial state z h will be denoted by A h (z h ).
We also define for each z ∈ S h+ and u
For an admissible pair {Z h n , U h n }, we denote the associated sequence of interpolation intervals
Markov Decision Problem (MDP) for the Chain. Given an admissible pair
The cost function for the controlled Markov chain is defined as:
Note that we have used the factor (1−e −β∆ h n )/β rather than the more intuitive (and asymptotically equivalent) ∆ h n . This somewhat simplifies the convergence proofs without affecting the limiting results. The value function of the MDP is defined as:
Continuous Time Interpolation. One of the main goals of the study is to show that the value function of the MDP defined in (25) converges, as h → 0, to the value function of the limit diffusion control problem. This convergence result allows the computation of near optimal policies for the diffusion control problem introduced below (6) by numerically solving the above MDP. We next introduce the continuous time interpolation and time rescaling techniques that will be used in the proof of our main convergence result.
The continuous time interpolations of various processes will be constructed to be piecewise constant on the time intervals [t h n , t h n+1 ), n ≥ 0. For use in this construction we define n h (t)
we obtain a continuous time filtration
, t ≥ 0. Also, define the continuous time processes associated with the controlled diffusion steps as follows. First let B h 0 = 0 and S h 0 = 0 and define for n ≥ 1,
Define the continuous time process B h by setting B h (0)
for t > 0. The process S h is defined in a similar manner. We define the interpolations associated with the purchase control and sales control as follows.
and define for n ≥ 1:
The continuous time processes M h and N h are defined as
for t ≥ 0. The processes E h 1 and E h 2 are defined analogously. The continuous time process associated with reflection is defined as follows. If n h (t) = 0 define R h (t) = 0; otherwise let
We define the continuous time interpolation
, t ≥ 0. The following representation for Z h (t) is easily verified:
Also, it follows from condition (12) that on the set
This fact, together with the piecewise constant nature of the processes, yields
where τ h . = t h η h and δ h 1 is an {F h (t)}-adapted process which, in view of (14) , satisfies for all t ≥ 0 and m ≥ 1 sup
A similar calculation gives the following representation of the cost function (24):
Time Rescaling. A common approach for proving the convergence of V h to V as h → 0 is to begin by showing that the collection {(Z h (·), τ h ), h ≥ 0} is tight and then characterize the subsequential weak limits suitably. However, for problems with singular controls, showing the tightness of the above family becomes problematic since, in general, the processes
, h ≥ 0} may fail to be tight. A powerful method for handling this tightness issue was introduced by Kushner and Martins [21] . The basic idea is to suitably stretch out the time scale so that the various processes involved in the convergence analysis, in the new time scale, are tight; carry out the weak convergence analysis with the rescaled processes; and finally revert back to the original time scale to argue the convergence of V h to V .
We now introduce the time rescaling that will be used in our study. The rescaled time incre-
Definition 3.2 The rescaled time processT h (t) is the unique continuous nondecreasing process satisfying: (1)T
It is easy to check thatT h (t h n ) = t h n and thatT
Using the observation that every reflection step must be followed by either a singular control step or a diffusion control step, it follows thatn h (t) is a bounded {F h n }-stopping time, with bound
Define the continuous time filtration
The rescaled processes (denoted with aˆ) are defined in a manner similar to the processes defined below (26) with appropriate adjustments to the time variable. For example, we definê
analogously (that is, by replacing n h (t) withn h (t) in the definitions below (26)). Then we have the following rescaled version of (28)
Remark 3.3 From the definition ofT h (t) if follows thatn h (t) = n h (T h (t)). This equality yields a straightforward relationship between the original interpolated processes and the rescaled processes. For example,B h (t) = B h (T h (t)). Similar equations hold between
U h (t), S h (t), M h (t), N h (t), E h 1 (t), E h 2 , R h (t), Z h (t
) and their corresponding rescaled versions.
Using the fact thatT h (t h n+1 ) −T h (t h n ) = ∆ h n which is 0 for singular control and reflection steps, a calculation similar to that which produced (29) yieldŝ
We now state several lemmas related to the time rescaling. The following "change of variables" formula (cf. Theorem IV.3.45 [28] ) will be used several times in our analysis.
Lemma 3.4 LetĜ : [0, ∞) → [0, ∞) be a continuous and nondecreasing function. Suppose that G(t) → ∞ as t → ∞. Define the inverse G : [0, ∞) → [0, ∞) as G(t) = inf{s :Ĝ(s) > t}. Then for all bounded and measurable functions
The following lemma is at the heart of the time transformation idea. It ensures that the weak limits ofT h (t) increase to ∞ as t → ∞ and thus makes the reverting back to the original time scale, in the limit, possible (see Theorem 4.6).
. .} h>0 be a family of admissible control sequences. Then for all
Proof. Without loss of generality, assume h ∈ (0, 1). Define
, it follows from (16) and (17) that,
, where the constants c 1 , c 2 are independent of h and t. From (16), (17) we see that hn h
Combining the above inequalities we have, for some c 
Choose δ such that µ + δ < 1 and 1/(1 + λ) − δ > 0 (which is possible since µ, λ ∈ (0, 1)). Define
Since, by assumption sup h hIE[n h
Then for all t ≥ 0,
where the last inequality follows from the choice of K in (38). Similarly,
Hence, in view of (39) we have
Let E denote the event in the equation above. From (37) and (38)
whereẼ is the event in the first term on the right side above. It follows that IP [Ẽ] > /4 and thus E is nonempty. Now for any ω ∈Ẽ we have from the definition ofẼ that
A straightforward calculation using these inequalities shows that for such ω h n
However, this contradicts the fact that h n h 1 (t) > K onẼ. Thus we must have sup h hIE[n h
The result now follows on recalling that M h (t) = hn h 1 (t) and N h (t) = hn h 2 (t).
An important consequence of the above lemma is the following.
Lemma 3.6
There exists an h 0 ∈ (0, ∞) such that for all h < h 0 ,T h (t) → ∞ with probability 1 as t → ∞.
Proof. Since∆ h * → 0 as h → 0, we can find an h 0 such that∆ h * < 1 for all h < h 0 . We will argue via contradiction. Suppose h < h 0 and IP [sup t≥0T h (t) < ∞] > 0. Then there exist > 0 and
Using Lemma 3.5 we can find a K large enough so that
We will now show that
This will lead to a contradiction in view of (40) and hence prove the lemma. Note that
Furthermore, for each fixed
The last inequality above being a consequence of the inequalities:
Using this inequality in (42) proves (41) and hence the result.
Observe thatT h (T h (t)) = t and that, due to Lemma 3.6,
Proof. Note that
Also, clearlyT h is constant over the interval (
. The result now follows from (30) and Lemma 3.4.
Main Convergence Result.
In this section we show that V h (z h ) converges to V (z) whenever z h → z. The basic approach will be as follows. First we establish tightness of the continuous time (rescaled) processes defined in the previous section and characterize their subsequential limits. Then we define a time tranformation for the limit processes to revert back to the original scale. We will show that the time transformed versions of the limit processes have the same laws as those of the various processes in the diffusion control problem. Using this characterization result we will show that, given a sequence of admissible controls {U h , h > 0}, the limsup of the corresponding cost functions is bounded above by the cost for an admissible control for the diffusion control problem. This will establish that lim sup h→0 V h (z h ) ≤ V (z) whenever z h → z. Finally we prove convergence of the value functions by proving the reverse inequality. The main idea of this proof is to select a near optimal control for the limit diffusion control problem and to construct from this an admissible control for the controlled Markov chain which is asymptotically near optimal.
We begin by introducing the following "relaxed control" formulation which arises naturally in the weak convergence arguments for convergence of the cost functions. Let Z be defined via (7) with (C, M, N ) as above and τ be given by (2) . Define forŪ ∈Ā p (Φ, z)
and letV (z)
The following lemma establishes the equivalence between the relaxed control formulation and the precise control formulation.
Proof. The inequality V (z) ≤V (z) is immediate since every exact control can be expressed as a relaxed control. Consider now the reverse inequality. Let Φ be a probability system and U = (m, M, N ) ∈Ā(Φ, z) be such thatV (z) ≤J(z,Ū ) + . From the boundedness of the cost function it follows that, without loss of generality, we can assume that there is a T ∈ (0, ∞) such that M (t) = M (t ∧ T ) and N (t) = N (t ∧ T ) for all t ∈ (0, ∞), andm t (dα) = δ p for all t ≥ T . Also, T can be chosen large enough so that f * (p)e −βT /β < .
Let Z be defined via (7) with C(t) .
, and τ as before. Then
Also, by modifying m, M , and N if needed, we can assume that
Following the proof of Theorem 1.2.1 in [2] one can show that there exists a sequence of exact controls C n ∈ A p (Φ, z) which satisfy
e −βt f (C n (t))dt| → 0 a.s., and
as n → ∞ for all T 1 ∈ (0, ∞). In fact the cited theorem shows that, for each n, C n can be chosen such that it takes values in a finite set and there is a sequence 0 < t n
Let Z n be defined via (7) with C replaced by C n and M and N as introduced above. A straightforward application of Gronwall's inequality and (46) shows that for each
Hence Z n → Z, in probability, uniformly on [0, T ].
Next note that, almost surely on the set {τ < ∞} and for every δ > 0, there exist t ∈ [τ, τ + δ) and > 0 such that dist(Z(t), S) > . This is because, in view of (44), Z(τ + t), t ≥ 0 is described via (7) with initial condition Z(τ ) and M ≡ N ≡ 0. If Z(τ ) = 0 the property is satisfied trivially since C(t) = p for all t ≥ τ . Otherwise, the property follows from a standard argument based on the law of the iterated logarithm for Brownian motion (cf. pages 260-261, [19] ). This, along with the convergence of Z n to Z shows that τ n . = inf{t : Z n (t) ∈ S} converges to τ a.s. as n → ∞. In proving this statement we also use the observation that if
Combining this with (45) we obtain
The result now follows on using this observation in (43).
Next note that the spaceM can be metrized using the Prohorov metric in the usual way (see pages 263-264 of [19] ). Furthermore, with this metricM is a compact space and a sequence ϑ n ∈M converges to ϑ if and only if for all continuous functions
We now defineM-valued random variablesm h by the relation
Noting that the right side above is equal to [0,t] ( A δĈ h (s) (dα))dT h (s), where δ x is the probability measure concentrated at x, we can writem
Convergence of the Time Rescaled Processes. We begin by showing that the processesÊ h 1 andÊ h 2 converge weakly to the 0 process as h → 0.
Lemma 4.2 LetÊ h i , i = 1, 2 be as defined above (27). ThenÊ h i converges in probability to 0 in D([0, ∞) : IR 2 ).
Proof. The local consistency condition (18) and property (22) imply that E h i,n is an {F h n }-martingale. Asn h (t) is a bounded stopping time (cf. (31) ) and the increments of E h i,n are bounded, it follows from the optional sampling theorem that the continuous time processÊ h i (t) is an {F h (t)}-martingale , the trace of the quadratic variation of which is given by Tr Ê h i (t) =
Finally, applying Doob's inequality, (19) and the observation that the maximum number of steps of either singular control in the firstn h (t) steps is t/h, we have for
(t/h) = O(h).
The result now follows.
Define the processÂ h byÂ h (t) .
LetĪ R denote the one point compactification of IR. The following proposition gives the tightness of the various time rescaled processes. The proof is similar to that of Theorem 5.3 of [20] and is therefore omitted.
Proposition 4.3 LetĤ
We now turn our attention to characterizing the subsequential limit points of {(Ĥ h ,τ h 1 ,m h ), h > 0}. Suppose that the initial condition sequence {z h } converges to some z ∈ S . Slightly abusing notation, let h index a weakly convergent subsequence of (Ĥ h ,τ h 1 ,m h ) with weak limit, (Ĥ,τ 1 ,m), whereĤ .
= (Ẑ,T ,Â,M ,N ,R,B,Ŝ), given on some probability space (Ω, F, IP ). LetF * (t) . = σ(Ĥ(s),m(A × [0, s))|A ∈ B([0, p]), 0 ≤ s ≤ t) and letF(t)
. =F * (t+) ∨ N where N denotes the collection of all IP -null sets. 
1.T is nondecreasing and Lipschitz continuous with Lipschitz coefficient 1.

There exists an {F(t)}-progressively measurable processĈ withĈ(t) ∈ [0, p] for all t ≥ 0,
such thatB
3.Ŝ 1 (t) = 0 for all t ≥ 0 andŜ 2 is a continuous {F(t)}-martingale with quadratic variation
Ŝ 2 t = t 0 |σŶ (s)| 2 dT (s), t ≥ 0.
4.M andN are nondecreasing and continuous.
5.R is a vector of nondecreasing continuous processes which satisfy
∞ 0 1 {X(t)< } dR 1 (t) = 0, ∞ 0 1 {Ŷ (t)< } dR 2 (t) = 0.(51)
6.Ẑ is a continuous process satisfying IP [Ẑ(t) ∈ S ] = 1 for all t ≥ 0 and
Z(t) = z +B(t) +Ŝ(t) + v 1M (t) + v 2N (t) −R(t).
(52)
8.Ĉ(t) = [0,p] αm t (dα) forν-almost every t ∈ [0, ∞).
Proof. By appealing to Skorohod representation theorem and by relabeling the convergent subsequence we can assume without loss of generality thatĤ h →Ĥ a.s. The fact that the procesŝ T is nondecreasing and Lipschitz continuous with Lipschitz coefficient 1 follows easily from similar (12), (13)
. Therefore, by Theorem 3.10.2 in [9] the limiting procesŝ S has continuous paths. One can check that the quadratic variation ofŜ h , which is an {F h (t)}-martingale is given by
where due to (14) and using (31) the processδ h 2 satisfies for all m ≥ 1,
From (53) it follows thatŜ 1 (t) = 0 for all t ≥ 0. From (53) and the Burkholder-Gundy inequalities we also have IE|Ŝ
Thus the family {(Ŝ h 2 (t)) 2 , h > 0} is uniformly integrable. A standard argument (cf. pages 1457-1458 [20]) shows thatŜ 2 is anF t -martingale with quadratic variation as given in 3. Part 4 is immediate on noting thatM h ,N h are nondecreasing and since the maximum number of purchase or sales steps over (n h (t),n h (t + s)) is s/h + 1,
|M h (t + s) −M h (t)| ≤ s + h, |N h (t + s) −N h (t)| ≤ s + h.
From Definition 3.1 (3) it follows that (51) holds with (X,Ŷ ,R) replaced by (X
. Parts 5 and 6 are now immediate consequences of (32) and continuity properties of the Skorohod map (see (6) ). Next, writem(dα, dt)
taking limits yieldsν(a, b] =T (b) −T (a). This proves 7. Part 8 is immediate from the representation (a,b]Ĉ
h (s)dT h (s) = (a,b]×[0,p] αm h (dα, ds),
≤ a ≤ b < ∞ and the fact that (see proof of 2) (a,b]Ĉ h (s)dT h (s) converges to (a,b]Ĉ (s)dT (s).
Time Inversion. We now define an inverse time transformation that will revert the limit processes back to the original time scale. We will see that the time inverted processes lead to an admissible control pair for the diffusion control problem in (7)- (9) . The key step in returning to the original time scale is the following result analogous to Lemma 3.6.
Lemma 4.5T (t) → ∞ with probability 1 as t → ∞.
Proof. We will argue via contradiction. Suppose IP [sup t≥0T (t) < ∞] > 0. Then there exist > 0 and
As in the proof of Lemma 3.6 we can find a
This contradicts (54) and hence the result follows.
Let T be the inverse ofT , defined as T (t) . = inf{s :T (s) > t}. From Lemma 4.5 it follows that T (t) < ∞ almost surely for all t ≥ 0. SinceT (t) is nondecreasing and continuous it follows that T (t) is nondecreasing and right-continuous. Also note the following properties for all t ≥ 0:
LetĤ be as in Theorem 4.4. Define H(t) .
=Ĥ(T (t)). We will use similar notation for the various components of H; for example, Z(t)
. =Ẑ(T (t)), etc. Let τ 1 . =T (τ 1 ). Then by (52), for t ≥ 0
Before characterizing the various terms in (56) we note that for
=F(T (t)) and note that H(t) . =Ĥ(T (t)) and m(A × [0, t])
. 
B(t) =
rX(s) − C(s)
bY (s) ds.
S 1 ≡ 0 and S 2 is a continuous {F 0 (t)}-martingale with quadratic variation
There exists an enlargement of the probability space (Ω, F, IP ) and the filtration {F 0 (t)} that supports a Wiener process W that is a martingale with respect to the enlarged filtration and such that S 2 (t) = 
For all t ≥ 0, Z(t) ∈ (−∞, ] × (−∞, ] a.s., R is a vector of nondecreasing right continuous processes and the representation (7) holds with (X , Y , Z ) there replaced by (X, Y, Z).
Remark 4.7 Note that Theorem 4.6 does not prove that (Z, R) is a solution to the
Proof of Theorem 4.6. Part 1 is an immediate consequence of Theorem 4.4 (2) and Lemma 3.4 on noting that
a.s. Clearly, S 1 (t) . =Ŝ 1 (T (t)) ≡ 0 a.s. From Theorem 4.4 we have that {Ŝ 2 (t),F(t)} is a continuous martingale. Thus for all n ≥ 1, IE[Ŝ 2 (T (t) ∧ n)|F(T (s))] =Ŝ 2 (T (s) ∧ n) a.s. Also asŜ 2 has continuous paths and T (t) < ∞ a.s. we have as n → ∞ for all t ≥ 0,Ŝ 2 (T (t)∧n) →Ŝ 2 (T (t)) = S 2 (t) a.s. Furthermore, from Theorem 4.4 (3), there exists α ∈ (0, ∞) such that IE|Ŝ 2 (T (t) ∧ n)| 2 ≤ αt for all t ≥ 0, n ∈ IN . Hence, for each fixed t, the family {Ŝ 2 (T (t) ∧ n), n ≥ 1} is uniformly integrable and thereforeŜ 2 
T (t)) and thus from (55) S(t)
. = S 2 (T (t)) =S 2 (t). Thus we have shown that S 2 is a continuous F 0 (t)-martingale. We next consider its quadratic variation. By the Burkholder-Davis-Gundy inequalities (c.f. Theorem 3.3.28 in [17] ) there exists a constant α independent of n such that
Thus the families {Ŝ 2 2 (T (t) ∧ n), n ≥ 1} and { Ŝ 2 (T (t) ∧ n), n ≥ 1} are uniformly integrable for each fixed t ≥ 0. SinceŜ 2 2 (respectively Ŝ 2 ) has continuous paths and T (t) < ∞ almost surely,
) almost surely as n → ∞. By the uniform integrability, this convergence also holds in the L 1 sense. Thus
The above relation and the fact thatŜ 2 2 − Ŝ 2 is anF t -martingale now show that IE[S 2 2 (t) − Ŝ (T (t))|F 0 (s)] = S 2 2 (s) − Ŝ (T (s)). Thus the quadratic variation of S 2 is given by S 2 (t) = Ŝ 2 (T (t)). The representation (57) now follows on using Theorem 4.4, Lemma 3.4 and (60). By the martingale representation theorem (e.g. Theorem 3.4.2 in [17] ) it now follows that there exists a one-dimensional Brownian motion W , possibly defined on an enlarged probability space, that is a martingale with respect to an enlargement of the filtration {F 0 (t)} and is such that (58) holds.
The {F 0 (t)}-progressive measurability (respectively, adaptedness) of C (respectively, M and N ) follows from the {F(t)}-progressive measurability ofĈ (respectively, adaptedness ofM and N ). Also, sinceĈ takes values in [0, p], the same is true of C. Right continuity of M and N is a consequence of the fact thatM andN are continuous and T is right continuous. This proves 3. Part 4 is once more an immediate consequence of Theorem 4.4 (part (5)) and Lemma 3.4.
Until now the parameters , p have been fixed and thus excluded from the notation. It is convenient to include these parameters in the notation for the remainder of this section.
Convergence of the Value Functions. Let z ∈ S and let {z h , h > 0} be a sequence with z h ∈ S h such that z h → z as h → 0. Our main goal in this section is to show that V h (z h ) → V ,p (z) as h → 0. We begin with the following proposition.
Proposition 4.8 Let {z h }, z be as above. Then lim sup
In order to prove the proposition it suffices to show that lim sup
Using Lemma 3.7 and boundedness of f , we can find for each 
As > 0 and c = c( ) are arbitrary,
Let, as before,τ .
. (65) We now show that the above quantity is equal to 0. Consider the evolution of the processẐ over the interval [τ , τ * ]. By definitionẐ(τ ) / ∈ S o . SinceT is constant over this time interval, we see from Theorem 4.4 (2), (3) thatB 1 andŜ are both constant over this interval and since neither v 1 nor v 2 can push the process into the interior of S, we see thatẐ(τ * ) / ∈ S o . Define s * . =T (τ * ). Since τ * is a point of increase ofT we have T (s * ) = T (T (τ * )) = τ * . Thus Z(s * ) =Ẑ(τ * ) / ∈ S o , where Z is defined by (56). Consider first the case Z(s * ) = 0; then from (57), S 2 is strictly increasing at s * . From this it follows that for all δ > 0 there exists
. Now, taking δ → 0 and using the right continuity of T at s * it follows thatτ 1 ≤ T (s * ) = τ * . Hence the quantity in (65) is equal to 0. . =m T (t) (dα) for t ≥ 0. Since C(t) = 0 for t ∈ [s * , s * * ] we get that m t = δ 0 for t in this interval. Thus since f (0) = 0, we have [0,p] 
We next consider the time inversion. Recall that τ .
= inf{t : Z(t) / ∈ S o }. Note that τ ≥T (τ ). Using this inequality and Lemma 3.4 we have
The inequality (62) now follows from the above inequality and Remark 4.7.
We now proceed to the proof of the the reverse inequality
We begin with the following lemma which allows to restrict attention to controls that have several simplifying features.
Lemma 4.9 Let Φ be a probability system and U ∈ A p (Φ, z) be a control with corresponding cost function J (z, U ). Then for any δ > 0 there exists
and U δ satisfies the following. 
There exists
T ∈ (0, ∞) such that M δ (t) = M δ (T ), N δ (t) = N δ (T ), and C δ (t) = 0 for all t ≥ T .
where k 1 , k 2 , k 3 are integers, at most one of which is nonzero .
Denoting for
, and W(m) . = {W (lγ), lγ ≤ mθ} rewrite the above probability as
Proof. Let > 0 be arbitrary and let T ∈ (0, ∞) be such that f * (p)e −βT /β < . Consider
and it is easy to check that |J (z, U ) − J (z,Ũ )| < . This proves 1. Henceforth we will assume, without loss of generality, that 1 holds for U in the statement of the lemma. Using (7) and the bounds on the state and control space it is easy to show sup
LetZ be the corresponding controlled process andτ the corresponding hitting time. Let T be as in part 1 and define A .
Using the bound on f , choice of L and Markov's inequality, the second term on the right side of the above inequality is bounded by . Also, since on the set A, M (t) < L and N (t) < L for all t ≤ τ ∧ T , we have that the evolution ofZ is the same as that of Z. Thereforeτ in the first expression on the right side of (69) can be replaced by τ . This shows that |J (z,Ũ ) − J (z, U )| ≤ 2 and hence 2 follows.
We now consider 3. Let U ≡ (C, M, N ) be an admissible control satisfying properties 1 and 2 above and let Z be the solution to (7) under (C, M, N ) defined on some probability system. Following Theorem 1.2.1 of [2] (see comments below (46)) we can assume without loss of generality that C takes values in a finite set, is RCLL and piecewise constant with finitely many points of change over [0, T ]. We also assume without loss of generality (by modifying controls if needed) that 
. By property 2, we only need to consider the finite set {kη : k = 0, 1, 2, . . . , K} where K is some positive integer.
is an admissible control. Let Z η,θ denote the solution to (7) under this control, defined on some probability system, and let τ η,θ denote the first time this process exits
Next note that, almost surely on the set {τ < ∞}, for every δ > 0 there exists t ∈ [τ, τ + δ) and > 0 such that dist(Z(t), S) > . This is because, on this set, by our choice of U , Z(τ + t), t ≥ 0 is described via (7) with M ≡ N ≡ 0 and initial condition Z(τ ). In the case Z(τ ) = 0 the property is satisfied trivially since C(t) = p for all t ≥ τ . Otherwise, the property follows from an argument analogous to proof of Theorem 9.4.3 of [19] (see pages 260-261). Next, recalling that Z k → Z, Z(t) is continuous for all t ≥ τ and the observation that
The convergence of J(z, U k ) to J(z, U ) now follows. This proves 3.
The proofs of 4 and 5 are quite standard and we only provide a sketch; the reader is referred to the proof of Theorem 10.3.1 of [19] (pages 285-287) for details. Assume that U satisfies properties 1 through 3 and let γ > 0. Part 4 is essentially a consequence of the martingale convergence theorem on noting that the σ-fields
The main idea is to define controls U γ and controlled processes Z γ recursively over intervals [mθ, (m + 1)θ) by using the right side of (67) in defining the law of U γ over [mθ, (m+1)θ). Proving the weak convergence of (Z γ , C γ ) to (Z, C) is straightforward. The convergence of hitting times is argued as in the proof of part 3. Finally, part 5 is proved by convolving q m,k , defined in (68), in the (z, w) variables by a parametrized family of mollifiers and arguing weak convergence of the resulting controlled pair to (Z, C) as the mollifying parameter approaches a suitable limit. Convergence of stopping times is argued, once more, as in 3.
Construction of asymptotically near optimal admissible controls for MDP. Fix a probability system Φ, z ∈ S , and a sequence {z h } such that z h ∈ S h and z h → z as h → 0. Let > 0 be arbitrary. Let U ∈ A p (Φ, z) be such that U satisfies properties 1 through 5 of Lemma 4.9 and V ,p (z) − ≤ J (z, U ). For each h > 0, we construct from U an admissible control sequence {U h n , n ≥ 0} for the MDP in Definition 3.1 with initial condition z h such that the cost for U h asymptotically agrees with the cost of U . We outline below the main steps in the construction of such a control sequence. Let
Step 1. We begin by taking a random draw, denoted by κ = (κ 1 , κ 2 , κ 3 ) from the probability
. =Ũ h 0 . Also setñ 0 = 0. Note that at most one of κ 2 and κ 3 will be nonzero. If both κ 2 and κ 3 are 0, set n 1 = 0, skip step 2 below and go to step 3. Otherwise proceed to Step 2.
Step 2 (A). Recall the kernel p h defined in (21) . If κ 2 > 0 let U h 0 = (1, 0) and take a random draw, denoted by
We express this as "the chain takes a purchase control
. . recursively by either taking a purchase control step or, if needed, a reflection step, until a total of [κ 2 η/h] purchase control steps have been taken. Denote by n 1 the index of the state after the last purchase control has been exercised.
Step 2 (B). If κ 3 > 0 let U h 0 = (2, 0) (that is, the chain takes a sales control step) and proceed as in Step 2(A) above, alternating sales control steps and reflection steps (when needed) until [κ 3 η/h] sales control steps have been taken. Again, let n 1 denote the index of the state after the last sales control has been exercised.
Step 3. If Z h n 1 ∈ ∂ h R set U h n 1 = (3, 0) and the chain takes a reflection step. Otherwise set
e. the chain takes a diffusion step with c = κ 1 η. Let t h n be as defined below (23) .
Step 4. Next we define the "pre-Wiener process" that is needed to obtain the control at the next step. Let {ν n , n ≥ 1} be an i.i.d. sequence of N (0, 1) random variables, independent of (U h n , Z h n+1 )ñ
. Define S h n for n ≤ñ 1 − 1 as in (26); here we only consider the second component S h n,2 . Set S h 0 ≡ 0 and forñ 0 < n ≤ñ 1 − 1,
Finally define W h (1)
Step 5. Suppose we have, for .
Noting thatñ m is strictly increasing in m, we obtain the the controlled chain {Z h n , U h n } ∞ n=0 via the recursion:
The main step in the proof of (66) is showing that if interpolated processes (Z h , U h ) using the above control sequence are defined as below (25) and W h is defined by (70) then as h → 0,
where W is a standard Brownian motion and Z is defined by (7) with the initial condition Z(0−) = z. This convergence is established by proving convergence over the period [jθ, (j + 1)θ) for each j in a recursive manner. Note that given the initial condition Z(jθ−) = z and the control value U (jθ) = kη, the dynamics of Z for t ∈ [jθ, (j + 1)θ) are particularly simple and are given as
The following lemma provides the convergence of (Z h , U h , W h ) over one fixed period [jθ, (j + 1)θ) given the initial data at jθ. The proof follows via straightforward weak convergence arguments and thus is omitted.
Lemma 4.10 Fix z ∈ S and let
given on some probability system Φ be defined for t ∈ [0, θ] by (7) with (26) ) with the change that
In the following proposition we show that the cost, J h (z h , U h ), corresponding to the above constructed control sequence, converges to J (z, U ) as h → 0. The desired inequality in (66) then follows since Proof. For t ≥ 0, let n h (t), Z h (t), M h (t), N h (t), C h (t) be as defined below (25) . Define U h ≡ (M h , N h , C h ) and let W h be as in (70). We begin by establishing (71). Define for j ∈ IN 0 and t ∈ [0, θ) 
Due to the piecewise constant feature of the control U , in order to prove (71), it suffices to show that:
We will prove (73) via induction (on n). The case n = 0 is immediate from Lemma 4.10 and continuity of the kernel q 0,k on noting that for
Suppose now that (73) 
where 
From the continuity properties of the kernel {q m+1,k } and the weak convergence of m to , we have for all continuous and bounded functions F 1 , F 2 defined on suitable spaces, as h → 0,
Next, from Lemma 4.10, for all sequences {δ h } converging to 0 and compact sets E (of Euclidean space of appropriate dimension), as h → 0,
The weak convergence of h m+1 to m+1 now follows on combining (74), (75) and (76). This proves (71).
We now address convergence of the cost functions. First let T be as in Lemma 4.9. Recall
As was noted in the proof of Lemma 4.1 on the set {τ < ∞} for every δ > 0 there exists t ∈ [τ, τ + δ) and > 0 such that dist(Z(t), S) > . Also, |Z h (t) − Z(t)| uniformly on [0, T ] and ∂ h → ∂S as h → 0. Together these three facts imply
Combining Corollary 2.5 and Propositions 4.8, 4.11 we have the following theorem.
Theorem 4.12 Let z ∈ S and let {z h , h > 0} be a sequence with
Computational Methods for the MDP.
The convergence results in the previous section ensure that for small values of h, the MDP defined in Section 3 provides a good approximation to the diffusion control problem defined in Section 2.
In this section we outline the numerical methods for solving the MDP. Specifically, we provide the algorithm through which we compute the value function (25) and the associated optimal control for each initial state z h ∈ S h . In practice, we fix a value of h and use the associated MDP to provide approximations to the diffusion control problem. Thus, for the remainder of the section, we will take h as a fixed value and supress it from the notation.
Specifying the controlled Markov chain. In Section 3, we specified a choice of transition probabilities and interpolation intervals which satisfy the local consistency criteria; see (15) - (17) and (20) . Many variations of this choice are possible; when specifying the particular controlled Markov chain, consideration must be given to the numerical implementation. For example, note that the neither the denominators of the probabilities nor the interpolation intervals in (15) depend on the value of c. This was accomplished by allowing the self transition (x, y) to (x, y). Also, we have separated the pure diffusion effects from the effects of the consumption control. That is, as consumption always decreases wealth, we associate it with the transition from (x, y) to (x − h, y) only. Recall that ∆(z, u) = 0 for all z if u = (3, c) ; that is, the interpolation interval is 0 if reflection occurs. Hence, using (24), a reflection step incurs no cost and thus
. It is a consequence of Definition 3.1 that IP [I n = 3|Z n ∈ ∂ R \ ∂ h ] = 1 for all n; that is, reflection is the only admissible action for states in the reflecting boundary. Therefore, by adjusting the transition probabilities associated with the diffusion and singular controls it is possible to eliminate states in the reflecting boundary without affecting the cost function. This modification helps in speeding up the convergence of the numerical scheme.
In what follows, we will assume that the reflecting boundary states have been eliminated and the appropriate adjustments to the transition probabilities made. Thus, the state space of the 
which is asymptotically equivalent to (24) . Recall that the value function is given as
We now present the dynamic programming equation that characterizes the value function. We begin by introducing the class of feedback controls. A feedback control is a measurable function u : S MDP → U MDP . We write u = (i, c) where i and c are the two coordinates of the function u. Using such a function one can construct an admissible control pair (Z n , U n ) recursively by setting Z 0 = z 0 , U n = u(Z n ), n ≥ 0, and
With an abuse of terminology we will refer to this sequence {U n } as a feedback control as well.
If U = {U n , n = 0, 1, 2, . . .} is a feedback control then one can easily check that the pair (Z n , U n ) is a Markov chain from which it follows that for all z ∈ S MDP ,
where r(z, u(z),z) = e −β∆(z,u(z)) p(z, u(z),z). Observing that J(z, U ) = 0 for all z ∈ ∂ h , the summation above can be taken overz ∈ S * . = S MDP \ ∂ h .
We can write the above equality in a matrix form as follows. Let |S * | = s and fix an ordering of all the states in S * , i.e. S * = {z 1 , . . . , z s }. Let F (u) be an s × 1 vector whose i th entry is f (c(z i ))∆(z i , u(z i )), i = 1, . . . , s. Let R(u) be the s × s matrix with the (i, j) th entry as r(z i , u(z i ), z j ). Finally let J(u) be the s × 1 vector with the i th entry being J(z i , U ). Then using these matrices, (78) can be written as:
Next for u ∈ U MDP let R(u) be the s × s matrix with (i, j) th entry r(z i , u, z j ). From standard arguments (cf. Section 5.8 in [19] ) it follows that the value function V satisfies the following dynamic programming equation:
where in the above equation V is interpreted as an s × 1 vector whose the i th entry is V (z i ), and the supremum on the righthand side above is taken row by row.
The following contraction property is central in the characterization of the value function via the dynamic programming equation in (80). The proof of the following lemma relies on the fact that the cost is of the discounted form with a strictly positive discount factor at all diffusion control steps and although the discount is zero for singular control steps, such steps tend to push the process towards the boundary of the domain and thus cannot occur "too often". Let (Z n , U n ) be the controlled Markov chain associated with feedback control u and transition kernel as defined in Section 3 with the modifications discussed in this section, and let ∆ k ≡ ∆(Z k , U k ) be the associated interpolation intervals. Let η . = inf{n : Z n ∈ ∂ h }. A simple calculation yields for all i = 1, . . . , s:
where IE i denotes the expectation given that Z 0 = z i .
Since the states in ∂ h are not included in S * and p(z, u(z), z) = 1 for z ∈ ∂ h , we have 1 {Z n =z j } = 0 for j = 1, . . . , s when n ≥ η. Thus we have
Fix a ∈ Z + ; conditions on a will be specified later. Define:
The integer a is used to group the steps of the chain from 1 to n together into intervals. The quantityd, (d ) counts the number of such intervals with at least one diffusion step (respectively, no diffusion steps). By (14) there is a δ > 0 such that ∆ n ≥ δ for all diffusion steps (i.e. all n such that U n = (0, ·)). Also, recall that ∆ n = 0 if step n is not a diffusion step. Combining these observations we have:
We will utilize the behavior of the singular controls to bound the second term on the righthand side of the line above. Let E 1 , E 2 , . . . , Ed denote the intervals containing no diffusion steps, each of size a. Let K d denote the number of purchase control steps in E d ; then a − K d is the number of sales control steps in E d . Due to the finiteness of the state space, the maximum number of successive transitions to the left is bounded; in particular, it is bounded by B . = 2( /h + 1). Similarly, B is a bound on the maximum number of downward transitions in a row. From (17) we see that each sales control always pushes the chain downward. Thus, the application of too many sales controls in a row will cause the chain to hit the boundary. However, by (16) a purchase control potentially pushes the chain upward. Similarly, a purchase control always pushes the chain to the left, while a sales control has the potential to push the chain to the right. Thus, in order to avoid hitting the boundary, the number of sales controls must be properly balanced by the Let be chosen to satisfy 0 < < p/2. Recall that at a purchase control step the chain moves to the left with probability q . = λ/(1 + λ). Thus by Cramer's theorem (see Theorem 2.1.24 [8] ) there exists a κ ≡ κ( ) such that
where the last inequality follows from the bound on K ] . The result now follows on noting that the term on the right approaches 0 as n → ∞.
An immediate consequence of the lemma (cf. Section 2.3 of [19] ) is the following. From the above theorem it follows that in order to compute the value function and the optimal control it suffices to solve the equation (80).
Numerical Methods. We will use classical iterative methods to find the optimal control by solving the dynamic programming equation (80). A sketch of the algorithm is provided here. Details can be found in Chapter 6 of [19] .
The following theorem provides the basis for the numerical approximation of the optimal control. We refer the reader to Theorem 6.2.1 in [19] for a proof. Theorem 5.3 Let u 0 be a feedback control. Define a sequence of feedback controls {u n , n ≥ 1} and costs {J(u n ), n ≥ 1} recursively as follows. Given u n , define
where the arg max on the righthand side is computed row by row. Then J(u n ) → V as n → ∞.
Given some control, (85) provides a way of "updating" the control in the search for the optimal control. However, this requires solving (84) to obtain the cost associated with the given control. Finding an exact solution to this equation can be numerically intensive since it involves the inversion of an s × s matrix. Thus, we use instead an approximation to the cost function J(u n ) in (85). The following theorem provides a method for obtaining such an approximation. We refer the reader to Theorem 6.2.2 in [19] for the proof. 
converges to J(u).
The numerical method for finding the optimal control is obtained by combining Theorems 5.3 and 5.4 as follows.
Policy iteration:
Having determined an approximation to J(u n ), denoted asJ(u n ), one obtains u n+1 by solving the minimization problem in (85) by replacing J(u n ) there byJ(u n ).
Value iteration: Given u n , iterate (86) a large number of times (say m) with R(u) there replaced by R(u n ) and initial valueJ 0 replaced byJ(u n−1 ). SetJ(u n )
. =J m .
The numerical algorithm alternates between policy iterations and value iterations until some suitable stopping criterion is met. Several modifications of (86) are often used to improve numerical efficiency; see Section 6.2.4 of [19] for details.
Numerical Study.
We now present the results of a small pilot study using the method described in Section 5. We consider one of the examples in [31] . As in that reference, we set r = 0.07, b = 0.12, σ = 0.40, and β = 0.10. We consider the case λ = µ = 0.01 and the utility function f (c) = 2 √ c. We take = 10 as in [31] and p = 10. The discretization parameter is taken to be h = 0.25. (Note that [31] uses h = 0.025.)
To implement the numerical algorithm, we choose an initial feedback control matrix u 0 given by, for z ∈ S * , u 0 (z) = Based on this control, the no-transaction region is the first quadrant of IR 2 , and we always exercise the maximum amount of possible consumption. For z ∈ S * we takeJ 0 (z) to be 75% of the value function computed in the absence of transaction costs; see equation (2.5) in [6] . We ran the algorithm described in the previous section. Figure 2 displays the first quadrant of the state space and illustrates the optimal control for this region. We see that the no-transaction region looks roughly like a cone. Consumption states are represented by the circles, purchase states by the asterisks, and sales states by the plus signs. The estimated boundaries of the no-transaction region (the solid lines in the figure) are given by the lines y = 0.575x − 0.050 (the boundary of the "buy" region) and y = 1.659x + 0.405 (the boundary of the "sell" region.) The estimated sell boundary of the no-transaction region is similar to that obtained by Tourin and Zariphopoulou (see Figure 1 in [31] ). However, the slope of our buy boundary appears to be lower than the slope illustrated in Figure 1 of [31] . A possible reason for this could be the difference in the discretization parameter. We used h = 0.25 to produce the test results provided here. Within the no-transaction region, consumption remains at a fairly constant percentage of wealth, 11.5%, which is very close to the constant percentage of consumption in the case of no transaction costs (see Theorem 2.1 in [6] ). We also compare the value function computed by the algorithm versus the value function in the case of no transaction costs (again, see Theorem 2.1 in [6] ). In general, the optimal value for an initial state computed in the presence of transaction costs is roughly 97% of the optimal value for the same state in the absence of transaction costs. However, when the initial wealth is small, this percentage tends to be lower (roughly 80% to 90%).
