y ( t ) = Hdt) Ob)
where z belongs to t.he n-dimensional &ate space 9, u to the mdimensional input space CU, and y to the r-dimensional output space y. ALso let z = (z~,zz,* . . , s , )~, u = (ul,us,. . .,u,)~, y = (yl,y2,. . .,
yrIT, and

H = ( 2 )
Then the following theorem is valid.
Theorem 1: The dynamical behavior between t,he input of system (1) and its jth output.
component. is complet.ely described by a model whose order vi equals the dimension of the cyclic subspace generated by hj with respect to the linear operator FT.
The proof is given in 141. The algorithm proposed in [4] then computes the parameten of the subsystem S1 of Fig. 1 of the whole system, particularly when LSS composed of weakly coupled subsystems are considered. Moreover, no extraneous solutions are introduced, and the whole number of required operations compares favorably with that required by previous algorit.hms.
INTRODUCTION
The possibility of a singulai transition matrix has been recognized as a source of problems peculiar to the discrete linear t,imeiinvaria,nt systems [ l ] . Known relaxed conditions for complete controllability to the zero state typify the difference with the nonsingular case. This note aims at further clarifying some of the particularities of this class of syst,ems. New necessary and sufficient conditions for complete contr0llabilit.y are present,ed; they provide a fresh insight into the structure of such systems. The implications of singularity on the optimal regulator problem are also examined.
CONTROLLSBILITY
Consider a discrete time-invariant syst,em 6: described by where zi E Rn,ui E Rr, and A admits zero as an eigenvalue of multip1icit.y no (0 < no 2 n).
Recall t.hat the syst.em 2 is said to be completely controllable to the zero state [2] This relaxed version of t.he familiar rank crit.erion may appear rather technical and it does not, stress the attribute of the system which accounts for the relaxation. In this respect, the transformat.ion of ( 1 ) into a partial Jordan canonical form will prove informat.ive.
Let T be a nonsingular transformation matrix such that T-l- 
(3 )
Since Jono = 0, the subsystem SZ yields a deadbeat response when the control is zero. First, consider the class of systems for which Jo = 0. Note that this is the case when rank no = 1. Elementary algebraic manipulations show that the regulator problem { (1),(4) ] can be recast as 0:
subject to the constraint, (2), with Consequently, t,he control law The conclusion is twofold. First, note that, (8) and (9) can be used jointly with z = T-12 to compute the gain G w4t.h less effort than through ( 5 ) and (6). It should indeed be realized that the reduction of the order of the Riccati matrix equation generally more than compensates for the necessity of computing T. Second, t,he state vector ~2 appears nonessential. As a matter of fact, system d: could have been modeled in terms of the state z1 only while zz could be considered as a.n output. depending at time k + 1 on the values of the cont.rol at time k.
When Jo # 0, but Jon] = 0 with 1 < nl 5 TI+, the subsystem 5 2 remembers its initial conditions and t,he applied controls, although not for more than nl time intemals. A straightforward analysis shows that the performance index (4) is of the form can be viewed as an out,put rrhich depends at time k + nl on the values of the control a t t.imes k t,hrough k + nl -1. The initial condition ~2 ,~ can be regarded as result,ing from a control applied prior to time 0. Furthermore, as t,he weight,ing on the differences &(I), . . . , A k ( n l + l ) in (10) is not chosen by the designer, but rather imposed by the original performance index, it may be questioned whether the state z p is essential to the purposes of describing and controlling the syst.em C.
CONCLGSION
It has been shown that a discrete linear time-invariant, system C with singular transition matrix can be decomposed into two subsystems S I and &. The former reprsents t,he core of the system C and governs its controllability. The latter is either redundant and could have been omit.ted in modeling the system, or it serves to dynamically implement a feedback control optimal nit,h respect to a performance index involving higher order differences of the control.
