Due to the fact that the laboratory analysis of biological oxygen demand (BOD) is time-consuming and uncertain because of some interferences during analysis, automatic estimation of BOD by modeling methods would be of great importance to researchers. The main aim of this study was to compare the performance of three models for the prediction of BOD in the wastewater of Arak City, Iran. The methods were artificial neural network (ANN with early stopping and ANN with Bayesian regularization), an Ensemble of ANN (EANN), and partial least squares regression.
INTRODUCTION
The proper treatment of wastewater is one of the ongoing challenges in developing countries. In Iran, during the last few years, an enormous amount of money has been spent on the establishment of new wastewater treatment systems especially in metropolitan areas. Arak City is the capital of Markazi Province with a population of about 600,000 inhabitants. Municipal and industrial wastewaters of this city are directed to a wastewater treatment plant through sewers and the basic wastewater treatment process in Arak is a stabilization pond (Naddafi et al. ) . Information about the quality of wastewater before discharging to surface and groundwater resources is of great impor- Table 1 .
Partial least squares regression
In this study, partial least squares regression (PLSR) using the SIMPLS Algorithm was performed to predict the biological oxygen demand based on the 19 wastewater treatment parameters. Variables were standardized firstly to overcome the problem of their large scale variance, so the modeling process was actually based on the correlation matrix of the original data (Vinzi et al. ) . PLSR works by finding latent variables called X-scores which are orthogonal, while capturing most of the variance in the original data. The latent variables are good predictors of Y and summaries of X. The latter matrices (e.g. X and Y ) are modeled by these latent variables. The X-scores are denoted by t a (a ¼ 1, 2, . . . , A) and defined as follows:
In which W Ã ka is the weight(s) and X ik is calculated with the following equation:
In the later equation, p ak and e ik are the associated loading and X-residuals respectively. Similarly for the multivariate Y, we will have:
where c ma and f im are the weight and Y-residuals. If we combine Equations (1) and (3), a multiple regression model is produced as follows:
In Equation (4) 
Development of the ANN model
To keep within the scope of this paper, we limited our survey of neural network (NN) models to the feed-forward neural network with one hidden layer. The linear transfer function (e.g. yi ¼ xi) and the following transfer function were used for the output and hidden layers, respectively:
where w ij and b j are the weight and bias parameters in which 'i' and 'j' subscripts refer to the input and neuron respectively. In addition, the Levenberg-Marquardt algorithm was used to update the weight and bias of the network according to this formula:
where J is the Jacobian matrix, which contains first derivatives of the network errors with respect to the weights and biases, e, is a vector of network errors, I, is the identity matrix, x, is a vector containing weights and biases, and μ is a scalar value. Prior to the data introduction to the neural network, standardization of the data (i.e. the data have zero mean and unit standard deviation) was carried out according to the following equation:
In which, Over-fitting occurs when a forecasting model has few degrees of freedom. In other words, it has relatively few observations in relation to its parameters and therefore it is able to memorize individual points rather than learn the general patterns (Baum & Haussler ) , so it has poor out-of-sample generalization error. In this study, different hidden node sizes ranging from 5 to 30 were applied, and
given the optimum number of hidden nodes (based on the minimum mean squared error [MSE] ), the best performed ANN was used for out-of-sample BOD prediction.
Early stopping
When the objective function evaluated over the validation data reaches a minimum, it gives a useful signal that this is the appropriate time to stop the training, as additional training epochs only contribute to over-fitting. This very common approach is called early stopping (Piotrowski & Napior- kowski ). In this study, we randomly retained 38.5 percent of the original data as the test set to ensure that a completely independent set was used for out-of-sample error evaluation. and test set, so data that is a test set for one network will likely be used for training or validation by other neural networks. That is why the original data were divided into two parts to ensure that a completely independent test set was preserved (Beale et al. ) .
Ensemble averaging in conjunction with early stopping In this research, a completely independent data set, accounting for 38.5 percent of the original data, was selected randomly. Then, the same network architecture was trained 10 times on the remaining part of the data using early stopping, with different data divisions for training, validation and test and different weight and bias initialization. Finally, the performance for the average output was considered on the second independent data set.
Bayesian regularization
One of the methods to improve out-of-sample error (generalization) is regularization. This involves modifying the performance function, which is normally chosen to be the sum of squares of the network errors on the training set as follows:
where t i and a i are the target and predicted values of the water quality parameter (BOD in this case). In this method, the improvement of generalization is implemented through modifying the performance function by adding a term that consists of the mean of the sum of squares of the network weights and biases:
In which γ is the performance ratio and
where w j is the associated weight of the neural network.
Using this performance function will cause the network to have smaller weights and biases, and this will force the network response to be smoother and less likely to over-fit.
Sensitivity analysis
The relative importance of each wastewater quality parameter on prediction of BOD was considered using a sensitivity analysis. In model building studies, sensitivity analysis generally refers to assessment of the importance of predictors in the fitted models. During this process, the 
RESULTS AND DISCUSSION
To determine the optimum number of PLS components, the percent of variance explained in BOD was plotted against the number of PLS components (Figure 2 ). Considering this figure, it can be concluded that with 5 PLS components, 98.5 percent of variance in the biological oxygen demand has been covered, while thereafter the variance explained by each PLS components was negligible. Therefore, the parameters of PLSR were recalculated with 5 PLS components.
The regression coefficients and performance of PLS for 10
and 5 PLS components have been presented in Table 2 . On the other hand, the condition for ensemble averaging was nearly the same in which the training and test corre- 
