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There is a wide variety of Alfvén waves in tokamak and stellarator plasmas. While most
of them are damped, some of the global eigenmodes can be driven unstable when they
interact with energetic particles. By coupling the MHD code CKA with the gyrokinetic
code EUTERPE, a hybrid kinetic-MHD model is created to describe this wave–particle
interaction in stellarator geometry. In this thesis, the CKA-EUTERPE code package
is presented. This numerical tool can be used for linear perturbative stability analysis
of Alfvén waves in the presence of energetic particles.
The equations for the hybrid model are based on the gyrokinetic equations. The
fast particles are described with linearized gyrokinetic equations. The reduced MHD
equations are derived by taking velocity moments of the gyrokinetic equations. An
equation for describing the Alfvén waves is derived by combining the reduced MHD
equations. The Alfvén wave equation can retain kinetic corrections. Considering the
energy transfer between the particles and the waves, the stability of the waves can be
calculated.
Numerically, the Alfvén waves are calculated using the CKA code. The equations
are solved as an eigenvalue problem to determine the frequency spectrum and the mode
structure of the waves. The results of the MHD model are in good agreement with other
sophisticated MHD codes. CKA results are shown for a JET and a W7-AS example.
The linear version of the EUTERPE code is used to study the motion of energetic
particles in the wavefield with fixed spatial structure, and harmonic oscillations in time.
In EUTERPE, the gyrokinetic equations are discretized with a PIC scheme using the
δf method, and both full orbit width and finite Larmor radius effects are included.
The code is modified to be able to use the wavefield calculated externally by CKA.
Different slowing-down distribution functions are also implemented. The work done by
the electric field on the particles is measured to calculate the energy transfer between
the particles and the wave and from that the growth rate is determined. The advantage
of this approach is that the full magnetic geometry is retained without any limiting
assumptions on guiding center orbits.
Extensive benchmarks have been performed to test the new CKA-EUTERPE code.
Three tokamak benchmarks are presented, where the stability of TAE modes are stud-
ied as a function of fast particle energy, or in one case as a function of the fast particle
charge. The benchmarks show good agreement with other codes. Stellarator calcula-
tions were performed for Wendelstein 7-AS and the results demonstrate that the finite
orbit width effects tend to be strongly stabilizing.
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Fusion is the ultimate source of energy on Earth. Nearly all of the energy used in our
planet comes from the Sun where it is produced by fusion reactions. Sunlight provides
energy for the plants, thus directly or indirectly it fuels most of the life forms that we
know today. Throughout the history, mankind has utilized an ever increasing portion
of this energy. On average, the human body uses around 10 MJ energy per day [1], and
this energy is obtained from the food that we eat. The primitive man had only this
much energy available to do work. After inventing fire, utilizing animal work, using
energy of flowing water and air, the average energy consumption per person has grown
to 13 times of the original value [2] in the advanced farming societies of the middle ages.
The industrial revolution and the usage of hydrocarbons has lead to an exponential
increase in energy usage. Nowadays, in Europe, we use 42 times more energy per
person than our ancestors of the stone age [3]. This has resulted in a complex society
with a high standard of living. The energy consumption of the world is assumed to
grow significantly in the next decades [4] and the way we produce this energy has a
significant effect on the future of Earth. It is desirable to use renewable sources of
energy, and theoretically it could be possible (even if it is not economically feasible)
to produce all energy only from renewable sources such as solar or wind energy [5, 6,
7]. We should note however, that by utilizing these renewable sources we are merely
using nuclear fusion energy through very inefficient channels. If we would be able to
produce fusion energy directly on Earth, it could solve all our energy problems for the
next century [8]. There are several ideas of how to achieve this goal. The problem
is that extreme physical conditions are required to fuse the particles, which makes it
difficult to achieve controlled fusion that produces energy.
Most of the research effort is concentrated on magnetic confinement fusion [9] and
Inertial Confinement Fusion (ICF) [10]. In the first case, different toroidal magnetic
configurations are used to confine ions that are heated up to a very high temperature
that would enable fusion. In ICF, a small capsule with fusion fuel is compressed
with laser or particle beams to provide high density and temperature for the fusion
reaction. There are other concepts, based on different principles, for example inertial
electrostatic confinement fusion [11] or muon catalyzed fusion [12]. They have some
attractive features but also some obstacles that are not yet known how to overcome. It
has also been proposed that embedding deuterium into metals modifies the Coulomb
1
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barrier [13], but it is highly questionable whether it would allow fusion at a significantly
lower temperature. There are other interesting ideas that are still in the realm of
science fiction like high frequency gravitational wave induced fusion [14], or fusion
using ultradense deuterium [15].
1.2 Magnetic confinement fusion
In this thesis, the focus is on magnetic confinement fusion. The aim of magnetic
confinement fusion is to confine a mixture of hydrogen-isotope gas at temperatures in
the order of 10 keV (≈ 100 million K). If the density and the confinement time is high
enough then it would lead to energy producing fusion reactions. The hydrogen gas is
ionized at this temperature, it is in plasma state.
A strong magnetic field traps the charged particles of the plasma. Due to the
Lorentz force, the particles move circularly around the field lines, and this way they
are not allowed to stream freely in the direction perpendicular to the magnetic field.
But along the field lines they can move without restriction (apart from some very
infrequent collisions). In order to confine the particles in a finite space, the magnetic
field lines are bent into a shape of a torus (Figure 1.1). This magnetic field can be
Figure 1.1: Toroidal magnetic field. The blue coils generate the toroidal magnetic
field, that is denoted by the field lines on the yellow surface. The red arrow shows
the toroidal direction, the angular coordinate in this direction is usually denoted by
ϕ. The green arrow shows the poloidal direction. The poloidal angle is denoted by ϑ.
realized by simple circular coils arranged along the torus as shown in the figure. The
figure shows the main coordinates and directions: the toroidal direction is along the
field lines, the poloidal direction is perpendicular to the field lines.
One problem with this toroidal arrangement is that the magnetic field is not ho-
mogeneous, and it causes the particles to drift in a way that polarizes the plasma and
degrades the confinement. More precisely, due to the inhomogeneity and the curvature
of the magnetic field, the positive and negative particles drift in opposite directions,
and this creates an electric field that drives both the electrons and the ions out of the
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torus [16]. To circumvent this effect, the plasma has to have a helical field structure, as
shown in Figure 1.2. The helical field short circuits the plasma, and thus prevents the
Figure 1.2: Helical magnetic field. The field lines have to twist around the torus
to provide better confinement.
formation of a strong electric field, which would expel the particles from the container.
In the helical configuration, both the toroidal and poloidal coordinates change as we
move along the a field line. After many poloidal turns, the field line can trace out
a toroidal surface, which we call flux surface. It is not guaranteed that all toroidal
devices have flux surfaces, but those that are discussed in this thesis are constructed
to have flux surfaces. To characterize how the field lines turn, the rotational transform
is introduced. It is denoted by iota-bar, and defined as follows: let ∆ϑk be the change









which is the average change of the poloidal angle after a toroidal turn [17]. Sometimes,





The question here is how to induce the rotational transform. One option is to
use external coils to create the helical magnetic field. Such a magnetic configuration
is called stellarator [18]. Figure 1.3 shows a possible coil arrangement to create a
stellarator field. Besides the toroidal coils there is a helical winding around the torus
to twist the magnetic field lines. A small vertical field is also added. One advantage of
the stellarator concept is that with the external coils it is possible to create a steady
state magnetic configuration. Furthermore, there is no net toroidal current driven
inside the plasma, which could be a source of instability if present. Consequently, it
is possible to achieve high plasma density. From early stellarator experiments it was
learned that the magnetic geometry has to be properly shaped in order to avoid large
particle losses. By changing the coil configuration it is possible to optimize the magnetic
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Figure 1.3: Simple stellarator model. Apart from the blue toroidal coils, there
are helical coils (denoted by red) to induce the rotational transform. The additional
green coils provide the vertical magnetic field that helps to stabilize the plasma.
field to achieve better plasma confinement. The disadvantage of the stellarator concept
is that the complicated coil structure makes it difficult to build a stellarator.
Over the decades, the theory has been improved, and with the use of powerful
computers now it is possible to analyze 3D configurations and optimize the magnetic
field to provide good magnetic flux surfaces, good MHD stability of the plasma, reduced
neoclassical transport, and reduce the bootstrap current [19]. The basic elements of
optimization were successfully tested in the Wendelstein 7-AS stellarator [20]. Its
successor is the Wendelstein 7-X experiment [21] under construction in Greifswald,
Germany. It is fully optimized according to the principles described above. Figure
1.4 shows the magnetic configuration of W7-X. Similarly to its predecessor, W7-X has
a modular coil configuration. The complex three dimensional magnetic coils create
the helical field without the need for a helical coil that would otherwise wind around
the torus. This has practical advantages during construction and maintenance. If the
Figure 1.4: Schematics of Wendelstein 7-X. The blue rings are the 3D coils. One
of the closed flux surfaces is shown in yellow. The green line shows a field line as it
winds around the torus. Figure source: Grieger et. al [22].
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forthcoming experiments are successful, then the stellarator concept could be a strong
reactor candidate. But there is still scope for improvement, because an other toroidal
confinement concept, the tokamak, currently produces even better plasma parameters.
Figure 1.5: Schematics of a tokamak. A transformer is used to drive current in the
plasma. The additional green coils generate a small stabilizing vertical field.
In the tokamaks, external coils are used to create the toroidal field while a current
is driven in the plasma by a transformer [23]. This current generates a magnetic
field in the poloidal direction, and thus the helical field is established. The tokamak
is the most advanced magnetic configuration (in terms of produced fusion energy)
[24]. Figure 1.5 shows the tokamak concept. Advantage of the tokamak is its simple
design (compared to a stellarator). But the current can be a source of instabilities,
and imposes limitations on operational parameters. Because of the transformer, the
current tokamaks operate in pulsed mode, but there are plans to use different current
driving technologies to achieve steady state tokamak operation.
Currently the largest operating tokamak is JET [25] in England. The next big
step in tokamak research will be the ITER [26] machine under construction in France.
ITER shall prove the viability of magnetic confinement fusion for energy production.
It aims to produce 10 times more heat energy than what is used for plasma heating.
However, it will not yet produce electricity. The chief task is to test the technology and
investigate the properties of plasma close to self sustaining conditions. The step after
ITER will be the energy producing demonstrational power plant called DEMO [27].
1.3 Energetic particles
Both in tokamaks and stellarators, the primary aim is to produce fusion reactions in
the hot plasma. The deuterium-tritium reaction has the highest cross section
D + T→ He (3.5MeV) + n (14.1MeV). (1.3)
The energy released in the fusion reaction appears as the kinetic energy of the fusion
products. In burning plasmas, there will be helium ions (alpha particles) produced by
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the fusion reactions. Thus, there will be a large population of alpha particles with high
energy. The confinement of these energetic particles is of key importance [28], because
the alphas shall provide the energy to heat the plasma. Neutral beam injection (NBI)
or ion cyclotron resonance heating (ICRH) can also produce fast ions with energies in
the MeV range. These energetic ions are important for plasma control, therefore, it is
essential to understand the behavior of these particles in the plasma.
The energetic particles in a toroidal magnetic field can give rise to various instabil-
ities. The initial velocity of the alpha particles is around 107 m/s, so the velocity of
these particles can be close to the Alfvén wave velocity in the plasma. There is a wide
range of possible Alfvén modes in fusion plasmas, and there are some weakly damped
global Alfvén modes that can be driven unstable when they interact with energetic
particles. In the following sections, we discuss the Alfvén waves in toroidal magnetic
fields and how they can interact with energetic particles.
1.4 Alfvén waves
Alfvén waves were discovered by Hannes Alfvén in the 1940s [29]. Since then they have
been observed countless times in laboratory or space plasmas. A general description of
these waves can be found in the textbooks, e.g. Freidberg’s book [30]. A good overview
of the topic, with emphasis on wave-particle interaction can also be found in the thesis
of S. D. Pinches [31].
In this section, we focus on shear Alfvén waves, that are transverse low frequency
electromagnetic waves propagating along the magnetic field. The simplest way to
describe these waves is through ideal MHD theory, from which we can derive the
following dispersion relation (in uniform B field)
ω2 = v2Ak2‖. (1.4)
Here, vA = B√ρmµ0 is the Alfvén velocity, ρm is the plasma mass density, and µ0 is the
magnetic permeability. A good physical analogy to these waves is a plucked string: the
magnetic field provides the tension ∼ B2 and the ions represent the mass density. In
a toroidal configuration, the wave has to satisfy the toroidal boundary conditions. If
we assume the following form for the perturbed potential
Φ ∼ e−iωt+i(nφ−mθ), (1.5)
where (n,m) are integer mode numbers (toroidal and poloidal mode numbers), then
the parallel wave vector has the following form
k‖ = (n− ι(r)m)/R. (1.6)
This way m and n determine a discrete set of possible k‖ values (see Figure 1.6).
Albeit the simple dispersion relation (1.4) suggests a dispersionless wave propagation,
it is only valid at a fixed flux surface. The Alfvén velocity is a function of the density and
the magnetic field, and therefore, it depends on the position in the plasma. Moreover,
the parallel wave vector for a mode with fixed (m,n) is also dependent on the position,
according to (1.6), because the iota profile is a function of the radial variable. This way
we have a space dependent dispersion relation ω2(r) = k2‖(r)v2A(r), which is illustrated
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Figure 1.6: Dispersion relation of a shear Alfvén wave (black line). Periodic bound-
ary conditions allow only discrete k‖ value, denoted by the colored dots. The numbers
















Figure 1.7: Because of the toroidal boundary conditions, at a fixed radial location
we have only discrete set of modes (denoted by the dots). The colored curves shows
the frequency of modes with fixed (m,n) modenumbers. This frequency changes with
the radial position.
in Figure 1.7. For every m and n we can see a continuous spectrum of modes in radial
direction. These are the continuum modes. There is also a damping associated with
these modes, which is called continuum damping. For a fixed m and n, the mode
frequency depends on the radial position, i.e. there is a radial dispersion. Because of
this, a radially extended wave packet disperses quickly [32]. This so called continuum
damping is quite strong, therefore waves in the continuum generally cannot be driven
unstable. This also results in a very narrow radial extension of the mode amplitude,
we can say that a continuum modes exist in a flux surface.
Besides the continuum modes, there are other types of Alfvén modes in the plasma.
They are called global modes, because their mode structure is radially extended. In
certain cases, these modes do not experience continuum damping. There are two main
reasons why this can happen. First, if there is an extremum in the frequency spectrum,
then the radial variation of the dispersion relation disappears at that point. Without
the strong damping effect of the radial dispersion, modes such as the reverse shear
Alfvén eigenmode (RSAE) [33], or the global Alfvén eigenmode (GAE) [34] can appear
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around the extremum point. The other case, that can lead to the emergence of weakly
damped global modes, is mode coupling. The simple picture depicted on Figure 1.7
is not completely correct. Consider two crossing branches of the continuum. At the
crossing point and around it the waves from these branches propagate in opposite
directions (the sign of the parallel wave number is different). At the crossing point,
the magnitude of the wavenumbers becomes the same, therefore the frequency is equal
too. Due to symmetry breaking in the physical system (for example a modulation
of the magnetic field strength), the two branches can interact. As the two counter
propagating waves with the same frequency mixes, the branches couple to each other
and this leads to the creation of a gap in the frequency spectrum (Figure 1.8 ). Inside
these gaps new global modes can reside. An example of such modes is the Toroidal
Alfvén Eigenmode (TAE, m and m+1 mode coupling) [35]. There are other modes with
coupling between higher harmonics, for example helical Alfvén eigenmode (HAE) or
elliptic Alfvén eigenmode (EAE). The existence of gaps is a general phenomenon which
is present in several physical systems. Some of these modes can be driven unstable if
they interact with energetic particles.
Figure 1.8: Spectral gap appears where two modes couple. Weakly damped Alfvén
eigenmodes can reside the gap.
1.4.1 Alfvén Eigenmodes tokamaks and stellarators
The basic phenomenon of Alfvén modes is similar in tokamaks and stellarators due
to the fact that both devices have toroidal topology. Experiments have shown that
Toroidal Alfvén Eigenmodes (TAE) and Elliptic Alfvén Eigenmodes (EAEs), where
the gaps are generated by poloidal coupling, can be found in both types of devices.
Other modes, where the toroidal coupling is not so dominant (like for Global Alfvén
Eigenmode (GAE) or Reverse Shear Alfvén Eigenmode (RSAE)) also appear similarly
in both tokamaks and stellarators. Still, the three-dimensionality of the stellarator can
change the mode structure significantly even for these modes that are present in both
cases. A good overview about the experiments is presented by Toi [36]. The axial
symmetry in tokamaks is also not perfect, therefore, to study three dimensional effects
is also relevant for tokamak research.
The lack of axial symmetry and strong shaping result in new modes for the stellara-
tors. The magnetic field has more Fourier harmonics, therefore the Alfvén continuum
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becomes more complicated. New gaps can appear in the spectrum and gaps can even
annihilate each other [37]. There can be global modes induced by helical coupling
(where both toroidal and poloidal coupling are significant), a feature only present in
stellarators. These helical Alfvén eigenmodes were first predicted theoretically [38],
and later shown experimentally both in W7-AS [39] and LHD [40].
Experiments in W7-AS have shown that Alfvén modes exist in frequency gaps in
a wide range of the plasma parameter spectrum [20]. Upon excitation by energetic
particles, these modes can become the most relevant MHD activities in the plasma.
The alpha particle confinement is an important optimization parameter criterion for
stellarators. To study mode excitation and the effect of these modes on alpha particle
confinement is an important question for fusion reactors. Based on extrapolations from
the experimental data from W7-AS, the confinement properties for W7-X should be
better than its predecessor. There will be experiments to determine energetic particle
confinement. Therefore, it is important to improve the numerical tools that can be
used for scenario development or for evaluation of experimental results.
1.4.2 Damping and exciting mechanisms
Alfvén waves can interact with particles in several ways. There can be Landau damping
when they interact with thermal ions. If there is a group of energetic particles in the
plasma, then the inverse process can take place, and the waves can be driven by the
particles. For this to happen, the wave frequency has to be close to a frequency of the
particle motion, and a free energy source is also needed. Usually, the pressure gradient
of the energetic particles provides the free energy. The thermal velocity of electrons in
a reactor plasma is much larger than the Alfvén velocity, but the trapped electrons can
contribute to the damping of the wave in a process called electron collisional damping
[41, 42].
Waves can interact with other waves too. As discussed in the previous sections,
the continuum damping at the location of the global modes disappears, but the global
modes are radially extended and it can still happen that the a “wing” of the mode
intersects with the continuum. In that case the mode would experience some amount
of continuum damping [43, 44]. Toroidal Alfvén eigenmodes can experience another
damping phenomenon, which is due to coupling to kinetic Alfvén waves [45], called
radiative damping.
If the pressure of the energetic particles is comparable to the pressure of the back-
ground plasma, then a new class of instabilities, energetic particle modes (EPM) can
appear [46]. The mode structure of an EPM is related to a gap mode, but the frequency
and growth rate depend on the energetic particle distribution function, and can change
rapidly during the interaction with the particles [47].
In present day devices there are usually no fusion alpha particles, but there can
be other energetic particles from neutral beam injection (NBI) or ion cyclotron reso-
nance heating. Several experiments have studied such interactions [48] and showed that
Alfvén eigenmodes can be driven unstable. A good overview of the wave-particle inter-
action and its experimental observation can be found in the review by Heidbrink [49].
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1.5 Modeling wave–particle interaction
In the 70s, it was shown that Alfvén waves can become unstable in tokamak plasmas
[50]. Since then a large research effort has been devoted to calculating the stability of
Alfvén waves in the fusion plasmas. In the last decades sophisticated numerical and
analytical methods have been developed to address these problems. An overview of
the theoretical models can be found in the reviews by Kolesnichenko et al. [37] and by
Chen and Zonca [51].
1.5.1 Theoretical frameworks
We can use several different approaches to describe Alfvén waves in plasmas. The
plasma consists of charged particles that exhibit collective motion, and the kinetic
theory of charged particles provides an accurate description of the physical processes
in the plasma. It is often possible to consider the plasma collisionless, in that case the
Vlasov equation would describe the charged particle motion.
The kinetic theory can be enormously complex to solve, and in many cases, when
we are looking for the description of macroscopic phenomena, then we can neglect some
of the intricate details of the kinetic processes. It is then possible to treat the plasma as
a collection of electromagnetically interacting charged fluids. Therefore we can replace
the Vlasov equation by a set of fluid equations. We can treat all kinds of plasma
waves in an electrodynamic fluid picture. However, the lower frequency phenomena
(lower than the ion cyclotron frequency) can be treated with a simpler picture, which
neglects the high frequency electromagnetic effects, and simplifies the Poisson equation
to quasineutrality. This is the fluid plasma dynamics, where we have ion and electron
fluids that interact through quasineutral electromagnetic field.
One can go even further with the simplification, and use a single fluid (that can
carry a current) to replace the charged fluids for different species. This is the magneto-
hydrodynamic (MHD) description of plasmas. Even though the applicability of MHD
is limited, it turns out to be a very useful theoretical framework to study most of the
macroscopic plasma phenomena: the effect of magnetic geometry, equilibrium, stability,
and also Alfvén waves. Several textbooks have a good introduction to Alfvén waves
based on MHD theory, see for example [30] or [52].
However, there is scope for further simplification. In magnetic confinement systems,
there is a strong background magnetic field. The strong field introduces a separation of
spatial scales relative to the direction of the magnetic field, and also a separation of time
scales. This leads to an ordering which defines a simplified model of the plasma, the
so called reduced MHD equations (see for example works of Strauss [53, 54]). These
reduced models are very useful, because they can be specifically adapted for fusion
problems. A good overview of different levels of plasma theories can be found in the
work of B. Scott [55].
One can calculate the collective motion of the bulk plasma with fluid theories like
the (reduced) MHD equations. To study waves, one can consider them as a small
perturbation compared with the equilibrium magnetic field. With a linearized theory
one can start to address the stability of the modes. The nonlinear picture is needed to
calculate the saturated wave amplitude, which is an important factor determining the
particle losses.
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When we want to describe the resonant interaction between fast particles and the
waves, then the fluid picture becomes inadequate. Therefore, a kinetic theory is needed
to describe the energetic particles. Kinetic theories are also better suited to handle the
non-Maxwellian distribution function of the energetic particles. But to use kinetic
description for the treatment of the bulk plasma is very resource intensive. Instead of
using full kinetic description, it is popular to use a so-called hybrid kinetic-MHD model.
In this model, the Alfvén waves are described by MHD, while the energetic particles
are addressed with kinetic theory. A proper coupling between the two theoretical
frameworks has to be devised, for example based on energy conservation considerations.
In this thesis such a model is developed. It is a perturbative model, in the sense that
the effect of the energetic particles is considered as a small perturbation compared with
the Alfvénic eigenmodes of the plasma.
1.5.2 Numerical models
There are several numerical tools to simulate the interaction between energetic particles
and Alfvén waves in tokamaks, but for stellarators fewer codes are available. A survey
of different simulations can be found in [37]. Here, we mention a few codes used in
stellarators.
When the aim is a realistic simulation of magnetically confined plasmas, then gener-
ally the first step is to determine the equilibrium magnetic field. The VMEC code [56] is
frequently used in the stellarator community for calculating the magnetic equilibrium.
It calculates ideal MHD force balance by an energy minimization principle.
The result of such a calculation can be the starting point of more detailed analysis.
For example, with linear analysis, one can calculate the basic MHD stability of the
plasma. To solve linear MHD problems in stellarators, the CAS3D [57] code or the
TERPSICHORE [58] code can be used. CAS3D can recover all typical properties of
the stable MHD spectrum. It has become widely used to calculate the Alfvén spectrum
of the plasma [59].
Reduced MHD models are implemented in the CKA [60] and the AE3D [61] codes.
CKA is developed in a way that its representation of the field is compatible with the
EUTERPE [62] gyrokinetic code, it uses B-splines to represent the field in all directions.
AE3D also solves a similar reduced MHD equations, but it uses Fourier expansion in
the angular directions.
Work has been done to create hybrid models using these MHD codes. The CAS3D-K
[63] and the AE3D-K [64] codes combine MHD with a drift kinetic description of the
ions. CAS3D-K neglects the finite orbit width (FOW) effects, which have been retained
in AE3D-K. Two other codes are also under development. The Venus-δF code [65] can
be used to calculate the motion of energetic particles using Alfvén modes calculated
by CAS3D. The other code is presented in this thesis: a hybrid model developed by
coupling the reduced MHD model of the CKA code to the gyrokinetic description of
the energetic particles by the EUTERPE code. Here, we do not have any limiting
assumptions on particle orbits, both finite orbit width and finite Larmor radius effects
are retained. The accurate treatment of particle orbits is an important feature since
it determines the resonances which are essential factors in the study of wave particle
interaction.
There are nonlinear MHD models that have to be mentioned. The MEGA code uses
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a non-linear resistive MHD model together with a drift kinetic model [66]. Recently,
it was upgraded to take finite Larmor radius effects into account. It has a 3D version
too, and has been used for stellarator calculations. The nonlinear calculation of the
wave amplitude saturation is an important feature to estimate alpha particle losses.
The M3D code has several layers of physical description of the plasma. It can combine
two-fluid theory with a gyrokinetic model in order to simulate the destabilization of
TAEs in stellarators [67].
Recent advances in gyrokinetic simulations have shown that it is possible to de-
scribe wave-particle interaction entirely in the framework of gyrokinetic theory [68,
69]. These results prove that kinetic theory can provide an accurate description of
the wave–particle interaction. In principle, with the EUTERPE code, this interaction
could be described in 3D too, but it is an extremely demanding task with respect to
computational resources.
1.6 The CKA-EUTERPE code package
In this work, a hybrid kinetic MHD simulation model is developed to describe wave–
particle interaction in stellarators. The aim of this thesis is not to create a complete
gyrokinetic model of the interaction, but to use the simpler hybrid approach to gain a
general understanding of the behavior of various modes. The Alfvén mode spectrum
is calculated by the reduced MHD code CKA [60], while the motion of the energetic
particles in the perturbed wavefield is calculated by the EUTERPE gyrokinetic code
[62]. These two previously established codes are the starting point of this work. By
combining the two codes, the CKA-EUTERPE code package is created (see Figure
1.9). Both codes have been modified in order to make them compatible. The third and
the fourth chapters of this thesis introduce the codes and the changes in detail.
The CKA-EUTERPE code package uses a perturbative model that describes inter-
actions where the fast particles do not modify the modes of the background plasma.
The approach used in this work allows us to simulate the Landau damping and in-
verse Landau damping processes. We do not account for damping processes due to
interaction with other waves. It is foreseen that the model can be further developed
to describe non-linear interaction by allowing feedback from the energetic particles to
the wave, but in the code presented in this thesis the feedback cycle is not closed. The
advantage of the present work is that it accurately describes the fast particle motion,
taking into account both FLR and FOW effects. It can be used for linear perturbative
stability analysis of Alfvén eigenmodes in stellarator plasmas.
During the development, it was very important to benchmark the code. Several
benchmarks are presented in this thesis and they show good agreement with other
codes. The code was applied to calculate mode stability in a Wendelstein 7-AS dis-
charge, and shows that it is indeed important to consider the full orbit of the energetic
particles, as well as the effects of the finite Larmor radius.
1.7 Outline
The outline of the thesis is the following. In the second chapter, the theory is presented
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Figure 1.9: Overview of the CKA-EUTERPE code package. The white boxes
represent the input / output files used to specify the simulation parameters and save
the results.
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equation, we derive the fluid equations that are used to simulate the Alfvén waves of
the plasma. The hybrid model is discussed and a formula is presented that describes
the energy transfer. The CKA code, which is used to determine the MHD modes of
the plasma, is introduced in the third chapter. A tokamak and stellarator example
illustrate the results and capabilities of the CKA code. In the fourth chapter, we
describe the EUTERPE code that is used to simulate the fast particles. After intro-
ducing the numerical codes, the benchmarks of the complete CKA-EUTERPE package
are described. In Chapter 5, the linear benchmarks of the code are presented. The
benchmarked code is used to calculate stellarator scenarios in Chapters 6. Finally, the
results are summarized at the end of the thesis.
Chapter 2
Derivation of the hybrid
kinetic–MHD model
In this chapter, the equations used in the CKA-EUTERPE code package are derived.
The starting point is the system of gyrokinetic Vlasov-Maxwell equations of the plasma,
as presented by Brizard [70]. In Appendix A, the derivation of these gyrokinetic equa-
tions is given. The aim of this chapter is to derive an equation for simulating Alfvén
waves, and a formula to calculate the energy transfer between the fast particles and
the wave.
In the next section, we briefly introduce the different coordinate systems used in
this thesis, and then present the basic gyrokinetic equations. We discuss how to cal-
culate phase space integrals in gyrocenter space, and proceed by taking moments of
the distribution function. The moments are considered up to the second power of the
velocity. For the third power, truncated moments are introduced and higher order ve-
locity moments are neglected to provide a simple closure. The moments are split into
gyrocenter and polarization parts. The time derivative of the gyrocenter moments are
calculated, and in this way a set of nonlinear fluid equations are derived. After lineariz-
ing the equations and neglecting higher order terms, we derive a set of reduced MHD
equations. These equations are combined together with the quasi-neutrality equation
and Ampère’s law to form an equation that describes shear Alfvén waves. By deriv-
ing the reduced MHD equations from the gyrokinetic theory, we ensure that the two
building blocks of our hybrid model, the gyrokinetic and MHD parts, are consistent
with each other.
We show that the nonlinear fluid equations conserve energy, and construct a quad-
ratic form that approximates this energy in the linear model for Alfvén waves. Consid-
ering the Hamiltonian of the wave-particle system, the energy terms corresponding to
the particles and the waves are identified. Knowing that the energy is conserved, we
derive a formula for the energy transfer between the particles and the wave. Finally,
at the end of this chapter a discussion about the hybrid model is given.
During the derivation of the equations, some reductions will be necessary to arrive
at a reasonably simple form. In gyrokinetic theory, we assume that the Larmor radius
is small compared with the equilibrium scale length (ρ/L = B  1), and the parallel
wavelength is longer than the perpendicular. Furthermore, the perturbed electromag-
netic field is also small (i.e. the fluctuating magnetic field is small compared to the
background magnetic field, and the potential energy from the fluctuating electric field
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is small compared to the average kinetic energy). The order of the fluctuating field
is denoted by δ = qΦT . Additionally, we use a long wavelength approximation, which
means that the perpendicular wavelength of the perturbed field is much larger then the
gyroradius. The plasma beta (β = 2µ0P
B2 , the ratio between the plasma pressure and








∼  1, δB
B
∼ 2.5. (2.1)
Here we have introduced a single ordering parameter , a small dimensionless number,
which is used to indicate the order of the terms in our equations. We have the possibility
to define the ordering more specifically using parameters B and δ, but in most of the
cases it is sufficient to use  ∼ B ∼ δ. We will neglect terms that are smaller than 2
and also terms that are as small as 2B. The detailed description of the ordering can
be found in Appendix B, together with the ordering estimate of the main equations
presented in this chapter.
2.1 The gyrokinetic equations
2.1.1 Coordinate systems
Gyrokinetic theories can be constructed using different approaches. Here, we use the
Hamiltonian formulation (or p‖ formulation) of the equations, where the phase-space
variables are the gyrocenter position ¯¯r, parallel momentum ¯¯p‖, magnetic moment ¯¯µ,
and the gyrophase ¯¯θ. The double bar denotes that these are gyrocenter coordinates.
The relationship to the real physical coordinates can be established in two steps.
Let us denote the coordinates of a particle in phase space with z = (r, v‖, µ, θ).
Here r is the position of the particle, v‖ is the velocity parallel to the magnetic field,





and θ is the gyroangle (or gyrophase), which is the angular coordinate in velocity space
(see Appendix A.1.3 for more details).
For our purposes, it becomes advantageous to change the radial variable, and use
the position of the guiding center. The other coordinates are also slightly modified, to
ensure that the equations of motion expressed in the new coordinates are gyrophase
independent in the absence of perturbed fields. We will call the new coordinates guiding
center coordinates, and denote them with z¯ = (r¯, v¯‖, µ¯, θ¯). The relation to the original
coordinates is
r¯ = r − ρ,
v¯‖ = v‖ +O(B),
µ¯ = µ+O(B),
θ¯ = θ +O(B).
(2.3)
2.1. THE GYROKINETIC EQUATIONS 17
Here, ρ is the gyroradius vector that points from the guiding center to the particle
position, the length of it can be expressed using the magnetic moment





The exact form of the transformation is given by (A.95), but the details of the change
in the velocity coordinates is not important for us. The O(B) terms are related to
inhomogeneities of the background magnetic field. The main point is that the radial
coordinate is shifted by a gyroradius, so r¯ is the position of the guiding center.
When we are dealing with perturbed electric and magnetic fields, they introduce
gyrophase dependent terms into the guiding center equations. It becomes necessary to
modify the coordinates in order to ensure that the equations of motion are independent
of the gyrophase. Therefore, we introduce the gyrocenter coordinates ¯¯z = (¯¯r, ¯¯p‖, ¯¯µ, ¯¯θ)
¯¯r = r¯ +O(δ),





¯¯θ = θ¯ +O(δ).
(2.5)
The exact definition is given by (A.146). The most important point is that the gyrocen-
ter magnetic momentum ( ¯¯µ) is a conserved quantity and we have modified the parallel
velocity coordinate. A‖ is the parallel part of the perturbed magnetic potential. The
gyrocenter parallel velocity ¯¯v‖ is the velocity corresponding to the parallel canonical
momentum
¯¯p‖ = m ¯¯v‖ = mv¯‖ + qA‖, (2.6)
that is why we call this formulation of gyrokinetic theory the p‖-formulation.
The gyrocenter distribution function is denoted by ¯¯f(¯¯r, ¯¯v‖, ¯¯µ, ¯¯θ, t). We are allowed
to choose ¯¯f in a way that it is independent of the gyro-angle (see Appendix A.5.2). To
emphasize that the gyrocenter parallel velocity is not the kinetic velocity, we will use
frequently the ¯¯p‖ variable instead of ¯¯v‖, and also denote the distribution function as
¯¯f(¯¯r, ¯¯p‖, ¯¯µ, t).
2.1.2 Magnetic and electric fields
Since we are aiming to describe magnetized plasmas, we have to introduce a few def-
initions regarding the magnetic field. The unperturbed equilibrium magnetic field is
denoted by B0. The modified magnetic field B∗ is defined by two terms: the first term
is the equilibrium (or background) magnetic field and the second term is associated
with the guiding center curvature drift




The following quantities are defined with the help of the modified magnetic field
B∗‖ = b ·B∗ = B0 +
¯¯p‖
q
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We also consider magnetic perturbations, denoted by B1, so the total magnetic field is
Btot = B0 +B1. (2.9)
The magnetic field can be represented by the vector potential
Btot = ∇×Atot = ∇×A0 +∇×A1. (2.10)
The equilibrium magnetic field is considered as a known quantity. We represent it
mostly with the B0 vector itself, and the equilibrium vector potential will not be used
in this chapter. On the other hand, the perturbed magnetic field will be represented
by the vector potential A1, and we will rarely use the variable B1. Therefore, it does
not lead to confusion to omit the subscripts: in this chapter B always denotes the
equilibrium magnetic field, and A is the magnetic potential of the perturbed field. We
intend to describe shear Alfvén waves, therefore it is sufficient to keep only the parallel
component of the perturbed vector potential (see Appendix B for discussion)
A ≈ bA‖. (2.11)
As the perpendicular components of the vector potential disappears, the parallel fluc-
tuations of the magnetic field are also small
δB‖ = b · (∇×A) = b · (∇× b)A‖ ≈ 0. (2.12)
This is in agreement with our aims since we do not intend to treat compressional
Alfvén waves. The compressional waves have high frequency, and here we will focus
our study to lower frequency phenomena. More on compressional Alfvén waves, and
how to recover them from gyrokinetic theory, can be found in the works of Qin and co-
workers [71]. In this work, we will neglect the parallel part of the perturbed magnetic
field.
The electric field, as usual, is represented as
E = −∇Φ− b∂A‖
∂t
. (2.13)
The equilibrium electric field is considered to be zero (Φ0 = 0), therefore in this thesis
Φ always refers to the perturbed electric potential. We are using Coulomb gauge, which
is
∇ ·A1 = 0. (2.14)
We introduce the general potential
Ψ = Φ− v‖A‖. (2.15)
In guiding center coordinates, the potentials are represented by slightly different func-
tions, which we denote by overbar
Ψ = Φ− v¯‖A‖. (2.16)
The line above the field symbols denotes that the evaluation point in space is shifted
with the gyroradius
Ψ(r, µ, θ) = Ψ(r + ρ(µ, θ)). (2.17)
The gyroradius vector, and therefore the symbols with overline depend on the magnetic
moment and the gyroangle. The gyroangle dependence is averaged away when we
introduce the 〈 〉 brackets, which denote the gyro-averaging〈
Φ
〉
(¯¯r, t) = 12pi
∫ 2pi
0
Φ(¯¯r + ρ(θ), t) dθ . (2.18)
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2.1.3 Gyrokinetic Vlasov-Maxwell equations
After introducing the coordinate systems, and defining the electric and magnetic field
variables, we can discuss the gyrokinetic Vlasov-Maxwell equation system that de-









Here, the dot above ¯¯p‖ and ¯¯r denotes total time derivative. The time evolution of the





























dt = 0. (2.20c)
These are the first order gyrokinetic equations in p‖ formalism [72]. The perturbed
electromagnetic potentials are contained in the gyrocenter perturbation potential Ψ.
The distribution of the particles defines the charge density % and the current density
j. These are the source terms in the field equations. The electric field is determined
by the quasineutrality equation
% = 0. (2.21)
Later, when we express the density with gyrocenter and polarization densities, then we
will see that the quasineutrality equation actually defines an equation for the electric
potential. The perturbed magnetic field is calculated using Ampère’s law
∇2A = −µ0j(1). (2.22)
Here, j(1) is the perturbed current that creates the perturbed magnetic field. These
are the low frequency, long wavelength limit of the more general Maxwell equations.
The charge and current densities can be calculated from the distribution function.
In the next section, we will discuss how to calculate these and other moments that are
required for the fluid equations.
2.2 Moments of the distribution function
In this section, we discuss different forms of the distribution function, and explain
how to calculate velocity space moments with it. The formulae that we define here
will be used in the next section to calculate the moments that are needed to establish
the reduced fluid theory. Following the conventions of Brizard [73] we distinguish
between particle distribution f(r, v‖, µ, θ, t), guiding center distribution f¯(r¯, v¯‖, µ¯, θ¯, t)
and gyrocenter distribution function ¯¯f(¯¯r, ¯¯v‖, ¯¯µ, ¯¯θ, t). We will first define the relation
between these functions, then we can express the moments with them.
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2.2.1 Functions expressed in different coordinates
The simple relation between the different forms of the distribution functions is
f(r, v‖, µ, θ, t) ≡ f¯(r¯, v¯‖, µ¯, θ¯, t) ≡ ¯¯f(¯¯r, ¯¯v‖, ¯¯µ, ¯¯θ, t). (2.23)
Note that these functions are evaluated on different coordinates that correspond to the
same physical point in phase space. By defining the functions this way we express that
the physics is the same regardless of the coordinate system that we choose to describe
the physics.
Because the coordinates are different, the functional form of the distribution func-
tion is also different in the various coordinate systems. One can construct a relation
among the functions when they have the same argument. It is a relation between the
form of the functions, and it is established through the so called pull-back transforma-
tions
f(z) = TGf¯(z) = TGTY ¯¯f(z). (2.24)
Here TG is the guiding center pull-back transformation operator, that transforms the
guiding center distribution function to the normal function space by shifting the radial
variable with the gyroradius
TG ≈ e−ρ·∇, (2.25a)
TGf(r, v‖, µ, θ, t) = f(r − ρ, v‖, µ, θ, t). (2.25b)
By this choice of guiding center transformation we neglect some of the effects related to
the magnetic field inhomogeneities, but the most important ones are already contained
in the equation of motion (for comparison, the full guiding center transformation is
given by (A.98)).
TY is the gyrocenter pull-back transformation that maps functions from the gyro-
center space to the guiding center space. The transformation can be approximated by
the following expression
TY h(z) ≈ h(z) + Y k ∂h(z)
∂zk
. (2.26)
The definition of Y k is given by (A.149). For a general function, we should consider all
the terms that are related to the change in the velocity space coordinates (Y µ ∂
∂µ





). For the distribution function we can make a simplification. We can assume that
¯¯f is independent of the gyroangle, therefore, we can write the transformation in the









Ψ˜(r, µ, θ, t) + q
m




Here, we have used the fluctuating part of the field, which is defined as




(r, µ, t). (2.28)
Appendix A.2 discusses the transformations in more detail. The operators TG and TY
establish connection between the functions themselves, so we could write the following
statements both with z and z¯ (or even with ¯¯z) arguments
f(z) = TGf¯(z)←→ f(z¯) = TGf¯(z¯). (2.29)
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The statements (2.23)-(2.29) can be applied not only for the distribution function but
for any function, for example
Φ(z) = Φ(z¯) = Φ(¯¯z). (2.30)
If the function that we transform has θ dependency, then the gyrocenter transformation
(2.27) has an additional term, which is discussed in Appendix C.1.5.
The inverse of relation (2.24) is
¯¯f(¯¯z) = T−1Y f¯(¯¯z) = T−1Y T−1G f(¯¯z). (2.31)
The inverse operators are called push-forward operators. The gyrocenter push-forward
operator is defined the following way
T−1Y f¯(¯¯z, t) = f¯(¯¯z, t)− Y k
∂f¯
∂ ¯¯zk . (2.32)
If we consider a function g(r, v‖, µ) that is independent of the gyroangle, then the
transformation takes the following form





Ψ˜(r, µ, θ, t)− q
m




The guiding center push-forward transformation is a shift with the ρ vector in the
opposite direction (compared to the pull-back transformation). For example, when we
apply to the Φ function, the guiding center push-forward transformation leads to
Φ(z¯) = T−1G Φ(z¯) = Φ(r¯ + ρ), (2.34)
which is in agreement with definition (2.17).
2.2.2 Phase space integrals
We will define moments of the distribution function. Let Q(z, t) = Q(r, v‖, µ, θ, t) be a
function of the velocity and possibly other variables. The average of Q over the particle
distribution is denoted by ‖Q‖f
‖Q‖f (x, t) =
∫
dv‖ dµ dθD0Q(x, v‖, µ, θ, t)f(x, v‖, µ, θ, t)
=
∫
d3r dv‖ dµ dθD0Q(r, v‖, µ, θ︸ ︷︷ ︸
z
, t)f(r, v‖, µ, θ, t)δ(r − x). (2.35)
In this definition, Q is expressed in real phase-space coordinates z. With the help of the
Dirac delta function, the integral is extended over the whole phase space. D0 = Bm is the
Jacobian of the velocity space coordinates (v‖, µ, θ). To make the notation shorter, we
will use the general phase space coordinate z, and we will not show the time dependence
explicitly. We can express the same moment in guiding center coordinates too
‖Q‖f =
∫
d3r dv‖ dµ dθD0Q(z)f(z)δ(r − x) =
∫
d3r¯ dv¯‖ dµ¯ dθ¯D1 Q¯(z¯)f¯(z¯)δ¯(r¯ − x),
(2.36)
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where we have to use the guiding center form of the Q function Q¯ = T−1G Q, and the
same transformation is used for the distribution function and the delta function.1 The
Jacobian of the guiding center coordinate system is (as defined in (A.105))
D1 = m2B∗‖ . (2.37)
We would like to express the moments using the gyrocenter distribution function ¯¯f , so
we transform the integral to gyrocenter space (just replace the bars with double bars)
‖Q‖f =
∫
d3 ¯¯r d ¯¯v‖ d¯¯µ d¯¯θD1 ¯¯Q(¯¯z) ¯¯f(¯¯r, ¯¯v‖, ¯¯µ, ¯¯θ, t)¯¯δ(¯¯r − x). (2.38)
This way, we have expressed the velocity moment in gyrocenter space, using the gyro-
center transformed ¯¯Q function and the gyrocenter distribution function ¯¯f . ¯¯Q has the
same physical meaning as Q, but expressed in gyrocenter coordinate system, we will
see the importance of this, when we calculate the velocity moments.
The gyrocenter transformation is a canonical transformation in the Hamiltonian
formulation of the gyrokinetic theory, therefore the Jacobian remains unchanged. We
can change the integration variable from ¯¯v‖ to ¯¯p‖. The Jacobian has to be corrected
with the 1/m factor in this case∫
d3 ¯¯r d ¯¯v‖ d¯¯µ d¯¯θD1 =
∫





d3 ¯¯r d ¯¯p‖ d¯¯µ d¯¯θD =
∫
d6 ¯¯zD. (2.39)
We have introduced D = 1/mD1 = mB∗‖ and we abbreviate the full integral with
∫
d6 ¯¯z .
So the moment integral in gyrocenter coordinates is
‖Q‖f (x, t) =
∫
d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f(¯¯r, ¯¯p‖, ¯¯µ, ¯¯θ, t)¯¯δ(¯¯r − x). (2.40)
In the integral we have ¯¯δ, which is the Dirac delta function pushed forward into
gyrocenter space. To be able to use the mathematical properties of the delta function,
we have to expand the the gyrocenter transformation (2.31)
¯¯δ(¯¯r − x) = T−1Y T−1G δ(¯¯r − x) (2.41)
It might seem to be abstract that the transformation operators act on the delta func-
tion, but actually it has a well defined meaning. The guiding center transformation
δ¯(r¯ − x) = T−1G δ(r¯ − x) = δ(r¯ + ρ− x), (2.42)
is simply a shift with the gyroradius. Similarly, the gyrocenter push forward transfor-
mation also adds a small correction to the argument of the the delta function. Since it is
a small correction, we will be allowed to Taylor expand this correction. To summarize,
the physical moment integral expressed in gyrocenter coordinates is
‖Q‖f (x, t) =
∫
d3 ¯¯r d ¯¯v‖ d¯¯µ d¯¯θD1 ¯¯Q(¯¯z) ¯¯f(¯¯z, t)T−1Y δ(¯¯r + ρ− x). (2.43)






and used the definition of f¯(z¯) ≡ f(z(z¯)). Here z(z¯) is considered as a coordinate mapping, which
returns the z coordinate that correspond to the same point in phase space as z¯.
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2.2.3 Gyrocenter and polarization moments
We have expressed the real physical moments as a moment of the gyrocenter distribu-
tion function. It will become useful to split them into three parts
‖Q‖f = ‖Q‖gyf + ‖Q‖gcrf + ‖Q‖polf . (2.44)
‖Q‖gyf is the gyrocenter moment which is easy to calculate if we know the gyrocenter
distribution function
‖Q‖gyf (x, t) =
∫
d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f(¯¯z, t)δ(¯¯r − x). (2.45)
The other terms contain the Finite Larmor Radius (FLR) corrections to the moment.
The second term in (2.44) can be called guiding center residual [73], and the third term
is the polarization moment. The guiding center residual contains corrections related
to the guiding center transformation
‖Q‖gcrf =
∫
d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f
[
δ(¯¯r + ρ− x)− δ(¯¯r − x)
]
. (2.46)




d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f
[
ρ · ∇rδ(¯¯r − x) + 12ρkρl∇k∇lδ(
¯¯r − x) + . . .
]
. (2.47)
If Q is gyroangle independent, then the first term on the right hand side drops out,
and the second term adds a O ((k⊥ρ)2) correction. It is small but not yet negligible. In
the final Alfvén wave equation these guiding center residual terms would cancel each
other (for detailed discussion see Appendix C.2.3). Therefore, we will neglect ‖Q‖gcrf if
Q is independent of the gyroangle
‖Q‖gcrf ≈ 0. (2.48)
In contrast, we keep the guiding center residual correction for the perpendicular current,
because in that case Q is dependent on the gyroangle, and the larger ρ · ∇rδ(¯¯r − x)
term gives contribution.
The polarization term term contains effects which are related to the perturbed field
‖Q‖polf (x, t) =
∫
d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f(¯¯z)[T−1Y − 1]δ(¯¯r + ρ− x). (2.49)
In the long wavelength approximation, the polarization moments can be expressed
using the gyrocenter moments and the perturbed field. The calculation is more-or-
less straightforward, but it can have involved algebra. The details of the polarization
density are calculated in Appendix C.3.
To see that that the moments defined so far add up to the real physical moment,
we consider the following expression
T−1Y δ(¯¯r + ρ− x) = δ(¯¯r + ρ− x) + [T−1Y − 1]δ(¯¯r + ρ− x)
= δ(¯¯r − x) +
[
δ(¯¯r + ρ− x)− δ(¯¯r − x)
]
+ [T−1Y − 1]δ(¯¯r + ρ− x).
(2.50)
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Substituting this into (2.43), we can see that (2.44) holds. Neglecting the guiding
center residual corrections, the physical moment will be divided into a gyrocenter and
a polarization part
‖Q‖f ≈ ‖Q‖gyf + ‖Q‖polf . (2.51)
Note that ‖Q‖f is a moment of the real space particle distribution function, while
‖Q‖gyf is the moment of gyrocenter distribution function. We need to keep this dis-
tinction in mind, because the real physical quantities (density, current, pressure) are
defined through the ‖Q‖f moments, but the dynamical equations will be derived in
terms of the gyrocenter moments.
2.3 Definition of fluid moments
To derive the reduced MHD equations, we will take the moments of the distribution
function and calculate their time derivatives. In the previous section, we discussed how
to integrate a general moments Q. Here, we will specify the moments that we use to
build the fluid equations. We will consider the following fluid moments
n = ‖1‖f , nu‖ =
∥∥∥v‖∥∥∥
f
, nu⊥ = ‖v⊥‖f , W‖ =
∥∥∥mv2‖∥∥∥f , P⊥ = ‖µB‖f . (2.52)
These moments are the density, parallel and perpendicular flow velocity, parallel en-
ergy density and perpendicular pressure respectively. We define the gyrocenter and
polarization moments for the density
ngy = ‖1‖gyf , npol = ‖1‖polf , (2.53)
and similarly for the other moments.
Later we will calculate the time derivative of the moments, and we will see that a
higher order moment always appears on the right hand side of the equations. Higher
order in this context refers to higher power in the velocity. This way, the moment
equations will be coupled to each other: the time derivative of one moment depends
on a higher moment. We will have to stop at some point with the moment expansion.
Following Brizard [73], two more moments are defined in an approximative manner∥∥∥mv3‖∥∥∥f ≈ 3u‖W‖, ∥∥∥v‖µB∥∥∥f ≈ u‖P⊥. (2.54)
All other moments of the distribution function will be considered zero in this truncated
closure.
Multiple particle species
We can have different particle species in the plasma. During the derivation presented
in this chapter, f can represent the distribution of any particle species. When we need
to be more specific, then we add an index to f , to denote the distribution function
for species ν with fν . The ν index can have values e, i and f for electrons, ions and
fast ions respectively. The charge density is defined as the sum of the densities of all
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The gyrocenter and polarization densities will be denoted by superscripts gy, and pol
respectively. So the charge density is











The current density has parallel and perpendicular parts







Similarly to the density, the current can be split into into gyrocenter and polarization
parts, denoted by jgy and jpol. The total particle energy density is a sum of the energy











When we derive the fluid equations, then first a nonlinear equation is constructed, and
then it is linearized, since we aim to derive linear reduced MHD equations. During
linearization, we split the moments into a time independent equilibrium part and a
perturbation part in the following way. For the density we write
%(x, t) = %(0)(x) + %(1)(x, t). (2.60)
Because of quasineutrality, the equilibrium charge density %(0) disappears. The per-
turbed charge density has gyrocenter and polarization parts
%(1)(x, t) = %gy(1)(x, t) + %pol(1)(x, t). (2.61)
The current has both equilibrium and perturbation parts
j(x, t) = j(0)(x) + j(1)(x, t). (2.62)
When we consider the mass flow, then due to the mass difference, only the ions con-
tribute ∑
ν
mνnu‖ν ≈ miniu‖i. (2.63)





‖i ≈ 0. (2.64)
Because of this, the equilibrium parallel energy is equivalent with the pressure
W
gy(0)
‖ ≈ P gy(0)‖ . (2.65)
In the next sections, we will express the moment integrals in gyrocenter space.
To do that we define Q and calculate ¯¯Q which means we calculate how the function
transforms when we change to gyrocenter coordinates.
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2.3.1 Density
The density is the zeroth order moment of the distribution function, so we set Q = 1.
In this case ¯¯Q = 1 too, so the density integral is
n(x, t) = ‖1‖f =
∫
d6 ¯¯zD ¯¯f(¯¯z, t)T−1Y δ(¯¯r + ρ− x). (2.66)
The gyrocenter part of the density is simply
ngy(x, t) = ‖1‖gyf =
∫
d6 ¯¯zD ¯¯f(¯¯z, t)δ(¯¯r − x). (2.67)
The polarization density in the lowest order is (for detail see Appendix C.3.1)







To calculate the polarization density, we multiply npol by the charge and add the
electron and ion equations together. Since the electron mass is small, it will be sufficient





































The time derivative of the polarization term will lead us to the Alfvén wave equation
(in section 2.6).
2.3.2 Flow velocity
The velocity space coordinates that we use are the parallel velocity, the magnetic
moment and the gyroangle. The gyroangle determines the direction of the velocity in
the plane perpendicular to the magnetic field, and this direction is denoted by e⊥(θ).
The velocity vector expressed in these coordinates is





We consider that the velocity vector is a function of the particle coordinates. The
velocity vector in guiding center coordinates is defined by the push-forward transfor-
mation
v¯(z¯) = T−1G v(z¯). (2.72)
When we have defined the guiding center transformation (in (2.25)), then we considered
that the magnetic field is homogeneous. In this approximation
T−1G v(z¯) = bv¯‖ + v⊥(z¯) +O(B). (2.73)
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The largest components are the parallel velocity and the perpendicular velocity. But
for a proper treatment of the perpendicular current, it is needed to consider the next
order of the transformation (i.e. we have to use (A.98) instead of (2.25)). In this case,
the guiding center velocity function has additional components
v¯(z¯) = T−1G v(z¯) = bv¯‖ + v⊥(z¯) + Bvd + Bv˜ +O(2B). (2.74)
The last two terms appear only if the magnetic field is inhomogeneous. The v˜ term is
a small gyroangle dependent correction. From the gyroangle dependent parts, we only
consider the largest term v⊥ and neglect v˜. The drift velocity is the perpendicular

















Now we will consider the parallel and perpendicular parts of the velocity separately.
For the parallel velocity we set Q(z) = v‖. Considering the parallel part of (2.73), we
can assume that Q¯ = Q, which means that the functional form of Q does not change
during guiding center transformation, it will remain the same projector function. This
way Q¯(z¯) = v¯‖ and Q¯(¯¯z) = ¯¯v‖. Now we calculate the gyrocenter transformation by
substituting this into (2.33)
¯¯Q(¯¯z) = T−1Y Q¯(¯¯z) = T−1Y ¯¯v‖ = ¯¯v‖ −
q
m
A¯‖ = v¯‖. (2.76)
The gyrocenter velocity coordinate ¯¯v‖ is not the kinetic velocity, but we can see that
the push-forward transformation corrects it so that T−1Y ¯¯v‖ = v¯‖ is the kinetic velocity.
In this context, v¯‖ should be considered as a function of the gyrocenter coordinates and
the vector potential. Using this integration kernel, we define the parallel flow velocity
nu‖(x, t) =
∫
d6 ¯¯zD v¯‖ ¯¯f(¯¯z, t)T−1Y δ(¯¯r + ρ− x), (2.77)
and the gyrocenter flow velocity
ngyugy‖ (x, t) =
∫
d6 ¯¯zD v¯‖ ¯¯f(¯¯z, t)δ(¯¯r − x). (2.78)
Defining the gyrocenter velocity this way has the advantage that the correction due to
the vector potential is built into the definition, and the skin depth current [74] does
not appear in Ampère’s law.
The polarization correction for the flow velocity is calculated in Appendix C.3.2,














We express the total parallel current with the gyrocenter and polarization, currents
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Perpendicular flow
The perpendicular flow velocity is defined as a moment of Q(z) = v⊥(z). The direc-
tion of the perpendicular velocity is determined by the gyrophase. The perpendicular
velocity in guiding center coordinates is
v¯⊥(z¯) = T−1G v⊥(z¯) ≈ v⊥(z¯) + Bvd. (2.81)
The expression for the perpendicular flow will be only used to derive the perpendic-
ular MHD equilibrium condition, therefore, we do not need the perturbed fields, so
it will be sufficient to approximate the gyrocenter transformation with the identity
transformation
¯¯v⊥(¯¯z) = T−1Y v¯⊥(¯¯z) ≈ v¯⊥(¯¯z) = v⊥(¯¯z) + Bvd(¯¯z). (2.82)
This implies that the polarization correction is zero
‖u⊥‖pol ≈ 0. (2.83)
The perpendicular velocity integral is
nu⊥(x, t) = ‖v⊥‖f =
∫
d6 ¯¯zD (v⊥(z¯) + Bvd) ¯¯f(¯¯z, t)T−1Y δ(¯¯r + ρ− x). (2.84)
The gyrocenter part of the perpendicular velocity is
ngyugy⊥ (x, t) = ‖v⊥‖gyf =
∫
d6 ¯¯zD (v⊥ + Bvd) ¯¯f(¯¯z, t)δ(¯¯r − x). (2.85)
The integral of v⊥ over the gyro angle gives zero, so in lowest order the perpendicular
flow disappears. Therefore, we need the B term to calculate the perpendicular current
properly [71]. Substituting (2.75) and using the definition of the pressure moments, we
can see that
ngyugy⊥ (x, t) =
W gy‖
qB





We keep the guiding center residual correction for the perpendicular flow. It is calcu-
lated in in Appendix C.2























(W gy‖ − P gy⊥ )(∇× b)⊥. (2.88)
The last term disappears when we consider isotropic pressure. In lowest order, we






b×∇P (0)⊥ . (2.89)
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2.3.3 Pressure
Parallel energy density
The parallel energy density is the average of Q(z) = mv2‖ over the distribution function.
We again consider that Q = Q¯, so Q¯(¯¯z) = m¯¯v2‖. Using the push forward transforma-
tion (2.33)
















term because it is small compared
to ¯¯v2‖. We are allowed to do so because we are using the linear gyrocenter transformation
which is correct only up to the first order in the perturbation ordering. So the parallel




d6 ¯¯zDmv¯‖2 ¯¯f(¯¯z)T−1Y δ(¯¯r + ρ− x). (2.91)
If we subtract the energy of the bulk flow, then we get the parallel pressure. So











]2 ¯¯fν(¯¯z)T−1Y δ(¯¯r + ρ− x) = W‖ν −mνnνu‖νu‖ν . (2.92)
We can see that the parallel energy density is related to the parallel pressure. The















The gyrocenter energy density and the parallel pressure are
W gy‖ (x, t) =
∫
d6 ¯¯zDmv¯‖2 ¯¯f(¯¯z, t)δ(r¯ − x), (2.94)
P gy‖ =
∫






The perpendicular pressure is the average of Q(z) = µB over the particle distribution
function. The guiding center transformation is again the identity transformation Q =
Q¯. In gyrocenter space, we change the integrand the following way
T−1Y (¯¯µB) = ¯¯µB − qΨ˜. (2.96)
So the perpendicular pressure becomes
P⊥ = ‖µB‖f =
∫
d6 ¯¯zD (¯¯µB − qΨ˜) ¯¯f(¯¯z)T−1Y δ(¯¯r + ρ− x). (2.97)
Perpendicular pressure for the gyrocenters
P gy⊥ (x, t) = ‖µB‖gyf =
∫
d6 ¯¯zD (¯¯µB − qΨ˜) ¯¯f(¯¯z, t)δ(¯¯r− x) =
∫
d6 ¯¯zD ¯¯µB ¯¯f(¯¯z, t)δ(¯¯r− x).
(2.98)
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Note that the phase space integral runs through all gyroangle, so it contains effectively
a gyroaverage, and therefore the Ψ˜ term disappears.
The polarization correction for both the parallel and perpendicular pressures are
small, therefore it can be neglected (see Appendix C.3.3 for details). So we approximate
the pressure as
W‖ ≈ W gy‖ , P⊥ ≈ P gy⊥ . (2.99)
If we would keep the polarization correction for all the equations, then we could arrive
to a set of gyrofluid equations similar to those found in Brizard’s thesis. However,
we are aiming for an equation for shear Alfvén waves, so we are allowed to keep the
gyro-corrections only for the charge and current density equations.
2.3.4 Higher order Moments











d6 ¯¯zD v¯‖(µB − qΨ˜) ¯¯fT−1Y δ(¯¯r + ρ− x). (2.101)
Only the gyrocenter part of these approximated heat flows will be used
3u‖W gy‖ (x, t) =
∫
d6 ¯¯zDmv¯‖3 ¯¯f(¯¯z, t)δ(¯¯r − x), (2.102)
u‖P
gy
⊥ (x, t) =
∫
d6 ¯¯zDmv¯‖µB ¯¯f(¯¯z, t)δ(¯¯r − x). (2.103)
2.4 Fluid equations
Calculating how the moments change in time will lead to the fluid equations. In
the previous section, we have defined the moments using the gyrocenter distribution
function, and we have separated them into gyrocenter and polarization parts. In this
section, we calculate the time derivative of the gyrocenter moments.
2.4.1 General case
To build up the fluid equations, first we will calculate the time derivative of a general
gyrocenter moment. This will be later used to calculate any specific moments. We will
make use of the following equation, which is actually Liouville’s theorem that expresses
the conservation of the phase space in our system
∂
∂t
(D ¯¯f) = −∇ · (D ˙¯¯r ¯¯f)− ∂
∂ ¯¯p‖
(D ˙¯¯p‖ ¯¯f). (2.104)
It can be proved by substituting the equation of motion (2.20) and the definition of B∗‖




















 δ(¯¯r − x).
2.4. FLUID EQUATIONS 31





























d3 ¯¯r d¯¯µ d¯¯θ [ ¯¯QD ˙¯¯p‖ ¯¯f︸ ︷︷ ︸
0












After we evaluate the spatial integral, all ¯¯r variables will be replaced by x. This way
the expression for the time derivative of the gyrocenter moment is
∂ ‖Q‖gyf
∂t
= −∇ · 2pi
∫
d ¯¯p‖ d¯¯µD ¯¯Q ˙¯¯r ¯¯f
∣∣∣∣¯¯r→x + 2pi
∫







d ¯¯p‖ d¯¯µD ¯¯f
∂ ¯¯Q
∂t
+ ˙¯¯r · ∇ ¯¯Q
∣∣∣∣∣∣¯¯r→x .
(2.105)
In the next sections, we apply this formula to construct the fluid equations. But
before we do that, we introduce a few approximations, and then we will rearrange the
gyrokinetic equations (2.20a) and (2.20b) so that the velocities are expressed with v¯‖.
This way it will be easier to identify the gyrocenter moments that appear in the fluid
equations.
Approximations
In the long wavelength approximation we have k⊥ρ ∼   1, and this allows us
to Taylor expand the integrand in (2.18) and approximate the gyroaverage with the









It will be useful to express the parallel velocity with ¯¯p‖ and A‖. We use the definition















The second term is smaller than the first one, it is denoted by the  symbol. We have
neglected the q4mρ











(∇× b)⊥ = b+
¯¯p‖
qB









b · (∇× b) +O(2B). (2.108b)
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We can introduce the magnetic curvature vector κ, which is curvature vector of the
magnetic field line, and it is defined as
κ = b · ∇b = (∇× b)× b. (2.109)
Using (∇× b)⊥ = b× [(∇× b)× b], we can find that the curvature vector is contained








Using the equilibrium Ampère’s law and (2.89), the curvature term can be also ex-
pressed as





We will use these approximations to rewrite the equations of motion (2.20) into a form
that can be used later when we calculate the moments of the distribution function.
Gyrocenter position
In the equation of motion for the gyrocenter position (2.20a), we expand the b∗ and B∗‖
terms using (2.108a) and (2.108b). We introduce v¯‖ instead of ¯¯p‖ using (2.107), because

























¯¯p‖b · (∇× b)
] [































− ¯¯µ ¯¯p‖ 1
q2B2
b · (∇× b)b×∇B
− ¯¯p‖ 1
qB2






The last two terms are small so we can neglect them (the ordering estimate is discussed
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+ v¯‖ (b+ δb⊥) +mv¯‖2
1
qB




The terms on the right hand side are the E ×B drift (first term), the parallel flow of
the gyrocenters (v¯‖b, plus a smaller correction due to the perturbed magnetic field), the
curvature drift (mv¯‖2 1qB (∇×b)⊥) and the grad-B drift ( ¯¯µ 1qBb×∇B). The leading order
terms are the parallel flow, the grad-B and the curvature drifts. When we calculate

















+ v¯‖2 (b+ δb⊥) +mv¯‖3
1
qB






























+ v¯‖ ¯¯µ (b+ δb⊥) +mv¯‖2 ¯¯µ
1
qB





The equation for ¯¯p‖ is also expanded, similarly to the equation for ¯¯r
d ¯¯p‖
dt = − b






















Here we used (2.107) again. In the initial form of this parallel acceleration law (2.20b),
we can see that it includes the mirror force term (b∗·µ∇B) and a term with the gradient
of the perturbed potentials. There are some corrections related to the curvature hidden
in b∗ which appear as (∇×b)⊥ in the expanded form of the equation. After rearranging
the terms we get
d ¯¯p‖













































− v¯‖ ¯¯µ m
qB
(∇× b)⊥ · ∇B.
(2.120)
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will drop out later.




















































To calculate the time derivative of the gyrocenter density, we substitute ¯¯Q = 1 into
(2.105), where only the first term gives a contribution. We express ˙¯¯r using (2.116) and
























We should note that Φ depends on the velocity, since Φ(x) = Φ(x+ρ(µ, θ)). When we
calculate the moment integral, then we integrate over all possible velocities (p‖, µ, θ).




does not only contain an average over





















, and in the fluid equations it is also averaged over the velocity distribution.
Equation (2.122) is valid for any particle species, ν denotes the particle type. We





































The terms with the perturbed magnetic field are small (the ordering can be found in
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This equation describes basically the conservation of the charge ∂%
∂t
+ ∇ · j = 0. In
the next step, we decompose the moments into a time independent equilibrium part
and a perturbation part, and consider the linear equation for ∂%(1)
∂t
. The first term on
the right hand side contains the fluctuating field, and it is multiplied by the charge
density. Because of quasineutrality, %(0) is zero, so this term would only give a nonlinear
contribution. Therefore the first term will be dropped in the linear approximation. The



















By adding the electron and ion equations we have created one single fluid equation from
the two initial equations. If we want to conserve the information content in our system,
then we would need an other equation. We can multiply (2.122) with the mass and
add the equations for all the species together, to derive the mass continuity equation.
However, we will not utilize that equation in our derivation of the wave equation.
2.4.3 Flow velocity
The time derivative of the velocity leads to the parallel acceleration law. According to





















+ ˙¯¯r · ∇v¯‖
)∣∣∣∣∣¯¯r→x .
We substitute from (2.117), (2.120) and (2.116). After straightforward but involved
























































The ordering is calculated in Appendix B.4. This expression looks complicated, but it














b · ∇B − qνngyν
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The species index ν is explicitly written, to remind us that the above equation has to
be considered separately for electrons and ions. The first two terms on the right hand


















We assume that the pressure is isotropic, therefore the second term on the right side
disappears. We sum over the particle species, and linearize the equation. The term














= −b · ∇W gy(1)‖ +O(2). (2.130)
On the left hand side, m stands for the ion mass, the electron mass is negligible
compared to that. This is the parallel acceleration equation.
Let us consider equation (2.127) for the electrons only. The electron mass is very
small, so we will neglect all the terms that contain m explicitly. Formally, we set














b · ∇W gy‖e . (2.131)
On the left hand side we can see the electric field parallel to the equilibrium magnetic
field, which we will denote with E‖
















b · ∇W gy‖e . (2.133)
On the right side we see the gradient of the electron pressure along the field lines. This
gradient is usually very small so in ideal MHD it is approximated with zero










Using this ideal MHD assumption, the parallel electric field disappears in the lowest
order. In section 2.5.2, we will see that we can keep a finite parallel electric field, but
it is very small in our ordering.
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2.4.4 Pressure
Parallel pressure



















+ ˙¯¯r · ∇(mv¯‖2)
)∣∣∣∣∣¯¯r→x .
























+ [b+ (2.5)δb⊥] · ∇
〈
Φ












This equation should be considered for all particle species separately. The ordering
estimate is presented in Appendix B.5. We neglect terms smaller than , and add the







































At this point we use the approximation that the parallel electric field vanishes (2.134),













































In the last term we have used (2.134) together with (2.12). The last term can be
neglected, since we consider that δB‖ ≈ 0 (it would anyways give only an O(2) con-
tribution to the pressure equation, which can be neglected). We rewrite (2.136) into


















Here we have introduced the following variable







We will return to this equation after we have defined the equations for the perpendicular
pressure.
Perpendicular pressure



























The small term with δb⊥ can be neglected in the first approximation. We recognize u









The same equation is valid for all particle species separately, as well as for the total
perpendicular pressure (2.59). The equations is transformed into the following form
∂P gy⊥
∂t





We multiply equation (2.142) by 2 and add to equation (2.138)




+ u · ∇(W gy‖ + 2P gy⊥ ) = − (3W gy‖ + 2P gy⊥ )∇ · u− 2ugy‖ b · ∇W gy‖



















− 2ugy‖ b · ∇W gy‖ . (2.144)
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Here we have used (2.130). We can omit the gy superscript from all the pressure
terms, considering that the polarization corrections are small (see (2.99)). This way
the pressure equation becomes
∂(P‖ + 2P⊥)
∂t









Now we assume that the pressure is isotropic P‖ = P⊥ = P
∂P
∂t
+ u · ∇P = −53P∇ · u. (2.146)
This is the ideal MHD pressure equation. The right hand side of the equation is
responsible for compressional waves. We are not interested in those type of solutions,




+ u · ∇P = 0. (2.147)
Now we linearize the equation
∂P (1)
∂t





· ∇P (0), (2.148)
here we have neglected the u‖b · ∇P (0) term, since there are no parallel gradients of
the equilibrium pressure.
We have calculated the density, flow velocity and pressure, and for their time deriva-
tive, we have approximated the higher order moments. We stop calculating the mo-
ments of the distribution. We consider all higher moments to be zero. Equations
(2.125), (2.127), (2.135), (2.140) form a set of nonlinear fluid equations. After lineariz-
ing them, we arrived to the linear reduced MHD equations (2.126), (2.130), (2.134),
(2.148). Together with the field equations they form a closed system.
2.5 Field equations
2.5.1 Quasineutrality equation
We will express the quasineutrality equation (2.21) using the gyrocenter moment and
the polarization correction
%pol(x, t) = −%gy(x, t). (2.149)



















= −%gy(x, t), (2.150)
then we can see that this equation can be used to determine the electric potential.
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2.5.2 Parallel electric field
In ideal MHD, the electrons are considered massless. They can freely stream along the
field lines and cancel any parallel electric field that would arise. This approximation
has already appeared in (2.134)
E‖ = −b · ∇Φ− ∂A‖
∂t
b = 0.
This is our first approximation, that we use to express the time derivative of A‖
∂A‖
∂t
= −b · ∇Φ. (2.151)
This simple equation is used to make connection between the scalar and the vector
potentials, and it will be adequate to recover most of the physics that we are interested
in. We need a better approximation only if we want to take kinetic Alfvén waves
into account. The theory for kinetic waves are discussed in [75] and [76]. To describe
electron kinetics we have to solve for the electron distribution function. We refer to
[77] for the details of the calculation and show only the result





and the δ quantity describes damping that comes mainly from electron
collisions. In our ordering, the parallel electric field is very small compared to the
perpendicular electric field |E‖| ∼ 3|∇⊥Φ|.
2.5.3 Electric field parallel to the perturbed field lines
In the nonlinear fluid equations a term appeared that can be considered as the electric
field parallel to the perturbed magnetic field lines. We introduce the variable E ≈ to
denote this term










It is not a dynamical equation, just a definition that will be used when we prove energy
conservation.
2.5.4 Ampère’s law
We write Ampère’s law for the perturbed magnetic potential A1 = bA‖
∇×∇×A1 = −∇2A1 = µ0j(1), (2.154)
and consider only the parallel component. We multiply the equation by b and split the
parallel current into gyrocenter and polarization parts
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b · ∇2(bA‖)− jpol(1)‖ . (2.156)
The differential operator on the right hand side is simplified using b ·∇2(bA‖) ≈ ∇2⊥A‖,
which is valid if the wavelength of the perturbation is shorter than the equilibrium
scale length. It is possible to keep the original expression but for the cases that we are





















We can recognize the plasma beta (β = 2µ0P (0)
B2 ) in this expression. We take the time
















Note that in our formulation we do not have the skin depth current [74], since the jgy‖
is defined in a way that it includes the A‖ corrections.
2.6 Alfvén wave equation
Now we have all the ingredients to construct the Alfvén wave equation. We start with
the quasi-neutrality equation (2.149), and take the double time derivative of it. We






































Here we approximate W gy‖ with P
gy
‖ . This means that we neglect the b · ∇W gy‖ from
(2.144). As a further simplification, we will assume isotropic pressure, so both P⊥ and






































j⊥ = (∇× b)⊥ = b× κ. (2.161)
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Note that this approximation is only necessary because in our derivation we have
neglected the parallel magnetic perturbations. If we would keep that term, we would
be able to treat the perpendicular current and Ohm’s law in a proper dynamical way



























We use Ampere’s law (2.158), the condition of the vanishing parallel electric field
(2.151), and the pressure equation (2.148) to express the time derivatives on the right













































too. The averaging pro-
cedure would add corrections with Larmor radius square, but these terms are already

























[∇× (b(b · ∇Φ))]⊥
 .
(2.163)
The polarization density will be expressed using (2.69) or (2.70).
2.6.1 Discussion
To derive the wave equations we have started from a gyrokinetic theory that is valid
for low frequency (relative to the gyrofrequency) motion. In gyrokinetic theory the
gyroradius is considered to be small compared to the equilibrium scale length. Ad-
ditionally, we had to assume that the perpendicular wave length is larger than the
gyroradius (but smaller than the macroscopic length scale). Since we are interested in
describing global modes this assertion certainly holds. To simplify the derivation, we
had also assumed that the plasma beta is small.
By taking the moments of the distribution function, we have derived an equation
for shear Alfvén waves. Our method is similar to the method presented by Qin et al.
[79]. The equation for a given moment is always linked to higher moments. We used
a simple truncation scheme to limit the number of equation: we have approximated
some of the third order velocity moments and we have dropped all velocity moment
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above third order. Even with this simple truncation we could recover the Alfvén wave
equation.
Equation (2.163) corresponds to the equation derived by Fesenyuk et al. [80], except
that we neglect the coupling to sound waves. In the lowest order, we have an equation
that describes the Alfvén continuum, where the different wave branches can couple to














This is the reduced MHD shear Alfvén wave equation. It includes the time derivative
of the polarization term (left side) and the field line bending term (right side). The
same equation was also derived from gyrokinetic theory by Hahm et al. in [74]. In
homogeneous magnetic field and without density gradient, this equation simplifies to
the shear Alfvén wave dispersion relation w2 = k2‖v2A.





























[∇× (b(b · ∇Φ))]⊥
 .
(2.165)
The new terms add an important correction. The second term on the right hand
side can be associated with interchange and ballooning instabilities, the last term is
responsible for kink instability. The first term includes now a beta correction. The
effects of these new terms are shown numerically at the end of Chapter 3. A similar
model was derived by Lee and Qin [71], although they did not combine the two pressure
terms into the term with kappa.
It is important to note that the differential operators in the Alfvén wave equation
are self-adjoint, the proof of it an be found in Appendix D. Self-adjointness is also
a property of the full MHD equation. Because of this property, the modes in the
system are either purely oscillatory, or aperiodic. This facilitates testing the stability
of eigenmodes. Self-adjointness is also advantageous from numerical point of view,
there are advanced methods for finding the eigenmodes of such an operator. The
model is self-adjoint only if both of the terms in the second line of (2.165) are present.
In contrast to our model, the AE3D code described in [61], has only the field line
bending and the current terms.
Including the next order polarization correction on the left hand side, and consid-
ering finite electric field on the right hand side leads to an equation for kinetic Alfvén













































[∇× (b(b · ∇Φ))]⊥
 .
(2.166)
The parallel electric field introduces a fourth order operator similar to the polarization
correction. These terms are grouped together on the left hand side. The (ρ2i term
represents the polarization correction, the ρ2s term appears because of the finite E‖).
The derivation of these terms are briefly summarized in [75] and [76]. The appearance
of the fourth order differential operator changes the equation qualitatively. The con-
tinuum becomes resolved and gives way to kinetic Alfvén waves. See the discussion
in Section 3.4. We must note that although the equation qualitatively describes the
problem well, it still misses some physical effects. The inclusion of the finite electric
field adds an extra correction to the fourth order operator but it would be also neces-
sary include a damping term, that describes damping due to interaction between the
waves. Our theory does not include a proper model of this damping, therefore we have
to be careful, because non-physical solutions can emerge from this model along with
the physical ones. This kinetic part of the code still requires improvements therefore
in most of the cases we will use the model given by (2.165).
To summarize, we have derived a linear reduced MHD model of Alfvén waves. We
have taken into account the pressure gradient, and the main magnetic geometry effects.
The model is applicable for global modes but also gives an approximation of the MHD
continuum. In the next section, we will define the energy for the fluid model, and in the
section thereafter, we will use this energy definition to derive a formula that describes
the energy transfer between the waves and the particles in the plasma.
2.7 Energy
We will derive the energy expression for the nonlinear fluid system (which consists of
(2.125), (2.127), (2.135), (2.140) plus the field equations (2.158) and (2.150)), and we
will show that this energy is conserved.
We multiply (2.125) with Φ, integrate over the volume and perform an integration






















We shall note that all moments in the equation are gyrocenter moments. Let us use
2.7. ENERGY 45






























The first term on the right hand side is transformed using (2.153), and later with the
help of Ampère’s law (2.157)
−
∫































































Now, we integrate (2.135) over the space. The first term is a full divergence, and it
disappears when it is evaluated as a surface integral. The last term in (2.135) disappears



































In the square bracket in the first line we recognize the electric field parallel to the








(∇× b)⊥ · ∇ 〈Φ〉+ P⊥ 1
B2












d3x jgy‖ E ≈.
(2.171)
Let us substitute equations (2.168), (2.169) and (2.171) into (2.167). The work by





















The last term is related to the parallel magnetic perturbations, which can be seen





d3xA‖b · ∇ ×B = 1
µ0
∫





In this work, we do not treat parallel perturbations, so this term can be neglected. If
we would keep δB‖, then this term would give a constant contribution to the energy
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(its time derivative can be transformed into a full divergence, which disappears when
we evaluate it at the integration boundary [73]).


















(∇⊥A‖)2 + 12W‖ + P⊥
]
= 0. (2.174)
The energy includes the kinetic energy of the background plasma too (W (0)‖ and P
(0)
⊥ ).














(∇⊥A‖)2 + 12δW‖ + δP⊥
]
, (2.175)
where δW‖ and δP⊥ denote the pressure perturbations associated to the wave.
The same expression can be derived directly from the gyrokinetic equations: the
total energy of a gyrokinetic system is defined by phase space integrals, and we can
express these integral with the fluid moments defined in this chapter. This way it can
be shown that expression (2.175), that is constructed using the fluid equations, indeed
corresponds to the energy of the system. Appendix E.1 presents this formulation of
fluid energy.
2.8 The hybrid model
We would like to model a plasma that contains a small fraction of energetic particles,
but consist mainly of thermalized particles, which can exhibit collective motions such
as Alfvén waves. The gyrokinetic theory can describe both groups of particles, yet it is
more convenient to describe the wave motion with fluid theory. The hybrid gyrokinetic-
MHD model mixes the two descriptions.
The basic assumption behind our perturbative hybrid model is that the energetic
particles do not modify the waves significantly. We consider that these particles are
influenced by the Alfvén waves, as their equation of motion depends on the perturbed
electric and magnetic fields. We have the possibility to consider how these particles
modify the wave if we take their contribution into account when we sum up the gy-
rocenter moments for all the particle species. Due to their high velocity, the greatest
contribution from the energetic particles is in the pressure terms. However, in this
thesis, we do not consider this feedback mechanism. We only consider a linear model,
where the fast particles do not modify the waves, and the particles follow unperturbed
orbits. Still, we can calculate what work would be done by the electric field on the
particles, and from this work we can estimate the energy transfer between the particles
and the waves.
2.8.1 Energy transfer
One of the most important aspect of wave particle interaction is the energy transfer.
Let us consider the energy expression (2.175) for a case, when there are three species
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In the perturbative hybrid model, we can decompose this energy into the energy of the
wave and a fast particle contribution
Etot = Efast + Ewave. (2.177)































We will calculate the change of the fast particle kinetic energy. This energy is the kinetic























The polarization correction for the kinetic energy was neglected (in contrast to (A.195)),
because it is small compared to both the kinetic energy and the polarization correc-
tion of the background plasma. We can omit the explicit gyroaveraging, because an
integral through all the gyroangles is already contained in
∫
d6 ¯¯z . There are two time































dt · ∇A‖ +
¯¯µd
¯¯r























dt · ∇B − v¯‖b
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d6 ¯¯zD q ¯¯f d
¯¯r
dt ·E. (2.186)
We arrived to the familiar result that the energy of the fast particles is changed by the




d3x 〈jgy ·E〉 . (2.187)
2.8.2 Growth rate





The 12 factor is introduced because the energy is a quadratic function of the field. This
way a constant γ would correspond to a field with exponentially growing (or decaying)
amplitude
Φ(x, t) = Φ0(x)eγt. (2.189)
According to (2.180) and (2.187) the growth rate can be measured by calculating the
work done on the particles






〈jgy ·E〉 d3x. (2.190)
2.8.3 Wave energy in the linear MHD model
To calculate the growth rate, we need to know the energy of the wave. In section 2.7, we
have constructed an expression for the energy and shown that our system of nonlinear
fluid equations conserves this energy. In the previous section, we separated this energy
into wave and fast particle energy. In this section, we approximate the wave energy
using the linear solution of the Alfvén wave equation.
Before we discuss the details of this approximation it is important to consider that
the energy is a nonlinear quantity. The Alfvén wave equation was derived using the
linearized version of the fluid equations, therefore the solution is a linear approximation
of the perturbed field. While the nonlinear fluid equations conserve the energy, the
linear equations are not necessarily energy conserving. The background plasma can
act as source and sink of energy and, as we will see, the energy becomes an oscillating
quantity in the linear approximation.
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The linear solution
To solve the wave equation, we assume harmonic time dependence for the field, and we
solve the equation as an eigenvalue problem (the details are discussed in the Chapter 3).
The mathematical solution will have the following form
Φ(x, t) = Φ0(x) exp(iωt), (2.191)
where Φ0(x) is the spatial structure of the mode, ω is the mode frequency. This
formulation uses complex numbers, and we need to take the real part of this formula
when we want to define the physical field
Φphys(x, t) = Re[Φ0(x) exp(iωt)]. (2.192)




b · ∇Φ0 exp(iωt) = iA‖0(x) exp(iωt), (2.193)




· ∇P (0) exp(iωt) = iP (1)0 (x) exp(iωt). (2.194)
Here we have introduced A‖0 and P (1)0 to denote the time independent spatial structure
of the fields. Similarly as for the electric potential, we have to take the real part of
these equations when we relate them to physical quantities.
Energy for the simple Alfvén wave equation
In our simplest wave equation (2.164), we do not have pressure perturbation, so the





























































The spatial structure Φ0(x) is constant in time, so this expression approximates the




in the integrand with
∣∣∣∇⊥Φ0(x)∣∣∣2.
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Energy for waves with pressure perturbations
For the more complicated wave equations (2.165) and (2.166), the electric and mag-
netic field variables in the energy expression can be expressed similarly as above. But
the pressure perturbations introduce some complications. The pressure term in the
equation (2.165) changes the energy of the mode, but the linear solution given by
(2.192)–(2.194) would give only an oscillating term if we substitute into (2.175). We
need a quadratic expression for the pressure to express its contribution to the wave
energy. We expand the pressure term the following way
δP ≈ P (1) + P (2) (2.199)
P (1) is a first order or linear pressure and P (2) is the second order pressure. This way
the energy will also have a first and second order part
Ewave ≈ E (1)wave + E (2)wave. (2.200)
The E (1)wave term appears because of the linear approximations and it is an oscillating
quantity








· ∇P (0)(x) sin(ωt). (2.201)
We would like to associate a constant energy like quantity to the linear wave solutions,














dt E (2)wave. (2.202)
This will be a constant quantity, a function of the wave amplitude and spatial structure.
To calculate E (2)wave, we have to express P (2) using the linear solution of the wave
equation. The energy expression was constructed with the nonlinear pressure equations.
We have to use the same equations to express the pressure as a nonlinear combination










































Since the field is already a first order perturbation, we kept only the first order pres-
sure term on the right hand side, and we also used that W (1)‖ = P
(1)
‖ . The second
order pressure perturbation is now expressed as a nonlinear function of the first order
perturbed fields. We can proceed by inserting the linear solution to the right hand
side.




≈ = −b · ∇φ−
∂A‖
∂t
= E‖ ≈ 0. (2.204)
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On the right hand side of (2.203) we assume isotropic pressure, and make the same
assumption as in (2.161), namely we replace 1
B


















‖ δb⊥ · ∇Φ + 2P (1)
1
B
b× κ · ∇Φ
}
(2.205)
Now we approximate the curvature term using (2.111) to reformulate the pressure term∫
d3x 2P (1) 1
B

























































We insert the real part of the solutions from (2.192)–(2.194) and for simplicity assume






























Here δb⊥0(x) = [∇ × (bA‖0)]⊥/B denotes the time independent spatial structure of
the perpendicular magnetic perturbation. In the second line, we have introduced the
C0 scalar as a shorthand for the result of the spatial integral. The time integral of
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Using the wave equation, C0 can be related to the field variables. We multiply (2.165)
with Φ and integrate over the whole volume. After some rearrangement, we can arrive


























































The sum of the trigonometric function is 1, and this way the second order energy is a





























By expanding the pressure equations up to second order we could express the energy
as a quadratic form of the field variables. If Φ0 is complex, then we have to take the
modulus of the field variables when we calculate the energy, i.e. we have to replace
(· · · )2 with | · · · |2 in the energy expression.
Note that the same result can be achieved if we consider the linear equations and
try to construct a quadratic form using them. The details of this calculation can be
found in Appendix E.2.
2.8.4 Discussion
Starting from the gyrokinetic theory, in this chapter we have developed a set of reduced
MHD equations. The electron and ion species of the bulk plasma are described by the
fluid equations. By combining these, we formulate an equation for Alfvén waves (2.165).
The effect of the fast particles on the wave is not included in this equation, but the
model can be easily extended to include such nonlinear wave–particle interaction. We
use the fluid description for the background plasma, and at the same time the fast
particles are described by the kinetic theory (2.20). The electromagnetic fields are
described by the fluid theory, and this way the effects of the wave on the fast particles
can be calculated. These equations form our hybrid model.
The most important characteristics of the interaction that can be derived from our
model is the energy transfer. The wave energy is defined by a quadratic form. The
gyrokinetic system is energy conserving, and the same is true for the nonlinear fluid
equations. The energy transfer formula is defined in this framework. We solve the
linearized version of the equations and approximate the energy transfer and the wave
energy using the linear solution. We can calculate the energy transfer by measuring
the work done on the particles by the wave (2.190). A growth rate can be calculated
from the energy transfer rate. This way a hybrid kinetic–MHD theory is created to
study the linear stability properties of Alfvén modes in the presence of fast particles.
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Later in this thesis we will apply the hybrid model not only to measure the en-
ergy transfer between the fast particles and the wave, but also the damping from the
background plasma. For such calculations we have to note the following. When the
change of the kinetic energy was expressed as the work done on the particles (2.181),
we have neglected the polarization correction, which is justified for fast particles, but
for the background it is a very large term. The reason why we can still separate this
term from our energy terms of interest is that the polarization correction contains the
energy of the wave. Therefore, in principle we can use our hybrid model to measure
the damping. To determine the background damping is nevertheless difficult, because
the background particles create the wave, and even if the total wave energy is constant,
there is a continuous oscillation between the kinetic and potential energy of the parti-
cles. By neglecting the polarization term we filter a part of these oscillations out, but
not all of it. When we measure the energy transfer, we will see this as large oscillations
in the energy transfer rate, and the real damping signal is hidden behind these oscil-
lations. Careful averaging procedure should be used to retrieve the proper damping
rate, the details of this process will be discussed in Chapter 4.5.
In the next two chapters we describe how the equations are solved numerically.
Chapter 3 discusses the implementation of the Alfvén wave equation in the CKA code.
The motion of the fast particles in the wave is calculated by the EUTERPE code. This
code is introduced in Chapter 4. The energy transfer is also calculated by EUTERPE.
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Chapter 3
CKA - Code for Kinetic Alfvén
waves
3.1 Introduction
The CKA code is a three dimensional B-spline finite element code to solve eigenvalue
problems arising from Partial Differential Equations (PDEs) with boundary conditions.
It solves the equation
D1Φ(x) = λD2Φ(x), (3.1)
where D1 and D2 are linear partial differential operators. The unknown Φ function is
subject to boundary conditions. We will see that (2.163) can be transformed into this
form.
The CKA code was originally written by Axel Könies and it was designed to be
compatible with EUTERPE’s method of representing the electromagnetic field. The
code uses B-splines in all three directions to represent the field. This can be compu-
tationally more expensive than using Fourier modes for many typical problems, but it
can be advantageous for problems where several mode couple. During this thesis work
the code has been upgraded. The finite element matrix construction was completely
rewritten to provide a general framework for 1D, 2D and 3D problems. Small correc-
tions to the analytical model were implemented, and the code was extended to use
the PEST coordinate system as an alternative to the Boozer coordinates. It was also
equipped with in-line documentation and a set of benchmarking examples.
This chapter presents how the equation is solved and how the code is built up. First,
a general overview of the Finite Element Method (FEM) is given, then the splines that
are used as basis functions are described and it is explained how the differential equation
is discretized. In the second part of this chapter, the structure of the code is discussed,
which includes an introduction to the magnetic equilibrium and magnetic coordinates,
and some details about the FEM discretization. The eigenvalue problem solver is also
discussed. The technical details about the implementation and usage of the code is
described in the manual of CKA [81]. At the end of this chapter the CKA code is used
to find the Alfvén mode structure of two example problems. In these examples, the
importance of the different terms in the differential equation is highlighted.
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3.2 Finite Element Method
The Finite Element Method is a numerical method to find an approximate solution of
partial differential equations (PDE). The basics of the method are recapitulated here
for the model equation (3.1). For further information on how to apply the method for
different fluid problems we refer to the textbooks [82, 83].
We are looking for the solution of a boundary value problem, and in our case that
solution will be a scalar valued function over space: Φ(x). The solution is sought
inside a finite simulation domain. The simulation domain is decomposed into small
interconnected subdomains. In a 3D problem, these subdomains will be 3 dimensional
volume elements, in CKA rectangular volume elements are used as shown in Figure
3.1. The volume elements are rectangular cuboids in magnetic coordinates, but in
real space they can have more complicated shapes. Inside each element, the solution
is approximated by a set of basis functions (Figure 3.2). They are also called shape
functions or trial functions. After we define how the simulation domain is divided
into smaller elements and choose the shape functions, the original continuum problem
(which has infinite degrees of freedom) is reduced into a problem with a finite number
of degrees of freedom and consequently a finite number of unknowns.
5 periods
s
Figure 3.1: The discretization of one period of Wendelstein-7 AS is shown, using a
coarse grid 8x32x32. One quarter of the volume is cut out to make the inner parts
visible. Left side: the volume is divided into small rectangular elements in magnetic
coordinates. Right side: the same volume elements have more complicated shape in
real coordinates.
The next step is to formulate algebraic equations for these unknowns. The Galerkin
[84] method is used to transform the differential equation into a system algebraic equa-
tions. The equation can be represented by two (usually big) matrices. The discretiza-
tion procedure is a recipe that tells us how to build the matrices that represent the
equation. The boundary conditions must also be taken into account when the matrix
is built up. The last step is to solve the algebraic equations, which can be done with
standard methods of numerical mathematics.
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Figure 3.2: B-spline shape functions in 1D, 2D, and 3D. These elementary functions
are used as a building blocks for approximating other functions.
3.2.1 B-splines
B-splines are chosen as shape functions in CKA. The basic properties of splines are
introduced in this section. A more detailed introduction into the theory of splines
and their application for physical problems can be found in the review by Bachau et
al. [85]. A comprehensive but mathematically oriented description is presented in de
Boor’s textbook [86]. Here we follow the discussion of Bachau et al. The B-splines are a
Figure 3.3: Breakpoints divide the interval into smaller subintervals. Every break-
points have one or more knots. The knots are used to define the splines.
set of piecewise polynomials {Λkj (x)} defined over a given interval, where k is the spline
order, and j is the index of the function. The interval is divided into subintervals by a
fixed set of breakpoints. At every breakpoint, there can be one or more knots (Figure
3.3). These knots form a knot sequence. The B-splines are constructed from piecewise
polynomials over the knot sequence. These piecewise polynomials have the same fixed
order k − 1 (a polynomial of order k is f(x) = a0 + a1x + · · · + akxk ). The order of
a B-spline is the polynomial order of the spline. Figure 3.4 shows a set of B-splines.
There are general formulae on how to evaluate the spline functions (and the derivatives







ti+k − ti+1 Λ
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i+1 (x), (3.2)




1 if ti ≤ x < ti+1,
0 otherwise.











Figure 3.4: Full set of 3rd order splines in the [0 4] interval using the knot sequence
[0 0 0 1 2 3 4 4 4]. The black dots denote the knots.
Figure 3.5: The piecewise polynomials that form the second spline from Figure 3.4
From this relation, we can determine the functional form of every spline, see for example
Figure 3.5.
A full set of B-splines is defined after fixing the knot sequence and the spline order.
These splines are used as basis functions. Now, a function can be approximated by the




where fk are the spline coefficients and Λk(x) are the B-splines. In our case, the splines




A good approximation can be achieved by choosing a proper knot sequence and spline
order. In the expansion (3.3), the variable r can be a vector in 1, 2 or 3 dimensions
depending on the problem. In multiple dimensions, the Λi(r) functions are the tensor
products of elementary B-splines in all directions. So, a 3D spline has the following
form




where Λk(s), Λl(u) and Λm(v) are B-spline functions that define the base in different
directions. The multiple indices k, l,m can be mapped to a single index by an appro-
priate index mapping function to regain the form (3.3). The index mapping function
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has to be bijective, a simple example is
i = IndexMapping(k, l,m) = k + l · ns +m · ns · nu, (3.4)
where ns, and nu are the total number of splines in radial and poloidal direction
respectively.
The boundary conditions for equation (3.1) are translated to conditions for the
spline components when Φ is approximated by splines. For example, the Dirichlet
boundary condition Φ(x = 4) = 0 in Figure 3.4 would translate to the requirement
that Φ5 = 0. For periodic boundary conditions, the knot sequence has to fit together at
the boundary, and the spline components have to be the same. In the next subsection
we will see how the spline coefficients Φk are determined by the differential equation
(3.1).
3.2.2 Forming the equation
We want to solve the following equation
D1(r)Φ(r) = λD2(r)Φ(r),
where D1(r) and D2(r) are linear differential operators with space dependent coeffi-








The Λk(r) spline functions are called trial functions in this context. The unknowns are
the Φk spline coefficients. The Galerkin method is used to construct algebraic equations
for these coefficients. The method works the following way: One of the original spline
functions, Λi(r), is chosen as a weight function. The equation is multiplied with it,
then integrated over the volume∑
k
∫





The Λk(r) splines are known functions, and we can calculate how the operators act on
them. Hence the integrals can be evaluated. The integrals will have scalar value that













The Aik and Bik components form two matrices and Φk is an unknown vector. This
is actually a generalized algebraic eigenvalue problem: A and B are known matrices
and the task is to find the λ eigenvalues and the corresponding Φ eigenvectors. In this
algebraic formulation (3.1) reads as
AΦ = λBΦ. (3.8)
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This is a common problem in linear algebra, and there are several software libraries
designed to solve it effectively. A base-spline Λk overlaps with only a few other splines
from its neighborhood, therefore the integrals in (3.6) are nonzero inside only a few
subdomains (where the splines with indices i and k overlap). As a result A and B will
be sparse matrices. The difficulty is that A and B can be very large matrices (more
than hundred thousand rows were used for some of the stellarator problems presented
in this thesis), and the matrices are ill conditioned. The task of the CKA code is to
calculate the sparse matrices that represent the equations (3.1) and then use a sparse
eigensolver library to solve the equations.
3.3 The CKA code
The CKA code implements the FEM method, described in the previous section, to
solve MHD problems in 3D geometry. In CKA, the Alfvénic perturbation of the MHD
equilibrium is calculated. The equilibrium is determined externally by the VMEC code.
CKA is written in a general form, it is easy to change the MHD model or implement




4. Eigenvalue problem solution,
5. Diagnostics.
The magnetic equilibrium has to be known before we start to build the FEM matrix.
The first part of the CKA code is designed to provide information about the magnetic
equilibrium. The second part is the most important part of the code, it provides the
framework for FEM discretization and matrix element calculation. The fourth part of
the code is responsible for the solution of the eigenvalue problem, and it is basically
an interface to the external eigenvalue problem solver library. After calculating the
solution, some initial analysis steps are done and the data is saved. This is done in the
diagnostics part of the code. Figure 3.6 shows an overview of the main functions in
CKA. The functions are colored depending on which module do they belong. In this
section, the parts of the code are discussed in detail.
3.3.1 Magnetic equilibrium
The VMEC code [56] is used to calculate the magnetic equilibrium. Figure 3.7 shows an
example of a equilibrium magnetic field in a tokamak. VMEC calculates the magnetic
field structure satisfying specific boundary conditions and zero order MHD equilibrium
j ×B −∇p = 0. (3.9)
In VMEC, the energy principle of ideal MHD is used to find the solution of this equa-
tion, and it is assumed that nested magnetic flux surfaces exist in the plasma. If there
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Figure 3.6: Call graph of CKA, showing the function call hierarchy for a test
run. The boxes represent the functions and the arrows denote the function calls.
The number in the boxes shows the relative time spent inside the function. Only
those functions are shown where the code spends more the 1% of the total runtime.
The numbers on the edges show the number of function calls. The colors denote
the functionality of the code: green denotes functions that provide the magnetic
equilibrium data, blue is used for the matrix generating functions, red highlights the
eigenvalue solver, and purple denotes diagnostic routines that write the output data.
[Data for the figure is collected by the Cachegrind tool from the Valgring package.
Visualized by KCacheGrind, GraphViz, and Inkscape]
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B (T)
Figure 3.7: Magnetic field in a circular tokamak. A part of the s=1 magnetic
surface is depicted, the color represents the magnetic field strength, the lines on the
flux surface denote magnetic field lines. The lines on the poloidal cross-sections show
the circular flux surfaces.
is symmetry in the geometry (for example axial symmetry in tokamaks), then it can
be proved that closed flux-surfaces exist [87]. Using a pragmatic point of view, it may
also be assumed that even in non axisymmetric cases a suitable set of nested toroidal
magnetic surfaces exist. These surfaces can be used as zero order approximation of the
real field. It is a valid assumption if the island width is small (which is the case if the
shear is large or if rational iota values are avoided).
VMEC uses its own coordinate system to solve equation (3.9). The solution is then
mapped into Boozer [88] or PEST [89] coordinates. CKA originally used the Boozer
coordinates, but in the new version created during this thesis, the PEST coordinate
system was also implemented. In both magnetic coordinate systems the magnetic flux
is a function of the radial variable s. In the PEST coordinate system, the equilibrium
magnetic field can expressed as
B = ∇ϕ×∇χ(s) +∇Ψ(s)×∇ϑ∗. (3.10)
Here ϕ is the geometrical toroidal angle, and ϑ∗ is the poloidal angle that makes
the magnetic field lines straight (Figure 3.8). It is always possible to choose such a
coordinate system, for more details see [90]. 2piχ(s) is the poloidal flux, and 2piΨ(s) is
the toroidal flux. The s coordinate is defined as the normalized toroidal flux
s = ΨΨa
, (3.11)
where the normalization factor (Ψa) is the toroidal flux at the plasma edge. The
(s, ϑ∗, ϕ) coordinates define the PEST magnetic coordinate system [91]. In this thesis,
the (s, u, v) variables are also used to refer to PEST coordinates.
In CKA, the equations are implemented in a way that does not take advantage
of specific properties of the magnetic coordinate system. Therefore, it is possible to
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Figure 3.8: Illustration of the magnetic field lines on a flux surface in cylindrical
coordinate system (left) and in straight field line coordinate system (right).
introduce different coordinate systems if necessary. The following input data is used
to define the magnetic equilibrium
• magnetic field Bk(r) and Bk(r),
• metric tensor gij(r) and
√
g(r),
• equilibrium pressure p(r).
In CKA the equilibrium functions are represented by cubic B-splines. The input file for
the equilibrium stores the equilibrium quantities evaluated on a grid. This data is read
from the file and then the PSPLINE package [92] is used to construct the interpolating
splines. Some of the metric quantities are divergent at the magnetic axis (gϑϑ ∼ s−1).
The divergent factor is extracted out of these terms to provide proper interpolation.































Figure 3.9: Left: the gϑϑ(s, θ) component of the metric tensor is divergent at
the magnetic axis. Right: the divergence disappears if it is multiplied by s. The
interpolation is done on this grid, and the result is divided by s.
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3.3.2 FEM Framework
The FEM framework in the code provides all the functionalities to discretize the sim-
ulation domain and evaluate splines inside this domain. Its main task is to build the
matrices A and B whose matrix elements are defined by (3.6). The integration is done







which is a weighted sum of function values at points rp using weights wp. A simple way
to build the matrices would be to calculate the matrix elements one by one evaluating
their integral over the whole volume:
for i in ’all splines’ do
for j in ’all splines’ do
for p in ’all quadrature points’ do
Aij = Aij + wpΛ∗j(rp)D1(rp)Λi(r)p.
This would not be very efficient. It is possible to speed up the computation by
taking a few simple remarks:
• The splines have a small finite support, a k-order spline is defined over k subin-
tervals (see Figure 3.4).
• From a spline index, it is easy to figure out the index set of overlapping splines.
The integrals have to be evaluated only for these splines, all other integrals will
be zero.
• At a fixed integration point there are several overlapping splines defined. For
these overlapping splines the spline values and derivatives are different, but for
building the differential operators D1 and D2 there are geometric quantities that
are always the same (they depend only on the position rp, but not on the spline
index).
• A fixed point contributes values to different matrix elements. The order of the
spline loops and the loop for the quadrature point can be swapped, and this way
the contribution for all overlapping splines at a fixed point can be calculated
consecutively, which makes it possible to precalculate and store some data to
speed up the computation.
Based on these considerations, the loop structure is reorganized:
for p in all quadrature points do
Evaluate all metric quantities at rp
for i in ’splines at point rp’ do
for j in ’splines at point rp’ do
Aij = Aij + wpΛ∗j(rp)D1(rp)Λi(rp) (using precalculated data at rp)
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The trick is to provide an easy way of enumerating all splines at a given point. This is
implemented in the index mapping routines of CKA.
This simple picture becomes slightly more complicated when the calculation of the
matrix element is distributed among several processors. In the current implementation,
each processor gets a range of splines, and the processor calculates matrix elements only
for these splines. It is determined which integration points belong to these splines and
the loop runs through only those points.
Resolution and phase factor extraction
The resolution determines the size of matrices and it has to be chosen for each problem
appropriately. To resolve small spatial structures, small knot intervals and/or high
spline order is needed. To reduce the resolution for such simulation, the phase factor
extraction method can be employed. With this method, an oscillating component is
analytically extracted from the eigenmodes and this way the modes can be resolved
using fewer discretization points. The following Ansatz is taken
Φ(s, u, v) = Φ˜(s, u, v)S(s, u, v), (3.12a)















S is the phase factor function, l, m and n are the radial, poloidal and toroidal mode
numbers, smax, umax, and vmax are the maximum values for each coordinate. Np is the
number of periods, that is mostly used for stellarator simulations. If the mode number
n and m in the phase function is chosen to be close to the mode number of the Alfvén
mode of interest, then a converged solution can be found even with lower resolution.




ΦkΛ˜k(r), Λk(s) = Λ˜(s, u, v)S(s, u, v).
Let’s consider the multiplication of Λk with the complex conjugate of Λj
ΛkΛ∗j = Λ˜kSΛ˜∗jS∗ = Λ˜kΛ˜j.
The phase factor S disappears when it is multiplied with its complex conjugate. This
way, equation (3.5) remains almost the same after introducing the phase factors. The
Λ functions are simply replaced by Λ˜, the only thing that we have to keep in mind is














3.3.3 MHD Models in CKA
The FEM framework enumerates all integration points (rp) and calculates the splines
and their derivatives at these points (Λk(rp),∇Λk(rp)). The matrix elements are cal-
culated by the weighted sum of the product Λ∗j(rp)Dα(rp)Λi(r)p, ( where α = 1, 2, . . . ).
The D(rα) operators define the MHD model in CKA. This subsection will discuss these
operators.
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Alfvén wave equation
In Chapter 2, the equations (2.164)-(2.166) were derived to describe the Alfvén waves
of the bulk plasma. Let us consider the last one of these equations. To solve this
equation, it is assumed that Φ has a harmonic time dependence
Φ(r, t) = Φ(r)eiωt. (3.13)











































[∇× (b(b · ∇Φ))]⊥
 .
(3.14)
The damping term has been omitted here, but it is possible to include it. The equation
can be transformed into the form given in the beginning of this chapter
λD2Φ = D1Φ. (3.15)
To do that, the operators D1 and D2 and the parameter λ has to be defined the
following way
λ = ω2, (3.16)

















= T polΦ + T pol2Φ, (3.17)























[∇× (b(b · ∇Φ))]⊥
 = T∆Φ + TPΦ + T jΦ. (3.18)
This is the model that is implemented in the code along with variation of these opera-
tors. We have introduced the operators denoted with T , they are defined in Appendix D
by (D.3a)-(D.3e). D1 consists of a a second order and a fourth order polarization op-
erator. We include the fourth order term T pol2 only if we want to calculate kinetic
Alfvén waves. At the end of this chapter, an example problem is solved to illustrate
the significance of the different terms in the equation.
Equation for the magnetic potential
In most cases we can assume that the parallel electric field is zero (2.5.2). This defines
the magnetic potential A‖
E‖ = −b · ∇Φ− ∂A‖
∂t
= 0
3.3. THE CKA CODE 67
Similarly to Φ, harmonic time dependence is assumed for A‖ too, and the above equa-
tion can be reorganized




b · ∇Φ. (3.19)























We have introduced the new matrices C and D. They can be calculated at the same
time when matrices A and B are built up. Solving the generalized eigenvalue problem
with matrices A and B results in a set of eigenfunctions Φ(ξ) and eigenvalues Λ(ξ) (the ξ
variable is used to index the eigenpairs). The angular frequency ω(ξ) can be calculated
from the eigenvalues. Let us substitute one eigenpair into the right hand side of (3.21).
This way all terms on the right hand side of (3.21) are known and it can be evaluated.





By substituting this into (3.21), we can realize that we have a set of linear equations
for the components of A‖ ∑
k
DjkA‖k = Vj. (3.22)
This is a simple linear algebraic problem, that we solve with the PETSc package [94]
in CKA.
CKA normalization
It is appropriate here to discuss the normalization that is used during the discretization
of the equations. The lengths are in SI units in CKA, only the frequency is rescaled
with 1/(2pi√µ0min0). Here mi is the mass of plasma ions, and n0 is the on axis ion





An eigenvalue equation is solved, therefore the resulting eigenfunction (the electric
potential) is only determined up to a scaling factor. Let us denote the direct numer-
ical solution of the CKA equation by Φcka. To change the potential into SI units a
normalization factor ΦNcka has to be chosen.
Φ = ΦNcka · Φcka. (3.24)
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The value of ΦNcka will be fixed when the results are imported into the EUTERPE code.
The perturbed magnetic potential is determined by (3.19). The equation is imple-




b · ∇Φcka. (3.25)
The normalization factor to change to SI units is AN‖cka =
ΦNcka
ωNcka
, as one can see from the
following equation








b · ∇Φcka = i
ω
b · ∇Φ. (3.26)
This concludes how the matrix elements are calculated. After the creation of the
matrices, the task is to find their eigenvalue. The next section describe how CKA
interfaces with the eigenvalue solver.
3.3.4 Eigenvalue solvers
The problem of solving equation (3.14) is reduced to the problem of solving the gener-
alized eigenvalue problem
Ax = λBx. (3.27)
where matrices A and B have been defined in the previous section. The matrices are
sparse and can have a very large size. There are several methods to calculate the
eigenvalue spectrum of a matrix. Simple methods are described in [95] but they are
mostly used for smaller dense problems. Large sparse problems require a different
approach. A good overview of the methods can be found in [96]. The iterative Krylov
subspace methods are well established and popularly used methods for such problems.
We use the SLEPc package [97] to solve the eigenvalue problem and choose the Krylov-
Schur [98] solver.
The frequencies of interest are usually found in the lower part of the frequency
spectrum. That means, we are looking for eigenvalues at the lower part of the eigenvalue
spectrum of the matrix. The iterative methods can be used to calculate the largest
eigenvalues of the matrix. To access the lower part of the eigenspectrum, it is necessary
to use a spectral transformation [99]. Using the shift and invert method, the eigenvalue
problem is transformed to the following problem
(A− σB)−1Bx = θx, (3.28)
where σ is the shift, and the relation between the new and the old eigenvalues is
θ = 1/(λ − σ) By choosing σ close to the eigenvalues of interest, the corresponding
new eigenvalues will have large magnitude, and the iterative methods can be used to
find them. The convergence is also improved by a properly chosen shift. The inverse
of the matrix (A− σB) is not calculated directly, because usually it would be a dense
matrix. The eigenvalue solver method is constructed in a way that it is only necessary
to calculate the product of this matrix with a known vector y
x = (A− σB)−1y.
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It can be done by solving the linear system (A − σB)x = y for x. SLEPc uses the
PETSc [94] package to solve this linear system. PETSc is concentrated around iterative
Krylov subspace methods to solve the linear systems, but the usage of shift and invert
technique and an iterative method for the arising linear system can be numerically
unstable [97]. There are some works studying how the constraint on high numerical
accuracy for the inner linear system can be relaxed [99, 100]. We have chosen to
solve the linear problem directly using LU transformation [101]. This method provides
a robust way of solving large eigenvalue problems and finding the accurate solution.
However, with finite computing resources there is also a limit on the problem size that
can be calculated. The following example highlights the computational limits of the
method.
Let’s estimate the memory requirement for a 3D problem where 64 splines are used
in every direction to represent the field. Note that the order of the splines determines
the number of nonzeros in the matrix. In 1D, a k-th order base spline overlaps with
2k − 1 splines (including itself) and therefore the matrix has 2k − 1 nonzeros in each
row (except close to the boundary). In 3D this number is (2k − 1)3. Let us choose
3rd order splines in all directions. The matrix size is n = 64 × 64 × 64 = 262144,
and there are 125 nonzeros in each row (neglecting differences at the boundary), so
the matrix has approximately nnz = n × 125 = 32.768 · 106 non-zero elements. We
use double precision complex numbers to to store the matrix elements, to store such a
number takes 16 bytes space in the memory. To store the values of the matrix in the
memory takes nnz × 16 = 524288000 = 0.524GB. Here we have neglected the storage
of the row and column indices, which for example with compressed sparse row format
would take nnz + n integers. With modern computers it is not a problem to store
these variables, but during the solution of the eigenvalue problem other matrices have
to be constructed, and the size of these become already a limiting factor on a single
computer. During LU transformation the matrix (A − σB) is decomposed into the
product of a lower and a upper triangular matrix L and U. The new L and U matrices
have different nonzero structures than A and B. The new nonzero elements are called
fill-ins. We are using sparse matrices and it is desirable to reduce the number of fills
[102]. If we consider that our example matrix had a size 0.5 GB in the memory, a factor
of 40 fill is already stretching the limits of a single PC. However, if the calculation and
data storage is distributed among multiple computers then it is possible to store even
such large matrix.
The parallel efficiency of CKA was tested up to 512 cores on the HPC-FF computer.
The matrix building routine scales well, however the scaling (both in speed and memory
requirement) of the eigenvalue solver routines are not optimal.
3.3.5 Diagnostics
After solving the eigenvalue problem, the last step is to do an initial analysis with
the data and then save the results in a format that can be used by EUTERPE. The
data is saved in a HDF5 file in SI units (except of the unknown scaling factor for the
eigenfunctions).
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Eigenvectors
The eigenvalues and the eigenvectors are written to a file. The eigenvectors contain
the spline coefficients in a specific order that is determined by the index mapping. It is
remapped before writing the data. For a 2D problem the Φkl matrix is written out, or
for a 3D problem the Φklm array is created. The redundant coefficients at the boundary
are also restored. This way, it is easy to construct the interpolating spline from the











Figure 3.10: Spline coefficients. The result of the eigenvector calculation is a single
vector Φi, which is rearranged as a 1, 2, or 3 dimensional array before saving the
data (a 2D function is shown in this example). The missing spline coefficients at the
boundary are restored in accordance with the boundary conditions. The resulting
array can be used to calculate Φ at any point using spline interpolation.
Mode structure
As we can see on the figure, the shape of the eigenfunction can be quite complicated.
To help characterizing the modes, the mode structure is analyzed. We fix a radial
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location s0 and calculate the Fourier transform of the mode in both angular directions.
For a 3D mode it would be




Repeating the Fourier transform at several radial locations results in a set of functions
Φm,n(s). This set of functions represents the mode structure of the mode, see Figure
3.11. In case of a 2 dimensional calculation, the toroidal mode number is fixed by
the toroidal phase factor, and the Fourier transform is performed only in the poloidal
direction to get the poloidal mode numbers. The frequency and the main mode num-
bers are important properties of an eigenmode. The majority of the eigenmode are
continuum modes. They are radially localized, i.e. their width is small compared to
the minor radius. Hence, most of the modes can be characterized with their location.
This location can be defined as the location of the maximum of the main Fourier com-
ponent in the mode (see figure 3.11b). A summary of all modes is created by plotting
the mode frequencies as a function of the location of the mode. The color code conveys
information about the main mode number. This is how the MHD frequency spectrum
is created in figure 3.12
Mode energy
It is also necessary to calculate the energy associated with the mode. This energy was
defined by (2.198) and (2.214). In the simpler case, without pressure perturbations,







Φ0 can be complex because of the phase factor transformation, and that is why the
modulus appears in the energy definition. After discretizing the equations with splines,





Where Φ∗ is the complex conjugate of Φ, and the B matrix is defined in (3.6). This
energy is evaluated for all modes and saved together with the mode structure.
If we use the Alfvén wave equation (2.165), which includes the pressure terms, then

















The vector potential is calculated by CKA, so the second term can be easily integrated.
P
(1)
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This term can also be calculated by CKA or during post processing.










































Mode #163, 271 kHzb)
mn
Figure 3.11: Eigenfunctions and mode structures for two modes from a tokamak
simulation. The left column shows the 2D eigenfunctions, on the right side we can see
the mode structure, which is the Fourier transform of the mode in angular direction.
The numbers in the parenthesis denote the mode numbers: -2 is the toroidal mode
number, that is fixed at the beginning of the simulation by the phase factor. The
second number is the poloidal mode number. Subfigure (a) shows a global mode with
radially extended mode structure, while on subfigure (b) we can see an approximation
of a continuum mode localized around s = 0.1.
3.4. CKA RESULTS 73
 
Figure 3.12: The mode spectrum represents the basic information from all modes
calculated. The mode structures on subfigure (a) and (b) are analyzed to find the
main Fourier components of the modes and locate the radial position of the maxi-
mum. The mode structure depicts the mode frequency as the function of its maxi-
mum.
3.4 CKA Results
After discussing the theory of the reduced MHD equations in Chapter 2 and the nu-
merical implementation in this chapter, it is appropriate to show some results of the
Alfvén wave calculation. In this section, simulation results are shown for a tokamak
and a stellarator case. The aim here is to investigate the properties of the differential
equation (2.166) and its numerical implementation.
3.4.1 JET
In the first example we calculate the Alfvén mode spectrum for JET. The input data
parameters corresponds to JET shot #42979 at t = 10.121s, this case is also described
in [103]. The input profiles can also be seen in Figure 3.13. A circular approximation




































Figure 3.13: Input profiles for JET simulation: density, temperature and iota
profile.
of a JET equilibrium is used, the on-axis magnetic field is B0 = 3.5 T, the major
radius is R0 = 2.96 m and the minor radius is a = 0.85 m. The magnetic equilibrium
is calculated with the VMEC code.
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To start the analysis, we can first calculate the estimate of the continuum with the
following very simple formula




Then we compare the results of CKA to this. Figure 3.14 shows the mode spectrum
calculated with CKA using the simplest MHD model (2.164), that involves only the
second order polarization term and the field line bending operator. Using the notation
of Appendix D, the wave equation can be written in the following form
ω2T polΦ = T∆Φ. (3.35)
Even the simple formula (3.34) gives a good estimate of the continuum. We can also
observe that the results from CKA show the coupling of continuum branches with
different m numbers. As the modes couple together, a gap appears in the continuum.
Let us take a look at the spatial structure of some of the modes. A few modes are
selected from the mode spectrum, and labeled with letters b-f. The mode structure of
these modes are shown in the other subfigures. Modes (b)-(e) are the approximation
of continuum modes. Continuum modes are bound to a specific flux surface, they are
singular at that flux surface, and heavily damped outside their flux surface [32]. The
numerical description of such singular solutions cannot be accurate. In CKA, the B-
spline finite elements have finite support, and as they try to resolve the singularities, we
get the irregular shaped functions shown on subfigures (b)-(e). A qualitatively different
mode appear in the gap that is formed by the coupling of the m=1 and m=2 (and m=3)
modes. It is the toroidal Alfvén eigenmode. This mode has a global structure, as we
can see it on subfigure (f). The input parameters involve large magnetic shear, and









































Figure 3.14: Alfvén modes with toroidal mode number n=1 in JET. (a) The mode
spectrum, the solid lines are from the cylindrical formula, the dots show the results
from CKA. (b)-(e) Approximation of continuum modes. (f) TAE mode.
After including the the pressure and current terms, the CKA equation becomes
ω2T polΦ = T∆Φ + TPΦ + T jΦ. (3.36)
Comparing the solution of this equation with the simpler model, we can see that the
continuum does not change (Figure 3.15(a)), but the mode structure does change as we
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can see in Figure 3.15(b). So even if the corrections are negligible for the continuum,
they can be important for defining the structure of global modes.
If the fourth order differential operator is used on the left hand side of the CKA
equation then the structure of the differential equation changes qualitatively
ω2(T pol + T pol2)Φ = T∆Φ (3.37)
Figure 3.16 show the results from CKA. For simplicity the TP and T j operators were
neglected for this simulation. We can see that the mode spectrum becomes shifted
with respect to the solution from the simpler model presented in Figure 3.14. The
change in the mode structure is more interesting. The new fourth order differential
operator does not have singular solutions. As the singularity is resolved, the Alfvén
continuum transforms into the kinetic continuum. Figure 3.16(c)-(j) show the structure
of the kinetic modes. Modes (c)-(f) are similar to the modes presented by Lauber et
al. in [103]. The other group of modes shown in subfigures (g)-(j) are not discussed by
Lauber et al.. It might happen that these modes are damped due to some effects not
considered in CKA, and therefore they do not appear in a more complex calculation.
We must note that the perturbative model used in CKA does not allow us to prop-
erly estimate the damping of the modes, because we neglect the physical mechanisms
for damping caused by interacting waves. Continuum damping is not included, and the
constant damping factor that we could include into equation (2.166) does not capture
the radiative damping properly. See the works of Fu, Berk and Pletzer [76] or Lauber
et al. [69] for a more advanced treatment of radiative damping. Because of the lim-
itations of the CKA model, non-physical solutions can appear. These are the modes
clustered around s=0 in Figure 3.16(a). These modes have rapid oscillation, and they
should be damped away in reality. It would require further work to improve the CKA
model to describe these modes properly, which is out of the scope of this thesis. Here
the focus is on the interaction of waves and fast particles. The global modes that we
study can be recovered without the higher order kinetic effects included in equation
(2.166). Therefore, the 4th order polarization operator is not used in the remaining
part of this thesis.
3.4.2 W7-AS
In the second example, stellarator simulations are shown for W7-AS shot #39042. The
simulation parameters are described in Chapter 6. Here, we study the effects of the
T j and T p terms in the equations. In Figure 3.17 we can compare the Alfvén mode
spectrum calculated with the different models. Only modes with toroidal mode number
n=2 are shown. There are only small differences between the spectrum calculated by
the different models. If we include both the pressure and the current terms, then there
is a small but visible shift in the continuum.
Even though there are only very small differences in the mode spectrum, the mode
structure undergoes important changes if we use more sophisticated models. This can
be seen in Figure 3.18. In the specific example shown here, the inclusion of the current
term alone causes only a small change in the mode spectrum. But in other cases it
can have a more pronounced effect. The eigenvalue is close to the one simulated by
CAS3D but the mode structure deviates (see subfigure (a)). There are harmonics with
negative sign that are not present in the CAS3D result. These harmonics disappear






























Figure 3.15: Alfvén modes for JET using the full CKA equation. (a) Mode spec-
trum, the colored dots show results including the pressure and current terms, the
gray dots show the simpler CKA model for comparison (same as in Figure 3.14.
(b) The solid lines show the TAE mode with the full CKA model, the dashed lines








































Figure 3.16: Alfvén mode spectrum with kinetic Alfvén waves. The fourth order
operator is used on LHS, Laplace on RHS. (a) The continuum (colored dots) is
slightly shifted relative to the base case. (b) Part of the continuum in magnified
view. (c)-(f) Kinetic modes group 1, (g)-(j) Kinetic mode group 2.
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if we include the pressure term in the equation. With all three terms in the equation,
the results between CKA and CAS3D agrees very well, even for the smaller harmonics.
There is some difference in the eigenvalue ωCKA = 3.33 · 105 rad/s, ωCAS3D = 3.23 · 105
rad/s. This is 3% relative difference. This small deviation is probably caused by model
differences: we use reduced MHD equations while CAS3D solves the full MHD problem.
Otherwise both codes use the same numerical input data calculated by VMEC. CKA
can perform the calculation both in Boozer and PEST coordinates and they both yield
the same result. This is an additional test for the equilibrium mapping procedure.
In the next chapter, we will introduce the EUTERPE code, which will be used to
calculate the motion of fast particles in the presence Alfvén waves, like the ones shown
in this chapter.






















Figure 3.17: Alfvén mode spectrum for modes with n=2 in W7-AS shot #39042
using different models. (a) Dots: second order polarization term + Laplace term,
lines: ω = vAk‖ = vA(s)(n − ι(s)m)/R. (b) Dots: model with the current term
included, squares: model from subfigure (a) for easier comparison. The continuum
modes are almost the same, there is a small difference in the position of maximum
of the TAE mode (arrow). (c) Dots: model with both current and pressure terms.
Squares show the model from subfigure (a) for comparison. The maximum of the
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Figure 3.18: Mode structure of the n=2 TAE mode using different models. (a)
Solid curves show the result from the simplest model. The dashed lines show the
result from CAS3D for comparison. (b) Solid curves model with current term. It
adds a small correction relative to the simplest model which is shown with dash-
dotted curves. (c) Solid lines are result with current and pressure terms included,
it agrees well with the result from CAS3D shown with dashed lines. (d) Magnified




EUTERPE is a Particle-in-Cell (PIC) code to simulate the gyrokinetic equations (2.20)
in stellarator geometry. It was originally written by G. Jost, et al [104] in Lausanne but
currently it is maintained and developed by R. Kleiber and co-workers in Greifswald
[62, 105]. As a part of the CKA-EUTERPE code package, the EUTERPE code is
used to simulate the motion of fast particles. The code solves the the electromagnetic
gyrokinetic equations with multiple particle species (ions, electrons, and fast ions) using
the δf method. In this chapter, a basic overview of the EUTERPE code is provided.
It is not intended to give a complete description of the code, more information can be
found in the references cited above.
In the next section, a general introduction to the PIC method is given. Afterwards,
it is briefly discussed how the equations from Chapter 2 are solved in EUTERPE.
During this thesis project, new modules were introduced in EUTERPE, one that is
responsible for defining the electromagnetic fields externally, and an other module that
defines different kind of equilibrium distribution functions. The last sections of this
chapter describe these new modules.
4.2 PIC method
The Particle-in-Cell method is a technique to solve partial differential equations nu-
merically. It is used to solve initial value problems. In this method, we calculate the
motion of individual particles in a continuous phase space, and from the position and
velocity of the particles we can evaluate the moments of the distribution function. The
moments are evaluated on a fixed grid (or mesh) in space, and using this information,
the field equations are solved on the mesh to determine the forces that act on the parti-
cles. In other words, there is a grid that divides the simulation volume into small cells
and the distribution function is represented by the particles inside the cells, hence the
name. The first PIC simulations were presented in the middle of the 50s, since then
the application range of the method extended significantly. Present day PIC codes
simulate 105-1010 particles and they provide a powerful tool for kinetic theory.
Of course, a real system consists of an even larger number of particles, and it is
not possible to simulate all of them. Therefore, the notion of super particles has been
introduced, which are computational particles that represent a large number of real
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particles. One super particle can be used to represent millions of normal particles from
a small region of phase space. A super particle follows the same trajectory as a real
particle would. Therefore, the PIC method provides an intuitive solution for many
problems in plasma physics. The advantage of the PIC method is that no mesh is
needed in the velocity space, it is represented by particles that have continuous phase
space coordinates. The disadvantage is that we neglect some of the close interactions,
and using discrete particles introduces numerical noise, which is called particle noise.
The noise is inversely proportional to the square root of the particle number which
can be seen if we consider the method as a type of Monte-Carlo integration [106]. The
particle number has to be chosen in a way that good statistical information can be
obtained about the particle motion.













Figure 4.1: A typical loop in a PIC simulation
The PIC method is designed to solve initial value problems. The distribution func-
tion and the electromagnetic field is known in the beginning and we want to calculate
how the system evolves in time. The basic procedures of a typical PIC simulation are
represented in Figure 4.1. The main steps are to
1. integrate the equations of motion,
2. assign charge and current to the mesh,
3. solve the field equations on the mesh,
4. interpolate the fields from the mesh to the particle locations.
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Let us assume that the particle positions and the field is known at time t. In the
first step, the equations of motion are integrated over a fixed short time interval dt
to calculate the new particle positions at t + dt. When the particles are in the new
position, the fields have to be recalculated. To prepare for the field calculation, the
moments of the distribution function have to be determined. This process is called
charge and current assignment, because the local charge and the current density are
determined by assigning the contribution from the individual particles to the grid
points. If necessary, higher order moments can also be calculated. In the third step,
the electric and magnetic fields are recalculated on the grid. The field equations are
discretized on the grid, and the information about the density and current terms are
used to calculate the field at t+ dt. In the fourth step, the new values of the field are
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Figure 4.2: The particle motion and fields in the CKA-EUTERPE hybrid code.
The charge assignment step is crossed out, because the feedback from the particles
to the wave is neglected in the current version of the code package.
In the CKA-EUTERPE hybrid picture, this loop is modified (see Figure 4.2). Before
the first step, we solve the MHD equations to calculate the perturbed electromagnetic
field. Then, the field is evaluated at the particle positions and the particles are pushed.
The charge assignment step, i.e. the feedback from the fast particles to the field can be
neglected if the fast particles have only a small effects on the MHD field. In the current
version of the code package this assumption is used. This has the advantage that the
field structure can be determined at the beginning and its spatial structure remains
constant, it only oscillates in time. Before the loop starts over again, the phase of the
oscillating field is corrected. More details about the field equations can be found in the
next sections. Now, we discuss the equations that are used in EUTERPE.
4.3 Equations in EUTERPE
In EUTERPE, the distribution function is defined as a function of the gyrokinetic par-








We should note, that while the guiding center velocity v¯‖ is a kinetic velocity, the gy-
rocenter velocity is a general coordinate, which does not agree with the “real” velocity.
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The other variable in the velocity space is gyrocenter magnetic moment ¯¯µ, but the






and it is used to specify the equilibrium distribution function. So, the distribution












In this chapter, we will use only the gyrokinetic coordinate system, the distribution
function is always the gyrokinetic distribution function ¯¯f and the particle coordinates
are always the gyrokinetic coordinates. Therefore, we can neglect the double bar
notation in this chapter.
4.3.1 Distribution function
We use the δf method to split the distribution function into an equilibrium part (f (0))
and a perturbation part δf .
f = f (0) + δf. (4.4)
We assume an analytical form for the equilibrium distribution f (0), and solve only for
the deviation from this equilibrium. If, in the timescale of the simulation, the deviation
from f (0) is small, then this method helps to reduce the statistical noise and provides
better statistics than the simulation of the full distribution (full-f method). It can be
also viewed as an improved Monte Carlo integration of the equations [106]. In this






dt = 0, (4.5)




























For tokamaks, f (0) can always be chosen in a way that S(0) is zero. For stellarators, we
usually assume that such choice can be made, but this is not necessarily true. It is an














2∇B · r˙ =
v⊥
2B∇B · r˙, (4.6)
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so the change of the equilibrium distribution function is given as
df (0)
dt = S
(1) = r˙(1) · ∇f (0) + v˙(1)‖
∂f (0)
∂v‖





Let us substitute this into (4.5), and linearize dδfdt to arrive at
∂δf
∂t






On the left hand side we have neglected the non-linear terms, i.e. the products of first
order quantities. It would be possible to keep the non-linear terms too, but in this
work, only the linear equations are used. For the perturbed distribution function we
use the magnetic moment µ as the second velocity coordinate. The magnetic moment
is a constant of motion, so the equation for the distribution function becomes
∂δf
∂t




According to the method of characteristics [107], the solution for (4.9) is found by
integrating the following equations
dr
dt = r˙




‖ (r(t), v‖(t), µ(t)), (4.10b)
dδf
dt = −S1(r(t), v‖(t), µ(t)). (4.10c)
These equations specify the characteristics of the differential equation (4.9), with the
time as the parameter along the characteristics. The distribution function is repre-
sented with a set of markers





Dδ(r − rk), δ(v‖ − v‖k)δ(µ− µk), (4.11)
where k is the marker index, (rk, v‖k, µk) are the phase space coordinates of the marker,
wk is the weight of the marker, and D denotes the Jacobian of the coordinate system.
After substituting the form (4.11) into (4.10c) we integrate the equation over a small














dt ≈ −S1(rk(t), v‖k(t), µk(t))Ωk. (4.12)
In the last step, the integral on the right hand side was approximated with its value
at the center multiplied by the small volume Ωk. For every marker, the trajectory
is defined by equations (4.10a) - (4.10b) and the initial conditions, that are different
for each marker. As they move along the trajectory, equation (4.12) is integrated to
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‖ (rk(t), v‖k(t), µk(t)), (4.13b)
dwk
dt = −S1(rk(t), v‖k(t), µk(t))Ωk. (4.13c)
4.3.2 Particle motion






























In EUTERPE, b∗ is approximated the following way
b∗ ≈ b+ mv‖
qB





the term ∇× b is not calculated by VMEC and the mapping program, therefore it is


































































These equations are implemented in EUTERPE. In the code, it is possible to choose be-
tween the linear and the nonlinear solution of the equations. In this work, the linearized
version of the code is used, that means that the particles are moving on unperturbed
trajectories (equations (4.13a)-(4.13b)), where only the terms with superscript (0) are
considered.
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In EUTERPE, a rectangular grid in magnetic coordinates is used to represent the
perturbations of the electromagnetic field. It is the same type of mesh that is used in
CKA, and similarly, B-splines are used to represent functions on the mesh. Magnetic
coordinates are a natural choice for representing the field in a tokamak or a stellarator,
but they cause problems when we want to calculate the particle motion. The magnetic
coordinates are polar coordinates around the magnetic axis. There are two problems
with such coordinates, first, the mapping is not bijective at s=0, second, the differential
operators diverge around s=0. During the FEM formulation of the field equations it is
not a problem, as there is no need to evaluate functions at s=0, but the particle motion
would be difficult to describe in these coordinates, because a particle can be arbitrarily
close to the center. To avoid this problem, a new set of coordinates (R,ϕ, Z) has been
introduced to represent the particle position. Here, R is the radial coordinate, ϕ is the
toroidal angle and Z is the vertical coordinate. Figure 4.3 shows the two coordinate







Figure 4.3: The two coordinate systems in EUTERPE: The (R, Z, φ) coordinates
are used to represent the particle position, the (s, χ, φ) coordinates are used to
describe the field.
To integrate the particle equations, the predictor-corrector method or the 4th order
Runge-Kutta method is used [108].
4.3.3 Wave equations
In a consistent fully kinetic model, the electromagnetic field would be determined by
the gyrokinetic Poisson equation (2.149) and Ampère’s law (2.154) [72]. In the CKA-
EUTERPE code package, the EUTERPE code has been modified to use the MHD
field calculated by CKA. The mode structures ΦMHD(r) and A‖MHD(r) are fixed in
the beginning of the simulation and the fields oscillate with the angular frequency
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ωMHD in time
Φ(r, t) = ΦMHD(r)eiωMHDt, (4.16a)
A‖(r, t) = A‖MHD(r)eiωMHDt. (4.16b)
For simplicity, we have denoted the fields as a function of r, but in the code the fields





To derive the gyrokinetic equations for particle motion ((2.20a) and (2.20b)), we
averaged out the gyromotion, which is why the gyroaverage of the fields appears in
the equations. The gyroaveraged field is defined by an integral over the gyroangle. In












Φ(r + ρk). (4.17)
The ρk points are equally distributed on the gyroring. The gyroring is approximated
to lie in the poloidal plane. If the gyroradius is not too small then the averaging can
smooth out some fluctuations of the field and, therefore, it has an important effect on
the calculation of the growth rate. If the gyroradius is small, then instead of averaging
over the gyroring, we use the value at the center of the gyroring. When we approximate
the gyroaverage with the central value, then we arrive at the drift kinetic model. This
model is used for electrons in EUTERPE. The background plasma ions and the fast
ions have larger gyro-radius and we use the gyro-kinetic model with the averaging
procedure described above. More detailed description of the gyroaveraging procedure
can be found in [109].
4.4 New modules in the EUTERPE code
Equations (4.12), (4.15a), (4.15b), and (4.16) are implemented in EUTERPE to cal-
culate the fast particle motion in the predefined field. The calculation is slightly more
complicated than figure 4.2 suggests. Figure 4.4 shows an overview of the functions
called in one PIC loop during an EUTERPE test run. The green boxes show an
essential part for the simulation, the routines providing the equilibrium field. It is
calculated by the VMEC code similarly as in the case for CKA (section 3.3.1). The
other boxes show functions responsible for pushing the particles, evaluating the field,
charge assignment, field calculation, and calculating diagnostics information.
To describe the implementation of EUTERPE is outside the scope of this work.
The aim of this chapter is to describe the new modules that were introduced as a part
of the CKA-EUTERPE code package.
4.4.1 External Field
A new module was added to EUTERPE with the aim to provide the perturbed electric
and magnetic fields externally. With the new module, it is possible to prescribe a field
with arbitrary spatial structure and time dependence. The field is determined by its
spline components, which is stored in a HDF5 file. This field data is generated by CKA
or by Matlab helper routines (see Figure 4.5). With these routines any field can be













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.5: The field components are stored in a HDF5 file, which is written by
CKA or by other Matlab helper routines.
interpolated into EUTERPE’s format if we know how to describe that field in PEST
coordinates.
The input file of EUTERPE is extended with the information about the external
field. Table 4.1 describes the parameters that need to be set. We could simulate more
than one eigenmode simultaneously, if we specify n_modes>1. The HDF5 input file
can contain several modes, the index of modes that we intend to simulate has to be
specified in the modenumbers array. In all the cases presented in this thesis only one
eigenmode is simulated (which usually contains more than one Fourier modes). The
filename input file name (usually cka.hdf5)
n_modes number of eigenmodes to simulate
modenumbers index of the mode(s)
amplitude amplitude of the mode (default 1)
growth rate growth rate γ in s−1 (default is 0)
Table 4.1: Input parameters to specify the field externally.
full space time dependence of the fields is given by the following equations
Φ(s, θ, φ, t) = C · Φ0(s, θ, φ)eiωteγt, (4.18a)
A‖(s, θ, φ, t) = C · A‖0(s, θ, φ)eiωteγt. (4.18b)
We thus have the possibility to specify an amplitude scale factor C and a growth rate
γ for the modes. In most cases these options are not used.
There are some other input parameters for CKA and EUTERPE that need to match
each other. To use the spline data directly from CKA, the spline order and the knot
sequence of the splines has to be the same in the two codes. The parameters that
control the spline order and knot sequence are defined slightly differently in the two
codes, Table 4.2 describes the correspondence between them.
4.4.2 Distribution functions
A new module was added to EUTERPE to represent different types of distribution
functions. The distribution function is specified in the input file for each species sepa-
rately. Currently, there are three types of distribution functions available.
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description CKA EUTERPE
d1_order
spline order d2_order = nidbas+1
d3_order
number of s breakpoints d1_num_bps = ns+1
number of u breakpoints d2_num_bps = nchi+1
number of v breakpoints d3_num_bps = nphi+1
Table 4.2: Some input parameters are defined differently in CKA and EUTERPE.
They need to be specified according to this table.
• Maxwellian is the default choice for the distribution function. Even if the
plasma is not in thermodynamic equilibrium, a Maxwellian can be a good ap-
proximation to the distribution function. Figure 4.6(a) shows an example of a
Maxwellian, described by the following formula





• Slowing-down distribution is the velocity distribution that results if a beam
with velocity vbeam collides with a plasma where vi < vbeam  ve (vi is the
ion thermal velocity and ve =
√
2Te/me is the electron thermal velocity). The





if v ∈ [0, vbeam],
0 otherwise
(4.20)













This form is the isotropic part of the general solution if cross-field drifts are










Figure 4.6(b) shows an example of the slowing down distribution.
• Triple slowing-down: during neutral beam injections, hydrogen isotopes can
have three different beam velocities due to dissociation of molecule ions [111].
To have a better description of such an injection scenario, we implement the
following distribution function
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The distribution function is defined with the energy variable ε = 12mv
2, it consists
of three slowing down distributions that have the same critical energy (εcrit), but
different beam energies (εb1, εb2, εb3, see Figure 4.6(c)). The distributions are
added together with different weights (W1, W2 and W3). The complementary
error function is used to provide a smooth cutoff at εb, the width of the cut-off





= 1/2. Here N is again a (numerically determined) normalization parameter
that insures that the velocity-space integral of f is equal to n(r). For this type of
distribution function, when we talk about beam energy without specifying which
beam, then we are considering εb3.




































Figure 4.6: Illustration of distribution function used in EUTERPE. (a) Maxwellian
distribution, (b) Slowing down distribution, (c) Triple slowing down distribution
4.4.3 EUTERPE normalization
EUTERPE has its own normalization that is different from the one used in CKA.
Table 4.3 summarizes the main normalization factors. This refers to the modified
EUTERPE code, used in the CKA-EUTERPE package, where a new module has been
implemented that gives a clear overview of all normalization factors used in the code
and helps to set the temperature normalization.
Note that by specifying the temperature, we also fix the value for ΦNeu and AN‖eu.
When the CKA field is used, then the spline coefficients and the frequency of the mode
are read from cka.hdf5. The normalization of the field has to be changed to EUTERPE
units. We are free to make the choice that ΦNcka = ΦNeu because the eigenvalues are only
specified up to an arbitrary scaling factor. This way we do not need to change the
normalization of Φ, we can use the field coefficients straight away
Φeu = Φcka. (4.22)
The spline components for the vector potential have to be rescaled to correct the nor-
malization. Equation (3.19) is also valid when all variables, and differential operators
are in EUTERPE units. This defines the scaling factor for A‖ in a way that it agrees
with the normalization defined in Table 4.3
A‖eu = ωNeurNeuAcka. (4.23)
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name value description how to set thevalue





eB∗ ion Larmor radius defined by T
∗ and B∗


























∗ calculated from r∗
and B∗
n∗ nav · n0 average density calculated from theprofile




eu time derivative of energy
defined by n∗, V , T ∗eu
and ω∗eu
Table 4.3: EUTERPE normalization factors.
4.5 Post processing
EUTERPE is used to calculate the energy transfer between the particles and the waves.
As described in Section 2.8.2, we use the following formula to calculate the growth rate
γ = −12
1
Ewave E˙kin = −
1
2
∫ 〈jgy ·E〉 dV
Ewave . (4.24)
The field energy in the denominator is calculated by CKA (see section 3.3.5). The fields
oscillate in time, but the total field energy does not change, therefore, it is appropriate
to use the initial value calculated by CKA.
The j · E integral is calculated by EUTERPE and it is a time dependent scalar
value. After the EUTERPE simulation, Matlab helper routines are used to restore the
normalization factors and calculate the time dependent signal defined by (4.24).
The energy transfer signal usually converges to a fixed value. It can show oscillations
around this value. This signal can be noisy, but the noise reduces if we increase the
particle number. We average this signal, to get a fixed time independent value of the
growth rate. The standard deviation provides an estimate for the error. See Figure 4.7
for an example.
The quality of the signal is influenced by the number of particles and the size of the
timestep used in the simulation. In practice, it was observed that even if the resolution
is not so fine, the average is very close to the result with good resolution. The deviation
from the average is smaller if larger resolution is used.
If the growth- or damping rate is small, then it can be difficult to measure it. In
Figure 4.8(a) the time dependent γ is shown for a simulation, where the fast particles
are actually not so fast, and the wave becomes damped by these particles. The simu-
lation shown here corresponds to the case with v = 0.2vA for the benchmark presented
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Figure 4.7: The growth rate is a time dependent signal (red curve). It is averaged
over an interval (black line) and the standard deviation is calculated as an error
estimate (blue lines). The signal gets better if we increase the number of particles:
the left figure shows result with 1 million particles, the right figure show results with
8 million particles. The blue sinusoidal curve illustrates the oscillating field.
in section 5.2. We can see that the energy transfer rate has large oscillations, but the
average energy transfer is still clearly negative.
We can remove the oscillations by taking a time average. The only difficulty stems
from the fact that the oscillation amplitude is larger than the damping rate signal.
The interval for the averaging should be a full period of these oscillations, otherwise
the results can be distorted. The period of the oscillations is basically the wave period,
but it can have other harmonics and can be distorted by numerical noise. Instead of
fine tuning the interval for averaging, Prony’s method [112] was used to remove the
oscillating part of the signal.
Using Prony’s method, harmonically oscillating functions (which can also be damped)





Here Ak is the amplitude, λk is a complex number. We allow a non-zero real component
of λk. The aim is to identify harmonically oscillating parts in the growth rate signal,
and remove them. The use of this method is illustrated in Figure 4.8. We have
chosen two parts of the oscillating signal shown in subfigure (a), and calculate Φfit
using Prony’s method. The black dashed lines show the function fitted to the signal.
Subfigures (b) and (d) shows Φfit without the zero frequency part. The zero centered
oscillating functions are subtracted from the energy transfer signal, the result is shown
on subfigures (c) and (e). The fit is not perfect, small oscillations can still remain, and
the signal has numerical noise. We define the energy transfer rate as the time average
of this signal. Comparing subfigures (c) and (e) one can see that this average does not
depend on the window for doing the signal analysis (small differences due to numerical
errors can be still present). Another illustration for the method is shown in section
6.4.
When the standard deviation in the energy transfer is small, then the energy transfer
rate is simply defined as the mean of the signal. When the oscillations in the γ signal are
large, then Prony’s method is used to determine the growth/damping rate. This way
we remove zero centered oscillating functions from the signal, which helps to find the
small energy transfer signal hidden behind the oscillations. Prony’s method is just one
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Figure 4.8: Energy transfer signal, for a damped mode. A harmonically oscillat-
ing function is fitted to this signal, shown with the dashed black curves, and the
harmonically oscillating part of the fitted signals is shown in (b) and (d). The os-
cillating signal is subtracted from the red curve, the result is shown in (c) and (e).
The average of the signals in (c) and (e) is shown by the straight black lines.
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possible way to do this task, actually discrete Fourier transformation can also be used
for the same task. The advantage of using Fourier transformation is that it is a well
known technique and efficient implementations are available in mathematical packages.
Using fast Fourier transformation, we can quickly identify the main components of the
oscillation and filter it out. Both for Prony’s method and for Fourier transformation we
have to keep in mind that we are working with discrete signals, which limits how far we
can go to improve our data. If the time interval for the simulation is long enough, then
a simple time average would lead to the same results as the more advanced methods,
even in the presence of large oscillations. Due to its simplicity, averaging is the most
convenient method.
So far we have introduced the main parts of the CKA-EUTERPE code package. In




The standalone version of the CKA and the EUTERPE codes were benchmarked pre-
viously, but the CKA-EUTERPE code package is a new numerical tool, which has to
be benchmarked to validate the physical model implemented in the code and also to
test the correctness of the implementation. We have chosen to do comparisons with
other codes. With such code-to-code benchmarks, different implementations of sim-
ilar physical models are examined in order to make sure that the implementation is
correct. There is a general benchmarking effort coordinated by the ITPA Energetic
Particle Physics Topical Group. Some of the benchmarks presented here are proposed
by this group.
Tokamak benchmarks were performed with the CKA-EUTERPE code. These
benchmarks do not test the 3D capabilities of the code, but they provide comprehen-
sive tests to check the influence of finite orbit width and finite Larmor radius effects
on the energy transfer between the particles and the wave. Due to axial symmetry,
tokamak calculations are generally simpler and require less computational resources
than stellarator calculations. This is advantageous for benchmarks that require a large
set of cases to be calculated. Because of the longer research record of tokamak simula-
tions, the tokamak codes are well developed and benchmarked, therefore, they provide
a good basis for comparison for our code package.
In this chapter, three tokamak benchmarks are presented. In the first and third
benchmark, the energy transfer between the mode and the fast particles is calculated as
a function of the particle energy. In the second benchmark, we study how the particle
charge influences energy transfer.
5.2 Benchmark 1
The first benchmark investigates the destabilization of an n=2 toroidal Alfvén eigen-
mode in a tokamak plasma, in the presence of energetic particles. This benchmark
was used in [69] to compare results from LIGKA, CAS3D-K and KIN-2DEM codes. A
comparison of results from KIN-2DEM and NOVA-K [113, 114] can be found in [115].
In this section, the calculation is repeated with CKA-EUTERPE.
Let us start by defining the magnetic equilibrium. A tokamak with circular flux
surfaces is used in this benchmark, the main parameters are summarized in Table 5.1.
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Major radius R0 = 4 m
Minor radius a = 0.9 m
On axis magnetic field B0 = 5 T
Safety factor q(Ψpol) = 1.05 + 0.6Ψpol
Density n0 = 5 · 1019m−3
Plasma particles deuterium
Table 5.1: Main plasma parameters
The safety factor profile is q(Ψ) = 1.05 + 0.6Ψ, where Ψ is the normalized poloidal
flux. The magnetic equilibrium is calculated by VMEC. The magnetic field used in this
benchmark has been shown in Figure 3.7. The background plasma consists of deuterium
particles, and for the sake of simplicity, a constant density profile is assumed.
CKA has been used to calculate the Alfvén mode spectrum. In Figure 5.1(a), a
part of the spectrum is shown. At the crossing of m=2 and m=3 branches, we can see
that a gap is formed, and in this gap, the n=2 TAE mode appears. In Figure 5.1(b)
and (c) we can observe the broad global structure of the mode. This mode is called
an even mode, because the main Fourier components of the mode structure have the
same sign. The mode frequency and the mode structure are in good agreement with
other codes, for comparison see Figure 10 in [115] and Figure 11 in [69].
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Figure 5.1: Alfvén modes calculated by CKA. (a) Part of the Alfvén mode spec-
trum, showing n=2 modes. The other two subfigures show the eigenfunction of the
n=2 TAE mode: (b) Fourier decomposition of the mode structure of Φ, (c) the mode
structure in a poloidal cross section.
Species Hydrogen
Distribution Maxwellian
Density profile nf0 exp(−Ψpol/0.009)
Temperature 12mv
2
f , vf = 0.1 . . . 1.5vA
Table 5.2: Energetic particle parameters
The mode structure data has been transferred from CKA to EUTERPE in order to
study the stability of the TAE mode in the presence of fast hydrogen particles. Table
5.2 summarizes the parameters of the fast ions. These particles have a Maxwellian
velocity distribution, constant temperature profile and a density gradient to provide
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free energy to drive the mode. Simulations have been made with different values
of the fast particle temperature. The temperature was chosen so that the thermal
velocity of the fast particles (vf =
√
2Tf/m) had values between 0.1 and 1.5 vA. Here,
vA = 1.09 ·107 m/s is the on-axis Alfvén velocity. The central density (nf0) was chosen
to keep the poloidal beta of the fast particles constant (βθ = 2µ0nf0TfB2
pol
= 1, the magnetic
field in poloidal direction is Bpol).






















Figure 5.2: Growth (and damping) rate of the TAE mode in the presence of ener-
getic particles. The growth rate is shown as a function of the thermal velocity of the
fast particles.
The energy transfer between the fast particles and the waves has been calculated
for all these temperature values. Figure 5.2 shows the comparison between the different
codes. The growth/damping rate is shown as a function of the fast particle velocity.
Below v/vA ≈ 0.5 the energy transfer is negative, i.e., the waves are damped. Here we
have results only from CAS3D-K and CKA-EUTERPE. The damping rate calculated
by CKA-EUTERPE is lower than the values from CAS3D-K and this may be attributed
to the averaging effect of the particle orbits and also to differences in the model. There
is a good agreement among all codes in the position of the marginal point where the
growth rate becomes zero. In CKA-EUTERPE, both the finite Larmor radius (FLR)
and the finite orbit width (FOW) effects are taken into account. This introduces an
averaging effect over the perturbed field which usually leads to reduced energy trans-
fer between the particles and the waves, and explains why CKA-EUTERPE estimates
lower growth rate compared to CAS3D-K at higher energies (v/vA > 0.5). The version
of NOVA-K used for this benchmark includes FOW effects1 but neglects FLR effects
[114]. The results from CKA-EUTERPE lie between LIGKA results with finite orbit
width effects (LIGKA FOW) and with zero orbit width effects (LIGKA ZOW). The
1The source of the NOVA-K data is the paper from Qin et al. [115], and there it is not discussed
whether NOVA-K includes FOW effects or not. The reference [114] is also cited by Qin, and that gives
a hint that the FOW effects are included. It is somewhat surprising that the NOVA-K results are still
so close to CAS3D-K which has zero orbit width. Later, the model for particle orbits in NOVA-K was
improved [116], and in other benchmarks that model is used (see the next section).
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differences from the other codes are probably due to model differences, LIGKA and
KIN-2DEM treat all particles kinetically, while the other codes have perturbative ki-
netic MHD model. We can conclude that there is reasonably good agreement between
all the codes.
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5.3 NOVA Benchmark
The second benchmark is defined on the website [117]. Here, a newer version of the
NOVA-K code is used than in the previous benchmark, which includes an improved
model for the FOW effects and also includes FLR effects [116]. The destabilization of
an n=1 TAE mode is studied in this benchmark, and calculations with different fast
particle charges are made in order to test the influence of FLR and FOW effects.
A circular tokamak is used with somewhat smaller aspect ratio than in the previous
test. Table 5.3 summarizes the main plasma parameters. Similarly to the previous
Major radius R0 = 3 m
Minor radius a = 1 m
On axis magnetic field B0 = 5 T
Safety factor q(Ψpol) = 1.1 + Ψpol
Density n0 = 4.142 · 1019 m−3
Temperature T0 = 3.14 keV
Plasma particles deuterium
Table 5.3: Main plasma parameters for the NOVA benchmark
benchmark, deuterium plasma with constant density profile is assumed. CKA is used



































Figure 5.3: (a) Mode spectrum calculated by CKA. (b) Mode structure of the
TAE mode, the main Fourier components are shown as a function of the normalized
toroidal flux
mode is found at the intersection of the m=1 and m=2 modes (Figure 5.3(b)). The
mode structure seems to be different than the one shown in [117], but this is only due
to the different representation used in the figures. Here, the structure of the perturbed
potential (Φ) is shown, and in [117] the displacement vector is depicted. With the help
of the CAS3D code, which can calculate both physical variables, one can see that the
results from CKA and NOVA agree well (see Figure 5.4).
After the calculation of the mode structure, we study how this mode interacts with
fast particles. The fast particles are deuterium particles, with a constant temperature
profile and a density gradient. Table 5.4 summarizes the particle parameters. In this
benchmark, the temperature and density of the energetic particles are kept fixed, but
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) NOVA=0.6544 vA/(q, R0)
m= 1, n= -1 CKA
m= 2, n= -1 CKA
m= 0, n= -1 CKA
m= 3, n= -1 CKA
m= 4, n= -1 CKA
m= 2, n= -1 CAS3D
m= 1, n= -1 CAS3D
m= 3, n= -1 CAS3D
m= 4, n= -1 CAS3D
m= 0, n= -1 CAS3D





















Figure 5.4: (left) mode structure of the electric potential, calculated by CKA and
CAS3D, and (right) the mode structure of the displacement vector for the same
mode, calculated by CAS3D and NOVA codes. [The CAS3D–NOVA comparison is
provided by A. Könies].
Species Deuterium
Temperature T = 173 keV, constant T profile
Density ∼ exp(−Ψpol/0.37)
Distribution Maxwellian velocity distribution
or slowing down f(v) ∼ 1
v3+v3crit
Table 5.4: Energetic particle parameters for the NOVA benchmark
the charge of the particles changes. Figure 5.5 shows the growth rate for the case with
a Maxwellian distribution. The results of CKA-EUTERPE with and without FLR
effects, are compared to the calculation made by NOVA, CAS3D-K and a calculation
done using local theory based on [118].
To understand how the charge affects the energy transfer between the particles and
the wave, we will consider first the analytical estimate of the interaction. According
to the theory by Fu and Van Dam [119], or by Kolesnichenko et. al [118], the growth





(ωd − ω)G, (5.1)
where βf is the fast particle beta, G hides a complicated expression that describes the
resonance (it depends on the Alfvén velocity, the iota profile and the mode numbers).
The diamagnetic drift frequency ωd is determined by the ratio of the spatial gradient







where Zf is the fast particle charge number, e is the elementary charge, and Ψpol is the
poloidal flux which serves as a radial variable [120]. It is important to note that ωd is
the only quantity which depends on the fast particle charge (eZf ), and it is inversely
proportional to it, which explains the straight line for the theory curve. This estimate
for the growth rate includes several simplifications, among other things, it neglects all
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orbit width effects. Since the orbit width effects are neglected in CAS3D-K as well, its
results follow the same trend.






is inversely proportional to the charge, but not only the gyromotion, the guiding center
motion is also dependent on the charge. For example, the width of the banana orbit
of a trapped particle can be approximated (in large aspect ratio tokamak [121]) as
∆b ∼ √aρp, (5.4)
where a is the inverse aspect ratio, and ρp is the Larmor radius calculated with the
poloidal magnetic field. We can see that at large charge number the orbit width shrinks
and the particles become fixed to the flux surface. At low charge number the orbits
become broad. The particles that have a wider orbit feels the influence of the field
averaged over their orbit. It is not surprising that the results for the growth rate can
differ if we take these effects into account.
At the limit of high charge number (left side of Figure 5.5) all curves converge to the
same result. The FLR and FOW effects are important if Z−1f is larger than 0.5. Below
this value, CKA-EUTERPE converges to the values of CAS3D-K. The CAS3D-K code
does not include the finite orbit width effects, it predicts the growth rate to increase as
the charge becomes smaller. CKA-EUTERPE and NOVA-K calculate that the growth
rate will be significantly reduced due to the FOW effects. The averaging effects of the
gyromotion also decreases the growth rate significantly, as can be seen by the difference
between the black and the magenta curves. The result from CKA-EUTERPE and from
NOVA-K follow the same trend but there is a quantitative difference between the two.
This could be attributed to differences in the physical model and most probably to
differences defining the equilibrium. One difference between the two codes is the choice
of the radial variable. In NOVA-K, the fast particle distribution function is defined
as f(〈Ψpol〉), where 〈Ψpol〉 is the poloidal flux averaged over the guiding center orbit.
The orbits depend on the particle velocity, so this choice for the radial coordinate
adds an extra velocity dependent part to the distribution function. This extra term is
not included in EUTERPE, where the radial variable is Ψpol without averaging. The
differences in the result could be clarified if we scrutinize all the input parameters and
all assumptions that were made during the simulations. It could be the subject of
future work. As for now, it is encouraging that the results agree well as Z−1f → 0.
The benchmark was repeated with a slowing down particle distribution, the results
can be seen in Figure 5.6. In this case, we can see a larger discrepancy between
CKA-EUTERPE and NOVA-K. Again, this can be attributed to differences in the
distribution function used for the simulation. The CAS3D-K code, the local theory
and CKA-EUTERPE converges to the same limit when the charge number is high.
The fact that two completely different numerical models and the analytical theory
converges to the same limit gives confidence in our results.
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Figure 5.5: Stability of the TAE mode in the presence of fast particles with
Maxwellian velocity distribution. The growth rate of the instability is shown as
a function of the inverse charge number of the fast particles. The growth rate is
normalized with the mode frequency, and the fast particle beta.























Figure 5.6: Stability of the TAE mode in the presence of energetic particles with
slowing down distribution function. (The same as for Figure 5.5, but for slowing
down velocity distribution.)
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5.4 GYGLES benchmark
The previous benchmark demonstrates the importance of FLR and FOW effects, but
there is a drawback of that kind of benchmark. We had used non-physical fast particle
charge values, and for some codes it is difficult to reproduce such cases. For example
with the self-consistent gyrokinetic code GYGLES (see [122] and references therein),
the most unstable mode changes if we change the charge of the fast particles [123], and
therefore it is very difficult to reproduce such a benchmark. Here, another benchmark
is defined by the GYGLES code, which simulates both the fast particles and the wave
consistently with gyrokinetic equations. The benchmark defined by GYGLES should
be reproducible with other consistent codes, and also with hybrid codes.
Major radius R0 = 10 m
Minor radius a = 1 m
On axis magnetic field B0 = 3 T
Safety factor q(Ψpol) = 1.71 + 0.16Ψpol
Density n0 = 2 · 1019 m−3
Temperature T0 = 1 keV
Plasma particles hydrogen
Table 5.5: Main plasma parameters
In this benchmark, the linear stability of a TAE is studied in a circular tokamak
with large aspect ratio. The simulation parameters are described in [68]. In Table 5.5,
the main parameters are summarized. The background plasma is a hydrogen plasma
with flat density and temperature profiles.
The Alfvén mode spectrum has been calculated by the CKA code and the stability
of an n=6 TAE mode has been studied. Figure 5.7 compares the mode structures
calculated by GYGLES and CKA. The TAE mode structures agree qualitatively. Note,
that in presence of energetic particles the mode structure can change, which is neglected
in CKA, but in GYGLES it is taken into account. The mode frequency calculated by
CKA is 4.1 · 105 rad/s while the results from GYGLES vary between 4.0 · 105 rad/s
and 4.4 · 105 rad/s, depending on the velocity of the fast particles.







m = 9 m = 12
m = 10
m = 11
Figure 5.7: Mode structure determined by CKA (left) and GYGLES (right) without
energetic particles.
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Species Deuterium
Temperature T = 100− 800 keV, constant T profile








Distribution Maxwellian velocity distribution
Table 5.6: Energetic particle parameters for the GYGLES benchmark
Energetic deuterium particles are launched in the plasma, and the particle param-
eters are described in Table 5.6. The stability of the TAE was investigated while the
temperature of the fast particles was changed from 100 keV to 800 keV. The growth
rate as a function of the fast particle temperature is shown in Figure 5.8. The energy
transfer between all three particle species (electrons, background ions, and fast ions) are
calculated by CAS3D-K and by GYGLES. The damping rate from the background ions
and electrons is γd = −3900 s−1 according to GYGLES [68]. With CKA-EUTERPE,
the background damping is not calculated, only the energy transfer between the fast
ions and the wave. The result from CKA-EUTERPE has been corrected with γd.
The dashed lines show results without Larmor radius effects. At low energy, both
GYGLES and CKA-EUTERPE converge to the CAS3D-K result. At higher energy,
the FOW effects become important and the two gyrokinetic codes predict lower growth
rates than CAS3D-K. The gyrokinetic codes also differ from each other at high energy.
Complete agreement between CKA-EUTERPE and GYGLES cannot be expected due
to the differences in the mode structure and mode frequency. Furthermore, the effects
of energetic particles on the wave are not taken into account in CKA but are addressed
in GYGLES. In spite of the simplifications used in the hybrid model, the results from
CKA-EUTERPE are still close to the results from the consistent kinetic model. The
FLR effects are also important in this benchmark, as can be seen if we compare the
dashed to the solid curves. Considering finite Larmor radius effects means that the
fields are gyroaveraged. This effect significantly reduces the growth rate. In the end, it
leads to better agreement between CKA-EUTERPE and GYGLES. We can conclude
that the benchmark shows good agreement between the codes. This benchmark has
been performed by several other codes, and the results were recently presented in [124].
5.4.1 Simulating growing modes
In all the calculations presented so far, the electromagnetic fields have been defined
with a fixed amplitude. In Chapter 4, we have seen that there is a possibility to define
the field in EUTERPE the following way
Φ(r, t) = Φ0(r)eγ0teiωt. (4.18)
A growing mode can be defined this way, and the energy transfer between the growing
mode and the particles can be calculated. This growth rate could be different than the
one that we get assuming constant wave amplitude. If the growth rate of the growing
mode and the fixed mode agrees then our results can be considered converged.
To test how well the results are converged, the following procedure can be done.
Let us set the parameter γ0 to the growth rate calculated by CKA-EUTERPE with the
non-growing mode. The energy transfer between the growing mode and the particles
can be calculated again with EUTERPE. Dividing the energy transfer rate with the
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Figure 5.8: Growth rate of the instability as a function of fast particle temperature.
The dashed curves are without Finite Larmor Radius (FLR) effects, the solid curves
are with FLR effects included.
growing field energy results in an other growth rate, which we denote by γ1. Now
we can repeat the calculation with γ1 to refine the results and get γ2. The results
are shown in Figure 5.9. Prescribing a growing mode in EUTERPE slightly changed
the growth rate. The second step did not cause any significant change. The standard
deviation of the signal got better when the growing mode was prescribed. Originally
it was around 2% but it dropped to 1%.





















Figure 5.9: Results using predefined growth rate. The results are converged after
the second iteration.
5.4.2 The effect of particle reinsertion
With this benchmark, we can also show that it is very important to define the simu-
lation conditions precisely. The fast particles have wide orbits that can deviate signif-
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icantly from the initial flux surface, and it can happen that they leave the last closed
flux surface (see Figure 5.10). These particles are considered to be lost. In reality
























Figure 5.10: Poloidal projection of particle orbits. (a) Two circulating orbits and
two trapped banana orbits denoted by the coloured curves. The black dashed circles
illustrate the flux surfaces. The orbits of these fast particles are wide, they deviate
from the flux surface. (b) Particles that have too wide orbits can leave the last closed
flux surface and become lost. These particles can be reinserted. Here the reinsertion
is symmetrical to the midplane.
there are always losses at the boundary and there can be a source of fast particles
inside the plasma, so there is a kind of equilibrium in the number of fast particles.
The simulation has to reflect that. Our aim is to keep the particle number constant.
One possibility for this is to reinsert each particle after it gets lost. For tokamaks, we
reinsert the particles symmetrically to the midplane, as illustrated on Figure 5.10(b).
During the reinsertion, we ensure that the constants of motion are preserved. When a
particle is reinserted, its weight is kept the same. One could consider other methods
for reinsertion, and this choice influences the final result of the simulation. Here it is
important to note that there is a difference between the numerical markers that we use
in the simulation and the physical particles. We can also perform the reinsertion of
the numerical marker and zero the weight of the marker at the same time. This would
mean that the physical particles are lost but the number of numerical markers that we
push are kept the same.
Instead of reinserting, the lost particles could be dropped, in the sense that their
weight is set to zero and they are not pushed anymore. In this case the final results
will be different from the results that we get with particle reinsertion, see Figure 5.11.
We should note that the numerical scheme that we use in EUTERPE requires that the
marker distribution is constant along particle orbits. Because of this, leaving the marker
outside the simulation domain is not a correct solution. Therefore, even though the
curve without returning the particles agrees very well with the results from the MEGA
code [66] and with Venus-δf [124], we should only consider it as a test to show the
importance of this implementation detail. We can conclude that one has to be careful
defining the simulation conditions. An improvement would be to define a source of
particles within the simulation domain, but such an improvement is outside the scope
of this thesis.
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Figure 5.11: CKA-EUTERPE results with and without reinserting the lost parti-
cles. The dashed line shows results without Larmor radius effects and with reinserting
the lost particles. The dash-dotted curve show results without Larmor radius and
without reinsertion of the particles that leave the last close flux surface. The solid
line shows the results with FLR effects and with reinsertion the lost particles (same
as in Fig. 5.8)
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Chapter 6
Stellarator Results
The aim of this thesis is to develop a numerical tool for perturbative stability analysis
of Alfvén waves in stellarators. The first four chapters introduced the theoretical and
numerical model, and in the fifth chapter, tokamak benchmarks were presented. Here,
we investigate wave-particle interaction in the Wendelstein 7-AS stellarator. There were
several experiments with increased MHD activity in W7-AS, for example in discharge
#39042 weak TAE activity was found and an n=2 TAE was identified experimentally
[39]. The TAE mode amplitude saturated at a low level. The stability of the mode was
studied numerically with CAS3D and HAGIS [31]. Later the numerical analysis was
refined with CAS3D-K in [125], where the 3D properties of the equilibrium and the
perturbed mode were taken into account. It was found that additional resonances in
stellarators allows more interaction with the background ions and this can contribute
to the damping and growth rate. Here, we improve the stability analysis by taking
FLR and FOW effects into account using CKA-EUTERPE.
6.1 Input parameters
The background plasma consists of deuterium particles. The input parameters for the
simulation were chosen to fit the experimental measurements. The temperature and
density profile is shown in Figure 6.1(a) and (b). The equilibrium magnetic field was
calculated by VMEC, and the corresponding iota profile is shown in Figure 6.1(c).
In the experiment, the plasma was heated with neutral beam injection, the beam
consisted of energetic deuterium particles, and the beam energy was 44 keV. The en-
ergetic particle density profile is modelled to match the experiment. Figure 6.2 shows
the fast ion density profile and the distribution function. In the simulations, the beam
energy is varied between 9.6 keV and 144 keV, to study how the mode stability would
change at different beam energies. The distribution function in the simulation is as-
sumed to be isotropic. Apart from this it is a realistic model, its energy dependence is
a composition of three isotropic slowing down distribution functions (as introduced in
4.4.2). The critical energy is εcrit = 5.5 keV, the cut-off parameter dε is chosen to be
200 eV, and the weights of the beams are w1 = 0.85, w2 = 0.57, and w3 = 0.35.
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Figure 6.1: Background plasma density (a) and temperature (b) profiles as a func-
tion of the normalized toroidal flux. The density is assumed to be the same for
electrons and ions , the temperature profiles are different for the two species. Sub-
figure (c) shows the iota profile.






























Figure 6.2: Fast particle density profile (a), and distribution function (b). The
distribution function is composed of 3 slowing down distributions.
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6.2 Alfvén mode
The calculation of the Alfvén mode spectrum was already discussed in section 3.4.2.





































The T operators are the same ones that are difend in Appendix D. Here we show
again the TAE mode structure calculated by two models in CKA (Figure 6.3). In
Figure 6.3(b), all the terms from (2.165) are used to simulate the wave, in Figure 6.3(a)
the pressure term is missing. The mode without the pressure terms has different
sideband structure. We will study the stability of both of these modes, in order to
see how important it is to have a proper MHD model in the simulation. The mode
frequency is ω = 3.33 · 105 rad/s for both modes. The mode structure in Figure 6.3(b),
where all the terms of the MHD equation were taken into account, agrees well with the
mode structure determined by CAS3D and by the measurement (see Figure 9 in [39]
for comparison). In the next subsection we will see that the differences in the mode









































Figure 6.3: n=2 toroidal Alfvén eigenmode calculated by CKA, as function of the
toroidal flux. The inclusion of the pressure term changes the mode structure. The
effect is pronounced on the m=3, m=4 sidebands.
6.3 Fast particle drive
The stability of the mode was studied in the presence of energetic particles from the
NBI beam. Simulations were performed changing the beam energy of the fast particles.
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Figure 6.4 shows the growth rate calculated from the energy transfer between the
mode and the fast particles. The calculation was performed for both modes shown in
Figure 6.3. At low energies, the results from the codes agree well. If all the MHD



















Figure 6.4: Growth rate contribution from the fast particles as a function of the
fast particle velocity
terms are included, then CKA-EUTERPE predicts a larger growth rate than CAS3D-
K around v/vA = 0.3 − 0.4. At higher energies, the comparison reveals that the fast
particle orbits have strong stabilizing effects, the energy transfer rates are significantly
reduced in the CKA-EUTERPE results. By comparing the two results from CKA-
EUTERPE, we have to note that the small change in the mode structure, causes a
relatively large change in the growth rate.
Some of the particle orbits are shown in Figure 6.5. One can see that the orbits
indeed deviate from the flux surfaces, so it is important to consider the proper particle
orbits when we integrate the energy transfer.
6.4 Background damping
To assess the stability of the mode, the energy transfer between the mode and the
background plasma also has to be calculated. Note, that it is significantly more difficult
to measure the damping rate from the background plasma than the fast particle drive.
This is illustrated in Figure 6.6. The energy transfer is a time dependent quantity. As
the field oscillates, this quantity also oscillates in time. For the energetic particles, after
an initial phase, the signal will be centered around a definite value (Figure 6.6(a)). For
the background damping, we see a signal that has a large amplitude for oscillation.
This is because the background particles are actually those particles that create the
wave. In the MHD approximation, their kinetic and potential energy oscillates in time,
in a way that the total energy remains the same. In the hybrid model, there is a small
amount of energy transfer, hidden behind the oscillation. To recover this small signal,
we use Prony’s method as described in Chapter 4.5.
Figure 6.7 shows the energy transfer between the background ions and the Alfvén
mode for different background ion temperatures (Maxwellian distribution is assumed).
6.4. BACKGROUND DAMPING 113































Figure 6.5: Particle orbits calculated by EUTERPE. (a) The orbits look compli-
cated if the 3D orbits are projected to the R-Z coordinate plane. This is a poloidal
projection, but it is not equivalent with the tokamak’s poloidal plot. In the stel-
larators the flux surface has a complicated 3D shape, even if the particle would stay
in the surface, its orbit would look complex if it is projected in R-Z coordinates.
(b) In magnetic coordinates the particle orbit looks more regular. We can observe
that the orbit crosses several flux surfaces. (c) Another particle in real space, and in
magnetic coordinates (d). This particle is trapped, and as it bounces back and forth
in toroidal direction, it slowly drifts towards the center. (e) The two particle orbits
in 3 dimensions. The colored surfaces illustrate the flux surfaces at s=0.25 (yellow),
s=0.5 (brown), s=0.75 (purple) and s=1 (red).
































































Figure 6.6: Comparison of energy transfer signal, (a) fast particles with εb3 =
144keV , and (b) Background plasma, with 400 eV. A harmonically oscillating func-
tion is fitted to this signal, shown with the dashed black curve, and the same is shown
in subfigure (c). This oscillating signal is subtracted from the red curve, the result
is shown in (d). It reveals that an average, the wave is damped.
The low energy limit of the codes agree again, and the curves have similar tendency but
the marginal point is different in CKA-EUTERPE than in CAS3D-K. If we consider
the mode without the T P term, then we will see that it gets unstable more quickly, it
can be destabilized even by the background ions.
It is interesting to note that the gyrokinetic model is so close to the simple semi-
analytical local model (that is based on [118]). We can also see that the damping
calculated by CKA-EUTERPE is lower than what is calculated by CAS3D-K. The
Larmor radius effects does not play a role at this low energy. The cause of the differences
between the damping rates could be the due to the different treatment of particle orbits:
in EUTERPE, the gyrokinetic equations are solved, while in CAS3D-K, the drift kinetic
equations assuming vanishing radial drifts.
6.5 Discussion
We have used the CKA code to calculate the Alfvén spectrum of the plasma. After
choosing an n=2 TAE mode, we have studied fast particle motion in the presence of this
mode using the EUTERPE code. Considering the full particle orbits has a significant
effect on the energy transfer between the fast particles and the wave. Compared to
CAS3D-K calculations, the energy transfer is reduced at high energies.
We have also calculated the damping from the background ions. The contribution
of background electrons to the damping is assumed to be zero. In principle it can be
calculated by CKA-EUTERPE but it is a low value and because of the noise it is hard
to estimate the energy transfer with a PIC code.
If we summarize the different driving and damping terms we can construct a sta-
bility diagram (Figure 6.8). It shows the fast particle density, above which the mode
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Figure 6.7: Damping/growth rate contribution from the background ions.
would become unstable (ncrit). The parameters for the background plasma were fixed
to the experimental value, and ncrit is determined as a function of the fast particle ve-
locity. The fast particle density profile has the same shape as shown in Figure 6.2(a),
the on axis density value is changed. In the figure it is shown normalized to the on-axis
background density. The result differs from CAS3D-K because of the different damping
rate by the background, and different growth rates by the fast ions. The black point
represents the experimental conditions. As the mode is visible in the experiments, it
must have been at least marginally unstable. So our simulation correctly predicts that
it is not stable.

















Figure 6.8: Stability diagram for the TAE mode. The critical fast particle density
is shown, above which the fast particle drive would be larger than the background
damping, and the mode would become unstable.
Apart from the electron damping, there are some other effects that are not included
in our study. If the global mode intersects the Alfvén continuum then the continuum
damping [44] has to be considered when we estimate the stability of the mode. In
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our case the gap in the Alfvén spectrum is open, so the continuum damping can be
neglected. Radiative damping [45] is not included in our MHD model, so it is omitted
from our results.
As mentioned in Section 5.4, there is an international benchmarking effort to com-
pare different codes that simulate wave particle interaction [124]. Only few of these
simulations have the capabilities to simulate wave particle interaction in stellarators.
The AE3D-K and Venus-δf codes have similar hybrid approach as CKA-EUTERPE.
Initially both of these codes used drift kinetic models, the Venus code has recently been
modified to consider gyrorings. The MHD model of CKA and AE3D [61] are different
in that the pressure term is neglected in AE3D. We have seen in this chapter that the
pressure term gives an important contribution for calculating the mode structure and
it also influences the growth rate. The Venus-δf code uses input from CAS3D, and em-
ploys a model where the wave amplitude changes linearly in time [126]. The Venus-δf
model was compared to CKA-EUTERPE, and shows good agreement with our results
[124]. The MEGA code can employ different models to describe wave-particle interac-
tion. The reduced model discussed in [127] is similar to the CKA-EUTERPE model.
In EUTERPE, the change of the wave amplitude is not calculated, since it is planed to
introduce a feedback to the MHD equations through the moments of the fast particle
distribution and calculate the wave self-consistently. Such model would be similar to
the hybrid model of MEGA code.
Chapter 7
Summary
In this thesis, a hybrid kinetic–MHD model has been developed to simulate wave–
particle interaction in stellarators. The derivation of the equations are presented, the
equations are solved by combining and modifying the CKA and EUTERPE codes, and
the numerical model is carefully benchmarked.
In the first part of the thesis, the theoretical foundation of the hybrid model has been
discussed. The hybrid model is based on the gyrokinetic theory. By taking velocity
moments of the gyrokinetic equations, first a nonlinear fluid model is constructed,
and from this, a set of linear reduced MHD equations were derived. An equation
for describing Alfvén waves is constructed from the reduced MHD equations. The
resulting Alfvén wave equation is self-adjoint. This equation is in agreement with the
model presented by Fesenyuk et al [80], except that in the present work we do not
treat sound coupling. The wave equation describes the Alfvén continuum and global
Alfvén eigenmodes. First order beta corrections (including equilibrium pressure and
current terms) are kept in the equations, and are shown to be already important for
calculations in W7-AS with low beta. We can describe kinetic Alfvén waves too if we
keep higher order kinetic corrections in the equation.
The hybrid model is constructed based on energy conservation. The energy in the
fluid theory is a conserved quantity and is in agreement with the gyrokinetic energy
expression. The energy can be divided between fluid (wave energy) terms and fast
particle terms. A quadratic form is constructed that represents the energy of the wave
in the linear framework. The energy transfer between the wave and the fast particles
is defined as the work by the electric field on the particles. The energy transfer is
the most important measure of wave-particle interaction that our perturbative hybrid
model provides. The growth or damping rate of the mode is defined as the ratio of the
energy transfer rate and the mode energy. By deriving the reduced MHD equations
from gyrokinetic theory, we have shown that the theoretical models used in the two
separate codes are in agreement with each other, and the wave equation is indeed a
limiting case of the more general gyrokinetic equations.
The equations are solved numerically by the CKA and EUTERPE codes. Both
codes have been modified to adapt them for the hybrid calculation. The starting point
of the numerical work was the CKA code, where the MHD equations are implemented.
The CKA code was modified to be able to use magnetic equilibrium in PEST coordi-
nates. The routines for building the finite element matrices in CKA were restructured.
The MHD model has been modified in accordance with the reduced MHD equations
117
118 CHAPTER 7. SUMMARY
derived from the gyrokinetic equations. An equation to calculate the magnetic poten-
tial was also implemented in CKA, and the energy of the mode was calculated. The
mode frequency, mode structure and mode energy are saved in a format that can be
accessed from the EUTERPE code.
The results of the CKA code are illustrated with a tokamak and a stellarator
example. The significance of the different terms in the MHD equation are highlighted
in a JET case. The stellarator simulation is presented for W7-AS. We have established
that both the pressure and the current terms are important for stellarator simulations.
The results from the reduced MHD model of CKA are in good agreement with results
from the full MHD code CAS3D.
The EUTERPE code is used to simulate the motion of fast particles, and to calcu-
late the work done on the particles by the field. The code was modified in a way that
it can use the MHD electric and magnetic potentials calculated by CKA. The spatial
structure of the mode is fixed, and has harmonic oscillations in time. The motion of
fast particles is calculated in this fixed field. Slowing down distribution functions were
also implemented, to have a better description of the fast particle distribution function.
The results from CKA and EUTERPE are post processed to calculate the growth
or damping rate of the mode. The energy transfer calculated by EUTERPE is a time
dependent signal. Different post processing methods are tested, to reduce the noise and
the oscillations in the energy transfer signal. The resulting code package, which consists
of the modified CKA and EUTERPE codes and various scripts for post-processing the
data, is the CKA-EUTERPE code package.
The code package has been successfully benchmarked. Three tokamak benchmark
cases are presented in this thesis. For benchmark 1, the mode stability is studied as a
function of the fast particle energy. The results of CKA-EUTERPE are in agreement
with other codes. The NOVA benchmark studies the effect of the fast particle charge
on the growth rate. The results agree qualitatively with NOVA. The remaining quanti-
tative differences can be attributed to differences in defining the simulation parameters.
In the limit of large charge number, the results of CKA-EUTERPE converges together
with NOVA and CAS3D-K to the analytical limit. The third benchmark is the GY-
GLES benchmark, where again the energy of the fast particles is changed. The results
from CKA-EUTERPE are in good agreement with other codes. The importance of
FLR effects and proper particle reinsertion scheme are also highlighted. Several other
codes have completed this benchmark [124], and the results from CKA-EUTERPE are
comparable to other state-of-the-art codes.
After the benchmarks, the CKA-EUTERPE code was used to check the stability
of a TAE mode for a W7-AS case. The finite orbit widths are shown to be strongly
stabilizing. It is shown that modifying the MHD model can affect the growth rate.
The background damping is estimated and it is found to be remarkably close to the
analytical estimate. The damping and driving terms are summarized on a stability
diagram.
A tool has thus been created to simulate wave–particle interaction in stellarators.
The construction of W7-X is in progress, and it will be an interesting application area
in the future to simulate wave–particle interaction in W7-X plasmas. In principle the
code is ready for such calculations, in practice there are some convergence problems
for cases with high beta. This problem requires further investigation.
There are several ways to improve the model. To calculate the saturated wave
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amplitude, it is necessary to have feedback from the particles to the wave. A simple
model for this feedback [126] would only follow the change of the mode amplitude
and the phase. A more accurate and correspondingly more complicated method would
be to include the effect of kinetic particles in the MHD equation [127]. The detailed
derivation presented in this thesis provides a good starting point for the development
of such a model.






In strong magnetic field, the particle gyrates quickly around the magnetic field lines.
This is the most pronounced characteristics of the motion, yet we are not interested in
the details of this process, we are looking for effects on a longer time scale. Gyrokinetic
theory provides a method to average away this gyromotion, and describe the particle
motion in a way that is independent of the gyroangle. The theory also ensures that one
of the coordinates, the magnetic moment, is a conserved quantity. This way we reduce
the number of dynamical variables required to describe the particle motion which is
a huge advantage both for analytical and numerical solution of the equations. The
review of Krommes [128] provides a good introduction to the concept of gyrokinetic
theory and discusses its main application areas.
In this chapter we derive the gyrokinetic equations, which are the starting point of
this thesis. There are several approaches how to formulate gyrokinetic theory. Here we
will follow the derivation presented by Brizard in [70], and later in [129]. For a more
detailed discussion, the PhD thesis of Brizard [73] is a good source, it complements
[70] with more details on the derivation.
In the modern derivation of the gyrokinetic theory, the Lie-transformation pertur-
bation method is used. It gives an elegant way, and a clear algorithm to derive the
equation, but the abstract mathematics poses some difficulties for understanding the
derivation. This theory is reviewed in [72], which gives a good summary of the history
and the ordering, but it is less elucidating for a reader who is uninitiated with the the-
ory, and the presentation is not very pedagogical. Brizard’s thesis provides a clearer
starting point, because he also presents a short introduction of the differential geomet-
ric concepts used in the derivation. For the precise differential geometric formulation
of the Hamiltonian mechanics we refer to the book from Arnold [130], but this book is
only for mathematically oriented reader.
In the differential geometric formulation of Hamiltonian mechanics, we describe the
mechanical system with a symplectic manifold, which is a manifold with a symplectic
structure on it. The manifold represents the phase space and the symplectic structure
is a differential form that defines the dynamics on that phase space. It corresponds to
the Lagrangian in a certain sense. Some general ideas about the symplectic manifold
can be found in [131]. But the derivation presented in this chapter can be followed even
if one is not familiar with these differential geometric concepts. After summarizing the
most important formulae, we will not make extensive use of the abstract math.
In the next sections, we will outline the derivation of the gyrokinetic equations. As
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a warm up, we review the Lagrangian and Hamiltonian description of charged particle
motion in electromagnetic (EM) field. Then we construct a general algorithm how
to derive the Poisson structure once we have defined the symplectic structure of the
system. The Poisson structure and the Hamiltonian together define the dynamics of
the particles.
We will use a coordinate system where the velocity vector can be decomposed into
parallel and perpendicular components with respect to the magnetic field. After writing
the action for particle motion in these coordinates, we will note that this action is
dependent on the gyroangle, therefore the equations of motion would be also gyrophase
dependent. We stop the derivation at that point, and review the mathematical formulae
necessary for coordinate transformation. Using these formulae, we will construct a new
coordinate system where the particle motion can be described independently of the
gyroangle.
We will do this in two steps. In the first step, we move from the real phase-space
coordinates (denoted by z) to the guiding center coordinates (z¯). The guiding center
coordinates are useful if there are no perturbed electric or perturbed magnetic fields,
only a strong background magnetic field. A good review about the theory of guiding
center coordinates is presented by Cary and Brizard [132]. In the second step, we will
construct the so called gyrocenter coordinates (denoted by ¯¯z), where the particle motion
can be described independently of the gyrophase even in the presence of perturbed
EM field. At the end of this chapter, we construct the gyrokinetic Vlasov-Maxwell
equations, and discuss the energy of the gyrokinetic system.
A.1 Charged particle motion in EM field
The least action principle is used here to derive the equations that describe the motion







We use SI units, (1,-1,-1,-1) metrics, c is the speed of light, m is the mass of the
particle, q is its charge, and the xµ = (ct, r) four-vector describes the particle position
in space time (µ = 0..3). The first term is the action for a free particle, the second
term is responsible for the interaction between the particle and the field. The Aµ







The two terms in (A.1) describe the particle motion in a fixed field. If we want to
derive equations that define the field, then we will need one more term in the action,
we will return to this problem in the last section of this chapter. In the first integral,
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− qφ+ qA · v














L(r, r˙, t)dt. (A.7)
Here we have introduced the Lagrangian L, which is a function of the particle position,
velocity and time. According to the least action principle, the particle moves on a
trajectory where the action is an extremum (usually it is a minimum). If we calculate













dt = −q∇φ+ q∇(v ·A). (A.9)








+ qv× (∇×A) = q(E + v×B). (A.10)
Here the electric and magnetic fields are defined the usual way
E = −∇Φ− ∂A
∂t
, (A.11)
B = ∇×A. (A.12)
We have arrived at the familiar result, that a particle in electromagnetic field moves
according to the Lorentz force. In the next subsections we will discuss different varia-
tional methods to derive these equations.
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A.1.1 Hamiltonian description
The same equations can be derived within the Hamiltonian formalism [133]. Let’s
define the generalized coordinate q, and the associated generalized momentum p
q = r, p = ∂L
∂r˙ = mv + qA. (A.13a)
In this specific example, the general coordinate is the same as the real coordinate, but
later we will see other cases, where q is not the same as r. Using these coordinates,
the Hamiltonian is defined as follows
H(q,p) = pq˙ − L(q,p) = 12m(p− qA)
2 + eφ. (A.13b)
We derive the Hamilton equations from the variational formalism. The action is rede-








We consider pk and qk as independently varying quantities to derive the Hamilton































Thus, we have arrived at the Hamilton’s equation of motion. These equations can be
expressed also with the Poisson bracket















Here qk and pk are considered as completely independent variables. These two variables
specify the position of the particle in the generalized phase space. To emphasize that
they together form a single phase space coordinate, we introduce a new variable z =
(q,p) and rewrite the Poisson brackets and the Hamilton equations in this variable




, k, l = 1..6, (A.19a)
dzk
dt = {zk, H}, k = 1..6. (A.19b)
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where 0 and I are 3× 3 zero and unity matrices. If we substitute (A.13b) into (A.19),
then we could easily derive the equations of motions and arrive at the same form of
the Lorentz force as (A.10). But instead of doing so, in the next section we generalize
the Hamiltonian least action theory.
A.1.2 General formalism with Poisson brackets
We will show that it is always possible to write the Hamilton equations in the form
of (A.19), independently of our choice of coordinates. The coordinate choice will de-
termine the structure of the Poisson bracket. If in given choice of coordinates, the
Poisson matrix J has the specific form given in (A.20), then these coordinates are
called canonical coordinates. But we do not need to use canonical coordinates, the
variational method presented in this subsection will be still valid.
We derive the equations of motion once again from the variational principle. We
start from the following form
S =
∫
(Γkdzk −Hdt), k = 1..6. (A.21)
The newly introduced variable, Γ is called the symplectic structure. The choice z =
(q,p) and Γ = (p,0) would correspond to the case discussed in the previous subsection,
and would lead to the Poisson structure given by (A.20). Varying with δzl, and using























dt = 0. (A.23)






Γl, J = ω−1, (A.24)



















= {zm, H} (A.25b)
Comparing with (A.19), we see that J is indeed the Poisson structure, but now it is
defined through the symplectic structure Γ.
It is important to note that we are free to choose any kind of coordinates that
describe the particle position and velocity. We will be able to derive the equation of
motion simply by calculating the ω matrix and taking its inverse.
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A.1.3 Hamiltonian dynamics using field aligned coordinates
in velocity space
Using the general formalism presented in the previous subsection, here we calculate the
dynamics in (r, v‖, µ, θ) coordinates, where v‖ is the component of the velocity vector
parallel to the local magnetic field, µ is the magnetic moment, and θ is the gyroangle,
the third coordinate in velocity space. It is a curvilinear coordinate system, therefore
the unit vectors are dependent on the position.










Our intuition says these coordinates might be useful choice, because the magnetic mo-
ment is a constant of motion (in the absence of perturbed fields). The θ coordinate
is responsible for describing the direction of the velocity vector in the plane perpen-
dicular to the magnetic field. To be able to express the velocity vector using the new
coordinates, we will introduce two curvilinear coordinate systems that are aligned to
the magnetic field.
Let e1(r) and e2(r) be two base vectors in the plane perpendicular to the magnetic
field line at point r. It is always possible to find such coordinates that (e1, e2, b) triad
forms a right handed orthogonal coordinate system. We are not interested how this







Figure A.1: Coordinates in a plane perpendicular to the magnetic field. The
particle is shown as a red dot, its perpendicular velocity can be represented in two
different orthonormal coordinate systems: one uses the (e1, e2) vector set, the other
is oriented to the velocity vector and uses the (e⊥, eρ) base vectors.
a second step, we introduce another base in the plane perpendicular to the field line,
in a way that is aligned to the velocity vector (see Figure A.1). The velocity vector
expressed in the new coordinates
v = bv‖ + v⊥, (A.27)
v⊥ = v⊥e⊥ = v⊥(− sin(θ)e1 − cos(θ)e2). (A.28)
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It is useful to note the following relations among the base vectors







b× e⊥ = eρ, eρ × b = e⊥. (A.29c)
We will need later the Jacobian determinant of the coordinate transformation
(r,v) → (r, v‖, µ, θ). We will denote this determinant with D0. If we want to cal-




D0 dv‖ dµ dθ . (A.30)
It is easy to calculate it because only the velocity coordinates change
D0 =
∣∣∣∣∣ ∂(r,v)∂(r, v‖, µ, θ)
∣∣∣∣∣ = Bm. (A.31)
We are now ready to use the new phase space coordinates z = (r, v‖, µ, θ) . The











‖ + µB + qΦ
)
dt. (A.32)
We see that the Hamiltonian has the simple form
H = 12mv
2
‖ + µB + qΦ (A.33)
We identify the first term in (A.32) as Γkdzk, and we can see, that Γ has the following



































We will frequently use the symbolic indexing defined in the second column. We use













ωv‖rk = −ωrkv‖ = mbk, (A.35b)






ωθrk = −ωrkθ = −
√
2mµBeρk, (A.35d)
where εikl is the Levi-Civita symbol. In the new coordinates, the dynamics is described
with the Hamiltonian and the Poisson brackets. We have already done the first two
130 APPENDIX A. GYROKINETIC EQUATIONS
step in the way towards defining the Poisson brackets Γ → ω → J . The last step,
inverting ω to get J could be easily done, but we stop at this point.
We are looking for a way to describe particle motion so that we can neglect the
details of the fast gyromotion. In the (r, v‖, µ, θ) coordinates this would mean that the
equation of motion is independent of the gyroangle (θ) in leading order. This is not
the case now, as Γ is dependent on the gyroangle (through e⊥(θ)). Therefore ω and
the Poisson brackets will be also dependent on θ. Using slightly different coordinates,
it is possible get rid of the θ dependence. In the next section we discuss the math of
coordinate transformation, that later will be used to eliminate the θ dependence.
A.2 Mathematics of Phase space transformation
In this section we define a specific class of transformations that can be used to con-
struct new coordinates in which the gyroangle is a negligible coordinate to any given
order. These are the Lie transformations, which gives us the recipe, how to change the
coordinates (z), the symplectic structure (Γ) and the functions on these coordinates
(like H) consistently. Here we summarize the basic mathematical formulae, that we
use to handle the coordinate transformation.
We will do the following coordinate transformation z → z¯. The coordinate trans-
formation is described by the operator TG
z¯ = TGz ↔ z = T −1G z¯. (A.36)
When we transform the coordinates correspondingly, every symbol in our theory that
depends on the coordinates will be transformed. If H is a function of the coordinates z,
then there will be a new function H¯ in the new coordinates z¯, that satisfy the following
identity
H¯(z¯) = H(z) = H(T −1G z¯) = T−1G H(z¯). (A.37)
Here T−1G is the transformation on the function space that is induced by the T −1G coor-
dinate transformation. Similarly, in the new coordinates there will be a new symplectic
structure, so that
Γ¯(z¯)dz¯ = Γ(z)dz = Γ(T −1G z¯)d(T −1G z¯) = T−1G Γ(z¯)dz¯ . (A.38)
We will consider transformations that can be defined in terms of generating vector
fields Gi (i = (1, 2, . . . ). In certain cases, the coordinate transformation operator can
be Taylor expanded, and in this case the transformation (A.36) is given by











Here Gi generates the first order transformation, and G2 is responsible for the second
order transformation.
The transformation of functions will be also Taylor-expanded. We will see examples
where the function consists of a larger and a smaller term: H = H0 + H1. Then, we
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can carry out the transformation order by order
H¯0 = H0, (A.40a)
















Similarly, if there is an ordering for the terms in the symplectic structure, then the
transformation is given by
Γ¯0k = Γ0k, (A.41a)
















where ω is defined by (A.24), and ω¯ is defined using the same, but inserting Γ¯ instead
of Γ.
In the remainder of this section, we will give a short summary of how these coordi-
nate transformations are derived. The complete description is outside the scope of this
thesis, we refer to Cary and Littlejohn [134] for the details of the transformation. If the
reader is not interested in the mathematical details, then he can skip the remainder of
this section.
A.2.1 Mathematical details
The theory of differential forms provides an elegant framework to discuss the coordinate
transformations. In the language of differential geometry, the symbols introduced in
the previous section had the following nature: za (a = 1 . . . 6) are coordinate function;
H is a scalar function, which can be considered as zero form; Γ is a one-form and ω is
a two-form. We will define the transformation properties of these objects. To do so,
we have to define what is the exterior derivative and the Lie derivative of these items.
Exterior derivative




The exterior derivative of a scalar function is a one-form. We can imagine it as a vector
with components ∂f
∂za
, and dza can be considered as a basis in the space of one forms.
The exterior derivative of a one form is defined as follows
dΓ = dΓb ∧ dzb = ∂aΓbdza ∧ dzb = 12 (∂aΓb − ∂bΓa) dz
a ∧ dzb. (A.43)
The exterior derivative of a one-form is a two-form, and we are only interested in the
two-form derived from Γ
ω = dΓ , ωab = ∂aΓb − ∂bΓa. (A.44)
By defining ω this way, it is in agreement with (A.24).
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Lie derivative
The exterior derivative changes the rank of the forms (e.g. creates a one-form from a
zero-form). We can introduce another differential operator, which keeps the rank of
the forms. This operator will be the Lie derivative.
Let G be a vector field that assigns a vector to every point in space. Using this
vector field we can define the Lie derivative. The Lie derivative of a scalar function is
equal to the derivative of the function along the vector field G
LGf = G · df = Ga∂af. (A.45)
The Lie derivative of a one-form is
LGΓ = G · dΓ + d(G · Γ) = [Gaωab + ∂b(G · Γ)]dzb. (A.46)
The Lie derivative satisfies the Leibniz rule
LG(fh) = hLGf + fLGh. (A.47)
A.2.2 Coordinate transformation
We use Lie transformation perturbation theory to define coordinate transformations.
In this theory, the coordinate transformation is defined the following way
z¯ = TGz, (A.48)
and the inverse of the transform is
z = T −1G z¯. (A.49)
The transformation has the following form
T ±1G = exp(±
∑
n
nGn · d), (A.50)
where d is the exterior derivative. It depends on a small parameter , and the vector
fields Gn. At every order we have a vector field that transforms the coordinates to a
desired form. G1 is used for the first order transformation, G2 for the second order
transformation, and they are multiplied by the first and second power of  respectively.
Since  is a small parameter, we can Taylor expand the transformation
z¯ = TGz = exp(nGn · d)z ≈
(
1 + G1 · d + 2G2 · d + 12
2G1 · d(G1 · d)
)
z. (A.51)
If we write it into component form then we arrive at (A.39).
Once we fix the G vector field(s), then we can use the formula above to construct the
new coordinates. The question is how the symplectic structure will change during the
coordinate transformation. The answer given by the Lie transformation perturbation










A.3. GUIDING CENTER TRANSFORMATION 133
where Ln is a Lie derivative generated by the n-th vector field Gn. This induced
transformation maps the forms between the two coordinate systems.
Let H be a scalar valued function. It transforms like



















and substituting H = H0 + H1 results in (A.40).
The one forms are also transformed with the T−1G operator, but we keep the addi-
tional freedom that we can add a total derivative (dS) of a scalar function S(z) to the
one form without changing the dynamics derived from that one form
Γ¯ = T−1G Γ + dS ≈ Γ− G1 · dΓ− 2
[
G2 · dΓ− 12G1 · d (G1dΓ·)
]
+ dS. (A.54)
Here (A.46) was used to express how L acts on Γ and the d(G · Γ) terms were merged
into the total derivative dS1. If we can expand Γ like
Γ = Γ0 + Γ1 + 2Γ2 . . . , (A.55)
then, order by order, we can find the solution for Γ¯ = Γ¯0 + Γ¯1 + 2Γ¯2 . . . The terms of
Γ¯ are defined through Gi and Si
Γ¯0 = Γ0, (A.56a)
Γ¯1 = Γ1 −G1 · dΓ0 + dS1, (A.56b)





The same expressed in components is (A.41). The TG operators are defined in a way
that they are distributive
TG(fh) = (TGf)(TGh). (A.57)
These formulae are used in the next two section to specify coordinate transformations
that simplify the equations of motion.
A.3 Guiding center transformation
In the following, we define coordinate transformations that allow us to describe the
particle motion in a way that the equations do not depend on the gyroangle. In this
section, we construct coordinates for the case when there is only equilibrium magnetic
field present, there is no electric field, and there are no magnetic perturbations.
We start from the formulation in (r, v‖, µ, θ) coordinates, that was presented in
A.1.3, but we neglect the electric field for the discussion in this section. The vector
potential acquires subscript 0, to remind us that this is the equilibrium magnetic field.
This way the action becomes
S =
∫ [









1The scalar function S and the action S are both denoted by capital S, but they denote different
things.
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Instead of using terms with √µ, we have introduced the gyroradius





where Ω = qB
m
is the gyrofrequency.
We try to change the coordinates in a way that the new symplectic structure is
independent of θ. If we simply omit the term with e⊥ from (A.34), then we would have
a symplectic structure with the desired properties
Γ¯ = (qA0 + v‖mb)dr. (A.60)
We can use equations (A.41) to find a coordinate transformation that leads us to such
a symplectic structure.
A.3.1 Ordering
The equilibrium magnetic field has the largest influence on the particle motion. There-















where  denotes a small parameter. This implies an ordering for ω too
ω0rirk = εiklqBl, (A.62)
and ω1 is the same as (A.35) apart form the qB term which is contained in ω0. Ex-
pressed with the ρ variable, ω1 becomes
ω1rirk = εikl
[
mv‖∇× b+ 12qρ∇B × e




ω1v‖rk = −ω1rkv‖ = mbk, (A.63b)




ω1θrk = −ω1rkθ = −qBρeρk. (A.63d)
The Hamiltonian has only a leading order term
H = H0 = 12mv
2
‖ + µB. (A.64)
A.3.2 First order transformation
Our aim is to find a coordinate transformation where Γ¯ has the form given in (A.60).
In the lowest order
Γ¯0 = Γ0 = qA0dr, (A.65)
and for the first order we have
Γ¯1 = v‖mbdr. (A.66)
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Now we can apply (A.41b). We set S1 = 0, and this leads to
Gri1 iklqBl = Γ1rk − Γ¯1rk
−qGr1 ×B = qBρe⊥.
We take the cross product with b
b× (Gr1 × b) = ρe⊥ × b = −ρeρ = −ρ
Gr1⊥ = −ρ.
(A.67)
We can set Gr1 = Gr1⊥, as we are free to choose the parallel component of Gr1 zero.
Thus, we arrive at
Gr1 = −ρ. (A.68)
Since the non spatial components of ω0 are all zero, the other components of G1 are




















The new spatial coordinate is r − ρ, the position of the guiding center. Thus, the Lie
transformation perturbation theory has automatically delivered the same coordinate
transformation that we would choose intuitively: in order to get rid of the gyroangle
dependence, we should describe the motion of the guiding center of the particle. The
first order transformation defined by (A.69) will be used frequently later, when a sim-
plified guiding center transformation is necessary. From now on, we will elaborate on
the transformation, and specify the velocity components of G1.
If we only change the position r and keep the velocity coordinates unchanged, then
the Hamiltonian would acquire gyrophase dependence. Therefore we should look into
the transformation rule of the Hamiltonian. The first order transformation is (A.40b)










then the new Hamiltonian will have the same form as the old one
H¯ = H¯0 = H0, (A.73)
and it will be independent of the gyrophase. This holds even in the second order.
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Another concern about the transformation is that it should be not only independent
of the gyroangle, but also independent of how it is measured. It can be proved, that if
we want our equation to be gyro-gauge independent, then we have to choose
Gθ1 = −ρ ·R+ gθ1, (A.74)
where R = ∇e⊥ · eρ (which means Rk = ∂e⊥m∂zk eρm) and gθ1 is independent of the gyro-
angle. With this choice the resulting equations will not depend on the way how the
gyroangle is measured. For more details see [73] or the works of LittleJohn [135, 136].
A.3.3 Second order transformation
The symplectic structure Γ¯0 + Γ¯1 is independent of the gyro-angle, but it is oversim-
plified: it discards all the information about the gyromotion. This is also reflected in
the fact that the ω matrix derived form Γ¯0 + Γ¯1 is singular, it does not have an inverse.
This points toward the necessity to derive the second order transformation for Γ¯. It
is possible to extend it in a way to keep the information about the gyroangle (i.e. it
changes in time according to the gyrofrequency). This way ω will be invertible, and at
the same time the equations of motion remain independent of the gyroangle. So, we
will derive the symplectic structure up to second order
Γ¯ = Γ¯0 + Γ¯1 + Γ¯2. (A.75)
It will require a lot of vector algebra to construct a convenient form of the symplectic
structure. Apart from determining G2, some of the components of G1 will be also
redefined so that Γ¯2 is also gyroangle independent.
We do not know how the final Γ¯2 will look like, so we just use the formula (A.41c)
as if we would already know G. Afterwards, when we have expressed Γ¯2 as a function
of G and other variables, we will try to find G in a way that simplifies Γ¯2.
We calculate ω¯1 from (A.66), the non-zero components are the following
ω¯1rirk = εiklmv‖(∇× b)l, (A.76a)
ω¯1v‖rk = −ω¯1rkv‖ = mbk. (A.76b)
Now, according to (A.41c), the second order term of the transformed symplectic
structure is






(ω1 + ω¯1)rrdr + (ω1 + ω¯1)rv‖dv‖ + (ω
1 + ω¯1)rµdµ






1 (ω1 + ω¯1)v‖r +G
µ




We insert the expressions of ω from (A.62), (A.63) and (A.76), and substitute Gr1 = −ρ
Γ¯2 = qGr2 ×Bdr +
[
ρmv‖(∇× b)× eρ + 12
mµ
qB
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We transform this expression so that spatial derivatives of the unit vectors e⊥ and eρ
are expressed with the spatial derivatives of b. Moreover, we shall be able to clearly
distinguish the gyro-angle dependent and independent terms. Therefore, we will make
many small steps manipulating the vector expressions from (A.78). We will use the
following identity
(∇× b) · e⊥ = (b× κ) · e⊥ = (e⊥ × b) · κ = −eρ(b · ∇b), (A.79a)
where κ is the magnetic curvature vector (defined in (2.109)), to prove that
(∇× b)× eρ = (∇× b)× (b× e⊥) = −b[eρ · (b · ∇b)]− e⊥[b · (∇× b)]. (A.79b)
The second term from the first square bracket in (A.78) is easily changed into the
following form
(∇B × e⊥)× eρ = e⊥(eρ · ∇B). (A.79c)






= klmlpq∂pe⊥q eρm = −(δkpδmq − δkqδmp)∂pe⊥q eρm
= −∂ke⊥meρm + eρm∂me⊥k =
[





We will do several small steps with this expression. First, we use the following identity
(eρ · ∇) e⊥ = [b◦b+e⊥◦e⊥+eρ◦eρ] (eρ · ∇) e⊥ = b [b (eρ · ∇)] e⊥+eρ(eρR), (A.80)
where b ◦ b is a projector in b direction. This way(
∇× e⊥
)
× eρ = −R+ b
[
b (eρ · ∇) e⊥
]
+ eρ(eρR). (A.81)
The second term on the right hand side is further modified to isolate the part that is
independent of the gyroangle. We use that
0 = ∇(eρ · e⊥) = eρ × (∇× e⊥) + e⊥ × (∇× eρ) + (eρ · ∇)e⊥ + (e⊥ · ∇)eρ
−(e⊥ · ∇)eρ = (eρ · ∇)e⊥ + (eρ ◦ e⊥ + e⊥ ◦ eρ) : ∇b,
to prove the following
b · (∇× b) = b · [∇× (e⊥ × eρ)] = b · [(eρ · ∇)e⊥ − (e⊥ · ∇)eρ] (A.82)
= b · [2(eρ · ∇)e⊥ + (eρ ◦ e⊥ + e⊥ ◦ eρ) : ∇b]. (A.83)





b · (∇× b)− (eρ ◦ e⊥ + e⊥ ◦ eρ) : ∇b
]
+eρ(eρR). (A.84)














ρ ◦ e⊥ + e⊥ ◦ eρ) : ∇b
]
dr
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Now it is time to choose the components of G in a way that simplifies the symplectic
structure, and makes it gyrophase independent. If we choose (A.74), then the −ρ ·R
term will cancel the first term in the third line of (A.85). We choose the form (A.72)












































The first line contains the parallel terms, the second line contains the perpendicular
terms, and the last line ensures that the equations remain gyro-gauge invariant after






1 − b · (∇× b)
]
+ e⊥ρgθ1. (A.87)









2b · (∇× b) + ρv‖e













We will choose Gv‖1 in a way that simplifies the parallel component of Γ¯2. We













, and an oscillating part G˜v‖1 . We chose G˜
v‖
1 in a way that it cancels























in a way that cancels the parallel spatial term, but








b · (∇× b). (A.90)
The reason for this choice is that this way the symplectic structure and the Hamiltonian
remain gyrophase independent even in the third order (to see this one has to carry on
to the next step in the analysis, and calculate Γ¯3).
So far we have fixed all components of G1, except the angular component. In the
third order analysis even this component becomes defined. We do not perform the
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analysis here, but refer to [70, 73] for further details. The final results are






b · (∇× b)− 12
µ
q









ρeρ · ∇B, (A.93)
Gθ1 = −ρ ·R+ ρe⊥ · ∇B +
v2‖
Ω2ρb · ∇b · e
⊥ − v‖4Bµ(e
ρe⊥ − e⊥eρ) : ∇b. (A.94)
These components define the following coordinate transformation
r¯ = r − ρ, (A.95a)
v¯‖ = v‖ +
µ
q
b · (∇× b)− 12
µ
q
(eρe⊥ + e⊥eρ) : ∇b− v‖ρb · (∇b) · eρ, (A.95b)







ρeρ · ∇B, (A.95c)
θ¯ = θ − ρ ·R+ ρe⊥ · ∇B + v
2
‖
Ω2ρb · ∇b · e
⊥ − v‖4Bµ(e
ρe⊥ − e⊥eρ) : ∇b. (A.95d)
The most important part is the shift of the radial coordinate: in the new coordinates we
describe the motion of the guiding center. The details of the change of other coordinates
is not so important for us. What matters is that it is possible to define this coordinate
transformation in a way that the symplectic structure becomes gyrophase independent.
With the generating vector field we have defined new coordinates, in which the
equations correspond to the gyro-averaged equation. We call this transformation av-
eraging transformation. This shows that even if we define the gyrokinetic equations
through Lie transformation, it is related to other methods of obtaining the equations
(which involves direct averaging [138]).
The symplectic structure in the new coordinates is
Γ¯ =
[
qA0 + mv‖b− 2mµ
q
(





The transformed Hamiltonian is
H¯(z¯) = H(z¯) = 12mv¯‖
2 + µ¯B. (A.97)
Since we have definedG1, we know how to transform any function of the coordinates.
Later we will need the transformation rule of the distribution function. Usually we are
interested how the original distribution is expressed as a function of the guiding center
distribution. We use the inverse transformation of (A.53). This will have the following
form up to the first order







The expressions for the velocity components of G are quite cumbersome. It is a gener-
ally assumed, that the magnetic field is uniform during this transformation. This way
the transformation of the function is simplified to the following form
f ≈ eGr1·∇f¯ = e−ρ·∇f¯ ≈ f¯ − ρ · ∇f¯ . (A.99)
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A.3.4 Poisson structure in the new coordinates
To calculate the equation of motion in the new coordinates, we first calculate ω¯ from
(A.96), then we take its inverse that defines the Poisson tensor. We introduce the
following abbreviation
A∗(r¯) = A(r¯) + m
q
v‖b(r¯). (A.100)
We take one more simplification, we neglect the term with R − 12b[b · (∇ × b)] from
the radial part of Γ¯. So our starting point is simply
Γ¯ = qA∗dr¯ + m
q
µ¯dθ¯. (A.101)














We can now use (A.24) to derive the Poisson bracket structure. The nonzero com-
ponents of ω¯ are
ω¯rirk = q(∂iA∗k − ∂kA∗i ) = qεikmB∗m, B∗ = ∇×A∗, (A.103a)
ω¯riv‖ = −ω¯v‖ri = −mbi, (A.103b)
ω¯µθ = −ω¯θµ = m
q
. (A.103c)
It will be helpful to consider ω¯ as a block diagonal matrix, with a 4x4 (M1) and a 2x2
















We will need the Jacobian determinant of the guiding center coordinate transfor-
mation. Let us denote this determinant with D. It will be used when we calculate a
phase space integral in guiding center coordinates∫
D0 d6z −→
∫
D1 d6z¯ . (A.104)
D0 was defined in (A.31), and the new Jacobian determinant can be calculated from
the determinant of ω¯ [139, 132]
D1 = ∂(r,v)
∂(r¯, v¯‖, µ¯, θ¯)
=
√
detω¯ = m2B∗‖ . (A.105)
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To calculate the Poisson matrix we take the inverse of ω¯. The inverse of a block
diagonal matrix is also a block diagonal matrix, which is composed by the inverse of








The inverse if M1 can be calculated either by brute force or with the following consid-
erations. The inverse of an antisymmetric matrix is also antisymmetric. We define the











where C is an unknown 3x3 matrix, and a is an unknown vector. Matrix multiplications
leads to the following equations for the components
D · C −mb ◦ a = I, (A.108a)
D · a = 0, (A.108b)
mbT · C = 0, (A.108c)
mb · a = 1. (A.108d)
D is not invertible, but we know that D · a = a×B∗q. This has to be zero according
to (A.108b), which is satisfied if the a vector is parallel to B∗. The last equation can
be used to set the scale of a, so the solution is a = 1
m
b∗. Here b∗ = B∗/B∗‖ and
B∗‖ = b ·B∗.
With similar reasoning, using (A.108c) it can be shown that
Cik ∼ −εiklbl, (A.109)
and using (A.108a) the scaling factor for matrix C can be found to be 1
qB∗‖
. So we can
build the inverse of the whole Poisson matrix











































J¯µθ = −J¯θµ = − q
m
. (A.110c)
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We can now expand the Poisson bracket in the guiding center coordinates. The Poisson
bracket of two functions f and g is




, a, b = 1..6












































































A.3.5 Equation of motion



















































































These are the equations of motion in guiding center coordinates. Note, that according
to these equations the gyroangle changes with angular velocity Ω. This information
would be lost without the second order term Γ¯2.
Here we conclude the discussion of guiding center coordinates, for more information
we refer to the review by Cary and Brizard [132]. We note that the equations defined
in this chapter are valid if there are no perturbed fields. In the next section, we will
derive the equations that are useful even in the presence of perturbed fields.
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A.4 Gyrocenter transformation
A.4.1 Perturbed fields
In this section, we will modify the guiding center equations to describe the particle
motion in the case when besides the background magnetic field (A0), there are per-
turbed electric and magnetic fields denoted by Φ and A1. The action that describes










‖ + µB + qΦ
)
dt. (A.114)
We see that the symplectic structure acquired an extra term
δΓ = qA1(r, t)dr, (A.115)
and the Hamiltonian are different from (A.33) by
δH = qΦ(r, t). (A.116)
These terms are expressed in the normal phase-space coordinate z. The first question
is, how will these be expressed in the guiding center coordinates? We use the transfor-
mation rules defined in section A.2. The Hamiltonian is a function, so it transforms
according to
δH = T−1G δH. (A.117)
We have to make it clear that we consider the simplified guiding center transformation
given by (A.69). In the previous section we could Taylor expand this transformation,
and apply it order by order. Here, we cannot do that. The guiding center transforma-
tion shifts the position by a gyroradius. The fluctuating fields are allowed to change
rapidly even on the short length scale of the gyroradius, so the expansion would con-
verge slowly. Therefore, we will carry out the the transformation the following way
(A.37)
δH(z¯) = T−1G δH(z¯) = δH(T −1G z¯) = δH(r¯ + ρ, v¯‖, µ¯) = qΦ(r¯ + ρ, t). (A.118)
The same applies for the transformation of the one-form δΓ, which is transformed using
(A.38)




= qA1(r¯ + ρ, t)d(r¯ + ρ)
= qA1(r¯ + ρ, t)dr¯ + qA1(r¯ + ρ, t)
∂ρ
∂µ¯




To simplify the formulae we will not write the functional dependency (r¯+ρ, t) explicitly,
but we will use the following notation
Φ = Φ(r¯ + ρ, t), A1 = A1(r¯ + ρ, t). (A.120)
This coincides with the notation used for the function transformation (A.37), because
Φ is in fact the potential function transformed to the guiding center phase-space z¯
Φ(r¯) = T−1G Φ(r¯) = Φ(T −1G r¯) = Φ(r¯ + ρ). (A.121)
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So the action that describes the particle motion in the presence of perturbed fields
takes the following form in guiding center coordinates (based on (A.96) and (A.97),

























Here we have neglected the higher order spatial terms (R−1/2b[b · (∇×b)]), similarly
as in Section A.3.4.
We define an ordering with respect to the perturbed field. All the terms involving
the perturbed fields (δΓ, δH) are ordered as O(δ), and the other terms are ordered
as O(1).
Γ¯0 = qA∗(r¯)dr¯ + m
q
µdθ¯ , (A.123)








2 + µ¯B, (A.125)
H¯1 = δH = qΦ = qΦ(r¯ + ρ). (A.126)
Note that this way we have redefined the ordering, Γ¯1 defined here is different from the
one used in Section A.3.
A.4.2 First order gyrocenter transformation
As we can see, the perturbed symplectic structure and Hamiltonian (Γ¯1 and H¯1) are
now dependent on the gyrophase (because ρ = ρ(θ¯)). To remove the gyrophase de-
pendence, one more coordinate transformation is necessary. This will be again a Lie
transformation, but the generating field is now denoted by Y (to be able to distinguish
it from the guiding center transformation generated by the vector field G). So the new
coordinates are
z¯ → ¯¯z = TY z¯ → ¯¯zk ≈ z¯k + Y k (A.127)
The double bar notation might seem to be cumbersome, but this way there is no
confusion among the three coordinate systems. In the new coordinates the symplectic
structure will be denoted by ¯¯Γ.
We will define Y by requiring that the new symplectic structure (¯¯Γ) has a specific
form. To express Y , we rearrange the terms in (A.41b), and multiply with J¯ = (ω¯)−1.
We get




Here S¯1 is a new scalar function, it is independent of S1 (that was used in Section
A.3). The Poisson matrix J¯0 is defined by (A.110). It gets the 0 superscript in the
perturbation ordering, to remind us that the Poisson matrix is independent of the
perturbed fields. We require that the symplectic structure should not change during
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the perturbation, i.e. we are looking for a coordinate transform where ¯¯Γ0 = Γ¯0 and the
higher order terms of ¯¯Γ are zero. After these considerations Y1 becomes




The transformed Hamiltonian in lowest order is not changed
¯¯H0 = H¯0 = 12m
¯¯v2‖ + ¯¯µB. (A.130)
In the first order it is
¯¯H1 = H¯1 − Y l∂H¯
0
∂z¯l








= H¯1 − Γ¯1k
dz¯k
dt − {S¯1, H¯
0}.
(A.131)





















The time derivative of the guiding center coordinates is given by (A.113). We introduce
a new variable for the guiding center velocity vector
vgc ≡ dr¯dt = bv¯‖ +O(B). (A.133)
So (A.132) takes the following form
Γ¯1k
dz¯k




dt = qvgc ·A1 + qv¯⊥ ·A1 = qv¯ ·A1. (A.134)
Here v¯⊥ is the perpendicular velocity of the particle (see Figure A.1), and v¯ is the real
particle velocity expressed in guiding center coordinates
v¯ = vgc + v¯⊥ (A.135)
We insert (A.134) into (A.131)
¯¯H1 = qΦ− qv¯ ·A1 − {S¯1, H¯0} = qΨ− {S¯1, H¯0}. (A.136)
We have introduced the general potential
Ψ = Φ− v ·A1. (A.137)
Now we should choose the S¯1 function in a way that it cancels the gyrophase
dependent terms from H¯1. So we require that
{S¯1, H¯0} = qΨ˜. (A.138)
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Here Ω is the gyrofrequency. We solve this equation only in the leading order, which is
Ω∂S¯1
∂θ
= qΨ˜ = qΨ˜(r¯ + ρ, t). (A.142)
Here where we have assumed that ω  Ωi. With this assumption we discard high
frequency phenomenon, like compressional Alfvén waves. For proper treatment of






dθ¯ Ψ˜(r¯ + ρ, t). (A.143)
To calculate Y1, the generating vector field for the coordinate transformation, we sub-




















b∗ ·A1 + 1mb∗ · ∇S¯1
q2
m
A1 · ∂ρ∂θ¯ + qm ∂S¯1∂θ¯
− q2
m
A1 · ∂ρ∂µ¯ − qm ∂S¯1∂µ¯
 . (A.144)
For the term Y v‖ , we can consider that the second term is O(k‖ρ) smaller than the first
one, and approximate b∗ with b, which means that we neglect O(B) terms. In the Y µ
























A1 · ∂ρ∂µ¯ − qm ∂S¯1∂µ¯
 . (A.145)
We have introduced A‖ = b ·A. This way, Y1 yields the following coordinate transfor-
mation


















¯¯µ = µ¯+ q
B
(
A1 · v¯⊥ + Ψ˜
)
, (A.146c)
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We can see that the gyrocenter transformation is also an averaging transforma-
tion. In the new coordinates, the perturbed Hamiltonian is the gyroaveraged potential
(A.140).
The parallel velocity has become the velocity corresponding to the canonical mo-
mentum. We can rescale this velocity with the mass, and introduce the gyrokinetic
canonical momentum
¯¯p‖ = m ¯¯v‖ = mv¯‖ + qA‖. (A.147)
We can express the distribution function in ¯¯v‖ and ¯¯p‖ coordinates too, we just have to
correct the Jacobian with an 1/m factor in the latter case. In the main text of this
thesis, the ¯¯p‖ variable is used. In this appendix, we well keep ¯¯v‖ as the parallel velocity
coordinate. The transformation rule for the distribution function (based on (A.37)) is
the following























In the second chapter of this thesis we use an ordering where k⊥ρ  1 and A1⊥ = 0.















In the spatial component of Y1 we have used that |Y r1 |/ρ 1. The angular component
can be neglected if we are transforming gyroangle independent functions. This way the
transformation of the distribution function can be simplified to the following form











A.4.3 Dynamics in gyrocenter coordinates
In the Hamiltonian formalism presented here, the Poisson structure does not change
relative to the guiding center formalism. The change is in the definition of the coordi-
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A.4.4 Second order transformation
The field energy is usually defined as a quadratic formula involving the perturbed
potentials, so for considerations about energy conservation, it is necessary to calculate
the gyrocenter transformation up to the second order. The second order transformation
includes the vector field Y2












The second part of this expression is a known function. We need to determine Y2, we
use (A.41c) to do that

































which can be cast into the following form

















˙¯zm − {S¯2, H¯0}.
(A.155)
We are free to choose the S¯2 function to our convenience. It is possible to choose it in
such a way that ¯¯H2 becomes gyrophase independent. The proof that it is possible to
make such choice is outside the scope of this thesis, we refer to [73]. With that choice,
the second order Hamiltonian is





















We can substitute (A.144) and (A.124) to the left hand side, and after tedious algebra,












The full Hamiltonian that is correct up to second order is therefore
¯¯H = 12m















The second order coordinate transform is determined by Y2, but we will not make use
of these small corrections, so we do not list the explicit form here.
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A.5 Gyrokinetic Vlasov-Maxwell system
In this section, we will derive the gyrokinetic Maxwell equations using variational
methods. That means, we define how the electromagnetic field is generated from
the charged particles whose distribution is represented by the gyrokinetic distribution
function ¯¯f . First, we have to define the action for the full Vlasov-Maxwell system.
Then we will derive the Poisson equation and Ampere’s law. At the end of this section
we will discuss energy conservation. The full Vlasov-Maxwell system and the energy
conservation is discussed in detail by Sugama [141] and Brizard [129, 142].
A.5.1 Action for the Vlasov-Maxwell system
In section A.1 we have seen different forms of the action for a single particle. In
equation (A.1) we could see that the first integral describes the dynamics of a free
particle, and the second terms describes the interaction between the particle and the





Γkdzk −H(z)dt . (A.159)
If we have a distribution of particles, then the action of all the particles can be con-















Usually there is more than just one particle species. We have used the ν subscript to
refer to the particle species. The action for all the particles is the sum of the actions












This action describes the particle motion in a fixed field. Morrison gives a general
overview of the Hamiltonian formulation of kinetic equations [143]. The action (A.161)
describes the particle motion in external electromagnetic field, but in order to describe
the full Vlasov-Maxwell system with consistent field equation, we have to add the




















We have neglected the inductive part from the electric field (A.11), and this means that
the inductive current will not appear in Ampère’s equation, which is consistent with
the low frequency ordering of gyrokinetic theory. Here B denotes the total magnetic
field
B = ∇×A = ∇× (A0 +A1) = B0 +∇×A1. (A.163)
150 APPENDIX A. GYROKINETIC EQUATIONS
The total action, which includes the action for the particles, the EM field and the
interaction, is therefore the following
























In this formulation of the action, the distribution function and the fields are integrated
in real (phase) space. We note that the these integrals can be evaluated in guiding





















It does not matter in which coordinates we express the action, applying the guiding and
gyrocenter transformation properly we will be able to arrive at the same gyrokinetic
Maxwell equations.
A.5.2 Vlasov Equation
In the previous sections, we have derived the equation of motion for a single particle.
When we have a distribution of particles, then the change of the distribution function
can be described by the Vlasov-equation. It is possible to derive the Vlasov equation
by variational method using the action integral (A.165). For the details we refer to


















The total time derivative of the particle coordinates is defined by (A.151). The gyro-
center variables are defined in a way that the equation of motion are independent of
the gyroangle. But the distribution function can depend on the gyroangle. We divide
the ¯¯f into a gyroangle dependent part f˜ and a gyroangle independent part
〈 ¯¯f〉
¯¯f(¯¯z, t) =
〈 ¯¯f〉+ f˜ . (A.167)
In the collisionless form of the Vlasov equation the two part of the distribution function
seems to be decoupled, but actually they are connected through the self consistent
electric and magnetic field. Still, if we assume θ independent initial conditions, and if we
are interested in low frequency phenomena (ω  Ωi) then we can neglect the gyroangle
dependent part of the distribution function and replace the gyrocenter distribution
function with its gyroaverage
¯¯f =
〈 ¯¯f(¯¯z, t)〉. (A.168)
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A.5.3 Poisson equation
To derive the Maxwell equations we will consider how the action changes if the fields















































We will transform this expression using the following identity∫
d6z¯D f¯(z¯)qΦ(z¯) =
∫










Here we have introduced the delta function. Since z¯ = (r¯, v¯‖, µ¯, θ¯), the r¯(z¯) function









− x) = δ
(
r¯ + ρ− x
)
. (A.172)









































r¯ + ρ− x
)


















We require that the action functional is stationary with respect to arbitrary variations





























 δ(r¯ + ρ− x).
(A.177)
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This is the Poisson equation in guiding center space. We note that z¯ is a dummy
variable for the integration, we can omit the bar, or we could change it to double bars











r¯ + ρ− x
)
. (A.178)






d6 ¯¯zD ¯¯fν(¯¯z)T−1Y δ
(




Ampère’s law is derived in a similar manner. First, the integral of the magnetic field















|B0|2 + 2(∇×B) ·A1 −A1 · ∇2A1
)
. (A.180)
Here we have used the gauge condition ∇ · A1 = 0. We start from the real space










f(z)qA1(r) · vdt . (A.181)
The integral can be evaluated in guiding center space too. We will use the T−1G operator
to push the vector potential to the guiding center space. We should note that v in the
integral transforms as the function Q(z) = v and not as a coordinate, therefore the





















dt TY ¯¯f(z¯)qδ(r¯ + ρ− x)T−1G v ·A1(x). (A.182)
Now we calculate the variation of the total action. We do the variation only with
respect to the perturbed field A1, the background field A0 is kept constant. We insert
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d6z¯D TY ¯¯fν(z¯)qνT−1G vδ(r¯ + ρ− x). (A.183)











δ(r¯ + ρ− x) = j(0). (A.184)
Using this and, and expanding the TY operator
1
µ0



















G vδ(r¯ + ρ− x). (A.185)
This is Ampère’s law in guiding center coordinates. Similarly to Poisson equation, we
can also express it in gyrocenter coordinates
1
µ0




d6 ¯¯zD ¯¯fν(¯¯z)qνT−1Y T−1G vT−1Y δ(¯¯¯r + ρ− x). (A.186)
T−1G v is the guiding center velocity function. Using the simplified guiding center trans-
formation defined by (A.69) it is
T−1G v ≈ v = bv‖ + v⊥. (A.187)
A.5.5 Energy
Let us consider the action formulated in gyrocenter coordinates (A.165). From this we
can identify the total energy of the system, which includes the term with the particle








































We would like to identify the terms that express the kinetic energy. In normal phase
space coordinates (z), it is easy to define the kinetic energy, and it remains the same
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This is because H0 = T−1G H0 = H0. When we change to gyrocenter coordinates then
the picture becomes more complicated. The definition of the new velocity variables
(A.146) involves the fields, and therefore the expression of the kinetic energy will also
include terms with the fluctuating fields. Since the energy include quadratic terms
with the fields, when we carry out the gyrocenter transformation we have to do it up
to second order.
We did not specify the generators for the second order transformation (Y2), only
their effects on the Hamiltonian (A.158). Therefore, to express the kinetic energy, we
take ¯¯H and subtract electric potential energy form it
T−1Y H¯
0 = T−1Y (H¯ − qΦ) = ¯¯H0 + ¯¯H1 + ¯¯H2 − T−1Y qΦ. (A.190)
The electric potential is of order δ, it does not contain zero order term. To calculate the
gyrokinetic potential function in second order, we need only the first order generating
functions Y1
T−1Y Φ = Φ− Y k1
∂Φ
∂z¯k











The definition of energy includes an integral over the whole phase space, which involves
an integral over the gyroangle too. So effectively we will need to calculate the gyroav-



























































d6 ¯¯z ¯¯fν(¯¯z, t)



















































2 − 2 ¯¯v‖Φ˜A˜‖ + ¯¯v2‖A˜‖
2〉
, (A.194)









〈∣∣∣∣ ¯¯v‖ − qνmνA‖
∣∣∣∣2
〉
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The last term is the polarization correction. After we have defined the kinetic energy,
we can identify the rest of the terms from (A.188) with the energy of the electromagnetic
field

















We have started with the Vlasov-Maxwell system in real space. In this classical
electro-dynamical system, the energy is a conserved quantity [144]. The fact that
we use different coordinates (z¯ or ¯¯z instead of z) does not change this property of the
physical system. But the approximations made during the derivation could in principle
violate energy conservation. Because of the low frequency ordering, a proof of exact
energy conservation is not trivial. The energy conservation can be proved considering
the symmetry properties of the Lagrangian. One has to keep in mind that exact energy
conservation, as every other statement in gyrokinetic theory, is valid only at a given
order. But it can be proved that the gyrokinetic equations conserve the energy at any
given order. For details see [73, 129, 142].




In gyrokinetic theory, the gyro-angle dependence of the variables is averaged out, and
the magnetic moment becomes a conserved quantity. This way, the dimensionality of
the problem is reduced, but the equations of motion became slightly more complicated
than the original equations. We aim to derive equations that are valid to describe
Alfvén waves in fusion plasmas. It will be necessary to compare the various terms in
the equations and only keep the most important ones. In this section, an ordering
is defined, and the terms in the equations will be compared based on this ordering.
Experimental observations and the analysis of the parameters of fusion plasmas guides
us defining these ordering parameters. Table B.1 summaries the plasma parameters of
interest.
Magnetic field 2 – 5 T
Major radius 1–10 m
Minor radius a 1 m
Temperature 1 keV – 10 keV
Ion thermal velocity vth,i = (2Ti/mi)1/2 3 · 105 – 106 ms−1
Electron thermal velocity vth,e = (2Te/me)1/2 107 – 4 · 107 ms−1
Ion cyclotron frequency Ωi 108 – 2.4 · 108 rad /s
Ion Larmor radius ρth =
vth,i
Ωi 1-10 mm
Density 5 · 1019 – 1021 m−3
Alfvén velocity vA = B√mnµ0 10
6 – 107 ms−1
Density scale length Ln =
(∇n
n
)−1 ∼ a 1 m
Beta β = 2µ0p
B2 0.001 – 0.1
Table B.1: Plasma parameters used for the ordering. The plasma ions are assumed
to be deuterium ions.
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Here β is the ratio of the plasma pressure compared to the magnetic pressure, and it




If we would keep beta large, then we could still derive the same Alfvén wave equa-
tion, but the derivation would be more complicated (see the discussion at the end of
Section B.2). If we insert mi and me in place of mν in (B.1), then we can see that
typically
vth,i < vA < vth,e. (B.3)
To simplify the notation, in the following vth will denote the ion thermal velocity. We
are interested in physical regimes without strong flow, so it is assumed that the flow










The thermal ion Larmor radius (ρth) is defined using the thermal velocity, and it is
assumed that this radius is small compared to both the background magnetic field













The perturbation caused by the Alfvén waves are small, experimental observations






The frequency of the perturbations are denoted by ω and the wave number is k. We




This assumption is consistent with our aim to construct equations for shear Alfvén






We assume that the parallel electric field is (almost) zero (see Section 2.5.2 for fur-




− b∇Φ ≈ 0 → |Φ| ∼ |vAA‖|. (B.10)
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The perpendicular wavelength is assumed to be larger than the Larmor radius. Note
that generally in gyrokinetic theory it is considered to be of the same order, but when
we are looking for global Alfvénic instabilities, then the fluctuation of the background
plasma has a much longer spatial scale length than the thermal gyroradius
k⊥%th ∼ ⊥. (B.11)
No further assumptions are required about the relation between the perpendicular wave
number and the equilibrium scale length.
We have introduced different ordering parameters. Here we define the simple rela-
tion among them
β ∼ B ∼ δ ∼ ⊥ ∼  1. (B.12)























The perturbed magnetic potential could have parallel and perpendicular components
A = bA‖ +A⊥. (B.14)
We are using Coulomb gage in which ∇ · A1 = 0. Expressed in Fourier space, this
relation is
k‖A‖ + k⊥ ·A⊥ = 0. (B.15)






The length scales are separated along the direction defined by the strong equilibrium
magnetic field, and this separation in Coulomb gauge means that the perpendicular
part of the magnetic potential is small |A⊥| ∼ A‖. The parallel part of the vector
potential is already small, and the perpendicular component would give an even smaller
contribution. Therefore we can neglect A⊥, and approximate
A ≈ bA‖. (B.17)
The perpendicular component would be important for the description of compressional
waves, but we do not intend to study those waves.
We will encounter terms in the equation that contain b · (∇×b). Using the equilib-




. The current is defined as the
sum of electron and ion flow velocities, weighted by the charge and density. Therefore
the parallel current will be ordered using the parallel flow velocity multiplied by the
charge and density.
j‖ ∼ qnu‖. (B.18)
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B.2 Equation of motion
In this section we discuss the ordering of the terms in the gyrocenter velocity equation


























− ¯¯µ ¯¯p‖ 1
q2B2
b · (∇× b)b×∇B
− ¯¯p‖ 1
qB2













Note that in the previous section we have defined an ordering using fluid quantities
(flow velocity, temperature, pressure), but (2.113) is an equation for a single gyrocenter.
Therefore, we have to be careful when we order the terms in this equation. Let us
consider the first term (v¯‖b) on the right hand side, where v¯‖ is the guiding center
kinetic velocity. We will see that v¯‖b is the leading order term, and we will compare
all the other terms with this one. One could think to order this term as vth, but here
we treat it as one order smaller |v¯‖b| ∼ u‖. We do this because in the kinetic equation
v¯‖b is multiplied by ∇‖f , while the other terms are multiplied by ∇⊥f . This way the
parallel velocity term becomes k‖
k⊥
∼  smaller. An other motivation for this ordering
is that if we integrate equation (2.113) over the velocity space then the parallel kinetic
velocity becomes the flow velocity (||v‖|| = nu‖). In the following the ordering for the
ion gyrocenter equation is calculated.
Ordering of the terms in (2.113)
• First and second terms∣∣∣∣∣∣












∣∣∣∣∣ ∼ B · −1 ∼ 1 (B.19)


















∣∣∣∣∣ 1L miqB Tmi q 〈Φ〉TvA
∣∣∣∣∣ ∼




β · δ ∼ 2.5 (B.20)















∣∣∣∣∣ ∼ B−1 ∼ 1 (B.21)















∣∣∣∣∣k⊥miqB Tmi q 〈Φ〉T 1u‖
∣∣∣∣∣ ∼
∣∣∣∣∣k⊥ρth q 〈Φ〉T vthu‖
∣∣∣∣∣
∼ ⊥ · δ · −1 ∼  (B.22)
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∣∣∣∣∣∣ ∼ 2.5 (B.23)
• First and seventh terms
We can consider here ¯¯p‖ ∼ miv¯‖, neglecting A‖ correction, because the A‖ term
is smaller than the velocity term.∣∣∣∣∣∣∣
¯¯µ ¯¯p‖






∣∣∣∣ ∼ ∣∣∣∣ρthL u‖vthβ
∣∣∣∣
∼ B ·  · β ∼ 3 (B.24)
• First and eighth terms∣∣∣∣∣∣






∣∣∣∣∣ miqB2 µ0j‖B k⊥ 〈Φ〉
∣∣∣∣∣ ∼
∣∣∣∣∣ miq2B µ0qnu‖B2 k⊥T q 〈Φ〉T
∣∣∣∣∣
∼
∣∣∣∣∣miqBu‖µ0nTB2 k⊥ q 〈Φ〉T
∣∣∣∣∣ ∼
∣∣∣∣∣k⊥ρth u‖vthβ q 〈Φ〉T
∣∣∣∣∣ ∼ ⊥ ·  · β · δ ∼ 4 (B.25)






























∼ β1.5 · 2 ∼ 3.5 (B.26)











(∇× b)⊥ + ¯¯µ 1
qB
b×∇B












b− (3) · ¯¯µ ¯¯p‖ 1
q2B2
b · (∇× b)b×∇B
− (4) · ¯¯p‖ 1
qB2




+ (3.5) · ¯¯p‖ ¯¯v‖ 1
qB2






The terms with 3 or smaller will be neglected. We can show that the same terms can
be neglected in the electron gyrocenter equation too.
Let us consider now, how the ordering would be modified in case of large beta
(β ∼ 1). Equations (B.20) and (B.23) would be ordered as 2. The seventh term (B.24)
can still be neglected, because it is of order 2B. The eighth term (B.25) also remains
negligible for the wave equation, although it is required to prove energy conservation.
The change in case of large β is that the last term (B.26) is ordered as 2. So it has
the same ordering as the other A‖ terms, and we have to keep it. We can recognize the
perturbed parallel magnetic field δB‖ in this term. Keeping this term in the derivation,
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and using the perpendicular Ampère’s law would lead to the missing j⊥ term in (2.161).
We would need to apply large aspect ratio ordering to discuss away some additional
terms, and then we would arrive at (2.163). So the Alfvén wave equation presented
in this thesis would be still valid in case of large β, but the derivation would be more
complicated. To simplify the discussion we keep β as a small parameter.
B.3 Density moment terms



















































































∣∣∣∣∣∣k⊥k‖ 1L mqB Tm qΦT 1ugy‖
∣∣∣∣∣∣ ∼
∣∣∣∣∣∣k⊥k‖ 1L vthΩ δ vthugy‖
∣∣∣∣∣∣
∼
∣∣∣−1 ·  · δ · −1∣∣∣ ∼ 1 (B.28)























∣∣∣∣∣ 1L miqB Tmi 1u‖
∣∣∣∣∣ ∼
∣∣∣∣∣ρthL vthu‖
∣∣∣∣∣ ∼ B · −1 ∼ 1
(B.29)























∣∣∣∣∣ ∼ B · −1 ∼ 1 (B.30)

































∣∣∣∣∣∣ ∼ 2.5 (B.31)
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〉]∣∣∣∣ ∼ O(2.5). (B.33)






































B.4 Velocity moment equation
Let us compare the terms on the right hand side of (2.127). We know already that
the δb⊥ terms are O(2.5) smaller than the terms with b, so we have to do the analysis

























































∣∣∣∣∣ ∼ ⊥ ·  · δ ∼ 3 (B.35)











∣∣∣∣ ∼ ∣∣∣∣ρthL u‖vth
∣∣∣∣ ∼ B ·  ∼ 2 (B.36)














∣∣∣∣ ∼ ∣∣∣∣ρthL u‖vth
∣∣∣∣ ∼ B ·  ∼ 2 (B.37)
• Second and fifth terms ∣∣∣∣∣∣qn
gyb∇〈Φ〉
∇ · (W gy‖ b)
∣∣∣∣∣∣ ∼
∣∣∣∣∣k‖k‖ q 〈Φ〉T
∣∣∣∣∣ ∼  (B.38)
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∣∣∣∣∣ ∼  (B.39)





























∼  · B · −1 · δ ∼ 2 (B.40)












∣∣∣∣∣ ∼ 1 (B.41)




∇ · (W gy‖ b)
∣∣∣∣∣∣ ∼
∣∣∣∣∣ 1Ω 1Lu‖ 1Lk‖
∣∣∣∣∣ ∼
∣∣∣∣ρthL u‖vth



















































The ordering of the equation for the change of the parallel energy density (2.135) is



























The ratio between the terms on the right hand side
B.5. PRESSURE EQUATIONS 165



























)∣∣∣∣∣ ∼ 1 · ⊥ · δ · −1 ∼  (B.45)







∣∣∣k‖L∣∣∣ ∼ 1 (B.46)

















∣∣∣∣∣ ∼ δ (B.47)




∣∣∣∣∣Lk‖ q 〈Φ〉T ∼ 
∣∣∣∣∣ ∼ δ (B.48)
• fifth and sixth terms∣∣∣∣∣W‖
1
B











∣∣∣∣∣ mqBk⊥vth q 〈Φ〉T vthu‖
∣∣∣∣∣
∼
∣∣∣∣∣k⊥ρth q 〈Φ〉T vthu‖
∣∣∣∣∣ ∼ ⊥ · δ · −1 ∼  (B.49)


























The equation for the perpendicular pressure takes the following simple form if we
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B.6 Ordering of the Alfvén wave equation
























[∇× (b(b · ∇Φ))]⊥
 .
(2.163)
First we substitute Φ(x) = Φ0ei(wt−k·x) into the terms on the right hand side
• First term ∣∣∣∇ · {b∇2⊥(b · ∇Φ)}∣∣∣ ∼ ∣∣∣k‖k2⊥(k‖Φ0)∣∣∣ (B.52)
































We compare the terms to the first one:






∣∣∣∣∣ ∼ β (B.55)










∣∣∣∣∣ 1Lk‖µ0 qnu‖B 1k⊥
∣∣∣∣∣ ∼
∣∣∣∣∣ 1Lk‖ µ0nTB2 u‖ qBT 1k⊥
∣∣∣∣∣
∼
∣∣∣∣∣ 1Lk‖β u‖vth qBm 1vthk⊥
∣∣∣∣∣ ∼
∣∣∣∣∣ 1Lk‖β u‖vth 1ρthk⊥
∣∣∣∣∣ ∼ β
(B.56)
Therefore we can see, that the lowest order equation is indeed (2.164), and for the next




When we calculate a moment of the distribution function in gyrocenter space, then we
can divide this moment into three parts
‖Q‖f = ‖Q‖gyf + ‖Q‖gcrf + ‖Q‖polf , (2.44)
which are the gyrocenter moment, guiding center residual and polarization moments.
The gyrocenter moments are used in Chapter 2 to construct the fluid equations. In this
chapter, we will discuss the other two moments in more detail. First, we introduce some
approximation for calculating the gyroaverage, and for the gyrocenter transformation.
Then we will calculate the guiding center residual and the polarization corrections for
the fluid moments that are used in Chapter 2.
C.1 Long wavelength approximations
When we derive the fluid equations, then we assume that the wavelengths are long
compared to the ion Larmor radius (k⊥ρ  1). Using this approximation we can
Taylor expand functions that are evaluated at position r + ρ, and it will be sufficient
to consider the first few terms in the expansion.
C.1.1 Taylor expansion in ρ
Frequently, we will perform the following Taylor expansion






where summation over repeated indices is understood. Using ρ = ρeρ we can write
this in the following form












The eρ vector is defined by (A.29c). That definition is given in a 2 dimensional coordi-
nate system perpendicular to b. Since the eρ vector is perpendicular to the magnetic
field, therefore the following expression holds
eρ · ∇g = eρ · (Π⊥∇g) = eρ · ∇⊥g, (C.3)
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where Π⊥ is a projector into the perpendicular plane
Π⊥ = I − b ◦ b, Π⊥kl = δkl − bkbl, (C.4)
and the perpendicular nabla operator is
∇⊥ = (I − b ◦ b)∇. (C.5)




l = eρpeρqΠ⊥pkΠ⊥ql. (C.6)
Using this notation, the Taylor expanded function can be written as












The reason for introducing the Π⊥ projectors is that now it will be sufficient to express
the coefficient matrix in the 2D plane perpendicular to the magnetic field, which can








cos2 θ − sin θ cos θ




We expand the Dirac-delta function too. For this function we can choose the spatial
derivative to act on r or on x too, so we have two different formulations


























We use ∇r⊥ and ∇X⊥ to specify the radial variable that the operator acts on.
C.1.2 Gyroaverage of a scalar function
Using the Taylor expansion, we will calculate an approximation for the gyroaverage of a





is a scalar function, and its argument is dependent on the gyroangle. The gyroaverage



































The term that is linear in ρ drops out when we take the gyroaverage. The gyroaverage















2(δkl − bkbl). (C.11)
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Now we can also expand the Ψ˜ function which appears frequently in the equations





















C.1.3 Gyroaverage using Bessel function
We can use Taylor expansion and subsequent gyro-averaging to calculate the gyroav-
erage of a function, but the expression becomes cumbersome if we want to calculate






































dθeix cos θ. (C.16)
We have expressed the gyroaverage using a Bessel function. We can expand J0 in Taylor
series, to show that this formulation agrees with earlier results. So we approximate the
gyroaverage the following way
∮ dθ










































The fourth order perpendicular Laplace operator is defined the following way
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C.1.4 Gyroaverage of a vector function
When we calculate the FLR corrections for the perpendicular current, then we have to
calculate the gyroaverage of a vector valued vector function Q(r, θ) = Q(r)e⊥(r, θ).
Here e⊥ is a unit vector in the plane perpendicular to b, and its direction is dependent
on θ (see section (A.1.3)). We will calculate the gyroaverage of this function, more
precisely we will calculate
〈Q(r, θ)δ(r + ρ− x)〉 = Q(r)
〈
e⊥(r, θ)δ(r + ρ− x)
〉
. (C.19)
We Taylor expand the delta function. Because of e⊥, the terms with even power of ρ
will drop out during the gyro-averaging. We keep only the linear term
〈Q(r, θ)δ(r + ρ− x)〉 ≈ −Q(r)
〈
e⊥(r, θ)[ρ · ∇X⊥δ(r − x)]
〉
. (C.20)
In vector components the expression looks like
〈











δ(r − x). (C.21)
The only gyroangle dependent terms are the unit vectors. When we perform the gyro-









which can be easily verified, by substituting the definitions for the unit vectors from
(A.29c). So the integral becomes
〈






2 bmklmδ(r − x). (C.23)
In vector form it is
〈Q(r)e⊥δ(r + ρ− x)〉 = −∇⊥ ×
(1
2bQ(r)ρ δ(r − x)
)
. (C.24)
C.1.5 Gyrocenter transformation of θ dependent functions
In the guiding center push-forward transformation given by equation (2.33) we have
assumed that the function is gyrophase independent. If we want to calculate the gyro-
center transformation of a function that has θ dependency, then there is an additional
term in the transformation (see (A.149)). So the transformation becomes
T−1Y Q¯(¯¯r, ¯¯v‖, ¯¯µ,
















where S¯1 is defined by (A.143). Using this definition
q
m







∂ ¯¯µΨ˜(r¯ + ρ(θ
′)). (C.26)
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ρ(θ′) · ∇Ψ(¯¯r). (C.27)
Here we have neglected the second order term, but it could be added trivially if nec-
essary. The only θ′ dependent function is the eρ(θ′) vector, and its components are















⊥ · ∇Ψ(¯¯r). (C.29)
We substitute this into the gyrocenter transformation formula
T−1Y Q¯(¯¯r, ¯¯v‖, ¯¯µ,

















C.2 Guiding center residual
The guiding center residual is defined as
‖Q‖gcrf (x, t) =
∫
d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f(¯¯z)
[




d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f(¯¯z)
[
ρ · ∇rδ(¯¯r − x) + 12ρkρl∇k∇lδ(




If Q is independent of the gyrophase, then the term linear in ρ will be averaged away,
















We will use this formula to calculate the guiding center residual moments for the density
and the parallel current.
C.2.1 Density



















The equilibrium guiding center residual density disappears because of quasineutrality,
so %gcr(0) is zero.
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C.2.2 Current
We can calculate jgcr‖ if we substitute Q = v‖ into (C.32). The guiding center residual























We neglect this term because the equilibrium mass flow is considered to be zero. The






















d6 ¯¯zD ¯¯v⊥(¯¯z) ¯¯f
[
δ(¯¯r + ρ− x)− δ(¯¯r − x)
]
, (C.36)
where ¯¯v⊥ is the perpendicular velocity pushed forward into gyrocenter space. In Chap-
ter 2, we have neglected the gyrocenter transformation for the perpendicular velocity,
because we only wanted to derive the perpendicular MHD equilibrium condition. Here
we will consider the gyrocenter transformation using (C.30)













We use that v⊥ = ρΩ and ∂e⊥∂θ = −eρ to rewrite the perpendicular velocity










Using the definitions (A.29c) we can calculate that
e⊥k e
ρ
l − eρke⊥l = εkl3 = bmεklm. (C.39)
So the perpendicular velocity in gyrocenter space becomes
¯¯v⊥(¯¯z) ≈ v¯⊥(¯¯z) + 1
B
b×∇Ψ(¯¯r). (C.40)
The integral for the first term can be easily evaluated using (C.24)
∫
d6 ¯¯zD v⊥(¯¯z) ¯¯f
[












The second term can be calculated easily too. The gyroaverage of the delta function
is calculated using (C.13), and so the integral becomes
2pi
∫
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Here we have also assumed that Ψ ≈ Φ. We multiply (C.41) and (C.42) by the charge




















Note, that we have used the approximation formula (C.30) where terms were considered
till first order in ρ. To be precise, we should consider the second order expansion of Ψ˜
and S¯1, because they could give a contribution on the same order as (C.42). After long
and tedious algebra it turns out that these terms disappear during gyro-averaging.
C.2.3 Continuity equation




= −∇ · jgcr. (C.44)


































We have neglected the gradients of B, to bring the divergence operator outside. We




















































On the right hand side we can recognize the guiding center residual currents in the












The perpendicular current defined by (C.43) has two terms, but the first term disap-
pears when we take the divergence of the equation. Here we used approximations, but
(C.44) is exactly satisfied, because the continuity equation ∂n/∂t + ∇ · (nu) = 0 is
the same both in guiding center coordinates and real space variables [132], and (C.44)
is the difference between the two. The Alfvén wave equation is constructed using the
continuity equation. As we have seen, the guiding center residual corrections for the
density and the current cancel each other in the continuity equation, therefore we can
neglect these terms during the derivation of the Alfvén wave equation.
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C.3 Polarization moments
The polarization moment contains the Larmor radius corrections due to the fluctuating
field. It is defined as
‖Q‖polf (x, t) =
∫
d6 ¯¯zD ¯¯Q(¯¯z) ¯¯f(¯¯z)[T−1Y − 1]δ(¯¯r + ρ− x). (C.49)
The gyrocenter transformation is a near identity phase space transformation and in the
absence of perturbed fields T−1Y reduces to the identity. The [T−1Y −1] operator contains
only the small corrections related to the perturbed fields Ψ and A‖, and it disappears
if there is no perturbation. We are considering only linear gyrocenter transformations
when we calculate the moment equations. Since [T−1Y − 1] already contains the per-
turbed fields, we can neglect the gyrocenter corrections in the ¯¯Q function. Therefore
we can approximate ¯¯Q with Q¯ in the definition of the polarization moment
‖Q‖polf (x, t) =
∫
d6 ¯¯zD Q¯(¯¯z) ¯¯f(¯¯z)[T−1Y − 1]δ(¯¯r + ρ− x). (C.50)
We expand the gyrocenter push-forward transformation using (A.149). We have to use
(A.149) instead of (2.33), because the ρ function in the argument of the delta function
depends on the gyroangle. So the transformation is
‖Q‖polf (x, t) =
∫
















Assuming that the perturbation wavelength is long, we can Taylor expand the functions
that are dependent on ρ. We approximate the transformation using (C.30)
‖Q‖polf (x, t) ≈ −
∫
d6 ¯¯zD Q¯(¯¯z) ¯¯f qρ
B
[




⊥ · ∇Ψ ∂
∂θ
]
δ(¯¯r + ρ− x).
(C.52)
The delta function approximated as in (C.9b). When we take the derivative of this
with respect to ¯¯µ or ¯¯θ, then the first term disappears, because only ρ is dependent on
these coordinates. Using the definition (2.4) and (A.29c) one can see that
∂
∂ ¯¯µδ(
¯¯r + ρ− x) ≈ − ρ2µe
ρ · ∇X⊥δ(¯¯r − x), (C.53a)
∂
∂ ¯¯θ
δ(¯¯r + ρ− x) ≈ −ρe⊥ · ∇X⊥δ(¯¯r − x). (C.53b)
We take equations (C.53), (C.14), (C.29) and substitute them into (C.52)
‖Q‖polf (x, t) =
∫





[eρ · ∇Ψ(¯¯r)]eρ + [e⊥ · ∇Ψ(¯¯r)]e⊥
}









l + e⊥k e⊥l ]
∂
∂rk
Ψ(¯¯r)δ(¯¯r − x). (C.54)
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We brought the ∇X⊥ operator in front of the integral, because only the delta function
is dependent on x. We assume that Q is independent of the gyroangle, then only the
vectors eρ and e⊥ have θ dependency. So we can write the integral as






























Π⊥pkΠ⊥ql = δkl − bkbl.
(C.56)
So the polarization term becomes
‖Q‖polf (x, t) = ∇ · 2pi
∫
d ¯¯p‖ d¯¯µDQ¯(¯¯z) ¯¯f m
qB2
∇⊥Ψ(x). (C.57)
For the kinetic Alfvén wave equation we have to calculate the polarization density up
to 4th order in ρ. The calculation is straightforward, but tedious: we have to calculate
the Taylor expansion up to 3rd order in equations (C.53), (C.14), (C.29), substitute
into (C.51) and take the gyroaverage. The terms that include odd powers of the
gyroradius vector will drop out during the gyro-averaging. The result is in agreement
with [75]. Considering this higher order corrections, the polarization correction for a
general moment Q is























To calculate the polarization density we substitute Q¯ = 1 into the general formula













































Here we have used the definitions of gyrocenter moments from Chapter 2. The ρ4 terms


























































































If we multiply the polarization density with the particle charge and sum over all particle
species, then we get the polarization charge density. When we linearize the equation,
then the terms with A‖ disappear, because we assume that the equilibrium flow is zero.
































































∣∣∣∣∣ ≈ |ρthk⊥|2 ∼ 2.
(C.63)
C.3.2 Polarization current
To calculate the polarization current, we substitute Q¯(¯¯z) = ¯¯v‖ into (C.58) and split the










































Here we again used the gyrocenter moments defined in Chapter 2. Note that in the












































We have neglected the term with A‖ because it is a fourth order velocity space moment.
We multiply (C.65) and (C.66) by the charge and add them together
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When we linearize the equation, then the terms with Φ disappears because both the
equilibrium flow and the equilibrium electric potential are zero. So the polarization
correction for the parallel current becomes








The polarization correction in the parallel direction can be calculated in a way similar
to npol or upol‖ . It is sufficient to consider only the ρ2 terms from (C.58). Using this
expression, the polarization part for the parallel pressure becomes
P pol‖ =







where we have approximated Ψ ≈ Φ. After similar considerations, the polarization
correction for the perpendicular pressure is







Compared to the equilibrium pressure, the polarization pressure terms are only 3
corrections.
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Appendix D
Self-adjointness of the operators
LetM denote physical space and consider functions that assign a scalar value to every
point in space. For example, the perturbed electric potential Φ is such function
Φ :M→ R.
Let us denote the set of these functions by S. We can define a scalar product on this
function set
〈, 〉 : S × S → C
Φ, η ∈ S : 〈Φ, η〉 =
∫
d3xΦ∗(x)η(x)
Here ∗ denotes complex conjugation. A differential operator T transforms one function
into an other. For our purposes it will be sufficient to consider differential operators
where both the domain and the range is the function space S
T : S → S.
With the help of the scalar product we can define the adjoint of a differential operator.
It is denoted by T †, and it is the operator for which〈
T †Φ, η
〉
= 〈Φ, T η〉 .
Self-adjoint operators are operators which are equal to their adjoint T = T †. So a




for any two functions Φ and η. Self-adjoint operators have important mathematical
properties. The most important property for us is that the eigenvalues of a self-adjoint
operator are real [147].
In this chapter, we will show that the differential operators for Alfvén waves are
self-adjoint. The method that we use is similar to the method used by Fesenyuk et al.
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T polΦ = T∆Φ + TP1 + ΦTP2Φ + T jΦ, (D.2)
where we have introduced the following operators:
Polarization operator




































[∇× (b(b · ∇Φ))]⊥
 . (D.3e)
The pressure and current terms that appear in these operators are equilibrium values
as indicated by the (0) superscript. For these quantities only the equilibrium values
are used in this chapter, therefore we can omit the (0) superscript in the following to
simplify the expressions.
D.1 “Laplace” operator
T∆ is the field line bending operator, which we also call as “Laplace” operator for
brevity. It is easy to show that it is self-adjoint. We use two consecutive integration









d3x (b · ∇Φ∗)∇2⊥(b · ∇η)
=
∫
d3x∇⊥(b · ∇Φ∗) · ∇⊥(b · ∇η). (D.4)









d3x (b · ∇η)∇2⊥(b · ∇Φ∗)
=
∫
d3x∇⊥(b · ∇η) · ∇⊥(b · ∇Φ∗). (D.5)




It is similarly easy to show that T pol and TP2 are also self-adjoint. The first pressure
operator and the current terms require a little more work to show that they are self-
adjoint.
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D.2 Pressure operator 1
We will need the equilibrium Ampère’s law and MHD equilibrium force balance
∇P = j ×B → 1
B
b×∇P = j⊥, (D.7a)
→ ∇P = ∇⊥P, j · ∇P = 0, (D.7b)
∇×B = µ0j → b · (∇× b) = µ0j‖
B
, (D.7c)





The first pressure operator is

















We will use the following vector identity
B(A ·C) = C(A ·B) +A× (B ×C),
to transform the second term




b×∇P · ∇Φ + b×∇P µ0
B2
(









where in the last bracket
(b× κ)× (b×∇P ) = b
(
(b× κ) · ∇P
)
.
Now we collect everything to express the pressure term




b×∇P · ∇Φ + b×∇P µ0
B2
(










The two terms in the first line on the right hand side form a self-adjoint term. The
term in the second line is not self-adjoint. We can see it by multiplying by η∗ and
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This them changes sign if we exchange Φ and η∗ so this part of the pressure operator
is not self-adjoint. But this term will be exactly canceled by a term from the current
operator.
D.3 Current Term
We start by multiplying with η∗ and integrating over the volume∫














∇× (b(b · ∇Φ))
]
.
After the partial integration the perpendicular operator was taken to the ∇η∗ term.
We use the following identity





to transform the integral∫









We use another vector identity
∇ · (A×B) = B · ∇ ×A−A · ∇ ×B,
∫






























































The last term can be further modified using the identity u⊥ × v⊥ = b
(
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(b×∇B) · ∇P − 1
B3
∇P · ∇ ×B︸ ︷︷ ︸
0
−B · ∇ ×∇P︸ ︷︷ ︸
0
. (D.13)
We substitute this into the current operator
∫




























We can see that the last term is the same as (D.12) just with opposite sign. When
we add all the terms together the non self-adjoint parts of the operator cancel. So the
whole differential operator is self-adjoint.
D.4 The self-adjoint operator








T∆ + TP1 + TP2 + T j
)
Λkd3x . (D.15)
The weak form of the equation is constructed when we integrate the operators by parts.














∇(b · ∇Λ∗i ) · ∇⊥(b · ∇Λk)






























In the numerical implementation, we expand the curvature term using (D.7d)










We have also used and (D.7a) to express j⊥ as the equilibrium diamagnetic current.
We can see that the j⊥ term is smaller by a factor of β then the b × ∇B term. Still
we must keep the diamagnetic current term, otherwise the curvature would not be
properly represented, and we would loose important geometrical effects. In contrast,
we could neglect a similar term in equation (2.161). So the weak form of the Alfvén
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E.1 Energy expressed with fluid moments
In Chapter 2, we have constructed a conserved quantity (2.175) from the fluid equation
and claimed that this is the energy of the system. In this section, we show that (2.175)
agrees with the gyrokinetic energy definition. We start from the energy expression of
the gyrokinetic system, and express this energy using the fluid moments defined in
Section 2.3.




























Here B(x, t) is the total magnetic field, which is the sum of the equilibrium and the
perturbed fields. We recognize the gyrocenter parallel energy density 12W
gy
‖ in the first





































integral that we evaluate is carried out over the phase space. It involves all possible
gyroangles from 0 to 2pi, so it effectively includes a gyro-averaging. Therefore, we can












d6 ¯¯zD ¯¯f(¯¯z, t)qνΦ¯(¯¯z, t)
(E.3)
In the following step, we add a term that contains Ψ˜∂
¯¯f
∂ ¯¯µ and the same term is subtracted
185



























The term with the velocity derivative does not change the integral, it would disappear




d6 ¯¯zD ¯¯fν(¯¯z, t)qνΦ(¯¯z, t) = −
∫






















∂ ¯¯µ Ψ˜ Φ. (E.5)














































2〉− v‖ 〈A˜‖ Φ˜〉] .
(E.6)
So the potential energy becomes∫
















2〉− ¯¯v‖ 〈A˜‖ Φ˜〉] . (E.7)




term. The full expression for the
Poisson bracket is given by (A.110), but in the long wavelength approximation it is
































































We remember that Φ(¯¯z) = Φ(¯¯r + ρ) (see (2.17)) and approximate it Φ(¯¯r + ρ) ≈















− ρ2 〈eρ · ∇⊥Φ〉2 . (E.10)
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While Φ¯(¯¯r) = Φ(¯¯r + ρ) was gyroangle dependent function, Φ(¯¯r) and ∇Φ(¯¯r) is only a
function of the gyrocenter coordinate ¯¯r, therefore, it is independent of the gyroangle.
So we just have to calculate the gyroaverage of the terms with vector eρ. This vector
has the components (cos(θ), sin(θ)) in a properly chosen coordinate system. The gyro-



















. This term is multiplied by ¯¯p2‖, so when






















We approximate the parallel energy with the parallel pressure, and recognize the β









































































(∇⊥A‖)2 + j(0)‖ A‖
]
. (E.16)
We have to consider the significance of different terms. The first two terms correspond
to the kinetic energy of the system. The third term is the energy stored in the back-
ground magnetic field, and it is a constant. There are two terms with the electric
potential. The polarization term is summed over all particle species. The greatest
contribution comes from the ions, the electron contribution are negligible due to their
small mass, and the fast ion contribution is neglected because they supposed to have
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small density. The electrostatic field energy term is negligible if we compare it to the












This is just another expression of the quasineutrality approximation. The j(0)‖ A‖ term


























The energy associated with the equilibrium distribution function and the equilibrium
magnetic field is constant. Let’s consider only those part of the energy that are asso-


















This is the same expression that we had derived from the fluid equations (2.175).
So the fluid system has the same conserved energy as the gyrokinetic system, the
approximations that we have used during the derivation of the fluid equation do not
change this important property of the equations.
E.2 Quadratic form for the linear wave equation
When we solve the Alfvén wave equation, we get a linear approximation for the solution
of the fluid equations. With this linear solution, we would like to express the energy
of the mode. In section 2.8.3, we approximated the energy by expanding the pressure
term. Here we will show that the energy formula (2.214) can be also derived if we
construct a quadratic form from the linear equations.
We will construct a quadratic form to express the energy for the solution of Alfvén
wave equation (2.165), which include equilibrium pressure and current terms. To derive













‖ b+ 2P (1)
1
B







· ∇P (0), (2.148)
∂A‖
∂t













Equation (E.20) is constructed from the linear density equation (2.126) and the quasineu-
trality equation (2.149) by inserting the expression for the polarization density (2.69)
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and including the assumptions about the pressure terms that we made during the
derivation of the wave equation (isotropy and approximation (2.161)). We have omit-
ted the gy superscripts, but we keep in mind that n, j‖, and P are all gyrocenter
moments.
A quadratic form can be constructed the same way as the energy expression was
constructed for the nonlinear model. We multiply equation (E.20) with Φ, integrate















‖ b+ 2P (1)
1
B
b× κ+ j(0)‖ δb⊥
]
. (E.21)
We take the term with j(1)‖ to the left hand side and use equations (2.151) and (2.157)





















b× κ+ j(0)‖ δb⊥
]
. (E.22)
We consider the pressure term separately. Using (2.111) we expand the curvature term,
and then we include the pressure equation (2.148)
∫
d3x 2P (1) 1
B












































b×∇B · ∇Φ + j(0)‖ δb⊥ · ∇Φ
]
. (E.24)
On the left hand side we can see a quadratic form constructed from the electromag-
netic potentials and from the perturbed pressure. It has the same form as the energy
expression derived in section 2.8.3. On the right hand side we can recognize C0, that




















In section 2.8.3, we have used the wave equations to express C0 as a quadratic form
of the field variables (2.212). The wave equation can be derived from the linear fluid
equations that we used in this section as a starting point. This means that that (2.212)
does not provide new information, in fact, the two equations are equivalent if we insert
the linear solutions (2.192)–(2.194) into (E.25). Therefore, we cannot simplify this
equation further.
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We have constructed a quadratic form from the linear equations. The time deriva-
tive of this term is not zero, it is an oscillating quantity which disappears when we
integrate over a whole wave period. So we define the energy of the linear model as the
time average of the quadratic form over a full wave period. The quadratic form that





















Here Φ0, A‖0 and P (1)0 denote the time independent spatial part of the perturbed fields,
see (2.192) and (2.194). The time integration introduced the extra 12 factor compared
to equation (E.24). We can see that the energy defined by constructing a quadratic
form is the same as we have defined earlier (2.214).
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