Abstract. We present a one-dimensional time-dependent semiclassical transport model for mixed state scattering with thin quantum barriers. The idea is to solve a stationary Schrödinger equation in the thin quantum barrier to obtain the scattering coefficients, and then use them to supply the interface condition that connects the two classical domains. We then build in the interface condition to the numerical flux, in the spirit of the Hamiltonian-preserving scheme introduced by Jin and Wen for a classical barrier. The overall cost is roughly the same as solving a classical barrier. We construct a numerical method based on this semiclassical approach and validate the model using various numerical examples.
ville equation with a discontinuous (but classical) potential. The idea there was to build the interface condition, such as used in [9] , that properly incorporates partial transmission and reflection information at the barrier into the numerical flux. This produces a scheme that connects momenta (velocities) on both sides of the barrier via the Hamiltonian preservation principle. Such a method is stable in both l 1 and l ∞ norms under a hyperbolic stability condition and captures sharply the weak semiclassical limit of the linear Schrödinger equation or geometrical optics through the barrier or interface.
The quantum barrier that separates the two classical regions differs from a classical barrier in that a quantum wave can tunnel through a barrier, be partially transmitted and reflected by a barrier, and resonate inside a barrier. Our idea is to solve the Schrödinger equation (either exactly if possible, or numerically via a transfer matrix method [1, 23, 17] ) inside the quantum barrier in order to generate the transmission and reflection coefficients, and then use that information in the interface condition to solve the classical Liouville equation through the barrier, in the spirit of the Hamiltonian-preserving method of Jin and Wen. When the quantum barrier is thin (on the order of a de Broglie wavelength), solving the stationary Schrödinger equation suffices. Thus, our first step is merely preprocessing. Once the transmission and reflection coefficients are generated, the time marching is based on classical mechanics. Hence, our approach, which efficiently handles a thin quantum barrier, has a computational cost similar to a classical simulation in the entire device.
Recent approaches proposed in the literature to solving a hybrid classical-quantum coupling problem use a classical-quantum-classical domain decomposition. Such approaches have been applied to the coupled Liouville and Schrödinger equations [8, 9, 11] , the coupled drift-diffusion and Schrödinger equations [6, 13] , and the coupled drift-diffusion and Schrödinger-Poisson equations [7, 10, 14] . In the semiclassical limit for thin quantum barriers, it is advantageous to reduce the problem to a classical-classical coupling problem because of the simpler treatment of the interface. However, the present approach produces a decoherent solution, and hence it is unsuitable for modeling mesoscopic and crystalline structures, even when the barrier is decomposed into several thin barriers. The removal of this thin quantum barrier limitation is the subject of further research.
In section 2 we review the correspondence between the classical and quantum mechanics. We then describe the quantum scattering at barriers in section 3. We propose the semiclassical model and its numerical discretization in section 4. In section 5 we present four numerical examples. The semiclassical model is validated in the first two examples. The numerical approach is verified in the third example. Finally, a nontrivial application of the overall methodology is provided in the final example. Our numerical results indicate that the model captures correctly the solution of the Schrödinger equation in the entire domain in the limit of vanishing Planck constant.
2.
Correspondence between classical and quantum mechanics.
From classical to quantum mechanics.
A typical problem under consideration is particle flow through a solid-state device. If the potential is sufficiently smooth, we may describe noninteracting particle dynamics in phase space classically as a Hamiltonian system dx dt = p m = ∇ p H(x, p), dp dt = −∇ x V = −∇ x H(x, p), (2.1) where x(t) ∈ R d is the particle position, p(t) ∈ R d is the momentum, m is the effective mass, and V (x) is a time-independent potential. The Hamiltonian function H(x, p) represents the total energy of the system H(x, p) = |p|
One may introduce a probability distribution of particles f (x, p, t) in phase space. By requiring that the probability be conserved along the particle trajectories one has
and with the help of (2.1), one gets the classical Liouville equation
where { · , · } is the Poisson bracket. Alternatively,
By considering the zeroth-order moment of f (x, p, t), one obtains the probability position density in physical space
f (x, p, t) dp, which serves as a primary observable for the comparison of the model.
When the potential fluctuates rapidly over a short distance or the particles impinge on a sharp jump in potential, the classical description fails to capture the quantum wave-like nature of the particle and the Liouville description produces an incorrect solution. In particular, the classical Liouville equation does not model barrier tunneling, probabilistic partial reflection and transmission, or resonance, which are crucial to the behavior of many modern electronic devices.
By considering Dirac quantization, one has the formal correspondence between the classical quantities and the quantum operators
where is Planck's constant. Using this quantization, one obtains the Schrödinger equation from the classical Hamiltonian (2.2)
which describes the time evolution of the probability amplitude ψ(x, t;x,p) initially centered atx with an initial energy state E = H(x,p). The square of the magnitude of the probability amplitude ρ(x, t) = |ψ(x, t)| 2 gives the position density in physical space.
Instead of considering a pure state system, one may also consider a mixed state system for which the initial state H(x, p) of the particle is given in terms of a macroscopic statistical distributionf (x, p). Define the density matrix aŝ
The time evolution of the density matrix is found by taking the partial derivative of (2.7) with respect to t. By using the Schrödinger equation (2.6) and the hermicity of Hamiltonian operatorĤ, one obtains the von Neumann equation
The von Neumann representation may be thought of as the fundamental description of quantum mechanics [12] . By takingf (x,p) = δ(x − x 0 )δ(p − p 0 ) in (2.7), the density matrix reduces toρ(x, x , t) = ψ(x, t; x 0 , p 0 )ψ(x , t; x 0 , p 0 ) and the physical observables of the mixed state von Neumann equation correspond to those of the pure state Schrödinger equation. In this manner, the Schrödinger equation is simply a limiting case of the von Neumann equation. By taking the diagonal of the density matrix, one gets the position density in physical spacê
2 dx dp.
Semiclassical limit:
Quantum to classical. Consider a characteristic length and time scale Lδx and Lδt, where δx is the natural length scale such as a de Broglie wavelength δx = /p for some momentum p. By rescaling x, x , and t
where the dimensionless scaled Planck constant ε = [mL(δx) 2 /δt] −1 and the effective mass m has been nondimensionalized. Solving the Schrödinger and von Neumann equations numerically presents several difficulties. The de Broglie wavelength must be resolved numerically to ensure correct physical observables of the solution. Typically, this requires that the mesh size Δx = O(ε) or even o(ε) with a similar constraint on the time discretization Δt [4, 29] . When ε is small, computation is expensive since we need to use O(N d+1 ) operations to compute the Schrödinger solution and O(N 2d+1 ) operations to compute the von Neumann solution where N = O(ε −1 ) is the number of grid points in each space dimension. Because of such reasons, semiclassical methods are important for the solutions when ε 1. A typical path to the derivation of semiclassical limit is through the WKB approximation. However, the WKB approximation to the Schrödinger equation fails to capture multiphase information beyond caustics [19, 34] . An alternative method is to use the Wigner transform, the Fourier transform of the density matrix, 
where the nonlocal term
W (x, p, t)e ip·y dp being the inverse Fourier transform of W (x, p, t). When the potential V (x) is sufficiently smooth, one recovers the classical Liouville equation in the limit as ε → 0 [15, 27] ∂f ∂t
However, the classical limit is not valid at the discontinuities of the potential [3, 32, 33] , where the potential behaves as a quantum scatterer. In the case of a quantum barrier, we may consider a multiscale domain decomposition approach for a solution [9] . In the next section, we present a semiclassical model of a thin quantum barrier with the mixed state dynamics.
Particle behavior at a quantum barrier.
To model quantum dynamics, we consider a top-down multiscale approach by considering the quantum effects as local corrections to the global classical particle dynamics. In order to isolate and simplify the problem, we make the following assumptions/limitations:
1. The dynamics are restricted to one dimension.
The effective width of a barrier is O(ε).
On the classical scale, this means that we may approximate it as having zero width; on the quantum scale, this means that we may typify it as a single scattering center and we may neglect particle dwell time in the quantum region in the semiclassical limit.
3. The distance between neighboring barriers is O (1) , and hence each barrier may be considered independently.
4. The change in the potential ∇ x V (x) is O(1) except at quantum barriers. 5. The coherence time is sufficiently short, and therefore we may neglect interference away from the barrier. Naturally, one would like to be able to treat a wider class of problems including periodic crystalline domains and mesoscopic barriers for which ε is nonvanishing. We will examine corrections and extensions to these simplifications in subsequent papers.
We begin with the Hamiltonian system discussed in section 2
Let a bicharacteristic of the function H(x, p) be the integral curve ϕ(t) = (x(t), p(t)).
Note that ϕ(t) may not be defined for all time t ∈ R. When H(ϕ(t)) is differentiable,
from which it follows that the Hamiltonian is constant along any bicharacteristic ϕ(t), i.e.,
Condition (3.1) may be interpreted as the strong form of the conservation of energy, while condition (3.2) may be interpreted as the weak form. If the potential V (x) is discontinuous or not defined in some region Q ∈ R d , the Liouville equation fails to have a global solution since ∇ x V (Q) is undefined.
The key idea behind Hamiltonian preserving schemes [22, 21] is to (a) solve the Liouville equation locally; (b) use the weak form of the conservation of energy to connect the local solutions together; and (c) incorporate a physically relevant interface condition to choose the correct solution. Let L be the locally defined set of bicharacteristics of the function H(x, p). By requiring the Hamiltonian to be constant along trajectories, we create an equivalence class of bicharacteristics 
for reflection and
, for which the transmitted momentum is imaginary, the conservation of energy does not tell us which of these two bicharacteristics a particle should physically follow. In order to resolve the nonuniqueness, we require an additional interface condition which we derive from the Schrödinger solution across the interface. By interpreting a wave function as a statistical ensemble of a large number of particles [31] , we have the interface condition
where T (p) denotes the probability of an incident particle being transmitted across some region, R(p) denotes the probability of an incident particle being reflected, and the incident momenta
come from (3.3b) and (3.3a).
We assume that the probability of a particle being absorbed by the barrier is zero and hence T (p) + R(p) = 1. By defining
0 otherwise, i.e., total transmission/reflection, condition (3.4) reduces the classical Liouville solution for which bicharacteristics are uniquely determined for each (x, p). When T (p) ∈ (0, 1), i.e., partial transmission/reflection, the bicharacteristics are no longer unique and instead we consider multiple bicharacteristic solutions. Every interaction with a barrier potentially introduces a reflected and transmitted solution resulting in an additional bicharacteristic. We may enumerate the solutions and define a bicharacteristic solution to the Liouville equation as
where
is the kth global bicharacteristic for H(x,p). By linearity of the Liouville equation we may consider the general solution as the superposition of the bicharacteristic solutions
where c k (H(x, p)) is the product of reflection and transmission probabilities along the kth bicharacteristic.
Except for simple solutions such as the global-in-time solution for a piecewiseconstant potential or the local-in-time solution for a piecewise-quadratic potential, an exact solution cannot be explicitly given. Even for a simple discontinuous oscillator the number of bicharacteristics that need to be tracked becomes cumbersome in a short time interval. See Figure 3.1. By solving the model numerically, we mitigate these difficulties.
4.
A semiclassical approach and numerical discretization.
A semiclassical approach.
When the quantum barrier is sufficiently narrow, the barrier may be modeled using the time-independent Schrödinger equation. We may then derive the transmission/reflection probabilities for the interface condition (3.4) by considering the current density. The interface condition is used to connect two classical domains modeled by the classical Liouville equation (2.11).
We consider an algorithm consisting of an initialization routine and a Liouville solver:
1. During initialization, we determine the stationary states at the barrier by solving the time-independent Schrödinger equation. The solutions may be found by considering the barrier as an open quantum system [2] outside of which the potential is constant. Typically, this may be done by using a quantum transmitting boundary method [25] , a spectral projection method [28] , or a transfer matrix method [1, 23, 17] . With this solution, we compute the scattering information, namely the transmission and reflection coefficients.
2. Following initialization, we solve the Liouville equation using a finite volume method. As done in [20] the interface condition (3.4) is built into the numerical flux in a framework called the Hamilton preserving scheme. This yields a numerical scheme for which the stability condition-the CFL condition-is hyperbolic, namely, Δt = O(Δx, Δp) with l ∞ and l 1 stability. See [20] . This approach aims at capturing the weak limit of the Schrödinger and von Neumann equations as ε → 0, without solving the Schrödinger or von Neumann equations over the entire domain, but rather just at the quantum barrier and only in the initialization step. We now discuss the initialization routine and the finite volume routine in detail.
Routine initialization.
We use the transfer matrix method because it is robust over a wide range of momenta. On the quantum scale we decompose a onedimensional barrier into a sequence of step potentials over which we solve the timeindependent Schrödinger equation exactly. Take a quantum barrier in the bounded region Q = [x 1 , x 2 ] and take the potential to be constant outside this barrier-
has the solution 
An arbitrary quantum barrier may be discretized and approximated by a series of step potentials, for each of which a transfer matrix may be computed analytically. Specifically, the transfer matrix may be approximated as
j , where
is the transfer matrix associated with a potential jump V (x One may also express the solutions in C 1 and C 2 in terms of a scattering matrix S which relates the incident and scattered waves
where Δ = det M = m 22 m 11 − m 12 m 21 . By considering the time evolution of the position density ρ(x, t) = |ψ(x, t)| 2 in the Schrödinger equation, one derives the continuity equation
where the current density is defined as J(x) = εm −1 Im (ψ∇ψ). From equations (4.1), one has that
where m is the effective particle mass. The positive-valued terms of the J(x) express the flux of right-traveling waves and the negative-valued terms express the flux of left-traveling waves. In particular, for a wave incident on the barrier from the left (b 2 ≡ 0), we have a 2 = t 1 a 1 and b 1 = r 1 a 1 . It follows that the reflection coefficient R 1 , the ratio of the reflected to incident current densities, and the transmission coefficient T 1 , the ratio of the transmitted to incident current densities, are
Similarly, for a wave incident from the right
The transmission and reflection coefficients are uniquely determined along a bicharacteristic. It is clear by time reversibility that the transmission coefficient along any bicharacteristic is independent of direction
A Liouville solver.
Without loss of generality, we shall take the mass m = 1 in which case we equate the velocity with the momentum p. To solve the semiclassical Liouville equation (2.11), we use a Hamiltonian-preserving finite volume method [22] . We consider a uniform mesh in phase space with grid points at (x i+1/2 , p j+1/2 ) and denote grid spacing Δx = x i+1/2 − x i−1/2 and Δp = p j+1/2 − p j−1/2 with i, j ∈ Z. Let the cell centers be
For convenience of notation, we shall take p 0 ≡ 0 and p −j = −p j . We shall consider the quantum barrier to be located at a cell interface x Z+1/2 for some integer(s) Z.
Define the cell average over the cell
The finite volume discretization of the one-dimensional Liouville equation (2.11) is
where the discrete operators ∂ x f ij , ∂ p f ij , and
f (x, p) dp,
f (x, p j+1/2 ) dx, and
Upwinding is used to approximate the fluxes f From conservation of the Hamiltonian (3.3) we have that the incident velocity q j (upwind of the barrier) for a particle transmitted with velocity p j is
Similarly, the transmitted velocity (downwind of the barrier) for a particle incident with velocity p j is −q −j . The incident velocity for a particle reflected with velocity p j is simply −p j . Note that, whereas −p −j = p j , in general −q −j = q j . Further note that by time reversibility
The left and right limits of the probability distribution f in the cells immediately downwind of the quantum barrier are determined by the interface condition (3.4)
The values for f (x ± Z+1/2 , q j ) are approximated in a manner similar to Scheme II of [22] . Consider the flux incident from the left (q j > 0)-the same treatment applies to flux incident from the right. We define f (x − Z+1/2 , q j ) as the cell average
pf (x − Z+1/2 , p) dp, (4.11) where
The integral is approximated by a composite midpoint rule. Since the limits of the integral are not generally grid points in the p-direction, some care must be taken. If
for some k, then we take
where the slope σ p (·) in the p-direction is calculated using the van Leer limiter
with φ(θ) = (θ + |θ|)/(1 + |θ|) [26] .
for some k and s, and we take
For a second-order accurate method we use a slope-limited piecewise-linear interpolant to approximate the right and left density limits (4.14) where λ j = |v j |Δt/Δx and the slope σ x (·) in the x-direction is calculated using the van Leer limiter
Since the slope σ x (·) is a function of f i−1,j , f i,j , and f i+1,j and the density f is not necessarily continuous across the barrier in the x-direction, we cannot directly use (4.14) and (4.15) to calculate the density limits at the barrier interface. Rather, we first need to construct the ghost densities f * Z and f * Z+1 across the barrier using the scattered densities at x Z and x Z+1 based on conservation of mass. Specifically, downwind of the barrier
with ghost densities f * Z and f * Z+1 located upwind of the barrier; and upwind of the barrier
with ghost densities f * Z and f * Z+1 located downwind of the barrier. Construction of the ghost densities is analogous to using ghost cells to enforce semipermeable inflow and outflow reflecting boundary conditions. To calculate the ghost densities upwind of the barrier we use the interface condition (3.4) to mix together the densities upwind of the barrier that will subsequently be combined through transmission and reflection. In this case,
To calculate the ghost densities downwind of the barrier we unmix the densities downwind of the barrier that were previously combined through transmission and reflection at the barrier. In this case,
In both cases, the densities f (x Z+1 , ±q ±j ) and f (x Z , ±q ±j ) are approximated in a manner similar to (4.11).
To approximate f ± i,j+1/2 to second order in the p-direction we have
with λ i = |∂ x V i |Δt/Δp and the slope σ p (·) defined using the van Leer limiter (4.12).
Numerical examples.
In this section, we present a few examples of both pure state dynamics and mixed state dynamics in order to verify and validate the semiclassical model and numerical scheme. The semiclassical model is validated in the first two examples. The numerical approach is verified in the third example. Finally, a nontrivial application of the overall methodology is provided in the final example.
For a mixed state solution with a macroscopic distribution, we are not limited by the support of the wavepacket, and the complexity of the scheme is O((ΔxΔpΔt) −1 ), where Δx, Δp, and Δt ε. For direct simulation of the von Neumann equation, not only must we resolve ε in space and time, but we must solve the equation over two space dimensions and one time dimension so the complexity of the scheme is O(ε −3 ). When ε 1, the computing time for a direct von Neumann solution is considerably longer than for the multiscale semiclassical Liouville solution.
The numerical Schrödinger solution may be computed using the Crank-Nicolson operator
where the discrete Hamiltonian operator
with Kronecker delta δ ii = 1 and δ ij = 0 if i = j. Markowich, Pietra, and Pohl [29] show that for such a scheme, in order to guarantee correct approximation to physical observables for small ε, one needs to take Δx = o(ε) and Δt = o(ε). One may also compute the numerical Schrödinger solution using a pseudospectral method with Strang splitting [4] . In this case, one splits the kinetic and potential terms, so that for each time step
and the operators F and F −1 denote the one-dimensional discrete Fourier transform and discrete inverse Fourier transform with respect to the x and k variables. One can use a mesh that is coarser than the mesh required by a finite-difference method to resolve ε and capture the correct dynamics [4, 5] . Based on numerical observation, we find that we require Δx < ε/4 to ensure numerical convergence to the correct physical observables and for numerical error to be insignificant. When the potential is discontinuous, we find that the solution exhibits artificial oscillations unless Δt < (Δx)
2 /ε and Δt < ε/V (x). The von Neumann equation
has the formal solution
By using the discrete Hamiltonian operator (5.2), we may approximate the von Neumann solution in terms of the Crank-Nicolson operator (5.1) to get a method without splitting errorρ
where ρ n ij =ρ(x i , x j , t n ). We may also solve the von Neumann equation using a pseudospectral method with Strang splitting [18] 
, where
and the operators F and F −1 denote the two-dimensional discrete Fourier transform and discrete inverse Fourier transform with respect to the (x, x ) and (k, k ) variables. The FFTs may be optimized by exploiting the hermicity of the density matrix.
Alternatively, we may calculate the von Neumann solution indirectly by solving the Schrödinger equation for several states and then using definition (2.7) to construct the density matrix. This simplifies a two-dimensional problem over N 2 grid points to n independent one-dimensional problems over N grid points. If the initial distribution is localized in phase space, n may be chosen to be appreciably smaller than N , saving not only memory but also contributing to a considerable reduction in computation time. Furthermore, this approach allows us to implement the solution using a parallel computer cluster. One way to implement such a scheme is to use states generated by taking thin slices of the initial distribution along the x-direction. Consider the WKB initial condition
which describes a wave packet with an O(1) spread in position and O(ε) spread in momentum. While such an initial condition is chosen in order to simplify and aid in computation of the von Neumann solution, it also has physical relevance as a Maxwellian in kinetic theory.
Let the weight distribution in the definition of the density matrix (2.7) bẽ
where the scaling factor s ε = 1/ 1 + (ε/2σ x σ p ) 2 . Then ρ(x, x , 0) = ∞ −∞f (x,p)ψ(x, 0;x,p)ψ(x , 0;x,p) dx dp
Using the Wigner transform (2.10), we have the equivalent Liouville initial distribution
which is independent of ε.
To compare the convergence of the Schrödinger and von Neumann solutions in the semiclassical limit, we use the L 1 -error of the position probability density function (pdf)
f (x, p, t) dp. We replace |ψ(x, t)| 2 withρ(x, x, t) for the von Neumann solution. The semiclassical Liouville model should also predict the correct weak limit for multiphase solutions when interference in the Schrödinger and von Neumann solutions results in oscillations in the probability density distribution. To measure the weak convergence in the semiclassical limit, we determine the L 1 -error in the cumulative distribution function (cdf), i.e., the antiderivative of position density [16] 
In each example we compare the exact or numerical semiclassical Liouville solution with numerical Schrödinger or von Neumann solutions for equivalent initial distributions and potentials. Since the interactions with the boundaries are not relevant to the study, a sufficiently large domain is chosen and simulation is stopped before the wave envelope reaches the boundaries. 
A particle impinging on this potential from the left is totally reflected when the incident velocity is less than 1.
We find the exact solution by the method of characteristics by tracing along the bicharacteristics backward in time to the initial conditions. Let Ω(t) = { (x, p) | x < 0 and x − pt < 0, or x > 0 and x − pt > 0 } be the region in phase space where the bicharacteristics have not crossed the quantum barrier at x = 0 within a time t. Then the exact solution
where the incident velocity is given by q = p 2 + 1 if p > 0 and q = − p 2 − 1 if p ≤ 0. From (4.3) and (4.7), the reflection coefficient is given by
Note that when p ∈ [−1, 0], q is imaginary and R = 1, indicating total reflection. Consider the WKB initial condition
as a wavepacket generalization with the amplitude and phase functions given by
Since S(x) is a quadratic function, we can calculate the Wigner transform of ψ(x, 0) exactly to get
In the semiclassical limit (ε → 0), we have A(x) , we create a wave envelope that is independent of ε, allowing us to study the convergence of solutions as ε → 0. When a = 0, the distribution of phases included in the Schrödinger solution is also O(1).
Using the above semiclassical WKB initial conditions (5.8), we note that when t = −1/2a the position density for the Liouville solution (5.7) exhibits a caustic with all bicharacteristics intersecting at either x = b/2a or x = −b/2a for reflected solutions. Because of the nonlinear change to the incident velocities, the transmitted bicharacteristics do not cross simultaneously resulting in a traveling front, the leading edge of which is unbounded.
Take (x 0 , p 0 ) = (− Table 5 .1. Based on this study, we find that the l 1 convergence rate in ε of the pdf is about 0.6 and the l 1 convergence rate in ε of the cdf is about 1.1.
Example 5.2. von Neumann solution with step potential. We now consider the solution to the von Neumann equation with the step potential given Example 5. To construct a von Neumann initial conditionρ(x, x , 0) which corresponds to a Liouville initial condition f (x, p, 0), we may directly use the definition of the density matrix (2.7) for some weight function with the probability amplitudes ψ(x, t) given by Gaussian ε-wavepackets
The Liouville initial condition may subsequently be calculated by a Wigner transform of the density matrix. Alternatively, we may construct the density matrix by using the inverse Wigner transform applied to the Liouville initial conditions f (x, p, 0) to getρ
x−x )/ε dp. By taking the Liouville initial conditions to be the Gaussian
we may compute the von Neumann initial conditions exactly to get solutions are listed in Table 5 .2. Based on our study, we find the convergence rate of the l 1 -error of the pdf is about 0.7 as ε → 0 and the convergence of the l 1 -error of the cdf is about 0.9 as ε → 0.
We may also consider the effect of incorporating barrier time delay in the approximation of the von Neumann equation for nonvanishing ε. As evident from the offset of the centers of the distributions on the left side of Figure 5 .2, one source of error is the time delay which vanishes in the semiclassical limit. The time delay may be considered as an O(ε) correction, and hence we may neglect it in the semiclassical limit. While the addition of a delay time is numerically nontrivial, for the analytic solution (5.7) it is a straightforward modification.
Typically, time delay is defined in terms of Wigner time delay, the delay to the group velocity of a wave packet resulting from reflection and transmission. As such it is meaningful when the wave packet has a well-defined peak. This is not generally the case, especially when the barrier is sufficiently wide. Considering the scattering relation (4.5), the reflection and transmission group delay times for unit mass are [31] τ t = ε p d dp arg t = ε p Im 1 t dt dp and τ r = ε p d dp arg r = ε p Im 1 r dr dp . We compare the von Neumann solution with the Liouville solution with time delay correction. The l 1 -errors are listed in Table 5 .3. Based on this study, we find that the addition of delay time provides some improvement to the model. The convergence rate of the l 1 -error of the pdf is about 1.3 and convergence rate of the l 1 -error of the cdf is about 0.9 as ε → 0. We calculate convergence rate as Δx, Δp, Δt → 0 of the numerical scheme for the semiclassical Liouville equation by computing the l 1 -error of the numerical solutions using a mesh with N = 50, 100, 200, and 400 grid points. For an "exact" solution, we use the numerical solution using N = 3200. The errors are listed in Table 5 .4. Based on this study, we find the convergence rate of the numerical scheme using the l 1 norm is about 1.2.
Example 5.4. Resonant tunneling von Neumann solution.
We present a final example to illustrate a specific physical model, the resonant tunneling diode (RTD) [24, 30, 35] . An RTD consists of thin layers (a few nanometers thick) of different semiconductors, such as gallium arsenide (GaAs) and aluminum gallium arsenide (AlGaAs), which are sandwiched together to form a double-barrier quantum well structure. For semiconductors the de Broglie wavelength is on the order of tens of nanometers, so the length of the entire RTD structure is on the length scale of a de Broglie wavelength. The region outside the barrier is doped to provide a sufficient number of free electrons. Unlike the transmission probabilities of the step potentials presented in the previous examples, the transmission probability of an RTD is not a monotonic function of the incident particle energy. Rather, it is oscillatory and admits narrow peaks of total or almost total transmission well below the cutoff energy for classical transmission. By changing the bias voltage of an external electrostatic potential applied to the system, the resonance may be tuned to admit electrons of varying energies. We shall assume that the electron trajectory is ballistic. In the quantum region, this simplification is appropriate since the electron mean free path is substantially larger than the barrier thickness. However, away from the barrier this simplification is physically unrealistic since the electron mean free path is small compared to the classical length scale for a dense medium. In this case, a relaxation term or collision operator should be added to the Liouville equation to capture the particle dynamics. Since we require that the Hamiltonian be only locally preserved, the model may be extended to a dissipative system, for which the Hamiltonian is continuous, without changing the approach discussed in sections 3 and 4. Hence, for the purpose of validation, the assumption is reasonable.
We construct a representative barrier The semiclassical Liouville solution is solved using the numerical method proposed in section 4 using N grid points over [−4, 4] in x, 2N grid points over [−3, 3] in p, and 3N steps in time. The exact solution is computed using (5.7) with transmission and reflection probabilities calculated using the transfer matrix method. In computing the transfer matrix for both the numerical and exact solutions, the quantum barrier is discretized using 2000 grid points over the length 6ε for an arbitrary ε. The results are shown in Figure 5 .6 and Table 5.5. We calculate an l 1 convergence rate of 1.7 in Δx, Δp, Δt. 6. Conclusion and outlook. In this paper, we investigated a one-dimensional time-dependent quantum transport model in the semiclassical limit applicable for O(ε) quantum barriers. We constructed a multiscale Hamiltonian-preserving scheme to solve the model and we verified that the model correctly describes the weak limit of the Schrödinger and von Neumann equations. Currently, we are exploring extending the model and the numerical scheme to wider range of geometries and multiple dimensions for more general applications, notably a coherent semiclassical model.
