Abstract-Collaborative filtering (CF)-based recommenders are achieved by matrix factorization (MF) to obtain high prediction accuracy and scalability. Most current MF-based models, however, are static ones that cannot adapt to incremental user feedbacks. This work aims to develop a general, incremental-and-static-combined scheme for MF-based CF to obtain highly accurate and computationally affordable incremental recommenders. With it, a recommender is designed to consist of two components, i.e., a static one built on static rating data, and an incremental one built on a sub-matrix related to rating-variations only. Highly reliable predictions are thus generated by fusing their results. The experiments on large industrial datasets show that desired accuracy and acceptable computational complexity are achieved by the resulting recommender with the proposed scheme.
I. INTRODUCTION
W EB data explode with the rapid progress of the WorldWide-Web. It becomes common for online-recruiters to receive thousands of resumes, for online-consumers to see numerous commodities, and for web-surfers to face millions of pages. In a word, this information explosion has caused a serious problem: how to filter the truly desired information out of billions of bytes?
One efficient solution to this problem of information overload is the use of recommender systems. They model the people-information relationships to connect users with their potential favorites [1] - [4] . Emerging in 1990s, they are achieved by several approaches [1] - [3] ; among them a successful and popular one is collaborative filtering (CF) [1] - [7] . CF models the historical user behaviors (e.g., scores and clicks) on involved items (e.g., commodities and movies) with a user-item rating-matrix, where the ratings are connected with user preferences. Since most users are engaged in a very limited set of items only, a user-item rating-matrix is incomplete with numerous unknown entries. On the other hand, if these unknown entries are properly predicted, it is possible to grasp the potential favorites of corresponding users. Thus, through the user-item rating-matrix, CF transforms the problem of personalized recommendation into missing data estimation, where the key is to estimate the unknown user-item pairs as accurately as possible based on known ones.
According to recent progress of CF, matrix factorization (MF)-based models have proved to be highly efficient and scalable [1] - [5] . This CF branch generally works by mapping both the items and users into the same latent feature space, where each user/item feature is inferred from the existing ratings. The estimates of the missing entries are generated heavily relying on the inner products of corresponding feature vector pairs.
By employing singular value decomposition (SVD), Sarwar et al. propose the earliest model of this kind [8] . Although it requires filling the unknown ratings artificially for carrying out an SVD process, it can greatly reduce the storage complexity with competitive prediction accuracy. After that, several MF-based techniques have been proposed and successfully applied to CF recommenders. Hofmann employs probabilistic latent semantic analysis to build a CF model [9] ; Srebro et al. propose the maximum-margin MF-based model [10] ; and Kuzucz et al. propose the expectation maximization-based MF model [11] . At the Netflix Prize competition, CF based on regularized MF (RMF) [12] , [13] has shown high accuracy and scalability. Since then, MF-based models received more attention, and several sophisticated models have been proposed and gained real-world applications. The representative works of this kind include biased SVD model [14] , biased regularized incremental simultaneous MF model [15] , model [3] , [16] , probabilistic MF model [17] , and nonparametric MF model [18] . Moreover, the idea of MF-based CF has also been employed to many related issues, e.g., social recommendation [19] , [20] , web service quality-of-service (QoS) prediction [21] , [22] , video re-indexing [23] , and mobile-user tracking [24] .
The aforementioned MF-based models, in spite of the high scalability and accuracy, are all static models. They are built on static training datasets and cannot adapt to online, incremental feedbacks quickly. However, it is well recognized that in modern e-commerce systems user behaviors often vary fast, thereby leading to an ever-changing user-item rating-matrix. If a recommender system makes quick response to this variation, its recommendations can reflect the corresponding user interests more timely, flexibly and specifically, thereby improving user satisfaction and loyalty.
An ideal way to cope with this rapid data-variation is to make recommenders adaptive to rating-variations. Therefore, incremental update mechanisms in recommenders become very important. Since CF -based recommenders are highly efficient and popular, they are chosen as the base model to investigate incremental recommenders. There are several relevant pioneering works. Papagelis et al. investigate the incremental CF in context of rating-similarity based K-Nearest-Neighborhood (KNN) CF recommenders, and propose an incremental user-oriented KNN model [25] . Motivated by this pioneering work, we propose a boosted incremental KNN model [26] , which can achieve higher performance than the original one.
However, recent research on CF shows that rating-similarity-based CF models are outperformed by MF-based models in terms of both prediction accuracy and scalability in many cases, e.g., in the Netflix Prize Competition [2] , [11] - [17] . Thus, MF-based incremental schemes are desired. Agarwal et al. propose the fast online bilinear factor model [27] ; however, it requires extra information about users/items such as the demographic data, which may not be available. Sawar et al.
propose an incremental SVD-based recommender via a fold-in technique [28] . Takacs et al. and Rendle et al. implement online updates in context of MF-based CF by fixing the current model and training only the corresponding features of users/items on arrival of rating-variations [15] , [29] . However, they can only update the features directly related to rating-variations without modeling the influence on the indirectly involved ones. These features have no direct connection with the rating-variations, but are affected by them during the training process.
In our previous work [30] , we propose an incremental RMF (RMF-I) model through modeling the influence on the already trained model brought by the rating-variations (hereafter we refer to the influence on trained parameters by rating-variations as the rating-variation-effect). RMF-I can handle the rating-variation-effect efficiently; but lacks generality. The incremental updates in I-RMF depend on the training process of RMF; if the base model is changed, then the update rule of each parameter needs to be redesigned [30] .
This work aims to design a general incremental-and-staticcombined scheme for MF-based CF recommenders with high performance. Its main idea is to design a recommender consisting of a static component and an incremental component. The recommendations are generated by combining their prediction results.
The rest of this paper is organized as follows. Section II gives the preliminaries. Section III describes the proposed model. Section IV gives the experiments. Finally, Section V concludes this paper.
II. PRELIMINARIES
In CF models, historical user behaviors are usually modeled into a user-item rating-matrix, as defined in [2] , [5] , [16] , and [30] :
Definition 1: Given an item set and a user set , a user-item rating-matrix R is a , incomplete matrix where each given element is proportional to user 's preference on item .
Thus, the problem of CF is regarded as a process of missing data estimation [2] , [5] , [16] , [30] . Let denote the known entry set of , and denote the whole entry set of , respectively; thus, the problem of CF is defined as [2] , [16] , [30] :
Definition 2: Given , a CF problem is to construct an estimator to generate prediction for each entry and minimize . MF-based approaches have proved to be highly efficient [1] - [5] . One well-known model of such kind is RMF [2] , [12] - [16] with its high accuracy and scalability. In RMF, by modeling each user/item with a specified latent feature vector, the user set and item set are transformed into the feature matrices and , respectively; where denotes the user feature matrix with each row representing a specified user, and denotes the item feature matrix with each row representing a specified item. Note that denotes the dimension of the latent space and . , the -rank approximation to is given [12] - [17] (1)
Let
, then the estimation to is by the inner product of the corresponding pair of feature vectors [12] - [17] (2) Note that and denote the th row-vector of and th row-vector of , respectively. Further studies [10] , [19] - [21] indicate that integrating the user and item linear biases into (2) can improve the scalability and accuracy of the resulted model. With and denoting the linear biases of user and item , respectively, such an extension is given by [3] , [14] - [16] (3)
As suggested in [15] , this extension is simplified as (4) where denotes the first element of and denotes the second element of , respectively. Note that due to the integration of linear biases, the feature vectors in (4) have two additional dimensions compared with those in (2) and (3). Our following presentation will adopt (4) for simplicity.
Then, by modeling the prediction loss of on the training dataset, the loss function [15] is given by (5) where denotes the standard Euclidean norm, and the bulk behind parameter is the Tikhonov regularizing term. With (5), the desired parameters and are obtained by minimizing with respect to them via quadratic optimization solvers. RMF employs the stochastic-gradient-decent solver to deal with this task, and trains each feature vector as follows [3] , [12] - [16] : (6) where denotes the learning rate. This training process is carried out on the whole training dataset for several epochs to obtain the global minimum of on with respect to and . As mentioned in Section I, the global-optimization-based MF recommenders like RMF are highly accurate and scalable. However, according to the aforementioned training process, it would be fairly difficult to implement exact incremental update based on an already trained model; a single rating-variation can disturb the rating distribution of , thereby leading to a different training process along with slight but widespread differences in the resulted feature matrices. In the following section, we first show how to control the spread of rating-variation-effect, and then present the proposed scheme.
III. INCREMENTAL-AND-STATIC-COMBINED SCHEME
In this section, we aim to design a practical incremental-andstatic-combined scheme for MF-based CF models, which can enable incremental updates as well as providing highly reliable predictions. For simplicity, we present our scheme in context of RMF. Nonetheless, this scheme is general and adaptive to other MF-based models.
A. Constraining the Spread of Rating-Variation-Effect
Due to the iterative training process, the rating-variation-effect by one single rating-variation will propagate to nearly every feature parameter of an MF-based model, as shown in the left panel of Fig. 1 . However, if the rating-matrix is divided into independent sub-matrices, such an effect is restricted inside of the corresponding sub-matrix only, as depicted in the right panel of Fig. 1 . Theoretically, such a strategy leads to loss of prediction accuracy: the rating-variation-effect ought to spread globally, but now it is confined within each sub-matrix locally. However, it also enables us to carry out the incremental update more conveniently: the propagation of rating-variation-effect is restricted, and the affected features are reduced to those related to the updated sub-matrix. Meanwhile, by carefully designing the update process, its impact on prediction accuracy can be reduced, as described later in Section III-B, and supported by the experimental results in Section IV-C.
Based on such an intuition, a straightforward approach is to divide the user set and item set into equivalent subsets. Then, the corresponding ratings are confined in nonintersecting sub-matrices, as shown in Fig. 2 . Hence, we rewrite as follows:
. . .
where each denotes a semi-diagonal sampling from . Thus, we can build an MF-based model based on each , formulated by (8) Note that each consists of sub-matrices with non-crossing user sets and item sets. So the training of each feature vector is related to the corresponding sub-matrix only, and does not depend on latent features outside this sub-matrix. Then, for each model built on , the feature matrices and can also be split to approximate each sub-matrix 
From (9), we see that each contains about of the training data in average. Consequently, for the prediction accuracy on , cannot outperform due to the difference in given data. However, in terms of the data density of each sub-matrix in , it is comparable to that of . Thus, we can obtain acceptable prediction accuracy from each via restricting the prediction coverage of each feature vector within the related sub-matrix, formally given by if otherwise (10) where is the indicator factor. One concern is the model convergence with (9) and (10) . Note that we did not change the training rule of the original model when manipulating ; each is built on the corresponding sub-matrix and estimates unknown entries inside . Therefore, with an MF-based model able to converge on like RMF as the base model [3] , [12] - [18] , each can converge on the corresponding sub-matrix . With (9) and (10), the rating-variation-effect is restricted within each sub-matrix through splitting . Hence, the incremental update can be implemented easily by retraining the involved feature vectors, with much lower computational complexity than retraining the whole model. In the next section, we complete this strategy to make it practical. 
B. Practical Design
In this section, we deal with the details to carry out the practical design of our scheme. To do so, we need to address two issues, i.e., extracting the rating-variation-related sub-matrix which is called v-matrix for short, and generating reliable predictions.
1) 1) Extracting the V-Matrix:
This problem does not exist if we employ the straightforward strategy in Section III-A, since with it the boundary of each sub-matrix is fixed. However, in real-world applications, we do not know the distribution of the rating-variations in advance. Therefore, each entry of is supposed to have the same probability to vary. As a result, ratingvariations probably spread over multiple sub-matrices, making it difficult to trigger an incremental update.
Therefore, instead of splitting into multiple sub-matrices with fixed boundaries, we choose to maintain a sole v-matrix according to dynamical rating-variations. Note that each sub-matrix of is decided by specified user and item subsets; since each rating-variation corresponds to a specified user and a specified item, we obtain user and item subsets according to a set of rating-variations. With them, a v-matrix can be extracted dynamically. Note that the extraction of a v-matrix does not rely on the consecutiveness of users and items; e.g., with , and as the user set, , , and as the item set, a v-matrix can also be extracted, as depicted in Fig. 3 . It should be pointed out that a v-matrix contains not only the varied ratings, but also existing static-ratings inside it; or else the prediction accuracy will be impaired due to the problem of sparsity. Through this strategy, we obtain the desired v-matrix, as shown in Fig. 3 .
2) 2) Generating Predictions: After extracting a v-matrix, the next step is to generate highly reliable predictions which are aware of rating-variations. In order to achieve it, the following issues, including the prediction rule and triggering of incremental updates, should be addressed.
1) Prediction Rule:
Ratings in a v-matrix cover the latest variation of user behaviors. Based on the analysis in Section III-A, it is feasible to build an RMF model on this sub-matrix for tracing the data variations with low computational complexity. However, this model built on a v-matrix, namely, the incremental component, should take charge in predicting unknown entries inside the v-matrix only; or the prediction accuracy cannot be guaranteed due to the low data-density. Thus, we should also maintain another model, namely, the static component, to predict the unknown entries outside the v-matrix.
Nevertheless, since rating-variations in real-world applications can only accumulate gradually over time, only the initial static data are available at the very beginning. Then in our design, the static component is actually built on the whole initial training set. The training of an incremental component is triggered according to the accumulation of rating-variations.
With these two components, we make predictions for unknown entries according to their locations in . For entries outside the v-matrix, the prediction should be generated by the static component only. This is because the v-matrix only represents a small part of . If the incremental component predicts for those outside the v-matrix, the prediction accuracy is impaired due to lack of information.
On the other hand, predictions for unknown entries inside the v-matrix should heavily rely on the incremental component, for its awareness of rating-variations. However, since the incremental component is not aware of the "global-context" information provided by ratings outside the v-matrix, predictions by the static component are good supplement. Hence, it is necessary to combine the predictions generated by both for unknown entries inside the v-matrix, so that both rating-variation-effect and global-context information are taken into consideration. This leads to the following prediction rule: if otherwise.
In (11), and denote predictions by the incremental and static components, respectively; denotes the unknown entry set in the v-matrix; and is the coefficient responsible for fusing both predictions, namely, the fusion factor. In practice, is pretuned on toy sets to ensure desired performance.
2) Triggering of Incremental Updates: In real-applications rating-variations accumulate over time. So, we extract the v-matrix when rating-variations increase over a predefined threshold , namely, the update threshold. Each hit of is an "update point," when the incremental component is built on the extracted v-matrix to integrate rating-variations.
Note that with the accumulation of rating-variations, the v-matrix continues to expand and can grow up to a large part of the original rating-matrix. This will result in high computational cost to build the incremental component. We address this issue with a reset strategy: when the count of rating-variations exceeds another threshold , namely, the reset threshold, a "reset point" is hit and thus triggers the retraining of the static component on the current whole . With the following theory, we prove that with this strategy, the accumulative computational cost is decreased compared with the situation without such settings.
Theorem 1: By employing the reset strategy at proper points, the total computational cost is reduced.
Proof: With rating variations distributed uniformly in , the v-matrix is assumed to expand steadily, so the increase of computational cost at each update point can be denoted with one unit on average; i.e., at the first update point the computational cost to rebuild the incremental component is 1 and at the th update point is . So the accumulative computational cost till the th update point is given by (12) On the other hand, by employing the reset strategy at the th update point, the accumulative cost is transformed into (13) where is the cost of rebuilding the static component. Making and combining (12) and (13) lead to:
The solvability condition for (14) is . Thus, lower computational cost can be achieved with the reset strategy when . By combining the strategies mentioned in Section III-B, the proposed incremental-and-static-combined scheme is taken into practice. We have applied this scheme to RMF and designed the incremental-and-static-combined RMF-based recommender , of which the process is summarized in Algorithm . 
Algorithm

Steps
IV. EXPERIMENTS AND RESULTS
A. General Settings 1) Dataset:
We have conducted experiments on two different CF datasets, respectively, are: a) D1, which is the subset containing the ratings on the first 1000 items (ranked by item ID) of the NetFlix dataset. Note that we chose D1 as one of our experiment datasets because it can represent the whole NetFlix dataset well. The whole dataset contains 100,480,507 ratings by 480,189 users on 17,770 items; its rating density is 1.18%. The subset we chose, i.e., D1, contains 5,010,199 ratings by 404,555 users on the first 1000 items; its rating density is 1.24%. Thus, we see that ratings in D1 are by about 84.2% users of the whole dataset, and its density is very close to that of the whole dataset. Therefore, it is reasonable to believe that D1 has similar characteristics to the original NetFlix dataset. Ratings in D1 are in the range of [1, 5] . b) D2, the MovieLens 10M dataset, which is collected by the MovieLens website and contains 10,000,054 ratings by 71,567 users on 10,681 items. Its rating density is 1.31%, and rating scale lies in the range of . Either dataset is split into three parts, which are respectively known rating set , incremental rating set and Validation Set . The detailed data settings are given in Table I . Note that for both datasets, the data are first sorted according to timestamps and then further split into these three parts, to simulate the real-world cases. The cross validation technique is applied to the training process of each involved model on both datasets to obtain more objective results.
2) Evaluation Metric: Recommenders are evaluated from several aspects, i.e., prediction accuracy, coverage, and novelty [32] - [34] . In this work, we are mainly concerned with the closeness of predictions to the actual ratings, since it can directly reflect whether or not the recommender has integrated rating-variations correctly. Thus, we choose the root mean squared error (RMSE) as the evaluation metric. RMSE is a widely used metric for evaluating the statistical accuracy of recommenders [32] , [33] , formulated by (15) For a given recommender, low RMSE stands for high prediction accuracy.
B. Experimental Process
The objective of our experiments is to validate the performance of the proposed . In order to obtain more objective [30] , and the incremental recommender regularized kernel MF (RKMF) [29] . Note that the incremental update of RKMF is implemented according to [29] , where the item and user features are updated according to rating-variations and a linear-kernel with non-negative settings is employed. We have also included the original RMF model in our experiment as the benchmark. For RMF, RKMF, and , the hyper parameters and are set at 0.02 and 0.05, respectively. For RMF-I, with the same value of , a smaller at is chosen to make the model converge, as described in [30] .
On both datasets, the values of thresholds and are given in Table II . To simulate the accumulation of rating-variations in real-world systems, ratings in are sorted according to timestamps. During the experiments, these ratings are sequentially put into the system. At each update point, is incrementally updated according to Algorithm . We have repeated this process as varies, to validate its effect on prediction accuracy. The other two incremental models, RMF-I and RKMF, are incrementally updated according to the descriptions in [30] and [29] , respectively. Since the static-component of is rebuilt periodically, the base model of RMF-I and RKMF will also be retrained at each reset threshold to draw a fair comparison. In terms of the original RMF, two different settings are employed. First, the RMF model is used as the static model, which is unaware of the rating-variations, namely, RMF-S. The second setting adopts the totally-retraining strategy, by which the model is totally retrained at each update point, namely, RMF-R. Compared with RMF-S, we intend to illustrate the efficiency of each incremental model in improving the prediction accuracy by integrating the rating-variations. Compared with RMF-R, we intend to check the precision of the incremental update carried out by each incremental model. Generally, two phenomena are expected.
1) Since the prediction accuracy of all the tested recommenders are validated on the fixed validation sets, then for incremental models, with the continuous input of the rating-variations their prediction accuracy is expected to increase, i.e., the RMSE to decrease. 2) RMF-R employs the totally-retraining setting at each update point; thus, it is naturally more accurate than , RMF-I and RKMF. Therefore, the model that can make predictions closest to those by RMF-R is the best of all three tested incremental models.
C. Experimental Results
According to (11) , the prediction accuracy of is affected by fusion factor . Thus, we first record the RMSE variation tendency of with different values in Fig. 4 . From these results, we have several findings: a)
plays an important role in deciding the accuracy of . With small , e.g., 0.1 or 0.3, the information learnt form new ratings by the incremental component is too little to generate predictions that can correctly reflect the change of user behaviors. Therefore, the prediction accuracy is unsatisfactory, as shown in Fig. 4 . With increasing, the prediction accuracy is improved. As depicted in Fig. 4 , with bigger , RMSE tends to decrease, and the fall of RMSE at each reset point becomes indistinct. On D1, with , we can even observe the rise of RMSE at several reset points, which suggests that the prediction accuracy relies little on the retraining of the static component. On D2, the decrease of RMSE at each reset point becomes indistinct with . This phenomenon indicates that by choosing carefully, the prediction accuracy does not depend on the retraining of the static model heavily. Hence, the incremental component can integrate the variation of user behaviors effectively. However, if grows over a certain value, the prediction accuracy of decreases. As shown in Fig. 4 , on both datasets, with , its RMSE increases again, which suggests that the prediction results from two components should be fused properly through tuning the fusion factor to obtain desired prediction accuracy. b) Rebuilding the static component at each reset point brings obvious changes to the prediction accuracy of . Commonly, the RMSE will decrease at each reset point, as shown in Fig. 4(b) , and with in Fig. 4(a) . This is theoretically reasonable, since when replaces the global retraining with the rebuilding of the incremental component, the rating-variation-effect outside the v-matrix is ignored and thereby leading to loss of information; the generated predictions can only approximate those by a model retrained on the updated dataset. Sometimes the desired patterns rely heavily on the ignored part of rating-variation-effect, and then the accuracy of is impaired; as indicated by the occasional increase of RMSE with the input of rating variations in Fig. 4(b) . Therefore, after rebuilding the static component, the rating-variation-effect ignored before this reset point is taken into consideration and the RMSE will decrease.
However, we have also encountered a very interesting phenomenon that RMSE will increase after the rebuilding of the static component sometimes, as shown in Fig. 4(a) with . One possible reason for this phenomenon is the impact of noises. By ignoring the rating-variation-effect outside the v-matrix, may also reduce the impact of noise in it and thus can outperform the totally-retrained model sometimes. Therefore, the RMSE will increase at some reset points when the predictions rely heavily on the "inaccurate" static component. This point obviously calls for our further investigation in the future.
Based on the results in Fig. 4 , we set at 0.7 for on all three datasets, and record prediction accuracy for all tested recommenders as depicted in Fig. 5 . In general, we see that the incremental models, i.e., RMF-I, RKMF, and , cannot outperform RMF-R that integrates the rating-variations by retraining the whole model. This phenomenon is reasonable, since each incremental model makes approximations on the rating-variation-effect which result in loss of information. From Fig. 5 , we see that with the continuous input of ratingvariations, both RMF-I and RKMF carry out effective incremental updates. This is reflected by the decreasing tendency of RMSE with input rating-variations increasing.
clearly performs the incremental update more precisely than RMF-I and RKMF do. As shown in Fig. 5(a) , its RMSE stays very close to that of RMF-R. Actually, at several update points, its RMSE is even lower than that of RMF-R to our surprise. As we discussed before, this phenomenon might be caused by the impact of noises, which impairs the accuracy of RMF-R and calls for our further efforts in the future.
On D2 and D3, the situation is a bit different. As depicted in Fig. 5(b) , never outperforms RMF-R in terms of prediction accuracy. However, at several update points, their RMSE is very close; e.g., with less than 10% or more than 80% rating-variations on D2. Although cannot outperform RMF-R, it implements the most precise update out of all tested incremental recommenders.
From the experimental results in Fig. 5 , we see that compared with RMF-I and RKMF, the proposed has obvious advantage in prediction accuracy.
D. Discussions 1) 1) Selection of Thresholds:
Unlike RMF-I and RKMF, the incremental update of cannot be triggered without accumulation of rating-variations; which means, the choice of the update threshold is critical. With bigger , the incremental update is triggered less frequently and the cumulative computational cost is reduced. With smaller , the incremental update is triggered more often and the recommender reacts to variation of user behaviors more quickly, at the expense of higher accumulative computational cost. For real-world applications, smaller is in general preferred since it is important to make timely feedbacks to user-behavior-variation. But will a too small value of impair the prediction accuracy?
Fortunately, the prediction accuracy of does not rely on . Note that the scope of the v-matrix relies on the item and user sets corresponding to rating-variations. In real-world applications, the rating-variations in will actually form a fixed sequence with time elapsing. Therefore, without resetting, the v-matrices extracted with the same number of rating-variations but different values of will be the same. And with the same v-matrix the obtained corresponding incremental components are also the same since they are based on the same ratings. Hence, there is no difference in prediction accuracy under such circumstances. For instance, we have tested the accuracy of on D1 with the following settings: a) , , as in Section IV-B; and b)
, , where is enlarged with fixing. The results are depicted in Fig. 6 , where we see that with different but the same , the accuracy of does not change; the slight difference in RMSE is caused by the randomized initial values of latent features.
Nonetheless, the reset threshold actually affects the prediction accuracy of since at each reset point the current v-matrix is cleared and the static component is completely retrained. Thus, the sequence of rating-variation is reinitialized. From Fig. 6 , we find that the retraining of the static component generally has positive effect in prediction accuracy; but too frequent retraining certainly leads to high accumulative computational cost. Therefore, in practice, we can employ a bigger (for instance, about that of the available ratings) to ensure high accuracy with affordable computational burden.
2) 2) Efficiency of : As shown in Algorithm , its computational cost includes the cost of building the incremental component at each update point, and the cost of building the static component at each reset point. Thus, the efficiency of relies on and . As we discussed before, should be set large enough to obtain fine accuracy. With fixing, should be chosen carefully since it decides the computational efficiency. For example, the average consumed time per update and consumed time in sum by on D1 with increasing from 2000 to 20,000 are recorded in Fig. 7 . From Fig. 7 , we see that with increasing, the average consumed time by each update increases, but the sum cost decreases. This is because with smaller , the incremental component is rebuilt more frequently, thereby leading to more update and sum time cost.
However, since at most times the system only needs to build the incremental component at each update point, can enable quick response to rating-variations. We have recorded the average time cost of at each update during the experiments in Section IV-B, along with that of RMF-I, RKMF, and RMF-R in Table III; where we see that the efficiency of IR2 is much higher than that of RMF-R, and similar to RMF-I and RKMF.
In the meanwhile, as demonstrated by the empirical results, can implement incremental update correctly. For the common scenarios may appear in online applications, e.g., old users rating new movies/ new users with few ratings/implicit feedbacks, can also address them effectively: a) For the first scenario, i.e., old users rating new movies, with preset properly, the rating-variations are not re- stricted to the totally new items due to the huge user and item counts. The density of the v-matrix is similar to the original rating-matrix according to the spread of rating-variations. Thus, this sub-matrix will not only contain the new ratings but also the historical ratings. Besides, the predictions are generated based on the fusion of information from both historical ratings and rating-variations. Therefore, the historical and incremental information is employed simultaneously to generate accurate predictions. b) For the second scenario, i.e., new users with few ratings, it can be handled by similarly as the first scenario. The v-matrix contains not only the rating-variations, but also the historical ratings to obtain the similar rating-density of the original rating-matrix. c) According to recent research [35] , the implicit feedback data is becoming more important in real recommendersystems, since the availability of explicit data cannot be always guaranteed. However, since takes out the incremental update based on manipulating the dataset and then fusing the prediction results, it can also be transplanted to such circumstances with different base models. Moreover, as discussed in [36] , the training process of MF-based models can be parallelized via employing the alternating stochastic gradient decent. Since is built by manipulating the rating-variations and maintaining the incremental and static components, the training process of these two components is the same as that of the original MF-based model. Therefore, its computational time can be further reduced by employing the parallelization strategies as discussed in [36] .
3) 3) Applying to Other Learning Strategies: In this work we implement in context of RMF, which employs a stochastic-gradient-decent solver to train each desired latent feature. However, as we mentioned above, is designed as a general scheme that is adaptive to other MF-based models employing different learning strategies, e.g., alternating-least-squares or gradient-decent. These learning strategies can be used to train the static and incremental components on the corresponding datasets manipulated by to form an incremental model without modifying a training process. Besides, as discussed in [36] , the training process of an MF-based recommender can be accelerated with carefully-designed strategies.
is also compatible with these strategies to form powerful solutions to real-tasks. We plan to investigate this issue thoroughly in our future work.
V. CONCLUSION
This work focuses on developing an Incremental-and-staticcombined scheme for matrix factorization-based collaborative filtering. The proposed scheme enables designers to build up a recommender with an incremental component to trace the rating-variations, and static component to maintain the context information in the static ratings. The highly accurate and timely recommendations are thus generated through combining the prediction results from them. As an example, this scheme is applied to RMF, thereby resulting in an incremental-and-static-combined RMF-based recommender (IR2). From the experimental results on three industrial-site datasets, we conclude that IR2 can obtain high prediction accuracy close to that of the totally retrained model. Moreover, since our scheme is realized by manipulating rating-variations, it can easily be adapted to the other MF-based recommenders to achieve high prediction accuracy with rating-variations while well meeting the computational requirements. For the future research, an important point is the auto-adjustment of the control parameters, i.e., the update and reset thresholds, along with the fusion factor. We believe that further investigation over this issue will improve the practicability of the proposed scheme. 
