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Abstract
We define the extremal projector of the q-boson Kashiwara algebra Bq(g)
and study their basic properties. Applying their proerties to the representation
theory of the category O(Bq(g)), whose objects are ”upper bounded ” Bq(g)-
modules, we obtain its semi-simplicity and the classification of simple modules.
1 Introduction
In [3], we studied the so-called q-boson Kashiwara algebra, in particular, a kind
of the q-vertex operators and their 2 point functions. We found therein some
interesting object Γ. But at that time we did not reveal its whole properties, as
“Extremal Projectors”. Tolstoy,V.N., et.al., introduced the notion of “Extremal
Projectors”for Lie (super)algebras and quantum (super) algebras, and made
extensive study of their properties and applied it to the representation theory,
(see [2],[6] and the references therein). In the present paper, we shall re-define
the extremal projector for the q-boson algebras, clarify their properties and
apply it to the representation theory of q-boson algebras.
To be more precise, let {e′′i , fi, q
h | i ∈ I, h ∈ P ∗} be the generators of the
q-boson algebra Bq(g). The extremal projector Γ is an element in B̂q(g)(some
completion of Bq(g)) which satisfies the following;
e′′i Γ = Γfi = 0, Γ
2 = Γ,∑
k akΓbk = 1,
for some ak ∈ B
+
q (g) and bk ∈ B
−
q (g) (see Theorem 5.2). Let O(B) be the
category of ‘upper bounded’ Bq(g)-modules (see Sect 3). By using the above
properties of Γ, we shall show that the categoryO(B) is semi-simple and classify
its simple modules.
In [1], Kashiwara gave the projector P for q-boson algbera of sl2-case in
order to define the crystal base of U−q (g). He uses it to show the semi-simplicity
of O(Bq(sl2)). So our Γ is a generalizations of his projector P to arbitrary
Kac-Moody algebras.
The organization of this article is as follows; In Sect.2, we review the defi-
nitions of the quantum algebras and the q-boson Kashiwara algebras and their
properties. In Sect.3, we introduce the category of modules of the q-boson alge-
bras O(B), which we treat in the sequel. In Sect.4, we review so-called Drinfeld
Killing form and by using it we define some element C in the tensor product of
q-boson algebras, which plays a significant role of studying extremal projectors.
In Sect.5, we define extremal projectors for the q-boson algebras and involve
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their important properties. In the last section, we apply it to show the semi-
simplicity of the category O(B) and classify the simple modules in O(B). In [3]
we gave the proof of its semisimplicity, but there was a quite big gap. Thus, the
last section would be devoted to an erratum for it. We can find an elementary
proof of the semi-simplicity of the category O(B) in e.g.[7].
The author would like to acknowledge Y.Koga for valuable discussions and
A.N.Kirillov for introducing the papers [2],[5] to him.
2 Quantum algebras and q-boson Kashiwara al-
gebras
We shall define the algebras playing a significant role in this paper. First, let
g be a symmetrizable Kac-Moody algebra over Q with a Cartan subalgebra t,
{αi ∈ t
∗}i∈I the set of simple roots and {hi ∈ t}i∈I the set of coroots, where I
is a finite index set. We define an inner product on t∗ such that (αi, αi) ∈ Z≥0
and 〈hi, λ〉 = 2(αi, λ)/(αi, αi) for λ ∈ t
∗. Set Q = ⊕iZαi, Q+ = ⊕iZ≥0αi
and Q− = −Q+. We call Q a root lattice. Let P a lattice of t
∗ i.e. a free
Z-submodule of t∗ such that t∗ ∼= Q⊗Z P , and P
∗ = {h ∈ t|〈h, P 〉 ⊂ Z}. Now,
we introduce the symbols {ei, e
′′
i , fi, f
′
i (i ∈ I), q
h (h ∈ P ∗)}. These symbols
satisfy the following relations;
q0 = 1, and qhqh
′
= qh+h
′
, (2.1)
qheiq
−h = q〈h,αi〉ei, (2.2)
qhe′′i q
−h = q〈h,αi〉e′′i , (2.3)
qhfiq
−h = q−〈h,αi〉fi, (2.4)
qhf ′iq
−h = q−〈h,αi〉f ′i , (2.5)
[ei, fj ] = δi,j(ti − t
−1
i )/(qi − q
−1
i ), (2.6)
e′′i fj = q
〈hi,αj〉
i fje
′′
i + δi,j , (2.7)
f ′iej = q
〈hi,αj〉
i ejf
′
i + δi,j , (2.8)
1−〈hi,αj〉∑
k=0
(−1)kX
(k)
i XjX
(1−〈hi,αj〉−k)
i = 0, (i 6= j), (2.9)
for Xi = ei, e
′′
i , fi, f
′
i .
where q is transcendental over Q and we set qi = q
(αi,αi)/2, ti = q
hi
i , [n]i =
(qni − q
−n
i )/(qi − q
−1
i ), [n]i! =
∏n
k=1[k]i and X
(n)
i = X
n
i /[n]i!.
Now, we define the algebras Bq(g), Bq(g) and Uq(g). The algebra Bq(g)
(resp. Bq(g)) is an associative algebra generated by the symbols {e
′′
i , fi}i∈I
(resp. {ei, f
′
i}i∈I) and q
h (h ∈ P ∗) with the defining relations (2.1), (2.3), (2.4),
(2.7) and (2.9) (resp. (2.1), (2.2), (2.5), (2.8) and (2.9)) over Q(q). The algebra
Uq(g) is the usual quantum algebra generated by the symbols {ei, fi}i∈I and q
h
(h ∈ P ∗) with the defining relations (2.1),(2.2),(2.4), (2.6) and (2.9) over Q(q).
We shall call algebras Bq(g) and Bq(g) the q-boson Kashiwara algebras ([K1]).
Furthermore, we define their subalgebras
T = 〈qh|h ∈ P ∗〉 = Bq(g) ∩Bq(g) ∩ Uq(g),
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B∨q (g) (resp. B
∨
q (g)) = 〈e
′′
i , fi (resp. ei, f
′
i)|i ∈ I〉 ⊂ Bq(g) (resp. Bq(g)),
U+q (g) (resp. U
−
q (g)) = 〈ei (resp. fi)|i ∈ I〉 =: B
+
q (g) (resp. B
−
q (g)),
U≥q (g) (resp. U
≤
q (g)) = 〈ei (resp. fi), q
h|i ∈ I, h ∈ P ∗〉,
B+q (g) (resp. B
−
q (g)) = 〈e
′′
i (resp. f
′
i)|i ∈ I〉 ⊂ B
∨
q (g) (resp. B
∨
q (g)),
B≥q (g) (resp. B
≤
q (g)) = 〈e
′′
i (resp. f
′
i), q
h|i ∈ I, h ∈ P ∗〉 ⊂ Bq(g) (resp. Bq(g)).
We shall use the abbreviated notations U , B, B, B∨,· · · for Uq(g), Bq(g), Bq(g),
B∨q (g),· · · if there is no confusion.
For β =
∑
miαi ∈ Q+ we set |β| =
∑
mi and
U±±β = {u ∈ U
±|qhuq−h = q±〈h,β〉u (h ∈ P ∗)},
and call |β| a height of β and U+β (resp. U
−
−β) a weight space of U
+ (resp. U−)
with a weight β (resp. −β). We also define B+β and B
−
−β by the similar manner.
Proposition 2.1 ([3]) (i) We have the following algebra homomorphisms :
∆ : U −→ U ⊗ U , ∆(r) : B −→ B ⊗ U , ∆(l) : B −→ U ⊗ B and
∆(b) : U −→ B ⊗B given by
∆(qh) = ∆(r)(qh) = ∆(l)(qh) = ∆(b)(qh) = qh ⊗ qh, (2.10)
∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) = fi ⊗ t
−1
i + 1⊗ fi, (2.11)
∆(r)(e′′i ) = (qi − q
−1
i )⊗ t
−1
i ei + e
′′
i ⊗ t
−1
i , ∆
(r)(fi) = fi ⊗ t
−1
i + 1⊗ fi,(2.12)
∆(l)(ei) = ei ⊗ 1 + ti ⊗ ei, ∆
(l)(f ′i) = (qi − q
−1
i )tifi ⊗ 1 + ti ⊗ f
′
i , (2.13)
∆(b)(ei) = ti ⊗
tie
′′
i
qi − q
−1
i
+ ei ⊗ 1, ∆
(b)(fi) = 1⊗ fi +
t−1i f
′
i
qi − q
−1
i
⊗ t−1i , (2.14)
and extending these to the whole algebras by the rule: ∆(xy) = ∆(x)∆(y)
and ∆(i)(xy) = ∆(i)(x)∆(i)(y) (i = r, l, b).
(ii) We have the following anti-isomorphisms S : U −→ U and ϕ : B −→ B
given by
S(ei) = −t
−1
i ei, S(fi) = −fiti, S(q
h) = q−h
ϕ(ei) = −
1
qi − q
−1
i
e′′i , ϕ(f
′
i) = −(qi − q
−1
i )fi, ϕ(q
h) = q−h,
and extending these to the whole algebras by the rule: S(xy) = S(y)S(x)
and ϕ(xy) = ϕ(y)ϕ(x). Here S is called a anti-pode of U . We also denote
ϕ|U≥ = ϕ|B≥ by ϕ.
We obtain the following triangular decompostion of the q-boson Kashiwara
algebra;
Proposition 2.2 The multiplication map defines an isomorphism of vector
spaces:
B−q (g)⊗ T ⊗B
+
q (g)
∼
−→ Bq(g)
u1 ⊗ u2 ⊗ u3 7→ u1u2u3.
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Proof. By [1, (3.1.2)], we have
e′′i
n
f
(m)
j =


min(n,m)∑
i=0
q
2nm+(n+m)i−i(i+1)/2
i
[
min(n,m)
i
]
f
(m−i)
i e
′′
i
n−i, if i = j,
q
nm〈hi,αj〉
i f
(m)
j e
′′
i
n
, otherwise.
By this formula and the standard argument, we can show the proposition.
We define weight completions of L(1) ⊗ · · · ⊗ L(m), where L(i) = B or
U .(See[T])
L̂(1)⊗̂ · · · ⊗̂L̂(m) = lim
←−
l
L(1) ⊗ · · · ⊗ L(m)/(L(1) ⊗ · · · ⊗ L(m))L+,l,
where L+,l = ⊕|β1|+···+|βm|≥lL
(1)+
β1⊗· · ·⊗L
(m)+
βm . (Note that U
∼= U−⊗T⊗U+
and B ∼= B− ⊗ T ⊗B+. ) The linear maps ∆, ∆(r), S, ϕ, multiplication, e.t.c.
are naturally extend for such completions.
3 Category O(B)
Let O(B) be the category of left B-modules such that
(i) Any object M has a weight space decomposition M = ⊕λ∈PMλ where
Mλ = {u ∈M | q
hu = q〈h,λ〉 for any h ∈ P ∗}.
(ii) For any element u ∈ M there exists l > 0 such that e′′i1e
′′
i2 · · · e
′′
il
u = 0 for
any i1, i2, · · · , il ∈ I.
The similar category O(B∨) for Bq(g)
∨ is introduced in [1], which is defined
with the above condition (ii). In [1], Kashiwara mentions that the category
O(B∨) is semi-simple though he does not give an exact proof. Here we give a
proof of the semi-simplicity of O(B) in Sect 6.
Here for λ ∈ P we define the B-module H(λ) by H(λ) := B/Iλ where the
left ideal Iλ is defined as
Iλ :=
∑
i
Be′′i +
∑
h∈P∗
B(qh − q〈h,λ〉).
In Sect.6, we shall also show that {H(λ)|λ ∈ P} is the isomorphism class of
simple modules.
4 Bilinear forms and elements C
Proposition 4.1 ([4],[5]) (i) There exists the unique bilinear form
〈 , 〉 : U≥ × U≤ −→ Q(q),
satisfying the following;
〈x, y1y2〉 = 〈∆(x), y1 ⊗ y2〉, (x ∈ U
≥, y1, y2 ∈ U
≤),
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〈x1x2, y〉 = 〈x2 ⊗ x1,∆(y)〉, (x1, x2 ∈ U
≥, y ∈ U≤),
〈qh, qh
′
〉 = q−(h|h
′) (h, h′ ∈ P ∗),
〈T, fi〉 = 〈ei, T 〉 = 0,
〈ei, fj〉 = δij/(q
−1
i − qi),
where ( | ) is an invariant bilinear form on t.
(ii) The bilinear form 〈 , 〉 enjoys the following properties;
〈xqh, yqh
′
〉 = q−(h|h
′)〈x, y〉, for x ∈ U≥, y ∈ U≤, h, h′ ∈ P ∗, (4.1)
For any β ∈ Q+, 〈 , 〉|U+
β
×U−
−β
is non-degenerate and 〈U+γ , U
−
−δ〉 = 0, if γ 6= δ. (4.2)
We call this bilinear form the Drinfeld-Killing form of U .
For β =
∑
imiαi ∈ Q+ (mi ≥ 0), set kβ :=
∏
i t
mi
i , and let {x
β
r }r be a
basis of U+β and {y
−β
r }r be the dual basis of U
−
−β with respect to the Drinfeld-
Killing form. We denote the canonical element in U+β ⊗U
−
−β with respect to the
Drinfeld-Killing form by
Cβ :=
∑
r
xβr ⊗ y
−β
r .
We set
C :=
∑
β∈Q+
(1⊗ k−1β )(1 ⊗ S
−1)(Cβ) ∈ U
+⊗̂U− = U+⊗̂B−. (4.3)
The element C satisfies the following relations:
Proposition 4.2 (i) For any i ∈ I, we have
(t−1i ⊗ e
′′
i )C = C(t
−1
i ⊗ e
′′
i + (qi − q
−1
i )t
−1
i ei ⊗ 1), (4.4)
(fi ⊗ t
−1
i + 1⊗ fi)(ϕ⊗ 1(C)) = (ϕ⊗ 1(C))(fi ⊗ t
−1
i ). (4.5)
Here note that (4.4) is the equation in Uq(g)⊗̂Bq(g) and (4.5) is the equa-
tion in Bq(g)⊗̂Bq(g).
(ii) The element C is invertible and the inverse is given as
C−1 =
∑
β∈Q+
q−(β,β)(kβ ⊗ k
−1
β )(S
−1 ⊗ S−1)(Cβ) (4.6)
Proof. The proof of (4.5) has been given in [3, 6.2]. Thus, let us show (4.4).
For that purpose, we need the following lemma;
Lemma 4.3 For β ∈ Q+, let Cβ =
∑
r x
β
r ⊗ y
β
r be the canonical element in
U+β ⊗ U
−
−β as above and set C
′
β := (1 ⊗ S
−1)(Cβ). Then for any β ∈ Q+ and
i ∈ I, we have
[t−1i ⊗e
′′
i , (1⊗k
−1
β+αi
)(C′β+αi)] = (1⊗k
−1
β )(C
′
β)(t
−1
i ei⊗(qi−q
−1
i )) ∈ Uq(g)⊗Bq(g),
(4.7)
where we use the identification B−q (g) = U
−
q (g).
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Proof. Applying 〈·, z〉 ⊗ 1 on the both sides of (4.7) where z ∈ U−−β−αi, we
obtain
(〈·, z〉 ⊗ 1)(L.H.S.of(4.7)) =
∑
r
〈t−1i x
β+αi
r , z〉 ⊗ e
′′
i k
−1
β+αi
S−1(y−β−αir )
−〈xβ+αir t
−1
i , z〉 ⊗ k
−1
β+αi
S−1(y−β−αir )e
′′
i
= q−(αi,β+αi)e′′i k
−1
β+αi
S−1(z)− k−1β+αiS
−1(z)e′′i
= k−1β+αi(e
′′
i S
−1(z)− S−1(z)e′′i ).
(〈·, z〉 ⊗ 1)(R.H.S.of(4.7)) =
∑
r
〈xβr t
−1
i ei, z〉 ⊗ (qi − q
−1
i )k
−1
β S
−1(y−βr ) (4.8)
For z ∈ U−−β−αi we can define v ∈ U
−
−β uniquely by
∆(z) = 1⊗ z + fi ⊗ vt
−1
i + · · · .
By the property of the Drinfeld Killing form, we have
〈xβr t
−1
i ei, z〉 = 〈ei ⊗ x
β
r t
−1
i ,∆(z)〉
= 〈ei ⊗ x
β
r t
−1
i , 1⊗ z + fi ⊗ vt
−1
i + · · ·〉
= 〈ei, fi〉〈x
β
r t
−1
i , vt
−1
i 〉
=
q−2i
q−1i − qi
〈xβr , v〉
Thus,
R.H.S. of (4.8) = −q−2i k
−1
β S
−1(v) (4.9)
Here in order to comlete the proof of Lemma 4.3, let us show;
e′′i S
−1(z)− S−1(z)e′′i = −q
−2
i tiS
−1(v). (4.10)
Without loss of generality, we may assume that z is in the form z = fi1fi2 · · · fik ∈
U−−β−αi (β + αi = αi1 + · · · + αik). For β =
∑
jmjαj , we shall show by the
induction on mi for fixed i ∈ I.
If mi = 0, z is in the form z = z
′fiz
′′ where z′ and z′′ are monomials of fj’s
not including fi. By S
−1(fj) = −tjfj and e
′′
i (tjfj) = (tjfj)e
′′
i (i 6= j) we have
e′′i S
−1(z′) = S−1(z′)e′′i , e
′′
i S
−1(z′′) = S−1(z′′)e′′i . (4.11)
Hence, we obtain
e′′i S
−1(z) = S−1(z′′)(−e′′i tifi)S
−1(z′) = S−1(z′′)(−tifie
′′
i − q
−2
i ti)S
−1(z′)
= S−1(z′′)(−tifi)S
−1(z′)e′′i − q
−2
i S
−1(z′′)tiS
−1(z′)
= S−1(z′′)S−1(fi)S
−1(z′)e′′i − q
(β′′−αi,αi)tiS
−1(z′z′′),
where β′′ = wt(z′′). Therefore, for mi = 0, we have
L.H.S. of (4.10) = −q(β
′′−αi,αi)tiS
−1(z′z′′).
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In the case mi = 0 we can easily obtain v = q
(β′′,αi)z′z′′ and then
R.H.S. of (4.10) = −q(β
′′−αi,αi)tiS
−1(z′z′′) = L.H.S. of (4.10)
Thus, the case mi = 0 has been shown.
Suppose that mi > 0. we divide z = z
′z′′ such that m′i < mi and m
′′
i < mi
where m′i( resp. m
′′
i ) is the number of fi including in z
′ (resp. z′′). Writing
∆(z′) = 1⊗ z′ + fi ⊗ v
′t−1i + · · · ,
∆(z′′) = 1⊗ z′′ + fi ⊗ v
′′t−1i + · · · ,
and calculating ∆(z′z′′) directly, we obtain
v = z′v′′ + q(β
′′,αi)v′z′′. (4.12)
By the hypothesis of the induction,
e′′i S
−1(z) = e′′i S
−1(z′′)S−1(z′) = (S−1(z′′)e′′i − q
−2
i tiS
−1(v′′))S−1(z′)
= S−1(z′′)e′′i S
−1(z′)− q−2i tiS
−1(z′v′′)
= S−1(z′′)(S−1(z′)e′′i − q
−2
i tiS
−1(v′))− q−2i tiS
−1(z′v′′)
= S−1(z′z′′)e′′i − q
−2
i ti(S
−1(z′v′′) + q(β
′′,αi)S−1(v′z′′))
= S−1(z)e′′i − q
−2
i tiS
−1(v).
Note that in the last equality, we use (4.12). Now, we have completed to show
Lemma 4.3.
Proof of Proposition 4.2. If β ∈ Q+ does not include αi, since e
′′
i and S
−1(z)
(z ∈ U−−β) commute with each other by (4.11), we have
(t−1i ⊗ e
′′
i )(1 ⊗ k
−1
β )(C
′
β) = (1⊗ k
−1
β )(C
′
β)(t
−1
i ⊗ e
′′
i ).
Thus, we have
(t−1i ⊗ e
′′
i )C − C(t
−1
i ⊗ e
′′
i )
=
∑
γ∈Q+
(t−1i ⊗ e
′′
i )(1 ⊗ k
−1
γ )(C
′
γ)− (1⊗ k
−1
γ )(C
′
γ)(t
−1
i ⊗ e
′′
i )
=
∑
β∈Q+
(t−1i ⊗ e
′′
i )(1⊗ k
−1
β+αi
)(C′β+αi)− (1 ⊗ k
−1
β+αi
)(C′β+αi)(t
−1
i ⊗ e
′′
i )
=
∑
β∈Q+
[t−1i ⊗ e
′′
i , (1 ⊗ k
−1
β+αi
)(C′β+αi)]
=
∑
β∈Q+
(1⊗ k−1β )(C
′
β)((qi − q
−1
i )t
−1
i ei ⊗ 1) (by Lemma 4.3)
= C((qi − q
−1
i )t
−1
i ei ⊗ 1).
Then we obtain (4.4).
Next, let us show (ii). Set C˜ :=
∑
q(β,β)(1⊗ kβ)(S ⊗ 1)(Cβ). By [5, Sect.4],
we have C˜−1 :=
∑
q(β,β)(k−1β ⊗ kβ)(Cβ). Here note that
(S−1 ⊗ S−1)(C˜) =
∑
q(β,β)(1⊗ S−1){(1⊗ kβ)(Cβ)}
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=
∑
q(β,β){(1⊗ S−1)(Cβ)}(1⊗ k
−1
β )
=
∑
(1⊗ k−1β )(1 ⊗ S
−1)(Cβ)
= C
Thus, we obtain
C−1 = (S−1 ⊗ S−1)(C˜−1)
=
∑
q(β,β){(S−1 ⊗ S−1)(Cβ)}(kβ ⊗ k
−1
β )
=
∑
q−(β,β)(kβ ⊗ k
−1
β )(S
−1 ⊗ S−1)(Cβ),
and cpmpleted the proof of Proposition 4.2.
Remark. By the explicit form of C−1 in (4.6), we find that C−1 ∈ U+q (g)⊗̂U
−
q (g) =
U+q (g)⊗̂B
−
q (g).
5 Extremal Projectors
Let C be as in Sect.4. We define the extremal projector of Bq(g) by
Γ := m ◦ σ ◦ (ϕ⊗ 1)(C) =
∑
β∈Q+, r
k−1β S
−1(y−βr )ϕ(x
β
r ), (5.1)
where m : a ⊗ b 7→ ab is the multiplication and σ : a ⊗ b 7→ b ⊗ a is the
permutation.
Here note that Γ is a well-defined element in B̂q(g).
Example 5.1 ([1, 3]) In sl2-case, the following is the explicit form of Γ.
Γ =
∑
n≥0
q
1
2
n(n−1)(−1)nf (n)e′′
n
.
Theorem 5.2 The extremal projector Γ enjoys the following properties:
(i) e′′i Γ = 0, Γfi = 0 (∀i ∈ I).
(ii) Γ2 = Γ.
(iii) There exists ak ∈ B
−
q (g)(= U
−
q (g)), bk ∈ B
+
q (g) such that∑
k
akΓbk = 1.
(iv) Γ is a well-defined element in B̂∨q (g).
Proof. It is easy to see (iv) by the explicit forms of the anti-pode S, the anti-
isomorphism ϕ and Γ in (5.1). The statement (ii) is an immediate consequence
of (i). So let us show (i) and (iii). The formula Γfi = 0 has been shown in
8
[3]. Thus, we shall show e′′i Γ = 0. Here let us wrtie C =
∑
k ck ⊗ dk, where
ck ∈ U
+
q (g) and dk ∈ B
−
q (g). Thus, we have
Γ =
∑
k
dkϕ(ck).
The equation (4.4) can be written as follows;∑
k
t−1i ck ⊗ e
′′
i dk =
∑
k
ckt
−1
i ⊗ dke
′′
i + (qi − q
−1
i )ckt
−1
i ei ⊗ dk. (5.2)
Applying m ◦ σ ◦ (ϕ⊗ 1) on the both sides of (5.2), we get∑
k
e′′i dkϕ(ck)ti =
∑
k
dke
′′
i tiϕ(ck)−
∑
k
dke
′′
i tiϕ(ck) = 0,
and then e′′i Γti = 0, which implies the desired result since ti is invertible.
Next, let us see (iii). By the remark in the last section, we can write
C−1 =
∑
k
b′k ⊗ ak ∈ U
+
q (g)⊗̂B
−
q (g).
Then,
1⊗ 1 =
∑
j,k
b′kcj ⊗ akdj . (5.3)
Applying m ◦ σ ◦ (ϕ⊗ 1) on the both sides of (5.3), we obtain
1 =
∑
j,k
akdjϕ(cj)ϕ(b
′
k) =
∑
k
akΓϕ(b
′
k).
Here setting bk := ϕ(b
′
k), we get (iii).
6 Representation Theory of O(B)
As an application of the extremal projector Γ, we shall show the following
theorem;
Theorem 6.1 (i) The category O(B) is a semi-simple category.
(ii) The module H(λ) is a simple object of O(B) and for any simple ojbect
M in O(B) there exists some λ ∈ P such that M ∼= H(λ). Furthermore,
H(λ) is a rank one free B−q (g)-module.
In order to show this theorem, we need to prepare several things.
For an object M in O(B), set
K(M) := {v ∈M | e′′i v = 0 for any i ∈ I}.
Lemma 6.2 For an object M in O(B), we have
Γ ·M = K(M) (6.1)
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Proof. By Theorem 5.2(i), we have e′′i Γ = 0 for any i ∈ I. Thus, it is trivial
to see that Γ ·M ⊂ K(M). Owing to the explicit form of Γ, we find that
1− Γ ∈
∑
i
B̂q(g)e
′′
i .
Therefore, for any v ∈ K(M) we get (1 − Γ)v = 0, which implies that Γ ·M ⊃
K(M).
Lemma 6.3 For an object M in O(B), we have
M = B−q (g) · (K(M)) (6.2)
Proof. By Theorem 5.2(iii), we have 1 =
∑
k akΓbk (ak ∈ B
−
q (g), bk ∈
B+q (g)). For any u ∈M ,
u =
∑
k
ak(Γbku).
By Lemma 6.1, we have Γbku ∈ K(M). Then we obtain the desired result.
Proposition 6.4 For an object M in O(B), we have
M = K(M)⊕ (
∑
i
Im(fi)). (6.3)
Proof. By (6.2), we get
M = K(M) + (
∑
i
Im(fi)).
Thus, it is sufficient to show
K(M) ∩ (
∑
i
Im(fi)) = {0}. (6.4)
Let u be a vector in K(M) ∩ (
∑
i Im(fi)). Since u ∈
∑
i Im(fi), there exist
{ui ∈M}i∈I such that u =
∑
i∈I fiui. By the argument in the proof of Lemma
6.2, we have Γu = u for u ∈ K(M). It follows from Theorem 5.2(i) that
u = Γu =
∑
i∈I
(Γfi)ui = 0,
which implies (6.4).
Lemma 6.5 If u, v ∈M (M is an object in O(B)) satisfies v = Γu, then there
exists P ∈ Bq(g) such that v = Pu.
Proof. By the definition of the category of O(B), there exists l > 0 such
that ϕ(xβr )u = 0 for any r and β with |β| > l. Thus, by the explicit form of Γ
in (5.1), we can write
v = Γu = (
∑
|β|≤l, r
k−1β S
−1(y−βr )ϕ(x
β
r ))u,
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which implies our desired result.
Proof of Theorem 6.1. Let L ⊂ M be objects in the category O(B). We
shall show that there exists a submodule N ⊂M such that M = L⊕N .
Since K(M) (resp. K(L)) is invariant by the actin of any qh, we have the
weight space decomposition;
K(M) =
⊕
λ∈P
K(M)λ (resp. K(L) =
⊕
λ∈P
K(L)λ).
There exist subspaces Nλ ⊂ K(M)λ such that K(M)λ = K(L)λ⊕Nλ, which is
a decomposition of a vector space. Here set N := ⊕λNλ. We have
K(M) = K(L)⊕N.
Let us show
M = L⊕Bq(g) ·N. (6.5)
Since M = Bq(g) · (K(M)) = Bq(g)(K(L)⊕N), we get M = L+Bq(g) ·N . Let
us show
L ∩Bq(g) ·N = {0}. (6.6)
For v ∈ L ∩Bq(g) ·N we have by Theorem 5.2 (iii),
v =
∑
k
ak(Γkv).
It follows from v ∈ L that Γbkv ∈ K(L), and from v ∈ Bq(g) · N that Γbkv ∈
Γ(Bq(g) ·N) = N . These imply
Γbkv ∈ K(L) ∩N = {0}.
Hence we get v = 0 and then (6.5).
Next, let us show (ii). As an immediate consequence of Proposition 2.2 we
can see that H(λ) is a rank one free B−q (g)-module.
Let piλ : Bq(g) → H(λ) be the canonical projection and set uλ := piλ(1).
Here we have
H(λ) = B−q (g) · uλ = Q(q)uλ +
∑
i
Im(fi).
It follows from this, Proposition 6.4 and Q(q)uλ ⊂ K(H(λ)) that H(λ) =
Q(q)uλ ⊕
∑
i Im(fi) and then
Γ ·H(λ) = K(H(λ)) = Q(q)uλ. (6.7)
In order to show the irreducibility ofH(λ), it is sufficient to see that for arbitrary
u(6= 0), v ∈ H(λ) there exists P ∈ Bq(g) such that v = Pu. Set v = Quλ
(Q ∈ B−q (g)). By Theorem 5.2 (iii), we have
u =
∑
k
ak(Γbku) 6= 0.
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Then, for some k we have Γbku 6= 0, which implies that cΓbku = uλ for some
non-zero scalar c. Therefore, by Lemma 6.5, there exists some R ∈ Bq(g) such
that uλ = Ru and then we have
v = Quλ = QRu.
Thus, H(λ) is a simple module in O(B).
Suppose that L is a simple module in O(B). First, let us show
dim(K(L)) = 1. (6.8)
For x, y(6= 0) ∈ K(L), there exists P ∈ Bq(g) such that y = Px. Since x ∈
K(L), we can take P ∈ B−q (g). Because y ∈ K(L) and K(L)∩
∑
i Im(fi) = {0},
we find that P must be a scalar, say c. Thus, we have y = cx, which derives
(6.8).
Let u0 be a basis vector in K(L). The space K(L) is invariant by the action
of any qh and then, u0 ∈ Lλ for some λ ∈ P . Therefore, since H(λ) is a rank
one free B−q (g)-module, the map
φλ : H(λ) −→ L
Puλ 7→ Pu0, (P ∈ B
−
q (g)),
is a well-defined non-trivial homomorphism of Bq(g)-modules. Thus, by Schur’s
lemma, we obtain H(λ) ∼= L.
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