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Abstract
Let K be an algebraically closed field and let I be a finite partially ordered set. To any vector
v ∈ NI we associate the irreducible variety MatIv with an action of the algebraic group GIv (see
Section 6). The main aim of this paper is to give a description of degenerations of orbits of this
action in terms of homomorphisms and extensions of prinjective KI -modules.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Throughout this paper K is an algebraically closed field and I = (I,) is a finite poset
(i.e., partially ordered set) with respect to the partial order . We write i ≺ j if i  j
and i = j . For the sake of simplicity we write I instead of (I,). The poset I is said
to be connected if I is not a union of two proper subposets I1, I2 such that I1 ∩ I2 = ∅.
Throughout all posets are assumed to be connected. Following [19] we denote by max I
the set of all maximal elements of I (called peaks of I ). Moreover, let I− = I \ max I .
A subposet J of I is said to be a peak subposet if J ∩max I =maxJ .
Usually we view the poset I as a quiver I = (I0, I1) with the commutativity relations
induced by the ordering ≺ (see [18, Example 10, p. 281]). Let us assume that I =
{1, . . . , n,p1, . . . , pr }, where max I = {p1, . . . , pr }.
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of points Q0, a finite set of arrows Q1 and J is an admissible ideal in the path algebra
KQ of the quiver Q. Throughout this paper an A-module means a finite-dimensional right
A-module. It is well known that an A-module M can be identified with a representation
M = (Mi;ha)i∈Q0, a∈Q1
of the bound quiver (Q,J ), where, for any i ∈Q0, Mi is a finite-dimensional K-vector
space and, for any arrow a : i → j , ha :Mi → Mj is a K linear map (see [18, Sec-
tion 14.1]). Let us denote by dimM ∈NQ0 the dimension vector of the representation M ,
i.e., dimM(i)= dimK Mi for all i ∈Q0. For any dimension vector d ∈NQ0 , we consider
the affine variety modA(d) of A-modules of dimension vector d . The algebraic group
Gl(d)=∏i∈Q0 Gl(d(i),K) acts on modA(d) by the simultaneous conjugation and the or-
bits correspond to the isomorphism classes of A-modules of dimension vector d (see [13]).
We identify a module M of dimension vector d with the respective point of modA(d). Let
us denote by OM the Gl(d)-orbit of M in modA(d). We say that a module N in modA(d)
is a degeneration of a module M in modA(d) (and denote by M deg N ) if ON ⊆ OM ,
where OM is the Zariski closure of OM in modA(d). The relation deg is a partial order
on the set of the isomorphisms classes of A-modules of a given dimension vector. An in-
teresting problem is to describe deg in terms of extensions and homomorphisms between
modules. There are many results which approximate deg by the partial orders ext and
hom (see [1,6,7,16,25]), where
• M ext N if and only if there exist A-modules Mi , Ui , Vi and short exact sequences
0 → Ui →Mi → Vi → 0 in mod(A) such that M M1, Mi+1 Ui ⊕ Vi , 1 i  s,
and N Ms+1 for some natural number s,
• M hom N if and only if dimK HomA(X,M)  dimK HomA(X,N) for any A-mod-
ule X.
In general, for all modules M , N in modA(d), the following implications hold:
M ext N ⇒ M deg N ⇒ M hom N
(see [6,16]). But the implication M hom N ⇒M ext N is not always true. There is an
open problem to find classes of algebras or modules for which the last implication holds.
This is the case for representations of Dynkin and extended Dynkin quivers [6,7,25]. More
comprehensive information about degenerations of modules the reader will find in [6,7,16,
26].
In the present paper we study degenerations of prinjective modules over the incidence
algebra KI of a poset I (see Section 2 for definitions). We prove that the implication
M hom N ⇒M ext N holds for prinjective KI -modules M , N when the poset I is
of finite prinjective type or is a minimal poset of infinite prinjective type. From this we
conclude results about degenerations for the matrix variety MatIv with an action of the
algebraic group GIv (see Section 6 for definitions).
264 J. Kosakowska / Journal of Algebra 263 (2003) 262–277The motivations for the study of prinjective KI -modules is the fact that many of the
representation theory problems can be reduced to the corresponding problems for poset
representations and prinjective modules (see [2,17–20,22]). Prinjective KI -modules are
playing important role in the representation theory of finite groups (see [23]), finite-
dimensional algebras (see [17], [18, Chapter 17]) and lattices over orders (see [18,
Chapter 13], [19–22]). Moreover, the study of prinjective modules is equivalent to the study
of a class of bimodule matrix problems in the sense of Drozd (see [15], [18, Chapter 17]).
The paper is organized as follows. In Section 2 some properties of prinjective modules,
which are needed in the paper, are proved. Sections 3 and 4 contain results, which connect
geometry of prinjective modules with their algebraic properties. In Section 5 we define
partial orders ext, deg, hom for prinjective modules and prove (developing Bongartz’s
arguments) that these orders coincides for posets of finite prinjective type and minimal
posets of infinite prinjective type. In Section 6 we recall the definition of the variety
MatIv and the algebraic group GIv associated to a poset I . Moreover, applying results of
Sections 2–5, we prove results concerning degenerations in MatIv .
2. Prinjective modules
In this section we collect several definitions and properties concerning prinjective
modules. Moreover, we prove some facts about homomorphisms and extensions of
prinjective modules. This allow us to prove the main results of the present paper.
Let us denote by KI the incidence K-algebra of a poset I , that is, KI is the K-
subalgebra of the full I × I matrix algebra MI (K) consisting of all matrices [λij ] in
MI (K) such that λij = 0 if i  j in (I,) (see [18,19]). Given j ∈ I we denote by ej ∈KI
the standard primitive idempotent corresponding to j .
A right KI -module X is identified with a representation X = (Xi; jhi)i,j∈I where
Xi =Xei is a finite-dimensional vector space over K and jhi :Xi → Xj , i ≺ j , are
K-linear maps such that ihi = id and t hj · jhi = thi for all i ≺ j ≺ t in I . Let dimX =
(dimK Xi)i∈I be the dimension vector of the representation X.
We denote by mod(KI) the category of finitely generated right KI -modules and
by prin(KI) the full subcategory of mod(KI) consisting of prinjective modules in the
sense of the following definition (see [15] and [24]). The right KI -module X is called
prinjective if the right moduleXe− over the algebraKI− ∼= e−(KI)e− is projective, where
I− = I \ max I and e− =∑j∈I− ej . Moreover, following [12], denote by modd (KI)
(respectively prind(KI)) the full subcategory of the category mod(KI) (respectively
prin(KI)) consisting of KI -modules X such that dimX = d . Let us warn the reader
that for some dimension vectors d ∈ NI , the category prind (KI) may be empty (see [12,
Lemma 3.5]).
It follows from [15] that prin(KI) is an additive and hereditary subset of mod(KI),
it has the finite unique decomposition property, is closed under extensions in mod(KI),
and has Auslander–Reiten sequences. Following [19] the poset I is said to be of finite
prinjective type if the category prin(KI) is of finite representation type, that is, the number
of isomorphism classes of indecomposable modules in prin(KI) is finite; otherwise I is
said to be of infinite prinjective type. It follows from [19, Theorem 3.1] that the definition
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prinjective type if I is of infinite prinjective type and any peak subposet J ⊆ I is of finite
prinjective type.
Without loss of generality we can assume that I ⊆ N and that the order  in I is such
that i  j in I implies i  j in the natural order. In this case the algebra KI has the
standard bipartition
KI =
[
KI− B
0 K(max I)
]
,
where B is a KI−-K(max I)-bimodule. Recall that a KI -module X can be identified
with systems X = (X′,X′′, ϕ :X′ ⊗KI− B → X′′), where X′ is a KI−-module, X′′ is
a K(max I)-module and ϕ is a K(max I)-module homomorphism. It is clear that a KI -
module X = (X′,X′′, ϕ) is prinjective if and only if the KI−-module X′ is projective.
Following [15], given X = (X′,X′′, ϕ) in mod(KI) we form a prinjective KI -module
X˜ = (P (X′),X′′, ϕ˜), (2.1)
where P(X′) denotes the projective cover of X′ in mod(KI−) and ϕ˜ is defined in the
obvious way. Let εX : X˜ → X be the canonical epimorphism. Note that KerεX has the
form (Z,0,0) for some KI−-module Z.
Following [15] we define the following family of prinjective KI -modules,
P−1 , . . . ,P
−
n , (2.2)
where P−i = (eiKI−,0,0), for i ∈ I−. By [15, Proposition 2.4], the modules (2.2) are
prin-injective modules (i.e., injective objects in prin(KI)).
For more informations about representation theory of the category prin(KI) we refer to
[15,18,19].
For an arbitrary K-algebra A and all A-modules M , N , we set
[M,N]A = dimK HomA(M,N), [M,N]iA = dimK ExtiA(M,N), i > 0.
For the sake of simplicity we write [M,N]i instead of [M,N]iA if the algebra A is known
from the context.
The following lemmata and corollary are essentially used in Section 5.
Lemma 2.3. If V = (V ′,V ′′, ϕ) is a KI -module such that V ′′ = 0, then
(a) Ext1KI (X,V )= 0 for any prinjective KI -module X.
(b) [M,V ] = [N,V ] for all prinjective KI -modules M , N such that dimM = dimN .
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arbitrary KI -module and let ε :X′ ⊗ B → V ′′ be a K(max I)-module morphism. Note
that the following sequence KI -modules:
ε¯ :
0 V ′′
[
1
0
]
V ′′ ⊕X′′ [0 1] X′′ 0
0 V ′ ⊗B
φ [1
0
]
(V ′ ⊗B)⊕ (X′ ⊗B)
[
φ ε
0 ϕ
]
[0 1]
X′ ⊗B
φ
0
.
This defines a function (·) : HomK(maxI )(X′ ⊗ B,V ′′)→ Ext1KI (X,V ). Since X is prin-
jective, it is straightforward to check that (·) is surjective. Therefore if V ′′ = 0, then
Ext1KI (X,V )= 0 and we are done.
(b) Let M , N be prinjective KI -modules such that dimM = dimN . It is easy to see
that M ′  N ′. The morphism f = (f ′, f ′′) : (M ′,M ′′, ϕ)→ (V ′,0,0) is a KI -module
homomorphism if and only if f ′′ = 0 and f ′ :M ′ → V ′ is a KI−-module homomorphism.
Therefore [M,V ] = [M ′,V ′]. Since M ′ N ′, we have [M ′,V ′] = [N ′,V ′] = [N,V ] and
we are done. ✷
Lemma 2.4. Let A =KQ/L be an arbitrary finite-dimensional K-algebra. Let X, P be
A-modules such that dimX = dimP . If P is projective and X is not projective, then there
exists an A-module Y such that [X,Y ]> [P,Y ].
Proof. Let X be a non-projective and P be a projective A-module such that dimX =
dimP . Assume for a contrary that [X,Y ] [P,Y ] for all A-modules Y . As observed in [6,
p. 250] this implies that [X,Y ]1  [P,Y ]1 for all A-modules Y . Therefore X is projective
which contradicts our assumptions. This finishes the proof. ✷
Corollary 2.5. Let I be a finite poset and let N be a prinjective KI -module. If X is a KI -
module satisfying dimX = dimN and X is not prinjective, then there exists a KI -module
Y such that [X,Y ]> [N,Y ].
Proof. Let N = (N ′,N ′′, ϕ) be a prinjective KI -module, thus the KI−-module N ′ is
projective. Let X = (X′,X′′, φ) be a KI -module which is not prinjective and such that
dimX = dimN . Therefore X′ is not projective KI−-module and by Lemma 2.4 there
exists a KI−-module Y ′ such that [X′, Y ′] > [N ′, Y ′]. Let us consider the KI -module
Y = (Y ′,0,0). It is easy to see that [X,Y ] = [X′, Y ′] and [N,Y ] = [N ′, Y ′]. Consequently
[X,Y ]> [N,Y ]. ✷
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In this section we present results concerning a geometry of prinjective modules. Let
d ∈NI . Consider an affine variety
A(d,K, I)=
∏
(i→j)∈I
HomK
(
Kdi ,Kdj
) ∏
(i→j)∈I
Mdj×di (K).
The variety modKI (d) of KI -modules of dimension d is defined to be the closed subset
(in Zariski topology):
modKI (d)⊆A(d,K, I)
consisting of all systems f = (fβ)β∈I1 such that fβ1fβ2 · · ·fβs = fγ1fγ2 · · ·fγt for any
commutativity relation β1β2 · · ·βs −γ1γ2 · · ·γt in the poset I , where I1 is the set of arrows
in I (see [18, Example 10, p. 281]).
Define an algebraic action ∗ : Gl(d)× modKI (d)→ modKI (d) of the group Gl(d) =∏
i∈Q0 Gl(di,K) on the variety mod
KI (d) by the formula (gi) ∗ (fβ)= (gt(β)fg−1s(β))β∈I1 ,
where s(β) is a source and t (β) is a sink of the arrow β .
Let X = (Xi, fβ)i∈I, β∈I1 ∈ modd (KI) be a KI -module such that dimX = d . Fix a K-
linear bases in the spaces Xi . The linear maps fβ :Xs(β)→Xt(β) induce the element
X̂ := (βˆ)
β∈I1 ∈ mod
KI (d).
The map
(̂·) : modd(KI)→modKI (d), X  → X̂,
is such that X  Y if and only if X̂ and Ŷ belong to the same Gl(d)-orbit. Following [12,
18] we denote by prinKI (d) an image of prind (KI) by the map (̂·). The subset prinKI (d)
of modKI (d) is Gl(d)-invariant. Throughout this paper we identify a KI -module X with
the corresponding point X̂ in modKI (d).
The following lemma is proved in [12,18].
Lemma 3.1. The set prinKI (d) is open in modKI (d) (in the Zariski topology).
Let OX be the closure of the orbit OX of an element X in the variety modKI (d) (in the
Zariski topology). Moreover, let OpY be the closure of the orbit OY of an element Y in the
variety prinKI (d) (induced topology).
Lemma 3.2. If X is a prinjective KI -module, then OpX =OX ∩ prinKI (d).
Proof. Straightforward (apply Lemma 3.1). ✷
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it is isomorphic to the direct sum X  (X′,0,0)⊕ (0,X′′,0) (i.e., ϕ = 0).
Lemma 3.4. A prinjective KI -module X is prin-semisimple if and only if OX =OpX .
Proof. If a moduleX is prin-semisimple, thenOX = V ∩prinKI (d), where V is the closed
subset of modKI (d) consisting of points (βˆ)β∈I1 such that βˆ = 0 for all arrows β : i→ p,
i ∈ I−, p ∈ max I . Thus OX is a closed subset of prinKI (d).
On the other hand, let X = (X′,X′′, ϕ) be a prinjective module. Note that, for any
0 = t ∈ K , there exists an isomorphism X  Xt = (X′,X′′, tϕ). Then the closure of the
orbit OX contains the orbit of the KI -module X0 = (X′,0,0)⊕ (0,X′′,0). Therefore if
OX =OpX , then X is prin-semisimple. ✷
Lemma 3.5. Let X ∈ prind(KI) be a prinjective KI -module. The orbit OX is open in
prinKI (d) if and only if Ext1KI (X,X)= 0.
Proof. Let X ∈ prind (KI) be a prinjective KI -module such, that Ext1KI (X,X)= 0. It is
well known [14, II.2.7 Satz 4], that in this case OX is open in modKI (d). On the other
hand OX =OX ∩ prinKI (d), and thereforeOX is open in prinKI (d). ✷
The converse implication follows from Lemmas 4.1(c) and 6.5(b) proved below.
4. The variety prinKI• (d)
In this section we consider another variety (smaller than prinKI (d)) associated to the
category prin(KI). In fact, it is isomorphic with the variety defined in Section 6.
Let d ∈NI and denote d¯ = d|I− ∈NI− . Fix a projective KI−-module P ∈ modKI−(d¯)
and let
π : modKI (d)→ modKI−(d¯)
be the natural projection. Consider the subvariety
prinKI• =
{
X ∈ prinKI (d); π(X)= P}
of prinKI (d) and the algebraic subgroup
Gpr(d)= {g ∈Gl(d); π(g ∗X)= P for all X ∈ prinKI• (d)}
of Gl(d).
Let O•X be the Gpr(d)-orbit of a KI -module X (such that X ∈ prinKI• (d)) and denote
by O • the closure of O• in prinKI• (d).X X
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(a) prinKI• (d) is a closed subset of prinKI (d), which intersects any Gl(d)-orbit in
prinKI (d) in at least one point. Moreover, for any prinjective KI -module X such
that X ∈ prinKI• (d) holds O•X =OX ∩ prinKI• (d).
(b) O •X =OX ∩ prinKI• (d).
(c) O•X is open (respectively closed) in prinKI• (d) if and only if OX is open (respectively
closed) in prinKI (d).
Proof. Since Gpr(d) is a closed subgroup of Gl(d) and it acts on the quasi-projective
variety prinKI• (d), then there exists the geometric quotient Gl(d) ×Gpr(d) prinKI• (d) of
Gl(d) × prinKI• (d) under the Gpr(d)-action (h, (g,f ))  → (gh−1, hf ) (see [8, Theo-
rem 5.15]). Moreover, [8, Lemma 5.17] yields prinKI (d)Gl(d)×Gpr(d)prinKI• (d). Con-
sequently, our lemma follows from [8, Theorem 5.16(a)].
For the proof of (a) see also [12, Lemma 3.9]. The statements (b) and (c) one can prove
also applying [13, Proposition 6.6]. ✷
5. Degenerations and some partial orders
Following [1,6,16] we define three partial ordersext,deg,hom in term of prinjective
modules.
Definition 5.1. Let M,N be KI -modules (respectively prinjective KI -modules). The
relation M ext N (respectively M pext N ) holds if there exist KI -modules (respectively
prinjective KI -modules) Mi , Ui , Vi and short exact sequences 0 → Ui →Mi → Vi → 0
in mod(KI) (respectively in prin (KI)) such that M M1, Mi+1  Ui ⊕ Vi , 1  i  s,
and N Ms+1 for some natural number s.
Lemma 5.2.
(a) Let M , N be prinjective KI -modules. Then M pext N if and only if M ext N .
(b) If M , N are KI -modules, M ext N and N is prinjective, then M is prinjective.
Proof. (a) Let M , N be prinjective KI -modules such that M ext N . By definition
N  Ms+1  Us ⊕ Vs . Since the category prin(KI) is closed under direct summands,
the KI -modules Us , Vs are prinjective. Moreover, there exists an exact sequence
0→ Us → Us−1 ⊕ Vs−1 → Vs → 0
and therefore Us−1, Vs−1 are prinjective, because the category prin(KI) is closed under
extensions. Continuing this way we prove that all Ui , Vi are prinjective and consequently
M pext N .
Since M pext N obviously implies M ext N , we are done.
(b) This follows from the proof of (a). ✷
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dimM = dimN = d . The relation M deg N (respectivelyM pdeg N ) holds ifON ⊆OM
in modKI (d) (respectivelyON ⊆OpM in prinKI (d)).
Lemma 5.4. Let M , N be prinjective KI -modules. Then M pdeg N if and only if
M deg N .
Proof. Let M , N be prinjective KI -modules. If M pdeg N , then of course M deg N
(because OpM ⊆OM ).
Conversely, let M deg N , then ON ⊆OM . Since
OpM =OM ∩ prinKI (d) and ON ⊆ prinKI (d)
we have ON ⊆OpM . Thus M pdeg N . ✷
Definition 5.5. Let M , N be KI -modules (respectively prinjective KI -modules) such that
dimM = dimN . The relation M hom N (respectively M phom N ) holds if [X,M] [X,N] for any KI -module X (respectively prinjective KI -module X).
Let τ and ∆ be the Auslander–Reiten translations in the categories mod(KI) and
prin(KI), respectively. We prove the following lemma, which gives the relative analogue
of a well-known formula of Auslander–Reiten.
Lemma 5.6. Let M , N be prinjective KI -modules such that dimM = dimN . The
following relations hold:
(a) [N,X] − [M,X] = 0 for all prin-injective KI -modules X,
(b) [N,∆(X)] − [M,∆(X)] = [X,N] − [X,M] for all prinjective indecomposable KI -
modules X.
Proof. (a) If X is prin-injective, then by [11, Lemma 2.16] [M,X] = [N,X].
(b) If dimM = dimN , X is projective, then of course [X,M] = [X,N], ∆(X)= 0 and
we are done.
Let us assume that X is an indecomposable prinjective KI -module, which is not
projective. By [15, Theorem 3.13] ∆(X) τ˜ (X). Here τ˜ (X) is the prinjective KI -module
(2.1) associated to τ (X). Moreover, the KI -module τ (X) is indecomposable non-injective.
Since dimM = dimN , the Auslander–Reiten formula proved in [3] yields[
N,τ(X)
]− [X,N] = [M,τ(X)]− [X,M]. (∗)
Let us consider the following exact sequence:
0→ V → τ˜ (X)→ τ (X)→ 0.
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KI -modules Z. Then, for any prinjective KI -module Z we get the following exact
sequence:
0→HomKI (Z,V )→HomKI
(
Z, τ˜ (X)
)→ HomKI (Z,τ(X))→ 0.
Consequently, applying (∗) and Lemma 2.3, we get[
N,∆(X)
]− [X,N] = [N, τ˜ (X)]− [X,N]
= [N,τ(X)]− [X,N] + [N,V ]
= [M,τ(X)]− [X,M] + [M,V ]
= [M, τ˜ (X)]− [X,M] = [M,∆(X)]− [X,M].
This finishes the proof. ✷
Lemma 5.7. Let M , N be prinjective KI -modules such that dimM = dimN . The
following conditions are equivalent.
(a) [X,M] [X,N] for any prinjective KI -module X.
(b) [M,X] [N,X] for any prinjective KI -module X.
Proof. Let us assume that (a) is satisfied, and let X be an indecomposable prinjective KI -
module. By Lemma 5.6(a) we may assume that X is not prin-injective. But in this case
X = ∆(Y ) for some indecomposable prinjective KI -module Y . Lemma 5.6(b) and our
assumptions yield [M,X] = [M,∆(Y )] = [N,∆(Y )] − [Y,N] + [Y,M]  [N,∆(Y )] −
[Y,N] + [Y,N] = [N,X] and (b) holds. Dually, we prove that (b) implies (a). ✷
Lemma 5.8. Let M , N be prinjective KI -modules such that dimM = dimN . Then
M hom N if and only if M phom N .
Proof. If M hom N , then of course M phom N .
Let M phom N and let V be an arbitrary KI -module. Consider the following exact
sequence
0→K→ V˜ → V → 0,
where V˜ is prinjective KI -module and K = (K ′,0,0). By Lemma 2.3, we have [M,K] =
[N,K] and Ext1KI (M,K) = 0 = Ext1KI (N,K). Therefore [N, V˜ ] = [N,V ] + [N,K],[M, V˜ ] = [M,V ] + [M,K] and
[M,V ] = [M, V˜ ]− [M,K] [N, V˜ ]− [N,K] = [N,V ]
because M phom N , and we are done. ✷
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prinjective.
Proof. It is a direct consequence of Corollary 2.5. ✷
Corollary 5.10. Let M , N be prinjective KI -modules such that dimM = dimN .
(a) If [M,U ] = [N,U ] for all prinjective KI -modules U , then M N .
(b) If [U,M] = [U,N] for all prinjective KI -modules U , then M N .
Proof. (a) Let [M,U ] = [N,U ] for all prinjective KI -modules U . By Lemma 5.8,
M hom N and N hom M . It is well known that in this case M  N . Dually we
prove (b). ✷
Theorem 5.11. Let I be a poset, let M , N be KI -modules such that N is prinjective and
all its direct summands belong to the preprojective component of the Auslander–Reiten
quiver Γ (prin(KI)) of the category prin(KI). The following conditions are equivalent:
(a) M ext N ,
(b) M deg N ,
(c) M hom N .
Proof. It is well known that (a) ⇒ (b) ⇒ (c).
In the proof of implications (c) ⇒ (b) and (b) ⇒ (a) we develop Bongartz’s arguments
given in [8]. Let M , N be KI -modules such that dimM = dimN . Moreover, let N be
prinjective and preprojective.
(c) ⇒ (b). Let M hom N . In this case M is preprojective and prinjective (compare
Lemma 5.9). Define d(M,N) =∑U([N,U ] − [M,U ]), where the sum runs over all
isoclasses of indecomposable prinjectiveKI -modules. Since M , N are preprojective, from
Lemma 5.6(b) it follows that this sum is finite. If d(M,N)= 0, then Corollary 5.10 yields
M  N . So we may assume that d(M,N) > 0. In this case we fix an indecomposable
prinjective KI -module U such that [N,U ] − [M,U ]> 0 and all proper predecessors V
of U in Γ (prin(KI)) satisfy [N,V ] = [M,V ]. By Lemma 5.6, U is preprojective and not
prin-injective. So there exists the almost split sequence
0→U →X→∆−(U)→ 0
in prin(KI). Since U is preprojective, by the definition of an almost split sequence we
have
[N ⊕X,V ] − [M ⊕∆−(U)⊕U,V ]= [N,V ] − [M,V ] − ε
for any indecomposable prinjective KI -module V , where ε = 0 if V  U , and ε = 1 if
V  U (see [6, Lemma 3.1]). Therefore M ⊕∆−(U)⊕ U hom N ⊕X and d(M,N) >
d(M ⊕ ∆−(U) ⊕ U,N ⊕ X). By induction, M ⊕ ∆−(U) ⊕ U deg N ⊕ X. Since
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0 = [N,∆(X)] − [M,∆(X)] = [X,N] − [X,M] and therefore the cancellation theorem
(see [8, Theorem 3.3]) yields M deg N .
(b) ⇒ (a). Let M deg N be a minimal degeneration. Since (b) and (c) are equivalent,
we may assume that M and N have no common direct summand. Fix a direct summand U
of N = U ⊕N ′ without proper successors in the Auslander–Reiten quiver Γ (prin(KI)).
Then we have [N,U ] − [M,U ] = [∆−(U),N] − [∆−(U),M] = 0. So by dual of [8,
Theorem 3.2] we have a surjection M → U such that its generic kernel K degenerates
to N ′. Moreover,K is prinjective and preprojective. Since U is not a direct summand of M ,
the sequence 0 →K →M → U → 0 does not split. So it induced a proper degeneration
from M to K⊕U . Moreover,K⊕U deg N ′ ⊕U . The minimality shows that N =K⊕U
and M ext N . ✷
Theorem 5.12. Let I be a minimal poset of infinite prinjective type and let M , N be
prinjective KI -modules. The following conditions are equivalent:
(a) M ext N ,
(b) M deg N ,
(c) M hom N .
Proof. By [11, Proposition 3.9], if I is a minimal poset of infinite prinjective type, then
the K-algebra KI is tame concealed. Then, by [7] and [25, Theorem 1], the partial orders
ext, deg, and hom coincide. ✷
6. The variety MatIv and the main results
Let I be a finite poset. Following [18,19] (see also [12]), for a given coordinate vector
v = (v1, . . . , vn, vp1, . . . , vpr ) ∈ NI , we define the irreducible variety MatIv consisting of
all block matrices A of the form:
A=
A1,1 A1,2 . . . A1,n
A2,1 A2,2 . . . A2,n
. . . . . .
. . . . . .
Ar,1 Ar,2 . . . Ar,n
(6.1)
where Aj,i is an vpj ×vi -matrix with coefficients in the field K such that Aj,i = 0 if i  pj
in I .
Consider the following elementary transformations on the rows and columns of a matrix
A of the form (6.1).
(E1) All elementary transformations on rows inside each horizontal block.
(E2) All elementary transformations on columns inside each vertical block.
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block to any column of the j th block (after this transformation we put At,j = 0 if
j  pt ).
Denote by GIv the group generated by all elementary transformations of types (E1),
(E2), and (E3). In this way we get the matrix problem (MatIv,GIv) in the sense of [18,
Chapter 1]. It is easy to check that
GIv =H Iv ×Gl(vp1,K)× · · · ×Gl(vpr ,K),
where H Iv is a subgroup of Gl(v1 + · · · + vn,K) consisting of all matrices of the form
h=

h11 h12 . . . h1n
h21 h22 . . . h2n
...
...
. . .
...
hn1 hn2 . . . hnn
 ,
where hii ∈ Gl(vi ,K) and hij is a vj × vi -matrix such that hij = 0 if i  j holds in I−.
The group GIv is an affine algebraic group and there exists an algebraic group action
∗ :GIv ×MatIv → MatIv (6.2)
given by the formula (h,Cp1 , . . . ,Cpr ) ∗A= diag(Cp1 , . . . ,Cpr )Ah−1.
Remark 6.3. GIv is a parabolic subgroup of
Gl(v1 + · · · + vn,K)×Gl(vp1 ,K)× · · · ×Gl(vpr ,K).
It is a reductive group if and only if the elements 1, . . . , n are incomparable in I (I− =
{1, . . . , n}).
Example 6.4. Let
I :
1↓
2↙ ↘∗ + , v =
1
1
1 1 .
In this case GIv =
[
K∗ K
0 K∗
]×K∗ ×K∗, where[
K∗ K
0 K∗
]
=
{[
a b
0 c
]
; a, c ∈K∗ and b ∈K
}
.
Let A be a block matrix in MatIv . We denote byOA the orbit of A under the action (6.2)
of GIv , byOA—its Zariski closure in MatIv . We define a partial orderdeg by the condition
Adeg B if and only if OB ⊆OA.
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GIv
σ−→Gpr(dv)
and an algebraic variety isomorphism
MatIv
σ¯−→ prinKI•
(
dv
)
,
where
dv(j)=
{∑
ij v(i) for j ∈ I−,
v(j) for j ∈max I.
Moreover, σ¯ (g ∗ A) = σ(g) ∗ σ¯ (A) for all g ∈ GIv and A ∈ MatIv . Let XA = σ¯ (A) be
a prinjective module associated to A.
We finish this section by giving an algebraic description of properties of orbits (and
their closures) of the action (6.2). More precisely, we prove the following facts.
Lemma 6.5.
(a) The orbit OA is closed if and only if A= 0.
(b) The orbit OA is open if and only if Ext1KI (XA,XA)= 0.
Proof. By Lemma 4.1(c) and remarks above, the orbitOA is closed (respectively open) in
MatIv if and only if the orbit OXA is closed (respectively open) in prinKI (dv). Therefore
(a) follows from Lemma 3.4. Moreover, thanks to Lemma 3.5, it is enough to prove that
Ext1KI (XA,XA) = 0 if OA is open. Following [10,15], we associate to any poset I the
integral quadratic Tits form qI :ZI → Z defined by the formula
qI (x)=
∑
i∈I
x2i +
∑
i≺j∈I−
xixj −
∑
p∈ max I
(∑
i≺p
xi
)
xp.
It follows from [19, Proposition 2.3] that qI (v)= dimGIv − dim MatIv , where dim denote
the dimension of a variety. By [15, Proposition 4.4] we have qI (v)= dimK EndKI (XA)−
dimK Ext1KI (XA,XA). Let OA be open. Since the variety MatIv is irreducible, dimOA =
dim MatIv . Consequently,
dimK Ext1KI (XA,XA)
= dimK EndKI (XA)− dimGIv + dim MatIv
= dim AutKI (XA)− dimGIv + dimOA
= dim AutKI (XA)− dimGIv − dim AutKI (XA)+ dimGIv = 0,
and we are done. ✷
276 J. Kosakowska / Journal of Algebra 263 (2003) 262–277Theorem 6.6. Let I be a poset of finite prinjective type or a minimal poset of infinite
prinjective type and let A, B be block matrices in MatIv . The following conditions are
equivalent:
(a) XA ext XB ,
(b) Adeg B ,
(c) XA deg XB ,
(d) XA hom XB .
Proof. By Lemma 4.1(b), Adeg B if and only if XA deg XB . Moreover, from [5], [19,
Theorem 3.1] (compare with [4,9]) it follows that if the poset I is of finite prinjective type,
then all indecomposable prinjective KI -modules are preprojective. Therefore this theorem
is a consequence of Theorems 5.11 and 5.12. ✷
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