Telecommunications networks need to guarantee that all node pairs involved in critical service communications are highly available. Here we adopt a novel approach to the problem of how to provide high levels of availability in an efficient manner. The basic idea is to embed at the physical layer a high availability set of links and nodes (termed the spine) in the network topology to support protection and routing in providing end-to-end availability. We first explore the spine concept through simple topologies illustrating the potential benefits of the approach in improving the overall network availability and the capability to support quality of resilience classes. Then, we study how the structural properties of a network topology can be used to determine heuristics to select a suitable spine and compare this with the case where all network components have the same availability. This is followed by a numerical based study comparing the heuristics with all possible spanning tree based spines for sample topologies. Our results demonstrate how to best design a physical network to support protection methods in achieving high levels of availability efficiently.
are adopted to improve the reliability of the spine will depend on the cost versus benefit structure of the network owner. Even using techniques to improve the MTTF and MTTR of links and nodes that comprise the spine, we assume additional protection, either end-to-end, segment or local [7] is needed to achieve the desired level of end-end availability for the most stringent QoR class.
In this paper, we explore the spine concept and its potential advantages. We will assume that high availability communication services between all node pairs in the network is required and thus the spine will be a spanning tree. We show that if intelligently deployed, the spine approach can be leveraged to provide higher overall average end-to-end availability or lower downtime per year efficiently. The remainder of the paper is organized as follows. Section 2 presents the spine concept through analysis of a simple network, which shows that the spine can be advantageous from the point of view of the average end-to-end availability and support a wider spread in the availabilities. In Section 3 we study how the structural properties of the network topology can be used to determine heuristics to select a suitable spine and compare this with the case where all network components have the same availability. This is followed by a numerical based study comparing the heuristics with all possible spanning tree based spines in Section 4. Section 5 studies the sensitivity of the heuristic spine selection methods, the effects of heterogenous availabilities and other practical issues including cost. Our conclusions and future work are given in Section 6.
The Spine Concept
The spine concept is to take a physical network topology graph G = (N , L) which consists of a set of N nodes and a set L of links (undirected edges), then embed a substructure G s = (N s , L s ) with higher availability in a fashion so as to efficiently improve the overall availability or some availability based metric. In the general case the spine structure could take any subgraph form as dictated by availability requirements and cost. Here we assume that high availability communication service is needed between all |N | × (|N | − 1) source-destination pairs and the spine takes the form of a spanning tree. We illustrate the potential of the spine concept via a simple example. Consider a full-mesh four node network as shown in Figure 1 . For simplicity, we restrict our study to differentiated availability of links only (i.e., nodes are assumed to not fail). To improve the end-to-end availability, we assume the network has the ability to employ disjoint working and backup path protection for each source-destination pair if desired. We ignore the option of multiple backup paths (both two and three hop). Thus each of the 12 source-destination pairs has a single hop direct working path (WP) and a disjoint two hop backup path (BP). Let A S denote the average over all source-destination pairs of the end-to-end availability of a flow between a source-destination pair. A S can be found using standard parallel and series availability calculations [2] . First we study the homogeneous case, a l = a, for all l ∈ L. The average system availability A S is simply the parallel combination of the one hop working path and a two hop backup path which is given by:
A S (a) = 1 − (1 − a)(1 − a 2 ) = −a 3 + a 2 + a
Now, lets consider the non-homogeneous edge availability case corresponding the spine concept. We define a spanning tree as the spine consisting of edges 1, 5 and 4 as shown by the thicker red lines in Further we assume the availability of edges on the spine (a 1 , a 4 , a 5 ) are equal with value a S and the availability of the edges off the spine (a 2 , a 3 , a 6 ) are equal with value a O . Six of the node s-d pairs have a single hop WP on the spine and a two hop BP with one hop on the spine, so the corresponding availability is 1
The other six node pairs have a WP with two hops on the spine and a single hop BP off the spine, and the corresponding availability is 1
So, the average end-to-end availability, as a function of a S and a O is:
If we assume that a S = a + and a O = a − , then A S can be shown to be
Note, that since a S = a + and a O = a − , then the average link availability and the sum of the link availabilities network wide are the same for the spine based network and the homogeneous case (i.e., a i = 6a). We define δ as the difference in A S between the the spine and homogeneous scenarios, then δ = A S (a, ) − A S (a), which can be shown to be δ = 3 + a 2 + a (1 − a), and δ > 0 if > 0, a > 0. Hence using edges with different availabilities results in larger average availability than using an homogeneous edge availability. Thus the spine has the potential to improve the average end-to-end availability.
In Table 1 , we show numerical results of the effects of varying on A S and the downtime per year for the four node full mesh network. From the table one can clearly see that embedding a spine with differential availability of the links has the potential to improve A S . We also note that in the spine the different s-d node pairs do not always get the same level of availability. For example, when = 0.09 the group of six s-d pairs with a single hop WP on the spine have end-to-end availability of 0.998, while the second group of s-d pairs with a two hop WP on the spine have end-to-end availability of 0.9962. Observe that both groups have an end-to-end availability greater than the uniform end-to-end availability provided by the = 0 homogeneous case. An important point is that the choice of the spanning tree spine is not unique in maximizing A S as selecting edges 1, 2, and 6 results in the same A S . However, the choice of the spine is not arbitrary as selecting edges 1, 5, and 6 for the spine results in a lower A S .
In addition to improving A S , the spine also can provide a wider range of availability options for deploying QoR classes. For example, consider the scenario where one class has no protection (i.e., only a WP) and the other class has protection with a WP and disjoint BP. For the network of Figure 1 with no protection, Table 2 lists the availabilities that a service provider can achieve by routing the unprotected flows on routes of different length. For the spine based network we group the s − d pairs into two groups based on whether they have a direct one hop WP route ON the spine {(1,2), (1,3), (1, 4) , (2, 1) , (3, 1) , (4,1)} or a one hop 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 WP route OFF the spine {(2,3), (2, 4) , (3, 4) , (3, 2) , (4,2),(4,3)}. Notice that in the case of the spine based network (i.e., bottom two rows) routes can contain links that are ON the spine, OFF the spine or a mix of ON and OFF the spine links. Hence there is a greater range of availabilities in the spine case (i.e., max -min = 0.344 for spine vs. 0.171 for no spine case). Table 3 lists the availability values that can be selected from with routing in the case of a WP with a disjoint BP. As in the no protection case, the spine-based network provides a wider range in the availabilities (i.e., range = .0633 for spine vs. 0.0171 no spine case). From a service provider perspective, one can compose classes of resilience in the spine based network by combining routing and protection/no protection to provide top of the line customers a higher quality of resilience than in the non-spine based network without giving the best effort lower paying customers a corresponding increase in resilience. Now we consider a slightly different scenario of, given the topology, what is the effect of improving the availability of the components that make up the spine while leaving the rest of the network untouched. Specifically, we assume that a S = a + ∆ and a O = a. Again considering the four node network in Figure 1 with the spine consisting of edges 1, 5 and 4 as shown by the thicker red lines, then A S can be shown to be Figure 2 shows the average downtime in minutes per year for different a and ∆ combinations. Each line corresponds to one ∆ value, starting from zero (top line) and ending with 0.09999 in 100 steps, while varying the value of a. Thus each line shows how the average downtime decreases with increasing link availability a for a specific value of ∆. The inset figure in the top right corner is a magnification of the far right of the orginal figure. From Figure 2 , one can see that to achieve a specific downtime it is better to increase ∆ than a. Hence, from a system downtime point of view it is more effective to increase the availability of the spine components then to increase the availability of all the components in the network. We expect the spine to be a more beneficial approach for large networks, where the longer paths between node pairs decreases the end-to-end flow availability significantly. Consider an extended version of the four node network of Figure 1 , if we repeat the same structure with the same spine layout, we can produce a chain-like network as shown in Figure 3a with t stages (i.e., t repetitions). The overall average availability A S considering each WP on the spine and the BP as the corresponding min-hop edge-disjoint path can be derived as:
where n is the number of nodes and t is the number of repetitions of the original network structure (i.e. stages). As above we assume that a S = a + ∆ and a O = a. In Figure 3b , we show the average downtime (in min/yr) for different t stage networks with a fixed a = 0.99 and ∆. A set of values are generated by varying ∆ in steps of 0.001 over the range of 0 to 0.009. The top set of points in the figure shows the downtime for a homogenous case (with ∆ = 0). It can be seen that introducing differential link availability reduces the average downtime even for the larger networks as shown by the lower set of points. Note that for a specific ∆, the absolute change in average downtime is greater the larger the network. Lastly we note that the choice of a subgraph selected as the spine impacts the overall availability A S . Consider the simple 5-node network shown in Figure 4 with two different spine layouts. The spine in the leftmost network is a star whereas the spine in the rightmost network is ring-like. As above, we assume that a S = a + ∆ and a O = a and one can show that for the leftmost star-like spine network
Similarly for the rightmost ring-like spine network it can be shown that
Figure 5 (a) and (b) show plots of the downtime per year for different a and ∆ for the star-like and ring-like spines respectively. Each line in the downtime plots corresponds to one ∆ value, starting from zero (top line) and ending with 0.09999 in 100 steps, while varying the value of a. The spine in Figure 5a has much lower downtimes than the one in Figure 5b for a given a and ∆. Hence, the star-like spine is more efficient to reach a target downtime level and would be preferred to the ring-like spine. In general, the choice of the spine is not unique and its selection not only impacts the average end-to-end availability A S , but also the variability of the availability among s − d pairs and the range of availabilities that can be selected by routing. For a realistic network topology, there will be many possible candidates to select the spine from and many factors come in to play in selecting the spine. For example, the length of the spine diameter (d S ) and the value of ∆ are related. For any given flow, we may require the working path availability A W P f to be larger than the flow backup path availability
BP , where hc W P and hc BP are the hop count for working and backup paths respectively. This relation should hold for all flows, and the worst case can be found as flow with longest WP and shortest BP. The longest WP is obviously the diameter of the spine (di S ), and the shortest can be one hop -this is a conservative approximation.
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Exploring Spine Selection
Here, we consider how to select a good spine using minimum cost spanning trees, where the cost of using a link (or edge) was defined to take into account the edge betweenness centrality and the edge degree. The objective was to define the spine so that it would most likely include the edges that are important from the structural point of view of the network topology. However a spine is only considered admissible if an edge-disjoint WP and BP path can be calculated for each end-to-end s − d node pair. Before presenting how we generate and evaluate candidate spines, we detail our notation and provide some definitions.
Notation Sets:
N set of physical nodes in the graph. L set of physical links in the graph (undirected edges).
F set of end-to-end flows S set of links in the Spine. GS network subgraph defined by the spine, GS = (N , S).
Indexes:
Paths:
W P f Working Path for flow f . BP f Backup Path for flow f .
Availability:
a l availability of link l. A
W P f
Working Path availability for flow f :
Backup Path Availability for flow f (similar to equation (7)). A f availability of flow f . Assuming W P f and BP f are edge-disjoint, 
Performance and Structural measures:
eb l The edge l betweenness centrality which is determined from:
where σ(s, d) is the number of shortest paths between nodes s and d and σ(s, d|l) is the number of those paths that use edge l. ebS (ebG) is the average value of eb l in GS (G), that is considering only the edges in S (L). hS (hG) is the average shortest paths in GS (G). ed l is the degree of edge l, defined as the sum of the degree of the edge's end nodes. edS (edG) is the average of ed l over all edges in GS (G). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 diS (diS ) is the spine diameter, that is the length (hops) of the longest shortest path in GS (G). c l cost of using edge l. P L S (P L G ) is the total number of links (hops) that all flows in F traverse as WP s and BP s in GS (G)
Generating Candidate Spines
To generate candidate spines, we used Kruskal's minimum spanning tree (MST) algorithm with the cost of the edges c i l defined as a weighted combination related to the edge betweenness centrality and the edge degree. The costs of the edges c i l , i ∈ {A, B, C, D} were determined as follows:
• Case A: for a given α > 0, the larger the edge degree and the larger the edge betweenness centrality, the smaller the cost of edge l:
• Case B: for a given α > 0, the larger the edge degree and the smaller the edge betweenness centrality, the smaller the cost of edge l:
• Case C: for a given α > 0, the smaller the edge degree and the larger the edge betweenness centrality, the smaller the cost of edge l:
• Case D: for a given α > 0, the smaller edge degree and the smaller edge betweenness centrality, the smaller the cost of edge l:
In all cases (i.e., A -D) the weight α was varied from zero to one in increments of 0.1. algorithm [8] was used for generating a MST for each value of α. If the resulting MST was equal to one previously obtained, it was dropped. Also, if the obtained MST (Spine) did not allow for all WPs in the spine to be protected by an edge disjoint BP, the MST was dropped. In this case, the set (X) of all the common edges between a WP and its BP for all s-d pairs was collected. Then, sequentially, each combination (1 to |X| ) of the common edges was temporarily removed from the graph and Kruskal's algorithm was again used, until either an admissible MST was obtained or the network became disconnected. As in Section 2, we assume all links on the spine have the same availability a l = a S ∀l ∈ S and all links off the spine have the same availability a l = a O ∀l ∈ L − S. The WPs were routed entirely on the spine while each BP, edge-disjoint with the corresponding WP, was calculated with high edge cost on the spine (i.e., to avoid routing the BP on the spine) 1 . Specifically, prior to determining each BP, the cost of the edges of the protected WP was defined equal to a sufficiently large number, the cost of the rest of the edges in the spine was increased and the remaining edges had their cost changed to one. This way the BP is maximally edge-disjoint with the corresponding WP, while avoiding the edges in the spine (if possible). The common edges were used to generate new candidate MSTs as described above.
The set of candidate spines were evaluated considering the metrics:
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Numerical Results
Here we present sample results for four network topologies often adopted in the literature, Polska, NSF [9] , EPAN16 [10] , and Italia [11] . In Table 4 , data on the topologies of the four test networks is given. In the results presented here, we use a O = 0.99 and a S = 0.999 and a step size of 0.0001 in determining a l . Boldface is used in the table of numerical results to make the corresponding maximum (minimum) values in some columns more visible, depending on which was considered relevant for that column. Table 5 shows numerical results for the four networks studied where the spines were found using the cost functions above. First we consider the results for the Polska network. In Table 5 the first row corresponds to the MSTs with largest A W P S , and the second row corresponds to the MST with the largest A S , using equations (10)- (11) . The corresponding spines are shown in Figures 6 and 6b , respectively. It can be seen that the largest A S corresponds to a MST that presents a large diameter (twice the network diameter di G ), while the MST with the largest A W P S has a diameter of only 5. Also note that the row with maximum A W P S has the smallest P L S . In the third row we present a compromise solution, a MST that has diameter 6 -the corresponding spine is shown in Figure 6c .
Considering the spines with the largest A S (second row in Table 5 ) it is worth noting that the corresponding value of a l (0.9973) is larger than the average value of the edges availability (a l ) considering the spine 0.9955. This confirms the results in Section 2. In the second row of Table 5 one can also find the largest obtained value for min f A f (considering 1+1 protection).
The NSF network results in Table 5 list in the fourth row the values corresponding to the spine with largest A W P S , in the fifth row values corresponding to the spine with largest A S , in the sixth row the values corresponding to the spine with the largest value for min f A f and finally in the seventh row, a compromise solution. As in the case of the Polska network a larger A S can be obtained at the cost of a larger spine diameter. In this case the spine that results in the maximal value for min f A f does not coincide with the spine with the largest A S , and it also has a lower A S than the corresponding value in the fourth row (row of maximum A W P S ). The compromise solution has A W P S , A S and min f A f in the interval defined by the corresponding values in rows four and five of Table 5 .
The results obtained for the EPAN16 network (shown in line eight to ten in Table 5 ) are similar to those obtained for the Polska and NSF networks. The proposed compromise solution has A S equal to 0.9999157, Table 5 , while presenting the same min f A f as shown in row eight.
In the case of the Italia network, the largest value for A W P S was obtained considering the costs given by equation (9) with α equal to 0.1, and is presented in row eleven of Table 5 . A compromise solution can be found in the last line of the table. It achieves the min f A f value shown in line eleven and has a larger A S than the corresponding value found in that same row. The spine resulting in the largest A S (and min f A f ) was obtained twice (see row twelve), because when α is zero, the cost given by equations (11) and (12) is equal to ed l / max l ed l . It can also be observed that the required uniform edge availability (a l ), to achieve the value of A S in Table 5 , is 0.9961, while using a spine this can be achieved with an average of 0.99404. Note that in the case of Italia network the minimal value obtained for P L S does not correspond to the spine with maximal A W P S (as was the case of the previous networks). Overall, from the numerical results, it was observed that for each type of cost (9)-(12) the MST with the largest average WP availability A W P S often also corresponds to the MST with the smallest average shortest path h S , the smallest P L S , the smallest diameter di S and smallest average edge betweenness centrality eb S , and with the largest average edge degree ed S . However the MST that corresponds to the largest A W P S rarely coincides with the MST with the largest value for A S . Nevertheless the MST that maximizes A S (for each type of cost) tends to present, a small h S , di S , eb S (although these are usually larger than the corresponding values for the MST that maximizes A W P S ), and a large ed S (although usually smaller than the MST that maximizes A W P S ). Also, the results from the tested networks seem to indicate that maximizing A W P S does not maximize min f A f .
Considering All Spanning Trees in Determining the Spine
In this section, we study the metrics used to evaluate spine solutions over the space of all spanning trees in order to see their behavior and gain insight into spine selection.
Generating All Spanning Trees
The number of spanning trees (ST) in a connected graph G can be quite large even for small |N | and |L|. The exact number of STs in a graph can be related to the Laplacian spectrum of the graph [12] as follows. Let A denote the |N | × |N | adjacency matrix of a graph, where a ij = 1 if and only if there is a link between node i and node j, otherwise a ij = 0. The degree matrix D is a |N | × |N | matrix with the node degree placed along the diagonal (i.e., d ii = number of adjacent nodes of i) and zero every where else. The Laplacian matrix L of a graph is defined as A − D and the eigenvalues λ i , i = 1, 2, ...|N | of L form the Laplacian spectrum. It has been shown in the algebraic graph theory literature [12] that the number of 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 spanning trees in a graph can be determined from the Laplacian spectrum by: Table 6 shows the number of spanning trees for the networks studied here. One can clearly see, that for even modest size networks such as EPAN16, the number of spanning trees is quite large. In order to generate all STs, we use Prim's algorithm to determine a ST implementing a binary code of size (2 |L| ) with |L| digits each corresponding to a specific link on the graph, with value 1 if the link is on the spine and 0 if not. Then, we run a counter from (2 |N | − 1) to (2 |L| − 1) to enumerate all possible combinations of links on a spine. Each generated combination of links that constructs a valid ST is saved to be further tested. A valid ST is verified by checking that the sum of all columns on the adjacency matrix of the spine is greater or equal to one and the number of links is |N | − 1. Once all spanning trees are created, for each ST we route the WPs for all s − d pairs on the spine while BPs are routed such they avoid the spine if possible but constrained to be fully disjoint from the corresponding flow's WP.
Numerical Results
We studied the Polska, NSF, and EPAN16 networks by generating all STs and routing all s-d flows with disjoint protection. The Italia network was not considered due to the computational complexity. As in the previous sections all links on the spine have the same availability a S and all links off the spine have the same availability a O . Here we use a S = 0.999 and a O = 0.99. We evaluate the results using the same performance and structural measures as in the previous section. Table 7 shows the results for the networks considered. For each network in the table, the first row corresponds to the ST with the largest A W P S , the second row the ST corresponding to the largest A S and the subsequent rows can be either the ST with largest min f A f or a compromise solution between the results of the first two rows, typically with a lower di S then the maximum A S case.
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Comparing with the heuristics of Section 3, the largest value obtained from the heuristics for A W P S in the Polska network coincides with the maximum found over all STs in Table 7 − there are multiple STs of the same A W P S value. For the EPAN16 network, the heuristics in Section III calculated a spine with A W P S equal to 0.99670 which also coincides with the maximum found over all STs in Table 7 . Regarding the case of the NSF network, the maximum value obtained by the heuristics for A W P S (0.99685) was also close to the maximum 0.99687 in Table 7 .
In terms of A S , for the Polska network the maximum value found from the heuristics (0.9999480) is actually the maximum over all STs in Table 7 . Similarly, the heuristic in Section 3 managed to generate a spine for the NSF network, such that the resulting A S has the first 5 digits correct (according to Tables 5  and 7 ). In the case of the EPAN16 network, the first 5 digits match too. Overall these numerical results seem to indicate that the heuristics from Section III work reasonably well in identifying a viable spine for a network topology.
Regarding path lengths, Table 7 (last two columns) shows the total number of links/hops utilized by the network P L S when the spine is considered. This is compared to the total number hops used when the link-disjoint path pair is calculated using shortest path pair (i.e., min-min). It is clear form the results that the spine incurs more resources. Despite this, the increase in path lengths P L% can be as low as 6%, 4.3%, and 4.0% for Polska, NSF, and EPAN16 networks, respectively.
In the next section, we study the sensitivity of the results to the link availability values a l , the relaxation of the assumption of homogeneous spine and off-spine link availabilities and discuss the effects of monetary cost.
Further Analysis

Sensitivity
In our previous numerical analysis, we considered a = 0.99 and ∆ = 0.009 (i.e., a O = 0.99, a S = 0.999). Here we examine how the results would change if we considered different values of a and ∆. Figure 10 (a) and (b) shows the availability values (A S and minimum A f ) for all STs in the Polska network using 3 different values of a = {0.9, 0.99, 0.999}. By visual inspection, we can see that the general pattern for the ordered STs remain unchanged regardless of the metric A S or minimum A f . Only slight changes in terms of the ranking of the individual STs from best to worst occur in both measures.
For varying ∆, Figure 11 shows the results for A S and minimum A f using 5 different ∆ values. When ∆ changes, we see a consistent pattern for the values. However, more variation is noticed. This means that the ranking of the STs (from best to worst) with respect to a specific measure would slightly change as ∆ changes and an ST might exchange its rank with another ST within its close range. In addition, for each value of ∆ there can be different best/worst STs. Figure 12 visualizes this behavior, especially at large ∆ values. For example, in Figure 12a at ∆ = 6e − 3 the upper three STs (corresponds to worst A S ) exchange their positions after the merging point as the variation of the values diminishes. This is also true for the NSF network as shown in Figure 12b .
Heterogenous Scenario
So far, we considered different values for a and ∆ but we also assume that all links on the spine have the same availability a l = a + ∆ ∀l ∈ S and all links off the spine have the same availability a l = a ∀l ∈ L − S. However, typically, links on a network would have different availabilities. In this part, we relax our assumption of considering homogenous link availability. We consider a distance-based link availability found in [7] . The link availability is calculated as a l = a c × a t where a t is the product of cable-ends equipments (i.e., OXC, ADM etc...), and a c is the fiber cable availability that can be calculated from: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   0  200  400  600  800  1000  1200  1400  1600 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 M T BF hrs = CC × 365 × 24 cable length km (15) where M T BF and M T T R are the mean time between failures and mean time to repair in hours, respectively. CC is the cable cut metric in km.
Recall that we want to find a spine with high availability measures, and these measures vary on the different spines based on their graphical structure as we showed in the previous section. In here, we involve heterogenous link availability which complicates the problem furthermore. Now, we want to examine to what extent the added input changes the results. To inspect this, we study the Polska and NSF networks, and we calculate distance-based link availability by setting M T T R = 24, CC = 450, and a t = 0.9995, and using the actual distance of the cables. Then, for all STs we calculate A S and min-A f with different ∆ values. We compare these results to the results obtained from a homogenous case. As an example, Figures 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 0 .9 9 9 9 7 0 0 .9 9 9 9 7 2 0 .9 9 9 9 7 4 0 .9 9 9 9 7 6 0 .9 9 9 9 7 8 0 .9 9 9 9 8 0 0 .9 9 9 9 8 2 0 .9 9 9 9 8 4 0 .9 9 9 9 8 6 0 . 0 .9 9 9 9 3 0 0 .9 9 9 9 3 5 0 .9 9 9 9 4 0 0 .9 9 9 9 4 5 0 .9 9 9 9 5 0 0 .9 9 9 9 5 5 0 .9 9 9 9 6 0 0 .9 9 9 9 6 5 0 .9 9 9 9 7 0 0 .9 9 9 9 7 5 0 . 0 .9 9 9 1 0 0 .9 9 9 1 5 0 .9 9 9 2 0 0 .9 9 9 2 5 0 .9 9 9 3 0 0 .9 9 9 3 5 0 .9 9 9 4 0 0 .9 9 9 4 5 0 .9 9 9 5 0 0 .9 9 9 5 5 0 . 13 and 14 show a scatterplot for the A S and min-A f values of the STs for Polska and NSF networks. The x-axis and y-axis depict a ST availability value in heterogenous and homogenous case, respectively. For A S , we can see some variation for STs values around the linear correlation line which indicates an STs change in ranking.
Monetary Cost and Implementation Issues
The discussion and analysis thus far illustrates the potential of the spine concept in improving A S and reducing the average downtime per year. In reality there are several factors that will determine the usefulness and practicality of the spine approach. The paramount factor is the financial cost versus benefit tradeoff of the spine approach versus non-spine based methods of improving the availability. Note, that the cost of the spine design is the cost of improving the availability of only the spine components. On the other hand, the cost of the non-spine design is the cost of improving all the components in the network to meet the same average flow availability A S achieved by the spine design. Hence, the spine is a monetary cost 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 effective option if and only if the cost of the spine design is lower than the cost of the improved non-spine design. This will depend on the financial cost structure of improving the availability for the network under consideration and the desired levels of availability.
In the networking literature the cost of improving availability has not been widely discussed, the majority of papers focus on technical techniques to improve or quantify the availability of components or systems. Financial cost is usually given in a qualitative fashion (e.g., low, medium, high) or in a few cases as a numerical value for a specific technology and application scenario [13] . Determining a precise generally applicable formula on cost of availability is difficult as the cost is dependent on a number of technical and non-technical issues and is typically scenario and organization dependent. In general one can note that the availability of information and communications technology can be improved up to certain point then there are diminishing returns with increased cost and perfect availability is not attainable (i.e., downtime = 0) [14] . A few attempts to provide mathematical models relating cost and availability have appeared in the literature. Grover and Sack [6] proposed to model the reduction of the mean-time-to-repair (MTTR) and the associated cost in terms of % of budget for improving availability as having an inverse relationship of the
1/α where M T T R o is the baseline mean-time-to-repair and α is a parameter. Recently [15] , models the cost of increasing the mean-time-between-failure (MTBF) as polynomial function of MTBF, namely Cost = M T BF α + K where α is a parameter and K is a constant fixed cost. Note, that these two works each focus on only one side of the techniques to improve availability. In practice, one typically adopts a two-pronged approach to increase availability by investment in organization improvement to reduce MTTR and technical improvements to directly or indirectly (e.g., backup electrical power) increase MTBF [14] . In [16] , the author takes a different viewpoint and relates the cost of improving availability to potential financial loss L due to downtime. 
. Another practical deployment issue is that in terms of equipment improvement one does not get continuous changes in the availability but discrete changes in the MTBF by direct component modifications (e.g., spare mirrored line card) or indirect modifications (e.g., backup power supply of 8 hours). However, adjustment of MTTR can occur in a more fine grained fashion. To illustrate this with an example, consider the candidate spines in Table 5 in the second and eleventh rows which correspond to the Polska and Italia networks, respectively. We compare the total cost of the spine and non-spine designs, where the total cost of a design is the sum of the costs of improving each link. Assume that the availability of all links on the network initially is 0.99, with MTTR = 24 hrs, which corresponds to MTBF = 2400. If we were to increase the MTTR in one link (i.e., to reach a S or a l ), the improvement is subject to the cost function Cost = M T BF α from [15] , where the MTBF value is for 1 km. For α, we use different values range from 1 to 2 with step size of 0.1, and also we use the geographic distances for links in both networks to calculate the MTBF. In addition, the links on the spine can be given MTTR values from 24 down to 6 hrs, whereas MTTR for the off-spine links in the spine design and all the links in the non-spine design remains unchanged. Figure 15 shows the results for the two networks and the two design options. It is clear from the figure that the spine design can be more cost effective for the right combination of both MTBF and MTTR even at large value of α. In practice one will typically not be able to tune the availability in a continuous fashion as in the analysis of previous sections, but there will be discrete options around which the availabilty can be tuned somewhat as in Figure 15 .
Lastly we observe that throughout this work we have focused on uncapacitated networks. Since the spine can lead to non-shortest path routes it may require more capacity in contrast to a non-spine based design. However, as discussed in the introduction the spine is primarily proposed to satisfy the requirements of high availability traffic and enable the use of QoR classes. Note that only a small fraction of the total flows are expected in the highest availability class, thus one would expect the potential capacity increases to be minimal. In the event the percentage of high availability traffic increases significantly then the capacity of the spine may need to be increased accordingly . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 (b) spine in the eleventh row of table 5 Figure 15 : Comparison between total cost of the spine design and non-spine design.
Conclusion
In this paper we presented the novel concept of embedding a subgraph structure with higher availability (termed the spine) in a network together with protection mechanisms to improve the overall end-to-end availability. The spine based approach was shown to have the potential to improve the network availability in a more efficient fashion compared to improving the availability of all network components in a homogeneous fashion. Heuristic spine selection methods based on structural properties of the network topology were given and the results appear promising compared to optimal spine values determined by a brute force search. Obviously, much additional work needs to be done to fully flesh out the spine concept, including detailed design algorithms that incorporate a range of node and link availabilities, the discrete nature of availabilty components and realistic monetary cost functions. The final goal is to find a way to embed a spine to achieve a maximum average end-to-end availability, and given such a spine, to identify the minimum increase in availability of the links, to achieve a given level of end-to-end availability for all node pairs, considering protection and monetary costs. In general the spine is hoped to provide larger differences in the range of availability values to quality of resilience classes resulting in less over engineering of the network to meet the most stringent availability requirements. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
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