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PREFACE
　　　　　When　we　consider　e亀c七ive　produc七ion　and　management　sys七enls，
alot　of　problems　can　be　dealt　with　through　combinatorial　problems．
Various　combi舩torial　optimization　problems　applied七〇production　and
management　systems　have　been　studied　in　the　6eld　of　Operations　R（＞
search（OR）．　One　typical　OR　methods　is　mathematical　proぽa㎜ing，
which　optimizes　some　function　called　an　objective　funcもion，　subject　to
some　constraint　equaもions．　Combinatcrial　optimiza七ion　problems　are
class乏aed　into　the　most　di伍cult　kind　of　prob］ems　in　mathematical　pr（》
gramming．　Combinatorial　opもimization　problems　have　a．　vast　sums　of
combina七ions　which　can　not　be　enumerated　even　wi七h　a　super　computer．
　　　　　We　consider　two　types　of　combinatorial　optimization　problemsラ
which　are　categorized　into　two　types　of　problems，　One　is　to　layout　ge．
omeもrical　materials，　which　is　called　packing　prob至em，　and　the　oもher
is　to　decide　combination　of　natural　number　in　Markov　Decision　Pr（＋
cess（MDP）．Packing　problems　can　be　apphed　to　iron　and　s七eel　industries，
glass　indusもries　and　paper　industries．　Many　opもimal　control　problems　of
stochastic　systems　can　be」丘）rmulated　by　MDP，　e．g．，　queuing　systems，
reliabili七y　systems　and　reservoir　operation　systems．
　　　　　Some七echniques七〇give　an　optimal　sol碇ion　of　a　combinatorial
problem　have　been　developed．　Dynamic　programming，　branch　and　bound，
and　integer　programming　are　typical　methods七〇solve　combinatorial　opti一
mization　problems．1もisうhoweverラimpossible七〇五nd　an　optimal　solution
of　combinatorial　problems　in　real　world　manufacturing　problems　withirl
areasonable　time，　even　though　appealing　to　above　operaもional　research
techniques．　Computaもional　time　and　e品）rt　will　grow　exp　onentially　with
problem　s輌ze　which　means　the　number　of　decision　variables　and七he　num．
ber　of　cons七rai抽equations．　Almosもcombina七〇rial　optimization　problems
are㎞own　as　Non－deterministic　Polynomial（NP）complete　problems．　NP
complete　problems　are　de6ned　as　the　problem　which　cannoもbe　given　an
op七▲mal　solution　within　a　polynomial　expression　time．
　　　　　We　apply　Genetic　Algorithms（GAs）to也ese　problems．　GAs　are　a
typical　me七a－he面stics　and　have　been　proposed　by　Jchn　Holland．　GAs
are　search　procedures七〇and　an　apProxima七e　cr　possibly　an　optimal
solution，　which　are　based　on　the　mechanics　of　Ilatural　selection　and　nat－
ural　genetics．　Our　GAs　are　categorized　into　Hybrid　GAs　which　utilize
the　o翫er　optimization　methods，　greedy　algorithms，　heuristics　and　Policy
I七era七ion　Method（PIM）．
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Cha帆er　1。
1。1。 Combina七〇ria10p七imiza七ion　Prob－
lem
　　When　we　consider　e任ective　produc七ion　and　management　systems，　a　lot
of　problems　can　be　dealもwith　thrcugh　combinatorial　problems．　Various
combinatorial　op七imiza七ion　prcblems　applied　to　production　and　manag合
ment　systems　have　been　studied　in　the　field　of　Operations　Rβsearch（OR）．
One　typical　OR　meもhod　is　mathen〔laもical　programming，　which　optimizes
some　function　called　an　objec七ive　function，　subject　to　some　constraint
equations．
　　　　Combinatorial　OpもimizatiOn　proble鰯are　class田ed　intoもhe　most
di田cult　kind　of　problerns　h　mathema七ical　programming．　COmbinatorial
optimiza七ion　problems　have　vast　sums　of　combina七ions　which　can’t　be
e1祖mera七ed　even　with　a　supαcomputer．　A　combinatoria］optimiza七ion
problem　is　generally　staもed　as£ollOws，
面n∫＠）
　工
5
subject　to　ω∈F
Hereハvariableるmeans　a　decision　variable　which　is　usually　expressed　as
apermutation　of　natural皿mbers，　and　F　is　a　set　of五〕asible　solutions
and／or　a　set　of　permutations．
　　　　　Some　techrliquesもo　give　an　optimal　solution　of　a　comb桓atorial
problem　have　been　develope（］．　Dynamic　programmlng，　branch　and　bound，
and　integer　programming　are　typical　methods　to　solve　combinatorial　op－
timizaもion　problems．　It　is，　howeverラimpossible　to　find　an　optimal　s（＞
lution　of　combina七〇rial　problems　ill　real　world　manu抗cもuring　problems
within　a　reasonable　time，　even　though　appealing　to　the　above　operatiOnal
research　techniques．　Computational　time　and　ef［ort　will　grow　exponen－
tially　with　problem　size，　which　meansもhe　number　of　decision　variables
and　the　number　of　constraint　equations．　Almos七all　combinatorial　op
timization　problems　are㎞own　as　Non－deterministic　Polynomial（NP）
complete　problems．　NP　comple七e　problems　are　de6ned　as七he　problems
which　can’t　be　given　an　optimal　solution　within　a　polynOmial　expression
time．
1。1。1。 Heuris七ics　on　Combina七〇rial　Optimization
Problems
　　　Various　heuristics　are　developed　to　find　feasible　solutiOns　of　combi＿
natorial　optimiza七ion　problems．　Heuristics　are　a　powerful　technique七〇
give　so］鍛e　fbasible　solutions，　which　are　very　dif五cult　to　find　in　problems
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Figure　1．I　A　concept　of　heuristics　in　combinaもorial　problem
of　large　size．　Heuristics　incorpora七e　the　experience　of　experもs　and　utilize
the　problem’s　characteristics．　Hereラthe　problem’s　characもeristics　include
the　problem’s　size，　lineariもy，　subdivisiblity　and　so　or1．　However，　a　fもa戸
sible　solution　obtained　by　heurisもics　is　not　always　an　optimal　solutionう
and　is　only　an　approximate　solution　which　disregards　obj　ec七ive　criteria．
Heuristics　are　what　we　call　an　expert　system　in七he　real　world　system．
　　　　　Here，　we　de翫ユe　an　op七imal　sohltion　to　be　a　feasible　solution　which
maximizes　or　rninimizes　objective　func七ior1．　That　is，　there　is　no　other
飴asible　solu七i皿which　is　bet七er七han　an　optimal　solutio1〕．　On　the　o七her
hand，　we　de6ne　an　optimized　solution　to　be　an　approximate　solution
in　some　sense．　Figure　1．1　shows　the　re！ationship　betweell　a　ccncept　of
heuristics　and　a　combinatorial　opti血za七ion　problem．
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1。1．2。 Me七a－Heuristics　on　Combina七〇rial　Op七imiza．
tion　Problems
　　　　Recently，皿eta．heuristics　attracもthe　a七七enもion　of　a　great　many　r（＞
searchers　as　a　solving　method　cf　combinatorial　optimization　problems．
Typical　methods　of　meta．heuristics　are　neura至一networks，　simulated　an－
nealings　and　gene七ic　algorithms．　Meta．heuristics　are　a　high　ra畝concept
of　sもandard　heuristics，　which　is　an　e艶ctive　meもhod　when　we　are　not　sat－
is丘ed　with　an　op七i磁zed　solution　obtained　by　heuristics．　Meta．heuristics
have　anεdvantage　of　u七苗zing　standard　heur三stics　and／or　mathematica玉
programming　for　local　search．　That　is，　meta．heuristics　inheritもhe　ad－
vantage　of　mere　heuris七ics　and／or　mathemaもical　programming．　We　are
convinced　tha七aconcept　such　as　meもa．heuristics　can　make　an　applica．
tion　of　sofヒware　catch　up　with　hardware．　Meta－heuristics　is　the　solving
method　of　combinatorial　optimizaもion　problems　in　the　sense　cf　global
optimization．
　　　　　Figure　1．2　shows　a　concepもof　me七a．heuristics　in　a　combinatorial
problem．
1．1．3．　Gene七ic　Algori七hms
　　Genetic　Algorithms（GAs）areもypical　meta．heuris七ics［21］．　They　have
been　proposed　by　Johrl　Holland，　whose　research　goals　are　to　solve　com．
plex　problems幽in　many　areasハ輌ncluding　machine　leaming，　the　simulati皿
of　au七〇nomous　behaMor　and　co］mbinatorial　opti］瞭ization　problems．　GAs
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Figure　1．2　A　concept　of　meta．heuristics　in　combinatorial　problem
are　search　procedures　to　find　an　op七imized　solution，　andもhey　are　based
on　the　mechanics　of　naもural　selection　and　natural　genetics．
　　　　GAs　are　algorithms　Of　multi－sもart　local　searches　which　can　deal
with　plural　solutions　simultaneously　GAs　take　advan七age　of　uもilizing
usual　heuristics　and／or　mathema℃ical　programming　which　are　suitable
もceach　problem．　We　particularly　deal　with　what　we　call　hybrid　GAs
which　utilize　usual　heuristics　and／or　mathemaもical　programming．　This
paper　considers　two　types　Of　combma七〇rial　optimization　problerns，七hat
is，　pack垣g　problems　a1ユd　MDP　problelns，　which　are　forlnulated　by　some
combinatoria玉programmmg　and　proposed　solving　methods　usirlg　hybrid
GAs．
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1。1．4。 Geome七rical　Combina七〇rial　Op七imiza七ion　Prob－
lems
　　　Combina七〇rial　optimizatim　problems　are　categorized　into　two　types
of　problems．　One　is七〇layouもgeome垣cal　materials　and　the　c七her　is
七〇decide　combinaもions　of　nat征al　numbers．　Combinatorial　optimiza．
七ion　problems　to　layout　geometrical　ma七erials　are　called　packing　Prob－
lems．　Packlng　problems　can　be　applied　to　iron　and　steel　industries，　glass
industries　and　paper　industries．　In　these　in（］ustries，　a　typical　packing
prob玉em　is　how　to　distribuもe　small　rectallgular　pieces　irl　a　large　rectan－
gular　piece．　In　this　problem，　it　is　very　dif登cult　to　find　even　ol把fεasible
solu七ion．　There　are　various　types　of　packing　problem［s，七ha七is，　recもangu－
lar　packing　problemsラknapsack　problems　and　bin－packillg　problems．　In
this　paper，　we　deal　with　recもangular　packing　problems　and　bin－・packing
problems垣various　comb垣a七〇rial　problems　to　layout　geometrical　mate－
rials．　We　propose　solvi1ヨg　methods　of　packi1ユg　problems　and　bin－packing
problems　by　using　hybrid　GAs．　On　applying　GAs七〇packing　problems，
七he　most　important　thing　is　how　to　constitu七e　genetic　informa七ion．　V～ξ
propose　a　constituting　method　suitable　for　each　packing　problem．
1。1．5。 Na加ral　Number　Combina七〇rial　Optimiza．
tion　Problems
　　　Typical　colnbinaもorial　optimization　problemsもo　decide　combinations
of　natural　numbers　are　scheduling　problerns，　traveling　salesman　prob－
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lems，　Markov　Decision　Process（MDP）prcblems　and　so　on．　We　deal
with　MDP　prob玉ems　in　various　combinatorial　problems　to　decide　combi－
nations　of　natural　numbers．　Many　optimal　cc坑rol　problems　of　s七〇chasもic
sys七ems　can　be　fbrΣnulated　by　MDP，　e．g．，　queuing　systems，　reユiability　sys－
tems　and　reservoir　operation　systems．　In　this　paper，　we　treat　MDP　wiもh
constraints，　and　propose　solving　methods　using　hybrid　GAs．
　　　　　MDP　is　constiもuted　of　s七ate　space，　action　space，　one　stepもransition
probability　and　cost　or　reward　associated　with　each　staもe　and　acもion．
This　problem　is　to　find　a　po］icy，　thaもis，　a　combinaticn　of　actions　for
each　staもeハwhich　optimize　time　average　expec七ed　cost　or　reward　in　an
infinite　time　horizon．　MDP　with　constraints　doesn’t　have　any　so］ving
methc（］＆）r　finding　a1ユoptimal　solution．　In　this　paper，　we　propose　a
solving　me七hod　of　MDP　with　a　constraint，　and　with　multiple　constraints
by　using　hybrid　GAs．
　　　　　We　6rst　analyze　MDP　wiもh　a　consもrai抽as　a　general　framework，
and　next　analyze　an　optimal　contrd　problem　of　reservoir　against　drought
as　a　real　world　problem．
1．2。 Outline　of　Disserta七ion
　　　　Chapter　2　and　Chapもer　3　discuss　packing　problemsうwhich　are　to
dec玉de　geometrical　combinator呈aユs．　Chapter　2　treats　recもangular　packing
problems　using　hybrid　GAs　interwoven　wi七h　greedy　algorithms．　Chap－
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ter　3　deals　with七w（×］imensional　bin－packmg　problems，　which　are　s（＞
ca玉1ed　slab　design　prob玉ems　in　iron　and　stee逗dustries．　We　apply　hybrid
GAs　interwoven　wiもh　heuristic　algorithms　to　this　problem．　A　rectangu－
1aぎpacking　Problem’s　object　is　to　mirlimize　trim－loss　of　a　large　rectangle．
On七he　o七her　han（1，　a七w（トdi］瞼ensional　bin－packing　Problem’s　object　is
to　mi垣mize施e　number　of］arge　recもangular　pieces．　Those　oblective
fUnctions　are　di任erent　be七ween　rectangular　packing　Problems　an（］tw（＞
dimensional　bin－packing　problems．　Therefbre，もhe　way　cf　modeling　and
suitable　local　search　are　di狂eren七　br　each　problem．　We　propose　di亀仁
ent　ways　of　interweavmg　GAs　in　Chapter　2　and　Chapter　3．　We　propose
hybrid　GAs　combined　with　greedy　algoriもhms　in　Chapter　2，　and　hybrid
GAs　combined　wi七h　heuristics　in　Chapもer3．
　　　　　Chapもer　4　and　Chapもer　5　study　MDP　problems　with　constraints，
which　are七〇decide　combinations　of　naturahumbers．　Chapter　4鎗ves－
tigates　a　solving　method　of　a　MDP　with　a　constraint，　proposes　applying
七he　Policy　Itera靴ion　MethOd（PIM），　and　analyzes　by　applymg　hybrid
GAs　which　combine　PIM．　Chapもer　5　considers　a　MDP　problem　with
multiple　constraints，　which　is　a　single　reservoir　operatiOn　optimization
problem　with　mulもiple　reliability　cons七raints．　Chapter　5　ex七ends　a　solv－
ing　method　of　a　MDP　with　a　consもraint．　However，　even　a　MDP　with　a
cαユsもrai抽is　too　di伍cu1七七〇derive　an　optimized　sol頑o王〕for．　A　single
reservoir　operation　optimization　model　is　a　more　realistic　problem　than
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asolving　me七hod　of　a　MDP　model　with　a　constraint．
1．3。 Eis七〇rical　Review　of］Li七era七ure
　　　　Combinatorial　problems　have　been　discussed　by　a　great　number　of
researchers　since七he　mユddle　of　the　nine七eenth　century　Here，　we　intr（ト
duce　some　significa批historical　litera七ure　on　packing　problems　and　MDP
problerns．
　　　　　TheTe　are　various　types　of　packing　Problems　such　as　two－（iimensional
rec七angular　packing　Problems，　thre∈卜dimensional　cuboid　packing　Prob－
1e皿，　non－rectangular　packing　problems，　stril＋packing　problems，　bin．
packing　problems，　and　so　on．　We　discuss　tw（｝dimensi皿al　rectangular
packing　problems　and　tw（トdimensional　bin．packing　problems　as　an　ap．
plication　of　GAs．
　　　　　Two－（limensional　packmg　problems　are　available　in　many　real　world
prOblems．　In　regard　to　tw（＞dimensional　rectangular　packing　problelns，
Kantorovitch［1｜published　the　ear玉iest　paper‘‘Maもhematical　methods　of
organizing　an（］planning　productio11”ir11939．　He　exもended　one－（iimensional
packing　prOblems　toもw（｝dimensional　packing　problems．　Paull　and　Wal－
ter［7］proposed　an　application　of　linear　pro即a㎜ing　to七his　problem　in
1954．Their　work　can　be　app］ied　only　to　very　smalLsize　problems．　Af七er
that，　many　variants　of　the　tw（戸dirne難sional　rectangular　packing　problem
are　proposed．　Gilmore　and　Gomory［2］prOposed　to　apply　the　column
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geneてation　meもhod　to　on〔＞dimensional　rectangular　packing　problems　in
1961．Their　success　in　one－dimensional　problems　s七imulated　research　into
the℃w（＞dimensional　case．
　　　　　In　regard　to　bin－packing　prcblems，　D．S．Johnson［91　proposed　Fasも
algorithms　for　bin－packing　in　1974．　Af七er　that，　many　researchers　en－
titled　twodimensional　rectangular　bin－packing　problems。　Almost　all　of
their　algori埼ms　were　heuris七ics　such　as　the　Besも一Fit　algori七hmラFirst－Fiも一
Decreasing　algorithm　and　Best－Fiも一Decreasing　algorithm．　B．S．Baker　and
E．G．Co宜man［8］proposed　Nexも一Fit－Decreasing　on　bin－packing　in　1981．
Moreover，　CoffmanラGarey　and　Johnson［10］surveyed　Approximation　aL
gorithms　for　bin－packing　problems垣1984．　Packing　problems　have　been
・uw・y・d　by　D・w・1・nd［31　i・1992．1・1994，　Ahm・d・Lb・u・i・t・L［6］』
prese琉ed　heuristics負）r　tw（×limellsior｝al　bin－packmg　problems。　In　their
paper，　a　heuris七ic　algorithm　combining　prioriもy　rules　with　a　res垣cted
search　procedure　is　presented　fOr　solving　tw（＋dimensional　bin－packing
problems．
　　　　　Rectangular　pack祖g　problems　are　also　known　as　cutもing　stock　prob－
1ems・Here，　cutting　stock　problems　meall　tw（卜dimensional　recもangular
packing　problems輔th　guillotine　cut　ccnstraint．　After　Gilmore’s　re．
search，　c碇ting　stock　problems　attracted　many　industries　where　many
shapes　are　cuぽom　a　piece　of　raw　materiaL　Wang圓proposedもwo
algor輌thms　for　cons七rained七wo－dimensional　cutting　stock　problems　in
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1983．Tbkuyama　and　Ueno圏discussed　the　cutting　stock　problem　fbr
large　sec七ions　in　the　ircn　and　s七eel　industries　in　1985．　Agrawal［5］pr（＞
posed　a　method七〇minimize　trim　lcss　in　cutting　rectangular　blanks　of
singユe　size丘om　a　rectangular　sheet　using　guHlotine　cuもs　in　1993・
　　　　　The　original　Ibrm　of　a　Markov　Decision　Process（MDP）was　intr（士
duced　by　Bellman［12］in　1957。　In　l　960，　an　excellent　guide　book‘‘Dy－
namic　Programmi簸g　and　Markov　Prccesses”wa8　published　by　Howard
［ユ3］．He　gave　the　Policy　Iteration　Methodもo丘nd　a　sta七ioエ1ary　pure　op－
timal　policy　Each　stationary　pure　policy　is　a　combination　of　actions　fbr
each　staもe．　Hence，七he　problem　to五n（］an　optimal　pure　policy　is　a　kind
of　combinatorial　optimizaもion　problem．　MDP　has　received　increasing　aも一
もen七ion　during　the　last　three　decades．　Up　to　the　presenも七ime，　however，
only　a　limited　amount　cf　work　has　been　done　on　MDP　with　constraints．
Hordij　k　and　Kallenberg［14］investigated　MDP　with　mul七iple　constraints
in　1984．　They　analyzed　the　problem　in　the　range　of面xed　po至icy　and
formulated　it　by　linear　programming．13eu七ler　and　Ross［151　considered
MDP　with　single　cOnstraint　and　proposed　a　solving　method　by　applying
Lagrange　rnul七ipliers　in　1985．
　　　　　Regarding　a　reservoir　operation　problem，　since　Moran，s　pioneering
work［26］on‘Sもochastic　Reservoir　Theory’in　1954，　extensive　research　has
been　dcne　toεしnalyze　the　reliability　perfbrmance　of　reservoir　sys七ems　l27］，
［28］．In　particular，　remarkable　progress　has　been　made　in　the　estimation
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of　relevan七indices．　These　indices　specify　the　probabili七y　tha七water　is
avai至able　f㌃om　the　reservoir（Reliabili七y　index）and　the　expected　duration
of　that　fbllowing　a　droughも（Expec七ed　Duraもion　index）、　Hashimoto　et　aL
［29］in　1982　prcposed　to　use‘reliabilityう，‘resiliency’and‘vulnerability，
Criもeria　Ibr　Water　reSOUrCe　SyStem　perfbrmanCe　eVa1UatiCn．
　　　　　Hε田himoto’s　indices　cover　the　concepts　of　drought‘frequency’，‘du＿
ra七ion’and‘magnitudeラbut　fa抱o　deal　explicitly　with　the　inHow　distri－
butiorL　In　order　to　introduce　these　indices　into　a　stochasも輌c　pro口arnrning
model，　a　consist飽t　theoreもical　b田is　for　for㎜lating　indices　is　required．
The　problem　wa8　analyzed　in　the　range　of　MD（ed　pclicy　and　was　Ibrmu－
1ated　by　linear　programming．
　　　　　Little’s　piorleering　work　on　reservoir　policy　appeared　in　1955ラwhich
provided　a　basis　for　what　is　now　called　Stochastic　Dynarnic　Programming
（SDP），Since　then，　much　work　has　been　done　to　apply　SDP　to　real　world
reservoir　opera七ion　problems［30］，［311．　Most　ofもhe　work　in　this　direction
used　a　simple　single－s七age　loss　function　which　is　a8sumedもo　be　a　decreas－
ing　function　of　reservoir　release（an　ordinary　single　s七age　loss　func七ion）．
Amodel　of　this　type　commonly　takes　the　forrn　cf　expected　loss　rninimiza．
もion．　These　Inodels　could　not　explicitly　consider　the垣dices　mentioned
above．　As　a　resulも，　those］鍛odels　tend　to　ignore　the　trade－off　amo1〕g　the
various　reliability鎗dices．　Tb　overcome　this　problemうseveral　approaches
have　beel〕developed．　These　include　the　one　that　treats‘chanceうor‘r昏
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liability’of　drought　as　a　cons七raint［32］，［33］，［34］，［35］．　Howeverラeven
chance／reliab撒y　constrainもmodels　could　not　take　into　account　the　du－
ration　of　drought　in　an　explicit　manner．
　　　　　Tatano　et　a1．　discussed　that　in　their　paper［36］giving　a　reservoir
operation　rule．　The　model　was長）rmulated　in　the　form　o£astochas．
tic　linear　programming　mcdel　which　minimizes　expec七ed　loss　per　period
subject　to　two　kinds　of　reliabiliもy　constramts　of　drought　frequency　and
expec七ed　drought　duratiOn．　In　tha七model，　state　variables　were（］efined
就maxirnum　available　amounts　fbr　release　and　cccurrence　of　drought．
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Chap七er　2。
2。1。 Introduction
　　　　This　chapter　describes　a　solving　method　for　tw（〉－dimensiorlal　rect・・
angular　packing　problems　which　are　a　kind　of　geometrical　combma七〇rial
problem．　Twひdimensional　rectangular　packing　problems　are七he　pack桓g
of　rectangular　pieces　（order　plates）in七〇alarger　rec七angular　con℃ainer
（mother　plate）．　Tw（トdime諭onahectangular　packing　applications　are
required　in　industries　such　as　glass，　paper　and　metal　in　order七〇pro－
duce　e日ectively．　Tw（トdimensional　rectangular　packing　problems　are　sub－
divided　into　two　problem　areas；that　of　determining　a　permutat輌on　of
order　plates’allocation　w沮e　minir癒zing　wastage（the　tr輌m－loss　prob－
lem），　and施a七〇f　deもermining　the　number　of　mother　plates　and　each
mother　plate，s　cuも七il19　Pattem　to　meet　a　given　order　while　minimizing
the　Ilumber　of　mother　plates（the　assortmenもproblem）．
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　　　　　In　this　chapter，　we（］eal　with　trim－10ss　problems　which　are　also
called　cuももing　problems．　In　a　production　system，　order　pla七es　are　pr（畑
duced　by　cutting　Patterns　accordingもo　layou七〇rder　plates　on　a　moもher
plate．　The　trim－loss　problem　is　dominated　by　perrnutation　of　order　plaもes
and　a　geometrical　allocation　on　the　plane．　There飴re，　it　is　important　to
determine　which　order　p］ate　is　the　best　to　pack　into　the　mo七her　plate
next，　and　which　allocaもioll　of　pcints　is　the　best　to　locate　next．
　　　　　However，　it　is　impossible　to　calculate　all　permutations　of　order
plates　and　feasible　allocation　points　wiもhin　a　reasonable　calculation七ime
limit　when　the　amount　of　order　pla七es　is　large．　Then，　various　heuris－
tic　algorithms　are　developed　to　solve　two．dimensional　packmg　problems．
These　heuristic　algorithms　consis七〇f　cutting　pattern　constraintラorder
plaもピs　size　and／or　prc（］uction　rule－based　algorithms．　For　example，　one
approach　is　proposed　from　a　mathematical　perspectiveもo　a　production
rul（＞based　oneラもhe　other　approach　isもo　use　heuristics　consisting　of　or－
dering　and　placement　rules　for　the　required　rectangular　pieces．　HOwever，
characteristics　of　pro（］uction　rules　are　dif琵rent　fbr　each　individual　fac七〇ry
and　production　ellvironmenも．　Therefbre，　producもion　systems　which　are
made　by　heuristics　are　not　general　purpose　sysもems，　when　the　production
environment　changes．
　　　　　There　are　several　approaches　to　find　an　Optimized　so汕ion　m　this
problem．　These　apProaches　adopt　predetermilled　theories　or　rules　that
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are　sublect　to　the　problem　itsel£It　is　very　dif丑cult　to　determine　which
order　plaもes七〇allocate負rst．　Moreover，　the　allocation　pOsi七ion　depends
on　packing　order．　Sinceもhis　determination　affects　the　whole　rectangular
packing　per負）rmallce，　a七w（＞dimensional　rectangular　packing　problem　is
acombina七〇rial　problem．
　　　　　We　cOnsider　that　in　the　trim－10ss　problem　it　is　possible　to　control
two　evaluation　functions　expressed　by　this　problem’s　characteristics．　We
propose　an　approach　which　applies　Hybrid　GAs　ill　order七〇guide　a　search
process　efEec七ively　and　to　obtain　an　op七imized　allocaもion．　Genetic　infoF
mation　in　a七rim－loss　problem　is　expressed　by　the　weighted　coef登cients
of　evaluation　function．　Permuもation　and　placement　of　order　plates　is　im－
proved　according七〇the　progressing　cf　genetic　infbrmation．　This　method
is　more　generaLpロpose　than　the　usual　rule　based　approach　or　heuris七ics．
Kawakami　and　Kakazu［16］proposed　that　a　three－dimensional　packing
strategy　is　acquired　through　a　hierarchical　tuning．　We　b鎚ically　re色
ence　their　hierarchical　tuning　method　on　applying　GAs．　However，　they
never　discuss　about　two－dimensionahectarlgular　packing　problems　and
allocation　direction　of　rectangles．
　　　　We　consider七he　allocaもion　direction　of　rectangular　pieces　on七w（＞
dimensional　packing　prob！ems．　Considering　the　alloca七ion　direction　of
rectangular　pieces　means　whe翫er　it　is　permitted　to　revo］ve　a　rectanguユar
piece　90　degrees　or　not．　In　case　of　permission　to　revolve七he　rec七angular
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pieces　90　degrees，七he　numb　er　of　rectangular　piece’s　combinaもions　is　equal
toもhe　square　number　of　primals．　Moreover，　the　problem，s　charac七eristics
are　suddellly　complica七ed　because　we　musもadd　the　decision　of　whether
七he　rec七angular　pieces　are　revolved　90　degrees　or　not．　Therefbre，　we
def桓e　whether　the　allocate（1　rectangular　pieces　are　revolved　90　degrees
or　not　as　the　binary　genetic　infbrmation．　This　binary　gelletic　infbrmation
lets　us五nd　the　optimized　solution，　even　if　the　problem’s　size　is　large．
　　　　　Anumerical　example　was　also　presented　to　examine　the　computa．
七ional　efaciency　of　this　proposed　approach．　Our　new　algorithm　found　an
optimal　solution　in　a琵w　minu七es　by　200mips　workstation．
2。2。　Two－dimensional　Rec七angular　Pack－
　　　　　　　　ing　Problem
　　　In七he　previous　section　we　proposed　that　a　tw（＞dimensional　rec七an－
gular　packing　problem　is　represented　by　two　evaluation　func七ions　thaも
dommate　the　packing　procedure．　III　this　section，　we　discuss　modelirlg
and　procedure　on　tw（＞dimensional　rectangular　packing　problems．　Two－
dimensiorlal　packing　procedure　consists　of　two　steps．　Firs七，　the　most
suitable　posiもion　in　the　mother　plate　is　deterrnined　by　a　position　eval＿
uating丘mction．　Second，　when　an　order　plate　is　placed　in　a　predeter－
mined　nexも面ocation　position，　the　mOsもsuitable　order　plate　is　chosen
from　an　unallbcaもed　order　plates’set　accor（］ing　to　an　order　permuting
evaluating　function．　These　two　steps　are　executed　recursive］y　until　al．
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location　space　satisfiesもhe　terminaもion　conditions．　We　define　gene　in
GAs　to　be　weigh七ed　coe伍cients　which　are　controlled　byもhose　evaluation
functions．　Calcu玉ation　resu］ts　on　tw（》dimerlsional　rectangular　packing
problems　largely　depend　orl　a　combinaもion．　of　weighted　coef丑cients　of　two
evaluation　furlctions．　Our　object　is七c　give　an　optimized　solution　while
minimizing　trim　loss　by　find短g　which　weighted　coe田cients　suit　the　prob－
lem．
　　　　　Here，　we　de6ne　some　noもations　about　the　size　of　the　container　and
rec七angular　pieces，七hat　is，　the　mother　plate　and　order　plates．
　　Mother　plate　size：　　　　　（WL）
τth　order　plate　size：　．巳＝（初τ，4∂，　τ＝1，2，…　，η
（2．1）
（2．2）
　　　　　V聡ere，」弓is　the乞一th　order　plate　evaluation　value，ωz　and島are
dimensions　of　theτ一th　order　plaもe，　and　n　is　the　number　of　orderがa七es．
First，　we　a！locate　a　mother　plaもe　at　initial　point（0，0）．　Here，　alloca七ion
spaces（コ9うy）are　restricted　respectively　to　O≦の≦レ1ノ，0≦y≦L．
　　　　　Moreover，　objective　func七ion（i．e．，銑ness　on　GAs）is　as　follows：
　　　　　　　　　⊇（鵠　　　　（2’3）
That　is，　R　means　the　area　ratio　which　covered　order　plates　in　a　mother
plate，　andγηis　the　number　of　allOcated　order　plates　which　is　pOssible　to
allocate　toεm　order　pla七e．　Our　object　is　to　choose　a　suitable　order　plate
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arld　to　determined　the　order　plate＄s　allocation　poinもand　direction　in　a
mOther　pla七e　aもeach　step，　while　ma）dmizing　the　function　R．　That　is，
our　oblect　is　to　layout　order　plates　ill　a　mother　p玉ate　while　minimizing
wastage（the　trim］oss）．
2。3。 Solving　Me七hod　by　Greedy　Algorithm
　　　We　propose　the　greedy　algorithm　for　determining　a　permutation　of
order　p］ates　and　an　allocation　point．　The　greedy　algorithm　is　a　solving
method　which　chooses　the　biggest　element　first　in　order　to　press　the
overall　solution　space，七hen　the　nexもbiggest　e］emerlt　in　the　solu七ion　space
that　is　left．　This　algorithm　p∫esses　so1頑on　space　while　choosmg　the　most
s磁もable　solution　according　to　progress　inもhe　search　process．　This　search
process　is　similar　to　a　human’s　intellect．　R）r　example，　when　we　pay　an
amount　of　money　by　using　some　kinds　of　coins　and　bills，　we　unconsciously
use　this　algorithm．
　　　　We　define　evaluation　function　Q乞to　measureτ一th　order　plate，　weighted
coefHcientε兎もc　control　al］ocation　and　evaluation　item九to　eva垣ate　the
order　plates．　In　this　paper，　we　consider　two　evaluation　items．
2。3。1。 Evalua七ion　Func七ion　to　Choose　a　Rectangu．
1ar　Piece
　　　　Evaluaもioh　function　Qτ，　weighted　coef五cient　e兎andもhe　evaluation
itemS九are　aS　fbllOWS：
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??＝arg　m皿Qる，
　　　　2　　τ
一Σ（e兎・海），
　　　兎＝1
　　　ア、（叫，勾＝
　　　ゐ（ω場）＝
（ωτw）2＋（f）2・
（叫・εzw・L）2・
（2．4）
（2．5）
（2。6）
（2．7）
　　　　Where　evaluation　item∫1　andゐshow　non－similari七y　and　area　ratio
between　mother　plate　and　order　plate，　respectively．　Function　Q乞is　a　liner
equatioll　for五which　is　biased　against　weight　coe伍cient　ek．　In　case　el
is　largerもhan　e2，　evaluation　i七em∫1　has　strong　eH〕ect　on　choosing　non－
similar　recta建gular　pieces．　In　the　opPosi七e　case，　that　is，ε1　is　smal］er　than
e2，evaluation　item克has　strong　ef丘ct　on　choosing　larg（チsized　rectangular
pieces．　Thereforeラ七his　evaluaもion　func七ion　allocates　a　recもangular　piece
which　has　the　highesもevaluatiOn　value．
2．3。2。 Evalua七ion　Func七ion七〇Selec七an　Allocation
Posi七ion
　　　We　deHne　evaluation　function司’which　measures元一th　order　plate’s
feasible　allocaticn　positions．　Evaluaもion　function万・chooses　the　most
suitable　allocatiorl　position（エ＊，2ノ＊）　of　a　set　of　allocable　positions（エゴ，2ノゴ）・
Here，　an　evaluation　value鳥・and　the　most　sui七able　allocation　position
（がうy＊）are　giv位as　fbllowsl
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　　　　　　　　　（の＊，y＊）　＝　　征91n工nち・，　　　　　　　　　　　　　　　　　　　　　　　　　　（2・8）
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　　　　　　　　　　　　　苛一・・弓＋…㌶　　　　　　（2・9）
　　　　Where＠ゴ，gゴ）is　a　set　of　the元．th　fe品ible　allocation　positions，　and
e3　and　e4　are　weighted　coef五cients．　Func七ion．弓is　a　hnear　equation　fbr　a
set　of七he元一th　fbasible　alloca垣on　posi七ions　bJラ的）which　is　biased　against
weigh七cce伍cierlもe3，e4．
　　　　　Vnen元一th　rectangular　piece　with　dimension（祖ゴ，4ゴ）is　locaもed　at
allocation　point＠，9），we　add　two　poin七sラ＠十ωゴ，y）an（］（エ，3ノ十εゴ）to　a
set　of　allocation　posiもiorls，　then　delete　the　alloca七ion　point＠，　g）from　an
allocation　position　set．　Thaもis，　the　number　of　elements　in元．th飴asible
allocation　position　set　is　j．　Here，　the　first　aUocation　position　is（0，0）．
　　　　　F輌gure　2．1　shows施e　most　suitable　and　fbasible　alloca七ion　points
whenゴis　3．　The　6rst　allocation　point（エ1，禦1）is　the　lower　left　point
O（0，0）．When　the　llth　white　order　plate　with　dimension（初11，ε11）
which　is　chos田by　evaluation　function　Q乞is　allocated　aももhe　6rst　allo、
cation　point（0，0）うもhe　second　allocation　pOints（エ2，ッ2）are（0，ε11）and
（ω11，0）．Accordh〕g　to　Figure　2ユラthe　6th　deep　gray　order　plate　is　al－
10ca七ed　at　（ω11，0），　Therefbre，　the　t｝1ird　allocaもion　points　（田3ラy3）　are
（0，ε11），（ω11，ε6）and＠11十ω6，0）．　Accord垣g　to　Figure　2ユ，　the　8th　light
gray　order　p］aむe　is　a玉玉Ocated　at　（0，ε11）．　The　fourth　allocation　poillts
＠4，y4）are（0，εu＋ε6），W6，ε11），ピ1、，ε6）a1・d（ω、、＋祖6，0）．
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F（x4，y4）
B（xﾄy・）・
B‘（x3，　y3）
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3．痴3
磁鵠、）
　　　　　　　　　　　　D（x4y灘
　　j＝1，1＝11
　　0rder　Plate　11
（0，C）
　　　　　　　O（x］，y1） A（x2，y2） C（x3，　y3）
　　　　↓
C‘（x4，y4）
Figure　2．1　Allocation　position
　　　　In　case　e3　is　largerもhan　e4ラallocatiOn　pcints　along　the　x－axis　di－
rec七ion，　while　maximizing　the　evaluation　i七emち・ラhave　sもrong　e猛ect　on
choosing．　In七he　opposi七e　caseラthat　is，　e3　is　small　thal〕e4，　allocation
points　along　the　y－axis　direction　have　sもrong　ef五〕ct　on　choosing．
　　　　Accordingly，　each　parameter　e1，e2，e3　and　e4　is　an　elemenもof　combi－
natoriahllformatio1ユon　a　two－dilne頭ollal　rectangular　packing　Problem．
The　di艶rent　combination　Of　those　parameters　lea（］s　to　the　di伍∋rent　al－
location　results．　An　optir虚zed　solution　in　a　tw・o－dimensional　rec七angular
pack沁9　Problem　is　given　by　tuning　those　parameters　while　minimizing
trim．lOSS．
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2。4。 Parameter　Tuning　Method　by　Genetic
Algori七hms
　　面this　sec七ion，　we　propose　a　solving　method　of　t皿ing　paralneters　in
greedy　algorithm、　usiag　GAs．　Here，　a　gene　of　GAs　is　defined　as　a　string
which　is　lined　with　fouT　parameters　in　greedy　algorithm．　Each　parameter，
e1，ε2，e3　and　e4　is　expressed　by七he　binary　code（O　orユ）．　Pcpulation　of
GAs　consists　of七he　different　genes，　that　is，　the（］ifferent　parameter　seもs．
Figure　2．2　shows　populaticn，　that　isラthe　gene’s　set　which　expresses衰）ur
parameもers　as　sixteen　bits．　According　to　Figure　2．2，ε10f　string　l　is　O101
in　binary　code．0101　means　23×Ω十22×ユ十21×Ω十20×1＝5．　We
normalize　O　101　to音，　therefbre　e1＝蓋．　Similarlyうe2＝器，ε3＝i㍑and
e4＝W．　As　a　result，　stringl　means　allocation垣fζ）rma七輌on　which　has
w・ight・d・・e缶・i・晦・・一蓋，・・一藷，e・一器・・d・・一蓋・Simil・・ly，
other　strings　respec七ively　mean　di亀rent　allocation　infbrmation：
Genes　el　e2　e3　e4
String　1　　0101　　1010　　1010　　0100
String　2　　1101　　0101　　0000　　0010
Strillg　1ユ　　1101　　1110　　1110　　0100
Figure　2．2　A　concept　of　populatiolコ
　　　　Here，　we　explai1〕the　binary　code　which　determined　whe七her　pieces
revolved　90　degrees　or　llot　as　fdlows：
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元一
（《ω，の＝（ωτ，ε∂，
（ω，の＝（島，ω∂．
（2．10）
　　　　　Figure　2．3　shows　population，　tha七is，　the　gene’s　set　which　expresses
alloca七ioll　information　and　allocation　direc七ion　whether　revolving　90　de－
grees　or　nOt、　According　to　Figure　2．1　an（］Figure　2．3，　String　l　shows
that　the　first　chosen　order　plate乞＝　11　is　a且ocaもedもhe　same　direction
as　primal　dataピ11，ε11），　the　second　chosen　order　plate乞＝6is　all（＞
caもed　with　dimension（ε6，ω6）which　revolved　90　degrees　and　the　third
chOsen　order　plate‘＝13　is　allocated　the　same　direction　as　primal　data
（祖13，ε13）．Here，　we　must　set　m　to　a頂mber　large　enough　to　allocate　oP
der　pla七es．　Similarly，　other　str垣gs　respectively　mean　dif克rent　alloca七ion
and　direc七ion　informaもion：
Genes
String　l
String　2
String　n
　el　　　　e2　　　　e3　　　　e4　　　　　　123　　．．
0101　1010　10ユ0　0100　　010　．．
1101　0101　0000　0010　　101　．．
　　：　　　：　　　：　　　：　　十　　　：　　：
1101　　1110　　1110　　0100　　　　　　011　　．．．
　　　Figure　2．3　A　concept　of　pOpulatio1／
???）??????
2。5。 Numerical　Experimen七
　　　　Based　on　the　prOposed　method　described　above，　some　numerical
eXperimentS　were　Carried　CUt　On　the　tW（卜dimenSiOnal　reCtangUlar　paCki119
problem．
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2。5。1。 Experimental　Da七a
　　We　preparedもwoもyp　es　of　data，　data　l　and　data　2　which　are　generated
by　random　and　artificially　made．　Da七a　1（Table　2．1）is　crea七ed　by　random
values，　and　data　2（☆ble　22）is　created　artificially　The　number　of　data
land　data　20rder　plates　are　71　and　31，　respecもively　Data　l　has　more
than　enough　plates　to　cover　a　mother　plate．　However，　the　amount　of
order　plates’area　in　da七a　2　is　the　same　as七he　mother　plate，s　area．
Table　2．1　Data　l?
ω乞
?
σPleces
?
ωz
?
■Pleces
? 1 4 2 16 4 3 3
2 2 5 1 17 3 6 3
3 3 4 3 18 4 3 1
4 2 3 3 19 1 4 3
5 5 6 3 20 6 5 1
6 6 5 2 21 5 2 2
7 3 4 1 22 2 1 1
8 6 3 3 23 1 2 3
9 1 2 3 24 4 1 3
10 4 3 3 25 1 4 2
11 3 2 3 26 2 1 3
12 6 1 3 27 5 6 2
13 1 6 2 28 4 5 2
14 2 3 3 29 1 4 1
15 3 6 1 30 4 1 3
2。5。2。 Experimental　Types　of　GAs
Wie　trie（］七hree　types　Of　GAs－GAI，　GA2　and　GA3－orl　two　types　of
data．　Each　GA　is　shown　as　follows：
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Table　22　Data　2?
ωτ
?
．Pleces
?
ωτ
?
・Pleces
1 7 4 1 11 1 1 2
2 7 3 2 12 2 1 2
3 10 3 1 13 3 1 2
4 14 2 2 14 4 1 2
5 16 2 1 15 5 1 2
6 18 2 1 16 6 1 2
7 20 2 1 17 7 1 2
8 4 2 1 18 8 1 2
9 6 2 1 19 9 1 2
10 8 2 1 20 10 1 1
ψGA！
　　GA　l　is　simulated　by　Greedy　Algorithm　and　GAs　which　have　weighted
　　coe］田cients　for　Greedy　Algorith］m．
⑧GA2
　　GA2　is　sim1ユlaもed　by　Greedy　Algorithm　using　GAs　which　have
　　weighted　coe伍cients　for　Greedy　Algorithm．　GA2　prepares　dummy
　　daもa　exchanging　width七〇lengthハand　chooses　the　mosもsuitable
　　recもangle　from　bcth　primal　data　and　dummy　daもa．
⑧GA3
　　GA3　is　simulated　by　Greedy　Algorithm　using　GAs　which　have
　　weighted　coe伍cients　for　Greedy　Algorithm　and　binary　genetic　in－
　　formatio1ユon　wheもher　to　permit　90　degrees　revolution　or　not．　Bo七h
　　genetic短数）rmaticn　independently　execuもe　genetic　opera七ion，　crosscver
　　and　mu七ation．
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　　　　　　　　　　　　Figure　2．4　GAI　Allocaticn　at　generation　O
2．5．3．　Experimen七al　Results
　　The　a1］ocation　process　for　each．　generaもion　from　GAI　tO　GA3　is　shown
in　Figure　2．4、もo　Figure　2、17．　Here，　population　size　is　20　and　generaもion
is　50、　We　show　experim飽tal　results　andもhe　processes　of　each　GA～潟
follows：
gResults　of　GAl
　　Irl　GA1，　data　l　achieve（i　objective　fu1〕cもio1ユ（area　ratio）R＝100％
　　at　iIIitial　generatioI〕，　however，　data　2　didnうt　achieve　R＝100％at
　　everl　genera七ion　50．　Figure　2．4　indicates　that　GA　l　could　get　one
　　optimized　solution　from　data　1．　Here，　data　l　has　several　ki1ユds　of
　　optimized　solu七ions．　It　is　seen　that　Figure　2．4　could　pack　well　from
　　もhe　bigger　order　plateセo　the　smaller　order　plate．
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Figure　2．5　GAI　AIlocation　at　gerlera七ion　O
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Figure　2．6　GAl　Al］Ocatio1〕at　generation　50
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Figure　2．7　GAI　AIIoca七ion　at　generaもion　O
However，　data　2　doesn’もhave　a　plural　number　of　opもimized　soh1－
tions．　Figure　2．5　and　Figure　2．6　show　GA1うs　allocation　of　results　a七
generation　O　and　10，　respectively　Results　of　GAl　on（iata　2　were
R＝94．8％at　generation　O　and　R＝99．0％at　generaもion　50．　There
are　many　di艶rences　between　Figure　2．5　and　Figure　2．6．　These　r合
sults　show　GAl　tried七〇search　various　combinations　of　al！ocatiolユ
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while　ma）（imizmg　objective　func七ion．
Figure　2．7　shows　the　resu1もs　when　it　excha茎1ges　wi（］th　an（］length
of　primary　data．　This　experiment　didn’t　improve　the　allocaもion　of
order　plate　from　initial　generatio1〕．　It　is　seen　that　data　2　is　more
dif登cult．than　daもa　1．
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Figure　2．8　GA2　Allocation　aもg題eraもion　O
5
10
5 10 15 20 25 30 35 40
＿＿＿＿．＿圏蜀．囲圏團膿覇＿一＿1
Figure　2．9　GA2　AllocatiOn　at　generatiα〕10
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Figure　2．10　GA2　Allocation　at　generaもicn　50
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Figure　2．U　GA2　Allocation　at　generation　O
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Figure　2．12　GA2　Allocation　at　generatior121
ψResults　of　GA2
　　Results　of　objective負1nction　of　GA20n　data　l　were　R＝92．5％at
　　ini七ial　genera七ion，　R＝95．5％at　generεしtion　10　and　R＝98．5％at
　　generation　100．　Each　a玉location　process　of　GA20n　data　l　is　given
　　in　Figure　2．8もo　Figure　2．10．　Those　results　show　tha七GA2，　which
　　permitted　revolving　the　order　plate　90　degrees，　is　more　di田cult
　　than　GA1，which　di（］がt　permit　revolv鎗gラs垣ce　GA2　has　two　times
　　more企asible　order　plates　than　GA1．1七means　that　the　number　of
　　the　next　choice　of　order　plate　w垣ch　is　chosen　by　evalua七ion　functio1〕
　　Qτis　equal　toもhe　square　number　of　GA1．　ThereforeラGA20n　daもa
　　2allocated　smaller　order　platesもhan　GAI　on　data　l　when元was
　　sma玉1，　then　cou1（in’t　allOcaもe　the　bigger　order　plates　later．
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Results　of　the　objec七ive　function　of　GA20n　da七a　2　were　R＝41．0％
a七ini七ial　generation，　R＝　73．0％at　generation　6　and．R＝90．0％
at　generation　21．　Each　allocation　process　of　GA20n　data　2　is
given　m　Figure　2．11　and　Figure　2、12．　In　da七a　2，七he　order　plate’s
width　is　longer七han　its　1畷gth．　Moreover，　evaluation　func℃ion　Qzラ
which　has　the　same　weighed　coefacient，　tends　to　choose　similar
order　plaもes．　Figure　2．11　would　indicate　that　GA2　evaluates　order
plates　which　revolved　a七90　degrees　as　a　higher　score　of　Qτat　i垣tial
gelleration．　Then，　wider　order　plaもes（revolving　90　degrees）were
chosen　faster　at　initial　generation．　However，　longer　or（ier　plates
were　chosen　faster　aもgeneration　6．　Direction　of　or（］er　plates　is
similar　in　both　cases，　These　processes　see］〔n　to垣dicaもe　that　GA2
is　not　a　more　eH〕ec七ive　algorithm七han　GA1．　However，　GAI　can’t
allocate　to　revolveもhe　order　plate　a七90　degrees．　It　means　GAl
can　solve　only　small　problems　fbr　the七w（）－dimensional　rectangular
packing　probleln．　GA2　can　solve　complicated　problems，　buもit　is
not　a　more　ef［ec七ive　algOrithm　than　GAI　on　data　1．
翰Resul七s　of　GA3
　　GA3　has　objective　function　R＝99．5％at　initial　generation，　then
　　achieves　IZ・＝100．0％a七genera七ion　1．　This　results　shows七haもGA3
　　is　a　rnore　eflbctive　algori七hm　tha1〕GA2．　Each　allocation　process　of
　　GA30n　data　2　is　given短Figure　2．13　a1エ（i　Figure　2．14．
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Figure　2．13　GA3　Allocation　a七generation　O
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Figure　2ぼ4　GA3　Allocaticn　at　generation　1
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Figure　2ユ5　GA3　Allocation　at　generation　O
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Figure　2．16　GA3　Allocation　at　g頭eration　g
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　　　　　　　Figure　2．17　GA3　Allocation　aもgeneration　15
Results　of　the　objective　function　of　GA30n　data　2　were　R＝97．0％
at　initial　generation，　R＝99．0％at　genera七ion　g　and．R＝100．0％
at　geneτation　15．　Each　alloca七ion　process　of　GA30n　data　2　is
given　in　Figure　2．15　to　Figure　2．17．　GA3　has　more　complex靭
allocation　than　GAI　or　GA2．　These　processes　would　indicateもhat
gene　wheもher　the　gerle　revolving　order　plates　90　degrees　or　not
WOrks　ef距ctively．
2．6。 Conclusion
　　　In　this　paper，　we　proposed　Hybrid　Genetic　Algorithms　for　the　solv仁
ing　method　of　tw（畑dimensional　packing　prob！ems．　Hybrid　Genetic　Alg（ト
rithms　have　two　kinds　Of　genetic　mforma七ion；one　is　weighもed　coe伍cients
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of　evaluation　functic丑s£or　de七emining　allocation　pcsi七ion　and　choos［ng
arec七angular　piece，　the　o七her　is　allocation　of（iirection　whether　to　revolve
or（ier　plates　90　degrees　or　not．　Our　approach　indica七es　tha七Genetic　Alg合
rithms　have　automa七ic　tuning　mechanisms　fbr　tw（＞dimensio丑al　packing
P・・bl・m・，　m・・e・v・隅imp・・v・m・nt・f　g…七i・i亘f・・m・ti・n　i・e任ecti…ひ
cording　to　the　charac七eristics　of　the　problem．　Some　experimen七al　results
show　the　usefulness　of　our　approach．
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Cぬap七er　3。
SLAB　DES互GN　PR（》BLEM
3。1。 互ntroduc七ion
　　　Recentもendency　in　heavy　industries　is　toward　smaller　lot　sizes，　shorter
delivery　times　and　higher　gra（麦es．　Under　this　tendency，　the　ef掩ctive
production　sys七em　which　attams　a　high－assortmerLt　yiel（］でatio　within
areasonable　time　is　required．
　　　　　When　we　consider　the　e艶ctive　production　sys七em，　a　lot　of　problems
must　be　dea狂wi七h七hrough　the　bin－packing　problems．　The　bin－packing
problems　are　cne　of　theもypical　packing　problems　which　are　categorized
inもo　geometrica］combinaもorial　optimiza七ion　problems．　R）r　exampleラa
bin－packirlg　apP玉ication　whユch　packs　rec七angular　pieces垣to　a　large　rec七一
angle　is　required　by　indus七ries　such　as　glass，　me七al　and　circui七　layout
apPlication　in工・SI　design．
　　　　　The　general　bin－packing　problem　assumes　a　collecもion　of　equal　ca－
pacity　bms　and　a　list　of　pieces　which　are七〇be　packed　into　the　bins
subject　to　the　requirement　thaもthe　capacity　of　no　bin　be　exceeded．　In
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regard　to　the　bin－packing　problem，　D．S．Johnson［9］published　the　paper
“臨sもalgorithms　for　bin－packingラ，　in　1974．　After　that，　many　researchers
もried　to　s七udy　the　various　bil1－packing　prOblems．　Many　of　these　varia．
tions　are　surveyed　by　Coffman，　Garey　and　Johnson［101．　However，　almos七
all　fbrmer　bil1－packing　solving　methods　in　a　real　industrial　systems　are
heuristics，　because　the　size　of　the　bin．packing　problem　in　a　reahndus一
七rial　system　is　large　enough　to　solve　and　has　comple）dty　to　satisfy　many
constraints。
　　　　　Aclass　of　problems　wi七h　a　slighもly　differenもobj　ective　is　tw（｝dimensional
bin－packing　problems．　The　tw（トdimensional　bin－packing　problems　are
usua玉ly　a　set　of　bins　of　fixed　width　and　height　with　the　objecもive　of　fit－
tingもhe　givell　pieces　into　a　minimum脳mber　of　bins．　In　regard　to　the
もw（＞dimensional　bin－packing　problem，　CO葺man　and　Shor［17］studied　the
distincもion　in　1990．
　　　　　In掘s　chapter，　we　deal　Wth　the　tw（＞dimensional　bin－packhg　prob．
1ems，　which　can　be　dealt　with　through　a　slab　design　problem短irOn　alld
s七eel　in（iustries．　Slab　design　is　an　important　problem　to　imprOve　the
produc七ion　system　in　iron　and　steel　industries．
　　　　　We垣e（i　to　app玉yもhe　slab　design　problem　to　hybrid　GAs　which
combined　wi施heuristics　for　tw（｝dimensional　bi注packing　prob！αns．　We
show　some　results　tha七hybrid　GAs　exceeded施e長）rmer　algorithms・at
generation　30ラand　raised　yield　ratio　O．6％．］＞10reover，　this　system　applied
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by　hybri（］GAs　works　good　enough　to　run　on　the　available　time．
3。2。 Slab　Design　Problem
　　　In　iron　and　steel　indus七ries，　H．Saito　et．a1．［19］proposed　the　two－
dimensiのal　assortmen七problem　in　the　production　of　heavy　s七eel　plate　in
1988．Moreover，　B．　Watson　et．al．［20］proposed　the　rectangular　cutもi暗
stock　problem　by　gene℃ic　algorithm　m　1992．　However，　their　problem　is
not　a　bin．packing　problem　but　a　cutting－stock　problem．　A　cuttin昔stock
problem　is　easier　than　a　bin－packing　problem，　because　a　cutt垣g卜stock
problem　doesn，t　require　packing　all　of　the　order　plates　into　mother　plaもes．
The　di田cu1七y　of　the　bin－packing　problem　is　to　alloca七e　all．of　the　order
plates　into　mother　plates．　In　the　previous　chapter，　we　showed　that　data
1，which　has　m．ore　than　enough　order　plates　to　cover　a　mother　plaもeラis
easier　than　data　2　whose　amoun七〇f　order　plates’area　isもhe　same　as　a
mother　plaもe．
　　　　　Though　the　slab　design　problem　is　often　known　as　a　cu七ting　stock
problem，　we　define　slab－design　problems　as　tw合dimensional　bin．packmg
problems．
　　　　　For　heavy　steel　platesラef］もctive　produc七ion　planning　and　manag∈卜
ment　system，丘rst　of　al1，0rders　of　the　same　thickness　and　speci五ca七ion
required　fro］鍛cus七〇mers　are　groupe（］into　a　lct．　Then，　the　size　of　the
rolled　mother　plaもes　is　determined．　Finally，　the　slabs，　dimensions　are
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Production　process
　　　　　　　　　　　　Figure　3．1　A　concepもof　slab　design　problem
deもermined　fbr　each　rolled　mother　plate．　This　procedure　is　called“Slab
Design，，．　Theもop　of　Figure　3．1　shows　a　concep七〇f　slab　design．．
　　　　　The　bottom　of　Figure　3．1　shows　the　production　process　in　the　iron
and　sもeel　industries．　In　this　process，　slabs　mean　the　intermediate　material
of　rolled　plaもes，　and　are　usually　produced　by　a　casting　machine．
　　　　　Then，七he　slabs　are　hea七ed　in　a　reheating血mace七〇ase七七em－
perature．　After　being　heated，　the　slabs　are　milled　to　mother　plates　of
pr合de七ermined　thickness，　wid七h　and　length　by　a　rolling　mill．　Afヒer　that，
mother　plates　are　trans允rred　to七he　finishing　line　and　cu七i1110ngi七udinal
and　transverse　direcもions　according七〇the　cutting　pat℃em　of　each　mother
plate，　and　divided　inもo　small　plates．
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　　　　　　　　　　　　　　　　　Figure　32　Res七riction　of　order
3．3。　Production　Process　of　Heavy　Steel
　　　　　　　　Plates
　　　The　prod促tion　procedures　of　slab　design　lead七〇three　cons七raints，
restriction　of　order，　rolling，　and　slab．　］E〕ach　rest∫iction　is　classiaed　as
follows．
3．3。1。　Restriction　of　Order
　　　Figure　3．2　shows　feasible　asscrtmenも．　Basically，　order　p玉ates　with　the
same　thickness　and　speci丘cation　are　grouped　into　a　lot．　Here，　specifica芦
tion　means　the　rehea七ing　temperature，　quality　of　material，　and　cut七ing
equipment　which　the斑stomers　required．　However，　there　are　some　di長
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　　　　pattern　1　’　　　　　　attem2…　　　　　　pattem3
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　　　　pattem4　　　　　　　patfem5’
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　　　　　　　　　　　　　　　　　Figure　3．3　Res七riction　of　rolling
丘rent　specifica七ion　orders　in　a　lot．　Accord短g　to　Figure　3．2，　even　though
dif髭｝rent　specification　orde欝such　as　A　and　B　are　possible　to　a8sort，　oF
der　A　and　C　are　impossible　to　a、ssort．「P（）divide　or（］er　C　into七he　other
group　leadsもo　a　decrease　in　the　combinatorial　possibility　Therefbre，　we
consider　order　plates　in　a　lot　as　much　as　possible．
3。3．2．　Restric七ion　of　Rolling
　　　Restric七ion　of　rolling　derives　from　rolling，　cOcling　and　cutting　equip－
ment．　Figure　3．3　shows　resもriction　of　cut七鎗g　and　the　rolled　mo七her
pla七e，s　dimenSions。　The　top　of　Figure　3．3　shows七ha七cutting　restricts
only　from　pattem　l　to　pattem　5，　wha七we　call　guillotine　cuも（i．e．　cuts
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　48
Wide　RoBed
M◎ther　Plate
Assortment
Slab①～⑩are
possible　to　ro11
　　　　　　　　0rdθred
　　　　　　　　plates
The　Group　of　Slabs
Narrow　Rolled
Mother　Plate
Assort【疋〕nt
Ro川ng
Slab（⑳）（輌）are
possible　to　ro川
a　Cross　S※∋ct　ion
of　Casting　Size
　　　　　　　　　　　　　　　　　　Figure　3．4　Res七riction　of　slab
from　one　edge　of　a　previously　cut　rectangleもoもhe　opposi七e　edge）．　The
bOttom　of　Figure　3．3　shows七hat　cooling　bed　and　rolling　equlpment　re－
strict　slab　size　and　weight．　We　must　desi即order　pla七（鶏smallerもhan
maximurrl　wid施，　length　and　weight，　and　larger　than　minimum　width，
length，　and　weight．
3。3．3。　Res七riction　of　Slab
　　　　Figure　3．4　shows　restriction　of　slab　size　and　weight　by　a　slab　cross
section　of　casting　size．　This　restricもion　is　caused仕om　rolling　raもio（i．e．
divide　slab　widもh　into　rolled　mother　plate　width）onもhe　rolling　equip－
ment．　According　to　Figure　3．4，　a　wide　width　rolled　mother　pla七e　car1，t
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be　rolled　from　a　narrcw　width§lab．　A　cross　Section　cf　cas七ing　size　is　not
continuous　but　discontinuous，　because　it　depends　on　the　casting　machine．
Accordingly，　a　slab　dimension（thickness，　width，1ength）is　determined　by
arolled　mother　plate．　When　we　deter斑ne　the　sユab　dimension，　we　must
・h㏄kf・品ibl・・1・b　l・呼h・h・・g・d　in・・eh・a七ing　fum・ce・n鵡品ibl・
cross　section　rolled　on　a　rolling　machine，　simultaneously
3．4。　Formula七ion
　　　In七his　section，　we　show七he　formulations　and　characteristics　of　the
slab　design　problem．　The　problem　is　formulated　as　follows：
Minim輌zeΣs巧，
　ゴ
（3．1）
　　subject　to．
　　　　　　　　　s巧・
　　　　5Lゴ（osん）
　　　　　s臨仇≦
　　　　　W禰れ≦
　　　　　　LmZπ≦
SLmη（05ん）≦
　　s巧’
p碗（ω巧）
PL九（ε9ゴ）
SLゴ（OSk）
Σ針cξ，
乞∈9ゴ
s巧
αOS兎’
≦5臨。⑳，
≦Wm促，
≦Lmα¢ラ
≦∬＿（OS為）．
（3．2）
（3．3）
（3．4）
（3．5）
（3．6）
（3。7）
（3．8）
where
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?フ・
tlz
s巧
9ゴ
烏ゴ
?
05兎
α
初乞??
?
レ垣η
脇α∬
W励π
Wmα①
8L7π加（08兎）
51｝η1促（0βゐ）
P夙（ω9ゴ）
PL九（ε9ゴ）
index　of　orders，
index　of　slabs，
weight　of　order　i，
weighも・f　slab　j，
aset　of　order　index　including　slab元ラ
margin　and　waste　weight　of　slab元，
index　of　cross　sections，
dimensions　of　crOss　section　k，
cce伍cien七，
wid七h　of　order　i，
leng七h　of　order　i，
assortment　pattern，
minimum　weighもof　slab，
ma）dmum　weight　ofき1ab，
minimum　width　of　slab，
ma）dmum　width　of　slab，
minimum　I飽gth　cf　slab，
ma）dmumユength　of　slab，
func七ion　of　rolled　mo七her　pla七e　width
determined　by　a　set　of　order　plate　gゴ，
function　of　rolled　mother　plate　length
determined　by　a　set　of　order　plate　gゴ．
　　　　　The　slab　design　problem　is　tc　find　a　seもof　or（ier　index　gゴmcluding
slab元which　minimizes　Eq．（3．1）subject　to　Eq．（3．3）to（3．8）．　Fur七her，
もhe　slab　dimension　which　has　a　slab　cross　section　size　and　length　is　d合
termmed　simultaneously　Thus，もhe　slab　design　problem　can　be　de6ned
as　a　set　par七ition　problem，　which　packs　all　crder　plates∀‘to　all　slabs∀gゴ
　　　　　From　this負）rmulation，　it　seems　when　the　obj　ective　func七ionΣS巧
equal　to　minimize　margin　and　waste　weighもΣ（ゐゴ・（㌔《is　dif琵renもfor
each　slab，Σ（痴changes　when　the　assortmen七changes．　Figure　3．5　shows
もhe　margin　and　was七e　part　of　a　rolled　mo七her　plate．　Margin　and　was七e
weight　consists　of　the　cu七もing　parも，　waste　part，七〇p　margin　and　side
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Side　margin TOP　tnargin
Order　part Waste　pa直
Figure　3．5　Margm　and　was七e　weight　Cgゴ
margin　weight．　Generally　speaking，七c　assort　same　size　order　pla七es癒to
one　slab　mealls七〇decrease　margin　weigh七in（痴ゴ，　andもo　increase　the
number　of　slabs　and　toもaヱma噸n　weight　inΣ〈7動．．　In　the　opposite　way，
if　dif丘rent　size　order　pla七es　were　assor七ed　into　one　slab，　margin　and　waste
weight　in（輻ゴwould　increase，　and　the　number　of　slabs　and　total　margin
inΣOgゴwould　decrease．
　　　　　Consequentlyうもrad←off　exis七s　between七he　Ilumber　cf　slabs　alld　total
slab　weight．　Therefore，　each　slab’s　was七e　weighも（㌔ゴdecreases　wh飽七he
number　of　slabs　is　minimized，　arldもhe　rlumber　of　slabs　and　total　slab
weightΣS巧increases　when　each　slab’s　wasもe　weight　C窃is　mini面zed．
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3．5．　Application　Me七hod
3．5．1．　Concep七〇f　Hybrid　Genetic　Algori七hms
　　　It　is　too　difHcultもo　find七he　fbasil）1e　solution　within　reasonable　time
underもhe　strict　constraints．　Thus，　we　apply　hybrid　GAs　combine（I　with
heuris七ics　to　the　slab　design　problem［．　Figure　3．6　shows　a　concept　of　a
hybrid　GAs　in　a　slab　design　problem．　The　previous　solving　me七hod　of
slab　design　is　given　on　the　righ七side　in　Figure　3．6．　In七his　chap七er，　slab
design　can　be　de6ned　for　the七w（テdimensional　bin－pack垣g　problem　on
the　left　side　in　Figure　3．6．　The　theoreもical　bin－packing　problem　wi七hout
some　res七ricもions　may　be　given　by　Next－Fi七一Decreasing　on　bin－packing
which　B．S．Baker　and　E．G．Coffman［8］proposed．　Howeverヅslab　design
problems　in　iron　and　steel　illdustries　have　many　restrictioRs．　We　apPly
Hybrid　GAs　in　order　to　bridge　a　gap　between　theoretical　bin－packing
and　real　assortment　restrictions．　An　impcrもant　poinもof　this　research　is
七〇develop　a　method　of　translation　from　genotype（geneもic　information）
七〇phenotype（feasible　slab　design　schltion）．　Two　kinds　of　searching
methods　of　Hybrid　GAs　in　this　chap七er　are　as　follows：
1．Local　Search　Conversion　from　geno七ype（i．e．　the　group　of　order
　　plates）もo　pheno七ype（i．e．　the　group　of　slabs）by　heuris七ics．
2．Global　Search
　　Combinaもorial　global　search（minimizing　a　part　of　combinatorial
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　　　　　Figure　3．6　A　concept　of　hybrid　GAs　in　slab　design　problem
　　　　solutions　enumerate（i　by　local　search）by　GAs．
3．5．2．　Procedure　of　Hybrid　GAs　on　Slab　Design
　　　We　describe七he　sIab　d（氾ign　problem　application　meもhcd｛娼follows．
Step　l　Creating　initial　population
　　　　Mapping　locus　to　order　name，　and　bhary　code　is　alloca七ed　to　locus
　　　　at　random（Figure　3．7）．
Step　1．1　Sort　order　plate’s　wldth　and　length，　and　spread　the　number　of
　　　　order　plaもes．
Step　1．2　Set　locus　O　or！aもrandom　as　the　initial　popula七ion．
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＜Exam　le　Ordel＞
Order　NameWidth しengthNumbe　r
a 2500 8500 2
b 2000 6000 2
C 1800 8500 4
d 1800 7500 3
　　　　　　　　　　　　　　　　　　　　　　step1．1
　　　Locus　　　：1234567891011
　　　0rder　name　　：　a　a　b　b　c　c　c　c　d　d　d
　　　StΣing（i）　　　：　00　1　1　0　1　1　0000
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　step　1．2（Random）
　　　　　　　　　　　Figure　3．7　Example　input　data
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Orders
　Genotyρe（Orders）　　　　　　　　　　　　　　　　　×2
蒜「s：881蒜品　［〔1×・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　［：三：：コ　　　×4
　　　　　　　Heu亘stics　　　　　　　　　　［：1［コ　　　　×3
Phenoty　e　（Slab　design　solution）
i’“’”ｬ’…’…”］’’”一’：…’’”ゴ
i’ F：：：’c…’…　’““d……三
：．：＿＿c＿．．＿：．i．：：＿ば，．：．：．．1
　rder
plates
「’ a@”i’　6”…1 Rolled　motherlate
6クSl・b・
Figure　3．8　Coding　method　of　slab　desigll　problem
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Two－colu㎜　　Orders：aabbccccddd
assortmem　　　String
　　　　　　　Maxlmum　length
：Ω0110i1；1　0　0　0　0
①
Maximum
　width
Pivot　plateC
a　①
②C
a　③
ic
l’ロ’≡≡’”‘
　　　　　　　　　Choice
　　　　　　　CrOSS　SeCt10n
　　　　　…・一…………’…一…………＼
Order　Plate　　　　　　　Ro豆led　Mother　Plates
　　　　　　　　　　　　　　Orders：
　　　　　　　　　　　　　　String　：00
Pivot　plateb 5 d
C　④ ⑥d
Calculation　　！
len
　　　　　　　　　　　　　　　　　　Cross　section
bb　　　ccddd
1　1　0　1　1　0　0　0　0
　　　　　　　　⑲髄。、1、u1、、、。n．＿．．．、三
　　　　　　　　　　　　　　〇fslab　　　　　　　　　　　　．i
　　　　Choice　　　　　　　Iength
　　CToss　Section
Figure　3．9　Coding　method　of　tw（＞column　assortrnent
One－column
aSSOHmentOrderString
　　　　　　　　　　　Order
　　　　　　　　　　　Str輌ng
i⊂豆＝コi
：　　b　b
：°° ﾟ⑦゜11
　　　Choice
　cross　sectlon
：00110i
　　　　Cho輌ce
　　cross　sectlon
　　　　　　d
OOOO
　　Calculation
　　of　slab
　　leng
　　　　　　　　　　Cross　section
　　　　　　　d
10000
　　　　　Calculation　　　　　，，．．
　　　　　・f・1・b　．／：三
　　　　　length　　　　　．・！　　／：二
　　　　　　　　　㌘
Figure　3．10　Cc（ling　meもhod　of　on∈←column　assortment
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Step　2　Coding
　　　　　Conversion　from　gene（i．e．七he　group　of　order　plates）to　phenotype
　　　　　（Le．　the　group　of　slabs）by　heuristics（Figure　3．8）．
Step　2．1　Sort　order　plate　widthwise，　lengthwise　by七urns皿der　the　max。
　　　　　imum　width　and　length．　The　only　order　plate　whose　locus　sets　to
　　　　　lis　to　be　a　pivot　order　plate　in　a　twひcolu㎜田sortment　mother
　　　　　plaもe，　and　the　other　order　plate　whos（≧10cus　setsも00is　sorted　fol－
　　　　　lo輔ng　a　pivo七〇rder　plate　in七w合colu㎜品sortment（middle　of
　　　　　Figure　3。9）．　Repeaもto　assort　the　tw（卜columll　assortment　mother
　　　　　plaもes　until　pivot　order　plate　is　not　in　the　str垣g（bo坑om　of　Figure
　　　　　3．9）．
Sもep　2．2　Sort　left　order　plate　whose　locus　sets　to　l　into　one　mother
　　　　　plaもe　as　on÷colu㎜品sor七ment．　Ther』e，　sorも娩order　plate
　　　　　whose　locus　equals　to　O　into　another　moもher　pla七e　as　one－column
　　　　　assortmenも（Figure　3．10）．
Step　3　Genetic　Operation
　　　　　After　S℃ep　2　is　firlished丘）r　all　sもrings，　choOse　a　pair　of　s七rings　at
　　　　　random　for　par頭もs．　Operate　a　pair　of　strings　fbr　crossover，　and
　　　　　crea七e　a　pair　ohew　s七rings．　Choose　a　s七ring　at　random，　cperate　a
　　　　　string　fbr　mutaticn，　and　create　a　new　string．　In　case　a　new　string
　　　　　is　the　same　as　the　parent，　change　the　pair　of　parents，　and　repeat
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　　　　　tO　Create　the　neW　StringS，
Step　4　Sdection
　　　　　Select　higher　fitness　s七rings　by　elitist　stra七egy．　Repeat　Step　2　and
　　　　　3until　stopPing　generation・
3。6。　Realistic　Applica七ion
　　　　This　section　describes　the　imμovemenもof　realistic　application　for
the　slab　design　problem．
3．6．1．　Creating　Initial　Population
　　　Realistic　application　mus七丘nd　the　bet七er　solution　within　reas皿able
七ime．　Therefbre，　GA　parameter（population　size，　stoPPing　generation）
and　quali七y　of　initial　population　are　importallt．
GAs　Parameter
　　　First，　as　we　describe　the　determining　method　cf　GA　parameもerうwe
define　the　same　characterisもic　groups　as　a　class．　The　class　is　j　udged　from
the　observational▲nfbrmation（order　plates，　specifica七ion，　the　number　of
order　plates，　the　kind　of　order　plates，　width　and　length，　etc．）．
　　　　　The　observational　infbrmation　is　classified　in　Table　3．1　The　sen－
sitivity　of　fitness　and　runもime　aエe　giv飽by　case　s敏dy　analysis　when
GA　parameters　change．］［bw　regulations　of　increasing　state　can　be　oじ
served　accordirlg　to　case　stud輌es．　For　examp玉e，　some　class’fitness　never
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increases　from　ini七ial　genera七ion，　some　class，　fi七ness　increa旧es　steeplyラand
some　cla8s，　fi七ness　increases　s七ep－vvise．
　　　　　By　th・・e　cお・・七亘di・・，　iもi・pcssib1・t・p・edi・七P・・bl・m・i・e・nd
the　degree　of　dif封culty　from　the　observational　infbrma七ion．　Here，七he
degree　of（斑登cuユty　means　a　characteristic　to　judge　whe七her　the　fitness
increases　or　not．　We　de丘ned　the　classes　raising　the丘tness～績he　lst（di£
簸cult）degree　of　dif丑cul七y　when　both　the　population　size　and　the　stopping
generation　increa8e，　the　classes　raising　the　fitnessε田the　13th　degree　of
dif丑culty　when　either　the　population　size　orもhe　stopping　generation　in－
crease，　and　the　classes　keeping　the丘tness£rom　initial　ge簸era七ion　as　the
25th（easy）degree　of　di任iculty，　even　though　both　the　population　size　and
stopPing　generation　change．
　　　　　Next，　we　will　describe　the　set七ing　of　GA　parameter．　When　GA
parameter　1（popula七ion－size　10）takes　50sec（generation　50）until　the
乱ness　achieves　95％，　GA　parame七er　2（population－size　20）takes　40sec
（genera七ion　20）untilもhe　fitness　achieves　95％．
　　　　In七his　case，　the　latter　GA　parameter　l　is　better．　The　setting　of　GA
parameもer　e飽cts　run　time　very　much；accordingly　the　relation　between
popula七ion－size　and　stopPing　generation　has　trade－off．　In　a　realistic　sys－．
七em，　we　would　choose　a　GA　parameter　minimizing　run七ime　fromもhe
sa（］dle←points　which　are　given　by七he　same　solution．
　　　　　The　slab　design　system　predicts　the臼垣ess七ransi七ion　from　the　ob
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servational　inpu七daもa，　and　dynamically　se七s　the　GA　parameter　which
6nds　the　best　solution　wi七hin　a　reasonable　run　time．
宜ble　3．1　Classi登cation　of　order　group
ClassTlle　numbex
@　　　of
@　　order
Th 　ki丑ds
@　　of
@　width
工btal
盾窒р?G
翌?奄№?
The　type
@　　of
獅秤NeSS
白　　．　　・
｡　　．　　．
The　size
@　of
X「oup
The　degΣee
@　　　of
р煙ﾞculty
1 laエge large heavystepwise■　　■　　・ large1（di伍cult）
2 1arge middleheavySもep－wise●　　ψ　　・ 1arge 1
3 1arge smalmid（量le steep ●　　●　　・ mi（1（11e 2
… … … … … … … …
32 sman smal hghも n（＞change■　　●　　・ sma且 25（easy）
Creating　Method　fbr　Initial　Population
We　prepared　10　kinds　of　crea七ing　methods　for　initial　population．　In　this
section，　we　describe　a　part　of　them．
CREATING　METHOD　l　If　more　th脇two　same　slze　order　plates
　　　　　were　in　a　grcup　and　these　order　plates　could　assort　two－column
　　　　　assortmerlt　mother　plates，　creaもing　method　l　would　pack　as　many
　　　　　same　size　order　pla七es　as　possible　irlto　a　mother　plate．　In　order
　　　　　to　create　an　initial　string，　count　how　many　order　plates　can　pack
　　　　　in七〇amother　plate．　Moreover，　count　how　many　mother　plates　are
　　　　　required　to　pack　all　the　order　pla七es．　Thenラset　locus　to　the　number
　　　　　of　rolled　mother　pla七es　pivct，1，　and　the　other　locusも00．
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CREATING、　METHOD　2　Set　the　same　gene（O　or　1）to　the　same
　　　　　crder　plate　to　assort七he　one－column　a8sortment　plate　by　turns
　　　　　from　the　wi（iest　Order　plate．
3．6．2．　Coding
　　　Coding　converts　binary　code七〇aslab　design　solution．　Here，　the　other
coding　which　corresponds　a　rolled　mo七her　plate　to　an　integral　number　is
also　possible．　However，　since　the　number　of　slabs　j　is　unknownラit　still
requiresもhat　in　order　to　convert　the　sclution　the　transacもion　satisfies　the
constraints　or　not　to　succeed　to七he　Ilex七generation．　Moreover，　if　order
pla七es▲nもhe　same　rolled　mother　plate　do　not　satis取the　cohstraints　such
as　maximum　rolled　mother　plate，s　width，　leng七h，　and　weight，七he　slab
design　solution　not　to　satisfy　the　consもraint　of　the　sもrings　has　risk　for
decreasing　the　ef狙ciency　of　transaction．
　　　　Accordmgly，　we　propose　the　logic　that　all　of　the　phenotypes　satisfy
the　constraints．　Our　logic　converts　a　genctype　into　a　phenotype　which
satisfies　the　constrain七s　heuris七ic．
3。6。3． Gene七ic　Operations
　　　Genetic　operaもions　mean　crossOver　and　mutation．　Gelletic　op　eration
is　important乞o　create　the　new　strings　a8　an　engi丑e　of　GAs．　Genetic
operation　is　requires　two　th短gs．　The　one　is　to　keep　varie七y，　and七he
oもher　is　that　new　strings，　like　the　old　s七rmgs，　should　not　succeed　to
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the　nex七generation．　If　this七ransac七icn　is　removed，　all　of七he　s七rings　in
the　generation　come　to　have　the　same　gene．　Accordingly，七he　variety　of
strings　is　lost　and　all　of七he　s七rings　fall　into　the　local　optimum　solution．
3．6．4．　　Selection
　　　Fbw　methods　of　selec七ion　are　proposed　for　appl扉ng七〇dif琵rer辻types
of　problems．　We　apply　the　eliもist　strategy　which　succeeds　to　the　next
genera七ion　only　the　higher　fitness　strings　as　elites．　This］〔nethod　has
an　advantage　of　keeping　the　best　soluもion　of　the　generation．　The　elitisも
stra七egy　is　suitable　in　case　of　finding　the　best　solution　within　a　reasonable
run　time．
　　　　　The　ehte　strings　of　the　previous　generation　need　not　convert　from
the　binary　code　to　the　slab　design　solution；it　is　good　enough七〇succeed
皿ly　the　value　of丘tness．　This　operation　can　increase　the　run　time．
3．7．　Numerical　Example
　　　Figure　3．11　and　Figure　3．12　show　a　part　of　the　case　study　for　deteF
mining　GA　parameter．　Figure　3．11　shows　the乱ness　transition　when七he
number　of　ini七ial　pr各op七imized　strings　are　6　and　10．　Figure　3．12　shows
the丘tness　transition　when　the　number　of　initial　random　strings　are　6
and　10．
　　　　It　resulted　that　10　init輌al　strings　in　a　population　can　create　the
higher　fitness　elite丘Om　both　Figure　3．11　an（］Figure　3．12．　Generally
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Figure　3．11　The　relation　between　the　number　of　solutions　and　iniもial
solutions
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　63
94．OO
93．50
一93．00
邑?
8
．ご
」92．50
92．00
91．50
0
……・ qandoln（The　rlumber
　　　Random（The　number
5 10
strlngs　6）
strlngs　10）
15　　20　　25　　30　　35　　40　　45　　50
　　Generat　i　on
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speaking，10　initial　strings　in　a　population　are　dif五culもto　fall　into　local
optimum　so玉uもion．　This　is　because　10　initial　s七rings　in　a　populatiorl　can
keepもhe　variety　onもhe　meta・search．
　　　　　However，　run　time　increases　when　the　number　of　the　initial　popu－
lation　irlcreases．　h　spite　of　point　A　being　earlier　than　point　B　in　gener－
ation，　po輌琉Bis　earlier　than　point　A　in　run七ime．　ln施e　case　of　realistic
application，　findmg　the　besもsolution　is　required　as　soon　as　possible．　Ac－
cordinglyラpoin七Bis　preferred斑Figure　3．12．
　　　　　The　setting　of　GA　parameter　is　el琵ctive£or　the　run　time．　Ther各
fore，　prediction　of　the　Htness　transition　pattern　from　observational　mput
data　is　eHbc七ive　for　reduction　of　mn　time．　Pre－optimized　initial　popula．
tion　in　Figure　3．11　is　more　ef琵ctive　inもhe　searching　process　than　random
initial　population　in　Figure　3．12ラwhen　population　size　is　the　same．　These
results　show　thaもthe　improvemen七〇f　creating　initial　populaもわn　method
is　ef壬i∋ctive．
　　　　　Figure　3．13　shows　the　comparison　be七ween　fbrmer　algorithms（branch
銀dbound　method）and　hybrid　GAs，　when　representative　data　is　input；
the　killd　of　order　plates　are　approximately　100，　the　number　of　order　plates
are　approximately　300　and　the　degree　of　di伍culもy　is　high．　Hybrid　GAs
exceed　the　fbrmer　algori七hms　at　genera七ion　30．　The　runもime　is　one　sec－
ond　per　gellera七ion　by　usmg　a　work　s七ation（ヱ00MIPS）．　The　s！ab　design
system　must　dispose　everyday　of　approximately　5，0000rder　plates　within
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　65
?﹈???〉?????1．30
1，20
1．10
1．00
0．90
0．80
0．70
0 5
GA＋Heurlstlcs
10　　　15　　　20　　　25　　　30　　　35　　40　　　45
　　　　　　　　Generat輌on
　　　　　　　　　Figure　3．13　The　comparison　with　B＆B十heuristics
3hours．　The　system　applying　hybrid　gene七ic　algorithms　is　good　enough
for　the　available　run　time．
　　　　　The　variety　of　i】沮provement　in　the　previous　secもion　can　reduce　mn
もime　1／8．　The　setting　of　GA　parameter　is臼exible　for　the　settirlg　of　run
time，　according　to　the　production　environme琉change．
3。8。　　Conclusion
　　　In　this　paper，　we　propcsed　hybrid　GAs　which　combined　with　heuris－
tics　on　the　slab　design　problem　which　is　a　kind　of　twodimensional　bin
packiRg　problem　We　ha、アe　gotten　success血l　results　by　th呈s　variety　of
improvemenもs．　This　sysもem　has　worked　in　Sumi七〇mo　Meもal　Industries，
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Kashima　Sもeel　works　since　December　in　1995．　This　sys七em　at　Kashima
Steel　works　has　contribuもed七〇araised　yield　ratio　of　O．6％and　o七her
be］ユef］七s．
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C臨apter　4．
P飛OCESS　W互TH　A
C（》NST飛A亙NT
4。1。 亙ntroduc七ion
　　　Many　optimal　control　problems　of　a　stochastic　system，　e．g．ラqueuing
systems，　and　reliability　sysもems，　can　be　formulated　by　Markov　Decision
Process（MDP）．　In　this　chapterハwe　consider　a　decision　mak治g　prob
lem　as　one　of　discret合time　MDP　problems．　This　problem　has　a登nite
state　space，　a　6nite　action　space　and　two　kinds　o臼mmediate　rewards．
The　problem　discussed垣this　chapter　is七〇maximize　the　time　average
expected　reward　generate（］by　one　reward　stream　m七he　range　of　pure　pol．
icy，　subject　to　a　c皿straint　that　the　other　average　reward　is　not　s］鍛aller
もhan　a　prescribed　value．　MDP　with　a　single　consもraint　in　the　range　of
mixed　policy　has　already　been　studied　by　Beulter　and　Ross［15］．　They
shOwe（］that　an　op靴imal　po玉呈cy　can　be　obtained　by　randomizi1〕g　at　most
two　pure　s七ationary　policies．　Mixe（］policy　is，　however，　very　tedious　tc
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handle　in　applying七c　real　wor玉d　problems．　On　the　other　hand，　in　the
case　of　MDP　with　no　constraint，　an　optimal　pure　policy　can　be　obtained
by　using　Policy　I七eration　Method（PIM）．　However，　for　MDP　even　w油a
single　constraint，　any　algorithmもo　find　an　optimal　pure　policy　has　not
been　discovered．
　　　　　Here，　we　apply　GAs　to臼nd　a　near　optima1，　possibly　optimal　pure
policy．　GAs　proposed　in　this　chapter　also　fall　into　a　category　of　a　Hybrid
GAs　in七he　sense　that　they　combine　with　PIM．　Our　new　algorithm　can
find　an　optimal　so垣tion　of　MDP　wiもh　a　constraint　which　has　510企asible
solutions　in　a　few　Ininutes　by　200mips　Work　Staもion．
4。2。　MDP　wi七h　Constrain七
4．2．1。　Defini七ions　and　No七a七ions
　　　Here，　we　de6ne　some　no七ations．
　　　∫　＝｛0ラ1，一・ラ1V｝the　state　space，
Dz
?
α穿，b『
　　　s
S
＝｛1，2，…　，瓦｝the　ac七ion　space　in　stateτ，
one　step　transi七ion　prcbabili七y　when　actionんis　taken　in　stateτ，
two　kinds　of　immediate　rewards　when　actio1ユんisもakerl　in　stateτ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　，
・et・fp亘・ep・li・y・th・t　i・・S－D・×D1×…・DN，
pure　policy，　s∈S．
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We　assume七haもthe　Markov　chain　induced　by　any　pure　policy　has　oW
one　ergcdic　set．　This　means　that　there　is　a　stationary　distribu七ion　fbr
each　policy．
　　　　　R）rconvenience　of　expression，　let　Z）㍊，α［and　b6　be　trans輌tion　prob＿
ability　and　i］m］鐙ediate　rewards　when　policy　s　is　taken，　respectively．
g（s）七ime　average　expected　reward　in　an　infinite　time　horizon，　wi七h　r（ト
　　　　　spect　to　rewardα6　wh飽policy　s　is　taken，
九（s）time　average　expected　reward　in　a垣面nite　time　horizon，　wi七h　re－
　　　　　specもto　reward　6；when　policy　s　is　taken，
　π：　stationary　distribution　when　policy　s　isもaken．
g（s）andん（s）are　derived　by　the数）llow鎗g　simultaneous　equations　which
have　the　unknowns，9（s），叫（s）andゐ（s），ω乞（s），τ∈∫．
　　　　　　　　　　｛㌘＝α；＋Σ恥（S）’乞＝1ジ’”η’（4・1）
　　　　　　　　　　｛∵悟＋Σ融（S）ラゼ＝1ジ”㌔4・2）
It　is　also　given　by　using　stationary　dis七ribution　as　follows：
　　　　　　　　　　9（・）一Σπ∫・；，　　　　　　　　（4．3）
　　　　　　　　　　　　　　　　　　　z
　　　　　　　　　　ん（・）＝Σπ：6；，　　　　　　　　　（4・4）
　　　　　　　　　　　　　　　　　　　z
　　　　　　　　　　　　πゴーΣπ湯，元∈∫，　　　　　　（45）
　　　　　　　　　　　　　　　　　　　乞
　　　　　　　　　Σπ・＝1．　　　　　　　　　　　　　（4．6）
　　　　　　　　　　τ
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Hereラour　problem　is　expressed、as　follows：
　　　　　　　　　　　　　　　m朕　　　9（s），
　　　　　　　　　　　　　　　　s∈S
　　　　　　　　　subject　to
　　　　　　　　　　　　　　　　　　　　九（s）≧α，s∈s．
4．2．2。　Mixed　And　Pure　Policy
　　　　An　optimal　mb（ed　policy　and　an　optimal　pure　policy　are　shown　in
Figure　4．1．　Thus，　a　mixed　optimal　policy　is　a　randomized　policy　of　two
pure　policies　corresponding　to　clear　circles／11　and∠12．　That　is，　we　can
find　an　optimal　mb（ed　policy，　a　clear　triangle．A，　which　is　the　cross　p　oirlt
between　a　ver七ical　lineαand　a　line．41．42．　HOwever，　alユopもimal　pure
policy，　a　dark　star　B，　is　not　always　on　a　line．41A2．　An　optimal　pure
policy　is　contained　inもhe　triangle　area　deもermined　by　a　line／1／12　，　a
vertical　lineαand　a　horizcntal　line　passing　through／12．
　　　　　After　all，　searching　an　optimal　pure　p　olicy　is　required七〇enulneraもe
all　pure　policies．　Howeverうpure　policies　8　exist　on七he　discrete　points
denc七ed　by　dark　circles．　Moreover，　these　dark　circles　have　vast　sums　of
the　combina七ion　of　pure　policies．
4．3．　Gene七ic　Algori七hms
　　　　Genetic　Algorithms　are　search　algor曲ms　based　on　the　mecha1ユics
of　natural　selection　and　naもural　gene七ics［23］．λ4etεおheuristics　［21］such
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　　　　　　　　　　　　　　　　Figure　4．1　Mixed　and　Pure　Policy
as　GAs，　simula七ed　annealings　and　neuraheもworks　have　emerged　as七he
me七hod　of　choice　for　app！ications　in　engineermg　op七imization　problems．
Now，　many　applications　are　pub！ished　as　optimization　algorithlns．
4。3。1． Procedure　of　GAs
　　　　　In　genetics，七he　geneラs　function　identifies　the　position　of　a　gene
（its　locus）．　In　arti五cial　genetic　searchラstrings　are　composed　of　a　prob－
lemラs　features，　which　take　on　di狂erelユt　values．　R∋atures　may　be　located
a七dif琵rent　positions　onもhe　string［22］，　Crea七ures　fall　heir　to　their　of若
spr鎗g’s　superior　character　by　geneうto　survive　their　spec呈es・　Biologica］
individuals　have　chrOmosomes．　and　each　chromosome　is　constructed　with
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genes．　On七he　computer，　a　new　set　of　artificial　s七rings　is　crea七ed　using
bi七s　and　pieces　of　the丘ttesもof　the　old　in　every　generaもion．　We　encode
chromosome　to　policy　as　fOllows：
stringS　S：た0，た1ジ・㍉んN，　ん∈Z）τ弓∈∫． （4．7）
String　s　and　gene傷correspond　to　policy　and　acもion　il了staもe乞，　respec－
tively　Each　action　is　expressed　by　a　decimal　number．　The　GAs　work　by
holding　a　population　of　encoded　solu七ions七〇asearch　problem，　and　then
try　to　select　and　breed　new　solutions　derived　from　the　existillg　popula．
tion．　The　members　of　the　populaticn　consist　of　parents　and　breed　a　new
populatiorL　Typically，　parents　in七erbred　by　exchanging　alleles　to　create
anew　chromosome　using　some　form　of“crossover”．　In　order　to　main－
tain　good　search　charac七eristics　a　muta七ion　factor　is　ofもen　used．　Here，
we　def濾eのm（りto　be　a　m－th　s垣ng　a七generation£．　S垣1〕gんo，ん1，…，ら、
is　a　pure　policy　s　in　MDP．　Ge1ユeんcorresponds　to　an　actio1〕in　stateτ．
E40reover，　we　de丘ne　X（りto　be　a　population　which　is　a　set　of　dif発rent
strings　at　generationτ，　where五4　is　popula七ion　size．
x（x）篇｛エ・（り，⑦2（孟）ジ・・，コ・M（τ）｝． （4．8）
HereハMis　population　size．
Step　l
By　chocsing　actions　for　each　staもe　at　ran（10rn，　we　create　a　policy
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which　is　a　s垣ng　on　GAs．　By七he　same　procedure，　we　creaもe　a　set
of　policies，　thεももis，　the　initial　popula七ion　X（0）．
X（0）一｛コリ、（0），苫、（○）㌍・・，ぴ了），…，鋤（0）｝
Step　2
We　select　better　polici（謁which　are　evaluated　by　6tness，　what　we
call，　objective　function．　Here，　we　choose　elitist　sもraもegy・
Step　3
We　create　a　new　population　X（重十1）which　is　a　seもof　new　policies
by　crossover　and　mutation．
X（τ十1）＝｛¢、（¢＋1），の2（諺＋1），…，ωm（τ），…，ヱM（孟＋1）｝．
Step　4
We　stop　or孟＝亡十1and　gO　to　Step　2．
　　　　　The　imporもant　parts　of　this　algori七hm　are　hOw　to　set　the　fi七ness，
how　to　survive　the　superior　pohcy，　and　howもo　create　the　new　policy．
Selection　plays　an　imporもant　role　to　induce　the　direction　of　successful
search．　The　genetic　opera七〇r　plays　an　importa1｝もrole　to　find　new　search
space　as　a　driv垣g　force．　Whenもhese　proce（］ures　work　efEc七ively，　GA
gives　full　play　to　power．
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4。3。2。　Applica七ion　of　GAs
　　　In　this　section，　we　give　a　way　of　setting　up　the　fit1ユess，　parameもer　and
procedure　of　GAs．　Ger｝eんcorresponds　to　an　action　in　state‘．　String
んo，た1，…　，丘Nis　a　pure　policy　3　ilユMDP．　String　length　is　the　number　of
state」V十1．　s　is　a　target　policy　Firsもうcalculateπ；by　Eqs．（4．5）al〕d
（4．6），then　solve　g（s），ん（s）as　phenotype（ん（s），g（s））by　Eqs．（4．3）and
（4．4）．Importanもparameters　ill　our　GA　are　repOrted　as　follows：
∫（ん（s），9（s））
　　ノV十1
　　　　M
　　　∬（s）
　　　　L
Pherlotype　of　indiv輌dual（policy）う
S七ring　length，
Populaもion　sizeう
Fitness　of　policy　s，
Allowing　gelユerations．
Hereラwe　propose　three　types　of　GA；GA1，　GA2，　and　GA3．
GAl
GAI　searches　an　optimal　policy　by　applyi1ユg　what　we　call　a　silnple　GA．
If　the　time　average　reward九（s）under　policy　s　is　more翫a1ユα，　thell　a、し
erage　reward　g（s）is　adopted　as　the　fitrless　F（s）．　If力（s）is　smaller　than
・requah・α姫e麺ess　F（s）is　zer・．　Then、　t　his　p・licy　d・es　n・t　inherit
the　llext　genefation．　That　isう
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りlfん（s）≧αthen・F（s）＝9（s）．
乞のIfん（s）〈αthen　F（s）＝0．
GA2
　GA2　is　a　Hybrid　GA　which　ccmbines　wi施PIM　in　MDP．　If七he　time
average　rewardん（s）is　more　than　or　equal　toα，　thell　average　reward　g（s）
is　adopted　as　the丘tness　F（s）．　Ifん（s）is　smaller　thanα，　then　we　find　a
new　pohcy　8＊by　using　PIM，　where　GA2　has七wo　types　of　f］tness，　objecもive
function　Fl（s）and　a　slope　of　improvement　by　PIM昂（s）．現（s）evaluates
obj　ective　fUnction　g（s），　and．恥（s）evaluates　a　slope　of　improvement　by
PIM，もh・t　i・，器Acc・・di・g！y，・el・cti・n　is　s・・t・d　as　th・k・y・・fb・th　F・（・）
and亙（s）．　Ifもhe　number　of　strings　which　didn’t　sa七isfy　a　corlstrain七has
less　population，　str斑gs　which　have　the　higher昆（s）would　survive．　Thaも
is，　the　fitness　is　given　as　follows：
のIfん（s）≧αthen，　F1（s）is　given　by　g（s）
　　　and　1ら（s）支s　given　by　O．
∋If　IL（s）＜α　then，　we　solve　a　simultaneous　equationう
　　　　ん（・）＋ω・（・）－b；＋Σρ：ゴψゴ（・），
　　　　　　　　　　　　　　　　　　　　　ゴ
　　　乞∈｛0㌍・・，／V｝，初・（s）＝0．
　　　with　respect　toれ（s），ωz（s）．
　　　V脆apPly　PIM　to　the　current　policy　8，　that　is，
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　　　we　6nd　an　acもiOn
　　　　樗一・・g瓢｛bl＋Σ吻ゴ（・）｝f・・ea・h・t・t・τ・
　　　　　　　　　　　　　　　　　　　　　　3
　　　We　le乞s＊be　a　policy（嬬，…，礒）・
遇（・）i・gi・－by幾i；昌i§・
庇α）lfん（5＊）≧αthen，　F1（s）is　given　by　g（s＊）．
商b）Ifん（3＊）〈αthen，、F1（s）is　given　by　O．
GA3
　GA3　is　also　a　Hybrid　GA　which　combines　with　PIM．　GA3，　however，
uses　penalized　fitness．　If　the　time　average　rewardん（s）is　more　than　or
equal　toα，　then　the垣me　average　reward　g（s）is　adopted　as七he　fitness
F（s）．Ifん（s）is　small百thanα，　we　find　a　new　pc玉icy　3＊by　using七he　same
procedure　as　GA2．　Ifん（3りis　more　than　or　equal　toαarld　g（3＊）is　more
施an　or　equal　to　g（8＊），　we　swap　currer1もpolicy　s　to　a　new　policy　8㌔　If
ん（8＊）is　more　than　or　equal　toαal〕d　and　g（8＊）is　smaller　than　g（s），　we
impose　a　penalty　to丘tness．　If力（s）is　smaller　thanαラwe　set　the　fitness
zero．　By　this　operatio1ユうthe　mef長〕ctive　policy　isゴt　selectedもo癒e　next
generation。　Thusラthe　fitness　is　given　by　the　fbllo“dng　procedure：
りlfん（s）≧αthen，　F（s）is　give1〕by　g（s）．
ゼ乞）lf九（s）〈α七h飽，
　　　　anew　policy　3＊is　given　byもhe　same　procedure　as　GA2．
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4。4。
乞乞α）Ifん（3＊）≧αand　g（8＊）≧9（s）then，　we　swap
　　　8，9（s）andん（s）も03＊，9（8＊）an（iん（3＊），　respectively．
　　　F（S）is　giveII　by　g（3＊）。
庇6）昼ん（8＊）≧αand　g（8＊）＜9（s）then，
　　　　　F（s）is　given　by　g（s）／β，β〈1．
元のlf九（s＊）＜αthen，　F（s）is　given　by　O．
Numerical　Examples
　　　　hもhis　section，　we　pres頭t　a　num．erical　example七〇exar由neもhe
computational　e伍ciency　of　the　proposed　GA　1，　GA2，　and　GA3．
　　　　　We　se七N＝　9，瓦　＝　5，乞＝　0，…　　，9，　M＝　20，、乙＝　300，　an（i　tran－
・iti・・p・・b・bili七y鳩・Imm・di・t・・ew・・d・αr，br・・e　gi…in　T・bl・・4・1
t・4・5・宜…iti・n　p・・b・bilityρC　i・，　wh・t　we　c・11，・n・・t・p　t・…iもi・n
probability　　This　type　of　transition　probabiU七y　is　used　for　a　queuing
system．
　　　　III　this　example，　the　problem　size　is　so　small　that　we　can　find　an
optimal　pure　policy　by　using　the　enumera七ion　me七hod．　We　evaluate　three
types　of　GAs　by　the　Ilumber　of　generations　which　are　required　to　achieve
an　optimal　pclicy　or　a　1エear　opもimal　pohcy，　whenαis　10，20，30ラand　40．
MoreOver，　GA1，　GA2　and　GA3　prepare　a　string　which　maximizesん（3）
by　PIM　at　iniもial　generatior1．　PIM　can　maximize七ime　average　expected
reward，　whether九（8）or　g（3）．　This　operation　is　effectiveもo　search　strings
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which　satisfy　a　consもraint．
Table　4．］Reward　a，　b，　and　prObability（1／1000）under　acti皿＝1
i＝08 8 1658350 0 0 0　0 0 0 0
i＝114312765032210 0 0 0 0 0 0
i＝213200 404285690 0 0 0 0 0
i＝32 16 0 0 1795792430 0 0 0 0
i＝42 21 0 0 0 2561286170 0 0 0
i＝51041 0 0 0 0 7620038 0 0 0
i＝619370 0 0 0 0 1683584740 0
i＝7172 0 0 0 0 0 0 3363473170
i＝83 200 0 0 0 0 0 0 354146500
i＝91138 0 0 0 0 0 0 0 0 50496
Table　4．2　Reward　a，　b，　and　prcbability（1／1000）un（］er　acもion＝2
i＝07 101628380 0 0 0 0 0 0 0
i＝14 5 639143470 0 0 0 0 0 0
i＝218220 2094423490 0 ? 0 0 0
i＝33 22 0 0 2562794650 0 0 0 0
i＝415360 0 0 399455560 0 0 0
i・＝5 5 32 0 ? 0 0 1610 8390 0 0
i二616230 0 0 0 0 141838030 0
i＝72 440 0 0 0 0 0 159483580
i＝80 7 0 0 0 0 0 0 0 89278633
i＝9126 0 0 0 0 0 0 0 0 91783
Table　4．3　Reward　a，　b，　a1｝（i　probability（1／1000）under　ac七iOn＝3
i驚09 ユ7 4975030 0 0 0 0 0 0 0
i＝1 7 4 252904570 0 0 0 0 0 0
i＝219330 2374373260 0 0 0 0 0
i＝31921 0 0 103676220 0 0 0 0
i＝411480 0 0 3651704650 0 0 0
i＝55 20 0 0 0 0 65031733 0 0 0
i＝619170 0 0 0 0 957151900 0
i＝71941 0 0 0 0 0 0 3323283410
i＝82 240 0 0 0 0 0 0 295210495
i＝94 390 0 0 0 0 0 0 0 709291
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Taもle　4．4　Reward　a，　b，　and　probabih七y（1／1000）un（ier　action＝4
i＝03 394465540 0 0 0 0 0 0 0
i＝18 384362213440 0 0 ? 0 0 0
i二219480 62031565 ? 0 0 0 0 0
i二30 5 0 0 1962975070 0 0 0 0
i＝410480 0 0 1272536200 0 0 0
i＝55 250 0 0 0 2406251350 0 0
i＝611460 0 0 0 0 3471894630 0
i＝73 350 0 0 0 0 0 30161089 0
i＝84 440 0 0 0 0 0 0 109341551
i＝915350 0 0 0 0 0 0 0 67327
Table　4．5　Reward　a，　bラand　prcbability（1／1000）under　action＝5
i＝06 285494510 0 0 0 0 0 0 0
i＝16 15306263430 0 0 0 0 0 0
i＝26 400 5592352060 0 0 0 0 0
i＝313140 0 2645951420 0 0 0 0
i＝41612 0 0 0 2583793630 0 0 0
i＝511260 0 0 0 4091814090 0 0
i＝618260 0 0 0 0 3163773070 0
i＝71111 0 0 0 0 0 0 1562695750
i＝81815 0 0 0 0 0 0 0 215355430
i＝915290 0 0 0 0 0 0 0 60397
　　　　The　harder　a　corls七raint　isうthe　more　difHcult　the　strings　included
in　the　ini七ia玉population．　This　results　in　it　taking　many　generaもiolls　to
search　for　strings　which　satisfy　a　constrail！t．
　　　　　Figures　4．2　to　44　show　the　search　process　of　GA1，　GA2，　arld　GA3，
whenαis　40．　h〕these　Hgures，　the　diamond－shaped　pomt　is　plotted　on　the
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two　kinds　of　average　reward（九（s），g（s））of　the　elite，　when七he　generation
achieves　the　side　number　of七he　diamond－shape．
　　　　　Figure　4．2　shows　the　process　of　eliteん（s）onもh．e　X　axis　and　g（s）
on　theγaxis，　whenαis　40．　GAI　took　first　movemerlt　at　generatiol1
66．First　moveme就was　going　to　the　left　side，　in　order　to　increaseγdL
rection　as　much　as　possible．　Ihew　strings　created　by　genetic　operation
satisfied　a　cons七rainも，もhat　is，ん（8）≧α，　new　strings　wo泌d　succeed　to七he
nex七generation．　At　6rst　movement，　GAl　toOk　more　generations　than
GA2　and　GA3．　From　second　movement　to　lasもgeneration，　it七〇〇k　ap－
proximately　20　generations七〇the　next　movem鐙も．　This　would　indicate
that　it　is　dif五cultもo　find　str垣gs　which　satisfy　a　constraint，　ev頭七hough　a
string　which　maximized九（8）by　PIM　was　prepared　at　initial　genera七ion．
Second　movement　is　earlier　than丘st　movement．　It　is　seen　that　new
strings　w垣ch　are　interbTed　from　old　strings　which　satisfy　a　constraint
have　an　element　of　sa七isξying　a　constraint．　Accordinglyl　tc　increase　the
amount　of　strings　which　satis射acons七raint　arrlongもhe　popula七iOn　means
to　accelerate　the　generations　until　attaining　an　optilnal　solutio11．　As　a
result，　when　new　strings　t四d　to　sa七isfy　a　constraint，　the　next　movement
will　be　fasもer．　GAl　wel誌zigzag　in　order　to　increase　g（8）to　theγ（］i－
rectiorL　This　seems　to　indicate　that　GAl　increased　g（8）rlo　matter　what
the　constraint．
Figure　4．3　showsもhe　process　of　eliもeん（s）On　the戊（axis　and　g（s）on
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theγaxis，　whenαis　40．　GA2　tOok　first　movement　at　o垣y　generation　4．
First　movement　was　going　to　the　left　side，　in　order七〇increaseγdirection
as　much　as　possible．　According　to　Figure　4．4，　second　movement　indicates
acharacteristic　of　GA2．　GA2　progressed　on　the　Y　a）（is　direction　more
than　GAl　and　GA3，　since丘ぬess　of　GA2　set　up　a　slope　of　improvemenもby
PIMぬ七i・，畿．　PIM　d・・e　n・七・lw・y・i…e品・g（・），・v飽th・ugh　it　t・nd・
to　increaseん（3）．　Fitness　of　GA2　attaches　importance　to　increasing　g（s）
on　theγaxis．　If　Ilew　strings　created　by　genetic　opera七ion　didゴt　sa七isfy
acOns七raint，　that　isうん（s）〈α，　PIM　would　try　to　satisfy　a　constraint．
Howeverハnew　strings　which　decrease　g（s）onもheγaxis　have　di任iculty
which　do　noもsurviving．　Moreover，　even　new　s七rings　created　by　genetic
operation　satisfy　a　constrai簸t　survive　easier　than　GA1．　GA2　also　went
zigzag　in　order　to　increase　g（8）to　theγdirection．　This　seems　to　indicate
七hat　GA2　advances　even　in　the　decreasing　directicn　ofん（3）．　GA2　has
characteristic　which　increase　g（8）110　matter　what七he　cons七raint．
　　　　　Figure　4．4　shows七he　process　of　eliteん（s）on　the　X　axis　arldθ（s）
on　the　y　axis，　whenαis　40．　GA3　achieved　arl　optimal　solutio垣n　the
earliest　g四eration．　MOreover，　the　movement　oぞGA3　is　quicker　than　the
others，　and　it　tOok　approximately　5　generations　to　the　next　movemenも．
Accordmg　to　Figure　4．4，　GA3　took五rst　moveme1隻もat　only　generation
3．However，　itもook　last　movem四t　in　generation　15．　Due　to　attaching
impOr七ance　to　satisfying　a　collsもraint，　it　is　seen　that　the　variety　of　s七rings
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　85
GA3（αニ40）
　12
　10
　　8
9　6
　　4
　　2
　　0
40
2儂5
54 41
Figure　4．4（1z，g）in　GA3（九≧40）
　　　　　　　　86
in　the　popula七ion　was　lost．　Thus，　GA3　is　ef丘ctive　when　we　solve　the
prcblems　in　which　it　is　di伍cult七〇find　the　feasible　solution．
　　　　　Figures　4．5　to　4．8　showもhe　genera七ion　process　g（s）and　IL（s）of
GAユ，　GA2，　and　GA3，　whenαis　20　and　40．
　　　　　Figure　4．5　shows　the　process　of　eli七e　g（s）a七each　genera七ion，when
αis　40．　Whenαis　40，七here　are　fCw　feasible　solutions　which　sa七isfy　a
consもrainも．　Accordingもo　Figure　4．5，　GA3　atもained　an　optimal　solution
the　fastest．　GA2　is　bet七er　than　GA3　until　approxima七ely　gellera七ion
10．HOwever，　GA2　is　worse　than　GAl　after　appτoximately　generation
120．It　is　seen　that　GA2　f＆11s　into　the　local　optimal　so玉u七ion．　Due　to
GA2　a七もachmg　impor七ance　to　increasing　of　g（s），　iもis　difHcult　to　escape
from　the　local　optimal　soluもion．　This　figure　indicates　GA3　is　a　robust
algoriもhm，　even　though七here　are　few　fξasible　soluもions．
　　　　　Figure　4．6　shows　the　same　process，　whenαis　20．　Whenαis　20，
there　are　mally　feasible　solutions，　and七his丘gure　shows　an　opposi七e　case
of　Figure　4．5．　According　to　Figure　4．6，　GA3　still　attained　an　optimal
solutiol1七he　fastest．　However，　GA！is　be枕er　than　GA3　until　approxi－
mately　generation　10．　GAI　could1ユ’t　attain　an　optimal　solution　wi七hm
300g四erations．　This　result　does　not　inc玉ude　boundlessness　generatiorls．
Therefore，　GAI　might　attain　an　optimal　solutiorl　if　itもook　more　g四er－
ation．　Since　GAs　have　the　mutation　which　can　escape　the　local　optimal
solutiorl　as　genetic　operation．　This　indicates　GA2　and　GA3　which　com－
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bined　wi施PIM　are　more　e丘bc七ive　than　a　simple　GAs，　i．e．　GA1．
　　　　　Figure　4．7　shows　1λ（s）垣もhe　same　process　as　Figure　4．5．　According
to　Figure　4．7，　GA3　approached　40　the　fastest．　GA2　and　GA3　repeated
up　and　down　until　generation　10，　an（］decreased　ste］匪wise．　On　the　other
handラGA　l　repeated　up　and　down仕om　generations　60　to　70。　This　indi－
cates　GA2　and　GA3　searched　a　wide　area　by　PIM　until　generation　10，
and　after　that　progressed　in　feasible　soluもion　space．
　　　　　Figure　4．8　showsん（s）in　the　same　process　as　Figure　4．6．　According
to　Figure　4．8，　GA3　still　approached　40　the　fastest．　As　compared　with
Figure　4．7，　GA　1ラGA2　and　GA3　repeated　up　and（iown　until　generat輌on
300．Dueもo　there　being　many　fbasible　solu七ions，　they　searched　various
poinもs　in　wide飽asible　soluもi皿space　in　orderもo　increase　g（s）．　Moreover，
it　is　interesting　that　the　GA2　searching　area　is　different　from　GA3’s．　GA2
searched　fromれ（s）＝27　toん（s）＝30ラGA3　searched　fromん（s）＝21七〇
九（s）＝27．This　indicates　each　GA　approaches　a　problem　in　a　differen七
way・
　　　　　The　optimal　solution　and　the　average　reward　g（s）（七he　generations）
by　each　GAs　in　each　prob玉em　is　listed　in　Table　4．6．　Table　4．6　shows
enough　resulもsもo　understalld　thaもGAs　are　an　e亀ctive　search　me出od．
hユthis　example，　maximumん（s）is　40，9［g（s）＝7．4］and　maximum　g（s）
is　16．8［九（s）＝24．8L　V恥collfirmもhat　Hybrid　GAs（GA2，GA3）are
more　effective　than　a　simple　GA（GA1）because　GAI　can　not　achieve　an
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op七imal　pure　p　olicy　until　generation　200，　whenαis　20．　However，　GA2
and　GA3　can五nd　an　optimal　pure　policy　for　whatever　valueαis．　Also，
GA3　is　more　effective　than　GA2，　whenαis　a　large　vahle。
Table　4．6　The　results　ohumerical　example
α 10 20 30 40
Optimal　Solu七ion16．8 16．8 16．6 11．9
GA　1 ヱ6．8（202）16．6（104）16．6（185）1L9（142）
GA2 16．8（202）16．8（266）16．6（117）11．9（207）
GA3 16．8（202）ヱ6．8（243）16．6（100）11，9（39）
4。5。 Conclusion
　　　　In　this　paper，　we　proposed　Hybrid　GA　which　combined　wi七h　PIM
on　MDP　with　constrain七s．　We　got　successful　results．　When　PIM　is　used
once　per　improvement　of　individuals，　it　is　possible　to丘nd　the　policy
which　satisfies　the　constraint　by　retryillg．　It　is　interest垣g　that　search
prOcesses　are　dif丘ren七by　the　setting　o狂itness，　such　as　GA2　and　GA3パ庇
exammed　MDP　with　single　constraint桓this　paper，　and　we　are　sure七hat
GA　can　be　used　as　a七〇〇l　for　E4DP　wi七h　muldple　cons七raints．　However，
we　think　it　is　importantもo　consider　the　way　of　setもing　the　fitness　in　order
to　search　effectively　It　would　be　of　benefi七to　continue　the　research　of
七hese　problems．
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Chapter　5。
AS互NGLE］KESERVO亙］賦
5。1。 In七roduction
　　There　are　many　decision　making　Prcb］ems　in　the　world．　Scien七田c　de－
cision　making　is　impcrtant　for　economic　and　government　activity．　Most
dedsion　making　problems　can　be　dealもwith　a　MDP　model．　Hence，　decL
sion　making　problems　in　the　real　world　have　many　constraints．　Therefbreラ
七csclve　the　decision　making　problems輌n　the　real　world，　we　must　solve七he
MDP　with　multi　ccnstraints　problems．　As　we　described　in　the　preWous
chapter，　it　is　di伍cult　to　solve　MDP　with　even　one　constrain七．　Moreoverラ
there　is　not　an　apPlication　to　get　an　cptimal　solution　wiもhin　a　reasonable
time．
　　　　Areservoir　operation　problem　is　also　a　decision　maldng　problem．
However，　if　a　reservoir　operation　op七imization　modehs　fbrmulated　as
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aMDP　model，　this　model　must　be　dea1もwith　as　a　MDP　wi七h　mul七i
cons七rain七s．　This　is　because　it　is　required　to　estimate　drought‘frequency’，
‘dura七ioピand‘magnitude’，　in　order　to　analyze　reliability　performances
of　a　reservoir　against　droughts．
　　　　　Since　Mor領，s　pioneering　work［26］on‘Stochas七ic　Reservoir　Theory，
in　1954，　extensive　research　has　been　done七〇analyze　reliability　per負）］㌔
mance　of　reservoir　systems［27］，［28］．　In　particular，　remarkable　progress
has　been　made　in　the　estimation　of　relevant　indices．　These　indices　spec－
ifyもhe　probability　that　water　is　available　from　the　reservoir（Reliability
index）and　the　expected　duration　of　that　fbllowing　a　drought（Expected
Duration　index）．
　　　　　Hashimoto　et　al．　［29］in　1982　proposed　to　use　‘reliability’，‘r合
siliency，　and‘vulnerabihty’cri七eria　for　water　resOurces　system　perfo仁
mallce　evaluaもion．　Hashimoto’s　mdices　cover　the　concepts　of　drought
‘frequency，，‘duration’and‘magnitude’but　fail　to　deal　explicitly　with　the
inflow　distribu七icn．　In　order七〇introduce　these　indices　into　a　stochastic
programm祖g　model，　a　consist四tもheoretical　basis　for　formulating　indices
is　required．
　　　　　Ta七ano　et　al．　discussed　a　reservoir　Operation　rule　in　their　paper［36］．
The　model　was　formulated　inもhe五）rm　of　a　stochastic　linear　prcgramming
model　which　minimizes　expected　loss　per　period　subject　to　two　kirlds　of
reliability　constraints　of　drought　frequency　and　expecもe（］drought　dura戸
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tion．　In　that　model，　state　variables　were　defined　aもmaximum　available
amounもs　for　release　and　occurrence　of（irought．
　　　　　In　this　chapもer，　we　try　to　solve　a　reservoir　operation　optimizaもion
problem，　which　is　fbrmulated　to　a　MDP　with　multiple　reservoir　reliability
constraints．　The　model　determines　an　operation　ru玉e　which　minimizes
expecもe（1　welfare　loss　per　period　subjec七to　sorne　reliability　ccnstraints
of‘expected　drought　duration’and‘droughはe餌encies’．　We　present　a
new　apProach　to　solve　a　reservoir　operation　opもimization　mode］apPlying
hybrid　GAs．　In　applying　GAs，　we　represen七each　water　release　strategy
by　a　string　in　GAs．　The　expected　welfare　loss　per　period　of　each　s七rategy
is（iescribed　as　the‘fiもness’．　At　each　stage　to　generate　a、　s七ring（i．e．　wa七er
release　straもegy）in　GAs，　strings　which　are　unsa七isfied　by　either　cons七raint
are　improved　by　usillg　PIM．　Therefbre，　we　take加o　consideration七he
two　constraints　of　expecもed　drought　duraもiαユand　drought　frequency　To
create　new　strings，　we　apPly　genetic　opera七〇rs　such　as　crossover　and
muもation．　Some　numerical　examples　are　also　presented　to　investigate
the　computational　e爺ciency　of　our　hybrid　GA　to　solveもhe　optimal　waもer
release　problem　withもwo　consもraints　in　reliability　of　a　single　reservoir．
Our　new　algorithm　can飯d　an　opもimal　so］u七ion　of　MDP　with　a　constraint
which　has　3．24×1010　feasible　solutions　in　a　few　minu七es　by　200mips　VVbrk
Station．
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5．2。　Preliminaries
5．2．1．　S七ate　Variables
　　De丘ning　Sπ，　L　and．脇as　reservoir　storage，　inflow　and　re］ease　variables
at　theπth　stage，　respectively，　where　the　stage　parameterηimplies　the
time　duration丘om　first　stage　to　theγ誌h　stage，5η，」二and馬take　non－
negatiVe（1iSCrete　valUeS，　i．e．ラ
　　　　　　　　　　1竺＝0，1，2，…　ラ∫，　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．1）
　　　　　　　　　　5π＝＝0，1，2，…　　う？ノ，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．2）
　　　　　　　　　Rπ＝0，1，2，…　　，u－｝一∫，　　　　　　　　　　　　　　　　　　　　　　　　　　（5．3）
whereもhe　values　of　these　variables　are　discreもe　based　on　a　cerもain　unit
amount　of　water，　u　is　the　reservoir　capacity　and　l　is　the　upper　bound　of
inHOWS．
　　　　　In　the　present　model，　the　state　vector　at　stageγL　is　de6ned　as
（Xπ，δη）．Xηis　the　maximum　available　amou1“of　water　for　release　at
stageηalld　is　defined　as　S糾1＝Sπ十、ら一1㌦．　Therefore，　the　domain　of
X？2at　each　stage　7z　is　X二｛0，△，2△，…，u十∫｝．δオz　is　a　dummy　variable
wh輌ch　specifies　the　occurrence　of　a　drought．　The　definition　ofδ，、　is
　　　　　　　　　δ・一｛；5h。＝＜D，　　（5・4）
　　　　where　D　deno七es　demand　level　at　normal　stagesπa1エd　is　assumed
to　be　a　constant．1、et△＝｛0，1｝be　the　dolnain　ofδ，、．
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Figure　5．1　Process　of　L（R（・））and．F．R（R（・））on　Problem　1
　　　　　If　a　drought　is　in　process　at　stageη，　water　demand　D　should　exceed
water　supply塩＿1　at　stageη一1andδγ、　takes　unity　Ifδηtakes　zero，
reservoir　release．品λ＿1　exceeds　water　demand　1〕at　normal　stagesラi．e．，　a
drought　is　not　in　process　at　stage？z・
　　　　　Figure　5．1　shows　the　Inodel　of　a　sillgle　reservoir　operation　opti＿
Inization　problem．　According　to　Figure　5．1，　an　optimal　operation　rule　is
detennined　by　the　control　tower　while　taking　into　account　welfare　loss
per　period　and　reliability　constraints　of‘expected　drought　duration’and
‘drought　frequellcies’．
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5。2。2．　Single　Reservoir　Opera七ion　Rule
　　　　In　this　paper，　we　concentrate　on　f桓d輌ng　a　desirable　operation　rule
伽maclass　of　steady，　closed－loop　operation　rules．　Reservoir　operation
rule　R（¢，り　is　defined　as　a　fUnction　of　values　（エ，り　cfもhe　s七ate　vectoτ
（Xπ，δη）which　specifies　the　amount　of　reservoir　release．　Namely，　if　staもe
vec七cr（X亘，δπ）at　sもageγ1　takesもhe　value（エ，1），release　from　the　reservoir
凡is　dete㎜ined　by七he　rule，　i．e．，塩＝R＠，1）．
　　　　　Since　the　reservoir　has　a　finite　capacity　for　water　storage　u，　releases
from　the　reservoir　should　s七ay　in　the　regionΩ（エ；u），where
　　　　　　　　　Ω（エ；u）＝｛馬｜max（0，エーu）≦脇≦コじ｝．　　　　　　　（5．5）
　　　　　This　means　that七he　regbnΩ＠；∋consists　of　the　one　of　the　con－
straints　in　Inathematical　formulatiorl　tO　be　solved　in　order　to　design
desirable　opera七ion　rules．　In　o七her　words，　maもhematical　formulatiorl
to　be　solved　in　this　paper　are　formatted　tO　f］nd　a　satis丘able　function
R＊：X×△→Xin七erlns　of七he　objectiveラsocial　expected　loss　mini－
mization，　wh呈ch　satis丘es　reliability　co1〕strai此s　from　a　class　of　admissible
functions兄，　where
兄＝｛R：X×△→XIR＠，り∈Ω（エ：u）for∀（コ7，り∈Xx△｝．　　（5．6）
　　　　　R）rcollvenience　Oおxpression，　an　operation　rule　which　is丘）rmulaもed
as　a　func℃ion’R（ω，1）is　denoted　by　R（・）．　Since　reservoir　operation　rule
RC）deもerministically　assigns　a　speci6c　amo皿t　of　releases　to　al1もhe
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possible　values　of　state　vecもor（ω，／）∈X×△，　the　operation　rule　R（・）can
be　regar（ie（i　as　a　pure　s七rategy　fbr　a　single　reservoir　operation　policy
5．3。　Pr◎blem　Defini七ion
　　　　In七his　paper，　we　fbcus　on　a　design　problem　of　a　single　reservoir
operaもicn　with　multi－reliability　constrainもs．　The　problem　is　Ibrmulated
as　a　problem　to　find　an　operaもion　rule　R（・）in兄which　min加izes　ex－
pected　social　welfare　losses　per　period　within　infinite七ime　horizon　under
EL（R（・）），　with　two　k短ds　of　reliability　ccnstraints，　drought　frequency
F」R（R（・））and　expected　drought　duration　ED（R（・））：
　　　　　　　　　　　　　　　　　mm　EL（R（・）），　　　　　　　　　　　　　　　（5．7）
　　　　　　　　　　　　　　　　R（・）∈兄
　　　　　　　　　　　　subjecもto
　　　　　　　　　　　　　　　　　　　　　　1ア．R（R（・））≦F．R，　　　　　　　　　　　　　　　　　　（5．8）
　　　　　　　　　　　　　　　　　　　　　　ED（R（・））≦E1フ．　　　　　　　　　　　　　　　　　　　（5．9）
where　FR　and且D　denote　upper　bounds　of　drought　fξequency　and　ex－
pected　drought　duraもion，　respectivel）乙
5．3．1。　Transi七ion　Probabili七ies
　　　　　Given　an　cperation　rule　R＠，1），　one　step　transiもion　probabi玉i七y
噛，1、，、）f・・m・t・t・＠，りt・（鋪i・f・・m・1・t・d・・
　　　　聯，1，，ゲP・｛X。＋・ヲ，δ。＋・一蹴一ω，δ・－1｝・　（5・10）
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　　　　　S七〇rage　balance　condition　is　defined　as　Sπ＋1＝Sη十∫れ＿Rπ．　From
the　storage　balance　condition，　the　fbllowing　rela七ionship　amcng　maxレ
mum　available　amounもs　fbr　relea8e　X元，Xπ＋1，release凡alld　inflow現÷1
holds，
1竺＋1＝Xπ＋1一石一L1『ら，（η＝1，2，…　）． （5．11）
It　is　assumed　that　i品ow　L　is　an　independent　discrete　random　variable＊ラ
identical　at　each　stage　and　having　a　PDFθ（・）．
　　　　　Th・n，・㏄h蜘・・f・抽・t・p・t・も・t・an・iti・n　p・・b・bility職，z～醐
is　calculated　by
職，z～⑭一θ（y－¢十r）・｛X（≠0）X（・≧D）＋X（ん一1）X（・〈D）｝・（5・12）
where　X（・）is　a　fhnction　which　takes　unity　if（・）is　true，　and　null　o七herwise．
　　　　　1七is　easily　found　tha七staもe　vec七〇r（XN，δπ）forms　an　ergodic　Markov
Chain　given　a　speci且c　operation　rule　R（・）．］ヨ［ence，　the　reservoir　operaもion
problem　fb織ulated　in　the　above　caめe　regarded　as　a　special　case　of　MDP
problerns　with　reliability　constrairlts．
5．3．2．　Reliability　Indices　fbr　Designing　Reservoir
　　　　　　　　　七he　Opera七ion　Rules
　　　Based　on　the　knowledge　tha七state　vector（XN，δπ）fbrms　an　ergodic
Markov　Chain，1et　us　show　the　way七〇estimaもe　reliability　in由ces　which
　　＊Of　course，　it　is　easy　to　attend　the　model　to　the　seria1］y　corΣelate　inflow　cases、　In
order　to　show　the　basic　idea　of　applying　hybrid　GAs，　the　authors　d㏄i（led靴o　show　the
model丘）ぎ七he　simplest　case．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　102
????????????、?「（??㍗???????????????????
correspond　to　a　specific　operation　rule　R（・），　EL（R（・）），　FR（R（・））and
ED（R（・））．
　　　　　Welfare　losses　due七〇drough七s　are　assumed　to　occur　when　release
from　the　reservoir」㌔is　smaller　than　water　demand　D　and　to　depend
on　deficits王）一．脇．　Leもthe　sOcial　welfare　losses　in　a　sing］e　stage　be
denOted　by　function．L（r）of　release　from　the　reservoir　at　the　stage　where
L（r）takes　a　positive　real　number†if　release　is　smaller　than　demand，　i．e．，
r＜D，and　L（ア）takes　zero　otherwise．
　　　　　Since　state　vector（XN，，δη）forms　an　ergodic　Markov　Chain，　given　a
certain　operation　rule　RC），the　expected　value　of　social　welfare　losses　per
period，Σ㌧〇五［L（R（x元，△∂）］／（η十1）converges．　H頭ce，　we　can　denote
七he　expecもed　value　of　social　welfare　lOsses　per　perio（］EL（R（・））as
　　　　　　　　　E卿）一悪露珂L（R（x。，△。（η＋1）））］・　（5・・3）
Then，　EL（R（・））can　be　es七imated　by　solvmg七he　following　equaもions：
　　　　　　　　　EL（R（・））＋u＠，り一L（R（・，／））＋Σ噺，Zl，，、）・（，，・），（5・14）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（y，ん）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　for∀＠，1）∈X×△．
where　EL（R（・））andμ（エ，1）are　ullkl！own　variables　for　the　equa七ions．
　　　　In　orderもo　fbrmulaもe　FR（・）and　EDC），funcもions　LpF（rラZ）LFR（r，　Z）
are丘）rmulaもed　as
　　　　　　　　　L綱一認設　　　（5・15）
　　†Lθcan　be　measured　by　a　monetary　term．
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　　　　　　　　　馴一認三Zand　l＝°，　（516）
　　　　In七he　same　discussion　fbr　EL（RC）），given　all　operation　rule　R（・），
average　expected　values　of　these　fUnctions　converge．　Let∫）F（R（・））and
F．R（R（・））be　the　converged　average　expected　values　of　these　f1ユnctions．
Then，　PF（R（・））and　F」R（R（・））can　solve　the　fbllowing　equa七ions：
｜
?
PF（R（・））＋・＠，ザL・F（R（¢鋼＋Σ職，1⑭・（醐，　（5ユ7）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（y，旬
　　　　　　　　　　　　　　　　　丘）r∀（¢，1）∈X×△，
FR（R（・））＋ω（。，り一L・況（R（・，　Z），～）＋Σ麟’1、，、）初（測，　（5・18）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（9，ん）
　　　　　　　　　　　　　　　　　fOr∀（ω，り∈X×△，
　　　　where　PF（R（・）），　u（。，り，　FR（R（・））andω（。，りare　unkn・wn　variabl㏄
五）rthe　above　equations．　Given　a　cer七ain　operation　rule　R（・），drought　fr各
quency　is　estimated　by　solving　Eq．（5．19）．　It　has　been　proved　by　T已tano，
et．al．［36］tha七ED（R（う）is　estimated　by
　　　　　　　　　即（・））一：；鵠・　　　（5・19）
Now，　it　is　clearer　to　estimate　values　of　functions　which　consist　in　our
programmmg　Problem
5．4．　Gene七ic　Algori七hms
　　　　The　optifnjzaもion　techrlique　usirlg　GAs　also　falls　into七he　category
of　Meta　heuristics［211．　Meta　heurist輌cs　have　been　remarkably　applied
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for　many　problems，　fbr　which　it　has　been　dimcult　to　solve　the　opもimal
scl碇ion　up　to　now．
5．4．1。　Procedure　of　GAs
　　　GAs　is　a　search　algoriもhm　based　on　the　mechanics　of　natural　selec七ion
and品tural　genetics［23］．垣natural　terminology，　we　say　that　chrom（畑
somes　are　composed　of　genes，　which　may七ake　on　some　number　of　values
called　alleles．　In　genetics，　the　posi七icn　of　a　gene（its　locus）is　iden七i6ed
separately丘o］田the　gene’s　fUnction．　In　artificial　g頭etic　search，　we　say
that　sもr輌ngs　are　composed　of企atures　or　detectors，　which　take　on　difEe仁
ent　values．　Features　may　be　loca七ed　at　different　positions　on　the　string．
On　the　compu七er，　a　rlew　set　of　artificial　strings　is　crea七ed　by　using　bits
an（］pieces　of　the　6ttest　of七he　old　in　every　generation．一～b　ellcode　strirlgs
and　chromosomes　to　reservoir　opera七iOn　rule　R（・）and　reservoir　release
R（鉛，り，respectively　Strings　show　as　fbllows：
　　　　　　　　　　　　　　　　　　　　／＝O　　　　　　　　　　　　　　　　　　　　　Z＝1
　　　　　　　　　－！一“一一■一一←一一一へ　　　　 　　　R（1，0）ラ』C（2，0）ラ．．．，ノ了（八7う0），R（1，1）ラ．R（2，1），．．．う1砒（ノV，1）
　　　　　　　　　　　　　　1，　　　　　2，．．．ラ　　　　　6ラ　　　　0，　　　　　1ハ．．．，　　　　　5
　　　　　　　　　　　　　　　　　　　　opeエation　rule　R（⑦，り＝gene　of　RL（・）
Here，　we　design　each　chromosome　R（エ1　　ノ）for∀＠，Z）satisfying　Eq．（5．5）．
　　　　Each　reservoir　release　is　expressed　by　a　decimal　number．　The　GAs
works　by　ho］dillg　a　set　of　strings　（popu］aticn）of　encoded　so］utions　to
asearch　problem，　an（i　then　tries　to　selec毛and　breed　new　solu七ions　d昏
rived£rom　the　exist祖g　population．　T’he　members　of　the　popula七ion　are
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called　parents　and　breed　a　new　pcpulation．　Typically，　parents　intepbreed
by　exchanging　alleles　to　create　a　new　chromosorne　using　some　fbrm　of
“crossover”and“mutation”．　Those　operations　create　the　new　strings
i．e．　reservoir・pera七ion　rules．　The　operati・n　rules　which　h翻e　higher丘t－
nessラi．e．　loss　per　a　period，　exch．ange　the　lower　fitness　operation　rules　by
selection．　The　process　of　GAs　is　as　fbllows：
Step　l
Generation孟＝0．Create　initial　population　G（0）of　population
size　M　at　random．
G（o）一｛R？（・）躍（・），…，場（・）｝
S七ep　2
R）reach　given　opera七ion　rule　RL（・）∈G（り＝｛．R宝（・）ジー，RL（・）｝
estimate　EL（RL（・）），FR（RL（・））and」らD（RL（・））by　Eqs．（5．14），（5．19）
and（5．19）ラrespectivelyうand　se七fitness　to　each　operaticn　rule　r（＞
fbrring　to　T己ble　5．1
1f　either　FIZ（RL（・））or」E）D（RL（・））do　not　satisfy　ccnditions，　a　local
search　is　irnplemen七ed　and　RL（・）may　be　replaced　by丘L（・）．
Sもep　3
Except　fbr　elitist　operation　rule，　we　apPly　genetic　operations　to
every　operaもion　rule　at孟th　generation　so　as　to　create　a　new　pop－
ulation　at七he孟十1th　generationラG＠十1）．　The　elitist（best）
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Table　5．1　Setting　of　Fitness
FR ED Local　Search FitneSS
sa七i的saもis㍍ 一 五（R（・））
no七 satis取PIM（Eq．（5．20））L（．Rも（・））or　L（・RL（・））with　Penaltyα
sa七i晦 not PIM（Eq．（5．20））．L（RL（・））or．L（RL（・））with　Penaltyβ
no七 not 一 0
operation　is　dete㎜ined　as　the　operation　rule　which　has　maximum
丘tness　among七hose　aもthe　genera七ion．　Genetic　operations　consist
of‘crossover’and‘mutatioゴ．　Figure　5．2　illustrates　the　genetic　op－
eratiOIIS．
Step　4
S七〇porτ＝孟十1and　go　to　Step　2．
string　A
string　B
string　C
　　　　cut　　　　　　　CROSSOVER
13233｜333451323333345ト→s七ring　A》13233333451222323345
12233▲333451222323345ト→string　B’12233333451323333345
　　　　　　　change　　　MUTATION
ユ2233333451323333345ト→string　C’12233333451223333345
　　　　　　　　　Figure　52　Genetic　Operations
　　　　　The　important　parts　ofもhis　algoriもhm　are　how　to　seもthe　fitness，　how
to　survive　the　superior　geneラalld　how　to　create　the　new　g飽e．　Selection
plays　an　important　role　to　induce　the　direction　of　a　successful　search．
The　genetic　operator　plays　an　important　role　to　find　new　search　space
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as　a　driving　fbrce．　When　this　procedure　works　effectively，　GAs　gives　full
play　to　power．
　　　　　Generally　speaking，　GAs　is　not　sui七able　to　loca］search．　This　is
because　it　is　difHcult　to　change　only　tiny　part　o£agene，　when　the　gene
is　large．　However，　GAs　is　powerful　in　global　search　by　multiple　point
search．　Thus，　we　propose　Hybrid　GAs　combined　PIM．　We　use　PIM　fbr
local　search，　and　GAs　for　global　search．　Therefbre，　we　apply　Hybrid　GAs
to　a　single　reservoir　operation　model　with　m磁iple　reliability　constraints．
5．4。2。 Policy　Improvement　Method　lbr　Local　Search
　　In　the　primiもive　GAs　app1輌cationsもo　constrain七〇ptimization　proble］〔nsう
algoriもhms　may　be　described　as　genes　which　do　not　satisfy　cons七raints
that　cannot　survive　more　than　one　genera七iol1．　This　kind　of　descripもion
of　algorithms　often　causes　inef登cient　search　for　a　beも七er　fbasible　solution
because　these　algorithms　may　allowもoo　small　a　number　of　genes　to　create
the　next　generation．
　　　　　Tb　avoid　this　problem，　local　search　is　used　in七his　paper．　We　focus
on　operaもion　rule　RL（・）which　does　not　satisfy　one　of　the　constrain七s．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　パPIM　is　used　to　find　a免asible　operation　rule、碍η（・）based　orl　the　infbasible
one　RL（・）．　The］ocal　search（PIM）procedure　is　the　following：
Step　2－1
　　　　　　　　　ハEstimaもe　RL（・）based　on　RL（・）by
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盆L（コじ，～）＝
・・g識）｛L朋蜘），Z）＋蕊嚇2）⑭｝
㌶綴剛＋蕊聯ト（瑚（52°）
（ED（鵡（・））≧E1））
　　　　whereψ（脇ん），u（シ，ん）are　solutions　of　equa七ions　specifying　the　op－
　　　　eratiOn　rUle　aS　．～ぞL（・）．
　　　　Step　2－2
　　　　　　　パ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　パ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　If　RL（・）is　feasible，　leもRL　C）replace　RL（・）．　Otherwise，　keep　RL（・）．
5．5．　Numerical　Examples
　　　　In　this　section，　we　applyもhe　proposed　model　to　a　reservoir　opera・
もicn　design　problem，　in　order　to　examine　our　approach．　It　is　assumed
that　the　water　demand　D　is　3η？，3／3，　and　the　reservoir　capacity　u　is　4m3．
1品ows　are　assumed　to　obey　a　log．normal　distribuもio1ユof　which　the　pa．
rameters　have　an　average　ofμ＝6．25m3／3，　and　a　standard　deviation
σ＝9．65η2．3／3．The　upper　boun（i　of　drought　frequency　F．R　is　O．025，
which　is　equivaleヱユt　to　a　frequency　of　ollce　in　a　year．　The　upper　bOu1江i
of　average　sojour1〕time　of　drought　ED　is上8　stage，　which　is　equivalent
to　ten　days．　The　social　welfare　loss　f／mction　is　specified　as　fbllows：
　　　　　　　　　L（・）一ε　㌫急．　　（5・21）
Here，　social　welfare　loss　at　that　stage　is　assumed　to　be　a　non－decreasi1〕g
colwex　function　of　the　deficit　of（D－、R7♪）．　Parameters　are　assurned七〇
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beα＝0ユ158　and　b＝0．3225．
　　　　　There　is　a　tradeoff　between　two　constraintsラF．R　and．E工）．　Further，　a
denominaもor　o£ED　is　FR，　and　FR　is　restricもed　severely　Here，　we　define
three　types　of　problems，　Problem　1，　Problem　2　and　Problem　3．　Problem
lis　to　solve　an　optimal　operation　rule　which頭nimizes　expected　welfare
loss　per　period，　Eq．（5．7），subj　ectもo　the　reliability　constraillt　of‘expected
drought　duration’，　Eq．（5．8）．　Prcblem　2　is　to　solve　an　optimal　operation
rule　which　minimizes　expected　welfare　lcss　per　period，　Eq．（5．7），subject
to　the　reliability　constraint　of‘（irought　frequencies’，　Eq．（5．9）．　Problem
3is　to　solve　arl　optimal　operation　rule　which　minimizes　expected　welfare
loss　per　period，　Eq．（5．7），　subject　to　multiple　reliability　colls七raints　of
‘expecte（］（］rought　duraticn’，　Eq．（5．8）and‘（］rought　frequencies’，　Eq．（5。9）．
　　　　　Figure　5．3shows℃he　process　of　expected　loss　per　function　EL（R（・）），
and　the　drought　frequ斑cy．FR（R（・））in　Problem　1，　when　the　elite　resep
voir　operation　mle　R（・）isもaken　at　each　generation．　Problem　l　is　the
same　as　GAs　in　the　previous　chapter，　that　is，　MDP　with　a　constraint．　Ac－
cording　to　Figure　53ブthe　expected　loss　per　function　EL（R（・））increased
step－wise，　on　the　cther　hal其iもhe　drought　frequ田cy　FR（R（・））repeate（1
up　and　dowrl　unもil　generaもion　50．　This　indica七es　that　GAs　still　searched
長）ran　opもimal　solution　in　Prob玉em　1．
　　　　　Figure　514　shows　the　process　of　expected　loss　per　function　E．乙（R（・））
and　the　average　sojourn　time　of　drought　ED（R（・））in　Problem　2，　when
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the　eliもe　reservoir　operation　rule　R（・）is　taken　at　each　generεも七ion・Prob－
lem　2　also　has　only　one　con；traint，　as　dces　Problem　1．　However，　this
constraint　includes　two五mctions，　FR　and　P．F．　Constraint　funcもions
ED　divides　PF　by　F．R．　In　this　cons七Taint，　we　are　confused　whether　it　is
better　to　minimize　ED　by　minimizing　FR　or　maximizing　PF．　According
もoFigure　5．4，五was　decreasing，　while　ED　was　increasing．　This　ir漉cates
GAs　with　the　advantage　of　multi－point　search　is　available　even　in　this
problem．
　　　　　Figure　5．5　shows　the　process　oおxpec七ed　loss　per　function　EL（R（・）），
drought　frequency　FR（R（・））and　the　average　sojourn　time　of　drough七
ED（R（・））in　Problem　3，　when　the　e批e　reservoir　operation　rule　R（・）is
taken　at　each　generation．　Problem　3　has　multiple　consもraints，　which
have　tradeof琵．　According　to　Figure　5．5，　L　was　decreasing　while　FR
an（i　ED　were　controlled　well．　Therefbre，　GAs　finds　tha七changing　FR　is
more　efEctive　tharl　charlging　PF．　Th輌s　il！dicates　thaもGAs　can　progress
the　objective　function，　while　controlhrlg　multiple　constraints　which　have
tradeo日ら．
　　　　　Figure　5．6　is　an　opもimal　reservoir　operation　rule　in　Problem　1．　This
rule　can　be　undersもood　as　a　real　operaもion　rule．11ユsafb　s七ate　Sハit　releases
wa七er　fro］瞭もhe　reservoir　capacityラand　the　expected　loss　is　kept　as　low　as
possible．　III　the（］rought　sta七e　Fハthe　opera七iO1〕s　save　some　of　the　water
as　storage　in七he　reservoir．
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Figure　5．6　An　optimized　operaもion　rule　of　Problem　1
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Figure　5．7　An　optim．ized　operation　rule　of　Problem　2
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Figure　5．8　An　optimized　operation　rule　of　Problem　3
　　　　　Figure　5．7is　an　opもimal　reservoir　operation　rule　in　Problem　2．　Ac－
cording　to　Figure　5．7，　an　opもimal　reservoir　operatioll　rule　inもhe　sa允
state　is　the　same　as　inもhe　drought　sta七e、F．　This　indicaもes　Problem　2
must　release　water　even　in右he　safe　sもate　in　order　to　satisfy　the　reliability
constraint　of‘drought　frequencies，．
　　　　　Figure　5．8　is　an　optimaheservoir　operation　rule　in　Problem　3．　This
rule　is　the　same　a8　Problem　1．　This　indicates　FR　has　much　el壬bct．　In
order七〇sa七isfy　both　of七he　constraints，　FR　and　ED，　it　should　re］ease
an　amount　of　water　until　the　reservoir　capaci七y　is　in　sa允state　S．　This
operation　keeps　the　expected　loss　as　low　as　possible．　By　minimizing　FR，
Lis　decreasing，　howeverうED　is　increasing．　Thereforeうit　is　importan七to
find　the　most　s亘もable　F、R　i1ユProblem　3．
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　　　　Table　5．2　shows七he　results　fbr（］ifおrent　combinaもions　of　constraint
change．
宜ble　52　Results　of七hree　problems
EL FR ED GENERATI　ON
Problem　10． 2050．0196 一 391
Problem　20．0867 一 L1788 286
Problem　30．12050．0196L6650 286
5．6。 Conclusion
　　In　this　paperラwe　proposed　hybrid　GA　which　colnbined　with　PIM　in　an
opera七ion　optimiza七ion　model　with　multiple　reliab蹴y　constraints．　We
have　gotten　success鮎hesults．　Here，　PIM　is　used　once　per　improvement　of
an　operation　rule．　However，　i七is　possible　to　find　an　opera七ion　rule　which
satis輪the　constraint　by　reもrying．　We　are　sure　that　hybrid　GAs　can　be
used　as　a　tool　for　a　MDP　model　wi七h　multiple　constraints．　However，　we
think　it　is　impor七ant　to　consider　the　way　of　setting　fitness　for　effective
search．　It　would　be　of　benefi七to　cc批inue　the　research　o☆his　problem．
117

Chap也er　6。
　　In　this七hesis，　various　combi品もorial　optimization　problems　are　solved
by　G斑etic　Algorithms．　The　modeling　methods　are　dif琵rent丘）r　each
problem’s　characterisもics，　however，　all　of　the　Genetic　Algorithms　pr（畑
posed　also　fall　into　a　categcry　of　a　Hybrid　GAs　in七he　sense．　Genetic
Algorithms　are　easy　to　model　and　combine　with　o七her　optimiza七ion　meth9・
ods．　However，　it　must　be　considered　howもo　combine　various　optimization
methcds　inもo　Genetic　Algorithms．　There　are　many　combinatorial　opti－
mization　problemsうin　the　real　world．　In　this　thesis，　we　have　deal七w輌th
rectangular　packing　problems　and　natural　numbering　problems．
　　　　　Rectangular　packing　problems　are　di伍cult　to　translate　from　a　gene
to　a　fbasib］e　solution　which　sa七isfies　cons七raintsラbecause　a　geometrical
㍍ctor　is　ilユcluded．　Then，　in　a　tw（＞dim題sional　rectangular　packing　prob．
lem，　we　proposed　thaもGenetic　Algoriもhms　be　appl輌ed　as　parameter　tun．
ing　of　greedy　algorithm．　Moreover，　we　formulated　a　slab　design　problem
as　a　tw（｝dimensiOnal　bin－packing　problem．　Gene七ic　Algorithms　are　ap－
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plied　as　assorting　i赦）rmation　of　heur輌s七ics．　In　both　problems，　Genetic
Algorithms　is　give　good　results．
　　　　　Natural　number　combinaもorial　optimization　problems　are　fbrmu－
1ated　with　as　a　Markov　decision　process　model　with　constraints．　Mor（＞
over，　a　reservoir　operation　problem　is　dealt　wi七h　a　Markov　decision　pr（＞
cess　model　with　cons七rainもs．　Natural　number　combinatorial　optimiza七ion
problems　are　difHcult　to　sa七isfy　wi七h　constraints．　However，　transfεr　from
agene　to　a　fOasible　solution　is　easy，（lue　to　a　phenoもype．　Tha七is，　a　so－
1ution　is　equal　to　a　gene　in　natural　number　combinatorial　optimizaもion
problems．　In　natural　number　combinatorial　optimization　problems，　G合
netic　Algorithms　also　give　good　results．　However，　it　is　unknown　whether
phenotypes　satis取all　constrajnts．　Thus，　it　is　impor七a批to　change　an
infeasible　solution　to　a　feasible　sclutiorL．
　　　　　All　of七he　Genetic　Algorithms　proposed　in　this　thesis，　have　given
good　results．　We　are　sure　that　Genetic　Algorithms　are　a　suitable七〇〇l　for
solving　combinaもorial　problems．
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