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Several years ago, Frahlich and McEvett [I] introduced the category 
‘@(A, B, X) of X-hermitian A-pairings admitting B, where A and B are R- 
algebras with involution. McEvett [4] proved a cancellation theorem for 
nonsingular finitely generated pairings in ‘@(A, R, h), when A is a semisimple 
ring and 2 is invertible. The object of this paper is to generalize 
McEvett’s theorem to more general algebras A (where 2 is invertible), 
requiring only that the modules involved be semisimple. The present 
treatment uses the category !@(R, A, X), which is isomorphic to $$(A, R, h) 
when A admits an involution trace over R (see [I, Theorem 7.11). The 
arguments presented below are quite geometric, and are motivated directly 
from the case of quadratic forms over a field. 
It is a pleasure to acknowledge the encouragement of my thesis advisor 
T.-Y. Lam in these pursuits, and to thank A. Wadsworth for making several 
valuable suggestions. 
1. STATEMENTS OF THE THEOREMS 
All rings have identities and all modules are unitary. We now review the 
basic definitions made in [I]. Let R be a commutative ring with involution 
(we denote all involutions by bar). Let A and B be a R-algebras with involu- 
tion and let M be an A-B bimodule. The opposite module, z, is the B-A 
bimodule defined by twisting the algebra actions by the involutions. This 
“opposite” construction is a functor, and we make the usual identifications, 
(see [I, Section 31). 
* This paper is partially based on the author’s doctoral dissertation (University of 
California, Berkeley, 1974). 
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Fix an element h E R with h/i = 1. A X-hermitian A-pairing admitting B 
is a pair (M, h), where &I is an A-B bimodule and h is an A-A bimodule 
homomorphism 
h:M@,M+A, 
such that the usual switching rule holds. Let ‘@(A, B, X) be the category of all 
X-hermitian A-pairings admitting B, where the modules lie in some suitable 
full subcategory of the category of A-B bimodules. The morphisms of 
‘$(A, B, X) are the isometries (see [l, Section 31). 
For our purposes, the R-pairings are of primary importance. Most of this 
paper is concerned with the category !@(R, A, X). Since we use left A-modules, 
the definition of h-pairings looks slightly different: a h-pairing, (V, h), is a 
(left) A-module V, together with an R-R bimodule homomorphism 
h: Yga V-+R 
which satisfies the usual switching rule: 
h( y, x) = hh(x, y). 
Here, the left A-module V is viewed as an A-R bimodule, by defining the 
right action of R on V to be the same as the induced left action. 
Several special cases of these X-pairings should be pointed out. We get 
hermitian, symmetric, and skew-symmetric forms over R, when A = R; 
unitary and orthogonal representations of a group, when A is a group algebra; 
and similarity representations (see [6, 71) when A is a Clifford algebra. 
In fact, the arguments in this paper were originally designed for the study of 
orthogonal representations of finite groups over a field R. 
1.1. FIXED NOTATION. R is a commutative ring with involution, and 2 
is invertible in R. The element h E R satisfies hX = 1. A is an R-algebra with 
involution. The words “module”, “irreducible”, “semisimple”, “homo- 
morphism”, etc. refer to the A-module structure. 
1.2. DEFINITION. A pairing (V, h) in Q(R, A, h) is a space if V is a semi- 
simple A-module of finite A-composition length. Let 1(V) denote this length. 
If (V, h) is in (P(R, A, X), the pairing h naturally induces an A-homo- 
morphism 0: V + Y*. Here V* = Hom,( V, RR) is the R-dual of V. A space 
(V, h) is nonsingular if this map B is bijective. 
An isometry between spaces is an A-linear map preserving the pairings. 
We write V E W if there is a bijective isometry between the spaces V and 
W. We write V s W if V and W are isomorphic A-modules. For 01 E R, 
a map f : (V, h) + ( W, K) is an ol-similarity if 
4f Wf (Y)) = cd ~4% Y) 
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for X, y E V. Then, a l-similarity is an isometry. For more details on simi- 
larities, see [6, 71. 
We can scale a space (V, h) by a scalar 01 E R, by setting (a) V = (V, a . h). 
This new pairing is X-hermitian provided E = OL, and it is nonsingular if 01 
is invertible. Spaces V and W are similar if W N (a)V, for some OL E R 
(invertible with G = a). This is equivalent to the existence of a bijective 
or-similarity from V to W. 
The orthogonal sum, V 1 W, of two spaces, and the orthogonal complement, 
S, of a subspace S C V are defined in the usual ways. If the subspace S is 
nonsingular, then V 11 S 1 P, and S really is a complement to S. At the 
other extreme, define a subspace S C V to be totally isotropic if S # 0 and 
S C SL, that is, S # 0 and the restriction of the pairing to S x S is identically 
zero. An irreducible subspace S C V is either nonsingular or totally isotropic, 
according as S n S is 0 or S, (see (1.3)). A nonsingular space is said to be 
anisotropic if it contains no totally subspaces. 
The radical of S is rad(S) = S n S. It is easy to see that if S is non- 
singular, rad(S) = 0. The converse is false for general spaces, but it is true 
in the situations we handle. To be more precise, consider the naturally 
induced homomorphism 8: S -+ S*, where S* = Hom,(S, R) is the R-dual 
of S. Then, (S, h) is nonsingular if and only if 0 is bijective; while rad(S) = 0 
if and only if 0 is injective. If the lengths of S and S* are equal, then the two 
notions are equivalent. 
1.3. PROPOSITION. Let V be a nonsingular space, and S C V a subspace. 
Then S is R-reflexive (i.e., S g S**) and S is nonsingular ;f and only if 
rad(S) = 0. 
Proof. For any S C V, the natural map S + S** is injective. (This 
fact uses only the hypothesis rad(V) = 0.) Consequently, S # 0 implies 
S* # 0. Applying this to the irreducible components yields Z(S) < Z(S*) 
(compositions lengths). 
Now, pick a complement: V e S @ T. Then Z(V) = Z(S) + l(T) < 
Z(S*) + Z(T*) = Z(r*) and since V is nonsingular, Z(v*) = Z(V), and there- 
fore, the equality Z(S) = Z(S*) must hold. Applying this fact twice, we get 
Z(S) = Z(S**). These equalities are enough to establish the proposition. 
Now we state our main theorems. 
1.4. CANCELLATION THEOREM. If S, U, W are nonsingular spaces, then 
S 1 U N S 1 W implies U N W. 
1.5. EXTENSION THEOREM. Let V be a nonsingular space, and S a subspace 
of V. Then any injective isometry f : S --f V can be extended to an isometry on all 
of v. 
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These theorems reduce to the well-known Witt Cancellation and Witt 
Extension theorems, in the case when A = R is a field with trivial involution. 
Therefore, the arguments given here provide another proof of these classical 
results, very much like Jacobson’s proof [2, Chapter 5, Section 111. 
Before proceeding to the proofs, we must derive some information about 
hyperbolic spaces. 
2. HYPERBOLIC SPACES 
Hyperbolic spaces are introduced by means of the hyperbolic functor, 
HA . For a (left) A-module T, T* is also a left A-module. Define 
H,(T) = T @ T*, 
with the X-Hermitian pairing h on HA(T) h c osen so that the subspaces T @ 0 
and 0 @ T* are totally isotropic. More precisely, if 
( , ): T* x T-R 
is the dual pairing, (which does admit A), define h by: 
h(t, + tl*, t, + &*) = (t,*, t2) + Act,*, tl). 
The space H,(T) is nonsingular provided the dual pairing is nonsingular, 
that is, when T is a reflexive R-module. 
With this definition, to make HA a functor we must restrict attention to 
bzjective homomorphisms. If f : S -+ T is an isomorphism, then gluingf with 
(r)-l gives an isometry H,(S) -+ HA(T). For a more general discussion of the 
functor, H,, , see [l]. 
2.1, LEMMA. For R-reflex’ve modules S and T, 
HO’0 T) 5 H,(S) i H,(T), H,(T) N H,(T*) 
Proof. The first statement follows quickly from the definition. For the 
second, use the map f : T @ T* --L T* @ T** = T* @ T defined by 
f (t + t*) = Ai* + t. 
2.2. DEFINITION. A space is hyperbolic if it is isometric to some non- 
singular HA(T). 
The next lemma is an almost immediate consequence of the definition. 
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2.3. LEMMA. A space V is hyperbolic ;f and only if it is nonsingular and 
there is a decomposition 
V = TI @ T, 
where T, and TS are totally isotropic subspaces. 
USEFUL OBSERVATION. If V, W are spaces and f : V--f W is a homo- 
morphism, then f is a (- 1)-similarity if and only if the graph off is a totally 
isotropic subspace of V 1 W. 
2.4. PROPOSITION. If V is a nonsingular space, then V 1 (- 1) V is 
hyperbolic. In fact, V 1 (-1)V ‘v HJ V). 
Proof. Restating slightly, we have a space U = I’t 1. V, , and a bijective 
(-I)-similarity f : V, ---f V, . By the above observation, the graphs T+ and 
T- off and -f are totally isotropic subspaces of U, and they are comple- 
mentary in U since 2 is invertible. By the lemma, U is hyperbolic, and 
U rv HA( T+) N HA( VI) since T+ g V, . 
The converse of (2.4) is false in general; there may exist hyperbolic spaces 
containing no proper subspaces which are nonsingular. However, it is true 
that, for anisotropic spaces V and W (that is, spaces containing no totally 
subspaces), if V 1 W is hyperbolic, then W ? (-l)V. This is an easy 
consequence of the following lemma. 
2.5. LEMMA. Suppose V and W are nonsingular spaces. 
(1) If there is a totally isotropic subspace T C V I W with V n T = 
Wn T = OandZ(T) = $Z(V 1 W), then We (-1)V. 
(2) If V and W are irreducible and V 1 W contains a totally isotropic 
subspace, then W ‘v (- 1) V. 
Proof. (1) Th e orthogonal projections to V and W are injective on T, so 
that Z(T) < E(V) and Z(T) < Z(W). The hypothesis on Z(T) then implies 
Z(T) = Z(V) = Z(W), and therefore the projections induce isomorphisms 
T z V and T c W. Composing correctly, we get a bijection, f : V -+ W, 
whose graph is T. Since T is totally isotropic, f is a (-l)-similarity, and 
W N (- 1)V. (2) quickly follows from (1). 
2.6. PROPOSITION. Let HI and H, be hyperbolic spaces. If Hl z Hz as 
modules, then HI E H, . 
Proof. Let Hi = H,,( UJ. Pick an irreducible submodule S, C 7Jr; then 
U, s A’, @ TI , for some submodule Tl (using semisimplicity). By hypoth- 
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esis, S, is isomorphic to some submodule of H, = U, @ uz*. Therefore, 
either S, g S, _C Ua or S, s S,* C uz2*, for some S, C U, . Let T, be a 
complement of S,; that is, U, g S, @ Tp. By (2.1) we know HA(&) N 
HA(&) and 
f&(G) = H&V I fUT,)i HA(&) = H,(&) I fW’d 
Since these two spaces are isomorphic as modules, we conclude (by Jordan- 
Holder for semisimple modules) that HA(TI) g H,(T,). Then, by induction, 
these spaces are isometric, and we obtain the desired result by putting the 
two pieces back together. 
In the classical theory of quadratic forms over fields, hyperbolic spaces 
are important because any totally isotropic subspace of a nonsingular space 
embeds into a hyperbolic subspace. Knebusch [3, S&e 2.3.1 und 3.3.11 has 
established the analogous statement in general, and we reproduce below a 
special case of his proof. Other versions of this theorem, and of cancellation, 
also appear in [8, 91. For this result, the restriction to semisimple modules of 
finite length is not needed. The proof works just as well for (V, h) a non- 
singular A-Hermitian pairing and T a totally isotropic direct summand of V. 
2.7. THEOREM (Knebusch). Let (V, h) be a nonsinguZar space and T a 
totally isotropic subspace. Then there exists a totally isotropic subspace T’ of V, 
such that T @ T’ F H,(T) is hyperbolic. 
Remark. In this situation we say that T’ is paired with T. 
Proof. By the isomorphism V G v* induced by h, it follows that Tl 
is a direct summand and V/T1 z T*. Let W be a complement of T-L in V. 
Then the restriction 
h:WxT+R (1) 
is nonsingular, and induces an isomorphism W g T*. 
If this complement, W, is totally isotropic, then T @ W _N H,(T) (right 
from the definition of HA), and, it is nonsingular as well. Therefore, the 
theorem is proved if we can find a totally isotropic complement. For any W, 
we find new complements of Tl as graphs of homomorphisms f : W + T. 
Using the nonsingularity of (1) b a ove, define such an f by the equation: 
4% , f (4) = - #(w, , ~2) 
for wi , w2 E W. The graph of this map f does the job. 
In trying to prove our main theorem, we want to split a space V into 
pieces which are as small as possible. 
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2.8. DEFINITION. A nonsingular space V is unsplittable if there is no 
expression V N V, 1. Va for nonzero spaces VI, V, . Equivalently, V is 
unsplittable if V has no nonsingular proper subspaces. 
2.9. LEMMA. Every nonsingular space is a finite orthogonal sum of un- 
splittable subspaces. An unsplittable space is either irreducible or isometric to 
some H,(T), with T irreducible. 
Proof. The first statement is clear. If I/ is unsplittable and reducible, let 
T be an irreducible submodule. Since T cannot be nonsingular, it must be 
totally isotropic, and by the theorem above, there is an embedding T C 
H,(T) C V. But, H,(T) is nonsingular, and therefore must be all of V. 
2.10. Remark. An irreducible A-module, T, is one of two types. Either 
there exists a nonsingular X-pairing on T, and H,(T) is splittable (using (2.4)), 
or no such pairing exists, and HA(T) is unsplittable. 
2.11. DECOMPOSITION THEOREM. Let V be a nonsingular space. Then 
there is a splitting 
V N H, 1 V, , 
Vs = ff, I V, , 
where H, is an orthogonal sum of unsplittable hyperbolic spaces; H, is an ortho- 
gonal sum of splittable hyperbolic spaces of the type H,,(T), for irreducible T; 
and Vv, is anisotropic. Then V, is an orthogonal sum of nonsingular irreducible 
subspaces. Furthermore, the subspaces H, and V, are uniquely determined sub- 
modules of V, while H, and V, are unique up to isometry. 
Proof. The existence of H, , H, , V, and V, follows by (2.7). By (2.10), 
V, is the sum of the irreducibles of V which admit nonsingular X-pairings, 
while H, is the sum of the other irreducibles. Therefore, H, and V, are 
unique, and V, does split nicely. The uniqueness of H, and V, will be 
established after Cancellation is proved, (see (3.6)). 
3. PROOFS OF THE THEOREMS 
First, we state a weak version of the Extension Theorem which is equivalent 
to Cancellation. 
3.1. THEOREM. Suppose V is a nonsingular space, S and T are nonsingular 
subspaces of V, and S ‘u T. Then, there exists an isometry f : V -+ V such that 
f(S) = T. 
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The equivalence of (3.1) and (1.4) is proved by the usual argument. 
See [5, p. 981, for example. 
We will use both of these equivalent statements in the arguments below. 
3.2. kXCTION STEP. It is enough to proce Cancellation when S is 
irreducible. 
Proof. Using the statement (1.4), apply the Decomposition theorem (2.11) 
to split off the H, parts from S, U and W. By the uniqueness of these sub- 
modules, we see that the H, parts are isometric and 
Expressing S, as an orthogonal sum of nonsingular irreducibles, we can cancel 
these one at a time (by hypothesis), and conclude U, N W, . 
Applying Jordan-H6lder and (2.6) to the H,, parts, we get cancellation there. 
Finally, gluing things back together yields U ru W. 
3.3. IRREDUCIBLE CASE. If S, U, W are nonsingular irreducible spaces, 
thenSI UES~ WimpliesU!zW, 
Proof. By adding (- 1)s 1 (- 1)W to both sides of the equation 
S_i UeS_L W,weget: 
H,(s) I (u J- (--1)W) = f&(s) I H,(W). 
If we can conclude that U 1 (- 1) W is hyperbolic, then an application 
of (2.5) (2) will give U N W. This conclusion is verified by the next lemma. 
3.4. LEMMA. Suppose V and H are nonsingular spaces of length 2. If H 
and V _L H are both hyperbolic, then V is hyperbolic. 
Proof. If I/ I H cv H,(T), we get T C V I H, a totally isotropic 
subspace of length 2. If T n V # 0, then by (2.7) it embeds into a hyperbolic 
subspace of V, which must then be all of V, since 2(V) = 2. If T n V = 0, 
the orthogonal projection to H is injective on T and therefore induces an 
isomorphism T s H. Composing with the projection to V, we produce a 
map f: H - V whose graph is T. Therefore, f is a (-1)-similarity, and f 
must be injective since H is nonsingular. Since Z(H) = Z(V), f is bijective, 
and we have I’ E (-1)H is hyperbolic. 
Now we proceed to the proof of the general case of Cancellation. We use 
the equivalent statement (3.1), noting that we may assume S and T are 
irreducible, by (3.2). Certainly we may suppose S # T, so that S n T = 0. 
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Case 1. S @ T nonsingular. It is enough to find an isometry f : S @ T + 
S @ T with f(S) = T, for we can glue such a map with the identity on 
(S @ T)l to get an isometry on all of V. That is, we are reduced to the case 
V =- S @ T. The equivalent Cancellation statement for this case has 
already been proved in (3.3). 
Case 2. S @ T singular. Let Y = S @ T and X = rad(Y) = Y n YL. 
Then X is irreducible, totally isotropic, and Y = S 1 X = T 1 X. Also, 
S is nonsingular and X C S’. B y (2.7) there is a totally isotropic X’ Z S’ 
paired with X; that is, X @ X’ N H,(X). Since Y n X’ = 0, we have a 
new nonsingular subspace 
2 = Y @ X’ = s J- (X + X’) e s 1 H,(X). 
Then TA n 2 is nonsingular, and X C TL n 2. Again by (2.7) there is a 
totally isotropic x” C TL n 2 paired with X, and Y n X” = 0. But then 
Y @ X” = 2, because Y @ X” _C 2 and both spaces have length 3. There- 
fore 
Z = Y @ X” = T 1 (X + X”) ‘v T 1 H,(X). 
By hypothesis, there is an isometry g: S + T. By gluing this with the 
identity map on H,(X), and using the identifications above, we can extend g 
to an isometry Z ---f Z. But then, gluing with the identity map on z-L yields 
an isometry f: V + I’ with f(S) = T. This completes the proof of the 
Cancellation Theorem (1.4) and its equivalent form (3.1). 
The proof of the Extension Theorem (1.5) is based on the corresponding 
result in [5, p. 981 and is omitted. 
We can generalize Lemma (3.4) by removing the restriction on lengths. 
3.5. PROPOSITION. Suppose V and H are nonsingular spaces. If H and 
V I H are both hyperbolic, then V is hyperbolic. 
Proof. (Compare (2.6)). Say H z HA(T) and V J- H !z H,(S). Then 
we have 
V -L f-60”) = H,(S). (1) 
If Tl C T is an irreducible submodule, then by (2.1), HA(Tl) embeds iso- 
metrically in H,,(T) and in H,(S). In Eq. (1) above, this HA(Tl) term can be 
cancelled (using (1.4)) and we finish by induction. 
3.6. Proof of the Uniqueness in (2.11). It remains to show that H, and V, 
are unique up to isometry. Since the H, component was easily handled, we 
may assume V = V, . Suppose 
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for some hyperbolic spaces H and H’ and some anisotropic spaces V, and 
I/,‘. Adding c/- I) V,’ to the equation and applying 3.5, we conclude that 
77, 1 (- 1) V,’ is hyperbolic. Then, by 2.5, V, E V,’ and by Cancellation, 
H ‘v H’. 
4. COMPARISON WITH MCEVETT’S CANCELLATION THEOREM 
In [4], McEvett shows that, if A is a semisimple R-algebra with involution 
and if 2 is invertible, then the semigroup of nonsingular forms in ‘$(A, R, h) 
whose underlying modules are finitely generated, under orthogonal sum is a 
cancellation semigroup. (Note. A semisimple ring is always assumed to be 
Artinian). To prove this theorem, he first splits off the hyperbolic parts and 
reduces the problem to assume that A is simple. Then he applies the h- 
Hermitian Morita theory developed in [l] to further reduce to the case of 
division rings, and finally invokes Jacobson’s theorem [2] to handle that 
special case. 
4.1. PROPOSITION. McEvett’s cancellation theorem and decomposition 
theorem [4, pp. 109-I lo] follow from (1.4) and (2.1 I), when the semisimple ring A 
is a finitely generated module over its center. 
To prove this claim, we must find a relationship between the categories 
‘+(A, R, A) and ‘p(R, A, h). W e restate the relevant results from [l]. 
4.2. DEFINITION. An R-linear map 
is an involution trace (of A over R) if 
(i) l(a) = I(a) 
(ii) l(a,a,) = Z(a,a,) 
(iii) The R-pairing: A x A --f R defined: (a, , a2) + l(a,a,) is non- 
singular. 
4.2. THEOREM (Frohlich-McEvett [I, 7.11). If A admits an involution trace 
over R, then there is an isomorphism of categories 
which preserves orthogonal sums and preserves HA . If the underlying category of 
left A-modules contains only finitely generated projectives, then nonsingularity 
is also preserved. 
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Note. If A is a semisimple ring, all A-modules are projective. 
For cancellation and related statements about ‘$(A, R, X), the base ring R 
is not important. An A-pairing admits any R which is a subring of Z(A), the 
center of A. To prove McEvett’s theorems, then, we may assume R = Z(A). 
In order to complete the proof of (4.1), we need only to establish the existence 
of an involution trace of A over Z(A). 
4.4. PROPOSITION. If A is a semisimple ring with involution, and A is a 
finite module over its center, Z(A), then there exists an involution trace of A over 
Z(A)- 
Proof. If A is simple, Z(A) is a field and the generic trace [lo, pp. 221-2261 
of A over Z(A) is an involution trace, (nonsingular because A over Z(A) is 
separable, [lo, p. 2401). For a different proof, see [I 11. When A is semisimple, 
A CIA, x ... x A,, where A, is simple, and Z(A) = Z, x ... x Z,, 
where each Zi = Z(AJ is a field. For any i, & is one of the Aj . If Ai = Ai, 
the generic trace Zi: Ai -+ Zi is an involution trace. If Ai # Ai , the algebra 
Ai’ = A, x Ai is invariant under the involution. If T denotes the generic 
trace for the Z,-algebra Ai , then the map Zi’ = T x T: Ai’ - Z(Al) is an 
involution trace. Gluing together these various traces Z{ and Zi’, we get an 
involution trace I: A + Z. 
FINAL REMARKS 
The results of this paper can be recast in somewhat different form. Keep all 
the hypotheses on A and R and further assume R is a quasi-Frobenius ring. 
(Therefore, the functor “*” is exact, and if V is an R-module of finite 
R-composition length, then ZR(V) = ZR(V*).) Now, redefine the term space: 
(I’, h) is a space if V is a semisimple left A-module of finite R-composition 
length, and h is a X-Hermitian pairing 
h:VxV+R 
satisfying the following property: For any A-submodule S C V, the ortho- 
gonal complement, S, is also an A-submodule. Note that, if h is a pairing 
admitting A, then it does satisfy this property. 
With these alterations, the main theorems developed above still hold true, 
though the details of the proofs are slightly different. This version of the 
theory is developed in [6]. 
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