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Abstract
Microgrids are small and local clusters of generation and load operated in a coordinated
manner. These systems are being enhanced with Smart Grid technologies in order to
better integrate more Renewable Energy (RE) sources and thus reduce dependency on
fossil fuels. This thesis focuses on isolated microgrids, which are characterized by low
inertia Distributed Energy Resources (DERs), limited availability of resources, and high
correlation of RE sources of the same type, where, variability and uncertainty become
significant issues.
In order to enhance the operation of microgrids, a mathematical formulation and archi-
tecture of a robust Energy Management System (EMS) for isolated microgrids is proposed
in this thesis. The developed algorithm is able to manage the uncertainty of RE sources
and hedge the system against uncertainty in RE forecast. The proposed strategy addresses
uncertainty using Receding Horizon Control (RHC), combined with a two-stage decision-
making process with recourse. The first-stage decisions are the Unit Commitment (UC)
variables, determined using a Robust Optimization (RO)-based formulation, and solved
using a primal cutting-planes algorithm. Also a method based on the historical perfor-
mance of the forecasting system is presented for the selection of the uncertainty policy,
which represents the decision maker’s risk preference. The second stage refines the dis-
patch commands using an Optimal Power Flow (OPF) calculation with a rather detailed
model of the microgrid considering relevant system dynamic constraints. The proposed
architecture is based on di↵erent look-ahead windows to better account for uncertainty,
and obtain a feasible dispatch solution within reasonable computational times.
The EMS is tested on a modified CIGRE test system for di↵erent configurations, com-
paring the results with respect to deterministic and Stochastic Optimization (SO)-based
formulations. The results reflect the e↵ectiveness of the proposed EMS to hedge the sys-
tem against uncertainties, improving the system’s level of reserves, and dispatching Energy
Storage Systems (ESSs) appropriately, so that the operational costs are reduced. The im-
provements are achieved without requiring probabilistic information from the forecasting
system, and based on an appropriate definition of the uncertainty set. The results show
that the developed architecture and algorithm are compatible with real-time applications.
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Chapter 1
Introduction
1.1 Motivation
Electric power systems have long been operated under the paradigm of bulk, dispatchable
power generation transported through high-voltage long transmission lines, and delivered to
end users through low- and medium-voltage distribution networks. With the introduction
of novel automation and control techniques, communication mechanisms, and compact
Distributed Energy Resources (DERs), the concept of “Smart Grid” was developed [1].
The means to realize this concept have been the focus of research and development in
power systems for several years now.
Despite the advances in Smart Grid technologies, their rate of adoption has been slow.
Nevertheless, policies towards reducing Green-House Gas (GHG) emissions in the electric
power sector [2], addressing energy poverty [3], and increasing the reliability of the electric
grid to weather climate related disasters [4] have particularly fostered the interest for
the adoption of Smart Grid technologies in microgrids. Among the main drivers for a
faster uptake and the incentive to develop market-ready technologies in microgrids are the
growing interest in increasing deployment of renewable generation on military installations
[5], remote communities [6, 7], and critical facilities such as university campuses, hospitals
and mines [8].
Microgrids are systems for electric power generation, distribution, and consumption
that build on a locally integrated grid, in some cases abating the need to extend trans-
mission systems or bulk power generation (e.g., isolated microgrids). When combined
with Smart Grid technologies, these grids are able to integrate DERs more e↵ectively,
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creating an enhanced distribution network, improving the service delivered to costumers,
and improving the e ciency of the energy allocation when combined with Demand Side
Management (DSM) schemes and Energy Storage Systems (ESSs). Microgrids provide
a framework to address modern challenges of the electric power sector and are posed to
become mainstream in terms of electric power generation and distribution.
Exploiting all the opportunities that microgrids present is a main focus of current
research in power systems [9]. In spite of the advantages microgrids possess, there are
major challenges when it comes to the integration of Renewable Energy (RE) sources,
which is one of the main motivations to pursue their development. Regardless of the type
of microgrid, i.e., isolated or grid-connected, dealing with the technical challenges posed
by these grids is imperative in order to maximize their benefits. The challenges are [10]:
• Reliable and economic operation of microgrids with high penetration of intermittent
RE. Particularly in isolated microgrids, the negative e↵ect of this intermittence is
more significant due to the high levels of correlation between the DERs powered by
the same sources and the limited generation reserves.
• Schedule and dispatch of controllable demand and generation with uncertainty con-
siderations. Since an adequate operation of the microgrid requires a certain level
of coordination between the assets, this is more challenging if the information from
forecasts and their inherent uncertainties are not taken into account.
• Proper reserve management in a low-inertia, resource-constrained environment. Un-
like bulk power systems, microgrids operating in stand-alone mode do not have large
amounts of conventional generation that can provide spinning reserve to perform the
required regulation tasks.
• Optimal management of ESSs to cope with uncertainty, so that storage technologies
enable higher penetration of integration of RE-sources. When dispatching ESSs, the
State-of-Charge (SoC) levels must be accounted for to maintain a tradeo↵ between
providing balancing capacity to the system and the cost minimization.
The main interest of this research is the management of uncertainty with a focus on
isolated microgrid dispatch or Energy Management System (EMS). This is a challeng-
ing problem from the point of view of microgrid operation. Given the inherent resource
limitation in isolated microgrids, failing to hedge the system against uncertainty can re-
sult in loss of load, power curtailment, or system collapse. Thus, this research focuses
on the application of Robust Optimization (RO)-based techniques to produce uncertainty
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immunized dispatch in real-time, combining recourse actions and Receding Horizon Con-
trol (RHC). These techniques are tested on a CIGRE test system under di↵erent configu-
rations, comparing the results with respect to a deterministic and stochastic formulations ,
and demonstrating the ways and benefits of considering uncertainty in EMS applications.
1.2 Literature Review
System Status 
PEC
Central Control
(EMS)
ESSRE PECFosil Fuel
L
O
A
D
Electric Power Grid
L
O
A
D
Primary 
Controller
Primary 
Controller
Primary 
Controller
Forecasts
External Communication
Local Communication
Local Energy Exchange
Electric Energy Exchange
Figure 1.1: Centralized control structure of a microgrid.
The idea of isolated networks that combine diesel fleets and some level of RE-sources
has been around for a while. The first coordinated e↵orts to develop isolated wind-diesel
technology were in 1985 and since then, their control has been a challenge [11]. How-
ever, there seems to be a consensus in the research community, from the early wind-diesel
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systems (e.g., [11]) to the latest authoritative reports on microgrid control, that central-
ized architectures are the best options to address the control challenges when it comes to
dispatch control or EMS in isolated microgrids [10].
A centralized EMS determines the optimal operation point of every DER and uses
the results as set points for each device, as shown un Figure 1.1 where both synchronous
generator and Power Electronics Converter (PEC) interfaced units are shown. Increased
computational capabilities in modern controller hardware allows the EMS to perform more
sophisticated calculations, particularly optimization algorithms, and incorporate system
information, forecast data, and real-time measurements in its decision making process.
The dispatch computation in the EMS is a combination of the scheduling of the units,
obtained from the Unit Commitment (UC), and their optimal dispatch. The combination of
integer variables and non-linear models makes the mathematical formulation of the EMS a
Mixed-Integer Nonlinear Programming (MINLP) problem, which result in computationally
challenging formulations due the lack of appropriate algorithms for real-time applications
[12].
In order to deal with the complexities in the mathematical modeling, a common ap-
proach is to use meta-heuristic methods to solve the optimization problem. For example, in
[13], the challenges associated with making on-line calculations to coordinate the generation
units are discussed, and a Particle Swarm Optimization (PSO) and Ant Colony Optimiza-
tion (ACO) based solution technique for a simplified dispatch problems is proposed. A
more detailed mathematical model that includes commitment and dispatch calculation is
presented in [14]; using a microgrid that includes detailed models of storage units, the
authors propose a Niching Evolutionary Algorithm (NEA) to deal with the complexities
of the formulation. However, the aforementioned approaches present complications, since
they do not always guarantee appropriate convergence and there is little experience using
them for real-time applications.
Reduction and simplification of the problem is another way to cope with the intricacies
of microgrid scheduling and dispatch. This can mean converting the problem to a Mixed-
Integer Linear Programming (MILP) problem by using dc approximation of the power
flow equations and avoiding reactive power representation in the problem, as proposed in
[15], where the authors recognize the importance of reactive power and the complexity of
considering it in the calculations. In [16], a dynamic programming approach is proposed to
solve the allocation of resources in a simplified representation of the system, not including
UC modeling; however, the authors highlight the relevance of optimizing over a look-ahead
window, to determine the least-cost dispatch.
An optimization algorithm aimed at reducing the fuel consumption considering system
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constraints is presented in [17], where the authors optimize the power sharing characteristic
of the thermal units in real-time, and point out that implementing the solution of the opti-
mization problem requires having a communication infrastructure between the generators
and the controller to achieve real-time operation. The paper discusses the simplifications
possible in order to make the mathematical problem tractable and useful for real-time
applications.
The technique that seems to deliver the best results is decomposing the problem into an
integer linear problem and a non-linear problem, emulating the approach used in electric-
ity markets. Thus, first the UC is determined using a multi-period linearized optimization
model, and then the Nonlinear Programming (NLP) Optimal Power Flow (OPF) is imple-
mented based on the committed units for that particular time-step obtained from the UC
solution. This approach has been proposed for microgrid control in [18], where there is a
two-layer control with a multi-step optimization in each layer, and the authors exploit the
benefits of RHC (or Model Predictive Control (MPC)) in order to properly coordinate the
allocation of ESS to smooth fluctuations. However, despite the benefits of the proposed
decomposition approach, the system modeling is incomplete and there is no coordination
between the layers.
The deficiencies in the aforementioned proposal are addressed in [19], where an im-
proved two-layer scheme is introduced, using a multi-step scheduling-layer to optimize an
MILP equivalent of the system, and later refine the dispatch in real-time with a single-step
OPF. A feedback loop is included to coordinate the layers in cases where the dispatch
is infeasible, but without considering the e↵ect of three-phase unbalance. A penalty is
introduced in the OPF layer to reduce deviations of the ESS from the scheduled value.
A more sophisticated version is introduced in [12], where the authors include the e↵ect of
unbalance by using a RHC three-phase OPF for the second stage calculation, among other
improvements, thus addressing previous shortcomings regarding system modeling.
The aforementioned research use an arbitrary proportional rule in order to provide the
system with adequate reserves, and do not consider the uncertainties associated with the
forecasts used in the multi-stage dispatches. Hence, papers that discuss the hedging in
power systems and microgrids against RE uncertainty are discussed next.
1.2.1 Uncertainty in Power System Dispatch
The issue of uncertainty in the context of bulk power systems operation has been widely
studied. Classically, the spinning reserves are determined by proportional rules based on
deterministic criteria [20]. However, with the inclusion of RE sources in the system, more
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uncertainty is present in power systems due to the stochastic nature of these resources,
and hence increasing the complexity of system operations. Researchers applied various
stochastic approaches in order to develop more sophisticated techniques to optimally allo-
cate reserves. Thus, Chance Constrained Optimization (CCO), RO and Stochastic Opti-
mization (SO) are the common techniques prorposed to manage uncertainty, with several
mathematical formulations being available in the literature.
Chance Constrained Techniques
Chance constrained approaches minimize the dispatch cost by representing uncertainty in
the form of probability attainment, implying that one or a set of constraints have a desired
probability of satisfaction, where the random variables have a known Probability Density
Functions (PDFs) or Cumulative Probability Distribution Functions (CDFs). In [21], the
authors propose a dispatch model using a two-stage CCO that ensures, given a probability
measure, a large portion of the wind power output at each operating hour is utilized.
The first stage yields the UC decisions and the dispatch, and a second stage determines
the expected value of the load shedding at each bus. The problem is solved using a
sample average approximation to estimate the PDF of the wind power; wherein the forecast
is replaced by an empirical distribution assuming wind power is subject to multivariate
normal distribution. The result is a formulation that uses a discrete representation of the
PDF in the constraints. A chance constrained OPF is also proposed in [22], where the aim is
to obtain optimal commitment decisions in the presence of uncertainty, so that the expected
value of the objective function is minimized and simultaneously satisfies the constraints
with a predefined probability level. This approach combines a stochastic approach with
a chance constrained one, resulting in a multivariate non-linear problem which however,
requires too many approximations to make it tractable, making the reliability of the result
questionable.
The principal drawback of the CCO approaches from the operative point of view is that
they require a known PDF which, in the case of RE-sourced power assuming parametric
forecast, may result in a poor representation of the uncertainty [23]. Furthermore, in prob-
abilistic constrained formulations the PDFs have to be approximated again to make the
optimization problem tractable. Also, the computational challenges and simplifications
required to develop CCO-based dispatch algorithms renders them unsuitable for practi-
cal, real-time applications in microgrids, considering the inherent modeling complexities
mentioned in Section 1.1.
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Stochastic Programming Techniques
Stochastic programming is a very common tool used to build decision-making models for
the e cient management of uncertainties. The objective is to find an optimal solution that
minimizes the expected cost of a stochastic variable [24], which can be represented by a
continuous non-linear function or, more commonly, through a set of scenarios. A stochastic
version of UC problem is proposed in [25], where Lagrangian relaxation techniques are used
to solve the Stochastic Unit Commitment (SUC) and simplify the representation of the
constraints in the problem. Due to its computational complexity, this technique was rarely
applied initially; however, this has changed recently due to availability of parallel com-
puting tools, more powerful solution algorithms, and the application of scenario reduction
techniques.
In [26], the authors formulate a two-stage stochastic programming model for reserve
commissioning using weighted scenarios and employing a Lagrangian relaxation. The pro-
posed algorithm schedules the “slow” generation units using a first stage sub-problem, and
later, a second stage is used to commit the “fast” generation units and dispatching all
of the resources. An emphasis is placed on the advantages of the proposed decomposi-
tion for implementation in parallel computing architectures, and the results show that the
stochastic approach is superior to the deterministic reserve rules that are commonly used
in practice.
A di↵erent approach is shown in [27], where a short-term market clearing algorithm is
developed that accounts for variations from power forecasts. The authors highlight that
the technique is able to manage not only spinning reserve, but also ramping reserves. The
problem is solved directly by an MILP solver without the application of any simplification
or decomposition, showing that current preprocessing techniques in commercial solvers
can manage large scale problems. The same direct calculation approach is used in [28] to
allocate DSM reserves using a two-stage SO formulation of the security constrained SUC.
Another example is the security constrained SUC presented in [29], which considers
uncertainties such as outages and load forecast inaccuracies, generating scenarios based
on Monte Carlo simulations. The authors highlight the convenience of decomposition
techniques, based on a long-term SUC master-problem and short-term sub-problems being
solved separately leading to reduced need for computational resources. The two-stage SUC
is also used in [30] for the management of uncertainty of load and generator outages in a
hydro-thermal power system; the scenarios are solved using a decomposition method for
stochastic integer programming with a combination of Lagrangian relaxation and branch-
and-bound solution techniques.
A large-scale SUC model that incorporates additional constraints in order to limit the
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probability of loss of load is proposed in [31]. The unavailability of generation is expressed
by a discrete set of outage scenarios in the first stage, while load uncertainty is represented
as a continuous random variable in the second stage. The objective is to minimize the
overall operation cost given reliability constraints that limit the energy delivery and may
cause load shedding. The proposal combines system uncertainties in terms of generator
unavailability and load fluctuations with a discrete set of scenarios in a single optimization
formulation. The results show the benefits of recourse models to deal with di↵erent sources
of uncertainty in power systems, reducing load shedding in this particular case.
Based upon the aforementioned discussions, it can be concluded that the following are
some of the main challenges of the SO approach:
• Scenario generation: Even though several apporaches to relate forecasts of wind
power to credible scenarios have been proposed (e.g.[32]), the appropriate number
of scenarios required to achieve a good representation of the uncertainty, is still not
clear. Furthermore, there is not much research on scenario generation methods for
other sources of uncertainty.
• Large problem size: As a result of the scenario-based representation which reproduces
the constraints, the problem can become large scale. Although some authors argue
that modern solvers can handle the large scale problems (e.g. [27, 28]), this conclusion
is derived from small academic test case studies and not from practical applications.
A detailed review of solution algorithms is presented in [33], showing the benefits
of parallelization, which is a promising computational approach to handle large-size
problems.
Despite these challenges, the application of SO techniques to microgrid EMS develop-
ment is feasible, given the reduced size of the dispatch problem. However, the challenges
regarding scenario generation remain, especially if there is a need for modeling various
sources of uncertainty, resulting in a rapid increase in problem scale, making this approach
becomes infeasible.
Robust Optimization Techniques
Given the random nature of RE sources and the challenges to define appropriate probabilis-
tic models for them, robust optimization has become very popular since it can be applied
without requiring many assumptions about probability. The robust optimization method-
ology obtains an optimal solution that hedges the system against any outcome within a
given uncertainty set [34].
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In the context of bulk power systems, several approximations of the robust counterparts
of the UC using a DC-OPF framework have been proposed, depending on the source of the
uncertainty. In [35], the authors propose a generalized two-stage Robust Unit Commitment
(RUC) model, where nodal current injections are considered to be uncertain; the resulting
model is able to represent uncertainties from both load and RE sources. In the context of
this paper, the budget of uncertainty represents the number of nodes subject to a uncertain
injections. The problem is solved using a Benders’ decomposition approach, combined with
an outer approximation algorithm to manage bi-linear terms, and the results are compared
with a reserve adjustment methodology used by the New England ISO.
Other approaches model uncertainty as an “a ne policy” [36], which means that the
focus is not on the value of the variable but rather on its deviation from the forecasted
value. The author solve a multi-stage RUC problem, modeling uncertainties corresponding
to price-responsive demand and RE sources in an open market, using an L-shaped method,
given the complexity and scale of the formulation. This type of formulations can be
regarded as too conservative, as it solves a combination of the two worst outcomes of the
uncertainty sets. In order to overcome this issue, in [37] an RUC model using a robust-
regret formulation, to adjust the conservatism, is proposed, where the forecast error is
separated by percentiles, and used to determine the bounds of the uncertainty set. The
algorithm is benchmarked against SUC and RUC approaches, delivering results with a
smaller expected cost and is less conservative than RUC. However, the “regret model”
requires the application of heuristics, with too much dependance on the decider preferences.
One of the main advantages of RO for dispatch applications under uncertainty is its
flexibility to represent unknowns, unlike CCO and SO which require probability infor-
mation in order to develop the models, resulting in intractable formulations or large-scale
problems. For this reason, RO has been proposed for several applications in power systems;
for example, in [38] RUC is used to address the N   k operational security problem. Also,
the authors in [39] propose a bidding technique to build hourly o↵er curves for a price-taker
producer participating in a generation pool. Other applications of RO to power system
operations are discussed in [40], where several examples of their application to reserve
procurement, demand response, etc., are introduced.
The flexibility of RO-based dispatch makes them very appealing for microgrid appli-
cations, given the aforementioned adaptability to model several sources of uncertainty
without requiring probabilistic information. However, the complexities arising from the
min-max structures, common in this type of mathematical formulation, can hinder their
use [41] with approximations of the bi-linear terms possibly being required. Nonetheless,
given that the solution is located at the extreme points of a polyhedron [36], these one is
not detrimental to the quality of the solution, unlike the CCO formulations.
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1.2.2 Uncertainty in Microgrids
Management of uncertainty in generation dispatch is a challenging problem and requires
the application of mathematical techniques that incorporate more information into an
automated decision making process. In the context of isolated microgrids, this is paramount
given the critical demand-supply balance, the low inertia of the generation fleet, and the
high correlation of RE sources. Thus, work on EMS has primarily concentrated on RHC
strategies for energy management in microgrids [12, 18, 19], since these allow implementing
dispatch actions that anticipate future events such as variations in power outputs from
DERs and demand, and also account for the e↵ect of present actions into future time
steps, which is particularly important in the presence of ESS.
In addition to [12, 18, 19], in [42], an RHC dispatch control is presented and tested
on a grid-connected single-bus microgrid model; the mathematical model is a classical
OPF with constraints on device currents, to avoid overloading. The control is tested with
a time step of 1-hour and prediction horizon of 4-hours, and the results show a slight
reduction in the system dispatch cost primarily due to a better allocation of the ESS
energy. However, the device models are simple, and better performance can be obtained if
forecasting techniques are used instead of historical information. A more refined approach is
presented in [43], where the dispatch of the microgrid is calculated every hour considering a
longer optimization horizon of 48 hours, to capture long-term load and generation patterns.
The objective function includes non-linear costs approximated with piece-wise functions,
some start-up/shut-down decisions, resulting in an MILP formulation. The proposed EMS
is applied to the dispatch of load, a diesel generator, and ESS in a microgrid with the
presence of photovoltaic panels and two wind turbines. It demonstrates the economic
benefits of using the RHC compared to a single step methodology, particularly when dealing
with updated forecast. Even though these RHC-based algorithms improve the handling
of RE sources, information about the uncertainty inherent in the forecasts is not properly
incorporated, thus the implicit consideration is that a prediction will hold for a given time
step, but the realization often does not necessarily match the forecast. Hence, a better
approach to handle these mismatches is needed.
A dispatch strategy for RE sources in electricity markets has been proposed in [44],
using the concept of risk-limiting dispatch, which considers the probability of not being
able to supply the load; to solve the proposed optimization problem, uncertain variables are
assumed to be uniformly distributed. A similar approach using probabilistic constraints
is used in [45], where the authors propose a DC-OPF model with line flow constraints,
using a scenario approximation approach to address computational issues associated with
the PDFs. In [46], the uncertainty is modeled in the form of independent forecast errors
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represented by normally distributed random variables; the proposed method uses a CCO
approach by modeling energy-balance equation as a probabilistic constraint. The problem
is converted to an equivalent deterministic form by direct substitution of the GaussianPDF
and solved using gradient-based algorithms. These papers propose methods that do not
allow to properly account for the time-dependency of the random variables; furthermore,
the complexity of the proposed formulations rule out the possibility of modeling the UC,
given the need to consider the integer variables, that results in a complex MINLP problem.
Another approach presented in [47] considers the RE sources as a disturbance with
Gaussian PDF in the nodal power balance equations, approximating the probabilistic con-
straint using empirical mean based on a large number of samples. The resulting equivalent
deterministic optimization problem is then solved using dynamic programming over 24-
hours, with a 4-hour look-ahead window. However, the forecast is not updated at every
step, and the objective function includes a penalty to maintain the ESS SoC as close as
possible to its maximum capacity. This approach has the drawback of not allowing the
EMS to allocate the ESS in a way that improves system e ciency, enforcing a fixed level
of SoC. Furthermore, the uncertainty representation is weak, since as shown in [48, 49]
Gaussian assumptions about the forecasting error PDF are not necessarily adequate.
As previously stated, assumptions regarding representation of PDFs associated with
RE-sources may help to simplify the formulations to be able to solve the problems e -
ciently; however, this may lead to weak representations of uncertainty [23]. In order to
address this shortcoming, approaches using scenario-based SO have been proposed, as in
the case of [50], where a heuristic logic that combines a master SUC with a slave distri-
bution system OPF is presented, in order to generate a more accurate dispatch; historical
samples are used as scenarios for both solar and wind power. A more detailed model
is presented in [51], where the authors combine the SUC with the detailed three-phase
Receding Horizon Optimal Power Flow (RHOPF) presented in [12]. Generating the dis-
patch commands directly from the three-phase OPF, instead of using them to adjust the
SUC results, the proposed EMS is tested with di↵erent configurations and the results are
compared to a proper scenario generation technique with the historical data approach.
Even though the preceding papers propose the application of scenario based stochastic
EMS, reasoning that for small-scale systems, like an isolated microgrid, the computational
e↵ort is not critical; the challenges regarding the uncertainty representation and genera-
tion are still present. The inherent requirement of probabilistic information to generate the
scenarios, and the weak assumption that historical information represents the uncertainty
reliably are some of the weaknesses of the approach. Furthermore, the scenario-based rep-
resentation does not allow the decision maker to include preferences about the uncertainty
representation, thus making it inflexible.
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In light of the aforementioned limitations of probabilistic and stochastic approaches, RO
o↵ers an attractive framework for dispatch formulations, with adequate accounting of the
uncertainties without requiring probabilistic assumptions. Given these advantages, papers
addressing uncertainty in RE sources using RO frameworks in the context of microgrid
applications have been published. For example, in [52], the authors present a robust wind
dispatch and bidding algorithm with independent uncertainty sets for prices and available
generation; this approach relates a financial risk-measure with the uncertainty set for price
and using a cardinal uncertainty set for the wind power forecast. A proposal that combines
RHC and a robust counterpart of the dispatch problem is presented in [53], in order to
produce safe intervals for the operation of wind power facilities, avoid infeasible operating
points, and reduce curtailment. The resulting model is a single-stage bilevel mathematical
program able to obtain intervals of operation for wind power, reducing the violations of
the required spinning reserves in the system. This papers show that the application of
RO in real-time applications in the context of Smart Grid is possible with an appropriate
mathematical model, however, they do not address the problem of dispatch in microgrids,
and do not combine the concept of recourse with the RHC.
As just mentioned, in the field of EMS, the application of RO is still limited. For exam-
ple, the controller proposed in [54], exploits the decomposable structure of the simplified
economic dispatch in dc power flow model, resulting in an “a nely adjustable robust coun-
terpart” problem that can be solved in a distributed fashion, and that is guaranteed to
converge under heterogeneous and asynchronous communications. Similarly, in [55], the
authors propose a distributed RO algorithm considering a central hub that exchanges in-
formation with all DER units, aiming at maximizing the social welfare in a grid-connected
microgrid. A polyhedral representation of the uncertainty set is used, with a novel defini-
tion using various non-overlaping horizons assuming di↵erent models depending how the
uncertainties relate to the assets. These two papers, feature system models with many
simplifications, which limit their practical application, particularly for isolated microgrids,
since only grid-connected microgrids are considered. Furthermore, the rationale behind
a distributed optimization approach is not clear, given the limited size of the microgrid
dispatch problem being addressed.
1.3 Research Objectives
Based on the techniques proposed so far to manage uncertainty in microgrid dispatch,
and the need to properly embed them in EMS for isolated microgrids, the main research
objectives of this thesis are the following:
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• Propose a mathematical model for microgrid EMS using an RO approach, suitable
for the operation of isolated microgrids, with and without ESS.
• Provide an improved and appropriate EMS architecture suitable for real-time appli-
cations, based on a two-stage recourse model, and demonstrate its application on a
realistic microgrid.
• Investigate the di↵erences between the robust and stochastic approaches to consider
uncertainty in the dispatch of isolated microgrids.
1.4 Thesis Outline
This thesis is structured as follows:
• Chapter 2 presents the relevant background to the thesis, such as the EMS require-
ments for isolated microgrids, Stochastic Optimization (SO) and Robust Optimiza-
tion (RO) principles, and the conceptual framework of recourse and RHC.
• Chapter 3 presents the architecture, the mathematical models of the proposed RUC,
and the criteria to select the uncertainty set.
• In Chapter 4, the results of several case studies are presented and discussed for two
di↵erent configurations of a microgrid, and comparing them for stochastic, robust,
and deterministic variants of the algorithm.
• Finally, in Chapter 5, the main conclusions and contributions of this work are pre-
sented, along with future work recommendations.
13
Chapter 2
Background Review
In this chapter, a general overview of the concepts, models, tools and techniques used in
the development of the thesis work are presented. Thus, first a summary on microgrids
is introduced, describing some of its key features and control requirements. Next, various
mathematical tools to account for uncertainty in the EMS problem are examined. Fi-
nally, the primal cutting-planes algorithm used to solve the proposed RUC, along with its
advantages is explained, and its connection with the SO-based recourse model is examined.
2.1 Microgrids
The definition of microgrids is a subject of discussion in the electric power sector, con-
sidering that small-scale networks have existed for a long time, plus the recent advent of
communications and enhanced control techniques. According to the latest authoritative
report [10], a microgrid can be described as a cluster of loads, Distributed Generator (DG)
units, and ESSs operated in coordination to reliably supply electricity, which can be con-
nected to the host power system at the distribution level at a single point of connection or
operated in an isolated fashion.
The focus of this research is microgrids not connected to the bulk power system, such as
the case of remote communities [6] or remote temporary sites like military bases [5]. These
isolated microgrids are the best candidates for the implementation of Smart Grid technolo-
gies, given that they benefit the most from the penetration of RE and the performance
improvements. Thus, there is an increased interest in improved control techniques; actu-
ally, advanced control technologies are proposed and applied in isolated networks around
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Figure 2.1: Hierarchical approach to control of microgrids.
the world. There are many successful cases in practical applications that result in im-
provements to existing microgrids operation, such as the case presented in [56], located
in Bella Coola, BC. Other countries like United States [5], Portugal [56], and Chile [43]
have isolated microgrid projects in remote locations, with Smart Grid technologies being
applied in its operation.
2.1.1 Control Definitions and Operational Requirements
In order to provide energy e ciently with the required quality and security, the distinct
DER units within the microgrid must be operated in a coordinated and coherent way. This
requires the combination of many control techniques at di↵erent levels [57], with multiple
control requirements, where a hierarchical structure is the natural choice for the adequate
operation and control [58]. A central controller also allows the microgrid to operate as a
single entity able to optimize its operation continuously [59]. Figure 2.1 shows the di↵erent
control actions and variables assigned to each layer for a centralized hierarchical control;
in this structure, the time frames associated with the tasks in each layer must be spaced in
order to prevent interference [58]. The primary control operates at the device level; system-
wise control is performed at the secondary level, and can operate either in a distributed
or centralized fashion; and the tertiary control operates outside the microgrid boundaries
[10].
The present work concentrates on the secondary control level, also referred to as the
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microgrid EMS, and the requirements to manage uncertainty in dispatch applications for
isolated microgrids. Given the special technical requirements of these types of microgrids,
the EMS should be able to account for the uncertainty associated with intermittent energy
sources and model the system components properly, in order to e ciently dispatch the
available ESSs and DGs automatically and in real-time.
2.1.2 Microgrid EMS
Several contributions to EMS controls in microgrids have been presented in the literature,
ranging from decentralized approaches mainly focused on grid-connected microgrids, to
centralized approaches that are more suitable for isolated microgrids [60]. The architecture
of the EMS must be selected according to its operational characteristics, starting with the
type of connection to the grid. Decentralized approaches are more appropriate for grid-
connected microgrids since their aim is to allocate the energy sources economically meeting
certain power quality standards. In such systems, the main grid provides the frequency
reference, balancing out any surplus or shortfall of energy; the same applies to voltage
profiles, since the main grid can provide a constant voltage at the point of common coupling.
In contrast, in stand-alone microgrids, keeping the generation-load balance requires the
DER units to control the system voltage and frequency, while simultaneously allocating
the resources e ciently and securely as the main task. Moreover, from the control point of
view, isolated topologies require di↵erent considerations regarding the control architecture,
with preference to centralized approaches.
For EMS design, the following considerations are required in order to properly define the
control requirements: Frequency and voltage regulation should be performed at the device
level using local information at each unit; droop control is considered to be part of the
primary control, since it relies only on local frequency measurements without information
from other units or the system state. Ultimately, from the stability and security points of
view, the EMS is mainly concerned with providing the system with enough reactive and
active power capabilities to perform the required regulation tasks. Hence, the objective of
considering uncertainty is the need for system security, i.e., having enough capacity in the
system to perform the frequency and voltage regulation when changes in the RE sources
arise.
In the context of microgrids, some of the classical assumptions of conventional power
systems modeling have to be revised and modified [10]; the most relevant are: high R/X
in lines, variable power loads, unbalanced operation, and the presence of ESSs. Hence, in
general, proper models for most microgrid components are based on those used in distribu-
tion systems analysis rather than bulk power systems. The resulting EMS mathematical
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formulation is then based on the types of DERs, presence of ESSs in the microgrid, various
objectives such as cost and/or environmental impact and the network model, among oth-
ers. The EMS blocks represent various components with di↵erent level of detail, depending
on the requirements of system modeling at each decision stage (i.e., linear models for the
UC, and detailed non-linear models for the OPF).
The EMS model used throughout this work is as follows:
• Cost Function: The most common cost function to be minimized is the actual cost of
operating the generation units, including fuel and commitment costs. The cost function
should also include slack variables for load shedding and power curtailment, in order to
provide su ciently large recourse and avoid unfeasibility; thus, this can be represented
as follows:
X
t
X
g
2664Cug ug,t + Cvg vg,t + Cwg wg,t| {z }
Commitment cost
+ CPg Pg,t| {z }
Linear fuel cost.
+ CcPc,t| {z }
Power curtail
cost.
+CshPsh,t| {z }
Load shed
cost.
3775 (2.1)
In general the fuel cost as a function of the output power is a non-linear equation;
however, to keep the model linear in the proposed RUC formulation, the fuel cost function
is considered to be linear using a constant coe cient CPg representing the cost in $/kW
that depends on the price of fuel.
• System Operational Constraints: These correspond to the operation of the microgrid,
provide the coupling between the DG models in the system, and also ensure that solution
of the commitment variables ug,t, vg,t, wg,t follow the start-up and shut-down constraints
for each unit, these constraints are as follows:
ug,t   vg,t = wg,t   wg,t+1 8t, g (2.2a)
vg,t + ug,t  1 8t, g (2.2b)X
g
Pg,t +
X
!
P ⇤!,t   Pc,t =
X
l
Pl,t   Psh,t 8t (2.2c)
These constraints are required regardless of the types of units used in the microgrids,
like (2.2c) is required to guarantee that total demand
P
l Pl,t is met at all times by the
available generation units. Also includes the load shedding Psh,t and power curtailment
Pc,t terms to guarantee feasibility. In some cases, a proportional reserve equation can be
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included; however, in the developed RUC, it was not included, since the main interest
in this research is determining the system reserves through the RO formulation, and not
through a proportional rule.
• DER Operational Constraints: The following DER output and ramping limits must be
included, and the output must be forced to zero if the unit is not committed:
Pming wg,t  Pg,t  Pmaxg wg,t 8t, g (2.3a)
Pg,t   Pg,t 1   ug,tPmaxg  RUg 8t, g (2.3b)
Pg,t 1   Pg,t   vg,tPmaxg  RDg 8t, g (2.3c)
The capacity constraints related to the minimum and maximum output power Pming P
max
g
are of particular importance in microgrid operation with small- and medium-size diesel
fleets, in order to avoid carbon build-up or overload [6]. Ramping limits RUg and RDg
must be modeled according to each diesel unit characteristics to reduce pulsations and
meet operational limits related to the thermal capabilities of the reciprocating engine
[61].
Minimum-up and -down constraints are also required as follows:
wg,t   wg,t 1   wg,tu  0 8tu : 1  tu   (t  1) MUg, t, g (2.3d)
wg,t 1   wg,t + wg,tu  1 8tu : 1  tu   (t  1) MDg, t, g (2.3e)
Even though DER units in microgrids are highly flexible, (2.3d) and (2.3e) are still nec-
essary to impose MUg and MDg in cases where Combined Heat and Power (CHP) units
are included [62], when the units require warming up, or when commitment decisions
are revised to account for required reactive power support [12].
• ESS Operational Constraints: In addition to (2.3a)-(2.3c), the ESS SoC balance con-
straints and limits are modeled by including the following constraints:
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P ins,t  Pmaxs 8t, s (2.4a)
P outs,t  Pmaxs 8t, s (2.4b)
Ps,t = P
out
s,t   P ins,t 8t, s (2.4c)
SOCmins  SOCs,t  SOCmaxs 8t, s (2.4d)
SOCs,t+1 = SOCs,t +
✓
P ins,t⌘
in
s  
P outs,t
⌘outs
◆
 t 8t, s (2.4e)
These equations constrain the maximum output and input power P outs,t , P
in
s,t and the ESS
storage capacity limits SOCmins and SOC
max
s to ensure that there the equipment doesn’t
operate outside safe ranges. Additionally, () models the charging and discharging cycles
of the ESS units. This model can be used to represent a wide range of devices such
as batteries and hydrogen-storage sets, and is known as the SoC book-keeping model,
which is widely used for these types of applications (e.g., [63, 64]).
2.2 Uncertainty in Energy Management Systems
The main principle to account for uncertainty in control tasks a↵ected by random inputs
is to include as much information as possible into the mathematical formulation. Having
a successful management of RE uncertainty in the EMS problem requires the combination
of two di↵erent tools: RHC to incorporate forecasts, and recourse actions to hedge the
controller against the uncertainties in the forecast. The mathematical formulations to
realize this are explained next.
2.2.1 Receding Horizon Control
RHC is an optimization-based strategy for automatic control of processes that is widely
used in a range of engineering applications, such as chemical processes, power systems
control and aviation [65]. The technique is based on the premise that control set-points
can be defined as an open-loop finite-horizon mathematical problem as follows:
zt+1 = J ({zt, zt+1, . . . , zt+n} , {yt, yt+1, . . . , yt+n} , ⇢,F⇤|t) (2.5)
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Figure 2.2: RHC calculation steps.
Figure 2.2 illustrates the approach: at the current time t, the optimal control actions of
the next time step zt+1 are a function J (·) of the control variables z and system states
y over the n-step time horizon, time-invariant system parameters ⇢ and forecasted input
variables available at the particular time t F⇤|t.
The optimization problem is solved for a sequence of control actions over the whole finite
horizon {t, t+ 1, . . . , t+ n} at each time-step, so that a selected performance criteria (e.g.,
square root of the error, cost, emissions, energy) are optimized; however, only the command
for the next time-step (t+1) is implemented. The mathematical program takes into account
estimates of future system states and control actions based on available information at time
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t. This finite-horizon optimal control problem can be formulated as follows:
J (·) = min
{zt,...,zt+n}
t+nX
t
J(zt, yt) (2.6a)
s.t. H (zt, yt, ⇢,F⇤|t)  0 8t (2.6b)
A system performance function for each time step is given by J(·), which is minimized
for the entire look-ahead window, defined as the sum of J(·) from time t to t + n as per
(2.6a). RHC minimizes the deviations from a given set-point over the look-ahead window;
for dispatch applications, the objective can be the minimization of total energy costs given
the heat rate information of the thermal units. The operational constraints are modeled by
the vector function H, which represent the limits on the control variables and depends on
the devices to be managed (e.g.,valves, motors, pumps). Likewise, system variables are also
bounded in order to avoid equipment damage or to comply with a particular operational
standard; for example, in microgrid dispatch, changes in output power from thermal units
must not violate ramping constraints, as in (2.3b), and the SoC limits of the storage cannot
be exceeded, as in (2.4d).
The application of RHC control technique presents some disadvantages given possible
problems with the mathematical model, particularly in the case of complex systems such
as electric power grids. Thus, the main drawbacks for the EMS problem are [66]:
• Longer calculation times: Compared with non-optimal controls, such as heuristic rule
setting, the total computation time of RHC may be longer, particularly for nonlinear
systems. Therefore, RHC may not be fast enough for real-time applications under
various circumstances; however, this problem can be overcome with improvements in
optimization algorithms, parallelization, and the application of appropriate control
architectures, such as the decomposition approach used in general in power systems
and in this thesis.
• Uncertainty-aware RHC: For many applications, SO enables the inclusion of uncer-
tainty under an expected-value framework and in RO, using a minimax framework;
however, the repeated computation requirement of RHC makes it di cult to incorpo-
rate stochastic or robust mathematical models. Nevertheless, the complexity depends
on the source of uncertainty and its modeling.
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Despite the possible challenges RHC presents for dispatch processes, there are advan-
tages when considering its application to microgrid EMS. The most relevant are [66]:
• The RHC systematic approach produces an optimal control signal for every time step
over the finite horizon, providing superior handling for processes with large number of
set points and controlled variables. Moreover, this technique is particularly beneficial
when variables have strong time-coupling constraints like ramping and ESS charging.
• RHC enhances system stability by predicting weak conditions within the look-ahead
window before these actually arise, as for example, in the case of the reactive power
management in the RHOPF proposed in [12].
• Adaptability to future system parameter changes that can be estimated before-hand.
Since only finite future system states are needed for the computation of the current
control actions, the control can adapt to changing parameters in time-varying systems
with predictable behavior.
Developing appropriate system models combined with addequate optimization algo-
rithms, enables the application of RHC to complex systems such as microgrids. Fur-
thermore, as discussed in the literature review, RHC is a proven technique that provides
solutions to some of the microgrid control challenges, particularly those related to the
integration of RE.
2.2.2 Recourse Actions
The concept of recourse was introduced in [67] as a mathematical framework for sequential
decision making under uncertainty, and in the optimization literature refers to the ability
to adapt the solution of a mathematical program to a specific outcome [68]. Thus, given an
optimization problem that can be divided in two stages, one that must be realized before
the uncertainty unveils and another one once the uncertainty is revealed; the objective is to
obtain a solution for the first-stage decision variables such that the second-stage variables
can accommodate the uncertain outcomes. Hence, applying recourse actions can hedge the
system against uncertainties in the look-ahead window of the RHC formulation.
The general two-stage RHC problem with recourse can be formulated as follows:
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J (·) = min
{z1t,...,z1t+n,
z2t,...,z2t+n}
t+nX
t
[J1(z1t, yt) + J2(z2t, yt)] (2.7a)
s.t. H1 (z1t, yt, ⇢)  0 8t (2.7b)
H2 (z2t, yt, ⇢,F⇤|t)  0 8t (2.7c)
H3 (z1t, z2t, yt, ⇢,F⇤|t)  0 8t (2.7d)
where z1t is a subset of the control variables zt named first-stage variables, and represents
decisions that must be made “here and now”. In the case of the EMS, these can be the
commitment, the spinning reserve calculation, or ESS SoC, which are control actions that
need to be calculated before the uncertainty is resolved. J1(·) is the function that evaluates
the performance in terms of the control action variables z1t and system states yt, and the
vector function H1 represents the constraints specific to this stage and variables at each
time step, following the same model described for the RHC.
The goal of the mathematical model (2.7) is to obtain an optimal solution for z1t+1 that
guarantees the feasibility of the subset of the control variables z2t after the uncertainty
is revealed, which are known as recourse actions or “wait-and-see” actions. The cost
function J2(·) is used to evaluate the system performance at each time step and determine
the expected outcome or worst case depending on the type of formulation used. Hence,
the recourse actions are defined after the first-stage has been implemented, enabling the
decision maker to adapt to the actual outcomes [40]. The recourse mathematical problem
is then defined as follows:
min
{z2t,...,z2t+n}
J2 =
t+nX
t
J2(z2t, y1t) (2.8a)
s.t. H2
⇣
z2t, yt, e⇢, eF⇤|t⌘  0 8t (2.8b)
H3
⇣
z1t, z2t, yt, e⇢, eF⇤|t⌘  0 8t (2.8c)
where vector functions H2 and H3 are relevant to the recourse, and include the possible
uncertain variables e⇢ and eF⇤|t. Vector function H3 is of particular importance, since it
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defines the coupling between the two stages, as shown in (2.8c), which includes all the
system states yt and the solution of z1t and z2t. The optimization problem is solved over
z2t, where z1t is fixed and defined by the first stage.
There are two general types of mathematical problems that can be designed to support
decision making considering uncertainty with a recourse model, and have been applied
to power system applications: stochastic programming, which can be further separated
into approaches that use PDFs or a finite discrete set of scenarios (e.g., [27]); and robust
optimization (e.g., [53]). The resulting formulations provide a hedged or uncertainty im-
munized solution of the first stage variables, and their solutions vis-a-vis the solution of the
deterministic equivalent produce higher cost first-stage variables, but at the same time it
reduces the use of expensive recourse actions (e.g., load shedding or power curtailment in
the dispatch problem) to manage the e↵ect of an uncertain outcome; on the other hand, an
uncertainty measure that is too conservative may result in a solution where the cost of the
hedged commitment is larger than the value added, thus making ine↵ective the hedging
strategy. This is known as the di↵erence between the price of perfect information and the
value of the stochastic or robust solution discussed extensively in [24, 40, 69].
Depending on the type of formulation i.e.,stochastic or robust, there is mathematical
guarantee that the resulting commitment provides to the system enough capacity to re-
spond to variations in the RE sources, depending on the representation of the uncertainty.
In the forthcoming sections, scenario based SO and RO recourse formulations are presented
in order to explore the conceptual di↵erences between the two approaches.
2.3 Stochastic Optimization
The two-stage SO problems are formulated on the basis of expected cost of the recourse,
which can be defined using a continuos PDF; however, the di culty of estimating accurate
PDFs for RE and the introduction of non-linear functions hinders the use of this type
of techniques. On the other hand, SO-based two-stage recourse problems can also be
formulated on a discrete representation of the uncertainty using a finite set of scenarios as
depicted in Figure 2.3. In this case, the equivalent deterministic problem of the stochastic
dispatch problem using a discrete representation of the uncertainty can be defined as
follows:
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Figure 2.3: SO uncertainty representation
min
z1,zi2
t+nX
t
266664J1(z1t, yt) +
X
i
⇡i · J2(zi2t, yit)| {z }
Expected value of the recourse
377775 (2.9a)
s.t. H1 (z1t, yt, ⇢)  0 8t (2.9b)
H2
 
zi2t, y
i
t, ⇢,F i|t
   0 8t, i (2.9c)
H3
 
z1t, z
i
2t, y
i
t, ⇢,F i|t
   0 8t, i (2.9d)
This SO-problem calculates the solution of the first-stage variables z1 = {z1t, . . . , z1t+n},
taking into account the interaction with the entire set of scenarios. Each recourse scenario
is defined by the pair {zi2, ⇡i}, where the resulting recourse action zi2 = {zi2t, . . . , zi2t+n} is
determined by the solution of the second-stage problem for a sequence of input vectors
F i|t representing scenario i, obtained using the forecast information available at time t.
Using a discrete representation of the uncertainty requires to solve all the scenarios si-
multaneously leading to large-scale problems, since constraints H2, H3, and their respective
variables have to be duplicated for each scenario, which hinders its application in real-time
dispatch [29, 20]. For this reason, special techniques such as Monte Carlo simulations or
decomposition approaches like the L-shaped method are required in order to find a solu-
tion [24]. On the other hand, the scenario-based SUC formulation has the advantage that
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the solution of the binary variables must guarantee feasibility at the lowest cost for every
scenario yielding the optimal solution for the expected outcome.
The quality of the decision making process from an scenario-based SO program is highly
dependent on the characterization of the uncertainty probability space. Some techniques
to generate credible RE power scenarios are moment matching techniques [70], where
some measure of distance between the statistical properties of the generated outcomes
is minimized according to the decision maker specified properties. Internal sampling is
another method to produce scenarios, as presented in [71], where the authors embed the
Monte Carlo in the optimization algorithm to estimate function values and gradients.
Another technique is statistic ensemble generation using interval forecasting information
and historical error, as presented in [32] and applied to microgrid dispatch in [51].
2.3.1 Stochastic EMS approach
The aforementioned SO-based can be implemented as a SUC problem and applied to
isolated microgrids, as proposed in [51], where the authors combine it with an RHOPF
to develop an uncertainty-aware EMS. The model exploits the decomposition concept
described in section 2.2.2, using a linear simplification of the system to solve the SUC,
to refine it afterwards based on three-phase OPF. The stochastic-predictive formulation
is a two-stage decision-making procedure, where the commitment variables ug,t, vg,t, wg,t
introduced in section 2.1.2 are calculated prior to the realization of system uncertainties.
The SUC model proposed in [51] assumes that the system parameters are not a↵ected
by the outcomes of the random variables, thus making it a fixed recourse model [72]. The
formulation of the scenario-based SUC for isolated microgrids considering storage is as
follows:
min
ug,t,vg,t
wg,t,P ig,t
X
t
X
g
266664Cug ug,t+ Cvg vg,t+ Cwg wg,t+
X
i
⇡i
 
CPg P
i
g,t+ CshP
i
sh,t+ CcP
i
c,t
 
| {z }
Cost of the expected recourse
377775 (2.10a)
s.t. SOC is,t+1 = SOC
fix
s 8i (2.10b)
ug,t   vg,t = wg,t   wg,t+1 8t, g (2.10c)
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vg,t + ug,t  1 8t, g (2.10d)
wg,t   wg,t 1   wg,tu  0 8tu : 1  tu   (t  1) MUg, t, g (2.10e)
wg,t 1   wg,t + wg,tu  1 8tu : 1  tu   (t  1) MDg, t, g (2.10f)X
g
Pg,t
i+
X
!
P i!,t Pc,ti=
X
l
Pl,t Psh,ti 8t, i (2.10g)
Pming · wg,t  Pgi  Pmaxg · wg,t 8t, i, g (2.10h)
Pg,t
i   Pg,t 1i   ug,t · Pmaxg  RUg 8t, i, g (2.10i)
Pg,t 1i   Pg,ti   vg,t · Pmaxg  RDg 8t, i, g (2.10j)
Ps,t
i = P outs,t
i   P ins,ti 8t, i, s (2.10k)
P ins,t
i  Pmaxs 8t, i, s (2.10l)
P outs,t
i  Pmaxs 8t, i, s (2.10m)
SOCmins  SOCs,ti  SOCmaxs 8t, i, s (2.10n)
SOCs,t+1
i = SOCs,t
i +
 
P ins,t
i
⌘ins  
P outs,t
i
⌘outs
!
 t 8t, i, s (2.10o)
This model consists of the minimum-up/minimum-down constraints and the start-up/shut-
down logic of the UC decision variables, represented by (2.10c)-(2.10f). Equations (2.10g)-
(2.10o) are the DG and ESS constraints describing di↵erent types of units in the system,
and must be feasible for each scenario. Each scenario is optimized simultaneously using
the same set of first-stage solutions, thus guaranteeing the minimum cost solution of the
binary variables for a feasible recourse. Finally, in order to maintain the SOCt+1 as a
first-stage variable in the SUC model, equation (2.10b) fixes the value of this variable for
all scenarios.
The source of uncertainty in the proposed EMS for each scenario is defined by the pair
{P i!,t, ⇡i}, where P i!,t is a possible RE profile of the power output for unit ! at time t.
Each scenario i is also characterized by its probability ⇡i, which is also the probability of a
given recourse solution {P ig,t, P ish, P ic}; both values are used to calculate the expected value
of the recourse in (2.10a). Each scenario is considered to be indistinguishable from others
from the first-stage point-of-view.
Statistic ensembles is the preferred technique to generate the scenarios, given that
the approach intrinsically incorporates the accuracy of the forecasting algorithm into the
calculations. The method also respects the temporal correlation of forecast errors by
embedding them in all the scenarios for the horizon of interest [23]. This technique is not
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computationally expensive; thus, once a forecast is issued, it can be immediately applied.
The stochastic approach detailed in (2.10), combined the advantages of the detailed
mathematical formulations proposed in [12] is able to produce a reliable microgrid EMS
with a probabilistic immunity to the uncertainties, as explained in [51]. In this paper,
the uncertainty-aware EMS was tested under di↵erent configurations in order to obtain
the most suitable combination of parameters; the best results were obtained when used
with a 24 hour look-ahead window, and scenarios generated with a technique that best
represented the uncertainty.
2.4 Robust Optimization
Robust two-stage recourse models are a suitable alternative for decision making under
uncertainty, since recourse decisions are made representing random variables using un-
certainty sets rather than probabilistic models [34]. This feature has made RO a popular
approach, as it requires few or no assumptions on probability information, thus abating the
di culties related to identification of PDFs for RE sources. The concept was first proposed
by Soyster in [73], who developed a linear optimization model employing the least favorable
realization of the uncertainty; however, issues related to overconservatism and computa-
tional tractability discouraged its application until more recently. Thus, recent work has
promoted the use of this technique in several engineering applications; for example, in [74]
the authors propose e cient algorithms to solve robust counterparts of problems with el-
lipsoidal uncertainty sets; also, [75] exploited the characteristics of polyhedral uncertainty
formulations by proposing a measure of robustness referred to as uncertainty budget, to
manage the trade-o↵ between e ciency and reliability.
Two-stage RO has a higher flexibility when compared with other techniques, given the
feature of RO to model uncertainty by a deterministic set [76]. In this model, the first-stage
decisions are determined after the worst case of the uncertain variables is known, which
is referred to as adjustable or robust optimization. The definitions and mathematical
properties of the robust adaptable problem are presented in [77], where the authors detail
the advantages of these models and discuss the computational tractability of di↵erent
formulations.
The two-stage RO mathematical model for the multi-period RHC (2.6a) can be stab-
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lished as follows:
min
z1,z2
t+nX
t
2664J1(z1t, yt) + max  J2(z2t, yt)| {z }
Worst-case realization of the recourse
3775 (2.11a)
s.t. H1 (z1t, yt, ⇢)  0 8t (2.11b)
H2 (z2t, yt, ⇢,F⇤|t,  )  0 8t (2.11c)
H3 (z1t, z2t, yt, ⇢,F⇤|t,  )  0 8t (2.11d)
  2 U (2.11e)
This formulation determines the least-cost feasible solution of the first-stage variables z1
considering the least favorable recourse. Conceptually, the recourse is the optimal solution
of the control variables z2 to the worst-case realization of the uncertainty represented by the
vector of uncertain variables  , which can be interpreted as a mismatch in the information
from the forecasted input F⇤|t, the system parameters ⇢, or both. The uncertain variables
must be bounded to a set U according to their characteristics. If the model parameters are
not a↵ected by the uncertainty and only the forecast input has uncertainty, the problem
is considered to have fixed recourse, given that the available system resources to man-
age the uncertainty are fixed. This type of modeling of the uncertainty is called “a ne
adaptability”, as per [77], where the author provides mathematical proofs that for certain
structures of the uncertainty set, the mathematical problem can be solved e ciently and
in polynomial time. Moreover, the theoretical bases are presented to demonstrate that in a
system with linear constraints a ne rules lead to optimal results, defining the “worst case”
of the uncertainty as the largest value of the objective function over all the realizations of
the variables in the uncertainty set, i.e.,
z2worst case = min
z2
⇢
sup
 2U
J2(z2, y)
  z2 2 H, y 2 H  (2.12)
which corresponds to the minimal cost solution of the supremum of the values within the
uncertainty set, such that the solutions for z2 and y are within the feasibility set H defined
by (2.8b)-(2.8c) [74].
A detailed analysis of di↵erent uncertainty set models and their computational tractabil-
ity is discussed in [78], where the authors prove that in order to maintain a linear tractabil-
ity, the uncertainty set must be defined as a polyhedron, such that the additional equations
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in the mathematical program can be modeled as a “simplex”. This is particularly impor-
tant for the RUC formulation in order to avoid introducing non-linearities and maintain
the problem as an MILP. Furthermore, the hedging level of the first-stage decisions is
controlled by the parameters of the uncertainty set, given that the levels of conversativism
are directly related to the definition of U . There are major challenges related to the struc-
ture and description of the uncertainty set and its relationship with RE power forecast
accuracy; if the structure of the uncertainty set is not appropriately defined, it may lead to
non-convex problem formulations. Hence when using polyhedral sets, the decision maker
assumes that the uncertain variable is bounded by a symmetric range known as variation
distance, i.e., at each time step, the realization Fkt belongs to an interval [ t F⇤t |t,F⇤t |t+ t],
as shown in Figure 2.4. In this context, U can be mathematically defined as follows:
U =
(
 
    | t|   maxt ^ t+nX
t
| t|
 maxt
   8t
)
(2.13)
where   is referred to as the budget of uncertainty, and characterizes the relationship
among the individual uncertainty variables. An extensive discussion about the significance
of   for di↵erent RO models is presented in [75]. This type of uncertainty sets are known
as cardinal uncertainty sets, and the decision-maker risk preference is represented by the
selection of   and  maxt , with di↵erent interpretations used in the literature according to
the modeling interest and the problem at hand, for example:
• The maximum number of variables that can be at their least-favorable values simul-
taneously (e.g.,[35]).
• The correlation between uncertain variables of di↵erent natures or physical locations
(e.g.,[79]).
• The maximum number of periods the variables can reach the worst value in a look-
ahead window (e.g., [52]).
In the context of this research,  maxt is the maximum value of this mismatch at time t, and
  corresponds to the number of periods a mismatch happens.
Relationship between SO and RO
As discussed in [76] and detailed in Figure 2.5, there is a relationship between the SO
and RO approaches. The stochastic approach solves the two-stage problem (2.7) for all
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Figure 2.4: RO uncertainty representation
the scenarios that define the uncertainty space (depicted as dots in Figure 2.5), assigning
some probability to each one; however, only a few scenarios play a relevant role in the
hedging of the first stage variables due to their e↵ect on the recourse actions. Conversely,
a robust approach with a polyhedral uncertainty set solves for the vertices of the simplex
model (represented as crosses in Figure 2.5), where one of those vertices is regarded as
the worst-case realization, defining the most pessimistic recourse without any regards for
the probability of that outcome. Moreover, if the uncertainty set is expanded or reduced,
it can include more or less scenarios, and some may be left out, changing the size of the
uncertainty space.
The RO-based approach operates with the underlying assumption that the uncertainty
set is capable of providing a continuos representation of the uncertain space, and that
is accurately characterized by the least favorable outcome of the recourse. In the other
hand, SO-based approaches solve for the expected value of the recourse, represented as the
weighted sum of uncertain outcomes given their probabilities. For SO the calculation is
done for the entire space that represents the uncertain variable, while in RO the interest
is only for the result of the worst outcome.
The aforementioned discussion portraits the conceptual di↵erence between the two
approaches to hedge the system. SO is based on the expected recourse and assumes that
the i scenarios are enough to represent the uncertainty. On the other hand RO’s objective
is to find, within the continuos representation of the uncertainty, the scenario that is more
detrimental to the system’s performance, and assumes that by guarantying feasibility for
that scenario any other one will be also be feasible.
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Figure 2.5: Comparison between RO and SO approaches
2.4.1 Primal cutting-planes Algorithm
Optimization algorithms based on the concept of cutting-planes is a very mature area of
study, with a wide range of applications. Such algorithms include the Benders’ decomposi-
tion approach [80], Dantzing-Wolfe decomposition [81], and others widely discussed in [82].
In this section, the interest is to describe the algorithm used to solve the RUC problem
within the microgrid EMS, known as the primal cut decomposition algorithm proposed in
[83]. The primal cutting-planes is based on Kelley’s algorithm, originally presented in [84],
to solve optimization problems with linear objective functions over a convex non-linear set
of constraints. The author in [84] proposes that the convex optimization problem can be
solved employing an outer approximation of the convex area using an adversarial problem,
and mentions that this problem is easy to solve when the convex approximation is defined
by a finite set of constraints, thus making it appropriate for the RUC problem.
The inclusion of primal cutting-planes is regarded as a constraint-and-column genera-
tion strategy [85]. In this context, the formulation of the two-stage RO exploits the struc-
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ture of the recourse approach discussed in section 2.2.2. Other cutting-planes methods
generate the cuts using the information from the dual problem, following the mathemati-
cal idea behind Benders’ decomposition such as [41]. The primal cutting-plane algorithm
is theoretically able to handle any structure of the uncertainty set, and given the assump-
tion of complete recourse with a polyhedral uncertainty set, the adversarial maximization
problem over the uncertain variables is a Linear Programming (LP) problem. Hence, for
the RUC application, a finite set of constraints primal to the first stage are defined at each
iteration by the solution of the recourse problem (2.8) [76].
Similar to other decomposition techniques, the primal cut is solved using a master- sub-
problem framework. The sub-problem is defined using the formulation of the worst-case
recourse (2.12) as follows:
min
zk+12
max
 k+1
J2(zk+12 , yk+1) (2.14a)
s.t. H2
 
zk+12t , y
k+1
t , ⇢,F⇤|t,  k+1
   0 8t (2.14b)
H3
 
zk1t, z
k+1
2t , y
k+1
t , ⇢,F⇤|t,  k+1
   0 8t (2.14c)
 k+1 2 U (2.14d)
This mathematical model provides the optimal solution for zk+12 to handle the least favor-
able realization of the uncertain variables  k+1 for iteration k starting at k = 0. In the
developed RUC, the formulation includes a su ciently large recourse, given by the load
shedding and power curtailment variables, thus always guaranteeing a feasible solution.
After solving for the uncertain variables in the sub-problem (2.14), the resulting  k+1 is
used to generate the cuts in the master problem at each iteration k, leading to the following
mathematical formulation:
min
zk+11 ,✓
k+1
J1(zk+11 , yk+1) + ✓k+1 (2.15a)
s.t. J2(zk+12 , yk+1)  ✓k+1 8k (2.15b)
H1
 
zk+11t , y
k+1
t , ⇢
   0 8t (2.15c)
H2
 
zk+12t , y
k+1
t , ⇢,F⇤|t,  k+1
   0 8t, k (2.15d)
H3
 
zk+11t , z
k+1
2t , y
k+1
t , ⇢,F⇤|t,  k+1
   0 8t, k (2.15e)
The algorithm dynamically creates the cuts by replicating the set of constraints (2.15b)-
(2.15e) from the primal of the problem, after the solution from the recourse is obtained.
For the proposed RUC, when the model has fixed recourse, the algorithm can obtain the
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optimal solution in a finite number of iterations [76], which is important, since this allows
its application to real-time dispatch. The iterative algorithm process of the primal cutting-
planes can be generalized as follows:
set k = 0, UBk = +1, LBk =  1, z1 = z01
while k  Max Iter. do
while UBk   LBk   ✏ do
solve Sub-problem (2.14) return
Sub-problem solution: {zk+12 ,  k+1}
end
update UBk+1 = min
 
UBk,J1(zk1 ) + J2(zk+12 )
 
;
Introduce primal cuts (2.15b)-(2.15e) for kth iteration
solve Master-problem (2.15) return
Master-problem solution: {z11 , . . . , zk+11 , yk+1, ✓k+1}
end
update LBk+1 = J1(zk+11 ) + ✓k+1;
update k = k + 1
end
Optimal solution: zk+11
end
Most recent solution: zk+11
As discussed in [76], this algorithm posseses a better performance than the dual-based ap-
proaches, provided that the sub-problem is able to identify a “significant” scenario at each
iteration, thus decreasing the convergence rates (i.e, reducing the UBk LBk gap). More-
over, the primal cut introduces more variables and constraints than the dual-decomposition
approaches, and thus maintains the structure of the problem improving the overall perfor-
mance.
2.5 Summary
This chapter reviewed various concepts and mathematical tools used throughout this thesis
in order to accomplish the research objectives. The microgrid concept was first introduced,
and providing an overview of the control requirements and structure appropriate for iso-
lated microgrids. Afterwards, the RHC technique was introduced and formalized, including
a discussion on its implementation, as well as advantages and disadvantages of its appli-
cation to EMS. Also, the recourse formulation of problems under uncertainty was then
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discussed along with the general mathematical model for SO. The SUC model applied to
microgrid EMS was also presented. Finally, the RO-based recourse model was presented
including a detailed description of the algorithm used to solve the RUC problem.
35
Chapter 3
Robust EMS Approach
This chapter presents the application of the theoretical foundations of system modeling,
RHC, two-stage actions and RO to the problem of isolated microgrid dispatch. First, the
RUC model for microgrid EMS is presented, including the master-, sub-problem decom-
position formulation to solve the RUC by means of the primal cutting-planes algorithm;
a unique trait of the proposed RUC model is the inclusion of ESS modeling for the first
time. Second, a framework to define the parameters of the uncertainty set based on his-
toric information is proposed and applied to select the uncertainty policies used throughout
this thesis. Finally, the EMS architecture is presented and relevant implementation con-
siderations are discussed, including the solution procedure and an enhancement of the
previously-proposed three-phase OPF ESS model.
3.1 Primal cutting-planes Formulation of RUC
The RUC mathematical model objective is to yield the least-cost uncertainty-immune
solution for the UC variables given a bounded uncertainty set. This approach is quite
appealing given that, for the RE-based DERs, the probabilistic information cannot be
estimated appropriately or in some cases is unavailable. In the proposed RUC model for
isolated microgrids, the binary variables of the UC problem are determined assuming that
the uncertainty is in the dispatch variables, and the uncertainty only a↵ects the forecasted
power output of the RE and not other system parameters.
The proposed microgrid EMS employs the RUC to hedge the system against uncertainty
by committing enough units to perform the dispatch reliably; consequently, the variables
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wg,t, ug,t and vg,t are defined as part of the master-problem. Furthermore, in the presence
of storage, the EMS should be able to maintain the SoC of the ESS at a level that enables
the system to cope with the RE variability; this is accomplished by including the SoC
at time step t + 1 as a master-problem variable. This inclusion of the ESS has not been
considered in the classical RUC models for bulk power systems. Hence, the RUC problem
for the microgrid with storage can be formulated as follows:
min
ug,t,vg,t
wg,t,Pkg,t
max
 Pw,t
X
t
X
g
24Cug ug,t+ Cvg vg,t+ Cwg wg,t+ CPg Pg,t+ CshPsh,t+ CcPc,t| {z }
Recourse
35 (3.1a)
s.t. ug,t   vg,t = wg,t   wg,t+1 8t, g (3.1b)
vg,t + ug,t  1 8t, g (3.1c)
wg,t   wg,t 1   wg,tu  0 8tu : 1  tu   (t  1) MUg, t, g (3.1d)
wg,t 1   wg,t + wg,tu  1 8tu : 1  tu   (t  1) MDg, t, g (3.1e)X
g
Pg,t +
X
!
P ⇤!,t(1  P!,t) Pc,t=
X
l
Pl,t Psh,t 8t (3.1f)
Pming · wg,t  Pg  Pmaxg · wg,t 8t, g (3.1g)
Pg,t   Pg,t 1   ug,t · Pmaxg  RPg 8t, g (3.1h)
Pg,t 1   Pg,t   vg,t · Pmaxg  RDg 8t, g (3.1i)
Ps,t = P
out
s,t   P ins,t 8t, s (3.1j)
P ins,t  Pmaxs 8t, s (3.1k)
P outs,t  Pmaxs 8t, s (3.1l)
SOCmins  SOCs,t  SOCmaxs 8t, s (3.1m)
SOCs,t+1 = SOCs,t +
✓
P ins,t⌘
in
s  
P outs,t
⌘outs
◆
 t 8t, s (3.1n)
 P!,t 2 U 8t, ! (3.1o)
where the cost function and constraints follow the system modeling approach discussed in
Chapter 2. The objective function (3.1a) accounts for the commitment costs and the cost
of the least-favorable recourse; the constraints (3.1b)-(3.1e) are H1 in the recourse model
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(2.7), since they are relevant only to the commitment variables; and H2 is characterized
by (3.1g)-(3.1l) and (3.1m)-(3.1n) for t > t+ 1, which model the system constraints, such
as the DERs and ESS operating characteristics. Finally, the coupling constraints H3 are
given by (3.1f) and (3.1m)-(3.1n) for t = t + 1, as variables from both stages are present
in these equations.
Uncertainty Set
Since the uncertain variables in the proposed model are time-related, as discussed in Section
2.4, the uncertainty vector is defined by (2.13). Hence, given a power forecast P ⇤!,t for an
RE source ! at time t, the uncertainty corresponds to the mismatch  P!,t between the
forecast and the actual power output; thus, the uncertainty vector for each RE source ! is
defined as  ! = [ P!,t . . .  P!,t+n]T .
The mismatch is accounted for in the power balance equation following an a ne robust
model, complying with the requirements to maintain tractability discussed in Section 2.4.
Also, the uncertainty set must be defined as a simplex, such that the RUC is kept as
an MILP problem. In order to meet these modeling requirements, the definition of the
uncertainty set for each RE source !, which is based on absolute values, can be transformed
into a set of linear constraints by including the positive variables  P!,t
+ and  P!,t
  as
follows:
 Pw,t =  P!,t
+   P w,t 8t (3.2a)
 P!,t
+   P!,tmax  0 8t (3.2b)
 P!,t
    P!,tmax  0 8t (3.2c)X
t

 P!,t
+ + P!,t
 
 P!,t
max
 
     0 (3.2d)
This set of equations is included in the mathematical model described by (3.1) substituting
(3.1o) with (3.2) for each RE source, with the decision-maker risk preference being repre-
sented by the selection of the pair ( , P!,t
max). The budget of uncertainty   corresponds
to the number of periods in which the RE source power deviates from the forecasted value,
and the value of  P!,t
max is the maximum value of the mismatch from the forecast as
per (3.2). These values are calculated from the historical performance of the forecasting
system, as discussed in the forthcoming sections. Note that, in the context of isolated
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microgrids, the uncertainty of similar RE sources (e.g., solar or wind) is bundled into one
variable  P!,t for each time step, given the limited physical dispersion.
The solution algorithm for (3.1) is based on the separable problems described in Section
2.4.1, where the uncertainty  k+1 is considered as a variable only in the sub-problem, such
that the sub-problem is solved independently from the master-problem. Following the
definitions of “wait-and-see” and “here-and-now“ actions detailed in Section 2.2.2, the
next subsections discuss the sub- and master-problem mathematical model of the RUC.
Sub-problem
The sub-problem is the equivalent of the mathematical formulation defined by (2.14) ap-
plied to the UC problem including storage. Hence, the optimization problem is solved as-
suming fix values for the first stage variables zk1t = [w
k
1,t . . . w
k
g,tu
k
1,t . . . u
k
g,tv
k
1,t . . . v
k
g,tSOC
k
1,t+1
. . . SOCks,t+1]
T , which are obtained from the current system state for iteration k = 0, and
from the master-problem for every other iteration k . Hence, the RUC sub-problem math-
ematical model can be defined as follows:
min
Pg,tk+1
max
 P!,tk+1
X
t
h
CshP
k+1
sh,t + CcP
k+1
c,t +
X
g
CPg P
k+1
g,t
i
(3.3a)
s.t.
X
g
P k+1g,t +
X
!
P ⇤!,t(1  P k+1!,t )  P k+1c,t =
X
l
Pl,t P k+1sh,t 8t (3.3b)
Pming · wkg,t  P k+1g  Pmaxg · wkg,t 8t, g (3.3c)
P k+1g,t   P k+1g,t 1   ukg,t · Pmaxg  RUg 8t, g (3.3d)
P k+1g,t 1   P k+1g,t   vkg,t · Pmaxg  RDg 8t, g (3.3e)
P k+1s,t = P
out
s,t
k+1   P ins,tk+1 8t, s (3.3f)
P ins,t
k+1  Pmaxs 8t, s (3.3g)
P outs,t
k+1  Pmaxs 8t, s (3.3h)
SOCmins  SOCk+1s,t  SOCmaxs 8t > t+ 1, s (3.3i)
SOCs,t+1
k+1 = SOCs,t
k+1 +
 
P ins,t
k+1
⌘ins  
P outs,t
k+1
⌘outs
!
 t 8t > t+ 1, s (3.3j)
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 P k+1w,t =  P
+
!,t
k+1   P !,tk+1 8t, ! (3.3k)
 P+!,t
k+1   P!,tmax  0 8t, ! (3.3l)
 P !,t
k+1   P!,tmax  0 8t, ! (3.3m)X
t
"
 P+!,t
k+1
+ P !,t
k+1
 P!,t
max
#
     0 8! (3.3n)
where system state variables correspond to the ESS model variables yk+1t = [P
out
1,t
k+1 . . .
P outs,t
k+1 P in1,t
k+1
. . . P ins,t
k+1
SOC1,t
k+1 . . . SOCs,t
k+1]T , considering that in order to main-
tain SOCs,t+1 as a first-stage variable, the formulation includes neither SOCs,t limit con-
straints (3.3i), nor the charging equation (3.3j) for t = t + 1. The system parame-
ters ⇢ are the di↵erent operation limits of the units, such as the ramping rates, max-
imum and minimum power output, and the ESS e ciencies, and the recourse actions
zk+12t = [P
k+1
1,t , . . . , P
k+1
g,t , P
k+1
c,t , P
k+1
sh,t ]
T . Finally, the result is the uncertainty vector  k+1! =
[ P!,t
k+1, . . . , P!,t+n
k+1] which is composed of the individual deviations from the fore-
cast of the RE source ! over the entire look-ahead window; these deviations are more
detrimental to the system’s performance and generate the most expensive recourse.
The sub-problem (3.3) has a min-max structure, which is a saddle-point type of mathe-
matical problem and in general is non-convex [41]; however, through the dual representation
of the recourse, this can be transformed into a max-max formulation that can be easily
solved. Thus, the resulting dual mathematical model is as follows:
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max
 k+1,µk+1, k+1,"k+1,
↵k+1, P!,tk+1
X
t
"
 k+1t
hX
l
Pl,t  
X
!
P ⇤!,t
i
+
X
!
P ⇤!,t P!,t
k+1 k+1t| {z }
Bi-linear term.
+
X
g
h
µ1k+1g,t P
max
g w
k
g,t   µ2k+1g,t Pming wkg,t
+  1k+1g,t (RUg + u
k
g,tP
max
g )
+  2k+1g,t (RDg + v
k
g,tP
max
g )
i
+
X
s
h
µ1k+1s,t P
max
s w
k
s,t   µ2k+1s,t Pmins wks,t
+ "2k+1s,t SOC
max
s   "3k+1s,t SOCmins
  "5k+1s,t Pmaxs + "6k+1s,t Pmaxs
i#
(3.4a)
s.t.  k+1t + µ1
k+1
g,t   µ2k+1g,t +  1k+1g,t    1k+1g,t 1    2k+1g,t +  2k+1g,t 1  CPg 8t, g (3.4b)
 k+1t +µ1
k+1
s,t  µ2k+1s,t + 1k+1s,t   1k+1s,t 1  2k+1s,t + 2k+1s,t 1 + "1k+1s,t  0 8t, s (3.4c)
 k+1t  Csh 8t (3.4d)
 k+1t  Cc 8t (3.4e)
["2k+1s,t+1 "3
k+1
s,t+1 "4
k+1
s,t+1] = E
k
s 8s (3.4f)
"2k+1s,t   "3k+1s,t   "4k+1s,t + "4k+1s,t 1  0 8t, s (3.4g)
  "1k+1s,t + "4k+1s,t
1
⌘outs
 t  0 8t, s (3.4h)
"1k+1s,t   "4k+1s,t ⌘ins  t  0 8t, s (3.4i)
 P k+1w,t =  P
+
!,t
k+1   P !,tk+1 8t, ! (3.4j)
 P+!,t
k+1   P!,tmax  0 8t, ! (3.4k)
 P !,t
k+1   P!,tmax  0 8t, ! (3.4l)X
t
"
 P+!,t
k+1
+ P !,t
k+1
 P!,t
max
#
     0 8! (3.4m)
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where (3.4b) and (3.4c) are the dual equations for the power variables of the dispatchable
generation units and the ESS units, respectively. An extra term at the end of (3.4c) is
required to include the dual variable from (3.3f), and constraints (3.4g)-(3.4i) represent the
dual from the book-keeping model variables for the ESS. Finally, the constraint (3.4f) is
added to fix the dual variables of (3.3i) and (3.3j) for t + 1, since those variables are not
solved in the sub-problem.
This procedure introduces bi-linear terms in (3.4a), as reported in the RUC literature
(e.g., [40]). Dealing with the bi-linear term is a non-trivial problem; however, in (3.4)
the uncertainty set equations (3.4j)-(3.4m) are decoupled from the microgrid model con-
straints. Since there are no coupling constraints, the bilinear term can be separated, with
the uncertainty set constraints being treated as an independent optimization problem as
follows:
max
 Pk+1!,t
X
t
X
!
P ⇤!,t P!,t
k+1 k+1t (3.5a)
s.t.  P k+1w,t =  P
+
!,t
k+1   P !,tk+1 8t, ! (3.5b)
 P+!,t
k+1   P!,tmax  0 8t, ! (3.5c)
 P !,t
k+1   P!,tmax  0 8t, ! (3.5d)X
t
"
 P+!,t
k+1
+ P !,t
k+1
 P!,t
max
#
     0 8! (3.5e)
where the dual variable of the balance equation (3.3b),  t, is regarded as a parameter, given
the aforementioned decoupling in the max-max problem. Thus, (3.5) can be reformulated
to eliminate the terms  P!,t
k+1 k+1t from the objective function using the strong duality
theory and the KKT conditions as proposed in [79, 86], yielding an equivalent optimization
problem which has the following form:
max
↵k+1! , P
k+1
!,t
X
t
⇥
 P!,t
max(↵2k+1!,t + ↵3
k+1
!,t )
⇤
+  ↵4k+1! (3.6a)
s.t. ↵1k+1t =  
k+1
t
X
!
P ⇤!,t 8t (3.6b)
  ↵1k+1!,t + ↵2k+1!,t +
↵4k+1!
 Pw,t
max = 0 8t, ! (3.6c)
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↵1k+1!,t + ↵3
k+1
!,t +
↵4k+1!
 Pw,t
max = 0 8t, ! (3.6d)
 P k+1w,t =  P
+
!,t
k+1   P !,tk+1 8t, ! (3.6e)
 P+!,t
k+1   P!,tmax  0 8t, ! (3.6f)
 P !,t
k+1   P!,tmax  0 8t, ! (3.6g)X
t
"
 P+!,t
k+1
+ P !,t
k+1
 P!,t
max
#
     0 (3.6h)
↵3k+1!,t
h
 P+!,t
k+1   P!,tmax
i
= 0 8t, ! (3.6i)
↵2k+1!,t
h
 P !,t
k+1   P!,tmax
i
= 0 8t, ! (3.6j)
↵4k+1!
"X
t
"
 P+!,t
k+1
+ P !,t
k+1
 P!,t
max
#
   
#
= 0 8! (3.6k)
where ↵1!,t, ↵2!,t, ↵3!,t, ↵4! are the dual variables of (3.5b)-(3.5e) for the uncertainty
set of each RE unit !. This eliminates the bi-linear term from the objective function
in (3.6), but new bi-linear terms appear in the constraints (3.6i)-(3.6k). However, the
KKT conditions can be regarded as a Mathematical Program with Equilibrium Constraints
(MPEC) problem and reformulated into an MILP problem using disjunctive constraints
[86, 87], which substitutes the conditional terms (3.6i)-(3.6k) with a new set of constraints
using integer variables that transform them into linear constraints. Hence, the final sub-
problem MILP model used in the iterative process is obtained after substituting (3.6) into
(3.4), yielding the following optimization model:
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max
 k+1,µk+1,"k+1,
↵k+1, k+1
 P!,tk+1
X
t
"
 k+1t
hX
l
Pl,t  
X
!
P ⇤!,t
i
+
⇥
 P!,t
max(↵2k+1!,t + ↵3
k+1
!,t )
⇤
+  ↵4k+1!| {z }
Linear term substitute of the bi-linear
+
X
g
h
µ1k+1g,t P
max
g w
k
g,t   µ2k+1g,t Pming wkg,t
+  1k+1g,t (RUg + u
k
g,tP
max
g )
+  2k+1g,t (RDg + v
k
g,tP
max
g )
i
+
X
s
h
µ1k+1s,t P
max
s w
k
s,t   µ2k+1s,t Pmins wks,t
+ "2k+1s,t SOC
max
s   "3k+1s,t SOCmins
  "5k+1s,t Pmaxs + "6k+1s,t Pmaxs
i#
(3.7a)
s.t.  k+1t + µ1
k+1
g,t   µ2k+1g,t +  1k+1g,t    1k+1g,t 1    2k+1g,t +  2k+1g,t 1  CPg 8t, g (3.7b)
 k+1t +µ1
k+1
s,t  µ2k+1s,t + 1k+1s,t   1k+1s,t 1  2k+1s,t + 2k+1s,t 1 + "1k+1s,t  0 8t, s (3.7c)
 k+1t  Csh 8t (3.7d)
 k+1t  Cc 8t (3.7e)
["2k+1s,t+1 "3
k+1
s,t+1 "4
k+1
s,t+1] = E
k
s 8s (3.7f)
"2k+1s,t   "3k+1s,t   "4k+1s,t + "4k+1s,t 1  0 8t, s (3.7g)
  "1k+1s,t + "4k+1s,t
1
⌘outs
 t  0 8t, s (3.7h)
"1k+1s,t   "4k+1s,t ⌘ins  t  0 8t, s (3.7i)
↵1k+1t =  
k+1
t
X
!
P ⇤!,t 8t (3.7j)
 P!,t
k+1 =  P+!,t
k+1   P !,tk+1 8t, ! (3.7k)
0  ↵2k+1!,t M(1  b1k+1!,t ) 8t, ! (3.7l)
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0    P+!,tk+1 + P!,tmax M b1k+1!,t 8t, ! (3.7m)
0  ↵3k+1!,t M(1  b2k+1!,t ) 8t, ! (3.7n)
0    P !,tk+1 + P!,tmax M b2k+1!,t 8t, ! (3.7o)
0   P !,tk+1 M(1  b3k+1!,t ) 8t, ! (3.7p)
0  ↵1k+1!,t + ↵3k+1!,t +
↵4k+1!
 Pw,t
max M b3k+1!,t 8t, ! (3.7q)
0   P+!,tk+1 M(1  b4k+1!,t ) 8t, ! (3.7r)
0   ↵1k+1!,t + ↵2k+1!,t +
↵4k+1!
 Pw,t
max M b4k+1!,t 8t, ! (3.7s)
0  ↵4k+1! M(1  b5k+1! ) 8! (3.7t)
0   
X
t
"
 P+!,t
k+1
+ P !,t
k+1
 P!,t
max
#
+   M b5k+1! 8! (3.7u)
where the bi-linear term in the cost function has been substituted by (3.6a), and disjunctive
constraints (3.7l)-(3.7u) are the transformed KKT conditions (3.6i)-(3.6k), with b1!,t, b2!,t,
b3!,t, b4!,t, b5! representing integer variables and M being a large constant [87]. Note that
there is no generalized formula to define the value of M , and must be selected according
to the problem’s characteristics. In the proposed RUC model, this constant is chosen as
the maximum value of the left hand side of the uncertainty set equations (3.5), similar to
what has been suggested in [88].
Master-Problem
The master-problem is the equivalent to the mathematical formulation defined by (2.15)
applied to the proposed RUC model. Thus, once the sub-problem yields a solution for
the values of the uncertainty vector  k+1! for every RE source !, the result is employed
in the iterative process described in Section 2.4.1 to update the solution of the firs-stage
variables, which generates a set of cuts duplicating constraints (3.1f)-(3.1n) in the master
problem at each iteration k. The MILP formulation for the master-problem is then defined
as follows:
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min
uk+1g,t ,v
k+1
g,t ,w
k+1
g,t
Pk+1g,t
X
t
X
g
⇥
Cug u
k+1
g,t + C
v
g v
k+1
g,t + C
w
g w
k+1
g,t
⇤
+ ✓k+1 (3.8a)
s.t.
X
t
h
CshP
k+1
sh,t + CcP
k+1
c,t +
X
g
CgP
k+1
g,t
i
 ✓k+1 8k (3.8b)
SOCk+1s,t+1 = SOC
fix
s 8k (3.8c)
uk+1g,t   vk+1g,t = wk+1g,t   wk+1g,t+1 8t, g (3.8d)
vk+1g,t + u
k+1
g,t  1 8t, g (3.8e)
wk+1g,t   wk+1g,t 1   wk+1g,tu  0 8tu : 1  tu   (t  1) MUg, t, g (3.8f)
wk+1g,t 1   wk+1g,t + wk+1g,tu  1 8tu : 1  tu   (t  1) MDg, t, g (3.8g)
X
g
Pg,t
k+1+
X
!
P ⇤!,t(1  P!,tk+1) Pc,tk+1=
X
l
Pl,t Psh,tk+1 8t, k (3.8h)
Pming · wk+1g,t  Pgk+1  Pmaxg · wk+1g,t 8t, k, g (3.8i)
Pg,t
k+1   Pg,t 1k+1   uk+1g,t · Pmaxg  RUg 8t, k, g (3.8j)
Pg,t 1k+1   Pg,tk+1   vk+1g,t · Pmaxg  RDg 8t, k, g (3.8k)
Ps,t
k+1 = P outs,t
k+1   P ins,tk+1 8t, k, s (3.8l)
P ins,t
k+1  Pmaxs 8t, k, s (3.8m)
P outs,t
k+1  Pmaxs 8t, k, s (3.8n)
SOCmins  SOCs,tk+1  SOCmaxs 8t, k, s (3.8o)
SOCs,t+1
k+1 = SOCs,t
k+1 +
 
P ins,t
k+1
⌘ins  
P outs,t
k+1
⌘outs
!
 t 8t, k, s (3.8p)
where ✓ is the auxiliary variable of the adversarial problem (3.8a)-(3.8b), that separates the
objective function (3.1a) into the terms that are a↵ected and those that are not a↵ected
by uncertainty (i.e., first- and second-stage problems, respectively). Additionally, (3.8c)
is included in order to force SOCs,t+1 to be a first-stage variable by fixing it to the same
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value for each kth iteration.
Given that the uncertainty set is defined as a polyhedral, the maximum number of
cuts is bounded to the same amount of vertices in the uncertainty set, thus, guaranteeing
that convergence can be attained in a finite number of iterations. Note also that the
proposed formulations for the master- and sub-problem are MILP problems, and hence
can be solved independently by an appropriate method such as branch-and-bound. These
two characteristics enable the application of the proposed model to real-time applications
as discussed in Chapter 4, sub-section 4.2.1.
3.2 Selection of the uncertainty bounds
The hedging capability of the RUC model depends on the definition of an appropriate
uncertainty set. In this thesis, an approach is proposed to select the parameters of the
uncertainty set model using the historical performance from the forecasting system. The
analysis is performed with the data from previous forecast errors in a way that is consistent
with the following a ne model herein the RUC to represent the RE-sourced power output:
P!,t = P
⇤
!,t(1  P!,t) (3.9)
where P ⇤!,t represents the RE forecasted power and the error P!,t is the uncertain variable.
The parameters  P!,t
max and   in (3.2) define the uncertainty policy, and reflect the
decision-maker’s preferences regarding risk. It is proposed here that   be obtained by an
analysis of the forecasting errors based on the error duration curve. For the example de-
picted in Figure 3.1, using the forecasting data from [43], the curve shows that as  P!,t
max
increases, the number of periods   decreases; thus, the selection must be coherent with this
behavior. Also, since the duration curve represents the average error characteristics, the
value of the parameters should be on the right-hand side of the curve in order to be more
conservative than average, as shown by the + symbols in Figure 3.1 for this particular set
of data.
Another relevant information, that must be selected by the decision-maker, is  P!,t
max
depending on the forecast look-ahead time t. These bounds can be obtained from an
appropriate forecasting system or by previous performance analysis. For example, Figure
3.2 shows the pattern of the 0.55, 0.60, 0.70, 0.75, and 0.80 percentiles of the absolute
error for the same set of data, resulting in di↵erent averages over the 24 hour forecast.
Note that, for this particular forecasting system,  P!,t
max does not change much with the
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Figure 3.1: Error duration curve.
Table 3.1: Uncertainty policies for testing.
  [h]  P!,t
max [%]
6.37 37.5
8 37.5
10 16.72
16 6.335
8 21
13 10
16 21
10 21
look-ahead time, which may not be the case for other forecasting systems. The average
of the forecasting error corresponds to a 21% error; the rest of the curves in Figure 3.2
correspond to percentiles above and below the median. In this research, the RUC is tested
considering the uncertainty policies highlighted in Figure 3.1 by the + symbols, and shown
in Table 3.1.
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Figure 3.2: Error change in time.
3.3 EMS Architecture
The proposed EMS architecture is based on the requirements for a centralized system
discussed in Section 2.1.2, given its advantages for isolated microgrids, such as improved
coordination capabilities in the operation [10]. The proposed EMS architecture depicted
in Figure 3.3 exploits with more detail the definitions of the recourse model under un-
certainty discussed in Section 2.2.2, combining the solution of an RO-based model with a
detailed mathematical representation of the system. This is accomplished by using a linear
approximation of the microgrid power dispatch problem as the recourse, characterized by
the sub-problem dual (3.7) in the RUC, in order to generate the least-favorable forecast
mismatch to obtain the hedged solution of the first-stage. Based on the RUC result, the
three-phase OPF NLP problem obtains the final recourse decision, thus enabling the con-
troller to yield a hedged final recourse action using a highly detailed model of the microgrid
simultaneously.
The calculation sequence is implemented with di↵erent time resolutions and levels of
detail shown in Figure 3.4, enabling the use of appropriate forecasting techniques depending
on the look-ahead window, as described in [89]. Thus, in order to integrate the two stages,
di↵erent time-step lengths are used for each problem: a 1-hour step (t) is used for the RUC,
and a 5-minute step (kt) is used for the three-phase OPF. Also, di↵erent from the approach
used in [12] where constant-length look-ahead windows are used, the EMS proposed in this
thesis has a variable-size three-phase OPF look-ahead window that shrinks as time gets
closer to the next hour, in order to maintain the same frontier condition for the SoC.This
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Figure 3.4: EMS horizon variable time-steps.
process can be summarized as follows:
• The RUC is solved for time t with a 24-hour look-ahead window in order to obtain the
commitment decisions and the SoC of the storage for time t + 1, which serves as the
boundary condition for the three-phase OPF. The solution is issued 15 minutes ahead
of the corresponding time t.
• Based on the RUC solution, the three-phase OPF is executed 15 minutes before time
t, providing su cient time for calculations and emergency actions if required. It starts
with an initial 75-minute or 15 5-minute kt steps look-ahead window, as shown in Figure
3.4, and this window shrinks as time gets closer to the next hour, in order to maintain
the same frontier condition. Taking advantage of the RHC approach, the OPF calculates
the final dispatch every 5 minutes, and requests corrective actions in case reactive power
shortages are detected within its look-ahead window.
The flow diagram depicted in Figure 3.5 summarizes the calculation process and shows
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Figure 3.5: EMS implementation flow diagram.
the iterative process of the RUC and the three-phase OPF with feedback. The calculation
procedure starts by obtaining the current status of the microgrid; then, the RUC calculation
starts solving the sub-problem first. This is a variant from the original version of the primal
cutting-planes algorithm, which dictates that a relaxed version of the master-problem is
solved first to determine the initial conditions; however, if the current state of the system
is available, this realistic starting point should be used to improve convergence. The
algorithm then iterates until a solution is obtained or the maximum number of iterations
is reached; the result is then communicated to the three-phase OPF, and if a reactive
shortage is detected within the 75-minute look-ahead window, the master problem restarts
the process increasing the number of units to be committed, as proposed in [12].
In the proposed decomposition framework, the ESS model described by (2.4) should
be modified for the three-phase OPF calculations. This is necessary because the SoC is a
fixed value at the frontier of the receding horizon of the three-phase OPF, which may result
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in load shedding in order to meet the requirement when the system resources are limited.
This possible load shedding can be avoided by the inclusion of a positive variable ESSsheds
in the frontier condition of the ESS SoC, in which case the three-phase OPF mathematical
model is able to decide not to charge in order to avoid load shedding. This is accomplished
by adding the following constraints to the NLP three-phase OPF model proposed in [12]:
SOCs,kt15 n = SOC
MP
s,t+1   ESSsheds 8s (3.10a)
ESSsheds (SOCs,kt1   SOCs,kt15) > 0 8s (3.10b)
ESSsheds < |SOCs,kt1   SOCs,kt15 | 8s (3.10c)
3.4 Summary
In this chapter, the mathematical models and the process needed to implement the RUC
in the EMS of an isolated microgrid were presented, including a dualization approach
and the management of bi-linear terms. Also, the proposed methodology to select the
uncertainty policy based on the historical performance of the forecasting was discussed
in detail. Finally, the proposed architecture to exploit the RHC principle along with the
RO-based recourse actions was presented, including the use of variable look-ahead windows
to solve the problem.
52
Chapter 4
Simulation Results
The performance of the proposed robust EMS described in Section 3.3 is demonstrated and
discussed in this chapter for a 24-hour operation cycle on a modified CIGRE test microgrid
for di↵erent configurations. The results are compared with those of deterministic and
SO-based formulations. The algorithm is coded in the high-level optimization modeling
language GAMS v2.3.3, using CPLEX v12.1.0 as the solver for the RUC MILP and COIN-
IPOPT Library 3.7 to solve the three-phase NLP problem. The simulations are performed
in a server, that features an Intel Xeon CPU L7555 at 1.86 GHz (4 processors), and 64 GB
of RAM, running on Windows Server 2008 R2 Enterprise 64-bit.
4.1 Test System and Study Cases
The proposed robust EMS is tested on a modified version of the medium-voltage distribu-
tion grid used in [90] for DG integration studies, and modified in [12, 51] as an isolated
microgrid for EMS benchmarking. Some changes are introduced in order to restrict the
available resources in the system operation of the system further, thus bringing out the
need to hedge the system against uncertainty. This microgrid test system features 3 diesel
units with capacities of 1750 kW, 310 kW and 800 kW, with the two larger ones replacing
what was originally a connection to the main grid, as shown in Figure 4.1. The system’s
total installed capacity is 6,400 kW, including ESS units, intermittent Photovoltaic (PV),
Wind Turbine (WT) units, and a Micro-Turbine (MT); the ratings of the DG units are
show in Table 4.1. The detailed information of the system model such as generation cost
coe cients, transmission line parameters and load levels are provided in the Appendix.
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Figure 4.1: Microgrid test system.
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Table 4.1: Microgrid DER ratings and locations.
Unit Node DER type Pmaxg /P
max
! /P
max
s [kW]
G1 N14 Diesel Generator 800
G2 N15 CHP Diesel 310
G3 N14 Diesel Generator 1750
G4 N3 Photovoltaic 80
G5 N4 Photovoltaic 80
G6 N5 Photovoltaic 120
G7 N5 Energy Storage System 500
G8 N6 Photovoltaic 120
G9 N9 Energy Storage System 50
G10 N8 Photovoltaic 120
G11 N8 Energy Storage System 100
G12 N9 Photovoltaic 120
G13 N10 Photovoltaic 160
G14 N10 Energy Storage System 50
G15 N10 Energy Storage System 50
G16 N11 Photovoltaic 40
G17 N13 Gas microturbine 500
G18 N7 Wind turbine (inverter-interfaced) 1000
G19 N16 Wind turbine (SCIG) 150
G20 N16 Wind turbine (SCIG) 150
G21 N16 Wind turbine (SCIG) 150
The microgrid’s load is modeled in di↵erent ways depending on the stage of the decision
making process. In the RUC, the load is modeled as constant power and balanced, and in
the three-phase OPF the load is unbalanced with a combination of constant impedance and
constant power. In the non-linear model, two types of loads are considered: residential,
composed of 80% constant- impedance and 20% constant-power, and commercial, com-
posed of 50% constant-impedance and 50% constant-power. The following phase loading
are assumed : phase-a 30%, phase-b 35.7%, and phase-c 34.2% of the total demand. The
load profile for the 24-hour period of simulation is shown in Figure 4.2, where the base
loading level for all study cases is presented in the Appendix and the peak load is 4.340
MW.
The load and RE forecast information is extracted from [43], which corresponds to
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Figure 4.2: RE and load profiles.
data from the microgrid in Huatacondo, Chile. The profiles of the RE sources are shown in
Figure 4.2, for both solar and wind power. In this research, the only source of uncertainty
considered is the wind power; thus, the wind forecast is the only input parameter subject
to unknown mismatches, i.e., ! = 1 and Pmax! = 1450kW .
Given that the ESS mathematical model described by (2.4a)-(2.1.2) is appropriate for
various technologies, the test system includes di↵erent types of units by considering various
ratings and e ciencies. In this test system, there is a main ESS unit with high capacity and
high e ciency, and smaller ESS units with di↵erent capacities and e ciencies distributed
throughout the microgrid. The installed ESS units’ capacities, ratings, and e ciencies are
shown in Table 4.2.
Table 4.2: Microgrid ESS ratings, capacities and e ciencies.
ESS DG Pmaxs [kW] SOC
max
s [kWh] ⌘
in ⌘out
S1 G7 500 2500 0.96 0.96
S2 G9 50 250 0.85 0.85
S3 G11 100 500 0.95 0.95
S4 G14 50 250 0.8 0.8
S5 G15 50 250 0.87 0.87
In order to test the e↵ectiveness of the recourse models under uncertainty discussed in
Sections 2.3 and 2.4, and demonstrate the importance of considering uncertainty in the
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EMS for isolated microgrids with and without ESS, di↵erent case studies are presented
and compared. These cases also demonstrate the main di↵erences between the SO and RO
hedging approaches. The following are the study cases considered:
• Robust Base Case:
This case corresponds to the base test system described beforehand, solved using
the proposed RUC technique described in Section 3.1. The simulation is performed
considering an RUC look-ahead window of 24-hours, corresponding to the profiles
of the load and RE sources. The algorithm was tested for eight combinations of
uncertainty policy ( , Pmax!,t ) shown in Table 3.1 and previously explained.
• Deterministic Case:
This case corresponds to the deterministic formulation of the EMS, which is imple-
mented here as a special case of the RUC with uncertainty policy   = 0, which
implies that the forecast will not have mismatches at any time-step, to be able to
compare the look-ahead windows for the same EMS.
• SUC Case:
For the SUC, the process will follow the procedure proposed in [51] and discussed in
Section 2.3.1, which uses 100 scenarios updated at each time-step, based on the most
recent forecast using a statistic ensembles technique. The SUC horizon is also set to
24 hours as in the deterministic and RUC cases.
• No-Storage Case
Given the current issues with the deployment of ESS in remote microgrids [6], it
is relevant to test and compare the e↵ectiveness of the proposed formulations in a
context where no ESS is installed. Hence, the ESS is removed from the test system
replacing the ESS unit at N5 with a gas microturbine of the 500 kW with the same
characteristics as the one installed at N13, in order to provide the system with enough
capacity to meet the demand.
4.2 Results
This section presents and discusses the dispatch commands issued for the aforementioned
study cases. The di↵erent dispatch models are benchmarked, based on the following three
criteria:
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• Costs, which include the cost of fuel, load shedding, power curtailment and commit-
ment costs over a 24-hour period of operation.
• Reserves, which includes both the average level of total reserves and the change in
the instantaneous reserve levels during the 24-hour period. These reserves correspond
only to the diesel generators and the micro turbine.
• SoC of the ESS, which corresponds to the total of SoC average and the instantaneous
SoC levels over the simulation window, during the 24-hour operating period.
The scheduling of diesel units G1 and G2 (800 kW and 310 kW respectively) is of particular
interest, because, given the low cost of the microturbine and the size of G3 (1,750 kW diesel
unit), these provide the base load and thus the algorithm always commits them. Hence,
the smaller units provide flexibility to the operation of the microgrid, with the uncertainty
considerations changing their scheduling depending on the uncertainty policy and the UC
model used.
4.2.1 System with Storage
Since the RE units cannot be dispatched, the EMS dispatch signals correspond to the
thermal units and ESS. Figure 4.3 depicts an area stacked plot of the dispatch in 5-
minute periods for the deterministic formulation, the RUC with the uncertainty policy
( , Pmax!,t ) = (10, 21%), and the SUC variant in that order.
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Figure 4.3: Dispatch results for di↵erent UC models for base case.
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Table 4.3: UC results summary for base case, G1 & G2 (G3 and G21 are always committed).
The diesel units are dispatched according to the commitment results shown in Table 4.3.
The most relevant di↵erence is between hours 12-24, where the RUC formulation commits
more capacity than the deterministic case. However, the number of units committed is less
than the SUC case with G2 being committed for the 24 hours of operation.
The ESS units are always committed, and the EMS enforces the charging and discharg-
ing commands by means of the SoC level requirements set at the frontier condition for the
three-phase OPF. Observe in Figure 4.3 that the ESS units charge during o↵-peak hours,
between hours 0-5 and 17-20, and discharge at the peak hours between hours 7-11 and
20-24 as expected. The main di↵erence between the hedged approaches can be observed
in the second peak between hours 17-23, where the SUC variant charges instead of dis-
charging, unlike the deterministic and RUC cases; this di↵erence is due the aforementioned
overcommitment of units in the SUC approach.
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The results of the UC for di↵erent uncertainty policies show how the conservatism
level changes depending on the value of ( , Pmax!,t ). In every case, the RUC committed
more units than the deterministic variant between hours 17-24, as a result of the uncertain
mismatches in those hours, thus forcing the EMS to yield more reserves. Another relevant
result can be observed at hours 10-11, where the deterministic problem and variants of the
RUC with large levels of   commit an extra unit in order to charge the ESS; this di↵erence
is due to the interaction of the UC decisions with the management of the ESS SoC in the
optimization algorithm.
The e↵ect of the extra commitment and conservatism management are reflected in
the total reserve levels for the di↵erent uncertainty policies. Thus, the system’s average
reserve levels are shown in Figure 4.4, where higher levels of reserve are observed in hedged
UC variants, yielding more secure system conditions against variations on the availability
of RE resources and load. Furthermore, note that the deterministic UC results in the
lowest level of reserves, and the SUC produces the highest level. On the other hand, the
di↵erent RUC uncertainty policies produce values between those of the deterministic and
SUC approaches; observe that the cases with a high value of ( , Pmax!,t ) yield increased
levels of reserve as expected from the mathematical formulation. This can also be observed
in the UC Table 4.3, where the SUC commits all the thermal units for 20 out of the 24
hours while the RUC is less conservative.
The instantaneous levels of reserve during the 24-hour simulation is illustrated in Figure
4.5, showing that the uncertainty policies are able to provide more reserve to the system
as compared to the deterministic case at times of high RE generation, considering the
wind profiles in Figure 4.2. Note that, during the time window between hours 16-22,
the deterministic case does not commit enough units to provide adequate reserves to the
system, while the RUC and SUC variants are able to properly hedge the system, with the
SUC, providing the highest reserves for every hour.
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Figure 4.4: Average reserve for base case.
Figure 4.5: Instant reserve for base case.
As the reserves, the level of SoC reflects how much resource the algorithms allocate to
compensate for possible deviations in the RE. The average SoC for all the ESS is depicted
in Figure 4.6, showing that the deterministic case maintains an average SoC higher than
the hedged cases. There are noticeable di↵erences between the UC variants, since the
robust formulation leads to a higher utilization of the ESS, and a flatter profile of SoC
levels, as shown in Figure 4.7, which is consistent with a more conservative management
of the storage resources. These di↵erences can be explained by the fact that the determin-
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Figure 4.6: Average SoC for base case.
Figure 4.7: Instant SoC for base case.
istic model performs the calculation of the recourse considering a single “optimistic” RE
profile, whereas the hedged variants consider more pessimistic scenarios. For the case of
the RUC model, the SoC levels are in between those of the deterministic and the SUC, as
for the reserves. Moreover, the SUC variant yields more conservative results than any of
the the uncertainty policies, to the extent of charging the ESS during the second peak; fur-
thermore, this model produces a more aggressive charging during the first 8 hours causing
an overcommitment of units.
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Figure 4.8: Costs for base case.
Finally, there is a reduction in total operating costs when using the RUC model for
all the uncertainty policy variants compared to the deterministic case, as shown in Figure
4.8. The savings come primarily due to a reduced level of load shedding in each case,
observing a reduction in load shedding between 30% and 40% depending on the selected
uncertainty policy. The SUC presents the lowest level of load shedding, with the cost
reduction coming from the commitment of all the units 2 hours before the peak (hours 4-
6); however, this approach produces the most expensive dispatch in terms of fuel, because
the SUC is more conservative than the RUC. Nevertheless, the fuel costs remain practically
the same in all UC variants, since this related mostly to the large unit G3; and the other
units are comparatively much smaller and lower cost. It should be highlighted that ESS
charging/discharging costs are not considered here; these a↵ect the cost results, leading
possibly to di↵erent conclusions.
4.2.2 System Without Storage
The EMS dispatch signals for the thermal units for the system with no ESS are shown
in Figure 4.9; similar to the results of the system with storage, the dispatch is repre-
sented as an area stacked plot of the dispatch in 5-minute periods. The illustrated re-
sults correspond to the deterministic formulation, the RUC with the uncertainty policy
( , Pmax!,t ) = (10, 21%), and the SUC variant. In this case, the microturbine G7 that
replaces the main ESS unit is committed for the entire operation period.
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Figure 4.9: Dispatch results for di↵erent UC models, for the system with no storage.
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Table 4.4: UC results summary for no-ESS system, G1 and G2 (G3, G7 and G17 are always
committed).
The commitment results of diesel units G1 and G2 are shown in Table 4.4, where the
di↵erences between the approaches are mainly observed in hours 6-11 and 15-16; note that
the RUC commits more capacity than the deterministic UC case. Observe also that the
UC results in the hours 18-23 are the same for both formulations, reflecting that additional
hedging is not required in those hours. The overcommitment of the SUC formulation can
be observed again in Figure 4.9, where G1 is dispatched in hours 11-15, even when the
system does not really need an extra unit on-line.
The RUC average levels of reserve are only marginally higher than the deterministic
case, as shown in Figure 4.10. Nevertheless, in hours 6-10 in Figure 4.11 it is clear that the
algorithm allocates the reserves properly when the RE output is higher, as observed in the
RE profiles in Figure 4.2. On the other hand, the SUC results are more conservative than
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Figure 4.10: Average reserves for the system with no ESS.
Figure 4.11: Instant reserves results for system with no ESS.
the RUC results, providing the system with the highest average reserve; however, note in
Figure 4.9 that the overcommitment in the SUC model results in the diesel units operating
at minimum power in the valley periods, which is detrimental to the fleet performance and
hence is an unwanted outcome. In this case, in order to accommodate the high amount of
power in the system, the units operate at reduced generation levels, to the extent that G2
operates at minimum power for 13,16 hours.
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Figure 4.12: Costs for system with no storage.
Finally, there is a similar reduction of total operating costs for all the RUC variants
and the SUC, as shown in Figure 4.12. This is due to a reduction in load shedding of
60% when comparing most of the RUC results with those of the deterministic case, except
for the case when the  Pmax!,t is small (i.e.,  P
max
!,t = 6.33%) which yields similar results
as in the deterministic formulation. Note that the fuel costs are practically the same in
all UC variants, since this is related mostly to the large unit G3; and the other units are
comparatively much smaller and run at lower cost.
4.2.3 Computational Performance
One of the main concerns in EMS algorithm development is their appropriateness for
real-time operation; hence, as discussed in Section 1.2, the computational complexities
of uncertainty-aware formulations may hinder their performance in real-time application.
Thus, it is relevant to discuss the computational performance of the RUC model.
From the perspective of computational performance, some simulations were run with
overly conservative polices (e.g.   = 16,  Pmax!,t = 37%). This arises from the fact that
a 37% change in a 16 time steps out of the 24-hour look-ahead window is too drastic,
resulting in many possible solutions at the same cost. The cases reported here are for the
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Table 4.5: Iteration count per hour of the RUC algorithm for di↵erent uncertainty policies.
   Pmax!,t Base System No-Storage
Min Max Min Max
iteration iteration iteration iteration
6.37 37.5 1 4 2 5
8 37.5 1 3 2 5
10 16.72 1 3 2 4
16 6.335 1 3 1 3
8 21 1 4 2 4
13 10 1 3 1 3
16 21 1 3 2 3
10 21 1 4 1 3
10 37 No convergence after 10 iterations
16 30 No convergence after 10 iterations
16 37 No convergence after 10 iterations
policies that maintain the relationship depicted in Fig. 3.1, yielding solution times below
60 CPU seconds per iteration, for the number of iterations provided in Table 4.5 for each
uncertainty policy used, over the the 24 hour simulation window.
Note that if the uncertainty set is oversized the mathematical problem is unable to
find an appropriate solution to the worst realization since there are many scenarios that
result in the same recourse. As the levels of conservatism are increased, some uncertainty
policies produce solutions of the sub-problem that have the same cost function value with
di↵erent  P!,t results in the RUC sub-problem (3.7), thus slowing down the convergence
speed; on the other hand, there are uncertainty policies too conservative to converge in the
maximum number of iterations. Furthermore, given that the models use the current system
information to calculate the commitment and the most pessimistic RE profile, unless the
prediction changes drastically from one hour to the next, the algorithm will not be required
to perform many iterations to obtain a new set of results; hence, the convergence of the
algorithm in suitable time is accomplished by selecting uncertainty policies coherent with
the actual performance of the forecasting system.
It is important to note that the number of iterations required for the RUC to converge
is a↵ected by the optimality criterion of the MILP solver and the convergence criterion
of the primal cutting-planes. In this case, CPLEX defines the relative tolerance of the
branch-and-bound solving algorithm on the gap between the best integer objective and
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the objective of the best remaining node [91]. If this tolerance is too high, as the default
value in GAMS of 10%, the primal cutting-planes algorithm is unable to converge in a
reasonable number of iterations. For this reason, the gap criteria has been set to 0 (e.g.,
OPTION OPTCR=0). On the other hand, the convergence tolerance for the cutting-planes
algorithm is set at 0.1%, with the objective of testing the proposed model with strict
convergence criteria.
4.3 Summary
In this chapter, the proposed RUC model and EMS architecture were tested on a modified
CIGRE test system under di↵erent configurations, considering a system with storage and
without storage. The results were compared with those of a deterministic formulation and
the SUC, demonstrating the benefits of hedging the UC solutions against uncertainty. The
models were compared on the basis of reserve and ESS SoC management, costs, dispatch
and UC.
The results demonstrated that through a proper selection of the uncertainty policy,
an improved performance and a more secure operation can be obtained. It is shown that
the economic performance of the EMS depends on the selection of the uncertainty policy.
Overall, even though the fuel costs for the di↵erent RUC variants show only marginal
reduction, there is an important improvement in the security of the microgrid given by
the additional reserves and better management of the ESS. Furthermore, the RUC is able
to produce hedged UC results without considering any probabilistic information from the
forecasting system and within reasonable computational times.
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Chapter 5
Conclusions and Future Work
5.1 Summary
The focus of this thesis has been on the mathematical formulation of an uncertainty-aware
EMS for isolated microgrids using an RO approach. The microgrid concept was first intro-
duced and an overview of the current research trends of uncertainty management in power
systems, and particularly in microgrid dispatch, was presented along with the research
objectives. The control requirements and structures appropriate for isolated microgrids
were also discussed, and the bases for the proposed mathematical model of the RUC were
laid out. Moreover, the concepts and mathematical tools to manage uncertainties in con-
trol problems were presented, introducing and formalizing the technique, and including a
discussion on implementation, advantages and disadvantages of its application to EMS.
The recourse formulation of problems under uncertainty was also discussed along with the
general mathematical model for SO, and the SUC model applied to microgrid EMS was
presented. Finally, the RO-based recourse model was presented including a detailed de-
scription of the algorithm used to solve the RUC problem and hedge the system against
uncertainty, with limited probabilistic information from the forecast.
The aforementioned mathematical models were then exploited to develop the proposed
RUC suitable for EMS of isolated microgrids. A detailed discussion of the mathematical
procedures to maintain the problem tractability as an MILP, including a dualization ap-
proach and the management of bi-linear terms was then presented. Also, the proposed
methodology to select the uncertainty policies based on the historical performance of the
forecasting was discussed in detail. The proposed architecture that exploits the RHC prin-
ciple along with the RO-based recourse actions was presented as well, including the use of
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variable look-ahead windows to solve the problem.
The concepts and algorithms proposed in this thesis were finally tested under di↵erent
system configuration conditions for a realistic isolated microgrid based on the benchmark
MV CIGRE system, and the results were presented and discussed. The results demon-
strated that through a proper selection of the uncertainty policy, an improved perfor-
mance and a more secure operation could be obtained. It was shown that the economic
performance of the EMS for various uncertainty policies depended on the selection of the
uncertainty policy. Overall, even though the fuel costs for the di↵erent RUC variants
show only marginal reduction, there is an important improvement in the security of the
microgrid given by the additional reserves and better management of the ESS. Further-
more, the RUC is able to produce hedged UC results without considering any probabilistic
information from the forecasting system and within reasonable computational times.
5.2 Contributions
The main contributions of the research presented in this thesis are:
• A novel and comprehensive mathematical model that combines RHC and two-stage
recourse actions with a robust optimization framework is proposed. This architecture
utilizes an RUC model within a two-stage decision making process appropriate for
EMS development, yielding the least-cost dispatch while complying with uncertainty
and ESS management requirements. The improvement in the results with respect
to a deterministic case are obtained without requiring probabilistic information from
the forecast.
• New master- sub-problem models to solve the RUC problem using a primal cutting-
planes algorithm are presented. The models are formulated as MILP problems, en-
abling the application of RO to hedge the EMS while maintaining processing times
that allow the implementation in the real-time operation of isolated microgrids.
• A suitable and novel framework for the sizing of the uncertainty set according to
the historical performance of the forecasting system is proposed and tested. This
practical approach provides the decision maker with a coherent approach to manage
the level of conservatism of the RUC model in a comprehensive fashion.
• A comprehensive comparison between the SO- and RO-based approaches to hedge
the isolated microgrid against uncertainty is presented and discussed. The com-
parative analysis was performed within proper theoretical and practical frameworks
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demonstrating the adequacy of the RUC to make the system immune to uncertainty
without requiring detailed scenario representations.
5.3 Future Work
Possible areas of future research are the following:
• Further testing of the algorithm for longer operation periods, e.g., a year of opera-
tion. This testing will allow to make better comparisons between the RUC and SUC
models.
• The actual implementation of the proposed microgrid EMS architecture in a realistic
test bed in order to test the feasibility and capabilities of the algorithm, computa-
tional performance, and determine the hardware and software requirements.
• A more detailed modeling of the ESS must be explored; some of the computational
challenges in the the problem formulation can be overcome by using a better model
of the recourse constraints.
• Extend the formulation and tests combining di↵erent sources of uncertainty such as
solar powered DERs and loads, including mathematical formulations to relate the
di↵erent sources in order to avoid over-conservatism.
• Enhance the proposed EMS to include more resources in the recourse model such as
demand response mechanisms.
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APPENDIX
System Data
Table 1: Cost Functions, Start-up and Shut-down Costs of Generators.
Unit a b c CSup CSdn
No. [US$/kWh2] [US$/kWh] [US$] [US$] [US$]
1 0 0.2781 7.5 15 5.3
2 0 0.2876 0 7.35 1.44
3 0.00001 0.224 45.5 95 15.3
17 0 0.053 3.1 3 0.5
*Cost functions are based on a diesel price of US$3.78/gal and a gas
price of US$5/MBTu
Table 2: Transformers Parameters.
TF Node X
Type
V from V to Srated
No from-to [pu] [kV] [kV] [kVA]
1 14-1 0.05    Yg 0.48 12.47 5,000
2 15-9 0.05    Yg 0.48 12.47 500
3 16-7 0.05    Yg 0.48 12.47 700
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Table 3: Line Parameters.
Line Node Rph Xph Bph R0 X0 B0
No from-to [⌦] [⌦] [µS] [⌦] [⌦] [µS]
1 1-2 0.208 0.518 4.596 0.421 2.160 1.884
2 2-3 0.173 0.432 3.830 0.351 1.800 1.570
3 3-4 0.106 0.264 2.336 0.214 1.098 0.958
4 4-5 0.097 0.242 2.145 0.197 1.008 0.879
5 5-6 0.266 0.665 5.898 0.541 2.772 2.418
6 6-7 0.042 0.104 0.919 0.084 0.432 0.377
7 7-8 0.289 0.721 6.396 0.586 3.006 2.622
8 8-9 0.055 0.138 1.226 0.112 0.576 0.502
9 9-10 0.133 0.333 2.949 0.270 1.386 1.209
10 10-11 0.057 0.143 1.264 0.116 0.594 0.518
11 11-4 0.085 0.212 1.877 0.172 0.882 0.769
12 3-8 0.225 0.562 4.979 0.456 2.340 2.041
13 1-12 0.846 2.112 18.729 1.716 8.802 7.677
14 12-13 0.517 1.292 11.452 1.049 5.382 4.694
15 13-8 0.346 0.864 7.660 0.702 3.600 3.140
Table 4: Load Parameters.
Node
Apparent Power [kVA]
Power Factor
Phase A Phase B Phase C
Res ComRes Com Res Com Res Com
1 344.00 80.00 172.00 180.00 200.00 180.00 0.90 0.80
2 100.00 200.00 50.00 200.00 0.00 200.00 0.95 0.85
3 0.00 80.00 200.00 80.00 50.00 80.00 0.90 0.80
4 200.00 0.00 100.00 0.00 100.00 0.00 0.90 1.00
5 200.00 50.00 172.00 200.00 0.00 50.00 0.95 0.85
6 50.00 0.00 100.00 0.00 172.00 0.00 0.95 1.00
7 0.00 100.00 100.00 100.00 0.00 100.00 0.95 0.95
8 100.00 0.00 150.00 0.00 0.00 200.00 0.90 0.90
9 100.00 0.00 150.00 0.00 100.00 0.00 0.95 1.00
10 150.00 0.00 100.00 0.00 250.00 0.00 0.90 1.00
11 50.00 150.00 50.00 150.00 0.00 150.00 0.95 0.85
12 0.00 145.00 0.00 145.00 0.00 145.00 0.95 0.85
13 0.00 90.00 0.00 90.00 172.00 90.00 0.90 0.90
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Table 5: Directly-Connected Synchronous Generators Parameters.
Unit Sbase Vbase Pmax Pmin xd x00d x
00
q x0
No. [kVA] [kV] [kW] [kW] [pu] [pu] [pu] [pu]
1 1000 0.48 800 350 3.05 0.134 0.153 0.051
2 390 0.48 310 60 3.5 0.142 0.166 0.038
3 2000 0.48 1750 1000 3.05 0.134 0.153 0.051
Table 6: Inverter-interfaced DERs Parameters.
DER Inverter
Unit Pmax Pmin ⌘in ⌘out Smax ⌘ @ Pmax ⌘ @ 20%Pmax
No. [kW] [kW] [%] [%] [kVA] [%] [%]
4 20 0 - - 250 91% 95%
5 20 0 - - 250 91% 95%
6 30 0 - - 375 91% 95%
7 500 -500 96% 96% 625 91% 95%
8 30 0 - - 38 91% 95%
9 50 -50 85% 85% 63 91% 95%
10 30 0 - - 38 91% 95%
11 100 -100 95% 95% 63 91% 95%
12 30 0 - - 38 91% 95%
13 40 0 - - 50 91% 95%
14 50 -50 80% 80% 63 91% 95%
15 50 -50 87% 87% 63 91% 95%
16 40 0 - - 50 91% 95%
17 500 100 - - 625 91% 95%
18 1000 0 - - 1250 91% 95%
Table 7: Directly-connected SCIG Parameters.
Unit Sbase Vbase Pmax Pmin rs xs r0r x
0
r xm
No. [kVA] [kV] [kW] [kW] [pu] [pu] [pu] [pu] [pu]
19 190 0.48 150 0 0.007 0.15 0.0072 0.15 2.95
20 190 0.48 150 0 0.007 0.15 0.0072 0.15 2.95
21 190 0.48 150 0 0.007 0.15 0.0072 0.15 2.95
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Table 8: Ramping Limits and Minimum Up-, Down-times.
Unit Rup Rdn Mup Mdn
No. [kW/min] [kW/min] [hr] [hr]
1 16 16 2 1
2 6.2 6.2 3 2
3 28 28 2 1
4 50 50 3 2
5 4 4 0 0
6 4 4 0 0
7 6 6 0 0
8 120 120 0 0
9 6.6 6.6 1 1
10 6 6 1 1
11 6 6 0 0
12 10 10 1 1
13 6 6 0 0
14 40 40 1 1
15 6 6 0 0
16 42.4 42.4 1 1
17 8 8 0 0
18 40 40 0 0
19 2.8 2.8 1 1
20 2 2 0 0
21 10 10 2 2
22 200 200 0 0
23 30 30 0 0
24 30 30 0 0
25 30 30 0 0
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