Abstract. Microwave tomography is a technique in which microwaves illuminate a specimen, and measurements of the scattered electrical field are used to determine and depict the specimen's dielectric and conductive properties. This article presents a new method to perform the reconstruction. The reconstruction method is illustrated by assuming time harmonic scattering in two space dimensions in a setup tailored for medical applications. We prove that the resulting constrained nonlinear least-squares problem admits a solution. The governing Helmholtz equation is discretized by using the finite-element method, and the dielectric properties are allowed to attain different values at each element within a given region. The reconstruction algorithm uses methodologies borrowed from topology optimization of linearly elastic structures. Numerical examples illustrate the reconstruction method in a parameter range typical for human tissue and for the challenging case where the size of the object is in the same order as the wavelength. A reasonable estimate of the dielectric properties is obtained by using one observation per 20 unknowns when the permittivity is allowed to vary continuously within a given interval. Using a priori information that the permittivity attains only certain values results in a good estimate and a sharp image. As opposed to topology optimization for structures, there is no indication of mesh dependency and checkerboarding when forcing the permittivity to attain discrete values.
Introduction.
In medical tomography, images depicting cross sections of the body are reconstructed from measurements of various quantities. There are many types of tomography, using different physical principles, often relying on illuminating the object with x rays, microwaves, or sound waves. X-ray (CT) and ultrasound tomography typically use wavelengths that are much shorter than the dimensions of the smallest object that is being reconstructed, which allows the use of ray theory in the algorithms for image reconstruction. The algorithms for this case are typically fast and produce images with a very high spatial resolution. However, ray theory does not apply when the wavelength is in the same order as the required resolution, a case that complicates the image reconstruction algorithms and reduces the sharpness of the pictures.
Still, the long wavelength case is of high interest in applications, particularly in the case of microwave tomography for medical applications. Microwave tomography uses low-power electromagnetic radiation with wavelengths in the centimeter range to reconstruct centimeter-sized details in the dielectric and conductivity properties of tissue. Microwave tomography has many potential benefits compared to x-ray or ultrasound tomography. Important physiological conditions of living tissues, such as first time was applied to a continuum structure. In a recent monograph [3] , Bendsøe and Sigmund present a comprehensive review of topology optimization and its applications. Today topology optimization is a well-established technique for structural design, and for some classes of problems there exists commercial software, for example, from Altair Engineering and FE-Design. More recently, researchers have started to apply similar techniques to problems of wave propagation [7, 8, 12, 21, 24, 25] . The nonlinear least-squares problem associated with microwave tomography fits well within the framework of topology optimization. In fact, a variation of the method we use for topology optimization of acoustic horns [24, 25] is what we apply below. To the best of our knowledge this approach to microwave tomography has not been explored in the literature.
We consider methods that attempt to determine the material properties at each point in the domain of interest. An interesting alternative, not considered here, is to track the interfaces between regions by using so-called level-set methods. A recent article by Dorn and Lesselier [9] review level-set methods applied to inverse scattering problems.
The paper is organized as follows. Section 2 introduces the problem, specifies the mathematical model of the optimization problem, and contains a proof that there exists a solution to our problem. Section 3 discusses the discretization of the problem and contains the derivations of the gradient expressions needed for the optimization algorithm. The experimental and computational setup is discussed in section 4, and the results of our numerical experiments are reported in section 5. Finally section 6 contains our conclusions and a discussion on the results.
Mathematical modeling and analysis.

Problem description and governing equations.
We consider the arrangement illustrated in Figure 2 .1. A metallic, hexagonal-shaped container contains objects with unknown dielectric properties embedded in a saline solution with known dielectric properties. Attached to each side of the container is a waveguide filled with a low-loss material with known dielectric properties. The container, the waveguides, and the unknown objects are assumed to infinitely extend in the direction normal to the plane. Our aim is to depict the unknown objects inside the container and determine their dielectric properties. The electric field vector E is assumed to be governed by the Maxwell equations in the form
where μ is the permeability, σ the conductivity, and the permittivity. The relative permittivity r is given by r = / 0 , where 0 is the permittivity in free space. We assume that μ ≡ μ 0 , the permeability in free space. Seeking time harmonic solutions of (2.1) for the angular frequency ω, using the ansatz E(x, t) = { Ee iωt }, where denotes the real part and i the imaginary unit, results in the reduced wave equation
where k 0 = ω/c is the free space wave number and c = ( 0 μ 0 ) −1/2 is the speed of light in free space. We assume that the electrical field is polarized normal to the plane, that is, E = (0, 0, u). Since also the geometry and the unknown objects are assumed to possess cylindrical symmetry with respect to the direction normal to the plane, (2.2) reduces to the Helmholtz equation 
The computational domain Ω is depicted in Figure 2 The width of the waveguides is selected such that the lowest mode is propagating but all higher order modes are evanescent. We want to be able to set the amplitude of the incoming waves at the end of the truncated waveguides without affecting the amplitudes of the outgoing waves. Consider the wave propagation in a single waveguide illustrated in Figure 2 .2. In the waveguide, u satisfies the equation
where ε wg is the (constant) complex permittivity of the material filling the waveguide. Let x denote spatial points and n the unit normal at the end of the waveguide, and let t be a vector perpendicular to n. The solution of (2.5) in a waveguide with width d and zero Dirichlet boundary conditions at the upper and lower sides can be found by separation of variables, which, together with the assumption that all except the first nonplanar mode are evanescent, yields
where C 1 is a constant describing the complex amplitude of the incoming wave at the left end of the waveguide, C 2 is the amplitude of the outgoing wave, and k is the reduced wave number defined by
where arg denotes the polar argument. The inequalities above ensure that the lowest mode wave is propagating and establish that k is uniquely defined; a justification of this statement is given in section 4.1. Differentiating expression (2.6) in the n direction results in
Combining expressions (2.6) and (2.7) yields
At the outer end of the waveguide x · n is constant and thus
where the constant C determines the amplitude of the incoming wave at the end of the waveguide. By imposing the boundary conditions
where t m is the tangential vector on Γ
in , we set the amplitude of the incoming wave at Γ (by adjusting C m ) while ensuring vanishing amplitude of the incoming wave at the ends of the other waveguides and perfect absorption of all outgoing waves. Remark 1. The assumptions leading to boundary conditions (2.8) are adequate for the present proof-of-concept setup. When modeling an actual experimental configuration, a more realistic antenna model is likely required.
For both the mathematical analysis and the finite-element approximation, it is convenient to work with the governing equations in variational form. Letting
the variational form of (2.3) with the boundary conditions given in (2.4) and (2.8) is
Remark 2. We will throughout the article, as in expressions (2.10) and (2.11), not explicitly state the symbol for measure in the integrals whenever there is no risk for confusion.
Optimization problem.
The objects with unknown dielectric properties are assumed to be located inside the hexagonal-shaped subregion Ω ? located inside the container (Figure 2.3) . At the end of each waveguide, there is a device able to radiate microwaves as well as measure the electric field. One at a time, the six sources radiate the object. For each irradiation, the electric field is observed at the end of each waveguide. Thus, there are six observations per irradiation.
In order to obtain a larger number of observations, the container can be rotated, as illustrated in Figure 2 .3, at angles θ l ∈ [0, 60
. . , L, with respect to the fixed region Ω ? . The process described above can then be repeated for the new location of the container. Each such rotation results in 36 additional observations. By using the notation u l n for the solution of (2.9) to indicate that the active source is located at Γ (n) in and the dependence on the rotation angle θ l , the (complex) mean value of u
We assume that we have measurements v l n,m of u l n m that are associated with the unknown complex permittivity ε. To find the dielectric properties of the objects in Ω ? , we define the space of admissible dielectric properties by where ε s corresponds to the known dielectric properties of the saline solution and where α, α, β, and β are real constants. The problem of determining ε within Ω ? can be formulated as
2.3. Existence of solutions to the optimization problem. In this section we prove that there exists a solution to optimization problem (2.13) for any given set of complex numbers v l n,m . We first show that the forward problem (2.9) is well-posed. The fact that we have an everywhere lossy material ( {ε} < 0 everywhere) facilitates the proof of well-posedness, since Lemma 2.1 shows that the sesquilinear form a ε defined in (2.10) will then be coercive on V × V for each ε ∈ U.
Lemma 2.1. There exists c ∈ C and C ∈ R such that C > 0 and
Proof. Let c = −β − 2iα. Multiplying the expression (2.10) with c yields
Since for ε ∈ U, { k} ≥ 0 and { k} ≤ 0, we have
where C = |β| min(1, k 2 0 α). Corollary 2.2. For each ε ∈ U there exists a unique solution to problem (2.9).
Proof.
This follows from Lemma 2.1 together with the Lax-Milgram theorem.
To prove that there exists a solution to problem (2.13) we will utilize the following lemmas. The first concerns compact inclusion of Sobolev spaces and follows from Theorem 1. 
We now have the tools needed to prove the main theorem of this section. 
Let l correspond to an arbitrary rotation of the domain, and let n correspond to an arbitrary source location. Define u l n,j as the solution to problem (2.9) for rotation l and source location n with ε replaced by ε j .
Lemma 2.6. The sequence {u
is bounded. Proof. From Lemma 2.1 and Corollary 2.2 it follows that
where the last inequality follows from Lemma 2.4. Thus
Since the sequence {u
3). Thus we select 0 < η 0 < 1/2 and a further subsequence {u
Lemma 2.7. For each rotation l and source location n, the function u l * n solves problem (2.9) with ε replaced by ε * . Proof. We consider each term in (2.9) separately. First choose 0 < t < 1/2 − η 0 , and let v ∈ V be arbitrary. For the first term of a we have
, and thus
For the third term of a,
, where the last inequality follows from Lemma 2.4. By making use of the fact that 0 < t < 1/2 − η 0 and u
By combining the limits for the three terms and making use of the fact that v is arbitrary, it follows that
Let m correspond to an arbitrary receiver position. Following the same arguments as for the third term of a in Lemma 2.7, with v replaced by χ Γ (m) (the characteristic function of Γ (m) ), yields
The objective function J in optimization problem (2.13) is a finite sum of terms of the type | u
that is, ε * is a solution of problem (2.13). In some situations one might have a priori information that the dielectric properties in the region Ω ? lie in a certain range. In these situations, the problem of interest is problem (2.13) with U replaced by U defined by (2.14)
Since U is a bounded subset of U, the arguments in Theorem 2.5 holds with U replaced by U. We thus have the following corollary. Corollary 2.8. There exists at least one solution to problem (2.13) with U replaced by U.
Remark 3. If the target distribution v l n,m is such that J(ε * ) > 0, it is possible to argue, similar to Dobson [7] , that ε * attains at least one of the bound constraints in the admissible class U (or U) for almost every x ∈ Ω ? . Remark 4. Theorem 2.5 asserts the existence of a solution to problem (2.13), regardless of the quality of the supplied data v l n,m . A different question, not answered by Theorem 2.5, is whether the solution is an acceptable estimate of an actual permittivity distribution. The quality of the estimated permittivity will depend on particulars, such as the number of observations and the noise levels.
Penalization.
Here we assume that we have a priori information that the dielectric properties attain only the predetermined values {ε 1 , ε 2 }, ε i ∈ C, i = 1, 2, in the region Ω ? . In this case we are interested in solving problem (2.13) with U replaced by U, defined by
where U is defined as in (2.14). Unfortunately, the above proof of Theorem 2.5 does not hold for problem (2.13) with U replaced by U. The rub is that there is no guarantee that the weak* limit ε * , for a given minimizing sequence {ε j } of J, is an element in U. We will nevertheless attempt to solve problem (2.13) numerically with a discrete-valued permittivity class U. Such a problem can be viewed as a nonlinear integer programming problem. Large-scale integer programming problems are computationally expensive, so we choose instead to consider the problem
where the second term is the penalty function
in which γ is a penalty constant. The penalty function is zero for all ε ∈ U. Moreover, if γ > 0, then the penalty function is positive for all ε ∈ U. That is, the penalty function promotes the values ε 1 and ε 2 , while the intermediate values are penalized. Moreover, assuming that there exists an optimal solution ε * to problem (2.13) with U replaced by U, then for sufficiently large γ this solution is also an optimum for problem (2.15). However, it also holds that any ε ∈ U is a local minimum to (2.15) if γ is sufficiently large. Therefore, care is needed when increasing the penalty constant.
Remark 5. The above strategy is a generalization to the present application of the penalty strategy used to impose discrete-valued designs in topology optimization [1, 4, 24] . The strategy is limited to the case of two materials and requires accurate estimates of the dielectric properties. In practice, available a priori information may be of a more general type. A typical example is that it is known that the sample consists of a number of materials each with dielectric properties varying within a certain range. We are presently investigating strategies to utilize such a priori information.
Note that the penalization adds a concave term to the objective and thus acts in a nonstabilizing manner. Typically the addition of a penalization term needs to be accompanied with a regularizing procedure such as the addition of a filter or a constraint on the total variation of the design. However, as the numerical results show, such a procedure is not required in this case.
The discrete setting.
3.1. Discretization. We solve variational problem (2.9) numerically with the finite-element method. The region Ω is triangulated by using the type of mesh depicted in Figure 3 .1. The region Ω ? is triangulated by using equilateral triangles. When rotations are used to increase the number of observations, a separate mesh is created for each rotation angle by keeping the mesh in Ω ? fixed and creating a new unstructured part to fit the revolved container. In our numerical experiments we use first-or second-order Lagrangian elements. We thus define V h to be the space of all continuous, complex-valued functions being linear (respectively, quadratic) on each element and zero along the sides of the container and the waveguides. The function ε is approximated with a function ε h ∈ U h , where U h is the set of all functions in U being constant on each element. The discretized version of variational problem (2.9) reads:
The discretized version of optimization problem (2.13) is
where u h l n is the solution to (3.1) with source location n and rotation l. The discretized version of problem (2.15) is
where U h is the set of all functions in U being constant on each element. Remark 6. Problem (3.2) covers both the unpenalized and the penalized version of our optimization problem. For the special choice of parameters γ = 0, r = α, r = α, i = β, and i = β, problems (2.13) and (2.15) are equivalent.
Sensitivity analysis. Consider the function (3.3)
where l corresponds to the rotation of the domain, n to the source location, and m to the receiver position. Problem (3.2) can be written as the nonlinear least-squares problem
When solving the problem numerically, it is advantageous to use algorithms that utilize the least-squares structure. Such algorithms require ∇I l,m,n for all individual l, m, and n as well as ∇J p (instead of just ∇J h ). The differentiation of the penalty term is straightforward. For the derivation of the gradient of I l,m,n with respect to changes in ε h , we fix ε h and let δε h be an arbitrary variation of ε h . Differentiating (3.3) with respect to this design variation results in
where δu h is the first variation of u h corresponding to δε h . Differentiating the variational form in problem (3.1) yields
Let z h ∈ V h be the solution of the adjoint equation
Since (3.5) holds for all
By making use of (3.6) with w h = δu h , expression (3.7) reduces to
r and e (k) i denote the real and the imaginary part, respectively, of the restriction of ε h on the triangle T k . Combining expressions (3.8) and (3.4) yields (3.9)
The adjoint (3.6) and the state (3.1) equations are independent. Furthermore, the adjoint and the state equation are almost the same (only the right-hand side differs). Hence for each rotation of the outer container it suffices to solve an equation of the type A(ε h )x = y for twelve right-hand sides in order to be able to compute the values and gradients for the 36 observations corresponding to the current rotation angle θ l . (Figure 2.1) consists of a hexagonal-shaped core with one waveguide attached to each side. The values we use for the dielectric properties and the width of the waveguides are taken from the article by Semenov et al. [18] . In the numerical experiments, we work with a frequency of 900 MHz. For this frequency, the saline solution in the core has the dielectric properties 1 ε = 79.0 − 10.5i, and the waveguides are filled with a dielectric material with ε = ε wg = 90 − 0.0009i. The side length of the hexagon is 16 cm. The length of each waveguide is 16 cm, and the width of each waveguide is 2.2 cm.
The computational setting.
Experimental setup. The container considered in our experiments
The general solution to the Helmholtz equation (2.5) in a waveguide of width d, with zero Dirichlet boundary conditions along the sides, can be expressed as a weighted sum of wave modes
where n is parallel to the waveguide, t is orthogonal to n (Figure 2. 2), and
For lossless material in the waveguide, that is, {ε wg } = 0, wave mode w m propagates as long as { k
For the case when a low-loss material (| {ε wg }| | {ε wg }|) occupies the waveguide, the wave propagates as long as { k} | { k}|, or approximately as long as { k 2 } > 0, which yields the same bound for d as in the lossless case. For a frequency of 900 MHz and {ε wg } = 90, we find that the mth mode propagates if the width of the waveguide is larger than m · 1.8 cm. Hence by selecting the width to be 2.2 cm, we ensure that the lowest mode propagates while all higher modes are geometrically evanescent.
The region Ω is triangulated separately for each rotation used in our computations. We use five different resolutions and denote the meshes corresponding to each resolution mesh group I-mesh group V. The mesh groups are related such that, for each rotation, the mesh in group II is a uniform refinement of corresponding mesh in group I, the mesh in group III is a uniform refinement of corresponding mesh in group II, and so on. Data for the mesh groups can be found in Table 4 
Computational setup. The method has been implemented in Matlab.
In a precomputing step, the meshes for the current mesh group are created, and the state matrices are assembled for the configuration where no unknown object is located in Ω ? . We solve optimization problem (3.2) with the initial guess ε h ≡ 79.0 − 10.5i, the dielectric values of the saline solution. In each step of the optimization process, the discrete state (3.1) and adjoint (3.6) equations are solved. The gradient of the first term in the objective function is computed according to (3.9) . If penalization is used, the analytical gradient of the penalty term is also evaluated. The method of moving asymptotes (MMA) [23] is used to update the design variables. Thereafter the state matrix is updated according to the changes in the dielectric properties.
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When penalization is applied, we use a continuation approach for the penalty constant. That is, the optimization problem is first solved without penalty with initial guess ε h ≡ 79.0 − 10.5i. Then γ is set to a small number, so that the penalty term has only a minor influence on the optimization. The optimization problem is solved again with the result from the previous optimization as the initial guess. Then γ is increased by a factor of 10, and the process is repeated until the problem is solved with a sufficiently large penalty constant to yield an almost discrete-valued permittivity distribution.
Accuracy check.
The experiments performed in this first study aim to find a triangular-shaped object, our phantom, with dielectric properties ε = 57.5 − 22.6i, depicted in Figure 4 .1. In our experiments, we set the frequency of the incoming wave to be 900 MHz. At this frequency, the dielectric properties of the phantom are chosen to correspond to soft tissue. According to Table 1 in Semenov et al. [18] the wavelength at this frequency is about 3.7 cm in the saline solution and 4.3 cm in soft tissue. The fact that the diameter of the phantom is about one wavelength makes it challenging to reconstruct ε. The values for v l n,m used in the experiments are the Our first experiment aims to check the consistency in the finite-element approximation for the different mesh groups and orders of basis functions. Here we solve for the mean complex amplitude at the end of the waveguides when the domain is filled only with the saline solution as well as when the phantom is present. For both of these cases, we compute the mean complex amplitude at the ends of the waveguides and compute the vector r, with components
Here u h l n is the solution for rotation l and irradiation position n when the domain filled only with the saline solution, and v l n,m is the observation with the phantom in place. The values of r depend on both the mesh size and the order of the basis functions. We consider the value of r computed on mesh group V by using the second-order basis function as our reference value. The relative difference between the computed value and the reference value of r is presented in Table 4 .2. Based on these results and the wish to have both a reasonable accuracy and computational cost, we choose to perform the rest of our numerical experiments with second-order basis functions on mesh group III.
Computational results.
Without penalty.
Our first experiment aims to find the dielectric properties of our phantom, the triangular object depicted in Figure 4 The results shown in Figure 5 .1 are computed by using 6 irradiation positions, giving rise to 36 complex observations. Note that there are 6144 unknown complex permittivity values (Table 4 .1), so the least-squares problem is seriously underdetermined. Rotating the container 30 degrees gives rise to 6 new irradiation positions. By making use of all 72 available observations, we get the results in Figure 5 .2 and a clearer image than in Figure 5 .1. The results from both computations suggest that it is easier to find the real part of the dielectric properties. Furthermore, for the imaginary part there is a visible shadow of the object located about one wavelength below the location of the unknown object.
The inclusion of further observations into the optimization process is performed by rotating the chamber such that the new irradiation positions lie in between previous irradiation points, that is, with the notation of section 2.2, Applying this strategy once more results in a total of 24 irradiation positions. By making use of the resulting 144 observations, the dielectric properties are reconstructed in (only!) 12 MMA iterations. The reconstructed dielectric properties are illustrated in Figure 5 .3. The upper and the left sides of the triangle are clearly visible in the image showing the real part. However, the bottom side of the triangle is not well-resolved in this image; there is a small region where the real part of the reconstructed dielectric properties is essentially the same as the real part of those of the saline solution. Concurrently, the imaginary part of the reconstructed dielectric properties attains its minimum in this part. Moreover, a shadow of the object in the imaginary part of the dielectric properties is also in this case clearly visible.
Remark 7. The convergence criterion for the optimization algorithms consisted of checking that the necessary conditions for optimality (the KKT conditions) was satisfied within a relative tolerance of 10 −8 . The solution of the linear systems associated with the forward and adjoint equations and the calculations required for the parameter update by the MMA algorithm dominate the computational complexity of the algorithm. As outlined in section 3. formulation of the problem. In the worst case for the numerical experiments reported here, the MMA update calculations required about the same time as the time required for the solution of the linear systems.
It is important to note that, even though we have proven the existence of solutions to least-squares problem (2.13), this does not imply uniqueness. In fact, there are many distributions of the dielectric properties that give very low values of the objective function. The value of the objective function is essentially zero for all optimized distributions of the dielectric properties presented in this section.
To check the robustness of the reconstruction we add artificial measurement noise corresponding to a signal-to-noise ratio of 40 dB-the same noise level as Semenov et al. [18] reported for their physical experiments. The reconstructed dielectric properties of our phantom are presented in Figure 5 .4. These images display the same main characteristics as those reconstructed without noise; the size and location of the triangular object are also in this case properly reconstructed. The upper left corner of the triangle is still clearly marked, and the right corner is also visible; however, it is somewhat fainter compared to the image reconstructed by using exact data. The influence of the noise can be seen in that the reconstructed dielectric properties display a more varying behavior than those reconstructed without noise added to the measurement data. Moreover, the shadow in the imaginary part is still present at about the same location and with the same size as previously.
With penalty.
Our second experiment aims to find the same phantom (Figure 4 .1) as in our first experiment. This time we will make use of the fact that we know that the dielectric properties are either ε 1 = 79.0 − 10.5i (saline solution) or ε 2 = 57.5 − 22.6i (soft tissue) inside Ω ? . In order to promote the values ε 1 and ε 2 , the penalized version (2.15) of the optimization problem is used. For the box constraints, we used the following values: r = 57.5, r = 79.0, i = −22.6, and i = −10.5.
As described in section 4.2, we first solve the optimization problem without penalty with initial distribution ε h ≡ 79.0 − 10.5i. Then γ is set to a small number. The optimization problem is solved again with the result from the previous optimization as the initial distribution. Then γ is increased by a factor of 10, and the process is repeated, in our case a total of six times.
The results shown in Figure 5 .5 are reconstructed by using 6 irradiation positions together with the continuation approach. The resulting distribution of the dielectric properties is almost entirely in {ε 1 , ε 2 }, and the results are markedly sharper than those obtained by using the same number of observations without applying any penalization ( Figure 5.1) . In Figure 5 .5 a triangular-shaped object can be seen. In comparison with the phantom (Figure 4.1) , the reconstructed triangular object has approximately the same position and length, while the height is smaller than the height of the object in the phantom. Furthermore, the reconstructed object has a "tail" hanging from its bottom corner. This tail corresponds to the shadow of the object found in the optimization without applying any penalty.
The dielectric properties in Figure 5 .6 are reconstructed by using the continuation procedure for the penalization and 12 irradiation positions. Here the proportions of the reconstructed object are similar to the ones of the phantom. However, the sides of the reconstructed object are wiggly, and fragments of the shadow from the corresponding unpenalized results ( Figure 5 .2) are clearly visible.
Making use of the continuation penalization procedure and 24 irradiation positions results in the reconstructed dielectric properties illustrated in Figure 5 .7. The reconstructed triangular object has the same shape and dimensions as the phantom. There are only minor differences, along the edges of the object, between the reconstructed dielectric properties and the dielectric properties of the phantom. 6. Discussion and conclusions. For the permittivity reconstruction problem in microwave tomography, this article introduces a method that borrows techniques previously used mainly for topology optimization of elastic structures. The algorithm for topology optimization that we prefer (MMA) uses separable convex approximations of a form that reflects the structure of the problem (that the dielectric properties and the state variable appear bilinearly in the Helmholtz equation). The algorithm easily handles box constraints on the admissible permittivities. The presence of such constraints is physically relevant and is essential for our proof of existence of a leastsquares solution (Theorem 2.5). Most other investigators of microwave tomography algorithms seem instead to rely entirely on the presence of a Tichonov term in the objective function to regularize the problem. Regularization of one type or another may be useful to combat noise, but we believe that enforcement of box constraints is more fundamental to the reconstruction problem.
A priori information, such as knowledge that the permittivity can attain only two specific values, can be handled (approximately) in the optimization similarly as the 0-1 values that are imposed in topology optimization in structural mechanics. It is remarkable that there seems to be no need for further regularization when penalization is used. The numerical results do not display instabilities, such as checkerboards and mesh dependency. This rare property, shared with, for example, topology opti-mization in Stokes flow [5] , stands in contrast to topology optimization for structural mechanics [3] as well as topology optimization of acoustic horns [24, 25] , where regularization, for instance, in the form of a filter, is essential to obtain meaningful results.
Although the results in section 5 are encouraging, many more studies need to be conducted: how to design the apparatus, the sensitivity to frequency and polarization (the full vector Maxwell equations are needed to model a different polarization), how to deal with more general a priori information and more material types, etc. Finally, it is crucial to consider real measured data after the initial studies have been performed.
